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Diversity of chimera-like patterns from a model of 2D arrays of neurons with nonlocal coupling
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Chimera states have been studied in 1D arrays, and a variety of different chimera states have been found
using different models. Research has recently been extended to 2D arrays but only to phase models of them.
Here, we extend it to a nonphase model of 2D arrays of neurons and focus on the influence of nonlocal coupling.
Using extensive numerical simulations, we find, surprisingly, that this system can show most types of previously
observed chimera states, in contrast to previous models, where only one or a few types of chimera states can
be observed in each model. We also find that this model can show some special chimera-like patterns such
as gridding and multicolumn patterns, which were previously observed only in phase models. Further, we
present an effective approach, i.e., removing some of the coupling links, to generate heterogeneous coupling,
which results in diverse chimera-like patterns and even induces transformations from one chimera-like pattern
to another.
PACS numbers: 89.75.-k, 05.45.Xt
I. INTRODUCTION
It is generally believed that the collective behavior of cou-
pled identical oscillators will be either synchronized or un-
synchronized for local or global coupling. However, in 2002,
Kuramoto and his colleagues noticed that it is also possible
to observe peculiar patterns in which the oscillators separate
sharply into two groups, one composed of mutually synchro-
nized oscillators with a unique frequency and the other com-
posed of desynchronized oscillators with distributed frequen-
cies, provided that nonlocal coupling is adopted [1]. The sur-
prising aspect of this phenomenon is that it was detected in
systems of identical oscillators coupled in a symmetric ring
topology with a symmetric interaction function, and it coex-
ists with a completely synchronized state. This highly coun-
terintuitive phenomenon was then given the name chimera
state (CS) in 2004 by Abrams and Strogatz [2]. Since then,
CSs have been the focus of extensive research in a wide num-
ber of models, including neuronal systems [3–6], chaotic os-
cillators [7, 8], high-dimensional systems [9–13], and even
experimental systems [14–16]. To date, CSs can be consid-
ered as a variety of self-organized spatiotemporal patterns in
which regions of coherence and incoherence coexist. These
patterns include the multicluster CS [3, 17], breathing CS
[18, 19], spiral wave CS [10, 12, 13, 20–22], circular spot CS
and stripe CS [10, 11], traveling CS [23], and chimera death
[24–26]. CS is applied in many realistic systems such as the
unihemispheric sleep observed in birds, lizards, and dolphins
[19, 27, 28]; electrical spiral and scroll waves in the context
of the heart [29]; and epileptic seizures [30].
In light of the above results, an important question be-
comes, “What is the next key topic in the study of CSs?” To
identify this topic, we carefully recheck the above results and
find three common points: (1) Most of the studies are focused
on 1D arrays and consider both phase models and nonphase
models, such as the complex Ginzburg–Landau equation and
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neurons. (2) A few studies have extended the phenomenon
of the CS to 2D arrays, but only in phase models such as Ku-
ramoto oscillators. Further, (3) each model can show only one
or a few types of CS patterns. From these three features, two
interesting questions arise. The first is whether it is possible
to extend the CS to 2D systems of nonphase models, and the
second is whether it is possible to use only one system to show
most of the observed CS patterns. In fact, the second question
is especially important, as the synchronized or partially syn-
chronized patterns in neural systems are closely related to the
functions of the brain, such as cognitive and memory func-
tions [31–40]. If we can provide evidence proving that it is
possible for one neural system to show most of the CS pat-
terns observed to date, it will be extremely helpful for under-
standing the large capacity of human memory patterns, which
has been understood only in terms of artificial neural networks
[41]. It is, therefore, of fundamental importance to construct
a model to implement the various CS or similar patterns, col-
lectively referred to as chimera-like patterns, which is the aim
of this work. We here propose such a model of FitzHugh–
Nagumo (FHN) neurons to show that the CS can indeed be
extended to 2D arrays of nonphase models and that the mod-
els do show diverse chimera-like patterns. We also find that
this model can show some special chimera-like patterns such
as gridding and multicolumn patterns, which were previously
observed only in phase models. Further, we present an ef-
fective approach to generating heterogeneous coupling, i.e.,
removing some of the coupling links. We find, surprisingly,
that heterogeneous coupling can result in diverse chimera-like
patterns and, in particular, can cause transformations from one
type of chimera-like pattern to another.
The paper is organized as follows. In Sec. II, we present
the model of 2D arrays of FHN neurons with nonlocal cou-
pling and introduce the local order parameter to measure their
collective behavior. In Sec. III, we present two methods of
nonlocal coupling to generate diverse local synchronized pat-
terns and the new patterns in our model. In Sec. IV, we discuss
the observed patterns and present our conclusions.
2II. MODEL DESCRIPTION
We consider a model of 2D arrays ofN×N nonlocally cou-
pled, identical FHN neurons with a periodic boundary condi-
tion (the torus configuration). The system is mathematically
described as
ǫu˙ij = uij −
u3ij
3
− vij +
c
Br(i, j)∑
(k,l)∈Br(i,j)
[buu(ukl − uij) + buv(vkl − vij)],
v˙ij = uij + a+
c
Br(i, j)∑
(k,l)∈Br(i,j)
[bvu(ukl − uij) + bvv(vkl − vij)], (1)
where i, j = 1, · · · , N ; u and v are the activator and inhibitor
variables, respectively; c is the coupling strength; and ǫ > 0
is a small parameter characterizing a time scale separation,
which we fix at ǫ = 0.05 in this paper. Depending upon the
threshold parameter a, each individual FHN unit exhibits ei-
ther oscillatory (|a| < 1) or excitable (|a| > 1) behavior. We
here fix it at a = 0.5. Each element is coupled to its neighbors
within a finite range r defined as
Br(i, j) = {(k, l) : k ∈ [i− r, i+ r], l ∈ [j − r, j + r],
k 6= i, l 6= j}. (2)
Thus, the coupling region is a square of side r around site
(i, j). From Eqs. (1) and (2), we see that there are (2r+1)2−
1 coupling links from node ij to the nodes in the coupling
region, and they constitute a starlike subnetwork. The entire
network of system (1) consists of all the N2 subnetworks. As
in Refs. [3, 4], we consider not only direct u − u and v − v
coupling, but also cross-coupling between variables u and v.
This feature is modeled by the rotational coupling matrix
B =
(
buu buv
bvu bvv
)
=
(
cosφ sinφ
− sinφ cosφ
)
, (3)
which depends on the coupling phase φ. We let φ be slightly
smaller than π/2; i.e., φ = pi2 − 0.1.
To study the collective behaviors of system (1) and inves-
tigate the existence of CSs, we introduce two quantities. The
first is the average phase velocity, which is defined as
ωij =
2πMij
∆T
(4)
for the ij-th FHN unit, where Mij denotes the firing number
of neuron (i, j) in the time period ∆T = t2 − t1. We here
take t1 = 3000 and t2 = 5000. The second is the local order
parameter Rij . To determine Rij , we introduce the complex
variable zij = uij+ ivij . Then, we choose a local region with
radius δ, i.e.,
Qδ(i, j) = {(k, l) : k ∈ [i− δ, i+ δ], l ∈ [j− δ, j+ δ]}, (5)
which has an area of (2δ+1)2. When δ = 0, Qδ(i, j) contains
only the node (i, j). Comparing Eq. (5) with Eq. (2), we see
that Qδ(i, j) includes node (i, j), whereas BR(i, j) does not.
Letting
Zij =
1
(2δ + 1)2
∑
(k,l)∈Qδ(i,j)
zkl, (6)
the local order parameter Rij can be defined as
〈Zij〉 =
1
δt
∫ t
t−δt
Zij(s)ds ≡ Rije
iψij , (7)
with δt = 50. Rij describes the local average amplitude of
the ij-th FHN unit [42, 43]. A larger local order parameter
Rij indicates that the ij-th unit belongs to the coherent part of
the CS.
III. NUMERICAL SIMULATIONS
Diversity of chimera-like patterns in the model of 2D
arrays of FHN neurons with nonlocal coupling. We numer-
ically simulate the above model of 2D arrays of FHN neurons
with nonlocal coupling. In the numerical simulations, we fix
N = 50 and let the initial conditions be u2ij(0) + v2ij(0) = 4.
By changing the coupling strength c and the coupling radius
r, we find that system (1) can show different chimera-like pat-
terns. For example, Fig. 1(a)–(d) show four typical patterns of
traveling waves based on the distribution of the variable uij(t)
on the i−j plane, where (a) is a snapshot of the traveling wave
along the diagonal with c = 0.1, r = 7, and t = 4700, (b) is
a snapshot of the traveling wave along the j direction with
c = 0.15, r = 9, and t = 4700, (c) is a snapshot of the trav-
eling wave along the clinodiagonal with c = 0.2, r = 7, and
t = 5000, and (d) is a snapshot of the traveling wave along
the i direction with c = 0.2, r = 10, and t = 5000. The trav-
eling behavior can be seen more clearly in Fig. 1(e), which
shows the behavior along the line j = 25 in Fig. 1(d). We see
that the behaviors in Fig. 1(e) are periodic, implying the same
average phase velocity ωij on different i. This conclusion is
confirmed in Fig. 1(f) by the distribution of the average phase
velocity ωij .
Fig. 2 shows two typical patterns of stripe CSs based on
the distribution of ωij on the i − j plane for (a) c = 0.1 and
r = 16 and (b) c = 0.15 and r = 19. To see the stripes
clearly, Fig. 2(c) shows the evolution of the variable uij(t)
for the line i = 25 in Fig. 2(b). We see that the central part is
different from its two sides. Fig. 2(d) shows the distribution
of the average phase velocity 〈ωij〉 in Fig. 2(b) with i = 25.
It is easy to see that the central part has a distribution of the
average phase velocity 〈ωij〉, reflecting the stripes. Similarly,
Fig. 3 shows the patterns of a circular spot CS; see its caption
for details.
In addition to these typical CS patterns, we find, interest-
ingly, that system (1) can also show special patterns such as
gridding and multicolumn patterns, which have not been ob-
served in neural systems with both phase and amplitude be-
fore. Fig. 4 shows typical gridding patterns [(a)–(c)] and mul-
ticolumn patterns [(d)–(f)].
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FIG. 1: (color online.) Traveling patterns. (a)-(d): The distribu-
tion of the variable uij(t) is plotted on the i − j plane for differ-
ent parameters. (a) Snapshot of the traveling wave along the diag-
onal with c = 0.1, r = 7 and t = 4700. (b) Snapshot of the
traveling wave along the j direction with c = 0.15, r = 9 and
t = 4700. (c) Snapshot of the traveling wave along the clinodiago-
nal with c = 0.2, r = 7 and t = 5000. (d) Snapshot of the traveling
wave along the i direction with c = 0.2, r = 10 and t = 5000. (e)
Traveling wave on the line with j = 25 in (d). (f) Distribution of the
average phase velocity ωij in (e) with j = 25.
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FIG. 2: (color online.) Stripes chimera states. (a)-(b): The distribu-
tion of ωij is plotted on the i− j plane for different parameters. (a)
Case of c = 0.1 and r = 16. (b) Case of c = 0.15 and r = 19. (c)
Evolution of the variable uij(t) for the line with i = 25 in (b). (d)
Distribution of the average phase velocity 〈ωij〉 in (b) with i = 25.
To clearly see the diversity of chimera-like patterns, Fig. 5
shows the phase diagram of chimera-like patterns on the c− r
plane, where the squares, triangles, circles, crosses, and plus
signs represent the traveling, stripe, circular spot, gridding,
and multicolumn patterns, respectively. In this plane, empty
regions indicate the absence of CS patterns, and overlapping
of different symbols indicates that multiple patterns may ap-
pear at the same c and r. More patterns may be found outside
of this plane, indicating that system (1) can show a variety of
chimera-like patterns.
Heterogeneous coupling obtained by removing some of
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FIG. 3: (color online.) Circular spots chimera states. (a) The dis-
tribution of the variable uij(t) is plotted on the i − j plane for pa-
rameters c = 0.25 and r = 16 where the snapshot of the circular
spots is taken at t = 4500. (b) Distribution of ωij corresponding to
(a). (c) Evolution of the variable uij(t) for the line with j = 25 in
(a). (d) Distribution of the average phase velocity 〈ωij〉 in (b) with
j = 25.
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FIG. 4: (color online.) Typical patterns of gridding and multi-
columns. (a)-(c) denote the case of gridding patterns with c =
0.3, r = 12 and t = 5000, where (a) represents the distribution
of Rij for δ = 0; (b) the distribution of Rij for δ = 1; and (c) the
distribution of ωij . (d)-(f) denote the case of multi-columns patterns
with c = 0.15, r = 23 and t = 5000, where (d) represents the dis-
tribution of Rij for δ = 0; (e) the distribution of Rij for δ = 1; and
(f) the distribution of ωij .
the coupling links. In addition to changing the parameters
c and r, there may be other ways to change the coupling
scheme that can generate richer and more colorful chimera-
like patterns. We here present two such approaches by re-
moving some of the coupling links. The first approach is
to remove all the links of node ij within a radius rc, where
rc ∈ [1, r − 1]. That is, we remove all the links of node ij
in the range Brc(i, j) = {(k, l) : k ∈ [i − rc, i + rc], l ∈
[j − rc, j + rc], k 6= i, l 6= j} and let the links in the range
Br(i, j) − Brc(i, j) remain. Fig. 6(a) shows the coupling
scheme of node ij before the coupling links are removed for
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FIG. 5: (color online.) Phase diagram of chimera-like patterns
on the parameters c − r plane. In this plane, the local regions
with “symbols” denote the existence of chimera-like patterns and the
empty regions imply no chimera-like patterns, where the “squares”,
“triangles”, “circles”, “crosses” and “pluses” represent the traveling,
stripes, circular spots, gridding and multi-columns patterns, respec-
tively.
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FIG. 6: (color online.) Schematic illustration of removing part
of the coupling links. (a) The coupling scheme of node ij before
removing part of the coupling links where r = 5 and the central
“red” site denotes the chosen node-ij. (b) The first approach to re-
move coupling links with rc = 2: remove all the links in the range
Brc(i, j) and let the links in the range Br(i, j) − Brc (i, j) be re-
mained. That is, the links between the “red” node and “white” nodes
are removed, while the links between the “red” node and “blue”
nodes are remained. (c) The second approach to remove links: The
parameters are chosen as r = 5 and m = 2, which gives rm = [2, 3].
Thus, we remove all the middle links within the circles 2 and 3 and
let the links on the first, fourth and fifth circles be remained.
r = 5. Fig. 6(b) shows a schematic illustration of the coupling
links for the first approach with rc = 2. We see that the num-
ber of coupling links remaining is (2r+1)2−(2rc+1)2 = 96.
Once this operation is performed, the coupling matrix will be
significantly changed.
We first let the initial conditions and parameters be the same
as in Fig. 4(a)–(c) with r = 12. We find that the gridding pat-
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FIG. 7: (color online.) Typical patterns of gridding and multi-
columns for the first approach to remove part of the coupling
links. (a)-(f) represent the distributions of ωij for different parame-
ters. (a)-(c) have the same initial conditions and parameters with that
in Fig. 4(a)-(c) with r = 12. The parameter rc is chosen as rc = 3
in (a), rc = 6 in (b), and rc = 7 in (c). (d)-(f) have the same initial
conditions and parameters with that in Fig. 4(d)-(f) with r = 23.
The parameter rc is chosen as rc = 15 in (d), rc = 17 in (e), and
rc = 19 in (f).
tern can still be observed when rc ∈ [1, 6]. Figs. 7(a) and (b)
show the distributions of ωij for two typical cases. Compar-
ing them with Fig. 4(c), we see that Fig. 7(b) is similar to
Fig. 4(c), but Fig. 7(a) has two more columns than Fig. 4(c),
indicating that rc will influence the structure of the gridding
pattern. More interestingly, we find that when rc ∈ [7, 9], the
gridding pattern is replaced by a pattern of five oval region,
as shown in Fig. 7(c), indicating that the gridding pattern has
been transformed into a multicircle pattern. Then we let the
initial conditions and parameters be the same as in Fig. 4(d)–
(f) with r = 23. We find that we can still observe the pattern
of three columns when rc ∈ [1, 2]U [9, 15]. Fig. 7(d) shows
such a typical result with rc = 15. However, we observe a
pattern of five columns when rc ∈ [3]U [5, 8]U [16, 18] and a
pattern of seven columns when rc ∈ [4]U [19, 20]. Figs. 7(e)
and (f) show typical results for rc = 17 and 19, respectively.
We observed similar results for other cases such as the trav-
eling wave, stripes, and circular spots and found that their pat-
terns differ greatly from those in Figs. 1, 2, and 3, respec-
tively, confirming the diversity of chimera-like patterns.
The second approach is to remove all the coupling links in
the middle of a specific range but keep at least the nearest and
farthest coupling links. Specifically, we let m be the num-
ber of removed circles and let m ∈ [1, r − 2], which deter-
mines how many circles of coupling links will be removed.
In this sense, the coupling links within the radius rm =
[int(r/2) + 1− int(m/2), int(r/2)+ 1+ int((m− 1)/2))]
will be removed. Fig. 6(c) illustrates schematically the cou-
pling links for the second approach with r = 5 and m = 2.
We see that the remaining links are in two separate regions,
and the removed links are in the range of rm = [2, 3], indi-
cating that all the links in circles 2 and 3 are removed. This
approach makes the coupling matrix more heterogeneous, in
contrast to the first approach.
To see how changing the coupling matrix influences the
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FIG. 8: (color online.) Typical patterns of gridding and multi-
columns for the second approach to remove coupling links. (a)-
(f) represent the distributions of ωij for different parameters. (a)-(c)
have the same initial conditions and parameters with that in Fig. 4(a)-
(c) with r = 12. The parameter m is chosen as m = 1 in (a), m = 2
in (b), and m = 8 in (c). (d)-(f) have the same initial conditions and
parameters with that in Fig. 4(d)-(f) with r = 23. The parameter m
is chosen as m = 14 in (d), m = 15 in (e), and m = 18 in (f).
chimera-like patterns, we first let the initial conditions and pa-
rameters be the same as those in Fig. 4(a)–(c) with r = 12.
We use the second approach to remove coupling links and find
that the gridding pattern can still be observed when m ≤ 2.
Figs. 8(a) and (b) show the distributions of ωij for m = 1
and 2, respectively. We see that they are similar to those in
Fig. 4(c). However, we find that when m = 8, the gridding
pattern is replaced by a pattern of four oval region, as shown
in Fig. 8(c). Then we let the initial conditions and parameters
be the same as those in Fig. 4(d)–(f) with r = 23. We find
that we can still observe the pattern of three columns when
m ≤ 8. However, we observe a pattern of two columns when
m ∈ [15, 17]; the coexistence of a circular spot and a stripe
when m = 9, 11, 13, 14; two stripes when m = 10 and 12;
and a pattern of seven columns when m = 18. Figs. 8(d)–
(f) show the typical results for m = 14, 15, and 18, respec-
tively. We can also compare each panel in Fig. 8 with the
corresponding panel in Fig. 7. We easily see that the panels
in the two figures are different, indicating the diversity of the
chimera-like patterns.
We observed similar results for other cases such as the trav-
eling wave, stripes, and circular spots using this approach,
again confirming the diversity of patterns.
IV. DISCUSSIONS AND CONCLUSION
The networked neural model in Eq. (1) is in fact not a phase
model. Compared with phase models, it contains more infor-
mation, including both the aspect from phase and that from
amplitude. In this sense, much more information will be trans-
mitted by the coupling links than in a purely phase model, and
thus the system will be able to show a richer variety of behav-
ior, which is the main reason for the diversity of chimera-like
patterns in a single networked neural system.
A characteristic feature of Eq. (1) is its nonlocal coupling,
which is fundamentally different from both global coupling
and nearest-neighbor coupling. Global coupling generally in-
duces global synchronization that is robust to slight changes
in the network structure. In contrast, nearest-neighbor cou-
pling does not easily result in global synchronization unless
a sufficiently large coupling strength is used. Nonlocal cou-
pling falls between these two extremes. Thus, it cannot cause
global synchronization but can only sustain local synchroniza-
tion, which guarantees the existence of different chimera-like
patterns.
More importantly, we present a new way of changing the
structure of coupling links, which is the guarantee of the di-
versity of the chimera-like patterns. Unlike the use of homo-
geneously nonlocal coupling in a region of radius r, remov-
ing some of the coupling links yields heterogeneously nonlo-
cal coupling and provides more possible coupling structures,
greatly increasing the diversity of the chimera-like patterns.
On the other hand, this idea can be easily extended to differ-
ent schemes. Notice that in both cases I and II in Fig. 6,
the number of coupling links remains identical for each node.
Therefore, an easy way to extend them is to design irregu-
lar coupling schemes in which the number of coupling links
may be different for different nodes. For example, we may
randomly remove some of the coupling links. In particular,
we may also remove the coupling links on purpose so that
the final coupling networks can meet desired criteria, such as
scale-free networks or other complex networks. In this way,
we may expect new chimera-like patterns.
In conclusion, we observed diverse chimera-like patterns
in 2D arrays of FHN neurons with nonlocal coupling, which
were previously observed only in 1D arrays or 2D arrays in
phase models. The numbers of both coupling schemes and
the resulting chimera-like patterns were vastly increased by
removing some of the coupling links.
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