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RÉSUMÉ 
Ce mémoire fait une étude détaillée des méthodes utilisées pour modéliser les 
réserves actuarielles en assurance de dommages. Les méthodes st.ochastiques utilisent 
des modèles linéaires généralisés qui permettent d'associer une courbe de probabilités 
aux pertes futures. Une analyse approfondie de la classe de modèles de Tweedie est 
présentée, ce qui permet d'obtenir les formules d'un large spectre de modèles. Ensuite, 
l'ouvrage met en évidence une différence dans la nature du risque entre la fréquenüe 
et la sévérité qui suscite la nécessité d'utiliser un modèle qui accorde plus de liberté 
aux facteurs de surdispersioll. Deux solutions sont abordées: les moùèles de ùispersioll, 
basés sur le principe du maximum de vraisemblance, et les modèles linéaires généralisés 
doubles, axés sur le principe de la déviance. 
Mots-clés: Réserves actuarielles; Chain Ladder; Modèles linéaires généralisés; 
Loi de Twccdie ; Déviance; Paramètre de surdispersion ; Modèles de dispersion; Modèles 
linéaires généralisés dou bles. 
INTRODUCTION 
Cet ouvrage fait une étude détaillée des techniques les plus modernes utilisées lors 
de l'évaluation de la réserve d'un passif actuariel en assurance de dommages. L'objectif 
du travail est de capter adéquatement la nature du risque cn modélisant la variance cn 
plus de la moyenne. Lorsque J'occasion se présente, l'ouvrage propose des améliorations 
aux modèles déjà existants et aussi de nouvelles avenues pour le développement futur. 
Une réserve est la quantité d'argent que l'assureur doit mettre de côté pour rem­
bourser les sinistralités futures des contrats en cours. Idéalement, la réserve éponge 
exactement les obligations futures, sans manquer, ni en avoir de trop. En assurance 
non-vie, les réserves représentent, en moyenne, 75 % du total du bilan (Denuit et Char­
pentier, 2004). Les principes comptables exigent d'avoir une valeur inscrite au bilan qui 
représente les engagements en cours, mais malheureusement, cette valeur est inconnue 
et devra être prévue. On utilise les tendances et les données passées pour essayer de 
déterminer quelle valeur est la plus plausible. L'estimation des provisions pose ainsi 
plusieurs problèmes aux actuaires: faut.-il inclure une marge de sécurité, commf'nt. t.enir 
compte des événements at.ypiques (fraude, catastrophes, etc.), comment un régulateur 
peut-il croire qu'un montant de provision est suffisant, que se passe-t-il lorsqu'on ne 
provisionne pas assez, qui en sont les responsables? 
Les techniques abordées sont destinées à être utilisées dans un contexte de l'assu­
rance de dommages. À la base, j'assurance est un engagement de l'assureur à dédommager 
l'assuré, lorsque diverses conditions sont réunies, en échange d'un montant d'argent fixe 
prédéterminé appelé prime. L'objectif n'est pas de prédire individuellement s'il y aura 
sinistre ou non, mais plutôt de prévoir collectivement l'ensemble du portefeuille. Pour 
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ce faire, on se base sur le principe de la loi des grands nombres qui indique que lorsqu'on 
répètp. la même expérience un grand nombre de fois, la réclamation moyenne observée 
par individu s'approche de son espérance mathématique. 
D'un autre côté, la nature. aléatoire de l'assurance fait qu'il est généralement très 
difficile d'accepter un seul nombre comme étant la réserve indiquée. Généralement, un 
intervalle de nombres pourrait être jugé acceptable. Et c'est dans cette optique qu'on 
propose une distribution de réserves possibles. Le risque est ainsi décrit d'une façon plus 
complète. 
À la lumière de ce qui précède, l'actuariat est une science qui essaie de com­
prendre des phénomènes qui ont une nature compliquée. Puisque l'information est 
généralement incomplète, il arrive souvent que le jugement de l'actuaire soit indispen­
sable à l'élaboration de la distribution de la réserve. En conséquence, on dit souvent 
que c'est un domaine qui est à la fois scientifique, mais aussi artistique, et c'est aussi 
une raison pourquoi un éventail de réponses peuvent être plausibles. 
Dans le même ordre d'idées, c'est aussi un domaine où les risques sous-jacents 
peuvent varier beaucoup d'un contrat à l'autre. On observe une grande variabilité au ni­
veau du paiement versé par la compagnie, mais aussi au niveau du temps avant que le si­
nistre soit déclaré. L'objectif est de trouver une façon de modéliser conjointement le mon­
tant et la durée avant que la réclamation soit faite. Comparativement il, l'assurance-vie où 
la durée avant que la perte soit déclarée est négligeable, cette incertitude supplémentaire 
ajoute une difficulté qui rend les modèles différents et donc la théorie nécessaire est nou­
velle et dissemblable avec la théorie traditionnelle de l'assurance-vie. 
En bref, la nature plus aléatoire de l'assuranœ de dommages offre beaucoup de 
défis de modélisation. Les récents progrès de l'informatique, ainsi que l'accès à des 
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banques de données de plus en plus détaillées ont permis à cette science de faire de 
grands progrès. À r.haque année, les découvert.es se font. nombreuses, et. pour pouvoir 
garder le fil, œt. ouvrage tente de réunir r.crtains des r.onccpts les plus rér.ents d'une 
façon fluide et naturelle. 
CHAPITRE 1 
CONCEPTS PRÉALABLES 
Avant de commencer, on présente quelques concepts de base de l'assurance de 
dommages. On définit ce qu'est une réserve, les notations qui seront utilisées et les 
façons de placer les données. On présente aussi quelques exemples pratiques pour com­
prendre la nature différente du risque selon la ligne d'affaires. Finalement, on montre 
aussi quelques notions de base de la théorie des probabilités. 
1.1 Définitions 
Pour se familiariser avec les termes utilisés dans ce travail, on introduit quelques 
définitions. Tout d'abord, une réserve, aussi appelée provision, rst l'argent nécessaire 
pour régler les engagements en cours. Ensuite, une police est un contrat entre l'assureur 
et l'assuré. De même, la période d'exposition est la période pendant laquelle la police est 
en vigueur. Un ou plusieurs sinistres peuvent survenir durant cette période, certains se­
ront déclarés au cours de cette période, d'autres seront réclamés une ou plusieurs années 
après que la période soit terminée. Les méthodes adressées dans cet ouvrage supposent 
qu'il n'y a aucune provision pour des pertes reliées à des sinistres qui surviennent après 
la date d'évaluation même si le contmt est encore en vigueur. On ne considère que les 
sinistres qui sont déjà survenus dans le passé, qu'ils aient été déclarés ou non. 
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Pour distinguer ces évènements, on divise la réserve en cinq composantes ma­
jeures : 
- Provision sur lcs sinistres encourus 
- Ajustements futurs des réserves individuelles 
- Sinistres survenus mais non-rapportés 
- Sinistres rapportés mais non-enregistrés 
- Réclamations fermées qui peuvent rouvrir 1 
La provision sur les sinistres encourus représente les obligations face à des si­
nistres survenus, rapportés et enregistrés. Il se peut que ces montants soient modifiés 
si l'estimation initiale de la perte est imparfaite. Alors, l'évolution de ces montants est 
considérée par le développement des sinistres encourus. Une partie importante de la 
réserve se caractérise par des sinistres survenus mais qui ne sont pas encore déclarés, 
particulièrement pour les lignes d'affaires qui ont une cadence de règlement plus longue. 
Une fois une perte déclarée, il y a un délai de l 'ordw de quelques jours avant que cette 
perte soit enregistrée dans la banque de données. C'est ce qu'on appelle la réserve des 
sinistres rapportés mais non-enregistrés. Finalement, certains dossiers peuvent rouvrir à 
la suite de certains événements, et donc il se peut qu'il y ait des pertes supplémentaires 
qui soient encourues. 
Parallèlement, il existe une réserve additionnelle qui s'occupe des frais afférents 2 
1.	 En anglais:
 
Case reserve
 
Development on incurred claims
 
Incurred But Not Reported
 
Claims In transit
 
Reopened claims
 
2.	 Loss Adjustment Expenses (LAE) 
7 
Il s'agit de dépenses de la compagnie d'assurance qui sont une conséquence des réclamations, 
mais qui ne sont pas des paiements en indemnités. Par exemple, les frais juridiques suite 
à une poursuite. On peut séparer cette réserve en deux catégories: les frais directement 
reliés à une réclamation particulière 3 et ceux qui sont indirects 4 (Wiser et Gardner, 
1990). 
1.2 Exemples 
Voici un exemple fictif pour montrer concrètement l'évolution d'une réclamation. 
La situation se déroule dans un contexte d'assurance-automobile pour les dommages 
corporels. 
- Le leT' janvier 2004, le contrat de l'assuré entre en vigueur.
 
- Le 15 novembre 2004, un assuré frappe un piéton a\'ec sa voiture.
 
- Le 31 décembre 2004, le contrat de l'assuré prend fin.
 
- Le 10 janvier 2005, le piéton commence à ressentir de violents maux de tête et
 
de dos, conséquence de l'accident. 
- Le 20 janvier 2005, une poursuite est engagée contre le conducteur par le piéton. 
- Le 22 janvier 2005, l'assuré contacte son assureur pour l'avertir de la réclamation. 
- Le 22 janvier 2005, le service d'indemnisation de la compagnie d'assurance 
évalue automatiquement la réclamation à 20 000 $. Ce montant est classé dans 
la provision pour les sinistres encourus. 
- Le 1er mars 2005, des spécialistes de la compagnie d'assurance évaluent la 
réclamation à 200 000 $. Encore une fois, ce montant est classé dans la provision 
pour les sinistres encourus. 
- Le 30 mars 2005, le piéton rduse l'offre de 180000 $ de la compagnie d'assurance 
et va en cour. 
3. Allocated Loss Adjustment Expenses (ALAE) 
4. Unallocated Loss Adjustment Expenses (ULAE) 
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- Le 30 juin 2005, la compagnie d'assurance paie 15 000 $ de frais légaux pour 
les services d'avocats. 
- Le 30 mai 200G, la compagnie d'assurance paie 30 000 $ de frais légaux pour 
les services d'avocats. 
- Le 6 octobre 2007, la décision de la cour est une indemnité de 250 000 $. 
- Le 13 novembre 2008, le dossier est rouvert après que le piéton ait apporté un 
nouvel élément de preuve pour exiger des indemnités supplémentaires. 
- Le 14 décembre 2008, la compagnie paie 15 000 $ de frais légaux pour les services 
d'avocats. 
Le 15 décembre 2008, la cour tranche en faveur de la compagnie, aucune in­
demnité supplémentaire au-delà des 250 000 $ ne sera versée. 
Cet exemple montre premièrement comment. les indemnit.és peuvent être payées 
après la période de couverture. Les pertes enregistrées doivent être réévaluées de 20000$ 
à 200000$ à 250000$. Ces ajustements se fout ressentir quelquefois lougtemps après que 
le sinistre soit initialement déclaré. On note que la compagnie n'effectue l'indemnisation 
que le 6 octobre 2007. Par ailleurs, les frais juridiques sont classés dans la réserve des 
frais afférents. 
Les domaines principaux de l'assurance de dommages sont distingués ici par la ca­
dence de règlement. Lorsque le montant est plus facilement évalué, par exemple un bien 
courant, alors le règlement se fait sans complica.tions, et donc la cadence de règlement 
est rapide. À l'inverse, quand on doit avoir recours à la justice, alors la ca.dence de 
règlement est souvent plus longue. Le tableau 1.1 résume les tendances pour divers 
domaines principaux (Denuit ct Charpentier, 2004). 
Les chiffres de la première ligne représentent l'année de développement, c'est-à­
dire le temps en années avant que le sinistre soit déclaré à la compagnie d'assurauce. 
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Domaine 1 2 3 4 5 
Multi-risque habitation 55% 90% 95% 95% 96% 
Automobile matériel 55% 79% 84% 89% 90% 
Automobile corporel 13% 38% 50% 65% 72% 
Responsabilité civile 10% 25% 35% 40% 45% 
Tableau 1.1 Pourcentage des sinistres déclarés selon la période de développement 
On voit que dalls la première année après que le sinistre ait eu lieu, 55% des sinistres 
seulement SOllt déclarés en assuranœ habitation. En d'autres mots, j'assurance des biens 
a une cadence de règlement plus rapide que l'assurance corporelle. À l'opposé, la respon­
sabilité civile, par exemple l'assurance de la santé de travailleurs, peut prendre beaucoup 
plus d'années à se résoudre car les symptômes peuvent apparaître sur le tard seulement. 
1.3 Principes d'une réserve actuarielle 
Peu importe le modèle ou la méthode utilisée, l'organisme qui régit les réserves 
actuftrielles a défini des stftndftrds et principes ftuxquels on doit se conformer. Les prin­
cipes d'estimation de la réserve selon la Casualty Actuariat Society, en Amérique du 
Nord, tels que définis dans (Actuarial Standards Board, 1991) se traduisent par: 
1.	 Pour une date d'évaluation donnée et un groupe de risques bien défini, une provi­
sion actuarielle adéquate pour les sinistres encourus doit être basée sur des estimés 
dérivés à partir d 'hypothèses raisonnables et de méthodes ac tuarielles appropriées 
qui jaugent les pertes à venir. qu'elles aient été déclarées ou non, pour lesquelles 
il existe un passif pour une date de comptabilité particulière. 
2.	 Pour une date d'évrl1uation donnée et un groupe de risques bien défini, une pro­
vision actuarielle réaliste pour les frais afférents aux sinistres doit être basée sur 
des estimés dérivés à partir d'hypothèses raisonnables et de méthodes actuarielles 
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appropriées qui jaugent les pertes il venir nécessaires à l'investigation, la défense 
et. la fermet.ure des dossiers, que les pertes ait. été déclarées ou non, pour lesquelles 
il exist.e un passif pour frais afférents pour une dat.e de compt.abilité particulière. 
3.	 L'incertit.ude inhérente à l'estimat.ion des provisions pom les p<'ft.es à venir ainsi 
que pour les frais afférent.s implique qu'il exist.e un int.ervalle de provisions qui 
peuvent être acceptables. La vraie valeur des pertes totales, pour n'importe quelle 
date de comptabilité, ne peut être connue que lorsque tous les dossiers sont clos. 
4.	 La réserve actuarielle la plus appropriée, parmi Ull intervalle de réserves plau­
sibles, dépend de la vraisemblance relative des estimés possibles pour l'intervalle 
de réserves possibles, et aussi elle dépend du contexte financier dans lequel la 
réserve évolue et est présentée. 
Ces principes indiquent qu'il faut utiliser des estimés et des modèles actuariels 
raisonnables pour toute réserve. De plus, puisqu'il y a une incertitude inhérente à l'esti­
mation des pertes, il existe un intervalle de réponses possibles acceptables. Finalement, 
la réserve la plus appropriée dépend aussi de la confiance accordée aux estimateurs en 
plus du contexte financier dans lequel la réserve évolue. 
1.4 Disposition des données 
Tous les modèles se basent sur des tendances et des statistiques des données 
passées. Celles-ci peuvent être récoltées et enregistrées de diverses manières, certaines 
étant plus détaillées que d'autres. 
1.4.1 Fichiers sinistres 
Les fichiers sinistres sont très détaillés et présentent l'information de chaque 
réclamation individuelle, ainsi que de ['assuré qui lui correspond. Cette version est uti­
lisée en tarification en assurance de dommages et met l'emphase sur une analyse indi­
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Police Année Sexe Âge Véhicule Exposition No. Sinistre Montnnt de ln récli\mo.Lion 
10001221 2004 M 25 lA 180 1 10 000 
10001222 2007 M 15 2A 365 1 300 
10001222 2005 M 38 lB 365 2 15 000 
10001256 2004 M 19 BA 70 1 8000 
... 
Tableau 1.2 Fichier sinistre 
viduelle des polices 5. Ces dOIlnées proviennent des fichiers comptables, et les banques 
de données peuvent atteindre plusieurs millions de lignes, appelées aussi observations. 
1.4.2 Triangle de développement 
Comme approche alternative, on peut considérer les triangles de développement. 
On s'intéresse au portefeuille en général et on a donc besoin d'une partie de l'infor­
mation du fichier des sinistres seulement. Un triangle classé par année d'accident met 
tous les sinistres qui surviennent dans la même année sur la même ligne, peu importe 
le moment où le sinistre a été déclaré. Le tableau 1.3 montre un exemple fictif. 
Année 1 2 3 4 
2004 100 30 10 0 
2005 110 35 10 
2006 120 40 
2007 125 
Tableau 1.3 Pertes incrémentales 
5. En anglais, micro-Ievel 
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Année 1 2 3 4 
2004 100 130 140 140 
2005 110 145 155 
2006 120 160 
2007 125 
Tableau 1.4 Pertes cumulatives 
Les montants du triangle 1.3 sont des pertes qui ont été déclarées à l'assureur, 
mais qui n'ünt pas nécessairement été réglées. Les montants dans la première colonne 
indiquent les pertes qui sont encourues dans l'année suivant l'avènement du sinistre. Par 
exemple, à la fin de l'année 2004, l'assureur aeu un total de 100 $ de pertes pour l'année 
2004. En 2005, l'assureur a eu un total de 110 $ de pertes de sinistres qui se sont passés 
pendant l'année 2005. Ensuite, la deuxième colonne indique des pertes supplémentaires, 
mais qui ont été déclarées un an en retard. Donc, dans l'exemple, il y a eu 30 $ de pertes 
additionnelles de sinistres survenus pendant 2004, mais qui ont été déclarées pendant 
l'année 2005. Les colonnes sont appelées période de développement et ont la même si­
gnification que dans la section 1.2. 
La même information peut être structurée en version cumulative telle qlle présentée 
dans le tableau 1.4. Ici, on s'int0wsse au total des sommes paY0cs jusqu'à la période 
indiquée. Par exemple, après 4 années, l'assureur a enregistré un total de 140 $ de pertes 
survenues pendant l'année 2004. Il est à lloter que pour les années anciennes, on a plus 
de périodes d'observation, d'où la forme (et le nom) des triangles de développement. 
Comparativement au fichier des sinistres, on modélise l'ensemble des assurés plutôt 
qu'individuellement. Il est préférable d'utiliser cette approche lorsqu'on peut aisément 
supposer que le groupe est homogène et que donc les différences entre les polices au ni­
veau du risque sont négligeables. L'avantage de cette approche est qu'on peut résumer 
l'information sur une page seulement, et déceler à l'oeil plus facilement les tendances et 
les anomalies. 
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Année Pertes
 
2004 100
 
2005 140
 
2006 165
 
2007 175
 
Tableau 1.5 Pertes en année calendrier 
En supposant qu'il n'y a pas de pertes supplémentaires encourues après la qua­
trième période de développement, on définit les pertes ultimes comme étant les pertes 
cumulatives de la dernière période. De même, on peut alors dire que pour l'année 2004, 
:~g = 71.43% des pertes sont survenues lors de la première période de développement. 
Aussi, on obtient 21.42 % lors de la période suivante et 7.14 % lors de la troisième 
période. 
1.4.3 Tableau en année de calendrier 
Cette approche, plus condensc'e que les autres, permet. de voir le port.efeuille sous 
Ull autre point de vue. Ici, on s'intéresse au moment où les pertes sont déclarées, peu 
importe leur armée de survenance. Pour l'exemple précédent, supposons que l'assureur 
s'est lancé en affaires en 2004, alors le tableau 1.5 décrit les pertes enregistrées par année 
de calendrier. Le lecteur s'assurera que les pertes en année de calendrier sont la somme 
des diagonales du triangle en année d'accident incrémentai. On présente l'information 
de cette façon lorsqu'on veut constater l'évolution de la grandeur du portefeuille selon 
l'année financière. Cette approche se confond bien avec la comptabilité de caisse et elle 
est utilisée dans les bilans financiers. 
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1.5 Notations et données analysées 
Toutes les méthodes sont appliquées sur les données provenant de l'assurance­
automobile en Suisse 6. Plus précisément, on emploie les données telles que retrouvées 
dans (Wüthrich et Merz, 2008). Les données, présentées en pertes cumulatives, sont à la 
fin de la section, et sont suivies du triangle du nombre de réclamations qui lui correspond. 
L'ouvrage présent aura la même notation que dans (England et Verrai!' 2002). Les 
pertes cumulatives observées et prévues sont notées Di,j et Di,j respectivement, alors que 
les pertes incrémentales observées et prévues, Ci,j et êi,j' L'indice i est réservé pour in­
diquer l'année d'accident (la ligne). L'indice j est rése.rvé pour l'année dl'. développement 
(la t:olonne). Le triangle possède 1 lignes et J colonnes. Dans tous les cas, les montants 
prévus sont CIl italique. Finalement, OII dénote par À j le facteur multiplicatif pour passer 
de la période j à la période suivante. L'interprétation de ce facteur est expliquée dans 
la section 2.1. 
L'objectif de toutes les méthodes qui utilisent les triangles est de remplir la partie 
inférieure du triangle. Ces montants représentent les pertes à venir. Les réserves sont 
la somme des pertes incrémentales futures. Pour un triangle où le nombre de lignes est 
égal au nombre de colonnes, nous avons: 
R; = êi,.J-i+i + ... + êi,J 
En supposant que les pertes ultimes sont celles de la période 4: alors on obtient les 
réserves du tableau 1.8. La réserve totale est la somme de la réserve de chaque année 
d'accident: 
6. Swiss lvIotor Insurance 
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Année 1 2 3 4
 
2004 Cl,l C1,2 CI ,3 CI ,4
 
2005 C2,l C2 ,2 C2 ,3 ê2 ,4
 
2006 C3,1 C3,2 ê3,3 ê3,4
 
2007 C4 ,1 ê4 ,2 ê4 ,3 C4,4
 
Tableau 1.6 Pertes incrémentll.!es 
Arlllée 1 2 3 4
 
2004 Dl,l D l ,2 D l ,3 D I ,4
 
2005 D2,1 D2,2 D2,3 D2,4
 
2006 D 3,1 D3 ,2 fh.3 D3,4
 
2007 D4 ,1 D4 ,2 D4 ,3 D4 ,4
 
Tableau 1.7 Pertes cumulatives 
Annép Résprvp Calcul cumulatif Calr.\I1 incrément.al 
2004 RI DI ,4 - DI ,4 =0 
2005 R 2 D2,4 - D2 ,3 =ê2,4 
2006 R3 D3,4 - D3,2 =ê3,3 + ê3,4 
2007 R 4 D4 ,4 - D 4 ,l =ê4 ,2 + ê4 ,3 + ê4 ,4 
Tableau 1.8 Réserves 
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Une panoplie de méthodes sera abordée au cours des sections suivantes. Toutes 
ces techniques engendrent. une réponse finale qui peut être t.out aussi valide l'une que 
l'autre. Chaque procédé possède ses avantages ct ses inconvénients, ct il faut. peser mi­
nutieusement le pour et le contre de chaque technique pour déterminer le petit chiffre 
qui sera inscrit au bilan de la compagnie. 
Les tableaux 1.9 et 1.10 illustrent les données qui seront analysées tout au long 
de ce mémoire. Le triangle du tableau 1.9 représente les paiements effectués par une 
(ou plusieurs) compagnie d'assurance Suisse. On l'appelle aussi triangle du payé 7 . En 
général, le payé a un comportement plus stable que l'encouru 8, défini par la somme du 
payé et de la provision sur les sinistres encourus. Puisque la provision sur les sinistres 
encourus est portée à être réévaluée tout au long de la vie d'un sinistre, elle risque de 
changer dans le temps, contrairement aux pertes payées par la compRgnie qui, elles, ne 
changent pas une fois effectuées. 
Pour des fins de simplification, on suppose dans cc mémoire que l'encouru est en 
tout point égal au payé et on emploiera sans distinction les mots pertes, encouru ct 
payé. En pratique, il faut faire cette distinction et appliquer possiblement deux modèles 
différents lorsque les triangles de l'encouru et du payé sont jugés différents. 
7. Paid Claims 
8. Incurrec\ Claims 
1 Année 1 1 
1 17841110 
2 19519117 
3 19991172 
4 19305646 
5 18291478 
6 18832520 
7 17152710 
8 16615059 
9 16835453 
2 
25283543 
26175637 
26318655 
25195437 
24084760 
24573734 
23060996 
21726236 
21837350 
3 
26178956 
27117095 
27418832 
25988457 
24774204 
25155532 
23585802 
22279513 
22326706 
4 
26586700 
27272490 
27698481 
26297499 
25062830 
25404095 
23816258 
22532390 
5 
26793830 
27341948 
27861135 
26443420 
25408354 
25510970 
24163162 
6 
26855399 
27379717 
27931135 
26540885 
25518939 
25605182 
7 
26871377 
27433549 
27988013 
26568408 
25634782 
8 
26896301 
27544940 
27997894 
26630328 
9 
26897537 
27587203 
28017550 
10 
26913180 
27613036 
III 
26913501 
Tableau 1.9 Assurance-automobile en Suisse - Encouru cumulatif 
...... 
--J 
1-' 
00 
1 Allnée 1 2 3 4 5 6 7 8 9 10 11 
1 1 1 
6229 3500 425 134 51 24 13 12 6 4 1
 
2 6395 3342 402 108 31 14 12 5 6 5
 
3 6406 2940 401 98 42 18 5 3 3
 
4 6148 2898 301 92 41 23 12 10
 
5 5952 2699 304 94 49 22 7
 
6 5924 2692 300 91 32 23
 
7 5545 2754 292 77 35
 
8 5520 2459 267 81
 
9 5390 2224 223
 
Tableau 1.10 Assurance-automobile en Suisse - Nombre de réclamations 
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1.6 Confiance envers les données 
En assurance de dommages, on peut rencontrer une multitude de situations 
différentes. Parfois, la stabilité de la ligne d'affaires fait qu'il est facile de prévoir l'en­
couru futur, alors que dans d'autres cas, c'est le désordre et on doit se fier à notre 
jugement pour trouver une solution adéquate. Chaque modèle possède des particula­
rités qui le rendent plus approprié à l'une ou l'autre de ces situations. Voici les deux 
types de situations: 
l - Les données empiriques reflètent bien la situation 
La plupart des modèles offrent de meilleures performances lorsque les données 
sont stables et prévisibles. On peut reconnaître cette situation lorsque: 
1. Le portefeuille est homogène; 
2. Le portefeuille est grand; 
3. Les conditions dans lesquelles le portefeuille évolue sont stables; 
4. Il n'y a pas d'événements extrêmes; 
5. Les variances du nombre de réclamations et de la sévérité sont petites. 
Prenons l'exemple de l'assurance automobile pour les dommages matériels. Pour 
qu'un triangle soit jugé homogène, il faut qu'il soit composé de risques similaires. En 
d'autres mots, les conducteurs doivent avoir ulle fréquence de sinistres semblables, ct 
utilisent des voitures de valeur comparable. Un portefeuille composé de milliers de po­
lices possède un volume' suffisant pour pouvoir utiliser les théorie des grands nombres 
sans aucune réticence. Pour pouvoir affirmer que les conditions sont stables, il faut que 
les lois concernant le traitement des sinistres restent inchangées au cours des années 
observées. Aussi, l'entreprise doit conserver une stabilité dans sa politique des priorités 
quant aux traitements des dossiers selon l'importance du sinistre. De plus, il ne doit pas 
y avoir de catastrophes naturelles telles qu'un tremblement de terre important, ou un 
ouragan immense, sinon il y aurait un nombre de réclamations bien au-delà du nombre 
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habituel. 
L'assurance des biens est un domaine où la sévérité est moins variable que celle 
de l'assurance invalidité. En effet, on peut évaluer rapidement la valeur du bien (com­
parativement à d'autres domaines) et si les individus ont une valeur assurée semblable, 
la sévérité qui leur est associée le sera aussi. À l'inverse, pour l'assurance de personne, 
la blessure peut être légère, ou grave, et les compensations pour remplacer le revenu 
de la personne dépendent beaucoup de' l'individu. Donc l'assurance-habitation et l'as­
surance automobile au niveau matériel sont des domaines propices pour faire confiance 
aux données. 
On peut penser à sectionner les éléments d'un portefeuille en plusieurs porte­
f-euilles plus petits et indépendants. Ceux-ci seront vraisemblablement plus homogènes, 
mais seront alors plus petits. Ainsi, en essayant de combler lin manqu0, on en crée un 
autre (Berquist ct Sherman, 1977). 
Peu importe le modèle qu'on applique, une partie de la modélisation est issue de 
notre jugement. Même lorsqu'on considère un modèle entièrement objectif, il faut se 
rappeler que la construction du modèle possède une partie subjective. En effet, on a le 
choix d'utiliser un modèle particulier (par rapport à d'autres) ou bien d'en comparer 
plusieurs et de choisir plusieurs solutions finales. 
En pratique, il arrive souvent que certaines conditions ne soient pas entièrement 
satisfaites. On assiste alors à un deuxième type de situation. 
II - On ne peut pas faire confiance aux données empiriques 
On reconnaît ces situations s'il y a au moins un de ces éléments: 
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1. Le portefeuille est hétérogène; 
2. Le portefeuille est trop petit; 
3. Les conditions dans lequel le portefeuille évolue sont instables; 
4. Il Y a des événements extrêmes; 
5. Les variances du nombre de rédamations et de la sévérité sont grandes. 
Lorsque la situation l'exige, il arrivE' que l'actuaire décide que certains nombres 
doivent être ajustés à la hausse ou à la baisse. Par exemple, dans Ull contexte déterministe 
(chapitre 2), la méthode de Bornhuetter-Ferguson permet de fixer les pertes ultimes à 
des valeurs prédéterminées. Dans un contexte stochastique (chapitre 3), on peut se 
référer aux modèles bayésiens qui offrent aussi une flexibilité similaire (section 3.1.12). 
En pratique, ces procédés sont utilisés lorsqu'on part une nouvelle ligne d'af­
faires, ou bien dans les domaines où on assure le corporel et la responsabilité civile. 
La sévérité est connue au terme d'une poursuite judiciaire et possèdent une grande va­
riance. Lorsque qu'il y a un changement de loi dans l'industrie, il faut aussi adapter 
le modèle, les données passées pouvant mal refléter les tendances présentes et futures. 
Finalement, lorsque le portefeuille est affecté par une catastrophe de grande envergure, 
il est natnrel d'ajuster les tendances en conséquence (Clark, 1996). Par ailleurs, on peut 
avoir recours à la réassurance pour essayer de limiter l'étendue des pertes, et ainsi di­
minuer la variance de la sévérité et du nombre de réclamations. 
Il arrive aussi d'observer des paiements négatifs lors de périodes matures. En ef­
fet, ceux-ci peuvent survenir lorsqu'on revoit à la baisse des paiements à venir ou que 
certains cas se règlent en cour au profit de l'assureur. Plusieurs modèles sont très mal 
adaptés à cette situation, et c'est pourquoi il arrive souvent qu'on ait à ajuster manuel­
lement certains paramètres du modèle. 
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1. 7 Quelques concepts de probabilité 
Les modèles stochastiques utilisent diverses distributions qui seront présentées 
ici. Ensuite, quelques explications concernant les modèles linéaires généralisés seront 
ajoutées. 
1.7.1 Loi binomiale 
La loi binomiale est l'une des premières loi de probabilités qui a été développée. 
Concrètement, elle consiste à compter le nombre de succès d'une expérience qui compte 
n essais indépendants qui ont chacun une probabilité p d'être considéré comme un 
succès. La fonction de probabilité, ainsi que son espérance et sa variance sont: 
Pr(Y = k 1 n;p) = (~)pk(l - pY'.-k k E {ü, l, ... , n} , ü < p < 1 , nE N* 
ElY] = np Var[Y] = np(l - p) 
1.7.2 Loi normale 
La loi normale est une distribution très utilisée en statistique. Elle a été développée 
par le mathématicien Abraham De Moivre 9 en 17.33 afin d'approximer une loi binomiale 
qui possède un paramètre n très grand. Cette loi a ensuite été popularisée par Gauss 10. 
On l'appelle aussi loi gaussienne, ou courbe en cloche 11. La fonction de densité, ainsi 
que son espérance mathématique et sa variance sont: 
f(y 1 f..Li 0-2 ) 
ElY] =f..L 
9. Abraham De Moivre (1667-1754) mathématicien français né il. Vitry-le-François 
10. Carl Friedrich Gauss (1777-1855) rhysicien, malhématicien el astronome allemann 
11. Bell curve 
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Deux propriétés importantes de cette loi seront considérées au cours de cet ouvrage. 
Premièrement, le théorème limite central indique qu(' la somme d'lin grand nombre de 
variables aléatoires indépendantes de même moyenne et de variance finie peut être ap­
proximée par une loi normale. Ainsi, il suffit de connaître l'espérance et la variance des 
variables aléatoires et que le nombre d'observations soit suffisamment grand, mais fini, 
pour pouvoir appliquer cette approximation. 
La seconde propriété est que le paramètre de la moyenne de la loi normale n'ap­
paraît pas dans la formule de la variance de la loi normale. Ainsi, pour les régressions, 
lorsque la moyenne change, la variance reste la même. On dit alors que la variance est 
constante, ou que la régression a la propriét.€ d'homoscédasticité. 
1.7.3 Loi de Poisson 
La loi de Poisson a été publiée pour la première fois par Siméon-Denis Poisson 
en 1838. C'est une loi discrète (qui ne prend que des valeurs entières positives) qui 
avait pour objectif de modéliser une variable qui compte un nombre d'occurrences d'un 
événement dans le temps. Par exemple, cette loi a été utilisée pour modéliser l'arrivée 
de bateaux dans un port ou bien le nombre d'accidents dus aux coups de pieds de 
chevaux dans les armées prussiennes dans le 1ge siècle. La fonction de probabilité, ainsi 
que l'espérance et la variance d'une loi de Poisson sont: 
e-AÀk 
Pr(Y = k 1 À) 
-k!-' kEN, À > 0 
E[Y] = À Var[Y] = À . 
La loi de Poisson est la limite d'une loi binomiale où le nombre d'essais (n) tend vers 
l'infini, alors que la probabilité de succès (P) tend vers 0 et que le produit des deux 
(np) converge vers uri réel (À), qui est l'espérance de la loi de Poisson. De plus, son 
caractère discret et positif lui permet d'être mieux il.daptée pour modéliser une variable 
de comptage. 
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La loi de Poisson possède une variance qui dépend de sa moyenne. En fait, eUe 
est égale à sa moyenne. Donc dans les régressions, lorsque la moyenne augmente, la va­
riance augmente de façon proportionnelle. Lorsque la variance n'est pas constante d'une 
observation à une autre, on dit que c'est une propriété d'hétéroscédasticité. 
1.7.4 Loi gamma 
La loi gamma est une loi continue qui est souvent employée pour modéliser la 
sévérité des pertes. La fonction de densité, l'espérance et la variance sont: 
Tex 
o-J -ryf(y 1 Q;T) y>Or(Q) y e 
E[Y] = ~ Var[Y] =­Q 
T T 2 
avec r(Q) = JoOO yO-le-Ydy. On peut reparamétriser cette loi de la façon suivante pour 
identifier clairement les paramètres qui agissent sur la moyenne et la variance : 
l l 
Q=- T=­
eP /-LeP 
Q l/eP Q IN 2E[Y] = - = -- = p. Var[Y] = T2 = 1/(wp)2 = <P/-L .T l/ (/-LeP) 
Ainsi, on remarque que la variance de la loi gamma dépend du carré de sa moyenne; 
c'est une caractéristique qui sera importante ùans un contexte de régression. 
Par ailleurs, la loi gamma est une généralisation de la loi du Chi-deux, qui e1le­
même est reliée à la loi normale. En effet, soit Xi suit une loi normale centrée réduite. 
Alors, Z, = Xl qui suit une loi Chi-deux avec un degré de liberté. Ensuite, soit 
Z = L~l Zi, la somme de n variables aléatoires indépendantes qui suivent chacune 
une loi Chi-deux avec un degré de liberté, alors Z suit une loi Chi-deux avec n degrés 
de liberté. Finalement, il se trouve que Z '" r( i; !) : la loi du Chi-deux est un cas 
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particulier de la loi gamma. 
1.7.5 Modèles de régression 
Les modèles stochastiques discutés dans ce mémoire se basent sur la théorie des 
régressions. C'est un outil statistique très puissant qui permet de déceler les tendances et 
les relations entre les variables. Supposons que nous· avons un vecteur de variables X qui 
correspond à des observations en des lieux précis au début de la période, et Y le vecteur 
d'observations des mêmes endroits à la fin de la période. L'objectif est de déterminer 
si les valeurs de Y dépendent d'une quelconque façon des valeurs de X. D'abord, on 
peut placer ces données dans un nuage de points pour voir si on ne peut déceler une 
tendance à l'oeil. Ensuite, on peut faire passer un droite qui a pour but de passer le 
mieux possible dans ce nuage de points. On dit alors que X est la variable explicative 
et Y la variable expliquée. La forme de la courbe est la nature de la relation entre les 
deux variables. 
À l'origine, une des premières méthodes pour trouver une relation entre les deux 
variables est la droite des moindres carrés. Selon les historiens, cette méthode a été 
trouvée indépendamment par Carl Ferdrich Gauss et Adrien-Marie Legendre 12. L'ob­
jectif est de faire passer la meilleure droite dans le nuage de points. Bien entendu, elle 
ne pourra pas passer par tous les points, mais elle essaiera d'être le plus près possible 
en minimisant une fonction de pénalité qui, dans le cas de la figure 1.1, est la somme 
des carrés de l'erreur. 
Pour une valeur X donnée, la droite définie par Y = aX + b tente d'approcher 
la valeur expliquée, Y. La différence entre Y et Y est ce qu'on appelle l'erreur. On 
12. Adrien-Marie Legendre (1752-1853) mathématicien français né à Paris 
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Figure 1.1 Droite des moindres carrés passant par le nuage de points 
minimise alors : 
= 
où n est le nombre d'observations et ei, l'erreur de la if< observation. 
On peut dire qu'on régresse Y sur X. Le terme régression peut paraître curieux. 
Il a été introduit par Sir Francis Galton 13 en 1855. Dans une première étude, il avait 
remarqué que les plantes provr.nant de plantes ayant beaucoup produit de graines ont 
tendance à produire Hloins de graines plus tard. D'autre part, les plantes ayant produit 
moins de graines ont tellClancc à en produire plus les périodes suivantes. Ainsi, dans les 
deux cas, il a noté un retour vers la moyenne. Galton y voyait une régression, en ce sens 
qu'on observait la disparition d'un caractère distinctif. 
Les techniques ont beaucoup évolué depuis. Tout d'abord, il existe ce qu'on appelle 
les régressions multiples. L'idée est d'utiliser de l'information provenant de plusieurs 
13. Sir Francis Galton (1822-1911) anthropologue britannique, beau-frère de Charles Darwin 
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sources (vecteurs explicatifs) pour essayer d'expliquer la variable dépendante, notée Y. 
Par exemple, on peut chercher à modéliser la grandeur d'une plante en fonction de la 
quantité de pluie, la qualité de la terre, la quantité de sokil et la quantité d'engrais. On 
modélise conjointement toute cette information. On obtient alors un nuage de points 
en cinq dimensions, quatre pour les variables explicatives, notées Xi, et une dimension 
pour la variable expliquée. De nouveau, on essaie de faire passer l'hyperplan qui passe 
le plus près du nuage de points. La formule de l'hyperplan est alors: 
Comme chaque plante possède ses propres caractéristiques au départ, la valeur prévue 
lui sera particulière. En remarquant que la série d'additions est. un produit vectoriel, on 
peut écrire le vecteur des valeurs prévues sous forme matricielle: 
y = XfJ , 
où j3 = (a b1 b2 b3 b4 )' et X la matrice catégorielle qui contient les informations expli­
catives, et Y sont les valeurs prévues. La statistique à minimiser reste la même. 
En utilisant le principe de vraisemblance maximale, on découvre que le principe 
des moindres carrés est strictement équivalent à supposer que les observations sont des 
réalisations d'une loi normale œntrée alltour des vraies moyennes prévues (E[YIX]), 
mais qui sont estimées par Y. Par ailleurs, la différence f'fltre la vraie moyenne et la 
moyenne estimée est ce qu'on appelle l'erreur d'estimation; ce concept est approfondi 
dans la section 3.1.11. 
D'autre part, on peut penser à utiliser une autre loi pour expliquer la variable 
réponse. Par exemple, pour des données de comptage, il est naturel de penser à la loi de 
Poisson, qui possède un domaine discret. Si on change la loi, alors il faudra minimiser 
une autre statistique qui lui correspond. Ces concepts sont détaillés dans la section 3.1. 
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Figure 1.2 Les erreurs suivent une loi normale autour de la droite 
On peut aussi faire passer une courbe au lieu d'une droite dans le nuage de points. 
Il suffit alors de poser la transformation suivante: 
y = g(X/3) 
où 9 est. une fonction monot.one continue et. dérivable, appelée aussi fonction de lien l4. 
Lorsqu'on généralise la régression linéaire classiquE' rn utilisant une ou plusieurs ca­
ractéristiques mentionnées ci-haut, alors nous avons un modèle appelé Modèle linéaire 
généralisé 15 (Nelder et Wedderburn, 1989). 
14. Link function 
15. Generalized Linear Model (GLM) 
CHAPITRE II 
MÉTHODES TRADITIONNELLES 
Cette section se caractérise par des méthodes qui sont basées sur des algorithmes 
intuitifs qui sout les premiers à avoir été employés par les actuaires. On essaie de trouver 
une tendance élémentaire sans utiliser des concepts statistiques avancés. Les approches 
traditionnelles sont généralement plus simples et faciles à calculer. Elles peuvent être 
présentées sans peine à des gens qui n'ont pas de connaissances statistiques. Ainsi, les 
réserves peuvent être calculées rapidement, ce qui nous permet d'avoir un bon point de 
départ auquel seront comparées les réponses plus élaborées des méthodes stochastiques. 
De nos jours, la grande majorité des techniques utilisées en pratique sont les méthodes 
traditionnelles. Les livres de (Denuit et Charpentier, 2004) et (Wüthrich et Merz, 2008) 
sont des sources très détaillées sur la. modélisation des réserves actuarielles. 
2.1 Chain Ladder 
Cette approche est simple et intuitive. On ne considère que le triangle des coûts 
encourus. L'idée est d'observer comment l'encouru cumulatif évolue d'une période de 
développement à l'autre. Par exemple, s'il n'y a pas eu de coûts incrémentaux supplémentaires 
dans le passé pour passer d'une période à l'autre, alors, il n'y a pas de raisons que cette 
tendance ne soit pas répétée dans l'avenir. De même, si on observe que pour passer d'une 
période à l'autre, l'encouru cumulatif augmente d'un certain pourcentage, alors le même 
phénomène devrait se reproduire pour les années d'accident futures. Les pourcentages 
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d'augmentation sont appelés facteurs mtdtiplicatifs, ou bien facteurs de déroulement, ou 
encore facteurs de développement 1. Ils sont notés Àk où k reprrsente le passage de la 
pr'riode; k à la période; k + 1. 
Dans chaque cas, afin de maximiser la précision de la méthode, on utilise le plus 
d'information possible. Il est clair que les périodes de développement jeunes ont plus 
d'information disponible. Par exemple, nous avons 9 années d'accident disponibles pour 
calculer le premier facteur de développement. À l'inverse, pour la lQe période, nous 
n'avons que la première année d'accident qui possède l'information de la transition 
avant et après la période. 
Somme pondérée 
Le facteur de déroulement issu (le la somme pond0rée se cakuk 0n divisant la 
somme de l'encouru cumulatif de la période suivante par la somllle de l'encouru cumu­
latif de la période précédente, pour toutes les almées d'a<:<:ident disponibles. 
Pour trouver le f facteur de développement, on utilise ['équation suivante: 
"n-] D . 
L.,i=1 1,)+1 . = 1 - 1À] "n-j D.. ' J , ... , n , 
L.,i=1 1,) 
où n représente' le nombre' d'années d'accident du triangle. Pour les triangks tronqués 
wrnme dans l'exemple du tableau 2.1, les indices des sommes doivent être légèrement 
ajustés pour être sûr de prendre toutes les données à notre disposition, mais le prindpe 
reste le même. 
Une fois les facteurs de déroulement calculés, on trouve l'encouru prévu en mul­
tipliant celui de la période précédente par le facteur multiplicatif qui lui correspond, 
1. Loss Developmenl Factors (LDF) 
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comme proposé dans l'équation suivante: 
On obtient ainsi les résultats du tableau 2.1. Dans notre illustration empirique, le tri­
angle est incomplet à une extrémité, car il manque les données DlO,l , Dll,l et D lO,2. 
On dit aussi qu'il est tronqué. La formule des facteurs de déroulement doit alors être 
ajustée pour tenter de récolter le maximum d'information du triangle: 
""min(n-j,n*) D.. 
L.."i=l l,}+lÀ) . ( ') , j = l, ... , n - 1
""mm n-),n* D.. 1 
L.."i=l l,) 
où n estle nombre d'années d'accident si le triangle n'est pas tronqué, et n* est le nombre 
d'années d'accident dont j'information est disponible. Dans J'exemple du tableau 2.1, 
nous avons n = 11 et n* = 9. 
1 Année 1 1 2 3 4 5 6 7 8 9 10 111 ~  
1 17841110 25283543 26178956 26586700 26793830 26855399 26871377 26896301 26897537 26913180 26913501 
2 19519117 26175637 27117095 27272490 27341948 27379717 27433549 27544940 27587203 27613036 27613365 
3 19991172 26318655 27418832 27698481 27861135 27931135 27988013 27997894 28017550 28038878 28039213 
4 19305646 25195437 25988457 26297499 26443420 26540885 26568408 26630328 26650729 26671017 26671335 
5 18291478 24084760 24774204 25062830 25408354 25518939 25634782 25683789 25703465 25723032 25723339 
6 18832520 24573734 25155532 25404095 25510970 25605182 25656698 25705747 25725440 25745023 25745330 
7 17152710 23060996 23585802 23816258 24163162 24234669 24283428 24.129852 24348490 24367025 24367316 
8 16615059 21726236 22279513 22532390 22703663 22770851 22816664 22860284 22877797 22895212 22895485 
9 16835453 21837350 22326706 22566221 22737751 22805040 22850922 22894608 22912147 22929588 22929862 
Période j 1 2 3 4 5 6 7 8 9 10 
Àj 1,328 1,03 1,011 1,008 1,003 1,002 1,002 1,001 1,001 1 
Tableau 2.1 Chain Ladder Somme pondérée - Encouru Cumulatif 
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Commentaires et critiques de la méthode 
La méthod~ Chain Ladder est certainement la plus utilisée dans l'industrie. Elle 
obtient de bons résultats surtout lorsque les hypothèses de la section 1.6 sont respectées. 
Sa simplicité lui octroie un caractère objectif, ce qui permet d'obtenir un consensus plus 
facilement entre les différents actuaires qui l'utilisent. En général, ces deux qualités suf· 
fisent à inciter à faire une approximation préliminaire à l'aide de la méthode Chain 
Ladder pour avoir une idée générale du montant de la réserve. 
À l'inverse, si les hypothèses ne sont pas soutenues p~u les données, les prévisions 
de la méthode risquent d'être erronées. Une grande perte exceptionnelle fera. aug­
menter le taux de façon démesurée. Par exemple, si le total des paiements pour la 
première période est exceptionnellement deux fois plus élevé que d'habitude, les pertes 
ultimes prévues doubleront. Cette situation peut arriver dans les lignes d'affaires à 
développement lent, dans lesquelles le premier paiement est plutôt marginal par rap­
port à l'ensemble des paiements à venir. 
D'autre part, il s'avère que pour les périodes avancées, les modèles à ailes relevées 
captent parfois mieux la nature du risque. Ces modèles attribuent une importance et 
une probabilité plus grandes aux événements inhabituels ou extrêmes. C'est dans cette 
intention qu'en pratique, il arrive d'ajouter une composante à queue épaisse à partir 
d'une certaine période de développement (Mack, 1999). 
2.2 London Chain 
Cette méthode est plus élaborée et plus flexible que la méthode Chain Ladder. 
En plus de considérer une tendance multiplicative entre les périodes (les facteurs À j ), 
on suppose qu'il y a aussi une tendance incrémentale (les facteurs Oj). La méthode 
London Chain est une généralisation de la méthode Chain Ladder car si la tendance 
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Figure 2.1 Droite des moindres cil-rrés pour le nUil-ge de points entre les périodes 2 et 3 
incrémentale est nulle, on peut obtenir la méthode Chain Ladder, dépendamment de la 
façon d'estimer la droite optimale. 
Pour déceler les tendances multiplicatives et additives, on utilise les modèles de 
régression. Pour la transition j ent.re les périodes j et j + 1, on utilise les pertes cumu­
latives des périodes correspondantes, comme pour la méthodc Chain Ladder. Ces deux 
vecteurs forment un nuage de point, dans lequel on introduit la meilleure droite. La 
pente de la droite représente l'effet multiplicatif, alors que l'ordonnée à l'origine, l'effet 
incrémenta!. La figure 2.1 représente le nuage de points et la droite entre les périodes 2 
et 3. Pour déterminer les paramètres de la droite, on minimise par convention la statis­
tique de la somme des carrés de l'erreur (section 1.7.5). 
Par exemple, pour passer de la période 2 à la période 3, on regroupe les données 
de la deuxième colonne (25283543, ... , 21837350) dans le vecteur D j , et les données de 
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la troisième colonne (26178956 , ... , 22326706) dans le vecteur D j +1 . Ensuite, on fait 
une régression des moindres r.arrés de la droite qui passe par les points (D j ,Dj +1). La 
formule de la droite des moindres r,arrés est la suivante: 
1 "n-j D D DU) DU)
n-j L..i=1 i,j i,j+1 - i,j i,j+1 _ - (j) - (j)
-"---------------"'-"2,...:.::-- ,0:j - D'i ,j+1 - ÀjDi,j , 
_1_. "n-j D2 . _ (DU))
n-) L..>=1 >,) >,) 
1 n-s 
- (s) -(s) 1 ~ D.
-"'D· et Di j+1 = --~ Di,j+l>,) .~ l,) 
, n-sn - J i=1 i=1 
où Àj représente l'effet multiplicatif et 0:j, l'effet incrémentai entre les périodes j 
et j + 1. Ainsi, le modèle s'exprime comme: 
L'encouru prévu et les facteurs de développement sont présentés dans le tableau 5.1 
(p.128) en annexe. Notons que 0:10 ne peut être calculé car on cherche à la fois une 
tendance multiplicative et additive alors qu'il n'y a qu'un seul couple d'observations. 
Alors, la convention veut que l'on ne considère que l'effet multiplicatif pour cette dernière 
période de développement. 
Somme toute, il est préférable d'utiliser le Lonrion Chain seulement s'il y a rie 
bonnes raisons de noire qu'il y a un fadeur inr,rémental en plus d'un fa\,teur multipli­
catif, selon la nature de la ligne d'affaire et des connaissances particulières que possède 
l'actuaire. Pour que le modèle soit accepté, il faut que l'ajustement incrémentai soit 
suffisamment grand. En regardant le graphique 2.1, on note que la droite ne passe pas 
exactement par l'origine, et donc il faut juger si l'ordonnée à l'origine semble assez 
éloignée de la valeur O. 
Finalement, ce modèle, tout comme le modèle Chain-Ladder, devrait être considéré 
seulement lorsque la ligne d'affaires est stable et prévisible. 
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2.3 Bornhuetter Ferguson 
L'objectif primaire de la méthode est d'assurer une meilleure stabilité de l'estima­
tion des réserves. Ceci est particulièrement vrai pour les réserves des années d'accident 
récentes où les réserves dépendent trop des premiers paiements lorsque la méthode Chain 
Ladder (section 2.1) est utilisée. La méthode proposée ici se décompose en trois étapes: 
1. Déterminer les pertes ultimes espérées; 
2. Calculer les taux de déroulement en utilisant la méthode Chain-Ladder; 
3. Déterminer les proportions du montant ultime qu'il reste à payer. 
Les pertes ultimes espérées peuve11t être calculées selo11 le lIombre de polices vell­
dues, les primes reçues, ou bien établies directement à partir du jugement du l'actuaire. 
Dans tous les cas, l'information peut provenir d'une source extérieure aux données du 
triangle 
La méthode Bornhuetter Ferguson utilise une procédure analogue à celle de la 
méthode Chain Ladder pour le calcul des taux de déroulement, pour lesquels on suppose 
un lien multiplicatif. Ensuite, ceux-ci sont utilisés avec les pertes ultimes pour extrapoler 
dans le futur. Autrement dit, la structure des facteurs de déroulement est utilisée pour 
exprimer l'encouru cumulatif comme un pourcentage des pertes ultimes. Par exemple, 
pour la méthode Chain Ladder, nous avons: 
J 
Di,) = Di,)' II À k , (2.1 ) 
k=j 
où TIk=J À k représente le produit des facteurs de déroulement jusqu'à la période ultime 
et que Di,J est l'encouru ultime alors que Di,j est l'encouru à la période de déroulement 
,]. Ensuite, rappelons que la réserve de l'année d'accident i à partir de la période de 
l ' 1 ., RU) d 'fi " 1 l' ff' l' l ' (CVr oppement J, notee i ,est, par e mtlOn, a Cl <'rcnec entrr encol1fll li tlmr ct 
l'encouru à la période de dérou1cment ,] : 
(2.2) 
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comme illustré dans la figure 2.2. En combinant les équations 2.1 et 2.2, on obtient: 
= Di,)' (1 - / ). (2.3) 
flk=j Àk 
Pour alléger la notation de cette section, utilisons j3j = n~~j À . L'équation 2.3 devient 
k 
alors: 
(2.4) 
Le terme (l-j3j) représente le pourcentage des pertes qui seront encourues dans l'avenir. 
La méthode Bornhuetter-Ferguson suppose que ce pourcentage sera appliqué il l'estimé 
des pertes ultimes déterminées a pTiori, noté Di,]. À l'inverse, la méthode Chain Ladder 
suppose que ce pourcentage sera utilisé pour les pertes ultimes (encore Di,j) qui ont été 
estimées à partir des données disponibles il ce jour, tel qu'illustré dans l'équation 2.1. 
En d'autres mots, ces deux méthodes fonctionnent d'une façon similaire à un bolide qui 
doit parcourir une piste. Dans les deux cas, le pourcentage de la route à franchir est le 
même, la différence est. que l'un provient. d'une piste d'une longueur prédét.<'fminée, alors 
que pour l'aut.re, la longueur de la piste est. calculée à partir des données. Finalement., 
notons que les pertes ultimes cumulatives prévues Di,] sont calculées cn additionnant 
les réserves prévues par l'équation 2.4 aux pertes cumulatives observées à ce jour comme 
illustré dans l'équation suivante: 
D ·+D]·(I-j3·). (2.5)~,J~, J 
En utilisant les équations (2.1), (2.2) et (2.3), on en déduit que D.,,] = Di,J seulement 
lorsque l'estimé des pertes ultimes déterminées a pTioTi est exactement celui qui est 
proposé par la méthode Chain Ladder. Quant à la méthode Borhuettel' Fel'guson, on 
suppose que peu importe le passé, une fois les facteurs de déroulement calculés, les 
pertes incrémentales prévues seront toujours une proportion de l'estimé des pertes ul­
times déterminées a priori, ce qui explique cett.e différence. 
Pour trouver les pertes incrémentales prévues pour une année d'accident et une 
période donnée, on utilise la même approche. D'abord, on trouve les réserves à partir du 
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Période i Période j 
123456 123456 
Annéell~ Annéei ~ 
) 
RéseNe ~ RéseNe 
o Pertes à ce Jour 
o RéseNes prévues 
Pertes incrémentales prévues 
Figure 2.2 Les réserves sont la somme des paiements incrémentaux prévus 
début de la période jusqu'à la période ultime. Ensuite, on trouve les réserves à partir de 
la fin de la période ciblée jusqu'à la période ultime. La différen<.:e entre les deux réserves 
représente les pertes incrémentales prévues, notées Ci,j, comme illustré dans la figure 
2.2. Ainsi, 
(Di,) (1 - /3j)) - (Di,} (1 - /3j+d) 
Di,J (/3j+ 1 - /3j) 
Pour dcs fins purement. démonstratives, supposons que les est.imfs a priori des pertes 
ultimes ont ét.é choisies arbitrairement. et sont illustrés dans le tableau 2.2. Les réserves 
calculées sont disponibles dans le tableau 5.2 (p.129) en annexes. 
Cette approche fait partie au même titre que la méthode Chain-Ladder un outil 
de base qui peut servir à faire un estimé rapide et. facile de la réserve avant d'aborder 
des méthodes plus complexes. En bref, cette méthode est privilégiée dans les situations 
où le modèle Chain-Ladder capte mal la nature du risque car elle permet d'incorporer 
facilement de j'information extérieure issue du jugement de l'actuaire. 
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Année Pertes ultimes prévues (BF) Pertes ultimes prévues (CL) 
1 27000000 26913501 
2 27500000 27613365 
3 28000000 28039213 
4 27000000 26671335 
5 26000000 25723339 
6 25500000 25745330 
7 24000000 24367316 
8 23000000 22895485 
9 23000000 22929862 
Tableau 2.2 Pertes ultimes prévues: Bronhuetter Ferguson - Chain Ladder 
2.4 Sommaire des méthodes traditionnelles 
Généralement, plusieurs méthodes sont appliquées pour analyser un triangle de 
données. La variété des prédictions selon les divers modèles nous donne un portrait plus 
complet de ce que peut être la vraie réserve. Il est facile de comparer les méthodes 
complètement objectives telles que la Chain Ladder. Il est plus difficile de comparer 
les méthodes avec connaissances a priori car le résultat final dépend largement. des hy­
pothèses initiales. Le tableau 2.3 indique les réserves pour t.outes les années d'accident 
selon la méthode utilisée. 
Il est immédiatement apparent que la méthode London Chain propose des réserves 
élevées, particulièrement pour les années d'accidents récentes. Cette différence est due 
à des facteurs de déroulement incrémentaux sensiblement loin de 0 pour les périodes 2 
à 4. Puisque le modèle Chain Ladder n'admet pas de lien incrémentai, les deux tech­
niques diffèrent en ce point. En ce qui concerne la méthode de Bornhuetter Ferguson, on 
constate que les réserves sont très semblables puisque les estimés ultimes espérés sont 
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Année Chain Ladder London Chain Bornhuetter Ferguson 
- $ - $ - $ 
2 329 $ 329 $ 328 $ 
3 21 663 $ 32 526 $ 21 632 $ 
4 41007 $ 16 195 $ 41 512 $ 
5 88557 $ 58296 $ 89509 $ 
6 140 148 $ 140012 $ 138 813 $ 
7 204 154 $ 271 835 $ 201 076 $ 
8 363 095 $ 702692 $ 364 753 $ 
9 603 156 $ 959 604 $ 605 001 $ 
Total 1 462 108 $ 2 181 489 $ 1 462 624 $ 
Tableau 2.3 Réserves selon différentes méthodes 
très proches de ceux de la méthode Chain Ladder. 
Somme toute, chaque méthode traditionnelle propose une réserve prévue parti­
culière. Plusieurs réponses peuvent être acceptables. Malheureusement, aucune de ces 
méthodes n'indique le degré de précision des réserves. Quel montant faut-il mettre de 
côté pour être sûr à 95 %de pouvoir régler la totalité des contrats? Pour répondre à ce 
type de question, il faudra se tourner vers les modèles des chapitres suivants. 
CHAPITRE III 
MÉTHODES STOCHASTIQUES 
Au cours des dernières décellnies, la venue de l'informatique a permis aux compa­
gnies d'assurance de gérer une quantité d'information de plus en plus grande. Ces bases 
de données ont facilité l'intégration de modèles statistiques de plus en plus compliqués. 
Ceux-ci ont apporté une dimension nouvelle à l'analyse qui permet à la compagnie de 
mieux comprendre les données, et de mieux se préparer en fonction de sa santé financière 
et de sa stratégie d'affaires. 
Dans cet ouvrage, on entend par méthode stochastique tout modèle qui suppose 
que la variable à modéliser possède un élément aléatoire. La plupart du temps, on lui 
associe une loi de probabilité, ou bien sinon, une mesure de son caractère variable, par 
exemple sa variance. Ainsi, on peut décrire le risque par une distribution ou bien par un 
intervalle de valeurs probables. Dans ce mémoire, on utilise l'expression réserve pour si­
gnifier l'espérance de la distribution associée à la variable aléatoire qui peut représenter 
la somme des pertes futures possibles. 
Un des résultats les plus surprenants dans le domaine est que plusieurs modèles 
produisent exactement les mêmes réserves que la méthode Chain Ladder. En effet, le 
modèle de Poisson surdispersé (décrit ci-dessous) et le modèle de Mack (IVlack, 1993) 
forment une liste non-exhaustive des modèles les plus connus. Cependant, en ajoutant 
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quelques hypothèses additionnelles, ces modèles permettent de déterminer le degré d'in­
certitude de la réserve, ce qui peut s'avérer une information capitale pour les stratégies 
financières de la compagnie. Ainsi, on peut voir la résrrve comme n'étant qur la poinr.e 
de l'iceberg, le risque étant représenté par le glacier au complet. Puisque la méthode 
Chain Ladder est déjà traditionneIlement très utilisée, l'implantation de ces nouveaux 
modèles ne peut apporter que des avantages, puisque les réserves sont les mêmes. 
3.1 Modèle de Poisson 
Le modèle de Poisson est un mouèle à caractère stochastique qui génère les mêmes 
réserves que la méthode Chain Lauder. Cette équivalence surprenante est un résultat 
néanmoins connu qui peut être démontré algébriquement (Wüthrich el Merz, 2008). Ce 
modèle suppose que les pertes incrémentaies sont une réalisation d'une loi de probabi­
lité. Cette méthode a été anticipée et développée par (Hachemeister et Stanard, 1975), 
(Mack, 1991) et (Renshaw et Verrall, 1998). 
Afin de bien comprendre la théorie derrière l'implantation de ce modèle, plusiew's 
concepts reliés à la modélisation de variables aléatoires seront introduits au fur et à me­
sure dans cette section. Ceux-ci seront ensuite généralisés selon un modèle plus global 
dans la section 3.2.3. 
3.1.1 Bases du modèle 
Le modèle de Poisson suppose que la variable qui représente les pertes incrémentales 
Ci,j suit une loi de Poisson, introduite dans la section 1.7.3, avec une moyenne Ài,j propre 
à chaque cellule (i, j), tel que: 
C'IJ '" Poisson(À')IJ 
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OÙ Ài,j dépend de l'année d'accident i et la période de développement j. On suppose 
que les facteurs qui peuvent influer sur la moyenne de cett.e cellule ne peuvrnt être 
que l'année d'accident et la période de développement. Cepenclant., lors de la construc­
tion du modèle, on peut aussi choisir d'autres facteurs explicatifs tel que l'année de 
calendrier, qui est une combinaison de i et de j. Néanmoins, dans ce mémoire, on utili­
sera seulement l'année d'accident i et de développement j et aucune autre combinaison 
supplémentaire. (Kaas, 2005) offre un exemple intéressant où les effets des années d'ac­
cident, de développement et de calendrier sont utilisés simultanément. 
La façon la plus élémentaire de paramétriser Ài,j est de supposer que l'effet de 
l'année d'accident est indépendant de l'effet de la période de développement. De plus, on 
peut penser que pour chaque année d'accident, on a un portefeuille d'assurés différent, 
donc chaque année d'accident aura besoin d'un paramètre distinct pour représenter une 
réserve finale différente. Ensuite, dans la même logique, on Sllppose qu'à chaque période 
de développement., un pourcentage sp<'cifique de la r<'serve finale sera r<'clamé, donc on 
aura besoin de paramètres différents scion la période de développement. 
Il existe plusieurs types de paramétrisation, c'est-à-dire, de façons de décrire les 
facteurs explicatifs. Les moyennes prévues Ài,j ne sont pas affectées par le choix du 
type de paramétrisation. La paramétrisation la plus utilisée dans ce mémoire est la 
paramétrisation avec un pTédicteur additif et un lien multiplicatifl définie ci-dessous. 
Afin d'alléger le texte, on l'appellerA, aussi: paramétrisation naturelle. On ['utilise pour 
son efficacité lors de l'optimisation des statistiques. Cette approche est inspirée de la 
paramétrisation traitement 2, largement utilisée en statistique lors de l'analyse de l'effet 
de divers traitements sur un groupe de base. Chaque paramètre représente alors la 
différence entre le groupe de base et le groupe ayant eu un traitement particulier. En ce 
1. Log-link funct.ion and an addit.ive predict.or 
2. Treat.ment. 
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qui concerne les triangles de développement, nous utilisons: 
À·. = efJ,+CYi +/3J ,
t,] 
où i E {2, 3, ... , I} et j E {2, 3, ... , J}, qui est en fait un modèle linéaire généralisé 
avec fonction de lien multiplicatif et une loi de Poisson. En prenant le logarithme de 
l'équat.ion, on peut reconnaît.re le système linéaire: 
log(Ài,j) = f.L + a t + f3j , 
On observe que f.L représente les pertes incrémentales moyennes pour la cellule de 
référence, qui est définie comme étant la première année d'accident et la première année 
de développement. Ensuite, ai représente l'ajustement de la moyenne f.L pour passer de 
la première ligne à la i e ligne. De même, les paramètres f3j indiquent l'ajustement pour 
passer de la première colonne à la f colonne. Donc, par convention, on suppose que 
al = 131 = O. Ainsi, chaque cellule aura une combinaison unique qui la représente. Ici, 
pour un triangle de 9 x 11, un t.otal de 19 paramètres sont utilisés, notés p, : 
Afin d'alléger la notation, on utilisera également: 
qui représentent le vecteur des pertes incrémentales observées et le vecteur des variables 
aléatoires représentant les pertes incrémentales, respectivement. 
3.1.2 Principe du maximum de vraisemblance 
L'objectif est de déterminer les estimateurs des paramètres p, opt.imaux qui décrivent 
le mieux les pertes incrémentales observées c. Pour ce faire, on utilise le principe du maxi­
mum de vraisemblance. Celui-ci consiste à optimiser la statistique de vraisemblance L 
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qui représente la probabilité d'obtenir les données observées. Ainsi, on doit trouver les 
paramètres qui font en sorte que la probabilité d'obtenir les résultats observés soit maxi­
mah'l, d'où le nom vraisemblance maximale. 
En théorie, il faut optimiser la fonction de probabilité conjointe des variables 
aléatoires représentant les pertes C, sachant les paramètres. En pratique, on suppose 
que les réalisations des variables Ci,j sont indépendantes entre-elles lorsqu'on connaît 
les paramètres. Pour des fins de généralisation, notons f(x) comme étant la fonction de 
probabilité de X, i.e. Pr(X = x) ou la fonction de densité de X. Ainsi, la fonction à 
optimiser est: 
L(jilê) 
i,) 
e-À,·jÀCi,j 
= Il >,) 
C .1i,j >,). 
où À i •j = eJ.'+C>i+J'3j. Comme le produit d'un grand nombre de valeurs entre 0 et 1 rend la 
statistique très petite et difficile à traiter directement, il est courant d'optimiser la fonc­
tion de log-vraisemblance. Puisque c'est une transformation monotone, les paramètres 
optimaux sont les mêmes pour ces deux statistiques. La fonction de log-vraisemblance 
est donc: 
1= 10g(L(jilê)) 
ij 
"""'(-À + c log(À .) - log(c')) . (3.1)~ >.J >.J >.J >.J 
Afin de simplifier la démonstration, supposons que le vecteur des paramètres ji possède 
p paramètres où p = 1 + J - 1. Aussi, afin d'alléger les démonstrations, soient les 
indicateurs X(>,j),k qui prennent les valeurs suivantes pour l'observation de la .? ligne et 
de la f colonne: 
le k e paramètre de ji intervient dans le calcul de Ài,j 
autrement. 
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On peut alors écrire 
(3.2) 
OÙ Xi,j est le vecteur des indicateurs X(i,j),k' De plus, 011 peut aussi représenter les vec­
teurs pour toutes les observations à l'aide d'une matrice appelée matrice catégorielle. 
En voici un exemple lorsque les données sont enregistrées colonne par colonne, de haut 
en bas, de gauche à droite. 
C 1< 
'" 
"3 
'" 
"5 "G "7 "s "9 /3, /33 /3, /35 /3G /37 as /39 /3,0 /311 
178~ 1110 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
19519117 0 0 0 0 0 0 
1999 1172 0 0 0 0 
19305(j46 0 0 0 
18291H8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
18832020 0 0 0 0 0 0 0 0 0 
17152710 0 0 0 0 
!ü615059 0 0 0 0 
lU8J5453 0 0 0 0 0 0 0 0 0 0 0 0 0 
7442~33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6056520 0 0 0 0 
6327~83 0 0 0 0 0 
5889791 0 0 0 0 0 0 0 
5793282 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
57ol121~ 0 0 0 0 0 0 0 
5908286 0 0 0 0 0 0 0 
5111177 0 0 0 0 0 0 0 
5001897 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
895113 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
9011158 0 0 0 0 0 
1100177 0 0 0 
793020 0 0 0 0 0 0 0 0 0 0 0 0 
b89H~ 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
581798 0 0 0 
52tlS06 0 0 0 0 0 0 0 
553277 0 0 0 0 0 0 0 0 
1893&6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
~O7714 0 0 0 
155395 0 
25833 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
321 0 0 0 0 0 
Par exemple, les pertes observées de la troisième ligne, deuxième colonne sont de 
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6327483. On voit que seules les colonnes vis-à-vis les paramètres Q3 et (32 sont égales à 1. 
Rappelons maintenant que l'objectif est de trouver les paramètres Ji qui maxi­
misent la fonction de vraisemblance. Alors, on veut que les premières dérivées soient 
égales à O. Ainsi: 
8~ L	 10g(Pr(Ci,j IJ:L))
f..Lk " 
t,] 
~ (~(-À' '+ C' .10g(À .) -log(c .1)))8~  t,] t,] t,] t,]f..Lk " 
t,] 
L (- 8~ Ài,j + Ci,j 8~ 10g(Ài,j)) = a, 
. ,f..Lk f..Lk 
t,] 
avec: 
8 
8Jik Ài,j 
et : 
8 
8Jik log( Ài,j) = X (i,j),k . 
On obtient ainsi l'équation suivante: 
~ (-X(· ') kÀ ') + Ci ·X(· ') k)	 (3.3)
 t,], ',] ,] ',], 
i,j 
a	 L X(i,j),k (c;,j - Ài,j) . (3.4) 
i,j 
où Jik est le k e paramètre de f..Lk' Cette démonstration est la même pour tous les 
k E {l, ... ,p}. On obtient ainsi un système non-linéaire à p équations, p inconnues. 
Il est souvent difficile de trouver une solution entièrement analytique ou computation­
nellement simple à ce problème. C'est pourquoi, plusieurs algorithmes numériques ont 
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été mis au point pour profiter de la puissance de calcul brut des ordinateurs. Un algo­
rithme fréquemment utilisé dans ('(' domaine est l'algorithme de Newton-Raphson. De 
plus amples détails sur son utilisat.ion sont disponibles dans la sedion 3.1.6. 
L'utilisation du principe du maximum de vraisemblance possède de nombreux 
avantages. En effet, en plus d'avoir d'excellentes propriétés théoriques, il est asymptoti­
quement sans-biais, convergent et possède la variance minimale parmi tous les estima­
teurs. 
3.1.3 Système balancé 
Le système d'équations (3.4) indique que le système est balancé. En d'autres 
mots, la somme des prévisions du modèle est égale à la somme des valeurs observées en 
fonction d'une condition, comme illustré ici: 
L~X(.1.,J,')kÀ t,J 
i,j 
où X(i,j),k représente la condition qui est fonction de la présence de certains paramètres 
ou non. Par exemple, dans une paramétrisation naturelle, lorsque k = l, la matrice 
catégoriel\0. sc réfère au premier paramètre, fJ.. Comme C0. paramètre apparaît pour 
toutes les observations, on Cil d<'cluit que la somm0. des prévisions qui appart.i0.nnent. au 
triangle doit égaler la somme des valeurs observées pour l'ensemble du triangle. En­
suite, considérons le deuxième paramètre ('X2. Ce paramètre !l'est présent que lorsque les 
données appartiennent à la deuxième ligne. Ainsi, en suivant la même logique, la somme 
des prévisions de la deuxième ligne doit être égale à la somme des valeurs observées de 
la deuxième ligne. De même, les équations sous-jacentes pour les autres valeurs de k 
indiquent que la somme pour chaque ligne et chaque colonne doit être respectée. 
Les tableaux 5.3 et 5.4 (p.130) en annexe illustrent numériquement le balance­
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ment du modèle de Poisson. Finalement, il est important de mentionner que le modèle 
de Poisson n'est pas le seul qui donne un résultat balanr.é, et donc la solution d'un 
système balancé n'est pas unique (Mildenhall, Hl!)!)). 
3.1.4 Restrictions du modèle 
Tout d'abord, on suppose que les observations sont des réalisations de variables 
aléatoires indépendantes lorsque les paramètres sont fixés. Ensuite, le domaine positif de 
la loi de Poisson fait en sorte que le paramètre qui représente la moyenne À doit être po­
sitif. Or, il se peut qu'en pratique, on observe plusieurs pertes incrémentales négatives. 
Et puisque le modèle balance pour toutes les lignes et colonnes, 13 somme des valeurs 
prévues cioit égaler la somme cies valeurs observées cians chaque cas. Donr., lorsque la 
somme cie pertes est négative pour au moins une ligne ou r.olonne, alors le modèle ne 
peut être appliqué à moins d'effelètuer des ajustements, soit au modèle, soit aux données. 
Par ailleurs, la nature discrète de la loi fait en sorte que le domaine de la variable 
aléatoire qui représente les réserves le sera aussi. Plus de précisions sont disponibles 
dans la section 3.1.9. 
3.1.5 Modélisation par unité d'exposition 
La modélisation en tenant compte des 'unités d'exposition, notées Wi,j, est une 
caractéristique particulière des modèles stochastiques, qui leur offre beaucoup de flexi­
bilité. Ceci nous permet d'accorder un degré d'importance différent à chaque observa­
tion. Dans la littérature des réserves stochastiques, pour tenir compte de l'exposition, 
on modélise les pertes par 'unité de risQ'ue, Yi,j avec la définition suivante: 
Yi,j Ci,j 
Wi,j 
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Par exemple, (Wüthrich, 2003) utilise le volume d'affaire comme unité de risque. On 
peut alors interpréter les pertes par unité de risque comme des pertes moyennes par 
personne. Cet ajustement a pour but de tenir compte de la variabilité de la grandeur du 
portefeuille par année d'al:cident. Après avoir modélisé les pertes par unité de risque, 
on reconvertit les valeurs: 
Il faut comprendre que lorsque l'exposition est différente d'une observation à l'autre, le 
modèle est différent, même si on divise et ensuite on remultiplie par les mêmes valeurs. 
Donc l'espérance et l'erreur de prédiction de la réserve sera différente. Par ailleurs, il 
est à noter que la modélisation par unité de risque est une transformation invariante 
pour les opérations de multiplication par une constante. Donc, un modèle qui utilise 
11)i,j comme exposition aura les mêmes réserves qu'un modèle avec C· 11)'i,j où c est une 
constante. Seuls comptent les rapports entre les facteurs d'exposition. 
3.1.6 Algorithme d'optimisation numérique 
Il existe plusieurs méthodes numériques pour résoudre un système d'équations 
non-linéaires. En effet, un logiciel tel que SAS possède déjà quelques routines pré­
programmées telles que la Trust Region Optimization (Dennis Jr, Gay ct Walsh, 1981), 
l'algorithme de Newton-Raphson, la Double Dogleg Optimization (Dennis et Mei, 1979), 
la Conjugate Gradient Optimization (Fletcher, 1987) et la Nedler-Mead Simplex Opti­
rnization (Olsson et Nelson, 1975). 
À l'origine, la méthode de Newton-Raphson a été développée pour estimer la ra­
cine d'une fonction à une dimension, continue et dérivable. L'utilisateur donne la valeur 
de départ de l'algorithme, qui est, selon lui, la position de la racine. Ensuite, comme 
illustré dans la figure 3.1, l'algorithme trouve la tangente de la fonction estimée à ce 
point, longe la ta.ngente pour trouver la. racine de la droite engendrée par la tangente. 
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y=f(x) 
Figure 3.1 Itérations de l'algorithme Newton-Raphson 
Si le nouveau point n'est pas assez proche de 0, on recommence la procédure avec ce 
nouveau point de départ. 
Si la fonction fluctue beaucoup, alors elle peut difficilement être approximée par 
sa première dérivée, ce qui rend l'algorithme inefficace, et la probabilité qu'il y ait diver­
gence augmente. Toutefois, la fonction de vraisemblance est généralement une fonction 
aplatie, qui ne fluctue pas beaucoup pom la grande majorité des lois présentées dans cc 
mémoire. 
Par ailleurs, puisqu'il faut estimer plusieurs paramètres à la fois, on utilise la 
version multivariée de l'algorithme de Newton-Raphson. Pour cela, on évalue les ten­
dances linéaires de chaque variable, mais aussi les tendances linéaires entre chaque 
combinaison de variable. Toute cette information est placée dans une matrice qu'on 
appelle la matrice Hessienne, notée H. Rappelons qu'on cherche les tendances linéaires 
des premières dérivées de la fonction de vraisemblance. Nous aurons donc besoin des 
deuxièmes dérivées de la fonction de log-vraisemblance de l'équation (3.1), ou bien des 
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premières dérivées de l'équation (3.3), qui représentent la matrice H. Donc, à partir de 
l'équation (3.3), les valeurs recherehées de la matriee Hessienne sont: 
L X(i,j),k (Ci,j - Ài,j) , 
i,j 
(3.5) 
Pour un vecteur de paramètres donné Ji, les valeurs calculées de J'équation (3,5) sont 
ensuite placées de la façon suivante: 
f) 21 EPl 
ÔJ1.l a'il 1 O'il l OJ1.2 
ô2 1 f) 2 l 
Ôjj.2 0J1.1 êiihô'il2 
H (Ji) = 
où H (Ji) est la matrice hessienne évaluée au vecteur de paramètres Ji. 
Ainsi, pour résoudre le système d'équations, l'utilisateur choisit des valeurs de 
départ pour les paramètres, et ensuite, il évalue si les équations s'approchent de O. Soit 
U(Ji) le système d'équations des premières dérivées de l'équation (3.1), évaluées avec le 
vecteur de paramètres Ji : 
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'\' X(, ') (Ci' - À ,)~i,j t,), l ,) t,) 
'\' X(, ') 2 (l" , - À' ,)~i,j t,), '-"',) t,)U(j/,) = 
Rappelons aussi que 
x ­
= e i,]J1- .À t,) 
Lorsque j/, change, alors À change et donc finalement U(j/,) fluctuera en conséquence. 
Rappelons que la fonction de log-vraisemblance (3.1) est optimisée lorsque U(j/,) = O. 
On évalue U(j/,(O)) où j/,(O) représente l'ensemble des paramètres qu'on fixe à une valeur 
de départ, et où j/,I; indique les estimés des paramètres à la ke itération. Le nouveau 
vecteur de paramètres se trouve à l'aide de la formule suivante: 
, H- 1(-(1;)) 1" dl' h' 'l" -(1;)011 J.1 est Inverse e a matnce eSSlenne eva uee a J.1 . 
Finalement, lorsque l'algorithme converge, il faut vérifier les paramètres pour 
détecter les aberrations. Lorsque certains paramètres tendent vers l'infini, il faut essayer 
d'autres points de départs el essayer de déterminer si la convergence se fait toujours 
vers le même point. 
3.1.7 Autres paramétrisations 
Comme mentionné dans la section 3.1.1, il existe plusieurs façons de décrire l'in­
fluence des facteurs explicatifs sur la moyenne des pertes incrémentales. Jusqu'ici, la 
paramétrisation naturelle a été utilisée et, pour le triangle 9 x 11, nous f1,vons eu besoin 
de 19 paramètres. 
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Bien entendu, il existe d'autres types de pa.ramétrisation, l'une étant la paramétrisation 
intuitive 3. L'idée est d'associer directement lin paramètre pom chaque ligne et chaque 
colonne, sans qu'il y ait de cellule de réfrrenœ. Ainsi, 
où Qi représente le paramètre associé à l'année d'accident i et représente l'encouru cu­
mulatif ultime, alors que (3j est le paramètre associé à la période de développement j 
et représente la portion de l'encouru cumulatif ultime réclamé à chaque période. On 
obtient alors la matrice cat.égorielle suivant.e : 
C a, a2 a3 a4 a, aG c"7 a8 a9 13, 132 133 134 13, PG 13, 138 P9 PlO Pli 
17811110 0 0 U 0 
1951Y117 0 0 0 0 0 
19991 172 U 0 0 0 0 
19305616 U 0 0 0 U U U 0 U 0 0 U U 0 U 0 U 0 
) 8291478 0 0 0 0 U U 0 0 0 0 U 0 0 U 0 0 
18832520 0 0 0 0 0 0 0 
17152710 0 0 0 0 0 0 0 0 
16615059 0 0 0 0 0 0 0 
168351153 0 0 0 0 0 0 
7412433 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6656520 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
6327483 0 0 0 0 0 0 0 0 
5889791 0 0 0 0 0 0 
5793282 0 0 0 0 0 0 
5741214 0 0 0 0 0 0 
5908286 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
5111177 0 0 0 0 0 0 0 U 0 0 0 0 0 0 0 
5001897 0 0 0 0 
89501.13 0 0 
9111458 0 0 0 0 
1100177 0 0 0 0 0 0 U 
25833 0 0 0 0 
321 0 0 0 
Cette approche possède un trop grand nombre de paramètres. En effet., nous avons 
9 lignes et 11 colonnes, donc 20 paramètres en tout. L'optimisation n'est possible que si 
3. inspirée de la paramétrisation somme (Sum) utilisée en statistique 
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on ajoute un nombre suffisant de contraintes. Dans ce cas-ci, on ajoute la contrainte: 
JI: fJj 1 . 
j=1 
Intuitivement, cette contrainte indique que les (3j doivent être des proportions. Il s'avère 
que ce système peut être résolu directement, cependant, l'algorithme converge moins Er\.­
cilement vers la solution. Néanmoins, la réserve espérée, ainsi que la provision reste 
la même, peu importe la paramétrisation. D'autre part, on peut résoudre un système 
d'équations élémentaire pour passer d'une paramétrisation à l'autre tant au niveau de 
l'espérance des paramètres que de leur écart-type. Bref, il est suggéré d'utiliser la pa­
ramétrisation naturelle tout en gardant à l'esprit qu'on peut toujours convertir en une 
nouvelle paramét.risation si cela s'avère nécessaire. 
3.1.8 Courbe d'Hoerl 
La flexibilité des modèles stochastiques permet d'incorporer des tendances dans le 
modèle. Par exemple, au lieu d'estimer les paramètres de chaque période de développement 
individuellement, on peut supposer qu'il y a un effet linéaire et log-linéaire dans le 
temps. Cette façon de modéliser est appelée la cow'be de Hoerl (England et Verrall, 
2002). Notons que puisqu'il y a deux tendances à estimer, seuls deux paramètres seront 
nécessaires, contrairement aux 10 paramètres nécessaires à une estimation par colonne. 
Mathématiquement, on représente le modèle de la façon suivante: 
,8j = 1'1 log(j) + 1'2j . 
Les paramètres représentant les années d'accident Q'i restent intacts, alors que les pa­
ramètres associés aux périodes de développement ,8j sont remplacés par 1'1 et Î'2. Cette 
méthode est utilisée lorsqu'on pense que le développement sur les colonnes peut être 
modélisé par une fonction simple. De plus, cette méthode possède l'avantage de pouvoir 
estimer les réserves entre les fins de périodes, et aussi de pouvoir extrapoler après la 
dernière période observée. Les paramètres estimés selon un modèle de Poisson avec une 
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courbe d'Hoerl, ainsi que les réserves obtenues sont disponibles dans le tableau 5.6 (p. 
133) en annexe. 
3.1.9 Paramètre de surdispersion 
La plupart des modèles présentés dans la section 1. 7 possèdent deux paramètres. 
Cette flexibilité naturelle permet de capter aussi bien la moyenne que la variance des 
données. Il a été démontré que certaines de ces lois ont une variance qui est fonc­
tion de la moyenne. Cependant, certaines distributions, tel que la loi de Poisson, ne 
possèdent pas suffisamment de paramètres pour modéliser aussi bien la variance que 
l'espérance puisque l'espérance est égale à la variance. On voudrait trouver une façon 
de rendre ces modèles plus flexibles. L'idée est d'ajouter artificiellement un paramètre 
supplfmcntaire pour forCN la loi à avoir une variance qui reflètr mieux ks données. 
Ainsi, nous définissons un pammètn: de sur-d'ispenrion 4, noté cp, COllnne étant le facteur 
d'ajustement de la variance, lorsque la variance de la loi est fonctioll de son espérance. 
Dans le cas de la loi gamma, nous n'avons pas besoin d'ajouter artificiellement de 
nouveaux paramètres car la loi possède déjà deux paramètres. Ainsi, le paramètre de 
surdispersion est introduit suite il. une reparmétrisation de sorte à ce qu'on isole l'effet 
de la moyenne )..t,j et de la surdispersion cP, comme démontré dans la section 1.7.4. Nous 
obtenons alors un modèle où : 
E[Cd = Ài,j , Var[Ci,j] = cPÀL ' 
et donc cP complète une relation où la variance est fonction du carré de l'espérance. 
En ce qui concerne la loi normale, le paramètre de surdispersion cP est exactement 
le paramètre qui représente la variance de la loi, comme démontré dans les équations 
4. Dispersion Parameter 
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(36) ct (3.7) : 
2 
Ci,) N(À t,). 0 ) , (3.6) 
0 2 cP, (3.7) 
C N(À . cP) .t,) t,) 
Finalcment, pour un modèle de Poisson, l'introduction d'un facteur de surdisper­
sion doit se faire en utilisant le principe de la quasi-vraisemblance 5. Pour être bref, 
ee principe met l'accent sur la relation entre l'espérance et la variance de la loi plutôt 
que sur la fonction de densité et son domaine. En d'autres mots, il suffit de trouver 
une statistique qui engendre la relation entre l'espérance et la variance désirée sur un 
domf\,ine préétf\,bli. Dans le CflS de If\, loi de Poisson, le nouveR.U modèle est appelé loi de 
Poisson surdispersée 6 et peut être défini it l'aide du raisonnement ci-dessous. 
Définissons Xi,j une variable aléatoire qui suit une loi de Poisson de moyenne et 
de variance toutes deux égales à Ài,i : 
et aussi, soit: 
À . 
Y,. Poisson( ;)) ,t,) Yi,) E {O,l, ...}, 
cPYi,j Zi,j E {O, cP, 2cP, ... } 
où cP est le facteur de surdispersion désiré. Nous avons alors: 
ÀE[Y, .] = -.!l. 
t,) 1J 
E[Z'I = À't,) t,) 
5. Quasi-Iikelihood 
6. Overdispersed Poisson Model 
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La variable aléatoire Zi,j possède alors une relation entre l'espérance et la variance. De 
plus, elle se comporte comme une loi de Poisson, mais qui est. définie seulement sur les 
multiples du facteur de surdispersion, ce qui fait en sorte que pour un tel modèle, la 
distribution des réserves sera eu escaliers (Wüthrich et Merz, 2008). 
Le paramètre de surdispersion peut être estimé par au moins trois façons: le 
principe de vraisemblance, le principe des résidus de la déviance, le principe des résidus 
de Pearson. 
Principe de vraisemblance 
Lorsque la variable de surdispersion <P est présente dans l'équation de quasi­
vraisemblance, alors il suffit. de l'obt.enir en même temps que les variables relatives 
aux moyennes lorsqu'on optimise la vraisemblance. Certains logiciels d'optimisation 
numérique, tel que SAS, procèdent automatiquement à ce type d'optimisation. De plus, 
on peut avoir une rne~ure du degré de l'incertitude de ce paramètre grâce à la matrice 
hessienne. 
Principe de la déviance 
L'idée est de trouver une mesure de dispersion entre les observations et les moyennes. 
Soit D la mesure de la déviance définie comme suit: 
où N est le nombre d'observations dans le triangle. C'est un test de rapport de vrai­
semblance entre la log-vraisemblance du modèle saturé l(Cl,' .. ,CN), qui suppose que 
toutes les moyennes sont égales aux observations, et la log-vraisemblance du modèle 
réduit 1(>'1, ... , À N ), qui suppose que les moyennes sont une fonction des paramètres 'iL 
seulement. Alors, on estime le facteur de surdispersion issu du principe de la déviance, 
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noté cPo, par: 
D 2([(>'1,'" ,ÀN) -[(Cl,'" ,CN))1>0 (3.8)N-Q N-Q 
où N est le nombre d'observations et Q le nombre de paramètres qui estiment les 
moyennes. Si le nombre d'observations est grand, on peut montrer que la déviance suit 
approximativement une loi Chi-deux (Nelder et Wedderburn, 1989), comme illustré ici: 
D "" X7v-Q' 
où X7v-Q est une loi Chi-deux avec N - Q degrés de liberté. Ainsi, le paramètre de sur­
dispersion peut être interprété intuitivement comme éta.nt le pa.ramètre d'échelle d'un 
loi Chi-deux. 
Principe de Pearson 
L'idée est la même que pour le principe de la dévia.nce, sa.uf qu'ici, on ca.lcule le 
carré de la différence entre les observa.tions et les moyennes, a.justés selon la va.riil.llCe 
théorique du modèle. On suppose ensuite que cette sta.tistique suit une loi Chi-deux, 
comme proposé ici: 
où X2 est la statistique de Pearson: 
(3.9) 
Dans tous les cas, le paramètre de surdispersion n'a qu'un effet marginal sur 
l'estimation des moyennes. À l'inverse, son influence est souvent non-négligeable sur la 
variance des pa.ra.mètres. En conséquence, le pammètre de surdispersion a. un impa.ct 
souvent important sur la variance de la réserve, en plus de receler de l'information per­
tinente sur la nature du risque. De plus, puisqu'il existe une indépendance entre 1> et 'jj 
----
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au niveau de l'optimisation, on estime en général le pari\,mètre de surdispersion qu'après 
avoir calculé les param8tres 'iJ, comme en témoignent les équations (3.8) et. (3.9). D'aut.res 
détails sont. disponibles dans la section 3.2.3. 
Le ealcul du facteur de surdispersion selon l'un ou l'autre de ces principes peut 
engendrer des valeurs sensiblement différentes. Le chapitre 4 fait une étude approfondie 
de l'impact du facteur de surdispersion selon le principe choisi. 
3.1.10 Variance des estimateurs des paramètres 
Les estimateurs trouvés avec la statistique de vraisemblance ne sont qu'un estimé 
de la valeur exacte des vrais paramètres. En d'autres mots, le fait qu'on procède à 
une estimi\,tion indique qu'il devrait y avoir une incertitude associée aux paramètres. Si 
l'incertitude est grande, alors l'intervalle qui contient les valeurs plausibles est souvent 
plus grand. Ainsi, il arrive fréquemment d'associer une variance et parfois même une 
distribution aux paramètres estimés. 
Le principe de vraisemblance maximale permet d'ét.ablir une mesure de la variance 
des paramèt.res. En effet, si Ja loi choisie possède ccrt.aines conditions de régularité 
(comme c'est le cas pour tous les modèles traités dans cet ouvrage), alors les estimateurs 
suivent asymptotiquement une loi normale multivariée (Klugman et al., 1998), eomme 
présenté ici: 
où 'iJ, est le vrai paramètre, 'iJ, est l'estimé du maximum de vraisemblance et la matrice 
de variance-covariance L;~ est l'inverse de la matrice hessienne. Afin de mieux com-
JI. 
prendre en quoi l'inverse de la matrice hessienne est une bonne indication de la variance 
des paramètres, observons la situation à une dimension suivante décrite par la figure 3.2. 
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Figure 3.2 Le paramètre peut varier plus lorsque la courbe est aplatie 
La courbe représente la fonction de vraisemblance. Lorsque la fonction de vrai­
semblance varie beaucoup au point optimal, la deuxième dérivée évaluée à ce point est 
très grande. Ceci indique que si on choisit un autre paramètre, la fonction de vraisem­
blance décroît rapidement, alors il n'y a pas un grand intervalle de valeurs plausibles 
autour du point optimal. Par le fait même, on conclut que la variance du paramètre est 
petite. À l'inverse, si la fonction est aplatie, alors le raisonnement contraire est utilisé et 
on conclut À, une gmnde variance. Donc, la variance est inversement reliée À, la matrice 
hessienne. 
Grâce à la variance des estimateurs, il devient. possible de déterminer si un esti­
mateur est significativement différent d'un autre ou non (test de Wald, test du rapport. 
de vraisemblance, et.c), ce qui pr.rmr.t. de mieux ralibrer le modèle ou d'en proposer un 
qui en contient moins. 
Par ailleurs, il est important de mentionner que la matrice de variance-covariance 
doit être ajustée si le principe de quasi-vraisemblance maximale est utilisé. En effet., 
l'introduction du paramètre de surdispersion a un effet sur la variance des paramètres 
(alors qu'il n'affecte pas directement leur espérance). Ainsi, plus le paramètre est élevé, 
plus la variance le sera aussi. En conséquent, on obtient la variance-covariance finale en 
multipliant le facteur de surdispersion par la matrice de variance-covariance originelle­
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ment obtenue lors de l'estimation qui ne tient pas compte du paramètre de surdispersion. 
3.1.11 Variance de la réserve 
La grande force des modèles stochastiques est qu'on peut trouver le degré d'incer­
titude de la réserve. Nous appelons variance de la réserve, une mesure de la 6uctuation 
de la réserve qui peut être causée par l'ensemble des types d'erreur d'assurance. On 
définit l'erreur comme étant la variabilité 011 la f1uct.uation associée à un "iément du 
modèle. (Taylor, 1987) indique que l'erreur d'assurance t.otale se décompose en quatre 
parties principales 7 : 
1. l'erreur statistique, 
2. ['erreur d'estimation, 
3. l'erreur de sélection, 
4. l'erreur de spécification. 
L'erreur statistique est le bruit causé par la distribution choisie. Par exemple, 
pour un individu donné, la perte suit une loi quelconque qui aura des réalisations possi­
blement différentes à chaque observation. Ce type d'erreur est généralement inévitable 
et présent dans presque tous les modèles. 
L'erreur d'estimation indique l'incertitude des pammètres optimaux estimés par 
rapport à ce que pourraient être les vrais paramètres. Par exemple, lorsqu'on utilise 
les estimateurs issus du principe de vraisemblance maximale, on suppose la normalité 
asymptotique. 
7. 1. Statistical Error (Process Error) 2. Estimation Error 3. Selection Error 4. Specification Error 
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L'erreur de sélection spécifie l'incertitude face à des variables cachées qui ne sont 
pas présentes dans le modèle, mais qui en réalité ont un impact sur ]e modèle. Un bon 
exemple est lorsqu'il y a dans la réalité un effet calendrier, mais qu'on ne l'inclut pas 
dans le modèle. 
L'erreur de spécification essaie d'identifier la pertinence de la loi choisie par rap­
port à d'autres lois. Par exemple, l'incertitude face au paramètre p du modèle de Twee­
die (section 3.2.3) sert à déterminer lequel parmi le modèle de Poisson (section 3.2.1), 
gamma (section 3.2.2), ou une combinaison des deux (section 3.2.3) est le plus approprié. 
Ce type d'erreur n'est pas tenu en compte dans aucun modèle présenté dans ce mémoire. 
Finalement, il est à noter que ces quatre types d'erreurs ne constituent qu'une par­
tie de l'incertitude d'assurance. Lorsqu'on établit une réserve, il existe d'autres risques 
à considérer également. Par exemple, les risques financiers (rendement. des actifs dans la 
réserve, taux d'intérêt, inflation sociale), les risque de souscription (risque de défaut, 
risque moral), les risques juridiques (changement dans les lois qui gouvernent l'as­
surance), environnementaux (catastrophes naturelles), les 'risques du marché (offre et 
demande, marketing, stratégies des compétiteurs), etc. De nouveaux types d'analyses 
émergent pour tenir compte de ces types de risques, notamment l'analyse financière 
dynamique 8, et la gestion du risque de l'entreprise 9, mais ces concepts vont au-delà des 
objectifs de ce mémoire et ne seront pas considérés. 
Une statistique courante reliée à la variance de la réserve Rest l'erreur qua­
dratique moyenne de prédiction (EQMP) 10. Cette statistique est une combinaison de 
8. Dynamic Financial Analysis 
Y. Enterprise Risk Management 
10. Mean Square Errol' of Prediction 
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l'erreur statistique ct de l'crreur d'estimation Soit Ci,j, la variable aléatoire représentant 
les pertes incrémentales de la cellule (i, j) lorsque les vrais paramètres sont inconnus et 
ont été estimés, alors que Ci,j est la même variable aléatoire lorsque les paramètres sont 
vrais, on définit l'EQMP de la façon suivante (England ct Verrall, 2002) : 
EQMP[êi,j] E[(C - ê .)2]t,) t,) 
E[((Ci,j - E[Ci,j]) - (êi,j - E[C"j]))2]
 
E[(C . - E[C .])2] - 2E[(C . - E[C ·])(ê . - E[ê])]
1,,) t,J 1,,) 1,1) 1,,) t,J 
+ E[(êi,j - E[êi,j])2] . 
En supposant que E[(Ci,j - E[Ci,j])(êi,j - E[êi,j])] = 0, ou en d'autres mots, l'erreur 
d'estimation est indépendante de l'erreur statistique, il ne reste que: 
EQMP[êi,)J	 ;:::; E[(Ci,j - E[Ci,j])2] +E[(êi,j - E[êi,j])2] 
= Var[Ci,j] + Var[êi,jj , 
qui peut être interprété comme l'erreur statistique Var[C;,j] plus l'erreur d'estimation 
Var[êi,j]. 
Pour un modèle de Poisson surdispersé, l'erreur statistique est Var[Ci,j] = 4>).i,j, 
alors que l'erreur d'estimation est approximée linéairement par la méthode delta (Klug­
man et aL, 1998) tel que proposé dans les équations suivantes: 
e1JiE[ê]l,) =	 t,) =À·· ,j l 
où 7)i,j = L~=l X(i,j),k /J,k ct donc: 
~ 1 0À i j V [ ]0À i jVar[C.. --' al' 7)i,j --' 
t,) (7)i,j (7)i,j 
= ÀL Var[7)i,j] , 
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et : 
EQMP[êi,j] 
De même, si on souhaite calculer l'EQMP de la réserve EQMP[~] pour une 
année d'accident i, il faut additionner l'erreur statistique et d'estimation de toutes les 
pertes incrémentaies futures. En ce qui concerne l'erreur statistique, on suppose que 
lorsque les paramètres p, sont connus et fixes, l'erreur statistique est indépendante pour 
chaque observation. Par contre, puisque certains paramètres interviennent souvent dans 
plusieurs pertes incrémentales futures, il faut tenir compte des corréhüions entre ces 
observations prévues. Pour ce faire, définissions L comme étant l'ensemble qui représente 
les périodes de développement futures pour l'année d'accident i. Nous avons alors: 
EQMP[~] = EQMPdêi,j] = L cjJÀi,j + L À'i,)Var[7]i,j) 
(i,j)EL (i,j)EL 
+ L Ài,jl Ài,h Cov(7]i,jl' 7]i,j2) . 
(i,j)EL,JI jJ2 
Voici un exemple pour calculer EQMP[iU, ot'! il reste 2 paiements incrément.allx 
à détr.rminrr. On utilise la pammétrisation naturrlk, i = 3 et L rrprésrntr. ks périodrs 
de développement restantes, c'est-à-dire 10 ct Il. Ainsi: 
cjJÀ3,10 + r/J À3,11 
+ À~,10 Var!7J3,1O] + À5,ll Var[7]3,U] 
et : 
Cov(f-l + 0:3 + (310, f-l + 0:3 + (3u) 
Cov(f-l, f-l) + Cov(f-l, CX3) + Cov(f-l, ,811 ) 
+ COV(0:3,f-l) -,-COV(0:3,CX3) + COV(0:3,(3U) 
+ COV((3lO, f-l) + COV(.81O, 0:3) + Cov(.81O ,,8u ) . 
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On trouve les covariances entre deux paramètres dans la matrice de variance-covariance, 
ajustée par le fac:teur de surdispersion. 
Finalement, pour calculer l'EQMP de la réserve totale (EQMP[R]), on applique 
le même principe, mais on ajoute les interactions entre-lignes aussi. Soit L:-.., l'ensemble 
qui représente les pertes incrémentales futures pour toutes les années d'accident, nous 
avons alors : 
EQMP[R] L (Pli,j
 
(i,j)ED.
 
+	 L Àt.J Var [1Ji,j] 
(i,j)ED. 
+	 L Àil,)IÀi2,hCov(1Jiljl,1Ji2jJ 
(i,j)ED., (il ,jl )f(i2,h) 
3.1.12 Approche bayésienne 
Les modèles bayésiens sont issus d'une école de pensée qui a longtemps été 
c:onsidérée comme une alternative au mode de pensée fréquentiste. Depuis peu, pour 
c:ertaines situations, [es deux théories peuvent. proposer des résultats identiques (même 
si leur interprétation C:il [omlâlnentaklllent diftàcnte), rClldant le cas fréquentistc un 
ca:; particulier des nlOdèles bayésiens pour certains contextes précis. La caractéristique 
principale des modèles bayésiens est leur habileté à incorporer de l'information a priori. 
Lorsqu'on utilise des lois informatives, cela peut être une source de préoccupation, car 
on peut penser que ça enlève de l'objectivité au modèle. Néanmoins, il est important 
d'avoir des outils qui nous permettent d'ajuster le modèle en fonction de notre juge­
ment car les situations où un ajustement extérieur au modèle est nécessaire sont très 
courantes. 
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Habituellement, lors de l'analyse des réserves, un modèle fréquentiste est utilisé, 
après quoi les valeurs qui semblent incorrectes sont modifir.es artificiellement. 
Jusqu'à aujourd'hui, en pratique, lorsque le modèle doit être ajusté, on emploie 
un modèle fréquentiste, après quoi on modifie artificiellement les valeurs qui semblent 
incorrectes. Cette façon de procéder est peu compatible avec la théorie statistique. Les 
modèles bayésiens permettent d'incorporer de la connaissance a prioTi dans le modèle 
dans un contexte statistique, tout en restant mathématiquement rigoureux. 
Dans ce mémoire, une connaissance a pTiori signifie une connaissance qu'on 
possède sur certains paramètres du modèle avant que les observations soient incor­
porées dans celui-ci. Cette connaissance peut être parfaite: on sait que certains pa­
ramètres prennent une valeur précise sans aucune ambiguïté. Elle peut être partielle: 
on pense connaître la valeur approximative de certains paramètres avec un certain degré 
de précision. Finalement., la connaissance peut êt.re nulle: on n'a aucune idée sur la va­
leur des paramètres. Notons que dans le dernier cas, on se base uniquement sur le modèle 
pour nous fournir les meilleurs estimés des paramètres. Dans certains cas, une analyse 
avec une loi a priori non-informative peut nous ramener à une analyse fréquentiste. 
Il existe plusieurs types d'information a priori. L'idée est de transformer l'infor­
mation brute a priori en une information sur des paramètres du modèle. Par exemple, 
on peut supposer que les pertes ultimes sont connues, ce qui est équivalent à utiliser 
la méthode Bornhuetter-Ferguson (section 2.3). Celle-ci peut être traduite en modèle 
bayésien de la façon suivante: on suppose que les pertes incrémentales suivent. une loi 
prédéterminée et que les paramètres de cette loi dépendent entre autres des pertes ul­
times, qui sont traitées comme un paramètre connu. 
Si on pense que les changements ont un très grand impact sur la valeur des facteurs 
de développement, alors on utilise une loi a priori avec une petite variance autour des 
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estimés obtenus initialement. Sinon, on augmente la variance, rendant ainsi le modèle 
de plus en plus près du modèle fréquentiste. Donc, le modèle bayésien permet de jouer 
avec le degré de certitude qu'on a envers le changement observé. 
Pour implanter un modèle bayésien, on utilise généralement un algorithme de 
simulation. De plus amples détails sont disponibles dans la section 3.1.13. 
3.1.13 Générer la distribution de la réserve 
Nous avons vu que l'erreur quadratique moyenne de prédiction (section 3.1.11) 
est une mesure du degré d'incertitude de la réserve qui peut s'avérer utile. Cependant, 
on peut aussi être intéressé à connaît.re la dist.ribut.ion de la réserve, ce qui nous donne 
une idée beaucoup plus précise de la nature du risque. La complexité du modèle quand 
il possède plusieurs types d'erreurs (section 3.1.11) eL les interactions clItre les variables 
font en sorte que distribution de la réserve est souvent difficile à être exprimée analyti­
quement. C'est pourquoi on emploie des techniques numériques basées sur la puissance 
computationnelle brute de l'ordinateur. Il existe trois approches principales pour générer 
la distribution de la réserve. 
1 - Méthode avec les moments 
L'approche proposée dans (Mack, 1993) consiste à construire un modèle où on est 
en mesure de trouver analytiquement les deux premiers moments de la réserve. Ensuite, 
on suppose que la réserve suit une loi normale ou log-normale avec des paramètres qui 
correspondent à ces moments. Naturellement, cette supposition n'est qu'une approxima­
tion de la réalité, cependant, l'aproche est intuitive, facilement implantable et constitue 
un bon modèle de référence. 
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II - Bootstrap 
Cette approche a été initialement développée par (Eh'on et Tibshirani, 1993). 
Elle a ensuite été adaptée aux réserves actuarielles par (England et Verral!, 1999). 
Brièvement, la procédure consiste à trouver les résidus des observations par rapport à 
un modèle choisi, créer une pseudo-réalité en échantil!onant avec remise à partir de ces 
résidus, et calculer la réserve de cette pseudo-réalité. En répétant ce processus un grand 
nombre de fois, on obtient une distribution de la réserve. De plus, lorsqu'on utilise un 
modèle qui produit les mêmes réserves que la méthode Chain Laclder, par exemple le 
modèle de Poisson surdispersé (section 3.2.1), ou le modèle de Mack (Mack, 1999), cet 
algorithme peut facilement être implanté sans avoir besoin d'un logiciel statistique. 
III - Monte Carlo par chaînes de Markov 
Finalement, on peut utiliser la simulation de IVlonte-Car/o. Puisqu'on suppose 
que les pertes incrémentales suivent une distribution connue, alors on peut simuler un 
grand nombre de réalisations des pertes, trouver la réserve à chaque fois, et établir 
une distribution empirique des simulations. La situation se complexifie lorsqu'on sou­
haite modéliser en plus l'erreur d'est.imat.ion et de spécification. On devra alors ut.iliser 
une généralisation de cet algorithme, appelée simula.tions de Monte Ca.rlo pa.r r:hœînes de 
Markov 11. On utilise géuéralement l'algorithme de Mctropolis-Hastings (Chib ct Grccn­
berg, 1995) pour simuler la distribution de la réserve, comme illustré dans (Verral! et 
England, 2005) et dans (Wüthrich et Merz, 2008). Cet algorithme est computationnel­
lement plus lourd que les autres. En revanche, il offre une très grande flexibilité lors de 
l'élaboration du modèle et des hypothèses. La base statistique plus élaborée d'un tel 
algorithme permet aussi de tester la validité des paramètres. 
11. Markov Chain Monte Carlo Simulation (MCMC) 
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3.2 Analyse des résultats 
Plusieurs modèles stochastiques ont été appliqués sur les données de l'industrie 
automobile Suisse. Les modèles Poisson surdispersé, gamma et Tweedie sont d'abord 
introduits successivement, et sont ensuite comparés dans la section 3.2.4. Notons que 
le modèle de Poisson sans surdispersion n'est pas considéré car le contexte des réserves 
actuarielles s'y prête mal. D'autres détails sur la nature du risque sont disponibles dans 
le chapitre 4. Par ailleurs, il est préférable de commencer directement avec le modèle 
surdispersé, et si le paramètre de surdispersion estimé semble près de 1, alors on pourra 
considérer plus sérieusement le modèle sans surdispersion. 
3.2.1 Modèle de Poisson surdispersé 
En reprenant la procédure et la définition d'une loi de Poisson surdispersée telle 
que proposée dans la section 3.1.9, nous avons alors: 
C1,) 
E[C1,).] >";,j , Var[C;,j] = cP>";,j , 
où la moyenne est /\;,j ct 'le facteur de surdispcrsion est <p et Poisson' est une loi de 
Poisson surdispersée. Les paramètres 'iJ. estimés avec une paramétrisation naturelle sont 
disponibles dans le tableau 3.1. Le paramètre de surdispersion cP = 36722 est estimé en 
utilisant le principe de la déviance, après que le vecteur 'iJ. ait été estimé. 
Pour trouver les pertes iucrémcntales, par excmple pour la œllule de la 2e ligne 
et de la lIe colonne (2,11), on fait le calcul suivant: 
E[ê2,llJ = exp{fL + 0:2 + !hd = exp{16.7684 + 0.0257 - lO.9969} = 329.34 
Les réserves espérées ainsi que !'EQMP selon la formule analytique sont dispo­
nibles dans la section 3.2.4. On peut voir que les pertes espérées entre le modèle de Pois­
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Paramètre Estimé Écart-type Prob(> ITI) 
jJ 16,7684 0,0380 0,0001 
0:2 0,0257 0,0521 0,6247 
0<3 O,04l0 0,05l9 0,4343 
0:4 -0,0090 0,0526 0,8643 
0'5 -0,0452 0,0531 0,3990 
0:6 -0,0444 0,0531 0,4081 
0'7 -0,0994 0,0539 0,0721 
0:8 -0,1617 0,0550 0,0052 
0<9 -0,1602 0,0551 0,0057 
/32 -l,l156 0,0302 0,0001 
,83 -3,2199 0,0765 0,0001 
/34 -4,2218 0,1314 O,OOOl 
/35 -4,5557 0,1643 0,0001 
86 -5,4914 0,2806 0,0001 
f37 -5,8743 0,3706 0,0001 
/38 -5,9234 0,4222 0,0001 
/39 -6,8360 0,7658 0,0001 
{ho -6,8416 ,0,9450 0,0001 
/31l -10,9969 10,7370 0,3113 
Tableau 3.1 Paramètres du modèle de Poisson surdispersé 
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son surdispersé (tableau 5.5, p.132) et Chain Ladder (tableau 2.1, p. 32) concordent. 
Les différences sont dues aux erreurs d'arrondissement. 
Par ailleurs, on voit que certains paramètres peu vent être considérés comme nOIl­
significatifs. Cependant, pour l'instant, très peu de travaux se sont réellement penchés 
sur cette question et donc, par convention (England et Verrall, 2002), on accepte tous 
les paramètres, car, intuitivement, on sait qu'il existe un effet d'accident. N'empêche, 
on peut toujours considérer un modèle plus simple avec moins de paramètres. 
3.2.2 Modèle gamma 
La loi gamma a été introduite dans la section 1.7.4. Le modèle gilmma est très 
semblable au modèle de Poisson surdispersé. Plus préc.isément, c.e dernier suppose que 
la variance est proportionnelle à l'espérance, alors que le modèle gamma suppose qu'elle 
est proportionnelle au carré de l'espérance. Pour le reste, les calculs se font de la même 
façon. 
C·,,) 
E[C]
',) 
Les paramètres optimaux sont illustrés dans le tableau 3.2. En utilisant le principe de la 
déviance pour calculer le paramètre de surdispersion, nous obtenons: 4> = 0.27678. Le 
paramètre de surdispersioll est plus petit que celui de la loi de Poisson surdispersée, mais 
la variance issue du carré de l'espérance contre-balance la statistique. Ce débalancement 
occasionne une différence majeure entre les deux modèles lorsqu'on s'intéresse à la 
modélisation de la variance. Une étude plus approfondie de ce phénomène est dispo­
nible dans le chapitre 4. 
L'encouru cumulatif est disponible dans le tableau 5.7 (p. 134). Puisque la loi 
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Paramètre Estimé Écart-type Prob(> ITI) 
p, 16,5767 0,2043 0,0001 
0'2 0,3279 0,2l22 0,l294 
0'3 0,1486 0,2107 0,4843 
0'4 0,1797 0,2154 0,4086 
as 0,4913 0,2281 0,0367 
0'6 0,0692 0,2348 0,7697 
0'7 0,2214 0,2510 0,3825 
as 0,0005 0,2702 0,9984 
O'g -0,0660 0,3039 0,8290 
rh -l,ll46 0,2104 0,0001 
rh -3,2275 0,2l09 0,0001 
/34 -4,2174 0,2l99 0,0001 
/3s -4,6041 0,2326 0,0001 
/36 -5,5045 0,2422 0,0001 
rh -5,9918 0,2612 O,OOOl 
/3s -5,9467 0,2837 0,0001 
{1g -6,8834 0,3182 0,0001 
/310 -6,8283 0,3651 0,0001 
{JIl -10,8052 0,4907 0,0001 
Tableau 3.2 Paramètres du modèle gamma 
gamma est un cas particulier de la classe de lois de Tweedie, on peut se référer aux 
formules généralisées de la section 3.2.3. Par exemple, pom calculer ]'EQMP, on peut. 
utiliser l'équation (3.23) en fixant le paramètre p (expliqué plus loin) à 2. 
3.2.3 Modèle de Tweedie 
Ce modèle utilise la loi de Tweedie pour modéliser les pertes incrémentales. Cette 
loi a été nommée d'après M.C.K. Tweedie, qui a introduit cette classe de modèles 
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dans son article (Tweedie, 1984). Déjà, plusieurs auteurs avaient commencé à analyser 
cette elasse ehaeun de leur côté: (Morris, 1981), (Bar-Levet Enis, 1984), (Hougaard, 
1986). Aujourd'hui, une des sources les plus complètes dans ce domaine est. le livre de 
(J 01'gensen, 1997). 
Il a été démontré dans les sections précédentes que le modèle de Poisson surdis­
persé et je modèle gamm8 peuvent être exprimés uniquement selon une relation entre 
j'espérance et la variance. Le modèle de Tweedie est une généralisation de cette rela­
tion. En fait, il suppose que la variance est proportionnelle Ft l'espérance à la puissance 
p comme dans l'équation suivante: 
Var [Ci,j] = 4JE[Ci ,j]P. 
Construction du modèle 
Dans ce mémoire, on s'intéresse particulièrement à p E (1,2) qui est en quelque 
sorte une interpolation entre le modèle de Poisson (surdispersé) (p = 1) et le modèle 
gamma (p = 2). Pour arriver à ces résultats, nous suivons de près la démarche de 
(Wüthrich, 2003). Son article est l'un des premiers à appliquer ce modèle aux réserves 
actuarielles. Pour la cellule (i,j), on utilise les hypothèses initiales suivll.ntes : 
- Ri,j est le nombre de réclamations,
 
- ct) est la ke perte incrémentale ,
 
- Ci,j est la perte incrémentale totale,
 
- ""R,,) C(k) 'D. t C(k) t t . d' 1 
-
Ci,j - L.."k=l i,j ou ''-i,j e i,j son ous ID epenc ants entre eux, 
- R;,j suit une loi de Poisson de moyenne Wi,j'l9 i ,j , 
2 
- Ci(,~) suit une loi gamma de moyenne Ti,j et variance ~ 
- Yi,j = Ci,j/Wi,j où Wi,j est l'exposition. 
En d'autres mots, nous avons: 
c . C(1) + d 2) + '" + dR"j)
t,) t,) t,) t,) 
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(Wüthrich, 2003) s'intéresse à trouver la densité de Y. Pour ce faire, on trouve la densité 
jointe du modèle de somme composée des variables aléatoires C et R (les indices sont 
sous-entendus) : 
fR,Y(T, yl19, T, v)dc fR,c(T, wyl19, T, v)dc 
fC(wylR = r)P(R = T)wdy 
(I//T)//r 1 { 1/ } (w19r 
= r(l/r) (wytr- exp ---;.wy -r-I - exp{ -w19}wdy , 
(3.10) 
où (~:~;r (wy)//r-l exp {-~wy} est la densité d'une loi gamma qui représente la somme 
de r lois gammas indépendantes, et exp {-w19 } (w:,r est la fonction de probabilité de 
la loi de Poisson évaluée à r. L'équation (3.10) devient alors: 
f R,y(r, ~I19, T, v)dc = (19 (~r y//w//+ 1r T!r(~r)y exp {* (-1/: y - 19<j)) } dy . 
(3.11) 
Il s'avère qu'en reparamétrisant judicieusement, on peut reconnaître l'appartenance du 
modèle à la famille exponentielle linéaire. En effet, si on pose : 
1/+2 
p , p E (1,2) , 
1/+1 
19T , 
19 1 ­ PT 2 - p 
(2 - p) , 
on obtient alors v = (2 - p)/(p - 1), et finalement l'équation (3.11) clevient : 
2y//(w/ifJ)//+l)r 1 {w ( 111-p J.L - P )}fR,y(r, yl19, T, v)dy ---=:-;----,- exp - - y-- - -- dy( (p-1)//(2-p) r!f(l/r)y q; 1-p 2-p . 
(3.12) 
et peut être ainsi exprimé sous la forme: 
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où, lorsque r > 0 : 
I-p 
B B(f.L) = _f.L- < 0 1-p 
f.L2-p 1 ~ 
K-p(B) 2-p = 2_p((1- p)B)1-n 
yV(Wj<P)V+l)T 1 
c (Y; ~;p) ( (3.13)(p - 1)V(2 - p) r!r(vr)y 
et quand R = 0, la fonction de densité de Y possède un point de masse défini comme 
suit: 
La loi inconditionnelle de Y doit tenir compte de tous les cas possibles du nombre de 
réclamations. Ainsi, Oll doit sommer sur toutes les réalisations possibles de R. On obtient 
alors: 
= '""' ( yV(Wj<P)V+J)T 1 exp {~ (_y f.Ll-p _ f.L2- P)} dyJy (y l'l.9 , T, v)dy L.: (p - 1)V(2 - p) r!r(vr)y q; 1 - p 2 - p . 
(3.14) 
Cette somme infinie doit être approximée numériquement. D'autres détails sont dis­
ponibles dans (Peters, Shevchenko et Wüthrich, 2009). Afin de simplifier la dérnarche, 
puisque nous connaissons le nombre de réclamations, nous allons substituer la valeur 
connue r à la variable aléatoire R (la lettre r était utilisée comme variable de comptage 
précédemment sera désormais remplacée comme variable représentant une fréquence 
observée) et donc l'équation (3.14) se simplifie en : 
1 P P 
fy(yJ'l.9, T, v)dy = yV(wj<P)v+l )T __1---'--exp{~ (_y_f.L_-_ _ _f.L2_-_ )}d'IJ'( (p-1)v(2-p) r!r(vr)y q; 1-p 2-p . 
Par ailleurs, en utilisant l'équation (3.12) On peut identifier que le modèle fait 
partie de la famille exponentielle linéaire, avec moyenne f.Li,j, fonction de variance avec 
puissance p et paramètre de surdispersion W~,j, comme illustré ici: 
Ài,j q; )Yi,j ~ ED f.Li,j = -; p ; - ,( Wi,j Wi,j 
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où ED signifie la famille exponentielle linéaire. L'ouvrage de (J0rgensen, 1997) démontre 
que cette classe de modèles établit Ilne relation entre l'espérance et la variance de la loi 
qui est illustrée dans l'équation (3.16). De plus, ce même ouvrage stipule que la moyenne 
ct la variance du modèle peuvent se calculer cn utilisant lcs équations (3.15) et (3.16) 
illustrées ici: 
E[Y:~,).] (3.15) 
Var[Yi,j] = (3.16) 
Ces relations permettent à la fois de calculer aisément les deux prf'miers moments de 
la loi pour pouvoir utiliser l'algorit.hmf' de Newton-Raphson, et aussi d'ét.ablir une 
procédure générale qui s'applique à de nombreux modèles qui ont une relation entre 
l'espérance et la variance, tel que le modèle normal, Poisson surdispersé ou gamma. 
Fonction de vraisemblance 
En utilisant la densité de l'équation (3.11), la fonction de log-vraisemblance est 
alors: 
Pl-p 2- ))Wi,j f..Li,j f..L·i,j
-log(r!f(Tv)y)+- y '-- - -- .~,) ~,) l,) cP l,) 1 - P 2 _ P( 
(3.17) 
Rappelons que la fonction de vraisemblance (3.17) est conditionnelle au nombre de 
réclamations ri,j' Cette situation nous permet d'estimer à la fois les paramètres Ji as­
sociés aux moyennes, le paramètre de surdispersion cP et le paramètre p. 
À l'inverse, lorsque le nombre de réclamations est manquant, il on ne peut estimer 
p qu'en utilisant une série d'approximations comme démontré dans (Peters, Shevchenko 
et Wüthrich, 2009). Cette situation n'est pas considérée dans ce mémoire. Par ailleurs, 
toujours lorsque le nombre de réclamations est manquant, si on ne souhaite pas utiliser 
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ces approximations, les moyennes peuvent toujours être estimées, mais au prix de l'hy­
pothèse supplémentaire que p est connu et fixé. Ainsi, sachant p fixé, et n'ayant que Il 
comme paramètre d'intérêt, la formule (3.17) devient: 
l-p 2-P ) 
1 = 2: W~,j Yi,j ~~ P _ ~i~ P , (3.18)( 
t,) 
où tous les autres termes de l'équation (3.17) sont ignorés car ils ne dépendent pas de 
Ili,j' 
Relations entre Y et C 
La densité de C étant une somme composée Poisson-gamma, on en déduit que C 
est aussi une loi de Tweedie. De plus, on peut trouver ses premiers moments de la façon 
suivante: 
Y,­
t,) Tweedie (Ili,j ; p ; ~) 
Wi,j 
, 
E[Y;,j] = Ili,j , 
Var [Y;,j] cP p-11­w­ - t,)
t,) 
OÙ Ili,j est la moyenne, -!::; est le paramètre de surdispersion et p est la puissance de la 
relation entre l'espérance et la va.riance. On en déduit que: 
E[Ct,)-] 
Var[C] (3.19)t,) 
Signification du paramètre p 
La démonstration présentée ici ne attarde qu'au cas où p est entre 1 et 2. (J0rgensen, 
1997) indique que la classe des modèles de Tweedie s'étend sur un grand intervalle de 
valeurs réelles. Le tableau 3.3 (p. 79) résume les modèles pour toutes les valeurs de p. 
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On y voit que plusieurs lois présentées jusqu'ici sont des cas particuliers de la 
loi de Tweedie. Donc, t.out.f's les fonnules du modèle général seront applicables aux cas 
particuliers aussi. 
Loi p Domaine de C Domaine de À 
Stable extreme p<O R R+ 
Normale p=O R R 
[N'existe pas] 0< P < 1 R+ 
Poisson p = 1 No R+ 
Somme Poisson composée <p<2 RD R+ 
Gamma p=2 R+ R+ 
Stable positive 2<p<3 R+ R+ 
Inverse gaussienne p=3 R+ R+ 
Stable positive p>3 R+ R+ 
Stable extreme P-HX> R R 
Tableau 3.3 Sommaire des modèles exponentiels de la classe de Tweedie 
Paramètre de surdispersion 
On peut estimer le paramètre de surdispersion par au moins deux façons. Tout 
d'abord, pour utiliser le principe du maximum de vraisemblance, on estime le facteur de 
surdispersion cP en trouvant la solution de la racine de la première dérivée de la fonction 
de vraisemblance de ['équation (3.17). On obtient alors: 
1-" 2-,,)J.Ll,.:j J.L'i,j 
- Li,j Wi,j (Yi,j T=P - 2="P 
(3.20)(1 + LI) '\' .. Ti J'Lt,J .' 
où cPP indique que cP dépend de p et doit être conjointement optimisé. Le paramètre 
de surdispersion peut être optimisé conjointement avec les paramètres 'Ji associés aux 
moyennes, ou bien en alternance, comme proposé dans (Wüthrich, 2003). 
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Par ailleurs, le paramèt.re de surdispersion "akulé selon le prindpe de la dévianœ 
tel que défini dans la section 3.1. 9 est: 
cPp	 (3.21) 
où N est le nombre d'observations et Q le nombre de paramètres dans le modèle. Notons 
que dans ce cas, contrairement à l'estimation par maximum de vraisemblance de cP, il 
n'est pas nécessaire de connaître le nombre de réclamations. 
Optimisation du paramètre p 
Tel qu'indiqué dans les équations (3.20) et (3.21), le facteur de surdispersion 
dépend du paramètre p, et ces deux derniers ont aussi une influence sur les moyennes 
M. Il faut. don" construire un algorit.hme qui optimise tous \.es paramètres à la fois. Par 
ailleurs, notons que dans t.ous les cas mnsidérés dans œ mémoire, lorsqu'on optimise p, 
011 suppose connaître le nombre de réc/aIllatio11s. 
L'article de (Wüthrich, 2003) met en évidence une orthogonalité au niveau de 
l'optimisation entre les moyennes Met cP ainsi qu'une autre orthogonalité entre Met p. En 
utilisant ces résultats, on peut se permettre d'optimiser en alternance les moyennes et les 
deux autres paramètres, obtenant une convergence après quelques itérations seulement. 
En quelques mots, l'algorithme se résume ainsi: 
1.	 Fixer p à une valeur connue, par exemple p = 1.5 , 
2.	 En gardant p fixé, on optimise les paramètres corrcspo11dant aux moyennes à l'aide 
d'un modèle linéaire généralisé, 
3.	 En supposant que les moyennes sont fixées, on optimise en même temps p et c/>p , 
4.	 On alterne les étapes 2 et 3 jusqu'à convergence. 
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Itération k o 2 3 4
 
p(k) 1.5000 1.1742 1.1740 1.1740 1.1740
 
Réserves espérées 1424587 1440103 1440113 1440113 1440113
 
Tableau 3.4 Estimation de p avec le principe de vraisemblance maximale 
1,1 1,' 1$ 1,ll i 1,2 l,' 1.6 1,6 2 
·ICOJJ 1 1
.=/ ~ 1.2OOJO 
·100XIl1 ~ 
.3:Xn) 
·1= / 
·'OOJO ~ 
.2Olffi) 
.5OOJO /
.25ODJ "" ""
'"'\ .= 1 ·700J0 
'\ 
\ 1
/
.35a:O) 
.!nXXl ,­
·'00XIl 
4> estimé par le principe dll maxilrlLlm de vraisemblance 4> estimé par le principe de la deviance 
Figure 3.3 Fonction de vraisemblance de p à la première itération 
Le tableau 3.4 montre la trace de l'algorithme pour le principe de vraisemblance maxi­
male, tel qu'utilisé dans (Wüthrich, 2003). On voit que la convergence se fait très rapi­
dement. 
La figure 3.3 illustre la fonction de log-vraisemblallce (3.17), au début de la 
deuxième itération de l'algorithme, en fonctioll de p, lorsque cP est calculé seloll le prin­
cipe de vraisemblance ou le principe de déviance. Il s'avère que clans cet exemple-ci, 
le paramètre p ne peut être optimisé lorsqu'on utilise le principe de la déviance, Pour 
l'instant, les raisons de cette divergence restent inconnues. 
Il est intéressant de mentionner qu'un logiciel de statistique tel que SAS peut op­
timiser directement tous les paramètres à la fois en utilisant impliCitement le principe de 
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vraisemblance maximale pour évaluer 4;. Ainsi, la programmation s'en retrouve quelque 
peu allégée. 
Erreur quadratique moyenne de la réserve 
En ajoutant l'erreur d'estimation, telle que définie à la section 3.1.11, à l'erreur 
statistique, telle que calculée dans l'équation (3.19), on obtient: 
Erreur totale Erreur statistique + Erreur d'estimation, 
Finalement, pour calculer l'erreur de la réserve totale, 
EQMP[R] " 4;wi)/LPL.....J '1.,J 
(i,j)E6 
" (w· ./1 . . )2Var[rJ· .] (3.22) 
(i,j)E6 
+ ~ 2,)1""'1.,) 2,) 
+	 ~ (Wil ,it /Li 1,jl)(Wi2,h/Li2,h )Cov(7]il}t , 7Ji2i2) . 
(i,j)E6, (il ,jl );>o(i2 ,12) 
Il s'avère que l'ererur statistique de l'EQMP dépend de 4;. Hélas, pour les données ana­
lysées ici, avec des poids uniformes et une exposition stable selon l'année d'accident, le 
fact.eur de surdispcrsion selon le principe de la Mviance est de l'ordre de 30000, alors 
que celui de la vraisemblane<' maximale est de l'ordre de lS00. Cette différence marquée 
entraîne un impact significatif sur l'incertitude de la réserve. 
Cette inconsistence n'est pas documentée dans la littérature scientifique. Par 
convention, la plupart des articles, comme par exemple (Wüthrich, 2003), utilisent le 
facteur de surdispersion issu du principe de la déviance pour calculer l'EQMP alors 
qu'ils utilisent le principe du maximum de vraisemblance pour estimer p. Cette ap­
proche soulève néanmoins quelques réticences et le sujet mérite d'être analysé plus en 
détails dans les recherches futures. 
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Résultats du modèle de Tweedie 
Le tableau 3.5 montre les paramètres correspondant aux moyennes pour un modèle 
avec w qui est le volume d'affaire. L'ordre de grandeur du paramètre de base Jl représentant 
la cellule (1,1) est différent. de ceux des modèles Poisson surdispersé et gamma car ici 
on modélise les Yi,j au lieu des Ci,j' Quant aux autres paramètres, leur comportement 
est en général très semblable à ceux des autres modèles. 
Le tableau 5.8 (p. 135) indique l'encouru cumulatif du modèle de Tweedie selon 
l'année d'accident et la période de développement. Ces résultats se rapprochent de ceux 
des autres modèles. 
3.2.4 Comparaison des modèles stochastiques 
Le tableau 3.6 montre les réserves et les EQMP des modèles stochastiques. Le 
modèle de Poisson et le modèle gamma ne tiennent pas compte de j'exposition, alors 
que le modèle de Tweedie pondère par le volume d'affaire. On utilise le principe de 
vraisemblance maximale pour optimiser p. L'EQMP est calculée avec un paramètre de 
surdispersion calculé selon le principe de la déviance. 
Les réserves du modèlr de Tweedie sont quelque part rntre celles du modÈ'ie 
de Poisson et du modèle gamma. Les trois modèles ont comme résultat des réserves 
semblables pour toutes les années. Quant à l'erreur quadratique moyenne, les résultats 
du modèle gamma sont inférieurs à ceux des autres modèles. Le chapitre suivant propose 
une explication à ce phénomène. 
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Paramètre Estimé Écart-type Prob(> ITI) 
/-I 5,1435 0,0506 0,0001 
IX2 0,0373 0,0690 0,5913 
Q3 0,1007 0,0689 0,1512 
Q4 0,0800 0,0698 0,2581 
Q5 0,0862 0,0704 0,2272 
Q6 0,0436 0,0707 0,5409 
Q7 0,0700 0,0717 0,3342 
Qa 0,0256 0,0733 0,7283 
oog 0,0539 0,0739 0,4699 
(32 -1,1153 0,0394 0,0001 
fi3 -3,2200 0,0821 0,0001 
(34 -4,2223 0,1284 0,0001 
fis -4,5580 0,1557 0,0001 
(36 -5,4936 0,2445 0,0001 
Ih -5,8798 0,3122 0,0001 
Pa -5,9238 0,3534 0,0001 
,fig -6,8404 0,5918 0,0001 
(310 -6,8463 0,7277 0,0001 
(3JJ -11,0067 5,7397 0,0617 
Tableau 3.5 Paramètres du modèle Tweedie, avec cP = 29348 (déviance) 
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Poisson Tweedie (p= 1,1741) gamma 
Année Wi Ri EQMpl/2 R, EQMpl/2 Ri EQMp l/2 
112 953 
2 110 364 329 4 950 326 2638 446 350 
3 105 400 21 663 34 813 21 565 26804 20244 13548 
4 102067 41 007 46 119 40716 35556 40282 19874 
5 99 124 88557 65305 89298 53297 122 600 54 934 
6 101 460 140 148 80882 138 335 66052 122 745 49 165 
7 94 753 204 154 95858 204 262 80906 223 256 86786 
8 92 326 363095 125 632 360484 111 999 337425 140 283 
9 89545 603 156 161 248 597056 150 003 533920 232187 
Total 1 462 108 317610 1 452 042 271 886 1 400887 318 483 
</J 36721 29348 0.27878 
Tableau 3.6 Sommaire des différents modèles (l'exposition est appliquée seulement au 
modèle de Tweedie) 
CHAPITRE IV 
MODÉLISATION DE LA VARIANCE 
4.1 Problématique 
Les modèles présentés dans ce chapitre ont pour but de s'adapter à des situations 
où le modèle Chain Ladder obtient des résultats inappropriés. Les insuffisances de ce 
dernier ont été présentées dans la section 2.1. En général, la situation typique veut que 1i1, 
large part des réclamations se fasse dans les périodes jeunes, et que la sévérité moyenne, 
ainsi que sa variance, i1,ugmente avec la période de développement. Ce débalancement 
suscite beaucoup de difficultés à capter correctement la nature du risque si on modélise 
uniquement la moyenne des coûts totaux. Par exemple, en assurance-automobile pour 
les blessures corporelles 1, le temps avant que le sinistre soit réglé lorsqu'il .Y a appel en 
justic.e peut varier. La plupart des cas se règlent rapidement. Cep<'ndant, il reste des 
cas difficiles qui prennent plus de temps. Généralement, le conflit perdure lorsque le 
montant en jeu est plus important. Ainsi, il peut arriver que ces cas sc concluent par 
aucune indemnisation ou bien une facture très salée pour l'assureur. 
Cette observation a déjà été faite par (Adler et Kline Jr, 1978). Son modèle 
s'aligne avec l'idée de modéliser séparément la fréquence et la sévérité. C'est une avenue 
en plein développement qui recèle encore beaucoup de potentiel inexploité. Cependant, 
les modèles présentés ici se basent sur une approche qui analyse les coüts totaux seule­
1. Automobile Bodily Injury (AB) & Third Pa.rty Liabilities (TPL) 
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ment. 
On appelle coûts totaux la somme des réclamations pour une armée et ulle période 
fixée. La fréquence désigne le nombre de réclamations, alors que la sévérité représente 
le montant de perte par réclamation. La prime pure représente les coûts totaux moyens, 
c'est-à-dire, la fréquence moyenne multipliée par la sévérité moyenne. Afin de bien com­
prendre la nature du risque, comme pour le modèle de Tweedie avec (1 < P < 2), nous 
supposons qu'un modèle somme composée reflète adéquatement les relations entre la 
fréquence, la sévérité et les coûts totaux, comme indiqué ici: 
N 
S = LXk, 
k=l 
où N modélise la fréquence et Xk , la sévérité, et N, Xl, X 2 , ... , XN sont indépendants 
entre eux, avec la convention que S = 0 si N = O. Tous les X k suivent la même loi qui 
possède une espérance et variance finie. Nous avons alors: 
E[S] = E[N]E[X] , Var[S] = E[N]Var[X] + Var[N]E[Xf 
Les modèles de ce chapitre ne modélisent que le triangle des coûts totaux, alors qu'en 
réalité, il y a deux tendances sous-jacentes, une pour la fréquence, et une pour la 
sévérité. Pour faire face à cet.te situation, on peut. ajouter une composante de flexibilité 
supplémentaire au modde en modélisant la variance en même t.emps que les moyennes. 
Ainsi, le modèle possède usseL: de flexibilité pour capter implicitement à la fois la tell­
dance de la fréquence et celle de la sévérité. Ainsi, lorsque la variance est élevée, on 
peut déterminer si celle-ci est due à un coût total moyen élevé, ou bien à une sévérité 
moyenne élevée. Considérons l'exemple du tableau 4.1. Nous supposons que la fréquence 
suit une loi de Poisson, et la sévérité, une loi exponentielle. Le premier cas représente 
une situation où on a en moyenne 10 réclamations et une sévérité moyenne de 10. Si 
on double la fréquence moyenne, comme démontré dans le deuxième cas, alors la prime 
pure est aussi doublée et la variance des coûts totaux aussi. En revanche, si on double 
la sévérité moyenne, la variance des coûts totaux quadruple, alors que la prime pure ne 
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1 1Cas 1 Cas 2 Cas 3 
E[N] 10 20 10 
Var[N] 10 20 10 
E[X] 10 10 20 
Var[X] 100 100 400 
E[S] 100 200 200 
Var[S] 2000 4000 8000 
Tableau 4.1 La moyenne et la variance des coûts totaux selon différentes situations 
fait quc doubler, comme illustré dans le troisième cas. 
Un modèle qui suppose la même variance ne pourra modéliser correctement les 
cas 2 et 3. Les modèles de cette section ajoutent une variable supplémentaire qui multi­
plie les variances des coûts, permettant de distinguer les cas 2 et 3 grâce à l'information 
provenant de la sévérité et de la fréquence. En pratique, un triangle typique possède 
une fréquence élevée au début avec une sévérité petite, et un peti te fréquence et grande 
sévérité aux périodes avancées. Ainsi, il faut ajuster à la hausse la variftnce de la prime 
pure des périodes avancées. 
Par ailleurs, le choix du modèle a un impact important sur la structure de la va­
riance. En eff'et, dans une régression classique, certains modèlcs accordcnt naturellement 
Ulle variance des coûts totaux plus élevée à mesure que la prime pure augmente, comme 
expliqué dans la section 3.2.3. Par exemple, la loi de Poisson possède une variance pro­
portionnelle à la moyenne, alors que pour la loi gamma, elle l'est au carré de la moyenne. 
La loi normale est un cas où la variance n'est pas affectée naturellement par la moyenne. 
Supposons qu'on régresse une courbe sur trois observations selon les modèles 
normal, Poisson et gamma. Notons que les moyennes sont reliées à la variance à un 
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E[S] 2 3 
Normal rPl rPl rPl 
Poisson 4>2 2</12 3<P2 
Gamma rP3 4<P3 9</13 
Tableau 4.2 La variance (Var[S]) selon différentes moyennes (E[S]), pour les modèles 
normal, Poisson ct gamma 
IO,------r--------,--------.-, 
2 
[ - Normale POISson Garnmit • Daia]u 
Figure 4.1 Courbe optimale de régression selon le modèle normal, Poisson 0\1 gamma 
facteur près, qui est aussi appelé paramètre de surdispersion (section 3.1.9). Chaque loi 
possède son propre paramètre de surdispersion, noté 4>loi, et il doit être estimé au même 
titre que les paramètres Îi l'datifs aux moyennes. Supposons ClU 'après optimisation, nOlis 
obtenons les valeurs du tableau 4.2. 
Le nombre qui multiplie le facteur de surdispersion est ce qu'on appelle ici la 
variance naturelle. On remarque que pour la loi gamma, la variance naturelle prend des 
proportions énormes à mesure que E[S] augmente. On conclut alors que la loi gamma 
accorde naturellement plus de variance aux données avec moyenne élevée, comparative­
ment aux autres lois. Le graphique 4.1 tiré de (Anderson et al., 2004) illustre bien la 
situation. 
Une variabilité moindre implique que la courbe est plus susceptible de passer près 
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du point d'observation. Ce principe explique pourquoi la courbe normale essaie de pas­
ser aussi près de toutes les observations, alors que la loi de Poisson et la loi gamma 
essaient. de se rapprocher davantage des données avec moyenne pet.ite. 
En pratique, il serait intéressant d'accorder plus d'importance aux données jeunes, 
et moins d'importance aux données provenant des périodes avancées, puisque le rapport 
de la variance des coûts totaux par rapport à son espérance risque d'être plus élevé 
pour celles-ci. En d'autres mots, le modèle doit être en mesure de pouvoir gonfler la 
variance pour les données matures, et inversement réduire la variance pour les données 
des périodes du début. Cette affirmation soulève un paradoxe sur l'utilisation de la loi 
gamma. On dit souvent que la loi gamma accorde une variabilité naturelle plus élevée 
aux données. Donc, on pourrait penser à l'utiliser pour donner plus d'importance à la 
probabilité que la réserve finale soit extrême. Contre toute attente, c'est exactement l'ef­
fet inverse qui se produit. Puisque la prime pure est faible pour les périodes avancées, en 
raison de la fréquence réduite, alors la loi gamma accorde beaucoup plus d'importance 
à ces données, donc la courbe optimale de régression passera plus proche. À l'inverse, 
pour les données des périodes jeunes, puisque la prime pure est élevée en raison de la 
fréquence élevée, alors la variabilité naturelle sera énorme, et donc la. courbe optimale 
de régression peut passer loin des données observées. 
On constate donc que la loi de Poisson peut sous-estimer les pertes pouvant surve­
nir aux périodes a.vancées car elle accorde beaucoup d'importance aux données observées 
dans ces périodes. Et comme ce modèle est intrinsèquement relié à la méthode Chain 
Ladder, on comprend que cette insuffisance rend nécessaire J'utilisation de modèles à 
ailes relevées. Suivant la même logique, on constate que l'effet de la loi gamma est encore 
plus prononcé. Ainsi, on en conclut que le choix cle la loi a un impact significatif sur la 
modélisation de la variance. 
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Comme le sujet est encore en plein développement, il n'y a pour l'instant aucun 
article scientifique qui applique directement les méthodes présentées dans ce chapitre 
dans un contexte de réserves actuarielles. Les artieles référés ici se rapportent soit à des 
situations théoriques, soil à des applications dans uü autre domaine pratique. 
Définition du modèle pour les coûts totaux 
Le modèle utilise les hypothèses et les notations du chapitre 3. L'innovation 
consiste à introduire un terme plus général au niveau de la variance. Par exemple, 
pour un modèle de Tweedie, nous avons : 
E[C]t,) 
On veut admettre une structure de variance plus flexible. Alors, le nouveau modèle est 
défini comme suit: 
(4.1) 
où <Pi,j est le paramètre de surdispersion associé à la cellule (i, j). 
Rappelons que dans la section 4.1, nous avons vu que les tendances par année 
de développement entre la fréquence et la sévérité sont différentes, ce qui n'est pas 
nécessairement le cas par année d'accident. C'est pourquoi, dans les exemples qui 
suivent, on suppose que seules les colonnes ont un effet sur la surdispersion, donc : 
<Pi,j = <Pj, Vi, Vj. Cependant, nous allons néanmoins conserver la notation <Pi,j pour 
rappeler que les méthodes présentées peuvent être appliquées à la fois aux lignes et 
aux colonnes. Par ailleurs, en ce qui concerne les moyennes, on maintient l'idée que les 
années d'accident ont un effet tout comme les périodes de développement. 
Si on souhaite incorporer une tendance dans le modèle, on peut réécrire l'équation 
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(4.1) de la façon suivante: 
E[Ci,j] = Ài,j , Var[Ci,j] = 4>i,jÀ~j , 4>i,j = 4>f(j) , 
où 4> est le paramètre de surdispersion comme dans le modèle traditionnel. La fonction 
f(j) représente l'ajustement de la variance de la colonne j. Par exemple, si on souhaite 
avoir une variance deux fois plus grande que pour le modèle classique pour la période 
2, on fixe f(2) = 2. Ensuite, si on veut tripler la variance de la. troisième période de 
développement, on fixe f(3) = 3. La valeur de la fonction f(j) est aussi appelée rapport 
de variances. 
On peut utiliser notre jugement pour déterminer quelles sont les valeurs les plus 
plausibles de la fonction f(j). NéanlIloins, on peut aussi estimer les rapports de variance 
directement à partir des données. 
La section 4.2 se décompose en deux parties. On propose d'abord un modèle de 
dispersion qui estime automatiquement les facteurs de surdispersion de chaque colonne. 
Ensuite, on introduit un modèle de dispersion qui permet d'incorporer une tendance 
dans la variance. La section 4.3 arbore une approche différente basée sur les modèles 
linéaires généralisés doubles. Par la suite, on compare les résultats de ces deux séries 
de modèles. Finalement, la dernière section est consacrée il, l'énumération de divers 
problèmes pratiques reliés aux modèles présentés ici et quelques pistes de solutions pour 
les développempnts futurs. 
4.2 Modèles de dispersion 
Dans cet ouvrage, on entend par modèle de dispersion, un modèle qui utilise le 
principe de vraisemblance maximale pour estimer un ou plusieurs paramètres reliés au 
facteur de surdispersion. (Wüthrich, 2003) présente l'idée de modéliser les facteurs de 
surdispersion en fonction des lignes ou des colonnes, mais ne met pas son idée en appli­
cation. Il se réfère à l'article de (Smyth et Jorgensen, 2002) qui développe une solution 
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élégante, qui sera présentée dans la section 4.3. Les idées de cette section ne se basent 
sur aucun article extérieur, et ont été développées de façon indépendante. 
En reprenant les mêmes hypothèses et notations de la section 3.2.3, pour un 
modèle de Tweedie avec exposition, nous avons: 
Yi,j Tweedie (J..Li,j ;P ; <Pi,j) , 
Wi,j 
E[Yi,j] = J..Li,j, Var[Yij] = <Pi,j J..Lp. 
, Wi.j t,) 
et aussi: 
Ci,jy;.
t,) 
Wi,j 
E[C] Ài,j , Var[Ci,j] = <Pi,jWi,jJ..L;'jt,) 
4.2.1	 Estimation des rapports de variance en utilisant le principe de 
vraisemblance maximale 
Comme illtroduit dans la section 3.1.CJ, l'idée est de maximiser la fonction de log­
vraisemblance en optimisant CIl même temps les paramètres p. relatifs aux moyennes et 
les paramètres relatifs aux rapports de variances. Pour ce faire, définissons V et 1 tel 
que: 
<Pi,j = exp{ Vi,j1} , 
où la matrice V est la matrice catégorielle des paramètres associés aux variances, 
et le vecteur 1 = {<p, <P2, ... , <PJ} indique les paramètres des colonnes associés à la 
modélisation de <p. Le vecteur 1 peut aussi contenir des paramètres relatifs aux années 
d'accident sans perte de généralité, mais dans ce mémoire, nous ne considérons que l'ef­
fet des périodes de développement. Ainsi, pour un modèle de Tweedie avec p E (1,2), 
l'équation (3.17), qui représente la fonction de log-vraisemblance, se généralise en : 
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Période 2 3 4 5 (j 7 8 9 10 Il 
rPj 240 1467 408 2 396 6 725 15 449 25 497 50 346 66 313 84 833 84 833 
Tableau 4.3 Paramètres de surdispersion selon la période, p = 1.8111 
Pour trouver p, en utilisant le principe du maximum de vraisemblance, un logI­
ciel statistique tel que SAS peut optimiser tous les paramètres à la fois. On obtient 
alors les résultats du tableau 4.3. Le modèle utilisé ici suppose que les observations 
de la colonne 11 appartiennent à la colonne 10, et donc qu'ils ont le même facteur 
de surdispersion. Cette restriction est imposée dû au manque d'observations pour la 
dernière colonne. Par ailleurs, on suppose que l'exposition est le volume d'affaires tel 
que dans (Wüthrich, 2003). Curieusement, le facteur p optimal est assez différent selon 
la structure de la dispersion utilisée. D'une part, lorsque le paramètre de surdispersion 
est constant, on obtient p = 1.1741 alors qu'ici, on trouve p = 1.8111. On en déduit que 
p et if>i,j sont très liés. Pour conclure l'analyse, les paramètres ainsi que leur écart-type 
sont disponibles dans le tableau 5.10 (p.137) en annexes. Les réserves et l'EQMP sont 
présentées dans la section 4.4, alors que le triangle de J'encouru cumulatif est illustré 
dans le tableau 5.9 (p.136). 
4.2.2 Incorporation d'une tendance dans la variance du modèle 
La st.ructure du modèle nous permet d'int.roduire une t.endance f(j) dans le rap­
port des variances. Pour ce faire, on utilise une procédure analogue à celle de la courbe 
d'Hoerl (section 3.1.8). Par exemple, à titre démonstratif, supposons que nous avons 
une tendance linéaire dans le temps (J(j) = j) : 
log(if>i,j) = log(if» + 'Y logj , 
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Période 2 3 4 5 (j 7 8 9 10 
cPj 565 929 1 243 1 528 1 794 2045 2284 2514 2 737 2952 
Tableau 4.4 rjJj selon la période, p = 1.4157, rjJ = 564.71, "Y = 0.7184 
11 
3 161 
où "Y est le paramètre qui représente la force de l'effet linéaire des périodes de développement 
et rp est le facteur de surdispersion de la cellule de référence. Si le paramètre "Y n'est 
pas significativement différent de 0, alors il faut alors considérer une autre fonction de 
rapports de variance f(j), ou bien peut être ajouter une tendémce log-linéaire dans le 
temps (section 3.1.8). Ainsi, en optimisant en même temps les paramètres p, rp, "Y et 
jj, on obtient les résultats du tableau 4.4. Les pa.ramètres jj sont très similaires à ceux 
du tableau 3.5 et ne sont pas présentés ici. De plus, puisque les résultats de l'encouru 
cumulatif sont très proches de ceux du modèle de la section précédente, il ne sont pas 
présentés. 
On voit que la méthode par estimation directe ainsi que la méthode avec iucor­
poration d'une tendance linéaire indiquent qu'il est préférable d'attribuer un facteur de 
surdispersion qui est plus grand à mesure que la période de développement augmente. 
L'ordre de grandeur des facteurs de surdispersion est différent d'un modèle à l'autre en 
raison de la valeur de leur paramètre p. Néanmoins, quoique instructifs sur la nature du 
risque, les méthodes basées sur le principe de vraisemblance maximale ont tendance à 
sous-estimer la valeur du paramètre de surdispersion, et donc il faut reconsidérer l'am­
plitude des paramètres de surdispersion lorsqu'on établit l'incertitude des réserves. La 
section 4.4 traite plus en profondeur ce concept. 
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4.3 Modèles linéaires généralisés doubles 
Les modèles linéaires généralisés doubles 2 (DGLM) ont les mêmes objectifs que 
les modèles de dispersion. À l'origine, ces modèles sont apparus dans un contexte où, 
après avoir modélisé les moyennes selon différents facteurs explicatifs, on a observé que 
dans certains cas, la variabilité de certaines données autour de leur espérance est plus 
grande que leur variRbilité théorique. De plus, le facteur de surdisprrsion était souvent. 
différent selon les facteurs cxplicat,ifs. L'idée des DGLM est de modéliser la variance en 
même temps que la moyeune afin de trouver les facteurs de surdispersion qui reflètent le 
mieux la situation. Ceux-ci dépendent d'un nouveau vecteur de variables explicatives. 
Ainsi, chaque observation aura une moyenne et une variance qui dépendent de leur 
propre vecteur explicatif. 
Ce concept a été introduit par (Smyth, 1989). Cette construction a été reprise ­
par (Lee et Nelder, 2006) dans un contexte encore plus général. On appelle ces modèles 
doubles parce qu'ils utilisent deux modèles parallèles qui s'optimisent conjointement. 
L'un modélise les moyennes, l'autre la déviance, qui est une mesure de la variance. 
L'article de (Smyth et Jorgensen, 2002) présente un exemple concret d'un DGLM ap­
pliqué en assurance de dommages dans un contexte de tarificat.ion où on possède peu 
de paramètres et. beaucoup dE' donnres. Le cont.exte est. quelque peu différent. de celui 
des réserves actuarielles où il y a peu d'observations et possiblement beaucoup de pa­
ramètres. 
Cette méthode a été développée dans le but de rester dans un contexte de modèles 
linéaires généralisées. Ainsi, on peut retrouver les résultats asymptotiques classiques des 
estimateurs qui sont très utiles lors de l'inférence sur les paramètres et les données. Par 
exemple, nous pouvons alors utiliser une approximation des deux premiers moments 
2. Double Generalized Linear Models (DGLM) 
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appelée aussi approximation du point de selle 3, et tant que la moyenne et la dispersion 
sont bien spécifiées (Smyth C't Jorgensen, 2002), ks estimatellrs convergent vers leur 
vraie vakur même si on s'est trompé de loi. 
Enfin, les modèles linéaires généralisés doubles utilisent le principe de la déviance 
pour estimer tous les paramètres qui estiment le facteur de surdispersion. Ainsi, puisque 
les logiciels d'optimisation utilisent implicitement le principe de vraisemblance maxi­
male, il faut trouver un algorithme différent pour incorporer le principe de la déviance. 
Définition du modèle 
On suit de près la méthodologie expliquée dans (Smyth et Jorgensen, 2002). Le 
modèle est construit en deux étapes. On modélise d'abord les pertes, et ensuite on ob­
serve l'écart des observations par rapport aux prédictions. Cet écart., appelé résidu de 
la dé1J1:ance (di,j), est une mesure de la variabilité qui sert à ident.ifier les facteurs qui 
contribuent le plus à la variance La somme de ces résidus est appelée déviance (D) 
(section 3.1.9). 
Il Y a deux approximations lors de cette estimation. Premièrement, on suppose 
que E[di,j] = ePi,j' En d'autres mots, on suppose que l'espérance de la déviance est égale 
au facteur de surdispersion. En général, il n'y a qu'un biais léger: sauf dans les cas 
extrêmes, par exemple avec une loi de Poisson avec des moyennes petites (Nelder et al., 
1998). Ces biais affectent l'analyse seulement au niveau des poids attribués aux données 
et ont un petit impact sur l'estimation des moyennes. La deuxième approximation est 
la supposition intrinsèque que la. déviance suit une loi gamma, peu importe la loi choi­
sie pour modéliser la moyenne. Cette procédure est utilisée car la déviance peut être 
approximée par une Chi-deux (loi gamma) même quand le modèle de la moyenne n'est. 
pas une loi normale (Smyth, 1989). 
3. Saddlepoint Approximation 
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La méthode présentée est appliquée à un modèle de Twecdie avec p E (1,2). On 
suppose le coût total de chaque cellule dépend de l'armée d'accident i et de la période de 
développement j comme dans les sections précédentes. En modélisant les coûts totaux 
par unité d'exposition Wi,j et en reprenant j'équation (3.2), nous avons: 
/J-i,j = exp{ Xi,jfJ:} , 
où Xi,j est la ligne (i, j) de la matrice catégorielle X, qui indique quels paramètres du 
vecteur fJ: seront utilisés. Le vecteur fJ: con~ient tous les paramètres des lignes et des 
colonnes pour modéliser les moyennes des coûts totaux (section 3.1). 
Ensuite, on observe les écarts du moùèle avec les observations passées. On sup­
pose que ces déviations peuvent être expliquées par l'année d'accident et la période de 
développement grâce à un modèle gamma utilisé parallèlement. La déviation prévue est 
notée cPi,j' 
cPi,j = exp{Vi,j;Y}, 
où la matrice V est la matrice catégorielle des paramètres associés aux variances, et le 
vecteur ::y indique les paramètres de lignes et colonnes associés à la modélisation de la 
déviance (variance). La matrice V peut aussi être égale à X. 
On trouve les vecteurs "fI. et::Y optimaux en alteflH.\.lH.:e jusqu'à cc qu'il y ait conver­
gence. À chaque itération, Oll suppose que le vecteur complémentaire est gardé fixe et 
que seule une partie du modèle est optimisée à la fois. Pour des fins d'identification, 
nous nommerons modélisation des coûts l'estimation des "fI. et modélisation des variances 
l'estimation des ::y, même si en fait le tout fait. partie d'un modèle double. 
Puisque le principe de la déviance n'utilise pas le nombre de réclamations, on 
peut se contenter uniquement du triangle des coûts totaux. Cependant, la connaissance 
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du nombre de réclamations permet d'estimer p de la loi de Tweedie plus facilement et 
donne plus de précision au modèle en général. 
On trouve d'abord les paramètres optimaux des moyennes selon une paramétrisation 
naturelle (section 3.1.7). En utilisant les mêmes hypothèses que dans la section 3.2.3, 
on modélise en tenant compte de l'exposition. Alors, on a : 
1/ T d' ( Wi,j) 1/' . = exp{X'iI}Ii,j"" wee le /-li,j,~, 1 ~2J 2J~ , 
'+'2,) 
où la moyenne de chaque observation dépend de la ligne i et de la colonne j selon un lien 
multiplicatif alors que l'exposition est égale à Wi,j/</Ji,j et le facteur de surdispersion est 
égal à 1. Aussi, Wi,j représente l'exposition initiale, alors que </Ji,j sont les ajustements à 
l'exposition initiale qui, à la première itération, sont nuls (</Ji,j = 1 , Vi, Vj). Le calcul 
des a,justements subséquents est expliqué plus loin. Après a.voir modélisé la, surdisper­
sion, les ajustements selon les nouveaux facteurs de surdispersion seront intégrés dans 
le modèle uniquement dans l'exposition. Donc, le fa.cteur de surdispersion continue à 
être égal à 1 partout. 
Ensuite, on trouve les résidus de la déviance de chaque cellule par rapport à la 
valeur observée. Les formules de ces résidus pour un modèle de Tweedie et pour un 
modèle gamma sont disponibles dans la figure 4.2. Cornrne présenté dans la section 
3.1.9, avec un facteur de surdispersion égal à l, on obtient: 
y]-:p_/-ll-:P l-:P_/-l2-:P )d. - 2w" 1" l,) 2,) _ 2,) 2,) 
1.,) - 2,) Y2,) 1 2( 
-p -p 
Si les résidus de la déviance sont grands, alors le facteur de dispersion calculé subséquemment 
sera. plus élevé. Ensuite, on applique le deuxième sous-modèle: 
où V est la matrice catégorielle des facteurs de surdispersion et où la loi gamma est 
paramétrisée de sorte à ce que: 
E[d]2,) 
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Figure 4.2 Aperçu des interrelations entre les deux sous-modèles 
Le nombre de paramètres associés aux variances peut être différent de celui pour 
les moyennes. Par exemple, on peut. supposer que les facteurs affectant la variance sont 
seulement. les périodes de' dove!oppcment., am]1le! cas, le vect.eur ::y possédera moins 
de paramètres que le ve'ct.eur Ji. Le deuxième sous-modèle utilise \lne loi gamma avec 
moyenne 4J qui dépend de la matrice catégorielle V selon une fonction de lien 9d (ici 
c'est un lien multiplicatif aussi), avec une exposition uniforme (1 partout) ct un fac­
teur de dispersion de 2. La figure 4.2 présente les relations entre les deux sous-modèles 4. 
Ensuite, après avoir estimé le vecteur ::y, nous avons des paramètres de surdisper­
sion prévus J; = {4J!,!, 4J2,1, ... ,4Jl,J} qui sont possiblement différents d'une observation 
à l'autre. Rappelons qu'un facteur de dispersion élevé implique qu'on a moins confiance 
envers la donnée à laquelle il est associé car la variabilité du modèle associée à cette 
observations est plus grande. L'idée est de donner moins d'importance aux données avec 
une grande variabilité lors de la prochaine estimation des moyennes. La façon la plus 
simple de mettre sur pied cette relation est de diviser l'exposition initiale par le facteur 
de dispersion pour obt.enir la nouvelle exposition, not.ée w/, qui sera ut.ilisée dans la 
modélisation de la moyenne lors de l'itération suivantc. Cette approche se justifie in­
tuitivement par le fait que l'estimation des moycnnes dépend de la relative importance 
entre leur exposition. En d'autres mots, savoir qu'une observation a une exposition deux 
fois plus grande qu'une autre aura un impact sur les moyennes estimées. Par contre, 
4. L'image est inspirée de (Nelder et al., 1998) 
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multiplier l'exposition par deux pour toutes les observations fera changer la valeur de 
la fonction de vraisemblance, mais n'aura pas d'impact sur l'estimation des moyennes. 
Après avoir mis à jour les nouveaux poids, on recommence la boucle en réestimant 
les pertes moyennes. Ensuite, on continue les mêmes étapes jusqu'à ce qu'il y ait 
convergence. Généralement, la convergence s'effectue rapidement, car les deux sous­
modèles sont indépendants en ce qui a trait à l'optimisation par les dérivées de la 
log-vraisemblance (Smyth, 1989). 
Pour résoudre parallèlement ces deux sous-modèles, on utilise généralement une 
adaptation de la méthode de scores de Fisher. D'abord, on choisit des valeurs raison­
nables de départ pour les vecteurs 'Ii ct ;y. Ensuite, à chaque itération, on met à jour 
d'abord le vecteur 'Ii et ensuite le vecteur ;y en utilisant la méthode des moindres carrés 
pondérés 5. 
Pour trouver la (k + l)e itération de j1., on utilise la formule suivante: 
J..L calculé à partir d'une loi Tweedie, 
OÙ ",k+l est fonction de l'itération précédellte ",k ct du vecteur associé aux facteurs 
de surdispersion ;y. La loi de Tweedie a un paramètre p et une exposition initiale w, 
l'information est représentée en vecteurs. Aussi, West une matrice diagonale avec les 
éléments suivants: 
W =	 (4.2) 
où la fonction de variance est V (p.)	 = p.P l et z est égal à : 
8g(J..L)
z = a;;-(Y-J..L)+g(J..L) , 
5. Iterative Weighted Least Squares (IWLS) 
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et finalement X est la matrice catégorielle pour les coûts, alors que ~L est le vecteur des 
moyennes des coùts prévus calculé ramme suit: 
~ = exp{ Xji(k)} , 
et west le vecteur des expositions qui est associé aux observations et gO est la fonction 
de lien. Pour un lien multiplicatif, g(~) = log(~). 
Pour -;Y, on a: 
calculé à partir d'une loi gamma, (4.3) 
(4.4) 
où -;Yk+l est fonction de J'itération précédente -;yk, et Wd est une matrice diagonale avec 
ks éléments : 
(4.5) 
où la fonction de variance est V (cP) = cP2 , et Zd est égal à : 
(4.6) 
et V est la matrice catégorielle pour les varianœs. Le vect(~lIr cP est calculé à partir de 
:y(k) : 
cP cxp{V-;y(k)} . 
La procédure des moindres carrés pondérés est une généralisation des moindres 
carrés. Rappelons que ceux-ci sont utilisés dans un modèle linéaire Normal classique 
(section 1.7.5) et ont pour solution: 
où X est la ma.trice catégorielle et Y est le vecteur des observations. Les modèles de la 
famille exponentielle linéaire traités dans cet ouvrage peuvent s'exprimer à l'aide d'une 
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fonction de variance sans avoir besoin de définir la fonction de densité (section 3.2.3). 
Ainsi, puisque seulement les deux premiers moments doivent être connus pour connaître 
ce type de distribution, on peut exprimer les clonnées par une approximation linéaire et 
quadratique et obtenir la méthode des moindres carrés pondérés. 
Approximation avec déviance restreinte (REML) 
La littérature a souvent indiqué que les estimateurs issus du principe de vraisem­
blance maximale sont biaisés vers le bas lorsque le nombre de paramètres est grand com­
parativement au nombre d'observations. La même remarque s'applique pour la méthode 
des moindres carrés pondérés. On utilise alors la correction basée sur la déviance res­
treinte 6. Soit h les éléments de la diagonale de la matrice: 
(Smyth et Jorgensen, 2002) propose d'ajuster les équations (4.4), (4.5) et (4.6) de la 
façon suivante: 
où W; est la matrice diagonale : 
La procéclure des moindres carrés pondérés ajustés décrite ci-dessus optimise ap­
proximativement la fonction de vraisemblance restreinte suivante: 
l*(y, P-, ;Y, p) = l(y, M, ;Y, p) + ~ log IXTWXl , (4.7) 
6. Restricted or Residual rViaximum Likelihood (REML) 
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où l(y, Ji, ;Y, p) est la fonction de vraisemblance de l'équation (3.17) (p.77). West la ma­
trice t.elle que définie dans l'équat.ion (4.2) et. X est. la mat.rice cat.égorielle associée aux 
observations y. En d'autres mots, on peut. soit ut.iliser la procédure des moindres carrés 
pondérés ajustés, soit directement chercher à optimiser l'équation (4.7) via le principe 
de vraisemblance maximale. On peut consulter (Smyth et Jorgensen, 2002) ainsi que 
(Smyth, Ruele et Verbyla, 2001) pour une discussion approfondie de ces concepts. 
Trace de l'algorithme avec p fixé 
Pour bien représenter le cont.exte des triangles de développement, on utilise les 
déviances rest.reint.es (REML), et. les paramètres des factellfs de surdispersion sont. as­
sociés aux colonnes seulement. L'algorithmc DGLM avec approximation avcc la déviancc 
restreinte a été appliqué aux données de la Swiss MOtOT fnsurance (p. 17). 
Le manque d'observations occasionne quelques problèmes pratiques qui méritent 
notre attention. Tout d'abord, il faut se rappeler que la dernière colonne ne possède 
qu'une observation et donc, puisque le modèle possède un paramètre associé à cette 
colonne exclusivement, la valeur prévue est égale à la valeur observée. Dans ces condi­
tions, il est difficile d'associer une notion de modélisation de la variance car il manque des 
degrés de liberté. Pour faire face à ce problème, deux ajustements sont faits. D'abord, 
lors de la paramétrisation de V, le même paramètre représente les quatres dernières 
colonnes, comme illustré dans le tableau 4.5. Ensuite, l'observation de la dernière co­
lonne est ignorée lors des calculs oc la oéviance. Pour r.e faire, pour cette observation en 
particulier, on fixe la drviance à l, ct les expositions ajustées à chaque itération restent 
inchangées. En général, l'algorithme diverge lorsqu'on ne fait pas le dernier ajustement. 
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Colunne 8 10 Il 
Parnmètre )'0 "YO+')'1 "'10+"')'2 "YO+')'3 "YO+"Yti "YO+"Y5 "YO+"Y6 "10+"Y7 '")'0+"(7 "'(0+"(7 ~(O+"Y7 
Tableau 4.5 Paramétrisation de V, la matrice catégorielle associée aux facteurs de 
surdispersion 
Les figures 4.3, 4.4 et 4.5 (p. 117) donnent un aperçu des résultats intermédiaires 
lorsque pest t:OllllU et fixé à 1.5. Dès la 2€ itération, on obticllt des valeurs pour l'expo­
sition et la surdispersion très proches des résultats finaux. Cependant, après la première 
itération très fructueuse, les ajustement subséquents sont très modérés. Dépendamment 
du degré de précision souhaité, on peut nécessiter au-delà de 100 itérations dans certains 
cas. 
Par ailleurs, on peut s'intéresser au nombre de colonnes explicatives pour modéliser 
la variance. Tout d'abord, il faut d'emblée enlever le paramètre associé à la colonne ul­
time car le modèle prévoit exactement la valeur observée. Ensuite, l'algorithme a été 
testé avec 10 paramètres pour la surdispersion. En fin de compte, les résultats n'ont 
pas été concluants; l'algorithme divergc. Il a fallu réduire le nombre de dimensions à 7 
pour obtenir une convergence. On en conclut que les DGLMs nécessitent un minimum 
de données pour pouvoir opérer. 
SimilairemenL, on a essayé la procédure inverse et d'ajouter les paramètres un à 
un. En commençant avec un seul paramètre, l'algorithme converge pour chaque p, mais 
diverge lorsqu'on essaie d'optimiser p (section 3.2.3). En essayant avec deux paramètres, 
il diverge aussi pour certaines valeurs de p. Pour l'instant, il est difficile d'isoler les condi­
tions qui font en sorte que la convergence s'effectue ou non. L'étude de ce phénomène 
peut être l'objet de recherches futures. 
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Optimisation de p 
L'optimisation du paramètre p dans un contexte de DGLMs est un sujet délicat. 
(Smyth et Jorgensen, 2002) optimise p en utilisant le principe de la déviance comme 
dans la section 3.2.3. 
Puisque la méthode des moindres carrés pondérés ne possède pas une étape parti ­
culière pour optimiser p, on utilise le principe de vraisemblance maximale conjointement 
au principe de la déviance basé sur la méthode des moindres carrés pondérés. Ainsi, lors­
qu'on optimise les paramètres jJ, et ;Y, on utilise les moindres carrés pondérés. Lorsqu'on 
optimise le paramètre p, on utilise le principe de vraisemblance en utilisant la fonction 
4.7. 
L'approche consiste à optimiser p en même temps que tous les autres paramètres. 
Pour ce faire, on procède de la façon suivante: 
1. On établit une étendue de valeurs p à vérifier. Commencer par p E {1.1, 1.2, ... , 1.9} 
2. Dans chaque cas, on trouve jJ, et ;y optimaux en gardant p fixe 
3. On compare les fonctions de vraisemblance, et on recommence j'étape 1 en utilisant 
une étendue plus petite qui est autour du point avec la meilleure vraisemblance 
Ici, on suppose que les fonct.ions de vraisemblance sont. comparables malgré des pa­
ramètres associés aux variances p et ;y différents. En ce qui concerne p, on peut se 
convaincre que la comparaison est justifiable en utilisant les mêmes arguments que la 
section 3.2.3. Néanmoins, en appliquant tout de même cet algorithme, on obtient la 
figure 4.6 (p. 120). 
On obtient une valeur optimale p = 1.6625 ainsi que les valeurs du tableau 4.6. 
On constate que les facteurs de surdispersion ont un ordre de grandeur semblable au 
modèle avec le principe de déviance à un seul paramètre. 
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Période 10 Il 
Dcvi~nce 1 r,.ramèLre 25 169 25 169 25 169 25 169 25 169 25 169 25 169 25 169 25 169 25 169 25 169 
DGLM 8 paramètre. 5834 490 8 757 9413 45502 18382 50551 78261 78261 78261 78261 
Tableau 4.6 Facteurs de surdispersion selon un modèle de Tweedie, p = 1.6625 
Pour trouver le facteur de surdispersion correspondant à chaque colonne, on fait 
le calcul suivant: 
w·
--.!..'2 
w' . 
1.,) 
Donc, le facteur de surdispersion est ce qui transforme ['exposition initiale en exposition 
finale lorsque le modèle a convergé. 
Par ailleurs, les pertes espérées sont égales aux pertes prévues pour l'observation 
de la colonne Il. Donc, la déviance sera automatiquement nulle. Alors, pour pallier à 
ce problème, on modélise l'ensemble des observations restantes uniquement, et à la fin, 
on suppose artificiellement que le facteur de surdispersion est le même que celui associé 
à la colonne précédente. 
Le triangle de l'encouru cumulatif ainsi que les paramètres du DGLM avec p = 
1.6625 sont disponibles dans les tableaux 5.11 (p. 138) et 5.12 (p. 139) respectivement. 
4.4 Comparaisons entre les modèles de dispersion et les doubles GLMs 
4.4.1 Intégration des facteurs de surdispersion dans le calcul de l'EQMP 
Si on utilise le principe de vraisemblance maximale tel que dans les modèles de 
dispersion, alors en reprenant l'équation (3.23), on peut montrer que l'EQMP se calcule 
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de la façon suivante: 
EQMP[~] L cPi,jWi,jJ.lL + L (Wi,j/-li,j)2Yar[J]i,j] 
(i,j)E L (i,j)EL 
+	 L Wi,h/-li,hCov(rJi,jj, 71i,h) (4.8) 
('i,j)EL, (il,)llT'(i2,h) 
où L représente les observations futures de l'année d'accident i. Par ailleurs, on utilise 
la matrice de variance-covariance tronquée, c'est-à-dire on ne garde que les variances et 
covariances des paramètres relatifs aux moyennes. On ne multiplie pas cette matrice par 
un facteur de surdispersion car elle est naturellement ajustée lors de j'optimisation. En 
d'autres mots, lorsque les paramètres de surdispersion sont estimés, alors les valeurs es­
timées de la matrice de variance-covariance sont pins grannes CJl)(~ dans pour un modèk 
avec cP fixé. 
Pour les DGLM, en partant encore une fois de l'équation (3.23), on en déduit la 
formule suivante: 
EQMP[~l L cPi,jWi,j/-lL + L cP'i,j(wi,j/-li,j)2Yar[71d
 
(-i,j)EL (i,j)EL
 
+	 L J 1;;,jl cPi,j2 Wi,jj /-li,jl w'i,h/-li,j2 COV(71i,jl' 71i,h) 
(i,j)EL, (il ,jl )i'(i2,h) 
(4.9) 
OÙ cPi,j est le facteur de surdispersion qui drpend nes lign0s ct colonnes. La matrice de 
variance-covariance est celle issue de la dernière itération des paramètres relatifs aux 
moyennes. Puisqu'ici, les paramètres de surdispersion sont fixés, il faut multiplier la ma­
trice de variance-covariance par les facteurs de surdispersion cPi,j qui lui correspondent. 
Dans tous les cas, on utilise les expositions initiales LUi,j et non l'exposition issue du 
modèle qui a convergé. 
Par ailleurs, il s'avère que la variabiliGé supplémentaire suite à l'estimation de p 
n'affecte pas la variabilité des paramètres des moyennes car ils sont orthogonaux en ce 
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Obs. Principe la 11 
0 D6vinncc 3 921 3 921 3 921 3 921 1 921 3 921 3 921 1 921 3 921 3 921 3 921 
a V. 1 parflmèt.rc 199 199 199 199 199 199 199 199 [99 199 199 
U V. Y paramèlrc.s 2U2 169 259 3~'1 716 64~ 1 lIU3 1 269 9UI 9U4 9U4 
Dé\'il\nc~ l 8,::'7 1 857 1 857 l 857 1 857 1 857 1 857 1 857 l 857 1 857 1 857 
V. 1 paramètre 19~ 198 198 198 198 198 198 198 198 198 198 
V. 9 paramètres 202 166 250 384 637 648 800 964 898 903 903 
11 Déviance 1 117 1 117 1 Il7 1 117 1 117 1 117 1 117 1 ll7 1 117 1 [17 1 1 17 
14 V. 1 po.ro.t1Iètrc 198 198 198 198 198 19~ 19~ 19~ 19~ 19~ 198 
14 V. 9 paramètres 204 166 250 385 637 648 922 969 880 904 904 
Tableau 4.7 Facteur de surdispersion en fonction du principe, de la colonne et du 
nombre d'observations ajustées, pour un modèle où p = 1.1741 et w = 1 
qui a trait à l'optimisation de la fonction vraisemblance (Smyth et Jorgensen, 2002), et 
donc ne sont pas tenus en compte dans les équations (4.8) et (4.9). 
4.4.2	 Analyse de sensibilité du paramètre de surdispersion issu du 
principe de vraisemblance maximale 
La valeur du paramètre de surdispersion moyenne peut différer significativement 
selon le principe utilisé lorsque le nombre de données est petit par rapport aux nombre 
de paramètres estimés. En effet, le tableau 4.7 indique que le paramètre de surdisper­
sion calculé selon le principe de la déviance est largement supérieur à celui selon le 
principe de vraisemblance maximFlle. Pour ks trois modèles du t.ableau 4.7, on suppose 
que p = 1.1741 afin dc mieux comparer ks facteurs de surdispersion. 
La vraisemblance à un paramètre est associée à la situation où il n'y a qu'un 
facteur de surdispersion pour Lou Les les observations. Cette différence de grandeur a un 
impact très significatif sur l'EQMP. Il s'avère qu'en général, le calcul selon le principe de 
la déviance ou de Pearson retourne des valeurs plus grandes que le principe de vraisem­
blance maximale. Ceci est dû il. leur grande sensibilité aux déviances extrêmes lorsque la 
base de données est petite (Ruoyan, 2004). La colonne Ob8. indique lc nombre d'obser­
vat ions modifiées pour qu'elles coïncident avec leur moyenne théorique. Ainsi, lorsqu'on 
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Cellule Principe 
Maximum de vraisemblance D~viancc 
11.19 149.56 
15.28 0.77 
3 15,58 0.02 
15.14 8.32 
14.49 3.31 
14.81 30.11 
13.73 1.93 
13,38 Il.30 
13,52 31.57 
6,90 267,~2 
6,28 Il.70' 
6.03 10.56 
2 10 0.06 1.34 
II 0,00 0,00 
TOI.al 199,28 3921.00 
Tableau 4.8 Contribution au fa.cteur de surdispersion de chaque observation 
change les 14 observations les plus extrêmes, le facteur de surdispersion est relativement 
pareil pour les deux principes, alors que le facteur de surdispersion issu du principe de 
la déviance chute notablement. 
Le tableau 4.8 illustre la contribution de chaque observation au facteur de surdis­
persion selon le principe de la déviance ou du maximum de vraisemblance. On découvre 
que la contribution provient essentiellement des ctonnées avec un nombre de réclamations 
élevé pour la vraisemblance. À l'opposé, la cont.ribution à la déviance provient en grande 
partie des observations qui s'éloignent de leur prédiction. Il s'avère que malgré cette 
différence marquée, lorsque l'ensemble de données est assez grand, la contribution to­
tale devient semblable pour les deux principes (Ruoyan, 2004). 
Ainsi, le choix du principe a un impact important sur le calcul de l'EQMP. Puisque 
les triangles de développement possèdent relativement peu d'observations et beaucoup 
de paramètres, la situation exige qu'on fasse attention dans le choix du principe et à 
l'interprétation des résultats. 
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Déviance Dispersion 9 paramètres DG LM 9 paramèLres 
Année Wi.) n. EQMpl/2 n, EQMpl/2 ni EQ Mp l/2 
112 953 
110 361 326 2 638 321 736 291 2 809 
105 400 21 565 26 801 21 352 27 769 19 586 32 040 
102 067 10716 35556 40 185 3~ 658 37 191 11 717 
99 12'1 89298 ~3 297 87 224 51 103 83592 68 788 
101 460 138 335 (j(j 052 138 203 62 649 131 053 80811 
94 753 204 262 80906 202 469 69 443 206 128 91 283 
92 326 360 181 III 999 359 148 82510 :)13 778 137 516 
9 89515 597056 150 003 596 119 93 -107 560 207 151 951 
Tota) t 452 042 271 886 1 445024 234 818 1 381 827 331 269 
Tableau 4.9 Réserve et EQMP du modèle de Tweedic seloIl différentes approches pour 
la surdispersion 
En pratique, on applique le principe de la déviance pour calculer l'EQMP comme 
par exemple dans (Wüthrich, 2003) et (Wüthrich et Merz, 2008). De plus, puisque le 
facteur de surdispersion est généralement plus élevé avec le principe de la déviance, les 
réserves obtenues sont plus conservatrices. 
4.4.3 Analyse des résultats 
Les tableaux 4.9 et 4.10 montrent les réserves espérées et l'EQMP selon les 
différents modèles. On constate que puisque le principe de vraisemblance maximale pro­
pose un facteur de surdispersion plus petit, l'EQMP sera aussi plus petite. Néanmoins, 
les trois approches proposent des réserves espérées très semblables. 
4.5 Discussion et recherche future 
Tout d'abord, quelques commentaires concernant les modèles linéaires généralisés 
doubles. Puisque les estimateurs du maximum de vraisemblance ont tendance à sous­
estimer la dispersion lorsque le nombre de paramètres est grand par rapport au nombre 
d'observations, on peut penser à utiliser une fonction de vraisemblance qui tient compte 
de cette imprécision. Comme pour les DG LM, on peut penser à utiliser la fonction de 
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DtlviaJlœ p:::: 1 1741 Di.spcrsiuTl 9 ~aro.mèlres (J :::: 1 t"i III DGL:vt 9 ~.HHûlll()trc.s TJ = J .6625 
Année E.st:imation Stnti,st.i<1\l(' EQMpl/2 8!'>limation St':lolistique EQMp l / 2 E~timutlOn Statistique EQMpl/2 
1 869 1 861 2638 5-16 493 736 2728 (j68 2809 
3	 15601 21 795 26801 16981 21 910 27769 23 111 '22 161 32 040 
19144 29962 35 556 20001 28301 3-1 658 28 136 30 5201 41 717 
25 976 16 538 53 297 28 127 16 217 51 103 39 518 56 301 68 788 
3056-1 58 556 66052 3'2 881 53327 62 619 111 421 67 50G 80811 
35 230 72 833 80 906 31 783 60 103 69 443 018 1015 77 551 91 283 
45 664 102 268 III 999 10 846 71 690 82 510 56 7014 125 263 137516 
61 307 136 903 150 003 47 079 80675 93 407 61 131 138 980 151 951 
Total 180 126 203 658 271 886 1833'15 146711 234 818 248 122 223 989 331 269 
Tableau 4.10 Décomposition de l'EQMP selon divers modèles 
vraisemblance restreinte telle que définie dans la section 4.3. Par ailleurs, les modèles 
linéaires généralisés doubles peuvent aussi intégrer une tendance tant au nivea.u des 
paramètres correspondant aux moyennes que les paramètres correspondant à la surdis­
persion. La construction d'un tel modèle mérite d'être explorée. 
D'autre part, il est intéressant de mentionner que Nelder et Lee, deux pionniers de 
l'élaboration de modèles statistiques, ont récemment. établi les fondations d'lm mooèle 
encore plus global que les DGLMs. En effet, leur artir.lc (Lee et \Tcldcr, 2006) intro­
duit les modèles hiémrchiques linéaiTes génémlisés doubles 7 qui combine les modèles 
hiérarchiques 8, avec les DGLM. L'exploration de cette nouvelle construction permet 
une flexibilité du modèle jusqu'à ce jour inégalée. Il est clair que ces outils statistiques 
possèdent un potentiel qui ne demande qu'à être exploité. 
La modélisation à l'aide du principe de vraisemblance permet de construire des 
modèles très flexibles. Dans ce mémoire, il a été démontré comment intégrer l'exposition 
dans le modèle, mais on a omis de présenter un autre outil qui a un effet similaire: les 
7. Double Hierarchical Generalized Lineral Madel (DHGLlvl) 
8. Hierarchical Models 
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poids 9. Cette unité peut être associée il chaquè observation individuellement et peut 
être interprétée comme le nombre d'observa.tions indépendantes qui ont exar,tement la 
valeur observée pour la cellule donnée. Cette approche nous permet .de jouer avec l'im­
portance des données avant même que le modèle soit optimisé. De plus, ce concept peut 
être utilisé dans le cadre des DGLMs à la place de l'exposition pour avoir des variables 
qui sont plus facilement interprétables. 
Dans un autre ordre d'idées, concernant le domaine des réserves stochastiques 
en général, un éventail de difficultés attendent d'être résolues. D'abord, il est difficile 
de quantifier l'erreur de modélisation. En général, on compare les résultats de plu­
sieurs modèles et on sélectionne le meilleur modèle à partir du jugement. Néanmoins, 
on pourrait penser à développer des statistiques de vraisemblance entre les modèles, 
qui pourraient être basées par exemple sur les résidus. En ce qui concerne le modèle de 
Tweedie, on peut évaluer la variance du paramètre p grâce à la borne de Cramér-R.ao, et 
ainsi possiblement construire un t.est qui permettrait de déceler si la différence entre le 
modèle de Tweedie et une de ses deux bornes, à savoir Poisson ou gamma, est significa­
tive. Finalement, il serait pertinent de ùévelopper ùes tests pour valider les hypothèses 
sous-jacentes à chaque modèle. L'article de (Peters, Shevchenko et Wüthrich, 2009) s'est 
penché sur la question et propose quelques approches qui tiennent compte de l'erreur 
de modélisation. 
Ensuite, on peut penser à réduire le nombre de pammètres de chaque ligne et 
colonne par exemple en utilisant le test du Chi-deux. (Gluck ct Venter, 2009) propose 
ainsi d'utiliser ces nouveaux degrés de liberté pour incorporer une tendance par année 
de calendrier (diagonales) afin de mieux capter l'effet de l'inflation. Une autre classe 
de modèles importante est celle basée sur l'analyse temporelle des données. Le filtre 
de Kalman en 0-st un bon exemple. L'utilisation de séri(~s chronologiques est aussi une 
9. Weightti 
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avenue qui est présentement étudiée dans (Gluck et Venter, 2009). 
Par ailleurs, les modèles présentés ici ont pour la plupart que des domaines posi­
tifs. Hélas, il arrive qu'en pratique, la compagnie se fasse rembourser des paiements lors 
des périodes matures, enregistrant ainsi des paiements négatifs. Le modèle de Poisson 
surdispersé ne peut être appliqué que lorsque la somme des pertes incrémentales de 
chaque ligne et colonne est supérieure à 0 (R.enshaw et Verrai!, 1998). Il arrive que cette 
condition ne soit pas satisfaite, particulièrement dans les lignes d'affaires à cadence lente. 
Pour faire face à ce problème, on peut penser à fixer les données négatives à O. 
Alors, il faudra se rappeler que le modèle est biaisé et surestime les réserves. On peut 
aussi penser à utiliser des lois décalées. On translate toutes les données afin qu'elles 
soient positives, et on modélise normalement à pRrtir de là. Finalement, on reconvertit 
les données à la fin. Par ailkms, une autre idée serait de modéliser les valeurs cumulatives 
au lieu des valeurs inerémentales. Les valeurs cumulatives n'ont presqu'aucune chancc 
d'être négatives. Cependant, le modèle est complètement différent, et l'interprétation 
des paramètres est sensiblement différente, comme le mentionne (Verrall, 2000). 
(Kunkler, 1998) a effectué un survol complet des techniques pour traiter les 
données négatives. Il propose en plus de modéliser les données négatives parallèlement 
aux données positives, et de combiner les deux modèles ensemble fi la fin. Cette ap­
proche est certainement très prome~teuse, mais la validité statistique de cette approche 
soulève des questions. 
Par ailleurs, (Schiegl, 2009) propose de modéliser la période entre la déclaration 
du sinistre et les paiements, parallflement à la période entre la survenance du sinistre 
ct la déclaration de celui-ci. Ces analyses :s'effectuent alors dans un triangle en trois 
dimensions (pyramide). 
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Dans un autre ordre d'idées, la venue de la théorie statistique permet de modéliser 
la dépendance entre plusieurs lignes d'affaires. (Kirschner, Kerley et Isaacs, 2002) pro­
pose une généralisation de la technique de bootstrap pour modéliser implicitement cette 
dépendance. Hélas, la technique proposée ne permet pas de quantifier exactement l'am­
plitude de la dépendance, et quelles sont les données qui y contribuent. Aussi, (Brehm, 
2002) propose une généralisation du modèle de Mack pour intégrer des coefficients de 
corrélation entre les lignes d'affaires. Cependant, peu de gens se sont penchés sur ce 
modèle nouveau et donc on ne connaît pas encore l'amplitude des bienfaits et des in­
convénients de celui-ci. Par ailleurs, une avenue très prometteuse consiste à utiliser des 
copules pour modéliser cette dépendance. 
À l'a.venir, on peut penser à développer plus en profondeur ces nouveaux modèles, 
ou bien penser à utiliser des alternatives. Une idée très prometteuse est d'effecteur une 
analyse séparée de la. fréquencc et de la sévérité. Ensuite, on (;Qmbine les résultats 
des deux analyses pour avoir les statistiques des coûts totaux. Cette approche permet 
d'intégrer le modèle de notre choix pour la fréquence et la sévérité, et donc nous ne 
sommes pas limités à un modèle somme composée Poisson-gamma tel que pour la loi 
de Tweedie. 
Une autre approche est cie structurer les pertes dans lin fichier sinistres et de 
modéliser la perte ainsi que la période de développement, à partir de facteurs ex­
plicatifs propres à chaque assuré, comme proposé dans (Guszcza et Lommele, 2006). 
Cette méthode utilise davantage d'information, et permet de modéliser un portefeuille 
hétérogène. (Valdez, Antonio et Frees, 2009) est présentement en train de développer 
un modèle par fichier sinistre qui tient compte également du type de sinistre et de la 
dépendance entre ceux-ci. 
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CONCLUSION 
En conclusion, les modèles stochastiques sont un outil indispensable pour décrire 
et capter la nature du risque des réserves actuarielles. Ils permettent d'associer une 
courbe de distribution aux pertes totales à venir, ce qui permet à la compagnie de mieux 
identifier le niveau de contingence des passifs et ainsi de pouvoir établir sa stratégie d'af­
faires en conséquence. Ces modèles tiennent compte de l'erreur statistique et d'estima­
tion. Ils permettent aussi d'inrorporer un jugement extérieur, et finalement, ils offrent 
la possibilité de tester la validité des paramètres utilisés. 
Le mémoire présent a identifié les tendances contraires de la fréquence el la 
sévérité à mesure que le développement augmente et a proposé d'utiliser des modèles 
plus flexibles qui captent mieux la nature du risque. Les modèles de dispersion et les 
modèles linéaires généralisés doubles s'avèrent être des solutions naturelles qui ont déjà 
fait leur preuves dans d'autres domaines tel qu'en tarification. 
N'empêche, peu importe la méthode utilisée, aussi perfectionnée soit-elle, on est 
sûr de ne pas prédire la perte exacte. C'est pourquoi il faut se rappeler que les méthodes 
statistiques ont pour but de prévoir l'avenir et non de le prédire. 
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CHAPITRE V
 
ANNEXES 
5.1 Méthodes traditionnelles 
,..... 
~ 
C<J 
5.1.1 London Chain 
1 Année 
1 
2 
3 
4 
5 
6 
7 
8 
9 
1 1 
17841110 
19519117 
19991172 
19305646 
18291478 
18832520 
17152710 
16615059 
16835453 
2 
25283543 
26175637 
26318655 
25195437 
24084760 
24573734 
23060996 
21726236 
21837350 
3 
26178956 
27117095 
27418832 
25988457 
24774204 
25155532 
23585802 
22279513 
22326706 
4 
26586700 
27272490 
27698481 
26297499 
25062830 
25404095 
23816258 
22532390 
22588091 
5 
26793830 
27341948 
27861135 
26443420 
25408354 
25510970 
24163162 
22935159 
22987586 
6 
26855399 
27379717 
27931135 
26540885 
25518939 
25605182 
24292955 
23091182 
23142489 
7 
26871377 
27433549 
27988013 
26568408 
25634782 
25685856 
24401845 
23225913 
2S276116 
8 
26896301 
27544940 
27997894 
26630328 
25709137 
25759490 
2449.'1617 
23334295 
23383789 
9 
26897537 
27587203 
28017550 
26634450 
25694898 
25746254 
24455149 
23272720 
23.'323201 
10 
26913180 
27613036 
28049741 
26646206 
25692771 
25744887 
24434705 
23234805 
232860.'32 
111 
26913501 
27613365 
28050076 
26646523 
25693078 
25745194 
24434997 
23235082 
23286310 
Période 
À 
ex 
1-2 
1,2887 
712067 
2-3 
1,1112 
-1965758 
3-4 
1,0034 
185413 
4-5 
0,9412 
1727228 
5-6 
0,9786 
645901 
6-7 
0,9785 
631240 
7-8 
0,9859 
436462 
8-9 
1,0199 
-526675 
9-10 
1,0148 
-381775 
10-11 
1,0000 
0 
Tableau 5.1 London Chain - Encouru cumulatif 
5.1.2 Bornhuetter Ferguson 
1 Année 
1 
2 
3 
4 
5 
6 
7 
8 
9 
1 1 
17841110 
19519117 
19991172 
19305646 
18291478 
18832520 
17152710 
16615059 
16835453 
2 
25283543 
26175637 
26318655 
25195437 
24084760 
24573734 
23060996 
21726236 
21837350 
3 
26178956 
27117095 
27418832 
25988457 
24774204 
25155532 
23585802 
22279513 
22326706 
4 
26586700 
27272490 
27698481 
26297499 
25062830 
25404095 
23816258 
22532390 
22566954 
5 
26793830 
27341948 
27861135 
26443420 
25408354 
25510970 
24163162 
22704445 
22739008 
6 
26855399 
27379717 
27931135 
26540885 
25518939 
25605182 
24233591 
22771939 
22806503 
7 
26871377 
27433549 
27988013 
26568408 
25634782 
25656207 
24281615 
22817962 
22852526 
8 
26896301 
27544940 
27997894 
26630328 
25684316 
25704789 
24327339 
22861781 
22896345 
9 
26897537 
27587203 
28017550 
26650980 
25704204 
25724294 
24345697 
22879373 
22913937 
10 
26913180 
27613036 
28038848 
26671518 
25723981 
25743691 
24363952 
22896868 
22931432 
Il 1 
26913501 
27613.'364 
28039182 
26671840 
25724291 
25743995 
24364238 
22897143 
22931707 
Tableau 5.2 Bornhuetter Ferguson - Encouru cumulatif 
...... 
IV 
CD 
5.2 Méthodes Stochastiques t-> W o 
5.2.1 Modèle de Poisson surdispersé 
1 
1 
Année 1 1 
1 17841110 
2 19519117 
3 19991172 
4 19305646 
5 18291478 
6 18832520 
7 17152710 
8 16615059 
9 16835453 
Total 1164384265 
2 
7442433 
6656520 
6327483 
5889791 
5793282 
5741214 
5908286 
5111177 
5001897 
53872083 
3 
895413 
941458 
1100177 
793020 
689444 
581798 
524806 
553277 
489356 
6568749 
4 
407744 
155395 
279649 
309042 
288626 
248563 
230456 
252877 
2172352 
5 
207130 
69458 
162654 
145921 
345524 
106875 
346904 
1384466 
6 
61569 
37769 
70000 
97465 
110585 
94212 
471600 
7 
15978 
53832 
56878 
27523 
115843 
2700·54 
8 
24924 
111391 
9881 
61920 
208116 
9 
1236 
42263 
19656 
63155 
10 
15643 
25833 
41476 
11 
321 
321 
1 Total 1 
26913501 
27613036 
28017550 
26630328 
25634782 
25605182 
24163162 
22532390 
22326706 
1 2294366371 
Tableau 5.3 Encouru incrémentaI observé 
1 Année 1 1 2 3 4 5 6 7 8 9 10 11 1 Total 1 
1 19160589 6279317 765652 281127 201330 78979 53853 51275 20586 20472 321 26913500 
2 19658846 6442606 785562 288437 206565 81033 55254 52608 21121 21004 27613037 
3 19962020 6541962 797677 292885 209751 82282 56106 53420 21447 28017550 
4 18988186 6222817 758763 278597 199518 78268 53369 50813 26630331 
5 18313276 6001635 731793 268695 192427 75486 51472 25634784 
6 18328929 6006765 732419 268924 192591 75551 25605179 
7 17347880 5685255 693216 254530 182283 24163164 
8 16300033 5341854 651345 239156 22532388 
9 16324508 5349875 652323 22326705 
1 Total 1 164384266 53872083 6568749 2172352 1384466 471600 270054 208116 63155 41476 321 1229436639 1 
Tableau 5.4 Modèle Poisson surdispersé - Encouru incrémentaI prévu 
>-' 
W 
>-' 
t-' 
W 
IV 
1 Année 1 1 2 3 4 5 6 7 8 9 10 111 
1 
1 17841110 25283543 26178956 26586700 26793830 26855399 26871377 26896301 26897537 26913180 26913501 
2 19519117 26175637 27117095 27272490 27341948 27379717 27433549 27544940 27587203 27613036 27613357 
3 19991172 26318655 27418832 27698481 27861135 27931135 27988013 27997894 28017550 28038861 28039187 
4 19305646 25195437 25988457 26297499 26443420 26540885 26568408 26630328 26650138 26671010 26671319 
5 18291478 24084760 24774204 25062830 25408354 25518939 25634782 25683779 25703464 25723015 25723314 
6 18832520 24573734 25155532 25404095 25510970 25605182 25656705 25705745 25725447 25745015 25745314 
7 17152710 23060996 23585802 23816258 24163162 24234669 24283432 24329845 24348492 24367012 24367295 
8 16615059 21726236 22279513 22532390 22703669 22770861 22816681 22860294 22877815 22895217 22895483 
9 16835453 21837350 22326706 22566228 22737760 22805050 22850938 22894615 22912162 229295.90 22929856 
Tableau 5.5 Modèle de Poisson surdispersé - Encouru cumulatif 
5.2.2 Modèle de Poisson surdispersé - Courbe de Hoerl 
Année 1 2 3 4 5 6 7 8 9 101 III
 
1 17841110 25283543 26178956 26586700 26793830 26855399 26871377 26896301 26897537 26913180 26913501 
2 19519117 26175637 27117095 27272490 27341948 27379717 27433549 27544940 27587203 27613036 28018690 
3 19991172 26318655 27418832 27698481 27861135 27931135 27988013 27997894 28017550 26627333 26627398 
4 19305646 25195437 25988457 26297499 26443420 26540885 26568408 26630328 25638966 25639183 25639245 
5 18291478 24084760 24774204 25062830 25408354 25518939 25634782 25616893 25617650 25617867 25617929 
6 18832520 24573734 25155532 25404095 25510970 25605182 24203835 24206331 24207045 24207250 24207309 
7 17152710 23060996 23585802 23816258 24163162 22661215 22669388 22671725 22672395 22672587 22672642 
8 16615059 21726236 22279513 22532390 22785946 22814766 22822994 22825348 22826022 22826215 22826270 
9 16835453 21837350 22326706 26746907 26866205 26900185 26909887 26912662 26913457 26913684 26913750 
IL Ct2 Ct3 Ct4 Ct" Ct6 Ct7 Cts Ctg Il 12 
18,0271 0,0257 0,0402 -0,0107 -0,0485 -0,0493 -0,1060 -0,1715 -0,1647 -0,0840 -1,2405 
Tableau 5.6 Modèle de Poisson surdispersé avec courbe de Boer! - Encouru cumulatif 
>-' 
W 
W 
5.2.3 Modèle gamma ..... w..,. 
1 Année 1 1 2 3 4 5 6 7 8 9 10 III 
1 17841110 25283543 26178956 26586700 26793830 26855399 26871377 26896301 26897537 26913180 26913501 
2 19519117 26175637 27117095 27272490 27341948 27379717 27433549 27544940 27587203 27613036 2761S482 
3 19991172 26318655 27418832 27698481 27861135 27931135 27988013 27997894 28017550 28037421 28037793 
4 19305646 25195437 25988457 26297499 26443420 26540885 26568408 26630328 26649727 26670226 26670610 
5 18291478 24084760 24774204 25062830 25408354 25518939 25634782 25702375 25728865 25756858 25757382 
6 18832520 24573734 25155532 25404095 25510970 25605182 25647544 25691861 25709230 25727583 25727927 
7 17152710 23060996 23585802 23816258 24163162 24243462 24292789 24344392 24364617 24385987 24386388 
8 16615059 21726236 22279513 22532390 22690823 22755211 22794764 22836142 22852359 22869495 22869816 
9 16835453 21837350 22326706 22544927 22693159 22753402 22790407 22829121 22844294 22860326 22860627 
Tableau 5.7 Modèle gamma - Encouru cumulatif 
5.2.4 Modèle Tweedie 
Année 1 1 2 3 4 5 6 7 8 9 10 111 
1 17841110 25283543 26178956 26586700 26793830 26855399 26871377 26896301 26897537 26913180 26913501 
2 19519117 26175637 27117095 27272490 27341948 27379717 27433549 27544940 27587203 27613036 27613362 
3 19991172 26318655 27418832 27698481 27861135 27931135 27988013 27997894 28017550 28038783 28039115 
4 19305646 25195437 25988457 26297499 26443420 26540885 26568408 26630328 26650588 26670730 26671044 
5 18291478 24084760 24774204 25062830 25408354 25518939 25634782 25684293 25704091 25723773 25724080 
6 18832520 24573734 25155532 25404095 25510970 25605182 25655929 25704492 25723911 25743216 25743517 
'7 
1 17152710 23060996 23585802 23816258 24163162 24234770 24283432 24330001 24348623 24367135 24367424 
8 16615059 21726236 22279513 22532390 22702489 22769232 22814588 22857994 22875350 22892605 22892874 
9 16835453 21837350 22326706 22564116 22733819 22800407 22845658 22888963 22906279 22923493 22923762 
Tableau 5.8 Modèle Tweedie avec expositions, p = 1.1741 - Encouru cumulatif 
...... 
w 
Cl1 
W5.3 Modèles de dispersion >-" 0'> 
5.3.1 Modèle Tweedie 
1 Année 1 1 2 ;3 4 5 6 7 8 9 10 111 
1 17841110 25283543 26178956 26586700 26793830 26855399 26871377 26896301 26897537 26913180 26913501 
2 19519117 26175637 27117095 27272490 27341948 27379717 27433549 27544940 27587203 27613036 27613360 
3 19991172 26318655 27418832 27698481 27861135 27931135 27988013 27997894 28017550 28038574 28038902 
4 19305646 25195437 25988457 26297499 26443420 26540885 26568408 26630328 26650317 26670202 26670512 
5 18291478 24084760 24774204 25062830 25408354 25518939 25634782 25683373 25702590 25721708 25722006 
6 18832520 245737.34 25155532 25404095 25510970 25605182 25655929 25704649 25723.917 25743085 25743385 
7 17152710 23060996 23585802 23816258 24163162 24234260 24282498 24328810 24347125 24365346 24365631 
8 16615059 21726236 22279513 22532390 22702178 22768672 22813787 22857100 22874229 22891270 22891536 
9 16835453 21837350 22326706 22564283 22733784 22800167 22845205 22888444 22905545 22922558 22922823 
Tableau 5.9 Modèle Tweedie avec expositions, p = 1.8111 - Encouru cumulatif 
137 
Paramètre 
p. 
CX2 
CX3 
CX4 
CX5 
0'6 
CX7 
0'8 
CXg 
(32 
(33 
(34 
(35 
(36 
(37 
(38 
(3g 
(310 
fill 
ifJ 
</;2 
ifJ3 
ifJ4 
ifJ5 
ifJ6 
rjJ7 
ifJ8 
ifJg 
1>10 
Estimé 
5,1540 
0,0334 
0,0913 
0,0677 
0,0576 
0,0370 
0,0547 
0,0137 
0,0426 
-1,1144 
-3,2208 
-4,2209 
-4,5585 
-5,4959 
-5,8838 
-5,9246 
-6,8522 
-6,8574 
-11,0173 
5,4798 
0,5302 
2,3013 
3,3332 
4,1649 
4,6658 
5,3461 
5,6216 
5.8678 
6.0879 
Écart-type 
0,0236 
0,0322 
0,0325 
0,0328 
0,0331 
0,0329 
0,0335 
0,0339 
0,0342 
0,0175 
0,0438 
0,0833 
0,1377 
0,2069 
0,3289 
0,4202 
0,5942 
0,8068 
1,6832 
0,0039 
0,0069 
0,0171 
0,0326 
0,0539 
0,0810 
0,1287 
0,1645 
0,2326 
0,2848 
Prab(> ITI) 
0,0001 
0,3055 
0,0074 
0,0449 
0,0885 
0,2674 
0,1099 
0,6882 
0,2202 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
0,0001 
Tableau 5.10 Modèle Tweedie avec expositions, p = 1.8111 - paramètres 
......5.4 Modèles linéaires généralisés doubles w co 
5.4.1 Modèle Tweedie 
1 Année 1 1 2 3 4 5 6 7 8 9 10 111 
1 17841110 25283543 26178956 26586700 26793830 26855399 26871377 26896301 26897537 26913180 26913501 
2 19519117 26175637 27117095 27272490 27341948 27379717 27433549 27544940 27587203 27613036 27613036 
3 19991172 26318655 27418832 27698481 27861135 27931135 27988013 27997894 28017550 28017550 28017550 
4 19305646 25195437 25988457 26297499 26443420 26540885 26568408 26630328 26630.'128 26630328 26630,928 
5 18291478 24084760 24774204 25062830 25408354 25518939 25634782 25634782 25634782 25634782 25634782 
6 18832520 24573734 25155532 25404095 25510970 25605182 25605182 25605182 25605182 25605182 25605182 
7 17152710 23060996 23585802 23816258 24163162 24163162 24163162 24163162 24163162 24163162 24163162 
8 16615059 21726236 22279513 22532390 22532390 22532390 22532390 22532390 22532390 22532390 22532390 
9 16835453 21837350 22326706 22326706 22326706 22326706 22326706 22326706 22326706 22326706 22326706 
Tableau 5.11 Modèle Tweedie avec expositions, p = 1.6625 - Encouru cumulatif 
139 
1 Paramètre Estimé 1 
IL 16,9187 
Q2 -0,0977 
Q3 -0,1262 
Q4 -0,1956 
Q5 -0,2134 
Q6 -0,2307 
Q7 -0,2172 
QB -0,3448 
Qn -0,3660 
rh -1,1213 
(33 -3,2330 
(34 -4,2330 
(35 -4,5609 
(36 -5,4891 
,87 -5,8742 
. fiB -5,9461 
(3n -6,8696 
(310 -6,9219 
/3]] -11,1473 
Période 1 2 3 4 5 6� 
Exposition Wj 0,3708 4,2721 0,2351 0,2310 0,0459 0,1170� 
7 8 9 10 11 
0,0422 0,0280 0,0280 0,0280 0,0280 
Tableau 5.12 Modèle Tweedie avec expositions, p = 1.6625 - paramètres 
