Advances in blind deconvolution by Davey, Bruce Leslie Keith
ADVANCES IN 
BLIND DECONVOLUTION 
Bruce L. K. Davey 
A thesis presented for the degree of 
Doctor of Philosophy 
in Electrical and Electronic Engineering, 
in the University of Canterbury, 




Theoretical and practical aspects of image restoration and neurological signal pro-
cessing are presented. All descriptions of algorithms are accompanied by examples. 
All of the popular deconvolution algorithms that find application in image pro-
cessing contexts are comprehensively reviewed, and inherent limitations of deconvo-
lution are identified. Four categories of deconvolution algorithms are discussed in 
detail. 
The first category encompasses those conventional deconvolution techniques that 
are applicable in situations where estimates of the blurring function are available. 
Ensemble blind deconvolution techniques, for situations in which many differ-
ently blurred versions of a single object are available, comprise the second category 
of deconvolution algorithms. Astronomical speckle processing, a collection of image 
processing techniques in optical and infrared astronomy for high spatial resolution 
imaging through the Earth's atmosphere, is the field in which ensemble blind de-
convolution · tee mLques find the most widespread application. Popular astronomical 
speckle imaging techniques are reviewed with one such technique, shift-and-add, and 
extensions to it, being examined in detail. Application of shift-and-add to fields 
other than astronomical speckle imaging are also outlined. Zero-and-add, a new en-
semble blind deconvolution technique, is described in the context of one-dimensional 
astronomical speckle imaging. Zero-and-add compares the complex spectral zeros of 
the speckle images to identify the zeros common to all of the speckle images. From 
the common zeros a reconstruction of the object is computed. The effect upon the 
zero-and-add algorithm of contamination and windowing of speckle images is investi-
gated. Extensions to zero-and-add allowing the technique to process two-dimensional 
speckle images are described. A composite method for processing one-dimensional 
infrared speckle images, which incorporates several image processing techniques in-
cluding shift-and-add and zero-and-add, is introduced and invoked to process infrared 
speckle images of the astrometric binary star Ross 614 AB. This method automati-
cally compensates for deficiencies in the scanning mechanism used to record infrared 
speckle images, and is self-calibrating for atmospheric effects. 
The problem of reconstructing an image, or the phase of its spectrum, from its 
known spectral magnitude is called phase retrieval, which characterizes the third 
category of algorithms. This is a special subclass of the blind deconvolution prob-
lem in which the true image and blurring function are conjugate mirror images of 
each other. Iterative techniques implementing both phase retrieval, and the related 
problem of recovering the spectral magnitude from the phase, are reviewed. The 
direct phase retrieval algorithm (recently reported by R.G. Lane and co-workers), 
based on partitioning the complex spectral zeros of a convolution into the sets of 
zeros of the individual components, is examined. The effect of contamination upon 
this algorithm is investigated. 
The status of the fourth category, which are general blind deconvolution algo-
rithms capable of deconvolving a single blurred image without knowledge of the 
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blurring function , is reviewed. A new iterative algorithm, capable of deconvolving 
the contaminated convolution of two components that can, in general, be complex, 
is introduced. The ability of gene;al blind deconvolution algorithms to improve the 
image resulting from the shift-and-add algorithm is emphasised and illustrated. 
The manifestation of epilepsy in the electroencephalogram of patients with sus-
pected neurological disorders is outlined and a computerized system for the auto-
mated detection of this epileptiform activity is described. The system comprises two 
distinct stages. The first is a feature extractor, written in the conventional procedu-
ral language FORTRAN, which utilizes parts of previously published spike-detection 
algorithms to produce a list of all spike-like occurrences in the EEG. The second 
stage, written in the production SQ.§,ttm ~yfg;uage OPS5, reads the list and employs 
rules incorporating knowledge elicited from an electroencephalographer (EEGer) to 
confirm or exclude each of the possible spikes . A summary of the detected epilepti-
form events is produced which is available to the EEGer for interpreting the EEG. 
The perfor:i:nance of the expert system is compared with an EEGer reading (in the 
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The advent of the digital computer has created an information processing revolution 
in most fields of scientific endeavour. As computers become increasingly powerful 
and rapidly reduce in cost it is becoming realistic for ever more computationally de-
manding problems to be routinely tackled. Attempts to obtain solutions to problems 
can only be made, however, when algorithms for arriving at the solution from given 
data exist. Furthermore, for a computer to arrive at a solution, the existing algo-
rithm must be implementable on that computer. This thesis details development of 
algorithms to harness a computer's computational power to retrieve or reconstruct 
information which has been obscured in specific ways. 
Professor R.H.T. Bates' research group at the Department of Electrical and Elec-
tronic Engineering of the University of Canterbury has, for the last 20 or so years, 
been active in developing algorithms for applying computers to a diverse range of top-
ics of engineering and scientific interest (Bates 1987a). Research in fields including 
general inverse problems (notably computed tomography and ultrasonic imaging), 
astronomical image processing, satellite communications and various biomedical en-
gineering problems have advanced as a result of efforts of members of the group under 
Richard(!) 's direction. 
Entering this group in 1985, firstly as a master's student and later as a PhD stu-
dent, afforded me a rather unusual opportunity to undertake research in two quite 
separate areas of information retrieval. Researching two different problems, each 
involving the development of computer algorithms but using very different program-
ming techniques, allowed me to obtain a broader understanding of the possibilities 
and problems involved in applying computers to the task of retrieving or recon-
structing information which has been obscured. This opportunity arose, for a large 
part, because of the presence of W.R. Fright as a postdoctoral fellow at the Univer-
sity of Canterbury from 1984-1987. Richard(II), who is actively interested in image 
processing, was then, and indeed still is, also involved with research with several 
departments at Christchurch Hospital, including the Department of Neurology. 
The first of my research areas was in the field of neurological information pro-
cessing. Neurology, as its name implies, is the branch of medicine concerned with 
the study of nerve systems. The brain is the organ which acts as the the body's 
communication and computing centre and is composed almost entirely of nerve cells, 
or neurons. (It is the interconnections of various types of neurons in the brain which 
provides memory and the ability to reason. Other neurons are designed to transport 
information between the brain and the remainder of the body.) Medical specialists 
(in this case electroencephalographers or EEGers) can glean a considerable amount 
of information about the function and disorders of the brain from a recording of its 
electrical activity. This recording is called an electroencephalogram, usually abbrevi-
ated to EEG. For the reader unfamiliar with electroencephalography, introductory 
information relevant to my research is presented in Appendix A. 
It has been known for many years that epilepsy often causes characteristic elec-
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trical activity on the scalp. EEGers routinely read an EEG to detect the presence 
of this epileptiform activity. The salient feature of epileptiform activity in the EEG 
is the intermittent spike waveform (Chatrian et al. 1974). Over the last two decades 
there has been considerable interest in automating this detection task and numerous · 
'spike detection' systems for have been reported (for reviews, see, Ktonas 1983; Got-
man 1985). However, each of these systems have had only limited success (Gevins 
1984; Gotman 1985). Thus, I was interested in developing an improved computer 
based system for the automating the spike detection process. 
Recognizing the inherent suitablility of this task for solution by expert sy~tem 
techniques lead to the implementation of the detection process using a particular 
type of expert system known as a production system. The resulting system, which 
is described in Appendix B ( cf. Davey et al. 1989a), was developed in conjunction 
with members of the staff of the Department of Neurology and the Department of 
Medical Physics and Bioengineering at Christchurch Hospital. Results of the system 
operating on EEGs containing epileptiform activity, as well as significant artefact, 
suggests that our system will usefully complement an EEGer when reading an EEG 
for epileptiform activity. Research directed toward implementing the system in a 
form suitable for routine clinical use in the Department of Neurology is continuing. 
Expert systems are one of the developments resulting from research into Arti-
ficial Intelligence. They facilitate representation of the knowledge of an expert in a 
particular field within a. computer in a. form that the computer can use. As Artificial 
Intelligence methods increase in sophistication they are certain to find widespread 
technological and scientific application. 
My second area. of research, and that with which this thesis is principally con-
cerned, involves the deblurring ( or deconvolution) of images. Recorded images are 
frequently blurred in some way, as for example from using an out-of-focus camera, 
or moving a. camera whilst making an exposure, or viewing an object through a ran-
domly fluctuating propagation medium, such as the earth's atmosphere. The purpose 
of a deconvolution algorithm is to remove the blurring to recover a pristine version 
of the object that is being imaged. 
Conventional deconvolution algorithms allow an image to be deblurred if a. rea-
sonably faithful estimate of the function characterizing the blurring is available. The 
recorded image is deblurred using a filter derived from the estimate of the blurring 
function. The inverse filter and the Wiener filter are examples of multiplicative con-
ventional deconvolution algorithms (Bates and McDonnell 1986). Several subtractive 
deconvolution algorithms have also been proposed. 
Blind deconvolution algorithms overcome the requirement, inherent in conven-
tional deconvolution algorithms, that accurate knowledge of the blurring be avail-
able. Algorithms of this class allow an image to be deblurred without prior knowledge 
of either the true object or an estimate of the function causing the blurring. It is 
convenient to split blind deconvolution algorithms into two categories. 
The first category, here called ensemble blind deconvolution, allows the true ob-
ject to be recovered from an ensemble of differently blurred versions of that object. 
Astronomical speckle imaging algorithms (Bates 1982b; Dainty 1984; Roddier 1988) 
provide examples of ensemble blind deconvolution algorithms. These algorithms over-
come the degradation induced by the earth's atmosphere when recording images of 
celestial objects. They have resulted from research stimulated by Labeyrie's original 
proposal of speckle interferometry (Labeyrie 1970). 
Shift-and-add is an ensemble blind deconvolution algorithm upon which part of 
the research presented in this thesis is centred. SAA in its basic form (Bates 1976; 
Bates and Cady 1980) is both conceptually and computationally simple. However 
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basic SAA only produces faithful images of a limited class of objects. To extend this 
class, and therefore make SAA more generally applicable, numerous extensions to 
SAA have been proposed. Unfortunately, these extensions add significantly to the 
computational processing required. Thus, techniques would be welcome for extract-
ing the true object from the SAA image for a wider class of object. Such techniques 
are discussed in this thesis since this is a general blind deconvolution problem. Many 
of the algorithms outlined in subsequent chapters are illustrated with examples of 
deconvolving SAA images. 
ZAA (Davey et al. 1986) is another ensemble blind deconvolution technique for 
use in astronomical speckle imaging that has been developed at the University of 
Canterbury. Under Richard(I)'s supervision, Alastair Sinton and I jointly worked on 
this technique, which has also been shown to usefully complement SAA (Sinton et al. 
1986) by providing a consistent method of deconvolving SAA images. Recently I have 
concentrated upon extending ZAA to allow one-dimensional speckle images taken at 
infrared wavelengths to be processed. The resulting composite speckle processing 
technique has been applied to calculating the brightness ratio and separation of the 
astrometric binary Ross 614 AB from infrared speckle scans (Davey et al. 1989b ). 
The second category of blind deconvolution algorithms allows the true object to 
be recovered from a single blurred image. Algorithms for tackling this, the general 
blind deconvolution problem, have only recently been realised. Richard(III) Lane, in 
conjunction with Richard(!) at the University of Canterbury, was largely responsible 
for the initial development of these algorithms (Lane and Bates 1987b; Lane 1988). 
The concept of the zero-sheet, which the three Richards jointly developed in the 
context of Fourier phase retrieval (Lane et al. 1987), provides a theoretical justifica-
tion for the uniqueness of the deconvolution problem for more-than-one-dimensional 
images. Richard(III) also effected an algorithm based on the zero-sheet concept 
for the direct solution of the blind deconvolution problem (Lane and Bates 1987a). 
Unfortunately, this algorithm cannot, as yet, be reliably used in a practical imag-
ing situation, where the convolution is unavoidably contaminated (Lane 1988). The 
theoretical justification for the uniqueness of the deconvolution process provided by 
zero-sheets has, however, stimulated further research into developing practical de-
convolution algorithms (Bates and Davey 1988). 
Previously developed deconvolution algorithms are reviewed and described in 
this thesis. In addition, several new algorithms of considerably increased versatility 
are also introduced. The contents of each of the chapters which comprise this thesis 
are summarised in the following paragraphs, which also identify my original research 
contributions. 
Chapter 1 presents a brief overview of causes of degradation of measured data. 
It is argued that all degradation can be described by a general formula. Two special 
cases of this general formula which are relevant to this thesis are discussed. The first 
occurs when the entity that one wishes to measure is unable to be isolated from other 
signals impinging upon the measurement apparatus (§1.3). A practical example of 
an algorithm, which finds application in the field of electroencephalography (Appen-
dix A), for overcoming this class of degradation is presented in Appendix B. The 
second special case of general signal degradation occurs when a single blurred signal 
is recorded (§1.4). It is algorithms for overcoming this class of measurement degra-
dation with which the remaining chapters are concerned. Consequently Chapter 1 
concludes with a discussion of the potential applications of these algorithms. 
In Chapter 2 a mathematical basis upon which algorithms discussed in later 
chapters are built is presented. Notation and conventions are developed for describing 
the algorithms reviewed and introduced in this thesis. The Fourier and z transforms 
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are defined and the relationship between them discussed. The Fourier transform has 
proven to be an especially useful mathematical tool in image processing and is central 
to many of the image processing algorithms presented in this thesis. Properties of 
the Fourier transform which are relevant to the remainder of the thesis are collected 
in this chapter. 
Chapter 3 comprises an introduction to deconvolution. In this chapter a few of 
the many algorithms that have been proposed for the conventional deconvolution 
(i.e. where an estimate of the blurring is available) of images or signals are reviewed. 
An algorithm for implementing ensemble blind deconvolution is discussed, and two 
inherent problems of deconvolution are introduced. 
Chapter 4 provides a brief review of the most popular of the many astronomical 
speckle imaging algorithms which have been realised. These algorithms implement 
ensemble blind deconvolution, and, although they were developed originally for as-
tronomical use, they have also found application in other fields, including ultrasonic 
imaging (Minard et al. 1985) and speech processing (Brieseman et al. 1987). 
Algorithms for retrieving the Fourier phase ( or Fourier magnitude) from knowl-
edge of the Fourier magnitude (or Fourier phase) are reviewed in Chapter 5. These 
problems are known as the Fourier phase and Fourier magnitude problems. The 
Fourier magnitude problem fits well into the overall deconvolution theme of this the-
sis since it is a blind deconvolution problem. The Fourier magnitude problem is 
reviewed because, although not itself a deconvolution problem, it does occur in one 
algorithm for the solution of the blind deconvolution problem. Computational exam-
ples of reconstructions generated by applying several phase and mangitude retrieval 
algorithms are presented in this chapter. In addition, an original detailed pictorial 
study of the effect of noise on zero-sheets of an autocorrelation, and thus upon direct 
phase retrieval, is provided. 
In Chapter 6 anew ensemble blind deconvolution technique, zero-and-add (Davey 
et al. 1986), is discussed. Zero-and-add is essentially a one-dimensional technique 
although its extension to two-dimensions has been achieved. The zero-and-add tech-
nique has recently been combined with several other image processing techniques 
to form a composite scheme for processing one-dimensional speckle images. The 
majority of the material discussed in Chapter 6 describes original research. 
Chapter 7 is concerned with the most general, and most difficult, of deconvo-
lution problems - deconvolving a single contaminated blurred image. The three 
practical algorithms that have been proposed to date (Bates and Davey 1988) are 
discussed. The first algorithm due to Richards (I and III) (Bates and Lane 1987b; 
Lane 1988) firstly applies an iterative Fourier phase retrieval algorithm and subse-
quently an iterative Fourier magnitude retrieval algorithm to blindly deconvolve a 
positive image. This algorithm has been applied in the astronomical setting (Bates 
and Davey 1987b ). The second algorithm ( Ayers and Dainty 1988) uses a single 
iterative loop to deconvolve a single positive image. The third algorithm (Davey 
et al. 1988a), which employs a similar loop, was under development at the same time 
as that of Ayers and Dainty, and constitutes original research. This algorithm is 
the most general of the three because it can deconvolve a single image which is, in 
general, complex. 
Chapter 8 contains both conclusions obtained from the research into the decon-
volution problem and in automated spike detection in the EEG, and my suggestions 
for continuing research in these fields. 
My original research contributions constitute the majority of the material con-
tained within Chapters 6 and 7 and Appendix B, although aspects of other all other 
chapters, with the exception of Chapter 2, are also original. The FORTRAN and 
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Data Type Complex Component Black White 
Binary mask 0 1 
Bipolar (real) minimum maximum 
Positive (real) 0 maximum 
Complex magnitude 0 maximum 
Complex phase -11' 11' 
Table 0.1: The mapping of the image data to the grey-scale for different image types. 
OPS5 code comprising the software for the spike detection system presented in Ap-
pendix B was written entirely by me. The majority of the software for implementing 
the image processing algorithms discussed in this thesis was written by myself in ei-
ther FORTRAN or PASCAL to interface to the improc (image processing) utility 
( developed principally by Richard(III)). Graphical output has been produced using 
PLOT79 subroutines called via a software interface written by Peter Gardenier. 
It is convenient here to comment upon the diagrams depicting signals (including 
images) found in this thesis. Three different kinds of computer generated graphics 
are used, namely, one-dimensional line plots, hidden-line drawings and grey-scale 
pictures. The grey-scale pictures have been produced using either a video printer 
(256 levels of grey), or a laser printer (32 levels of grey). The mapping of image data 
to the uniform grey-scale of the output display, for several types of image, is listed in 
Table 0.1. Unless otherwise specified the two-dimensional arrays a.re 64x64 pixels. 
Also, when spectra are displayed, the de value corresponds to the image centre. 
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Glossary of Notation 
Three spaces spanned by images are invoked in this thesis. These spaces are K-
dimensional and are called image-space, Fourier-space and z-space. Arbitrary points 
in these spaces are described by the position vectors x, u and ( respectively. Quan-
tities exising in these spaces are called images, spectra and z-spectra. 
The following conventions are adhered to in this thesis: 
(i) Vector quantities are indicated by a boldface variable, e.g. x. 
(ii) Images are identified by lower case roman symbols, e.g. q(x). 
(iii) Spectra are indicated by upper case roman symbols, e.g. Q( u, v). 
(iv) z-space spectra are distinguished from Fourier-space spectra in that they are 
functions of ( (, 1 ), rather than ( u, v). Thus, Q ( (, 1 ) is the z-spectrum of q( x, y). 
(v) The autocorrelation of an image is identified by a repeated lower case roman 
symbol, e.g. w(x, y) is the autocorrelation of q(x, y). 
(vi) Estimated quantities are denoted by a superscipt caret, e.g. q(x) indicates an 
estimate of q(x). 
Symbols 
Symbols employed in this thesis are defined below in approximate order of definition. 
A few of these symbols take on slightly different meanings in different chapters. This 
is noted in the text of the chapter, but the alternative definition is defined in glossary. 













the imaginary unit 
the magnitude of q(x) 
the phase of q(x) 
the real part of q(x) 
the imaginary part of q(x) 
the energy of q(x) 
























the amount of correlation of the contamination 
the extent of q(x) 
the image-box of q(x) 
the support of q(x) 
the sampling interval 
the delta function, or impulse 
K-dimensional integration 
correlation 
the autocorrelation of q(x) 
the Fourier transform of q(x) 
the inverse Fourier transform of Q(u) 
Fourier transform pair 
the projection at angle ¢ of q(x) 
the slice of Fourier-space at angle ¢ of Q(u) 
the z-transform of q(x) 
the inverse z-transform of q( () 
in verse filter 
Wiener filter 
the cepstrum of Q(u) 
the ensemble average of 
the contamination mask of Q(u) 
the expected value of q(x) 
D telescope diameter 
0 angular resolution of telescope 
ro fried seeing parameter 
r, short exposure duration 
A wavelength 
~A wavelength bandwidth 
Ao centre wavelength in band 
R brightness ratio of binary star 
p separation of binary star 
0 position angle of binary star 
s vector separation of a binary star 
a vector displacement for KT processing 
0-1 deconvolution 
Chapter 5 




the set of zeros of Q((), or, equivalently, 













generalization of the variable, u, over the complex plane 
the set of zeros of Q( w), or, 
the zero-map of Q(w), or, 
a pixellated image representing the zero positions of Q( w) 
the averaged zero-map of Q(w) 
the thresholded averaged zero-map of Q(w) 
ith image-space error of q(x) 
jth true-space error of q(x) 
q(x) bandlimited by 3 [Q(u)] 
support overestimation parameter 
filter constant of modified Wiener filter 
Abbreviations 























discrete Fourier transform 
electroencephalogram 
electroencephalographer 
entire function of exponential type 
electromyogram 
fast Fourier transform 
Gerchberg-Saxton 
Knox-Thompson 
left hand side 
Lynds-Worden-Harvey 
point-spread-function 
point spread variant 
right hand side , 
Shift-and-add 
Signal to noise ratio 





Glossary of Astronomical Terminology 
A glossary of astronomical terms that are used in the chapters relating to astronomy is 
presented here. This material is drawn from Hedley Robinson (1972), Barlow (1975) 
and Roy and Clarke (1977) 
Asteroid - A small body orbiting the Sun, usually betwe.en the orbits of Mars and 
Jupiter. 
Binary star - A system of two stars which are located sufficiently near in space to 
be connected by the bond of mutual graitational attraction, compelling them 
to orbital about their common centre of mass. 
Double star - A system comprising two stars. Some double stars are optical dou-
bles merely because its components happen to lie closely in line of sight without 
having any real physical connection ( cf. binary star). 
Infrared radiation - Electromagnetic radiation at wavelengths longer than that of 
red light but shorter than radio waves. 
Limb - The region near the edge of the visible disc of an object. 
Limb darkening - A falling off of brightness near the limb of an object. 
Magnitude system - The brightness of a star, planet etc., measured according to 
a logarithmic scale in which a difference of five magnitudes defines a brightness 
ratio of 100 to 1. 
Multiple star - A star made up of more than two components. 
Nebula - A mass of tenuous gas and dust in space. 
Planets - Non-luminous bodies in orbit around a luminous primary body. 
Position angle - The apparent direction of one object from another, measured from 
the primary through East from North. 
Primary mirror - The principle mirror of a reflecting telescope. 
Primary star - The star, of a multiple star, that is chosen as the reference star. It 
is usually the brightest of the component stars. 
Relative magnitude - The ratio of two stellar brightnesses, B1 and B2 are related 
to their magnitudes, m1 and m2, by 
x.xv 
Scintillation - The rapid variations of apparent brightness (i.e. twinkling) occurring 
when observing an object through the earth's atmosphere. 
Secondary mirror - The smaller mirror which faces the primary mirror of a re-
flecting telescope, and which focuses the final image at a convenient distance 
behind the primary mirror. 
Secondary star - The component of a double star that is not chosen as the primary 
star. It is usually the less bright of the two. 
Seeing - The degrading effect on image quality which results from the transient 
optical properties of the atmosphere in the line of sight. 
Spectroscopic binary - A binary star having components too close to be observed 
visually, but shown as a binary by period variation in Doppler shifts as the stars 
circuit around each other. 
Supergiant star - A very large luminous star. 
Visual binary - A binary star that can be resolved as comprising two components 
either by eye at the telescope, or by subsequent processing of recorded images. 
X...'<:Vl 
Chapter 1 
Retrieval of Obscured Information 
Scientific investigation is critically dependent upon one's ability to make accurate 
measurements of whatever entities are of interest. Each entity depends upon the area 
of investigation and can be as diverse as, for example, the distance of a star from 
Earth, the wavelength of an electromagnetic wave, or the intensity of sound emitted 
by a jet aircraft on take-off. Measurements of the entity are made and the resulting 
data are subsequently analysed. Conclusions drawn from such analysis are important 
for obtaining an improved understanding of our world. Advance in science can be 
considered as a process of proposing a theory, performing experiments involving 
the measurement of some entity or entities of interest, and from the information 
resulting from processing these measurements evaluating the range of applicability 
of the proposed theory. If the theory survives examination then it remains until such 
time as measurements of higher quality a.re ma.de or old measurements are processed 
in new ways allowing new conclusions to be reached. These conclusions may reveal 
discrepancies in the theory, leading to either a modification of the theory, or its 
abandonment. 
All measurements are ma.de using a recording instrument of some kind. Instru-
ments may simply consist of the human senses or may incorporate sophisticated ( and 
usually expensive) devices dedicated to measuring the particular entity of interest. 
Any measuring device introduces an uncertainty or error when data are recorded, 
the extent of the error largely being determined by the quality of the instrument. All 
analyses of measured data should attempt to extra.ct the required information from 
the data but the conclusions drawn must recognize the limitations of the measuring 
device. 
A further complication often a.rises from it being impossible, or impractical, to 
make direct measurements of the entity of interest. This may occur because the 
entity is inaccessible for some reason, allowing only remote recordings to be made. 
A striking example of this is provided by astronomy. It is not ( as yet) feasible 
to send instruments to investigate objects outside our solar system. So, in Science's 
ongoing quest to understand the universe, measurements can only be ma.de at a great 
distance from the object. Another situation of great practical importance involving 
inaccessible entities is the probing of internal organs of the human body. Ingenious 
schemes for non-invasive imaging of body tissue a.re now available for use by clinicians 
(Kak 1979; Wells 1982). These schemes continue to be the subject of considerable 
research (Bates et al. 1983; King and Moran 1984). 
The inability to make direct measurements may, alternatively, occur when it is 
only possible to make measurements of an entity appreciably different from, but 
of course related in some definite way to, the entity of interest. Often, by appro-
priately processing the recordings, information about the entity of interest can be 
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Figure 1.1: Schematic diagram depicting optical astronomical imaging with an earth-based 
telescope. The telescope records radiation created by, or reflected from, distant celestial 
objects. This radiation must pass through the relatively thin, but turbulent, atmosphere of 
the earth which produces a severe degradation of the recorded signal. 
reconstructed. For instance, the highest resolution observations in radio astronomy 
are made with synthesis telescopes, which a.re a type of interferometer (Thomp-
son et al. 1986). Consequently, the measurements yield Fourier-space information 
concerning celestial objects that ra.dia.te a.t radio wavelengths. Inverse Fourier trans-
forming data. obtained from such measurements allows the object being imaged to 
be reconstructed (Cole 1977; Christiansen and Hogbom 1969). 
The imprecision of practical astronomical instruments, and the unavoidable re-
moteness of the object being measured, both cause an inevitable degradation of 
the recorded information. Many similar causes exist in other fields of science. The 
purpose of this chapter is to provide a. unifying description of such degradation be-
fore providing a. rationale for pursuing the development of algorithms for deblurring 
signals and images, the central theme of subsequent chapters. 
Different fields of signal processing have developed specific terminology to de-
scribe degrading processes. Terminology employed in this thesis is introduced a.nd 
defined in §1.1. A genera.I approach that encompasses all degraded signals is intro-
duced in §1.2. Two special cases of the general signal, for which techniques for signal 
recovery are established, and which have particular relevance to this thesis, are iden-
tified and discussed in §1.3 and §1.4. The chapter concludes with a section briefly 
introducing techniques for overcoming the blurring of signals. The various classes of 
deblurring algorithms are introduced in §1.5 and potential practical applications for 
such processing are mentioned. 
The entities discussed in this thesis are, in practice, recorded as functions of either 
time or space. A function of time is usually referred to as a signal and necessarily has 
a single dimension. A function of space is usually called an image since a particularly 
common form of this type of information is the two-dimensional picture or image. 
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Images can be of one, two, or more dimensions, although those discussed in this thesis 
are usually limited to one or two dimensions. For ease of exposition, both signals 
and images are referred to by the more general term signal in this chapter. However, 
the term image appears more often in subsequent chapters that are predominantly 
concerned with image analysis. The dimensionality of the function representing the 
signal of interest, if not explicitly stated, is always apparent from the context in 
which the function appears. 
Notation, abbreviations, and conventions adhered to when discussing algorithms 
in this thesis are listed in the Glossary which starts on page xxi. A further glossary 
that begins on page xxv lists terminology invoked when describing astronomy and 
astronomical image processing. It is appropriate to include this since many of the 
examples illustrating the algorithms introduced in this thesis relate to the field of 
astronomy. 
1.1 Describing Signal Degradation 
In many different fields of technological endeavour one has occasion to measure signals 
that have been degraded. Terminology to describe both the signal degradation and 
the signal recording processes have been established in all these fields. This section 
introduces and briefly describes terms that appear in the following sections and 
chapters of this thesis. Since this thesis is principally concerned with rather general 
applications of image processing, emphasis in placed on terminology employed in this 
field. However, where appropriate, terminology relevant for describing the specialized 
medical applications introduced in Appendices A and B is included. 
Object: the particular entity about which information is required. 
Recording apparatus: the equipment that measures, and records, information 
about the object. 
Optical system: recording apparatus designed to gather electromagnetic radiation 
within the wavelength region extending from ultraviolet ( 40nm) to the far in-
frared ( 1mm). 
Emanation: physical process ( e.g. radiation) emitted by, or scattered from, the 
object of interest. 
Detector: the part of the recording apparatus where the actual recording is made. 
In an optical system the detector is typically photographic film, or a light 
sensitive electronic device. 
Propagation medium: the space through which the emanations propagate before 
reaching recording apparatus. 
Aberration: a defect in the recording apparatus, causing the recorded signal to 
be imperfect. Common aberrations in an optical system include spherical and 
chromatic distortion and astigmatism. Born and ·wolf (1970, §§ 5 and 9) present 
a detailed discussion of aberrations in such systems. 
Noise: spurious recorded information that is not pa.rt of the signal. Noise can be in-
troduced by many sources at various stages of the signal measurement process. 
For instance, the statistical nature of photon arrival when imaging at very low 
light levels and thermal noise introduced by the recording instrument are both 
examples of noise commonly occurring in many optical systems. 
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Contamination: a general term encompassing noise and any other departures from 
an ideal recording situation. The term also includes departures of the recording 
system, and the propagation medium, from the model upon which the system 
is based. For example, departures from the isoplanatic model (see §1.4) are 
incorporated. 
Band-limited recording: a measurement situation in which only a finite range, or 
band, of frequencies are recorded. Usually it is the lower frequencies that are 
faithfully recorded. 
Ideal recording apparatus: recording apparatus that is aherrationless i.e. it is 
perfectly aligned. It is, however, here taken to be band-limited. 
Resolving power: a measure of the ability of the recording instrument to form 
separate and distinct signals of two objects close together. Because of diffrac-
tion, no optical system ca.n form a perfect reconstruction of a point source, but 
produces instead a small disk of light (the Airy disk) that is surrounded by 
alternately dark and bright concentric rings ( called Airy rings). 
Diffraction limited imaging: an imaging situation employing idea.I recording ap-
paratus. Furthermore, the propagation medium introduces no distortion. 
Unresolvable object: a.n object of sufficiently small angular extent that it has 
no features resolvable by the recording instrument. Such an object can be 
considered to be a. point source a.nd is recorded as an Airy disk. 
True signal: the signal tha.t would be measured by ideal recording apparatus in 
the absence of any degradation processes. The true signal is, however, here 
understood to be band-limited. 
Blurring: a specific type of degradation of a measured signal. Blurring occurs 
in situations in which the recording situation is imperfect in some sense. For 
example, if an optical system has some figuring error ( e.g. spherical aberration), 
or is out-of-focus, the recorded signal is blurred. Other situations involving 
blurring arise due to a limitation imposed by the propagation medium through 
which the instrument views the objects of interest. Examples occur when 
recording signals thro~gh a turbulent medium, such as the atmosphere of the 
earth, or the ocean. 
Point-spread-function (psf): the function characterizing the blurring of a signal. 
Artefact: a rather general term describing imperfections arising in the signal re-
. cording and analysis process. The term is often employed in medical signal 
processing and medical imaging contexts. The causes of such imperfections 
may be separated into three major categories: 
• Components of the recorded signal that are not part of the true signal. 
Such artefacts may arise from many sources, for example, limitations in 
the recording system or extraneous signals being detected by the recording 
instrument. 
• Errors occurring when assumptions upon which the instrument is based 
are no longer valid. A typical example of such artefacts occurs in ultrasonic 
imaging where the assumptions of constant propagation speed and uniform 
refractive index throughout the medium are often significantly in error and 
lead to false information in the recorded signal. 
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• Apparent, but incorrect, structure introduced by the processing performed 
on the measured data. An example of this is provided by the basic shift-
and-add algorithm (see §4.8) when it processes data from certain classes 
of object. Here false structures ( called ghosts) are induced in the recon-
structed signal by the processing. 
Reconstructed signal: a version of the true signal that results after applying 
restorative processing to the measured signal. 
1.2 The General Degraded Signal 
A general, contaminated and blurred, recorded signal s(t) can be expressed as the 
summation of individual signals, each of which are in general differently blurred, i.e. 
s(t) = L£i {/j(t),hj(t)} + c(t), 
j 
(1.1) 
where t is a vector uniquely identifying a position in space-time and £j is some 
arbitrary linear operator acting upon the Ph signal Jj(t) and the pb blurring function 
hj(t). c(t) is a function incorporating any contamination in the recording process 
that cannot be modelled by £j, All practical signal recording situations introduce 
contamination. Usually, the corruption caused by the contamination can not be 
separated from the true data, so that the conclusions derived from the measurements 
are constrained in accuracy by the level of the contamination. 
Signal processing problems require a recorded signal to be processed in some 
way to obtain a reconstructed signal. The processing usually involves isolating a 
particular feature of the recorded signal. Thus, invoking the notation defined in 
(1.1), it is appropriate to pose the General Signal Processing Problem: 
"Recover /j(t) for a particular value of j, given s(t)." 
The generality implicit in (1.1) means that it is impossible to construct an algorithm 
for solution, in all instances, of the general signal processing problem. Practical solu-
tions can only be obtained when the general problem is customized for the particular 
measurement situation. ' 
Consider a hypothetical situation, depicted in Fig. 1.2, in which it is required to 
isolate the sound produced by a single whale belonging to a large school of similarly 
sounding whales. Furthermore, the apparatus that is recording the sound is located a 
considerable distance from the whale of interest. In this situation the sound emitted 
by each whale is degraded because of multiple reflections off the whales, the sea's 
surface and any nearby obstacles. Thus, a blurred version of the sound of ea.ch whale 
impinges upon the detector. Consequently the task of extracting a 'deblurred' version 
of the 'call' of a particular whale is extremely difficult. 
On a somewhat more intricate scale, consider the difficulty in isolating the com-
ponent of the electrical activity, induced on the external surface of the body, by a 
single one of the many nerve cells controlling the heart. Here, the electrical signal 
emitted from each neuron is degraded by the passage through the tissue between the 
heart and skin. Thus, a superposition of degraded signals impinges on the detector. 
Some of these signals originate in the heart, but many are also due to other sources 
of electrical activity in the body, for example, the neurons controlling muscle tissue. 
It is, in effect, impossible to isolate the signal produced by a single neuron in such a 
degraded recording. -
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Sea Surface 
, Whales 
Figure 1.2: The task of isolating the sound by a particular whale in a large school of whales 
is extremely difficult since many blurred versions of the whales' sounds impinge upon the 
detector. 
By making the problem more specific, through dealing with special cases, the 
problem of recovering a particular f;(t) often becomes tractable. Many important 
practical signal recording situations exist in which the signal degradation can, at 
least to a good approximation, be expressed as such a special case. Two such special 
cases, which are of particular interest to this thesis, are introduced in the following 
sections. 
1.3 Intermingled Signals 
Consider a situation in which several signals impinge upon the recording apparatus, 
but it is desired to isolate only one of them. Often the sources of the signals are 
located in such a way that it is impossible to position the detector to prevent the 
extraneous signals from being detected. Furthermore, in the general signal recording 
situation described by (1.1), each of the signals impinging on the detector is blurred 
in some unknown manner. 
Consider now the special case of (1.1) in which none of the individual signals are 
blurred. It follows that£; and h;(t) in (1.1) disappear and the resulting composite 
signal, s(t), can be expressed as a summation of tl1e intermingled signals f;(t), i.e. 
s(t) = I::J;(t) + n(t). 
i 
(1.2) 
Thus, in this situation, the general signal processing problem involves separating the 
required signal from the extraneous ones. 
The task of separating the intermingled signals that comprise the recorded sig-
. nal can usually only be accomplished when specific characteristics of the individ-
ual constituent signals are known. For example, if it is known that the Fourier 
transforms of the component signals occupy different frequency bands, it is possible 
to separate the components by appropriately filtering the signal ( Oppenheim and 
Schafer 1975, Chapter 10). Another situation arises when a priori knowledge about 
the shape of characteristic features of the waveform are known. Pattern recognition 
techniques can then be applied, allowing the individual signals to be identified .,ind 
subsequently separated (Batchelor 1978). 
Examples of typical situations in which the signal of interest is obscured by ad-
ditional, extran~ous signals are listed in Table 1.1. Examination of this table reveals 
that this type of obscuration of the true signal typically occurs when measurements 
1.3. INTERMINGLED SIGNALS 
Recording situation Entity of interest 
Electrocardiography Electrical activity of the 
heart (ECG) 
Electroencephalography Electrical activity of the 
brain (EEG) 
Radio astronomy Stellar radio sources 
Radar Signal reflected from a 
particular object 
Typical extraneous signals 
All other electrical signals on 
the skin 
Electrical signals on the scalp 
not originating in the brain 
Background cosmic radiation 
Reflections from additional · 
targets (clutter) 
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Table 1.1: Typical signal recording situations in which signal analysis is complicated by 
extraneous signals impinging on the measuring instrument. 
of a.n intricate system a.re being ma.de. The problem is aggra.va.ted when, in addition, 
measurements must be ma.de a.t a. considerable distance from the source of interest, 
i.e. they a.re ma.de remotely. 
Such a. situation a.rises, for instance, in radio astronomy. Here a.n earth-based 
radio telescope is employed to capture electromagnetic radiation a.t radio wavelengths 
emitted from stellar objects. However, in addition to the radiation originating in the 
object of interest (i.e. the true signal), the universe has background radiation that 
also impinges upon the telescope. Thus, in the recording, an extraneous signal is 
intermingled with the signal of interest. 
The human body is another example of a.n intricate system containing many 
inaccessible 'components'. Here, the components are typically internally located 
organs. Since many of these organs a.re critical for the healthy functioning of the body, 
there is considerable interest in the measurement of the signals emanating from them 
for diagnostic purposes. To make direct measurements of internal organs, invasive 
techniques, which usually require surgery, are required. Unfortunately, this places a 
patient at considerable discomfort and often at risk. Thus, techniques allowing the 
information to be extracted from externally recorded, but necessarily intermingled, 
signals would be welcome. 
An example of an algorithm for retrieving and processing an intermingled sig-
nal originating in the body is described in Appendix B. The medical field in this 
measurement situation is neurology and the recording is of the electrical activity the 
brain. This signal is usually recorded by means of electrodes placed on the scalp and 
is called an electroencephalogram (EEG) (see Appendix A). The electrical voltages 
induced on these electrodes by the activity of the brain are recorded on a paper chart, 
which is subsequently 'read' by the EEGer. Since the duration of a typical record-
ing is 20-30 minutes, the EEGer must 'process' a very large amount of information 
when reading an EEG. Thus, a considerable amount of time and effort is expended 
by the EEGer. Some means of reliably automating tlw EEG analysis task would be 
desirable, both to relieve clinician fatigue and increase uniformity of the conclusions 
reached in the reading process (Ktonas 1983; Cotman 1985). 
One particular signal that is often required to be isolated in the EEG is well 
known to be characteristic of a patient suffering from epilepsy (Spehlmann 1981; 
Gevins 1984). Such epileptiform activity is intermingled with the other ongoing 
neurological signals that, although containing considerable potentially useful infor-
mation, have little or no relevance to the specific detection task. The particular algo-
rithm presented in Appendix B was developed by the author to automate the process 
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Situation Cause of blurring Blurring Type 
Speech processing (Markel Filtering caused by vocal tract psi 
and Gray,Jr. 1976) 
· Photography 
Astronomy (Barlow 1975) 
Ultrasonic imaging (Abbott 
and Thurstone 1979; Bates 
and Minard 1984) 
Seismology (Ulrych 1971) 
Out-of-focus camera psi 
Relative movement between the psi 
object and the camera 
Object viewed through a turbu-
lent medium · 
Non-ideal impulse propagated 
into earth's crust 
. psv/psi 
psi 
Table 1.2: Typical situations of technological importance requiring the reconstruction of 
a single blurred recorded signal. In several of these fields the exact nature of the recording 
situation determines whether the blurring can be considered psi or psv. 
of identifying this epileptiform activity. The algorithm operates in two distinct stages. 
The first stage is a feature extractor that outputs a list of features describing activity 
that has the shape of that expected of epileptiform activity. The second stage inputs 
the list of features and applies a rule based expert system to ascertain which of the 
features are truly epileptiform. Preliminary results have demonstrated the system's 
potential for detecting and classifying epileptiform activity. 
1.4 Blurred Signals 
A further special case of the general degraded signal arises when a single blurred 
signal b(t) impinges upon the measuring instrument .. Since there is only a single 
signal (i.e. j = 1), it is appropriate to remove the subscript j and the summation 
from the general equation. Thus, such a signal can be expressed as 
b(t) = £ {f(t), h(t)} + c(t). (1.3) 
The general linear operator £ and the psf h( t) together completely characterize the 
blurring. There are a multitude of situations of scientific interest in which a single 
blurred signal is recorded. Representative examples of such situations are listed in 
Table 1.2. 
Isoplanatic or point-spread-invariant (psi) blurring occurs when the psf is the 
same for the entire signal. When this is true, the linear operator in (1.3) reduces to 
convolution ( denoted here by 0 ). Thus, the isoplanatically blurred signal is described 
by 
b(t) = f(t)0h(t) + c(t). (1.4) 
Perfect isoplanatic blurring seldom (if ever) occurs in practice. However, in many 
situations the deviation from isoplanatism is limited, so the system can be considered 
as being effectively isoplanatic. Departures of the actual system from the isopla.natic 
model are readily incorporated into the contamination term, c(t), which is added to 
the ideally blurred signal /(t)0h(t) in (1.4). · 
When the point-spread-function (psf) causing the blurring varies appreciably 
throughout the recorded signal, the isoplanatic a.c,sumption is no longer valid. Such 
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(a) (b) 
Figure 1.3: Isoplanatic and nonisoplanatic blurring: (a) an isoplanatically blurred signal; 
(b) the same true signal blurred nonisoplanatically. 
blurring is called point-spread-variant (psv) or nonisoplanatic. Fig. 1.3 displays com-
puter generated examples of both an isoplanatically blurred and a nonisoplanatically 
blurred signal. The true signal has been chosen simple enough that one can imme-
diately see the degradation caused by the blurring. Note that, in the isoplanatically 
blurred signal Fig. 1.3(a), each of the isolated points of the true signal has been 
blurred identically. However, in Fig. l.3(b) each of these points has been blurred 
differently, indicating that this is nonisoplanatic blurring. 
For the special case of a single blurred signal, the general signal processing prob-
lem posed in §1.2 becomes one of removing the blurring. For nonisoplanatic blurring, 
considerably more information must be available to overcome the blurring than for 
isoplanatic blurring. Thus, practical algorithms for overcoming nonisoplanatic blur-
ring are, as yet, rarely realizable. Therefore, discussion in this thesis is restricted 
to those situations where the blurring can be considered isoplanatic. Consequently, 
the term blurring is hereafter understood to mean isoplanatic blurring unless it is 
explicitly stated otherwise. 
Blurring occurs in many situations of considerable importance. For example, in 
speech processing applications it is often appropriate to consider a speech waveform to 
be a blurred version of an excitation function which is produced by the vocal chords 
(Markel and Gray, Jr. 1976). The blurring can be usefully assumed isoplanatic 
throughout short intervals having durations of a few ( e.g. no more than 3) pitch 
periods. So, each short segment of a recorded speech signal is the convolution of the 
excitation function and the vocal-tract response. This convolution relationship has 
important practical implications for many speech processing tasks, including speech 
recognition and speech synthesis, since it often allows the excitation function and 
the vocal tract response to be separated. Another example of blurring is provided 
by seismic exploration in situations where an explosion creates a pulse of seismic 
energy that propagates through the earth. By measuring the reflections of the wave 
off various layers of the earth's crust, information about the earth's composition 
can be obtained (Ulrych 1971). However, this required information is blurred by 
a function describing the nonideal shape of the seismic wave. Image processing is 
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(a) (b) 
Figure 1.4: True signals for image processing examples presented in this chapter: (a) the 
true signal for Fig. 1.5; (b) the true signal for Fig. 1.6. 
also much concerned with situations involving isopla.natic blurring. The majority 
of the subsequent discussion of blurring in this thesis is directed toward describing 
and overcoming the blurring of images arising in various technical and scientific 
applications. 
Four particularly common forms of functions causing blurring in image processing 
applications, have been identified by Bates and McDonnell (1986). These psfs, and 
the blurring each produces, are now discussed with reference to Figs. 1.4, 1.5 and 1.6. 
When a photograph is taken with an out-of-focus camera, the resulting signal can 
be considered to be the true signal convolved with a psf that characterizes the out-of-
focusness of the lens. For many types of camera lenses, this psf can be approximated 
by a uniform disk whose diameter is related to the severity of the out-of-focusncss. 
Such a psf is depicted in Fig. 1.5( a). The blurring ca.used by this psf when the true 
signal shown in Fig. ·I.4( a) is viewed, is apparent in Fig. 1.5(b ). Note that the psf 
shown in Fig. 1.5( a) is symmetric, as all psfs describing out-of-focusness are expected 
to be. This has important practical implications for algorithms designed to remove 
out-of-focus blurring, as described in Chapter 7. 
Another type of blurring is evident when relative movement occurs between a 
camera and an object while making an exposure. This psf would a.rise, for instance, 
when a photographer 'bumps' the camera while ma.king an exposure, or when the 
camera is held stationary and the object, say a rapidly flying bird, moves. In such 
situati_ons the recorded signal is blurred by a psf characterizing the motion. For a 
constant linear motion the psf is a straight line of uniform amplitude. An example 
of such a psf and the blurring it causes are provided by Fig. l.5(c)) and Fig. l.5(d). 
The third form of psf is a collection of random impulses, which commonly a.rises 
when emanations from the object must pass through a turbulent propagation medium 
to reach the detector. Provided the time taken to make the recording is sufficiently 
short that the turbulence is effectively frozen, the recorded signal can often be usefully 
approximated as the true signal convolved with a psf consisting of random impulses. 
This psf can be considered to characterize the medium for that recording. Such a 
psf, and a recorded signal that has been degraded by it, arc depicted in Fig. 1.6(a) 
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(a) (b) 
(c) (cl) 
Figure 1.5: Examples of isoplanatic blurring typically occurring in photography. The true 
signal being recorded in these examples is shown in Fig. 1.4(a): (a) when an exposure is made 
with an out-of-focus camera the psf describing the lens is a uniform disk; (b) each point in 
the object is blurred by the psf to produce the degraded signal; (c) the psf characterizing a 
particular motion of the camera ( or object) whilst an exposure is being made; ( cl) the blurred 
signal resulting from the psf, (c). 
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and Fig. l.6(b ). 
There are many practical measurement situations in which signals are required 
to be recorded through a fluctuating medium. Consider, for example, the randomly 
fluctuating atmosphere of the earth. When observing celestial objects with a earth-
based telescope (see Fig. 1.1) the radiation necessarily passes through this medium. 
Consequently, the recorded signal is severely blurred and details of the true signal 
are not immediately apparent in the recorded signal. This astronomical imaging 
situation, and algorithms for overcoming its inherent blurring, are discussed further in 
Chapters 4 and 6. Astronomical imaging is not the only signal measurement situation 
in which fluctuations in the earth's atmosphere degrade a recording. Consider, for 
example, the image recording situation in which, say, a zoologist is attempting to take 
a long-distance photograph of a desert animal. When the atmosphere of the earth is 
cool and still, very little degradation of the recorded signal is evident. However, when 
the earth's surface is heated by the sun, movement is induced in the lower regions 
of the atmosphere. This phenomenon is commonly known as heat haze and causes a 
blurring of the recorded signal. Fluctuating media also degrade signal measurement 
processes in fields other than image processing. For example, the random impulse 
psf also arises when performing acoustic imaging in a fluid media, especially water 
(see §4.8.4). 
The fourth form of psf identified by Bates and McDonnell (1986) is similar in 
form to a gaussian function. Again, many examples of such a psf arise in practice. 
For instance, reconsider the situation involving the recording of astronomical signals 
with an earth-based telescope. Suppose now, however, that instead of making short 
duration exposures, the telescope is operated conventionally i.e. it tracks the object 
across the sky averaging the incident signal for many seconds, minutes, or even hours. 
The resulting long exposure signal can be considered to be the true signal convolved 
with a gaussian type psf. An example of such a psf and the blurring it causes are 
shown in Fig. 1.6( c) and Fig. 1.6( d). Comparing the blurred signal Fig. 1.6( d) with 
the true signal Fig. 1.4(b ), reveals that the blurring has destroyed most of the detail 
apparent in the true signal. 
In some situations it is possible to record a sequence, or ensemble, of differently 
blurred versions of the true signal. Consider a signal recording situation in which the 
blurring function (i.e. h( t)) changes with one of the dimensions of the space-time vec-
tor, t, while the true signal J(t) is invariant for changes oft in that dimension. Such 
a situation, that of recording short exposure images through a turbulent medium, 
has already been discussed in this section. In this situation the medium changes with 
time, while the object being observed is temporally invariant. It follows that it is 
thus possible to record an ensemble of differently blurred versions of J( t) by mak-
ing a series of measurements at different times. Invoking the integer m to identify 
members of the ensemble, a typical recorded signal can be specified as b( t, m ). If the 
ensemble contains, say, !vf members then 
b(t, m) = J(t)0h(t, m) + c(t, m); m = 1, 2, ... , M, (1.5) 
where h(t, m) and c(t, m) are the psf and the contamination for the m th member of 
the ensemble. 
Due to significant advances made in recent years, it is now often possible to 
recover the true signal from an ensemble of isoplanatically blurred versions of that 
signal without knowledge of the psfs that cause the blurring in each of the individual 
signals. Even more recent advances have enabled the true signal to be recovered 
from a single blurred version . These advances allow deconvolution to be much more 
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(a) (b) 
(c) (d) 
Figure 1.6: Examples of isoplanatic blurring commonly occurring when viewing an object 
through a turbulent propagation medium. The true signal for these examples is shown in 
Fig. l.4(b): ( a) a psf describing the blurring evident in an exposure made with sufficiently 
short duration that the turbulence is effectively frozen . Such a psf consists of a collection of 
random impulses; (b) the resulting blurred signal; ( c) a gaussian psf typifying the blurring 
apparent when a long exposure image is made through a turbulent propagation medium; ( d) 
the resulting blurred signal that exhibits virtually none of the detail apparent in the true 
signal. 
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generally applicable than it has traditionally been, since a blurred signal can be 
deblurred with less, and often no, a priori information about the nature of the 
blurring. In §1.5 several deconvolution problems are posed, and the various classes 
of algorithms that have been devised for implementing deconvolution are briefly 
introduced. Section 1.5 also indicates in which subsequent chapters of this thesis 
these algorithms are discussed in detail. 
1.5 Reconstruction of Blurred Signals 
This section introduces and defines terminology for categorizing techniques for over-
coming the blurring (i.e. the deblurring) of signals. Since the isoplanatic blurring 
assumption is taken to be valid the blurring can be expressed as a contaminated 
convolution. Consequently, the process of deblurring a signal is often termed decon-
volution. Classes of deconvolution algorithms are here discussed using the notation 
of (1.4) and (1.5). 
The conventional deconvolution problem is posed as: 
"Given a blurred signal s(t), and an estimate of the psf h(t), recover 
J(t)." 
Here, since the psf h( t) which causes the blurring is provided, a filter allowing the 
blurring to be removed can be derived from it. Algorithms to implement conventional 
deconvolution are reviewed in Chapter 3. Some of the many proven applications of 
these algorithms include speech processing (Markel and Gray, Jr. 1976), communi-
cations engineering (Haykin 1983) and image processing (Andrews and Hunt 1977). 
The blind deconvolution problem is posed as: 
"Given only s( t) ( or an ensemble of such signals), recover J( t )." 
Since the form of the blurring psf is not available, conventional deconvolution algo-
rithms can not be applied. Because an estimate of the psf is not needed for algorithms 
that implement blind deconvolution, they have much wider potential application than 
algorithms for conventional deconvolution. It is useful to further subdivide the blind 
deconvolution problem into two categories. 
Ensemble blind deconvolution algorithms operate on an ensemble of differently 
blurred versions of the true signal and are thus posed as: 
"Given an ensemble of differently blurred versions of the true signal 
s( t, m ); m = 1, ... , M, recover the true signal J( t )." 
Such an ensemble of differently blurred signals is described by (1.5). By appropri-
ately processing the ensemble it is often possible to recover J( t ). Ensemble blind 
deconvolution algorithms are discussed in §3.2 and Chapter 4 and a new algorithm 
and extensions to it are discussed in Chapter 6. These algorithms find application, for 
instance, in astronomical imaging (Bates 1982b; Roddier 1988), ultrasonic imaging 
(Bates and Minard 1984) and speech processing (Brieseman et al. 1987). 
In the general blind deconvolution problem on the other hand, only a single 
blurred signal is available. Thus, it is posed as: 
"Given only s(t), recover J(t)." 
General blind deconvolution, as it is posed here, is the most general class of decon vo-
lution problem considered in this thesis. The conventional deconvolution problem and 
the ensemble blind deconvolution problem can both be considered as specializations 
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of this problem. General blind deconvolution is also the most difficult class of decon-
volution problem to solve, since one is presented with the least amount of information. 
Algorithms capable of achieving general blind deconvolution have only recently been 
reported (Bates and Davey 1988) ( cf. Lane 1988; Ayers and Dainty 1988; Davey 
et al. 1988a) and are typically iterative in nature. They have been derived mainly 
from the various methods for solving the Fourier phase problem that are discussed 
in Chapter 5. A discussion of general blind deconvolution algorithms is presented in 
Chapter 7. Potential practical_ applications for these algorithms arise in many fields 
of image processing (Bates and McDonnell 1986). Typical examples are astronom-
ical imaging (Bates and Davey 1988), photography (Bates and McDonnell 1986), 
crystallography (Ramachandran and Srinivasan 1970) and electron microscopy (Sax-




In this chapter are grouped various concepts, terminology and mathematical tools 
that are fundamental to the presentation of the algorithms found in subsequent 
chapters. This grouping is intended to provide a mathematical and conceptual frame-
work upon which the algorithms described throughout this thesis can be developed. 
Grouping these concepts in a single chapter provides the reader with a convenient 
reference source when reading subsequent chapters. 
Concepts that are applied in general image processing applications are introduced 
in §2.1. Complex numbers, vectors, sampling, pixellated images, image energy, image 
support and image-form are discussed. The concept of mathematical operators that 
transform data from one 'space' to another is also introduced. Many of the variables 
and symbols that appear consistently throughout this thesis are also defined in this 
section. 
The linear operations of convolution and correlation are discussed in §2.2. The 
autocorrelation operation, or the correlation of a function with its complex conjugate, 
is also introduced in this section. 
The Fourier transform (Bracewell 1978; Bates and McDonnell 1986), a uniquely 
invertable operation that produces the spectrum of a signal, is introduced in §2.3. 
The theory behind this transformation was originally introduced (in primitive form) 
by, and was subsequently named after, Joseph Fourier (1768- 1830) following his 
investigation of how periodic functions could be represented in terms of sine and 
cosine functions (Kreysig 1979). The Fourier transform has proven to be extremely 
useful in many areas of science, one being image recovery, as this thesis testifies. 
Properties of the Fourier transform that are utilised in this thesis are discussed 
in §2.4. For example, the convolution theorem reveals that the convolution of two 
images can be obtained by taking the Fourier transforms of the images, multiply-
ing these Fourier transforms together and inverse Fourier transforming the result. 
Hence, the computationally expensive operation of direct convolution is reduced to 
the operations of Fourier transformation and multiplication, that are usually much 
less computationally demanding. 
When computing the Fourier transform of a sampled signal, a special form of the 
transform, called the discrete Fourier transform (DFT) (Stanley 1975, Chapter 9), 
is conveniently invoked. Considerable advances have been made in algorithms for 
implementing the DFT on a digital computer with the most popular of these algo-
rithms being the fast Fourier transform (FFT) algorithm (Cooley and Tukey 1965; 
Ramirez 1985). The DFT and FFT algorithms, and practical implications implicit 
with their usage are discussed in §2.5. 
The z-transform is another invertable relation that can usefully be employed to 
assist with the analysis of signals that are sampled at equispaced intervals (Bracewell 
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Figure 2.1: The complex plane showing the general complex variable z and its complex 
conjugate z* . 
1978, pp. 257 ff.). This transform and its relationship to the Fourier transform are 
discussed in §2.6. 
Entire functions are a particular class of functions with properties that can use-
fully be exploited in many applications (Requicha 1980) since it transpires that the 
Fourier transforms of practical signals can be considered to be entire functions. A 
useful property of entire functions is that they are completely characterized by their 
( complex) zeros. This property is applied extensively in this thesis, so §2.8 is devoted 
to introducing these functions. 
Much of the material presented in this chapter can be found in many books that 
cover details of Fourier theory ( cf. Goodman 1968; Bracewell 1978; Kreysig 1979; 
Bates and McDonnell 1986). 
2.1 Imaging Concepts 
Complex numbers have been considered a useful tool by mathematicians and scien-
tists alike, for several centuries since the concept was first introduced by Girolamo 
Cardano (1501-1576) to solve algebraic equations that had non-real roots (Kreysig 
1979). 
The concept of the complex plane is useful to aid in visualising complex numbers 
(see Fig. 2.1). This plane is analogous to the one-dimensional number line of real 
numbers. A position on the one-dimensional number line is specified by a single 
number. However, to specify a point on the two-dimensional complex plane, a pair 
of real numbers is needed. Consider the general complex variable z . The location of 
z on the complex plane can be uniquely specified by a pair of real variables ( x, y ). 
Invoking the imaginary unit i, which is defined to be one of the solutions to ✓(-1), 
z can be written z = x + iy. The Cartesian coordinate values x and y are termed 
the real and imaginary parts of z, here denoted by R [z] and I [z] respectively, and 
are both real numbers within the range -oo to oo. 
Alternatively, the complex number z = x + iy can be expressed as a cylindrical 
polar coordinate, z = re(iO), where r = x2 + y2 is a positive real number and 0 = 
tan-1 (y/x) is a real number with a principal value in the range -7r to 1r. rand 0 
are termed the magnitude and phase of z, and a.re here signified by Jzl and P [z] 
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Space 
Dimension (K) 
1 2 >2 
Image q(x) q(x, y) q(x) 
Fourier Q(u) Q(u, v) Q(n) 
z Q(() Q((, ,) Q(() 
Table 2.1: Notation to describe an arbitrary fun ction in image-, Fourier- and z-space. 
respectively. Thus, z can be defined either by 
z = x + iy = R [z] + iI [z] (2 .1) 
or by 
z = rei0 = lz le1P(z). (2.2) 
The complex conjugate of z is defined as R [z] - iI [z] and is here denoted by a.n 
superscript asterisk appended to the variable. Thus, 
z * = R [z] - iI [z] = x - iy = lzle1Plz) = re-18• (2.3) 
An arbitrary vari able z, and its complex conjugate z*, a.re plotted on the complex 
plane depicted in Fig. 2.1. 
Vector quantities are denoted throughout this thesis by bold face variables. For 
example, the position vector identifying a.n arbitrary point in image-space is written 
x . The dimensionality of the vector, or equivalently of space, is apparent from the 
context in which it appears. When dimensionality is explicitly specified, it is denoted 
by the integer K. When](= 1 (i.e. one-dimensional space) the position vector x can 
be replaced by the single variable x . When J( = 2, the pair of independent variables 
(x, y) may be specified (see Table 2.1). 
When processing scientific data it is often useful to invoke mathematical trans-
formations. Such processing is said to transform the data from one space to another. 
Two such transformations, which find extensive application in this thesis, and which 
are described in subsequent sections in this chapter, are the Fourier transform and the 
z-transform. The spaces spanned by the data after application of these transforma-
tions are here termed Fourier-space - sometimes alternatively called visibility-space 
in interferometric contexts (Fright 1984) or reciprocal-space by crystallographers (Ra-
machandran and Srinivasan 1970), and z-space respectively. The position vectors in 
Fourier-space and z-space are here denoted u and(. Again, when K = 1 or 2 it is of-
ten convenient to replace the vector with its component variables. The corresponding 
notation is listed in Table 2.1. 
The true object (§1.1) is signified by the function f(x) throughout this thesis. 
An estimate of an image is denoted by the same variable as the image but is adorned 
with a circumflex accent or hat. Thus, an estimate of the true object J(x) is written 
J(x). 
2.1.1 Sampling 
To be represented in a digital computer, a continuous signal must be sampled 
(Bracewell 1978, Chapter 10). The process of sampling is thus inherent in all digital 
processing. Since the algorithms discussed in this thesis a.re all implemented with the 
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Figure 2.2: Sampling of signals: (a) A continuous bandlimited one-dimensional function 
qc(x); (b) q(x), the signal resulting from sampling qc(x) with a sampling function having a 
sampling interval b.. 
aid of a digital computer, all signals are assumed to be sampled unless it is explicitly 
stated otherwise. 
Usually, a series of equispaced samples of the signal is recorded, or specified, to 
give an approximation to the signal ( see Fig. 2.2). The spacing between samples is 
here called the sampling interval and is denoted by the vector~ - The components of 
~, i.e. ~ 1 , ~2, ... , ~K, specify the sampling interval in each Cartesian direction. The 
reciprocals of these components, i.e. 1/ ~ 1 , 1/ ~ 2 , ... , 1/ ~K, are called the sampling 
frequen cies (or sampling rates) in the components' Cartesian directions. Provided 
the sampling frequency in each coordinate direction is above the Nyquist frequency 
(i.e. twice the maximum frequency present in the signal), the samples contain all the 
signal information (Stanley 1975, §3.3). If the Nyquist sampling criterion is not met 
then signal information is lost due to aliasing (Bracewell 1978, Chapter 6). 
The signals that are discussed most often in this thesis are functions of space 
and are usually called images. It is therefore appropriate to introduce terminology 
commonly employed when discussing images and image processing in the following 
subsections. 
2.1.2 Pixellated Images 
The term pixel ( a contraction of 'picture element') is invoked to describe the element 
that is the basic volume unit of an image. Pixel is most straightforwardly understood 
in two-dimensional image processing applications where it is a two-dimensional area. 
However, its use is extended in this thesis to also include the basic volume unit of 
an image of any dimensionality. No confusion is caused by also using the term pixel 
to denote the value of the image within the volume element. 
In general, each pixel of an image is a complex number. Such an image is said 
to be complex-valued, or simply complex. A real-valued image, or real image, is 
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a special case of the complex image in which the imaginary part of every pixel is 
identically zero. Thus, the phase of a real image is restricted to the values of O or 1r. 
A non-negative real image (called a positive image) is a special case of a real image 
in which the real part of every pixel is restricted to having a non-negative value. 
· Consequently the phase of a positive image is everywhere zero. 
Most naturally occurring radiating objects are spatially incoherent in the sense 
that the emanations arising at separate locations within the object do not exhibit 
significant correlation (Born and Wolf 1970, §7.1). Therefore, each of these 
emanations can be considered to be an independent signal. vVhen imaging such 
objects it only makes sense to record the time average of the intensity impinging on 
the imaging instrument's detector. Thus, the recorded images are positive (Bates 
and McDonnell 1986, §3). 
Algorithms designed to process positive images find widespread application since 
recordings of spatially incoherent objects are often made. However, plenty of practi-
cal situations exist where objects are both spatially and temporally coherent. In these 
situations phase information is needed to fully characterize signals. This information 
can often be inferred directly, for example, in ultrasonic imaging (Wells 1982; Minard 
et al. 1985) and radio astronomy (Thompson et al. 1986) . Thus , algorithms capable 
of processing complex images also have many potential practical applications. Since 
a positive image is a special case of a complex image, algorithms for processing com-
plex images can be regarded as considerably more general than those for processing 
positive images. 
2.1.3 Image Energy and Signal-to-Noise Ratio 
The energy of the image q(x) is defined by 
£ [q(x)] = j(K)j lq(x)l2 dx, (2.4) 
where f(K)f signifies K-dimensional integration and the term dx implies the K-
dimensional volume element. When no integration limits are specified it is under-
stood that the integration is to occur over the entire K-dimensional space. 
To realistically model a practical imaging situation with the aid of a digital 
computer, it is essential to account for contamination which can often be modelled 
as being additive. Thus, letting a superscript tilde denote the contaminated version 
of an image, q(x) is written 
ij(x) = q(x) + c(x), (2.5) 
where c(x) is the additive contamination. The level of contamination is specified in 
decibels ( dB) by 
£ (c(x)] 
fdB = 10log10 £ [q(x)J" (2.6) 
Pseudo-random noise, which is uniformly distributed between two constant values 
a and b (a ~ b), is used to model contamination in examples of image processing 
presented throughout this thesis. Contamination is added to the three image-classes 
introduced in §2.1.2 in the following manner: 
(i) For situations in which q(x) is real, the value bis chosen and, unless otherwise 
specified, a is set to be -b. 
(ii) When q(x) is positive , it is unrealistic for the contaminated image to be negative 
anywhere. Thus, the same procedure as that adopted for real images is applied, 
except that all negative pixels of ij(x) are set to zero. 
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(iii) When q(x) is complex, c(x) is also complex, having both a random magnitude 
(uniformly distributed in the range Oto b, where bis a positive constant) and 
a random phase ( uniformly distributed in the range -1r to 1r ). 
It is often realistic to take the contamination to be independent from pixel to 
pixel. In some applications, however, the contamination recorded in adjacent pixels 
Ci!, ,n?t b~ .c2~sip,e e_ t0 b_e i,n_d~pende- t, Le : t j s .coi:rela ~ .d,- ThJ~ ~ r1rla{ed c9n- . 
tamination is modelled in severai of the simulations presented in subsequent chapters 
of this thesis. The modelling is achieved by, first, generating uncorrelated contami-
nation ( as described in the previous para.graph), Fourier transforming it, windowing 
(i.e. low-pass filtering) the result and, finally, inverse transforming. The 'amount' of 
correlation in every coordinate direction is here specified by the para.meter Cr, which 
is defined by 
Umax,k 
Cr=---, k = 1, ... ,1( 
Ucutoff,k 
(2.7) 
where Umax,k is the maximum spatial frequency present in the k t.h coordinate direction 
of the uncorrelated image and Ucutoff,k is the cutoff frequency of the low-pass filter 
in that coordinate direction. When specifying correlated contamination the two 
parameters, fdB and Cr, are quoted. 
2.1.4 Image Support 
The support of q(x), here denoted by S [q(x)), is the region outside of which 
lq(x)I < f, (2.8) 
and inside of which 
lq(x)I 2 f, (2.9) 
where f is some positive constant small enough to be deemed negligible. When this 
region is finite the image is said to have finite support. In practice a recorded image 
is contaminated and f is most appropriately chosen to be the root-mean-square ( rms) 
magnitude of the contamination. 
The image-box B [q(x)] of the image q(x) is the rectangular box, with sides 
parallel to the chosen Cartesian coordinate axes, that just encloses S [q(x)] . The 
image-box is always larger than, or equal to, S [q(x)] (Bates 1982b ). Thus, 
S [q(x)] CB [q(x)], (2.10) 
where C denotes 'is a subregion of'. The extent of the image in the k th coordinate 
direction is defined as the length of the image-box in that direction. It is here denoted 
by Lq(xk)- Fig. 2.3 illustrates the concepts of support, image-box and extent of an 
arbitrary two-dimensional image. 
All real-world images effectively have a finite extent in each coordinate direction. 
They also have finite amplitude (Requicha 1980), where finite amplitude means that 
the image satisfies 
lq(x)I < oo for all x. (2.11) 
Such an image is called compact (Fright 1984, p. 13). 






Figure 2.3: The support, image-box and extent of an arbitrary two-dimensional image 
q(x, y). 
2.1.5 Image-Form 
When an image is shifted from one location in image-space to another, the image 
remains the same, i.e. its 'form' is unchanged. Similarly, the appearance of an image 
is not altered by making it brighter or fainter, or by reflecting it in the origin of 
image-space (i.e. rotating the image half a turn) and reversing its phase. Consider 
the general complex image q(x) and the arbitrary constants k1, k2, x1 and x2. The 
scaled and translated image k1q(x - x 1 ) and the scaled, translated, reflected and 
conjugated image k2q*(-x-x2) are said to have the same image-form as q(x) (Bates 
and McDonnell 1986, §20). 
The concept of image-form is useful because, in many situations of importance 
in image processing, it can be reconstructed when other information about the image 
can not be recovered. For instance, 'the absolute brightness of an image may not be 
recoverable in situations where the image-form, which contains the relative brightness 
of the image's pixels, can be readily reconstructed. 
2.2 Linear Systems 
A linear system has the property that the response from several simultaneously ap-
plied inputs ( stimuli) produce the same result as the summation of the responses from 
each of the stimuli applied individually ( Goodman 1968, p. 4 ). This, tlie linearity 
principle, can be expressed as (Goodman 1968, p. 18) 
(2 .12) 
where £ [·] is the linear system transformation that maps the stimul.us f(x) to the 
output s(x), i.e. 
s(x) = .C [f(x)]. (2 .13) 
If the system is linear then (2.12) is true for all inputs f 1(x) and h(x) and for all 
constants k 1 and k2 . Alternatively, a linear system can be viewed as a system in 
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which parameters characterizing the system are not dependent upon the nature or 
level of the stimuli (Stanley 1975, p. 2). 
Linear systems are important for two reasons. Firstly, many physical phenom-
ena are found experimentally to exhibit the linearity principle (Goodman 1968). 
Secondly, mathematical tools for handling such systems are well developed. One 
such tool, which finds widespread application in signal processing contexts, is the 
delta function. 
The Dirac delta, or impulse, S(x) is a function effectively having a non-zero value 
(which is in fact infinite) for only a single value of x (Bracewell 1978, §5). It can be 
defined by the integrals · 
{ S(x) dx = 1 and 
JT+ 
{ S(x) dx = 0, lT- (2.14) 
where T+ is an infinitisimally small region containing x = 0 and r- is all regions 
not containing T+. One of the many useful properties of the function is the sifting 
property (Goodman 1968, p. 18) 
j(K)j J(x)S(x - x') dx = J(x') (2 .15) 
which shows that any image can be considered as a sum of weighted delta functions 
e.g. 
f(x) = jU()j f(x')S(x - x') dx'. (2.16) 
The response of the system to a single translated delta function is called the 
point-spread-function (psf) and is defined as 
h(x,x') = £, [S(x - x')]. (2.17) 
If the system is linear the output can be obtained by integrating the response to the 
individual delta functions. Thus, if g(x) is the output of the linear system, 
g(x) £, [J(x)] 
£ [JU()j f(x')8(x - x') dx'] 
jU()j f(x')l [8(x - x')] dx' 
j(I<)j f(x')h(x, x') dx'. (2.18) 
An important subset of linear systems are those for which x and x' are of the same 
dimension and the psf depends only upon the difference between x and x' ( Goodman 
1968, p. 19), i.e. 
h(x, x') = h(x - x'). (2.19) 
Such systems are called point-spread invariant or isoplanatic (see §1.4). Substituting 
(2.19) into (2.18) yields the convolution integral (Bracewell 1978, p. 243) 
g(x) = j(K)j J(x')h(x - x') dx', (2.20) 
or, when invoking the explicit convolution notation, 
g(x) = J(x)0h(x). (2.21) 
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In practice no imaging system is exactly isoplanatic over the entire plane. For 
comparatively small departures from exact isoplanatism it is appropriate to assume 
that the system is effectively isoplanatic, with the departures lumped into a contam-
ination term (which also includes measurement noise - see §1.1), i.e. 
g(x) = J(x)0h(x) + c(x). (2.22) 
However, when the departures from isoplanatism are large it is often useful to split the 
plane into smaller regions, called isoplanatic patches (Goodman 1968, §2.2), within 
which the assumption of isoplanatism is usefully valid. 
The functions f(x) and h(x) in (2.21) are said to be the components of the 
convolution. A function that cannot be expressed as the convolution of two or more 
components is said to be irreducible (Bates and Lane 1987b ). It is here understood 
that 8(x) is not classed as a component function, since a function is not altered by 
convolution with 8(x) i.e. 
g(x) = g(x)08(x). (2.23) 
A function that is not irreducible is said to be composite (Lane and Bates 1987a) . A 
function, g(x), that is the convolution of N components, fn(x); n = 1, ... , N, i.e. 
g(x) = fi(x)0h(x)0 . .. 0 /N(x) (2 .24) 
is here said to be N-composite. 
The correlation integral is similar to the convolution integral and is defined by 
(Bates and McDonnell 1986, §7) 
a(x) jU()j f(x')h(x + x') dx' 
J(x) * h(x), (2.25) 
where* denotes K-dimensional correlation and a(x) is the resulting correlated func-
tion. A useful concept based on the correlation integral is the autocorrelation func-
tion, which is defined as the correlation of a function with its complex conjugate 
(Bates and McDonnell 1986, p. 25). Thus, the autocorrelation of the function f(x) 
is defined by 
A [J(x)] = J J(x) f*(x) * J(x) 
J(x)0J*(-x), (2.26) 
where A[·] signifies the operation of autocorrelation and ff(x) is the resulting auto-
correlation function. 
When all the component functions of a convolution a.re compact it follows from 
(2.20) that, in general, the resulting convolution is of greater extent in ea.ch coordinate 
direction than each of the components. This increase in the extent is, however, 
limited by the relationship that the extent of the convolution in each coordinate 
direction can be no greater than the sum of extents of each of the component functions 
in that coordinate direction, i.e. 
(2.27) 
When each of the component functions is positive (§2.1.2), the equality in (2 .27) 
holds. Following Bates and McDonnell (1986, §7), the resul t contained in (2.27) is 
called the extent of convolution theorem. A theorem, corresponding to that contained 
in (2.27) (but with 0 replaced by*) , can be derived for correlation. The increase in 
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extent caused by convolution can be observed in the examples of blurring presented 
in Figs. 1.5 and 1.6. 
If it is known that a function is positive, then the extent of that function can be 
uniquely deduced from knowledge of the extent of its autocorrelation. From (2.26) 
and (2.27) it follows that 
for all k. (2.28) 
This relationship is conveniently termed the extent of autocorrelation theorem. 
2.3 The Fourier Transform 
The Fourier transform provides a unified mathematical approach to the study of a 
diverse range of linear systems. Electrical networks, antennas, signal analysis and 
image processing are just some of the topics that can usefully be studied with its 
aid (Bracewell 1978). Typically, one invokes the transform as a mathematical tool in 
order to replace a problem that cannot be solved easily with one that can be readily 
solved. In addition to being a powerful mathematical tool, the Fourier transform 
also has a definite physical meaning in many situations. Antennas, lenses, eyes and 
ears are just some of the artificial and naturally occurring devices whose operation is 
closely modelled by this transform. Table 2.2 lists further physical systems involving 
the Fourier transform. 
Following Bates and McDonnell (1986, §6) ( cf. Bracewell 1978, p. 6) the Fourier 
transform of the general continuous function f(x) is defined by 
F[f(x)] = F(u) = Ju()J J(x)e127fU•X dx, (2.29) 
where F[·] signifies Fourier transformation, the upper-case version of a lower case 




The inverse Fourier transform corresponding to (2.29) is defined by 
y:--l [F(u)] = f(x) = Ju()J F(u)e-t21fX•U du. 
(2.30) 
(2.31) 
The image resulting from the Fourier transform operation is said to be the spectrum 
(Bracewell 1978) or visibility (Thompson et al. 1986) of the image. The term spec-
trum is adopted throughout this thesis. f(x) and F( u) are said to form a Fourier 
transform pair, denoted by J(x) t--t F(u). The arrow emphasizes the invertible re-
lationship existing between the image and its transform, that is f(x) = ;:--1 [F(u)], 
which always exists provided the integrals are convergent (Bates and McDonnell 
1986, §6) . An example of the Fourier transform of a two-dimensional image is shown 
in Fig. 2.4. 
When I( = 2, x and u may be replaced by the respective pairs of independent 
variables (x,y) and (u,v). Equation (2.29) is then written 
F(u,v) = J J f(x,y)e121f(ux+vy) dx dy. (2.32) 
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Application Object Spectrum Image 
X-ray and neutron Electron density of Diffraction pattern Positive 
crystallography molecular structure 
(Ramachandran and 
Srinivasan 1970) 
Microscopy ( acoustic, Transmissivity or Back focal plane field Complex 
light and electron) reflectivity of 
( cf. Missell 1978) specimen ( complex 
quantities in general) 
Interferometry and Spatially incoherent Interferometric spatial Positive 
spectroscopy radiating source frequency spectrum 




Radio engineering Coherently radiating Far-field (Fraunhofer) Complex 
Ultrasonics or induced source radiating pattern 
Acoustics distributions 
Laser optics 
Communications Signal Temporal frequency Real 
Speech processing spectrum 
Spectroscopy Signal Frequency spectrum Real 
Table 2.2: Physical systems involving the Fourier transform. (After Fright 1984.) 
In polar coordinates (2.32) is expressed as (Bates and McDonnell 1986, §6) 
F(p; c/>) = F[f(r; 0)] = fo00 fo27r J(r; 0)e'21rprcos(¢-B) r d0 dr, (2.33) 
where ( r; 0) (§2.1) and (p; ¢>) are the image-space and the corresponding Fourier-
space polar variables. A semicolon inside parentheses signifies that the preceding 
and following variables are radial and angular ordinates respectively. 
2.4 Properties of the Fourier Transform 
Properties of the Fourier transform that are utilized in this thesis are summarized 
in Table 2.3. Derivations of these properties are presented in several texts (see, for 
example, Goodman 1968, pp. 276 ff.; Bracewell 1978; Haykin 1983, pp. 23 ff.). 
Symmetry properties are important when applying Fourier theory. Therefore, 
terminology defining signal symmetry is introduced here in terms of a complex func-
tion q(x). An even function has the property that q(x) = q( -x). An odd function is 
defined by the relationship -q(x) = q(-x). Yet another symmetry is provided when 
the signal q(x) has a real part that is even and an imaginary part that is odd. Such 
a function is conjugate-symmetric, or alternatively hermitian (Bracewell 1978), and 
is succinctly described by 
q(x) = q*(-x). (2.34) 
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Property Mathematical Description 
1. Linearity aqi(x) + bq2(x) +-> aQi(u) + _bQ2(u) 
2. Image-space shifting q(x - xo) +-> Q(u)e(+,2.-u-xo) 
3. Frequency shifting e(121rUc·X)q(x) _.. Q(u - nc) 
4. Area under q(x) J(I()J q(x) dx = Q(O) 
5. Area under Q(u) 
q(O) = j(I()J Q(u) du 
6. Energy conservation jU()j jq(x)l2 dx = jU{)j IQ(u)l2 du (Parseval's Theorem) 
7. Differentiation in -fxq(x) +->-Z271'uQ(u) 
image-space 
8. Conjugate functions If q(x) +-> Q(u), 
then q*(x) +-> Q*( - u) 
9. Convolution theorem qi(x)0q2(x) +-> Qi(u)Q2(u) 
10. Multiplication in qi(x)q2(x) +-> Qi(u)0Q2(u) 
image-space 
11. Autocorrelation A [q(x)] = qq(x) 
= q(x)0q*(-x) +-> IQ(u) l2 
12. Reality in image-space If I [q(x)] = 0, 
then Q(u) = Q*(-u) 
13. Even symmetry in If q(x) = q(-x), 
image-space then Q(u) = Q(-u) 
14. Conjugate symmetry in If q(x) = q•(-x), 
image-space then I [Q(u)] = 0 
Table 2.3: A summary of properties of the Fourier transform. 
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(a) 
(b) (c) 
Figure 2.4: .Example of the Fourier transform of a two-dimensional image: (a) J(x); (b) 
ln IF(u)I; (c) P [F(u)]. 
A further useful property can be derived by combining properties 12 and 13 
from Table 2.3. The spectrum of a function that is both real and even-symmetric 
is itself real and symmetric. This property has important practical implications 
when removing certain classes of symmetric blurring, for example that caused by an 
out-of-focus camera (see §1.4). 
A complete list of symmetry properties of the Fourier transform is presented by 
Bracewell (1978, pp. 14 ff.). 
2.4.1 The Projection Theorem 
The projection theorem (Garden 1984; Bates and McDonnell 1986, §9) is a property of 
the Fourier transform that is applied extensively in several fields of image processing 
(Herman 1979), notably comput(eris)ed tomography (CT) (Dates et al. 1983; Garden 
1984) and multi-element interferometry in radio astronomy (Na.pier et al. 1983). This 
theorem is now discussed with reference to Fig. 2 .. 5. 
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Figure 2.5: The projection theorem in two dimensions: (a) the two-dimensional image 
q(x, y) is projected, or integrated, in the direction of the 17-axis for each value of e to produce 
the one-dimensional image pf(e) . This image is called the projection of q(x, y) at angle ifJ 
(refer to (2.35)); (b) Fourier-space corresponding to (a). The projection theorem reveals that 
S~(a), the slice through Fourier-space along the a-axis , is obtained from the one-dimensional 
Fourier transform ofpf(e), i.e . S~(a) +-->pf(e) . This corresponds to the valuesofQ(u,v) 
along the line inclined at angle ifJ to the u-axis. 
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Projections are conveniently defined in terms of two pairs of Cartesian coordi-
nates (x, y) and((, 77) having a common origin, but with((, 77) rotated in image-space 
through an arbitrary angle¢> (see Fig. 2.5). Suppose q(x, y) is the two-dimensional 
image whose projection is to be computed. The projection in the 77-direction ( often 
called the projection at angle¢>) is formed by calculating the line integral of q(x, y) in 
the 77-direction for all f On denoting this projection by pf ( O ( where the superscript 
¢> indicates the dependence of the projection upon angle), it can be seen that 
Pt(O = 1: q(x, y) dry. (2.35) 
pf(O is also termed the Radon transform of q(x, y) (Rosenfeld and Kak 1982). Par-
allel projections are implicit in the use of the term projection in this thesis, although 
other types of projection, notably fan-beam projections, arise in some practical imag-
ing situations (Rosenfeld and Kak 1982; Garden 1984). 
Consider the Cartesian coordinates ( a, /3) in two-dimensional Fourier-space, ro-
tated by¢> (the same amount as the original projection) with respect to the Cartesian 
coordinates ( u, v) ( see Fig. 2.5(b) ). It follows that 
ux + vy = a(+ /377, (2.36) 
and 
1l = acos(¢>)-j3sin(¢>) and v = o:sin(</>) + j3cos(¢>). (2 .37) 
Remembering that, by definition, q(x, y) - Q(u, v), one can straightforwardly 
deduce that q((,77) - Q(a , /3), since the orientation of the original Cartesian co-
ordinates, i.e. (x,y) and (u,v), could equally validly have been chosen to be that of 
( (,,) and ( a, /3). Consider now the values of Q( u, v) along the line rotated by¢> from 
the u-axis. This corresponds to Q( a, 0) and is called a slice of Q( u, v) at angle¢>. It 
is here denoted S~(a), where the superscript¢> distinguishes it from the support of 
the image (see §2.1.4). Combining (2.32), (2.35) and (2.36) this slice may be written 
Q(a,O) 
j j q((, ry)e121rea <l( dry 
j [j q((, ry) dry] e•2irea d( 
J Pt(Oe'21rea d( 
:F[pt(~)]. (2.38) 
Thus, the one-dimensional_ Fourier transform of the projection pf(O provides the 
slice of the two-dimensional Fourier transform Q( u, v) corresponding to j3 = 0. This 
relationship is called the projection theorem. 
Consider the convolution g(x, y) = f(x, y)0h(x, y). The theory of image recon-
struction from projections (Bates and McDonnell 1986, Chapter 5) ensures that the 
projection pf(O, of g(x, y), is the one-dimensional convolution of the projections, 
P1(0 and pf(O, of f(x, y) and h(x, y) respectively. Thus, the projection opera-
tion (2.35) preserves the operation of convolution even thongh the dimensionality is 
reduced. 
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2.5 Implementing the Fourier Transform 
To obtain the Fourier transform of a sampled image, it is convenient to invoke a.n 
algorithm called the discrete Fourier transform (DFT) (Bracewell 1978, Chapter 18). 
This algorithm relates point samples of a compact image to point samples of its 
Fourier transform. The sample points are required to lie on a uniformly spaced 
rectangular grid (Bates and McDonnell 1986, §12). Let q( x) be the one-dimensional 
sampled function 
N-l 
q(x) = L qn8(x - Xn), (2.39) 
n=O 
where N is the number of image-space samples, qn are the sample values and 
Xn = n6. (2.40) 
are the sample positions. It is assumed here that the image is of finite extent so N 
is finite. 
Combining (2 .39) and (2.29) yields the DFT, which shows that the Fourier-space 
samples Qm , corresponding to the image-space samples qn , can be written 
N-l 
Qm = L qne•211'm(i), (2.41) 
n=O 
where Qm = Q(m/N) and qn = q(n/N). N is both the number of image-space sam-
ples and the number of Fourier-space samples. The corresponding inverse discrete 
Fourier transform is written as 
(2.42) 
The DFT can be straightforwardly extended to two-or-more dimensions (Bracewell 
1978). 
The process of sampling an image causes its spectrum to be periodic, with a 
period 1/ 6., as shown in Fig. 2.6. If the image is not band-limited to the Nyquist 
frequency (i.e. non-zero data in its spectrum are not confined to the range of frequen-
cies -1/26. to 1/26. ), then aliasing occurs. If, in addition, the Fourier transform is 
sampled, the image is also assumed to be periodic, with a period N 6.. Thus, implicit 
in the use of the DFT, where both image- and Fourier-space are sampled, is the idea 
that the data in each space are repetitive (see Fig. 2.6(c)). 
In 1965, a computationally efficient algorithm to implement the DFT became 
widely known ( Cooley and Tukey 1965). This implementation, called the fast Fourier 
transform (FFT) algorithm (Ramirez 1985), is now almost universally used to per-
form Fourier transform operations in a digital computer. By reformulating the DFT 
to minimize the number of multiplications required, a considerable speed increase is 
achieved. This speed advantage is revealed by considering the Fourier transform of 
a one-dimensional function. In this situation, it can be deduced from (2.41) that, if 
a direct algorithmic translation of this equation is invoked, N 2 multiplications a.re 
required to calculate the DFT. However, the number of multiplications to implement 
an FFT is of the order of Nlog2 N (Bracewell 1978, p. 371), an extremely significant 
improvement for applications where N is large. When generating computational 
results for this thesis, all Fourier transforms were computed by invoking an FFT 
routine. This is appropriate since many of the algorithms comprise iterative loops 
involving Fourier transforms of multidimensional data at each iteration. 
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Figure 2.6: The result of sampling on the Fourier transform operation. (a) the continuous 
function qc(x) and the magnitude of its Fourier transform IQc(u) I; (b) sampling the function 
causes the Fourier transform to be repetitive; (c) sampling the Fourier transform in addition 
to the function causes the function to be repetitive . 
Discussion in this thesis regarding the implementation of the Fourier transform 
has so far been limited to the use of conventional digital computers. It should be 
noted however that an optical implementation would, if realizable, be many orders 
of magnitude faster. A distinction must be drawn here between digital and analogue 
optical computers. Much research is currently being directed towards the incorpo-
ration of optical elements within a conventional digital computer (Arrathoon 1986) . 
By performing certain critical functions much faster than their semiconductor equiv-
alents, optical switching components increase the overall speed of the computer. In 
terms of implementing operations such as Fourier transforms, this clearly can be 
considered simply as an increase in the speed of a digital computer. 
However, the analogue type of computer, which would be implemented using 
an optical bench (Goodman 1968), is a fundamentally different concept (Andrews 
and Hunt 1977, §1.1). Incredibly fast processing is possible in principle, when ap-
plying this analogue-type processing because of the massive parallelism inherent in 
its use. For example, a simple lens 'computes' the Fourier transform of a one- or 
two-dimensional function in just a few picoseconds ( the time for light to propagate 
through the lens) (Goodman 1968) . There are no great difficulties, or large ex-
pense, involved in realizing a Fourier transform lens to manipulate coherent laser 
light ( cf. Bates 1982b, §.5 .3) . However, problems of accurately inputing and re-
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trieving the signal from the system limit the use of such computational techniques. 
Glaser (1987) has recently reviewed details of optical processing with spatially inco-
herent light. He describes possible schemes for representing bipolar-real and complex 
functions and the implementation of various transforms with optical systems. Initial 
implementations of practical imaging algorithms using analog optical processing have 
been reported ( cf. Peri 1987), but the digital computer continues to dominate image 
processing computation. 
2.6 The z-transform 
It is often useful to treat the DFT as a polynomial by rewriting (2.41) as 
N-1 
Q( U) = L qnemuO, 
n=O 
(2.43) 
where n is called the fundamental frequency (Requicha 1980) and incorporates all 
scaling required to relate the image samples to the Fourier-space samples. The qn 
are called the coefficients of the polynomial, and are the image samples (see (2.39)). 
The quantity N - 1 is called the order, or degree, of the polynomial. 
Upon defining the transformation 
(2.44) 
(2.43) can be rewritten as 
N-1 
Q(() = L qnC, (2.45) 
n=O 
which is the discrete z-transform (Stanley 1975, Chapter 4). Q((), the z-transform 
of q(x), is a polynomial of degree N - 1 in the complex variable(. Invoking the 
notation Z [·] to denote the transformation from image-space to z-space, (2.45) can 
be written Q(() = Z [q(x)], and the corresponding inverse transformation can be 
written q(x) = z-1 [Q(()]. · 
The convolution theorem (see Table 2.3) also holds for the z-transform of a 
convolution (Oppenheim and Schafer 1975, §2.3.8). Thus, the z-transform of the 
N-composite convolution, (2.24), is 
(2.46) 
Since each of the Fn(() are polynomials, it follows that convolution in image-space 
corresponds to the multiplication of polynomials in z-space. The N-polynomials are 
the z-transforms of the components of the convolution. 
It is appropriate to briefly consider the question of deconvolution here. Since, 
from (2.46), the z-transform of an image-space convolution is the product of the N 
polynomials comprising the N components' z-transforms, it follows that deconvo-
lution in image-space is equivalent to polynomial factorization in z-space. Thus, if 
one is able to factorize the z-transform of a function, one is effectively perfoming 
image-space deconvolution. 
One-dimensional polynomials, i.e. polynomials of a single variable, can always 
be factored and are therefore said to be reducible. Consequently it is always possible 
to find two (or more) one-dimensional functions, which when convolved together, 
produce the given convolution. This is the well known fundamental theorem of al-
gebra (Kreysig 1979, p. 653). However, no such theorem exists for polynomials of 
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Figure 2. 7: A conformal mapping exists between z-space (a) and complex Fourier-space 
(b ). The unit circle in z-space maps to the real axis of complex Fourier-space. A strip of 
width 2n-/O in Fourier-space maps to the entire z-space. 
more-than-one variable (Hayes and McClellan 1982). Thus, deconvolution of func-
tions having more-than-one dimensions is inherently different than deconvolution of 
one-dimensional functions (Bruck and Sodin 1979; Lane 1988). The consequences of 
this argument are developed further in §§5.3 and 7.1. 
2. 7 Analytic Continuation 
It is often useful to consider functions of a complex variable, although, in practice, 
measurements are usually made as a function of a real variable. Such measurements 
can easily be transformed to become a function of a complex variable simply by 
allowing the real variable to b7;al,Vle complex. This procedure is a form of analytic 
continuation (Kreysig 1979, p. ffl) . 
It is useful to analytically continue the DFT by generalizing the real variable u 
in (2.41) to the complex variable 
w = u + iv, (2.47) 
where v, the imaginary part of w, is not to be confused with the Cartesian coordinate 
in Fourier-space (refer to Table 2.1). Equation (2.43) then becomes 
N-1 
F(w) = I: fnemwn (2.48) 
n=O 
and the transformation (2.44) can be viewed as a conformal mapping between z-space 
and complex Fourier-space. A vertical strip of width 21r /D, in complex Fourier-space 
is mapped to the entire z-space, as shown in Fig. 2.7. The relationship between 
image-space, Fourier-space and z-space is illustrated in Fig. 2.8. 
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Figure 2.8: The relationships between Fourier-space, z-space and image-space (after Lane 
1988). 
2 .8 Entire Functions 
Entire functions are introduced in this section since properties of these functions are 
fundamental to many of the algorithms presented in Chapters 5, 6 and 7. 
A function is analytic at a point if it is both defined and differentiable, i.e. it is 
'well behaved', everywhere in the neighbourhood of the point (Kreysig 1979, p 578). 
Alternatively, a function is said to be analytic at a point if it can be represented, 
in the neighbourhood of the point, by a Taylor series expansion (Freiberger 1960, 
p. 39). A function is entire if it is analytic at all points in a finite complex plane 
(Requicha 1980, p. 312). 
Entire functions of a complex variable have found widespread application in mod-
elling of physical phenomena (see, for example, Bates 1969; Nakajima and Asakura 
1983; Stefanescu 1985) because, when one member of a Fourier transform pair has fi-
nite support, the other can be modelled as an entire function (Requicha 1980, p. 308) . 
For example, a signal that is band-limited can be considered to be an entire function 
because, by definition, its Fourier transform has finite support. 
An entire function of exponential type (EFET) is an entire function whose be-
haviour as lwl tends to oo is of the order of eClzl where C is a constant (Titch-
marsh 1932, Chapter 8). EFETs are the most important class of entire functions for 
engineering applications (Requicha 1980), largely because algebraic and trigonomet-
ric polynomials are members of this class of functions. 
An important property of EFETs is that they are completely characterized, apart 
from a complex scaling constant , by their zeros of which there are a denumerable 
infinity (Levin 1964). Thus, knowledge of the zeros of the function is equivalent 
to knowledge of the function itself. Napier (1971, p. 14) notes that, although the 
concept of representing F(u) in terms of its zero positions is less common than the 
usual samples, it often provides a more useful representation . 
Chapter 3 
An Introduction to Deconvolution 
Whereas Chapter 2 introduces general image processing and mathematical terminol-
ogy and concepts, this chapter provides an introduction to deconvolution techniques 
and thereby delves more specifically into the topic that is central to this thesis. The 
discussion contained here continues laying the groundwork, begun in Chapters 1 
and 2, for the algorithms discussed in subsequent chapters . 
Descriptions of several established algorithms for implementing the first decon-
volution problem posed in §1.5, conventional deconvolution, are given in §3.1. The 
conventional deconvolution algorithms presented in this section are some of those 
that are commonly applied in the image and signal processing applications discussed 
in this thesis. Many other algorithms find application in these and various other 
image (for example, Huang 1981), and signal ( cf. Schafer et al. 1981), processing 
applications. 
An algorithm implementing ensemble blind deconvolution is presented in §3.2. 
This algorithm is due to Stockham, Jr. (1971) and has been applied to restore de-
graded music recordings. The technique is also capable of restoring limited classes of 
blurring of images. Chapters 4 and 6 are both devoted to describing other algorithms 
that implement ensemble blind deconvolution. 
All real-world measurements are subject to noise, whether that noise is induced 
by limitations of the recording device, or the necessity to make remote measurements, 
or any other cause. Thus, this chapter concludes with a brief discussion of problems 
inherent in performing deconvolution in the presence of contamination (§3.3). 
It should be remembered that an isoplanatically blurred image g(x) can be ex-
pressed as ( see ( 1.4)) 
g(x) = J(x)0h(x) + c(x), (3.1) 
where J(x) is the true object, h(x) is the psf causing the blurring, and c(x), the con-
tamination, incorporates any noise or other departures from the convolutional model. 
The algorithms discussed in this chapter are described in terms of this notation. 
3.1 Conventional Deconvolution 
Following the definition introduced in §1.5 the conventional deconvolution problem 
is posed as: 
"Given g(x) and an estimate h(x), of h(x), retrieve ](x), an estimate of 
J(x)." 
The simplest conventional deconvolution algorithm, inverse filtering, is intro-
duced in §3.1.1. The inverse filter is a multiplicative filter that is applied in Fourier-
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space. Unfortunately, it tends to produce severe artefacts in the presence of con-
tamination, a tendency which the Wiener filter (Bates and McDonnell 1986) mostly 
overcomes. This latter filter, which is described in §3.1.2, is a modification of the 
inverse filter that produces a reasonably faithful estimate of the object even in the 
presence of appreciable contamination. Homomorphic deconvolution (Oppenheim 
et al. 1968), which is introduced in §3.1.3, reduces the convolution to an addition 
by forming the complex logarithm of the spectrum of g(x). Removal of the blur-
ring then involves subtracting the estimate of the psf after it has been subjected to 
similar processing. Although the deconvolution is implemented as a subtraction, the 
homomorphic filter is effectively equivalent to the inverse filter, and therefore suffers 
from the same sensitivity to contamination. 
The iterative subtractive deconvolution algorithm, CLEAN, is the subject of 
§3.1.4. In contrast to the inverse, Wiener and homomorphic filters, CLEAN operates 
in image-space and can be readily adapted to point spread variant blurring (Bates 
et al. 1982). 
3 .1.1 Inverse Filtering 
The convolution theorem (§2.4) reveals the rationale behind the most simple conven-
tional deconvolution procedure, the inverse filter. Consider the blurred image g(x), 
as expressed by (3.1), for the special case where c(x) is negligible. The convolution 
theorem (see Table 2.3) confirms that the Fourier transform, G(u), is the product of 
F(u) and H(u) i.e. 
G(u) = F(u)H(u). (3.2) 










~ · F(u), (3.4) 
provided H(u) is an adequately faithful estimate of H(u). The filter D(u) is known 
as the inverse filter. An estimate of the object is obtained by inverse Fourier trans-
forming the LHS of (3.4), i.e. J(x) - .F(u). 
The inverse filter takes account of neither the inevitable contamination which 
appears in a practical imaging situation, nor the discrepancies between the actual 
psf and the available estimate of it. When contamination is present the reconstructed 
estimate is given by 
- C(u) 
F(u) = F(u) + -, -. 
H(u) 
(3.5) 
Since it appears in the denominator of the second term on the RIIS of (3.5), wherever 
IH( u)I is small the effect of the contamination is amplified, leading to a degraded 
reconstruction . The degradation is often manifest as ringing in the reconstruction at 
frequencies corresponding to those for which IH(u)I ~ IC(u)I. 





Figure 3.1: Generation of the convolution used for Figs. 3.2 and 3.4 (cf. Fig. 1.5): (a) 
the true object f(x); (b) jF(u)j; (c) the psf, h(x), typical of that produced by moving a 
camera when making an exposure; (d) jH(u)j; (e) the blurred image g(x) = f(x)oh(x); (f) 
IG(u)j = jF(u)H(u)j. 
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(a) (b) 
Figure 3.2: ](x) obtained by inverse filtering Fig. 3.l(e) with Fig. 3.l(c): (a) with no 
contamination added to g(x); (b) when €dB = -30dB contamination is added to g(x) before 
the filtering. Note that D(u) is identical for the generation of both reconstructions. 
One way in which a convolution is often generated in the real world is illustrated 
in Fig. 3.1. When the true object shown in Fig. 3.l(a) is photographed by a moving 
camera, whose movement is characterized by the psf depicted in Fig. 3.1( c ), the 
exposure that results is shown in Fig. 3.l(e) . Note that the blurred image shown in 
Fig. 3.l(e) is not degraded by any species of contamination. 
Reconstructions of the blurred image shown in Fig. 3.l(e) with a.n inverse filter 
derived from the psf depicted in Fig. 3.1( c) are presented in Fig. 3.2. The recon-
struction from the uncontaminated convolution (i.e. Fig. 3.2(a)) compares favourably 
with the original image, Fig. 3.1( a). However, when contamination to a level of 
qB = -30dB is added to the blurred image before the inverse filter is applied, the 
resulting reconstruction (Fig. 3.2(b )) reveals the lack of robustness of the inverse 
filter in the presence of contamination. 
3.1.2 Wiener Filtering 
A modification of the inverse filter, called the Wiener filter, reduces the noise am-
plification property of the inverse filter. The Wiener filter, l,V(u), is defined (Bates 
et al. 1984; Bates and McDonnell 1986, §16) by 
W(u) = " H*(u) ' 
(1H(u)l 2 + <P(u)) 
(3.6) 
and 
.F(u) = G(u)W(u), (3.7) 
where the function <P(u) is a measure of the noise-to-signal energy ratio which is 
a function of frequency in general. In many practical applications the high spatial 
frequencies tend to be 'noisier' than their low frequency counterparts. In order to 
compensate for this effect it is useful to choose a <P(u) such that j<P(u)I increases 
with increasing juj. Such a function is illustrated in Fig. 3.3. 
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l4i(u)I 
'U 
Figure 3.3: The magnitude of a typical Wiener filter function, (i.e. J<I>(u)I), for a 
one-dimensional conventional deconvolution situation in which it is known . that the con-
tamination increases in severity with increasing frequency. 
(a) (b) 
Figure 3.4: f(x) obtained by filtering Fig. 3.l(e) (with a level of contamination specified 
by EdB = -30dB), with a Wiener filter derived from Fig. 3.l(c) with: (a) an optimum value 
of <I>; (b) with <I> too large. 
In practice it is usually difficult to accurately estimate the detailed form of<]}( u) 
and often white noise is assumed. Under this assumption <]}(u) is replaced with a 
constant <]} (Bates and McDonnell 1986, §16). The filter described by (3.6) then 
becomes 
W(u) = H*(u) . 
(1fI(u)j2 + <]}) 
(3.8) 
If knowledge of the noise-to-signal energy is available, an informed choice of the value 
of <]} can be made. Often such information is not available, so the filter operation 
is performed several times, each time with a different value of <]}. The value that 
results in the most satisfactory result (according to whatever criterion is deemed 
appropriate), is chosen as the best estimate of the noise-to-signal ratio (Bates and 
McDonnell 1986, §16). 
An example of the efficacy of a Wiener filter, operating under the assumption of 
white noise, is shown in Fig. 3.4. The convolution, Fig. 3.l(e), with contamination 
added to a level of EdB = -30clB, is deconvolved with the aid of a Wiener filter 
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derived from the uncontaminated psf shown in Fig. 3.1( c ). Comparing Fig. 3.2(b) and 
Fig. 3.4( a) reveals that the Wiener filter does not suffer from the noise amplification 
property of the inverse filter. 
Note that, in the absence of noise (i.e. H(u) ~ C(u)), <I> is best chosen to be zero, 
in which case the Wiener filter effectively reduces to the inverse filter (3.3). Note 
further that <I> in the denominator of RHS (3.8) adds a bias to the deconvolution 
operation. Since IH(u)I tends to reduce with increasing spatial frequency, it tends 
to be the high spatial frequency components that are most severely affected. This is 
apparent in Fig. 3.4(b) where the Wiener filter constant has been chosen to be too 
large. Here, the high frequency components have been much more severely degraded 
leading to a reconstruction in which sharp edges and lines (i.e. the high frequency 
information) have been lost. This point is discussed further in §3.3. 
3.1.3 Homomorphic deconvolution 
Homomorphic deconvolution (Oppenheim et al. 1968; Oppenheim and Schafer 1975, 
Chapter 10) is another conventional deconvolution technique which, like the inverse 
and Wiener filters, effectively operates in Fourier-space. However, in homomorphic 
deconvolution, a convolution is reduced to an addition by forming the complex log-
arithm of the convolution's spectrum. For convenience, it is assumed that C(u) = 0 
in the following discussion. 
The complex logarithm of the spectrum of g(x), i.e. 
ln [G( u)] = ln [F( u)] + ln [H( u)], (3.9) 
is often called the cepstrum of g(x) (Oppenheim and Schafer 1975, p. 500). When 
h(x) is known a priori, ln [H(u))] can be evaluated and subtraded from ln [G(u)] 
leaving an estimate of the cepstrum of f(x) i.e. 
ln [G(u)] - ln [H(u)] ln [F(u)] + ln [H(u)] - ln [H(u)] 
~ ln [P(u)]. 
Provided h(x) is a sufficiently faithful estimate of h(x), 
}(x) = ;:-1 [eln[F(u)]] 
(3.10) 
(3.11) 
is a faithful estimate of f(x). Homomorphic deconvolution is equivalent to inverse 
filtering and is therefore subject to the same limitations in the presence of contami-
nation. However, a homomorphic Wiener filter (Bates and McDonnell 1986, §16) 
Wh( u) = ln [W( u)], (3 .12) 
where W(u) is defined by (3.6), can be usefully introduced. This is essentially equiv-
alent to the Wiener filter (§3.1.2), and ameliorates the noise amplification property 
of the simple homomorphic filter ln [ H ( u)] . 
3.1.4 CLEAN 
An alternative to the deconvolutional methods described in §§3.1.1-3.1.3 is the 
CLEAN algorithm (Hogbom 1974), which was originally developed for image restora-
tion in a radio astronomy context. CLEAN has, however, also found application in 
general image processing (Bates et al. 1984) and other scientific fields. For example, 
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Tsao and Steinberg (1988) have very recently reported extending the technique to 
process coherent radiation fields, thereby reducing speckle and sidelobe artefacts in 
microwave imagery. 
In contrast to the inverse, Wiener and homomorphic filters, which can be con-
sidered to be multiplicative filters operating entirely in Fourier-space, CLEAN is a 
subtractive procedure operating in image-space. In Hogbom's terminology g(x), h(x) 
and g(x) are called the dirty map, the dirty beam and the clean map respectively. 
Thus , the CLEAN deconvolution process can be expressed as (Fright 1984, §2.2.3): 
"CLEAN the dirty map (image) with the dirty beam to produce the clean 
map." 
CLEAN is an iterative procedure that can be described, at the i th iteration, by 
the following steps 
(3 .13) 
and 
• ( ) • ( ) (Jh' ( )gi(xm) 9i+1x =gjX - X - Xm . ) 
h(O) 
(3.14) 
where fJ is a real constant called the loop gain and Xm is the coordinate of the pixel 
of gi(x) with the largest magnitude, i.e. 
Jgi(xm)I = maxgi(x). 
X 
(3.15) 
Additionally, the initial conditions J(x) = 0 and g0(x) = g(x) must be specified. 
Iterations cease when the residual dirty map 9i(x) is reduced down to what is 
estimated to be the contamination level, at which point the algorithm is considered 
to have converged. Irrespective of the contamination level, a necessary, although not 
sufficient, condition for convergence is that 
0 < fJ < 2, (3.16) 
and it is usual for fJ to be chosen to be less than unity. The final stage of the 
CLEAN algorithm involves convolving the clean map with a clean beam to enhance 
the appearance of the reconstruction. The clean beam typically has the same effective 
width as, but lower sidelobes than, the dirty beam. 
Subtractive deconvolution is particularly appropriate when J(x) is composed of 
a discrete number of isolated, unresolvable parts (Roddicr 1988, §5 .2.2) and when 
the main effect of h(x) is to reduce the contrast rather than the resolution (Bates 
and McDonnell 1986, §17). An example of such a situation is a radio-astronomical 
telescope observing regions of the heavens containing isolated bright radio sources of 
small angular extent. CLEAN is also capable of deconvolving blurred images when 
the Fourier-space samples do not lie on a regular grid (Fright 1984, p. 35) . The 
performance of the CLEAN algorithm is compared with that of the Wiener filter in 
the example presented in Fig. 3.5. 
3 .2 Homomorphic Ensemble Blind Deconvolution 
Following the definition introduced in §1.5 the ensemble blind deconvolution problem 
is posed as: 
"Given the ensemble 9m(x) = J(x)0hm(x) + cm(x); m = 1, . .. , M, of 
differently blurred versions of the object, retrieve }(x), an estimate of 
J(x)." 




Figure 3.5: A comparison of Wiener filtering and CLEANing of a contaminated convolu-
tion of an object comprising four unresolved points: (a) f(x); (b) h(x); (c) the dirty map 
g(x) = f(x)0h(x) + c(x) (cdB = -30dB); (d) the result of Wiener filtering g(x) with h(x); 
( e) the clean map after 20 iterations with (3 = 0.5 and using h(x) as the dirty beam; (f) the 
final clean image formed by convolving the clean map (e) with a gaussian clean beam. The 
structure of f(x) is clearly apparent in both (d) and (f). 
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In the early 1970s two algorithms for implementing ensemble blind deconvolution 
were reported in quite separate fields (Bates 1982b, §14). One of these was high 
angular resolution astronomy, for which Labeyrie (1970) realised that ensemble blind 
deconvolution techniques, applied to a sequence of short exposure images of a star, 
could effectively overcome the severe degradation caused by the earth's atmosphere. 
His, and the most popular of the techniques that have subsequently been developed 
in this field, are briefly reviewed in Chapter 4, and a new technique is introduced in 
Chapter 6. The other field, signal processing, is discussed in this section. 
A particular application of ensemble blind deconvolution, which was explored by 
Stockham, Jr. (1971) ( cf. Stockham, Jr. et al. 1975) at roughly the same time as 
Labeyrie came up with the idea of speckle interferometry, involved restoring early 
gramophone recordings that had been made on wax disks. The most critical aspect of 
such a restoration is the removal of artefacts induced by resonances of the primitive 
recording equipment . These resonances can be usefully modelled as a linear transfer 
function, which is convolved with the signal to be recorded- in Stockham's situation, 
the singer's voice. 
Had the transfer function of the actual equipment that made the original record-
ing been available, a conventional deconvolution problem would be posed. However, 
the psf characterizing the device was never known (because the concept was as yet 
unenvisaged) and has anyway long been lost. Thus, both the psf and the signal are 
unknown and must be recovered. The restoration technique proposed by Stockham 
involves forming an estimate of the psf and then applying a conventional deconvo-
lution technique (§3.1) to remove the effect of the psf, thereby restoring the signal. 
Thus, since the first stage of the algorithm involves estimating the psf, one can 
consider that the roles of the signal and the psf are reversed. 
Stockham, Jr. et al. (1975) note that if several recordings of significantly different 
singers singing different songs, but all made with the same equipment, were available, 
the psf could be estimated by averaging the cepstra of the recordings (3.9). According 
to the central limit theorem, the average should converge to ln [ H ( u) ]. Unfortunately, 
such an ensemble is not available and, anyway, the transfer function differed from 
recording to recording due to tuning of the equipment by recording engineers. 
Alternatively, if the singing can be considered to be nonstationary, it is possible to 
partition g(x) into an ensemble gm(x); m = 1, ... , M of different musical passages, 
here denoted by fm(x), that are each distorted by the same h(x). It is implicit in 
this partitioning that h(x) is of considerably smaller temporal extent than each of 
the gm(x). Upon introducing the notation 
l M 
(·)M = M I)·) 
m=l 
(3.17) 
to denote the ensemble average, it follows that 
(ln[Gi(u)]}M ~ (ln[Fi(u)))M + ln[H(u)], (3.18) 
since h(x) is not dependent upon m. If the first term on the RHS converged to zero 
for large M, one would be left with ln [H( u)). Unfortunately, this term does not con-
verge to zero. It turns out, however, that a modern recording of a singer singing the 
same song allows this term to be estimated because the more sophisticated recording 
equipment, which is now standard, introduces virtually no distortion. Thus, identical 
processing applied to a modern recording provides an estimate of ln [H( u)]. This can 
be subtracted from ln [G(u)] to leave an estimate of In [F(u)] from which a recon-
struction of f(x) can be formed (cf. (3.10) and (3.11). Stockham, Jr. et al. (1975) 
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report that, when they apply their technique to the early recordings of the legendary 
tenor Enrico Caruso, the clarity of expression is improved and the distortions due to 
resonances in the recording equipment are significantly reduced. 
Stockham's technique makes no attempt to estimate the true phase of the signal, 
since it is unimportant for audio restorations, because the ear is not sensitive to it 
(Wang and Lim 1982). The phase is critical for many other applications (Oppenheim 
and Lim 1981) however. For example, it is shown in Chapter 5 that phase estimation 
is essential for many image processing applications. In a restricted class of situations 
for which the psf is symmetric, the phase of the spectrum is directly deducible from 
its magnitude. Under such conditions Stockham, Jr. et al. (1975) report applying 
their processing to two-dimensional images degraded with limited classes of blurs, 
namely motion blur and defocus (§1.4). 
It is interesting to note that the term blind deconvolution, as invoked in this thesis 
(see §1.5), is considerably more general than envisioned by Stockham, Jr. et al. (1975). 
Their technique is not strictly blind according to this thesis's definition because tbey 
require an ensemble of what effectively are differently distorted recorded signals plus 
a modern recording of the same musical work to act as a 'reference'. In comparison, 
the methods introduced in Chapter 7 can successfully remove the distortion from a 
single recorded signal without requiring any additional a priori information. 
3.3 Inherent Limitations of Deconvolution 
In many practical situations, the blurring and recording of the image cause infor-
mation about · the object to be irretrievably lost. Because of this one cannot hope 
to recover the components of the convolution without additional a priori informa-
tion. Thus, this loss of information presents a fundamental bound on how faithful 
reconstructions from a deconvolution algorithm operating on the blurred image can 
possibly be. Two such limitations are identified and are discussed here. 
The first limitation arises when a part of the information about one of the com-
ponents is missing in the convolution. This may be due, for example, to a pixel of 
the spectrum of one of the components of the convolution being essentially zero. It 
follows that, since the spectrum of the convolution is the product of the two com-
ponents' spectra (cf.Table 2.3, convolution theorem), the corresponding pixel in the 
convolution's spectrum is also zero. Consider the particular point in Fourier-space 
identified by the position vector u', which is such that H(u') = 0. It follows that 
G(u') F(u')H(u') 
0, (3.19) 
irrespective of the value of F( u'). Thus, no information about the spatial frequency 
content of F( u) corresponding to the frequency u' is contained in G( u). Now consider 
what transpires when one attempts to derive F(u) from G(u) by inverse filtering (see 
§3.1.1). Since H(u) appears in the denominator of the inverse filter n(u), defined 
by (3.3), and since H(u') = 0, it follows that n(u') is undefined. Consequently no 
estimate of the content of f(x) for the spatial frequency u' can be made by invoking 
this filter. In fact, no reconstruction is possible unless an ad hoc rule is introduced 
for endowing the filtered spectrum with a finite value at u'. By comparison, the 
presence of the additional term <} in the denominator of the Wiener filter (§3 .1.2) 
permits W(u) to be defined at u'. Thus, it is possible to generate a reconstruction 
by invoking (3.7) and (3.8). However, it does not follow that the reconstruction is 
necessarily faithful since G( u') contains no information about F( u'). It is perhaps 
3.3. INHERENT LIMITATIONS OF DECONVOLUTION 47 
appropriate to regard the Wiener filter as a systematic replacement for the ad hoc 
rule mentioned above. 
A second limitation arises because of the unavoidable presence of contamination 
in real-world images. As discussed in §2.1.3, it is often useful to consider the contam-
ination to have the same probability distribution at all frequencies, i.e. it is 'white'. 
Consequently, one would expect the parts of an image's spectrum having smallest 
magnitude to be most susceptible to contamination. In most real-world images the 
magnitudes of pixels corresponding to low spatial frequencies tend to be considerable 
larger than those corresponding to high ones. This is apparent in Fig. 3.l(b) and ( d) 
where the low frequencies, here corresponding to the c~ntre of the spectrum, are 
obviously much brighter than the high frequencies, which occupy the extremities of 
the spectrum. 
The convolution of images corresponds to the multiplication of their spectra, as 
emphasized by (3.2). It is informative to investigate the effect this multiplication 
has upon the magnitude of the spectrum of the convolution, and therefore upon the 
relative dominance of contamination at different frequencies. The magnitudes of the 
spectra of typical images all tend to be larger at lower than at higher spatial fre-
quencies. Thus, when two spectra a.re multiplied together, the magnitudes of the 
corresponding pixels tend to be similar on the average, so the multiplication is ap-
proximately a squaring operation. As regards the spectrum of the convolution, the 
pixels with small values become even smaller relative to those with large values. The 
suppression of the high spatial frequencies corresponds to a smoothing of the convo-
lution. Inspection of Fig. 3.1 reveals that the convolution (Fig. 3.l(e)) is smoother 
than either of the component images (Fig. 3.l(a) and (c)). The reduction in the 
magnitude of the high spatial frequency components means that the relative effect 
of contamination is aggravated at higher spatial frequ encies, thus leading to a more 
severe degradation of these frequencies in the convolution than in the component 
images. 
When discussing the concept of domination of a spectrum by contamination, 
I have found it useful to introduce the concept of the contamination mask of a 
spectrum. The contamination mask for an arbitrary spectrum Q(u) is defined by 




where E(·] signifies expected (average) value. Thus, 3(Q(u)] is a binary mask in 
the sense that its pixel values are either O or 1. Consider the spectrum of the 
uncontaminated convolution displayed in Fig. 3.l(f). The contamination masks for 
this spectrum for two levels of contamination are depicted in Fig. 3.6. The regions 
of the mask set to unity reveal the parts of Fourier-space that are most likely to 
contain useful data, whereas those areas corresponding to the mask being zero are 
considered to contain no useful information. 
Before deconvolution algorithms can be applied with confidence, their efficacy 
when processing degraded data must be evaluated. When performing such an evalu-
ation it is useful to recognize and incorporate fundamental limitations which would 
apply to all deconvolution algorithms for a given set of degraded data. This is partic-
ularly meaningful when comparing algorithms with the aid of computer simulations, 
since one can then accurately control the level and nature of the contamination added 
to the convolution. In a computer simulation, one knows the convolution exactly, 
so it is possible to accurately compute the contamination mask (3.20) of the convo-
lution's spectrum. This mask reveals the regions of Fourier-space in which the true 
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(a) (b) 
Figure 3.6: Contamination masks (see (3.20)) of the convolution g(x) shown in Fig. 3.l(e) 
for: (a) fdB = -40dB; (b) fdB = -20dB. It is apparent that regions of Fourier-space cor-
responding to high spatial frequencies are usually more susceptible to contamination since 
pixels in those regions have smaller magnitude than those in regions corresponding to low 
frequencies. 
spectrum of the convolution is expected to dominate the contamination, and thus 
contain useful information. 
Deconvolution algorithms can not be expected to recover information correspond-
ing to frequencies that have been effectively lost in the convolution. Consequently, the 
contamination mask for the convolution is also an effective mask for each of the com-
ponents. ·when investigating the effectiveness of different deconvolution algorithms, 
it is useful to take as benchmarks (representing the best possible reconstructions that 
an 'ideal' algorithm could generate) degraded versions of the components, formed by 
windowing each component's spectrum with the convolution's contamination mask. 
Therefore, the fidelity of any reconstructed image is appropriately assessed by com-
paring it with its 'band-limited' version. This approach is invoked for evaluating the 
deconvolution algorithms presented in Chapter 7. 
Chapter 4 
Astronomical Speckle Imaging 
Often, when an image needs deblurring, detailed information about what caused the 
blurring is not available, so the conventional deconvolution techniques described in 
§3.1 cannot be applied. To deblur the image in such a situation one must resort to 
blind deconvolution techniques . The term blind deconvolution means, as explained 
in §1.5, deconvolution when the psf is not known a priori. 
The techniques described in this chapter have been developed for overcoming the 
'seeing problem' (§4.1), i.e. for combating blurring that degrades high resolution as-
tronomical images captured by earth-based telescopes. It is shown in §4.2 that these 
techniques implement ensemble blind deconvolution, where, following the definition 
given in §1.5, the ensemble blind deconvolution problem is posed as: 
"Given only 9m(x) = J(x)0hm(x) + cm(x), for m = 1, ... , M, recover 
}(x), an estimate of f(x) ." 
The more general blind deconvolution problem, which arises when only a single 
blurred image is available, is discussed in Chapter 7. 
In 1970, Labeyrie reported a new technique for overcoming the distortion of 
astronomical images caused by turbulence in the earth's atmosphere (La.beyrie 1970). 
This turbulence gives rise to random fluctuations in the atmosphere's refractive index. 
Labeyrie realized that a short duration exposure effectively freezes these fluctuations . 
The resulting image, although blurred, retains information out to the diffraction limit 
of the telescope. By appropriately processing many short exposure images, each of 
which is differently blurred, high angular resolution information about the object is 
recoverable. Following Labeyrie's initial proposal of speckle interferometry slightly 
less than 20 years ago, several groups began researching this field, which is now known 
as astronomical speckle imaging (Bates 1982b ). Many successful algorithms have 
resulted, the most popular of them being reviewed in this chapter. Some terminology 
appropriate for discussions of celestial objects is presented in §4.3. 
Like speckle interferometry, several of the astronomical speckle imaging algo-
rithms involve averaging quantities calculated from the spectra of the speckle images 
(speckle spectra). Such algorithms a.re here said to be Fourier-space techniques. For 
instance, in speckle interferometry, which is described in §4.5, the quantities that are 
averaged are the squared magnitudes of the speckle spectra. Unfortunately, speckle 
interferometry discards the Fourier-space phase, so only the autocorrelation of the 
image is directly recoverable. Fourier-space techniques that involve more sophisti-
cated processing to preserve the Fourier-space phase have been devised. The most 
popular of these, Knox-Thompson (Knox and Thompson 197 4) and triple correlation 
(Lohmarin et al. 1983) processing, are described in §§4.6 and 4.7. 
Other, image-space, astronomical speckle imaging algorithms operate on the 
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speckle images themselves, rather than their spectra. Shift-and-add (Bates 1976; 
Bates and Cady 1980) is one technique that is finding increasing application in ob-
servatories throughout the world. Shift-and-add is both conceptually and computa-
tionally simple. Many examples of blind deconvolution presented in Chapter 7 are 
related to this technique. Consequently, the discussion of shift-and-add presented in 
§4.8 and other sections of this thesis goes into considerably more detail than do the 
accounts of other astronomical speckle imaging techniques. 
Zero-and-add (Davey et al. 1986; Sinton 1986) is a relatively new astronomical 
speckle imaging technique. Zero-and-add is essentially a one-dimensional technique 
although extensions allowing it be applied to two-dimensional data have been devised 
(Bates and Lane 1987b ). Sinton et al. (1986) ( cf. Davey et al. 1988a) have indicated 
how zero-and-add might be applied in conjunction with shift-and-add to improve 
the quality of the image resulting from shift-and-add. Since Chapter 6 is devoted to 
describing zero-and-add, the technique is not discussed further in this chapter. 
Speckle imaging techniques have been extended to infrared wavelengths (Sibille 
et al. 1979; Howell et al. 1981) , thereby taking advantage of the inherent resolving 
power of telescopes that operate at these wavelengths. Thus, regions of the heavens 
that radiate at infrared wavelengths, and that are often of great interest to astro-
physists and astronomers (Dyck et al. 1984), can be observed in greater detail. A 
brief description of the commonly adopted procedure for recording infra.red speckle 
images is presented in §4.9, since it is somewhat different from that used at visible 
wavelengths. There is further discussion of infrared speckle imaging in §6.3. 
For more complete details of astronomical speckle imaging techniques and appli-
cations the reader is directed to several comprehensive reviews of the topic (Bates 
1982b; Dainty 1984; Sinton 1986; Roddier 1988). Because of the existence of these 
reviews, only the essence of each of the speckle imaging techniques that are prov-
ing most popular is discussed here. For the reader interested in the effects of the 
atmosphere on optical propagation and astronomy, several review articles have been 
written, both from theoretical (Strohbehn 1971; Roddier 1981) and observational 
(Woolf 1982), viewpoints. 
Detailed treatment of photon noise has not been included in this chapter. This 
may seem surprising at first since, as outlined in §4.2, it is the dominant form of 
contamination in most astronomical speckle imaging contexts. However, there are 
several reasons justifying this omission: 
(i) Various aspects of photon noise, as it affects astronomical speckle imaging, 
has been recently treated by several authors (see, for example, Goodman and 
Belsher 1976; Dainty 1978; Dainty 1984, §7.3; Wirnitzer 1985; Northcott et al. 
1988; Ayers et al. 1988). 
(ii) It is worthwhile attempting to complete the theory of bright-object image for-
mation as far as one can, because it is of value in itself, and because speckle 
imaging is useful ( and potentially more so perhaps) in fields other than astron-
omy (for example, ultrasonic imaging (Bates and Minard 1984), synthetic aper-
ture radar (Eichel et al. 1989), and speech processing (Brieseman et al. 1987)). 
(iii) The usage of the term contamination in this thesis implies all discrepancies be-
tween the model and reality, although it is possibly less useful for faint objects, 
since, for astronomical imaging, photon noise is often more severe than other 
forms of contamination. 
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4.1 The Seeing Problem 
In conventional astronomical imaging, celestial objects are viewed from the earth 
with the aid of a telescope. The two-dimensional image formed by the telescope 
is integrated over time using photographic film, or some sort of electronic camera. 
The length of exposure depends upon the brightness of the object and size of the 
telescope, but exposure times of several minutes, or even hours, are not uncommon. 
To make the exposure, the telescope must track the object across the sky gathering 
radiation either emitted ( e.g. by stars), or reflected ( e.g. by nebulae or planets), by 
that object . Fig. 1.1 depicts an idealized representation of the optical astronomical 
image recording situation. 
The angular resolution of a perfectly figured optical telescope is limited by diffrac-
tion to ( Goodman 1968) 
0 = 1.22,\. 
D 
( 4.1) 
0, an angle expressed in radians , is the smallest angular separation between features 
of the object that the telescope is able to detect. D and ,\ are both conveniently 
expressed in metres (m), and are the diameter of the t elescope and the wavelength 
of radiation incident upon the telescope respectively. Thus, for ,\ = 5 x 10-1m 
(i.e.,\= 500nm or green light), a 4m telescope resolves to about 0.025arcsec. 
In practice, however, inhomogeneities in the refractive index of the earth's atmo-
sphere severely degrade the resolution of large earth-based telescopes (see Fig. 4.1). 
Such inhomogeneities are due to changes in humidity, the winds and thermal effects 
(Roddier 1981, §2). They cause the planar wavefront incident upon the atmo3phere 
to be distorted during its passage through the atmosphere. The magnitude of the 
wavefront is not greatly distorted although its slight fluctuations, called scintillation 
(Roddier 1981, §7), generate the twinkling seen when observing stars. The wave-
front is no longer planar, but becomes unpredictably curved, so that different parts 
of it are differently delayed by the time the wavefront reaches the telescope pupil. 
The result is that the pupil field exhibits appreciable phase variations over distances 
that tend to be much smaller than the diameter of a large telescope. These seem-
ingly random phase variations cause the incoming radiation to interfere at the focal 
plane of the telescope. The interference tends to generate many versions of the ob-
ject, each having a random amplitude and position, that move unpredictably with 
time (Bates 1982b ). The long exposure image is simply the time average of these 
interference patterns. 
The atmosphere can be characterized, at a given frequency, by the Fried seeing 
parameter r0 (Fried 1966; Roddier 1981, §4.3). It is useful to consider ro to be the 
average diameter of 'blobs' (often termed seeing cells) in the turbulent medium. All 
parts of a particular seeing cell can be considered to introduce approximately the 
same phase delay to radiation passing through it. Like other properties of atmo-
spheric turbulence, r0 varies from place to place and time to time, although typ-
ical values at visible wavelengths are of the order of 10cm, with variations up to 
an order of magnitude on either side of this ( cf. Labeyrie 1976; Woolf 1982, §4; 
von der Liihe 1984). r0 can change significantly over a time scale of hours or even 
minutes (Mariotti 1983). 
All the radiation entering the pupil of a small telescope (i.e. D ::; ro) can be 
considered to have passed through the same seeing cell, and therefore, to have been 
delayed similarly. Consequently, the image formed by such a telescope suffers negli-
gible loss of resolution, although it does tend to wander in the focal plane. The pupil 
of a large telescope can be partitioned into many sub-pupils, each of diameter ro, 
















Figure 4.1: The degrading influence of turbulence in the earth's atmosphere: (a) the image 
recorded by a telescope possessing no aberrations in the absence of turbulence would be an 
Airy disc of size >./ D; (b) in reality, speckle patterns, which are formed in the focal plane 
of a large telescope, are much larger than the Airy disc . However, the typical speckle size is 
approximately the same as that of the Airy disc . 
within each of which there is negligible distortion. However, there is a markedly dif-
ferent phase delay between the radiation collected from the different sub-pupils. The 
image formed by such a telescope under such conditions exhibits severe degradation. 
The long-exposure image of a stellar object is called the seeing disc. The diame-
ter of the seeing disc is dependent upon the properties of the atmosphere (i.e. upon 
the seeing), but a typical diameter at a good observation site in the visible range 
is of the order of an arc-second (Dainty 1984, §7.2.2; Roddier 1988, §1.1). This is 
equivalent to the resolving power of a telescope having a diameter of approximately 
r0 • Thus, a 4m telescope operating under these conditions, would have a resolving 
power approximately 40 times less than its theoretical diffraction limit. This degra-
dation in the resolution of stellar images, caused by the earth's atmosphere, is called 
the astronomical seeing problem (Bates 1982b, §2). Even with the resolution limit 
imposed by the atmosphere, large telescopes do still have the advantage of collecting 
more light, allowing fainter objects to be observed. 
4.2 Astronomical Speckle 
If the duration of an exposure is very short, the motion of the atmosphere is ef-
fectively frozen and the resulting image has a speckly appearance (Labeyrie 1970; 
Bates 1982b) reminiscent of laser speckle (Goodman 1976; Dainty 1984). Such an 
image is consequently called a speckle image (or specklegram or speckle frame). A 
typical speckle image of a bright star, which is unresolvable (§1.1) by the telescope, 
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Figure 4.2: A typical short exposure speckle image of the star Bellatrix (magnitude 1.64), 
otherwise known as I Orionis. Together with Betelgeuse, this star marks the shoulder blades 
of the great mythological celestial warrior, Orion. (D = 4m, Ao = 550nm and ~A= 20nm.) 
Image courtesy of Steward Observatory. 
is displayed in Fig. 4.2. Provided certain conditions (Roddier 1988, §2.3), which 
are discussed in following paragraphs, are satisfied, a speckle image can be approx-
imately, but usefully, expressed as a contaminated convolution (Bates 1982b, §3.2). 
The components of the convolution are the object and a psf characterizing the atmo-
sphere above the pupil during the recording of the speckle image. This psf typically 
resembles a collection of randomly positioned and scaled Airy discs (§1.1), shown in 
idealized form in Fig. 1:6{'c). Since an Airy disc is (as far as imaging with a partic-
ular telescope is concerned) equivalent to a two-dimensional impulse, and since the 
convolution of a function with an impulse only results in a shifting and scaling of the 
function ( see §2.2), a speckle image can usefully be considered to be a collection of 
randomly positioned and scaled versions of the (diffraction-limited) object. 
The first condition which must be met for the convolution relation to be valid is 
that the radiation being collected by the telescope must be filtered to a sufficiently 
narrow bandwidth before being recorded. Roddier (1988, §2.3.2) gives the following 
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Figure 4.3: A wide bandwidth speckle image of the binary star ADS 2200. Note that 
although a speckly nature is apparent near the image centre, the wide bandwidth used to 
produce this image results in the observable radial smearing of those speckles which occur 
distant from the image centre. (D = 1.88m, ).0 ~ 450nm, ll>. = 300nm, r5 = 8ms.) Image 
courtesy of University of Hokkaido. 
rule of thumb for the bandwidth 
( 4.2) 
where ll). is the wavelength bandwidth and ).0 is the wavelength at the centre of the 
band. One form of degradation of speckle image quality, which results if the images 
are recorded with too large a bandwidth, is radial smearing (Bates and Cady 1980; 
Dainty 1984, §7.2.6) such as that apparent in Fig. 4.3. J ~ )r ·1 
Secondly, the short exposure duration, Ts, must be sufficiently short that the 
turbulence is effectively frozen. If the duration of the exposure is excessively long, the 
speckles become blurred and the co:p.trast drops (Roddier 1988, §2.3.1). Conversely, 
since the amount of light collected to make the exposure is proportional to the 
exposure time, and since in many astronomical imaging situations the object being 
observed is very faint, Ts must be made as long as possible. In practice, a compromise 
that yields an optimum SNR (Dainty 1984, §7.3.2) is usually reached. A typical 
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Parameter Scaling factor 500nm (visible) 5µm (infrared) 
Fried seeing parameter ( r0 ) ex >,6 / 5 15cm 200cm 
Bandwidth t..>. ex >,2 10nm 1000nm 
Short Exposure Duration r5 ex >. 6/5 0.02s 0.3s 
Isoplanatic Angle ex >.. 6/ 5 3-6arcsec 40-80arcsec 
Table 4.1: Typical parameters characterizing the atmosphere at visible and infrared wave-
lengths and their dependency upon wavelength. 
value of T5 at visible wavelengths is lOms although it can vary significantly either 
way (Roddier 1988, §2.3 .1) . 
Thirdly, all parts of the object being viewed must lie within the same isoplanatic 
patch (see §2.2) (Roddier 1988, §2.3.4). Typical values of the isoplanatic patch 
diameter range from l.5-5arcsec (Roddier 1988, §2.3.4), although Ebersberger and 
Weigelt (1985) present measurements which suggest that there can be significant 
isoplanatism out to approximately 8arcsec. 
Finally, for speckles to form, the telescope must be of sufficiently large diameter, 
typically greater than 0.5m for visible wavelengths. The typical size of an individual 
speckle in a speckle image is approximately the size of the telescope's Airy disc 
(Roddier 1981, p . 312). Thus, increasing the size of the telescope decreases the typical 
speckle size. The average number, Nsp, of speckles per image is approximately given 
by (Bates 1982b, p. 225) 
n2 
Nsp ~ - 2 , 
ro 
( 4.3) 
since this is the number of seeing cells directly above the telescope . Typical values for 
the parameters governing the capture of speckle images at both visible and infrared 
wavelengths are summarized in Table 4.1. 
Because the atmosphere is in a state of continual turbulence, a temporal sequence 
of exposures of a celestial object generates an ensemble of images, ea.ch of which is 
blurred differently. The redistribution time Tr of the atmosphere specifies how long 
an interval there must be between members of the sequence in order that each is 
essentially statistically independent (Bates 1982b, §2.4) . The m th speckle image in 
an ensemble of M such images is written 
sm(x) = f(x)0hm(x) + Cm(x), ( 4.4) 
where hm(x) is the psf characterizing the atmosphere during the mth exposure. A 
long exposure image can be thought of as the integration of speckle images over many 
redistribution times, during which the speckles smear out into the featureless seeing 
disc. Thus, although each speckle image contains frequency information out to the 
diffraction limit of the telescope >../ D, the seeing disc only has information out to 
>.. f ro . 
The astronomer is eager to capture as much of the radiation as possible to maxi-
mize the signal-to-noise ratio (SNR) of the imaging process. Since almost a.11 objects 
of interest to astronomers are extremely distant from earth, the level oflight collected 
by the telescope tends to be very low. This problem is largely overcome in conven-
tional astronomy by integrating the light for a lengthy period. However, when imple-
menting speckle imaging techniques, this problem is aggravated by the constraints of 
narrow bandwidth and short duration exposures. Conseqncntly, when imaging faint 
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objects, photon noise is the dominant type of contamination (Dainty 1984, §7.3; Rod-
dier 1988, §2.5). However, sources of contamination which are common to other forms 
of image processing also occur when recording astronomical images. These include 
noise induced by the measurement apparatus, and thermal noise. Dainty (1974) and 
Roddier (1988, §2.5) discuss the SNR and limiting magnitude of astronomical speckle 
imaging. Short reviews of practical implementations of speckle recording apparatus 
are also provided by Dainty (1984, §7.5) and Roddier (1988, §2.6). 
Since the goal of any astronomical speckle imaging technique is to recover an 
estimate of the object from the ensemble of speckle images, it follows that these 
techniques implement ensemble blind deconvolution (§1.5). 
4.3 Terminology for Celestial Objects 
It is useful here to introduce terminology for describing classes of astronomical object 
that are mentioned in this chapter. Reference should also be made to the glossary 
of general astronomical t erminology presented prior to Chapter 1. 
An unresolved object ( cf. §§1.1 and 4.2) is one that has no detail detectable by the 
particular telescope which is making the observation. Such an object is, therefore, 
essentially an impulse (§2.2). 
A multiple star is a collection of several component stars, each of which are here 
assumed to be unresolvable (note that all stars, apart from a few giant stars in our 
galaxy, are unresolvable with even the largest existing telescopes). The separations 
of the component stars are assumed to be resolvable. Thus, a general multiple 
star comprising J unresolvable components can be described by a sum of weighted 
impulses i.e. 
J-1 
mJ(x) = 8(x) + L Rj8(x - sj), (4.5) 
j=l 
where mJ(x) denotes the star, and Rj and 
I I 10 · Sj = Pj e 1 ( 4.6) 
are here called the brightness ratio and vector separation of the fh component. 
Pj and 0j are termed the separation and position angle of that component. The 
first term on the RHS of ( 4.5) describes what is called the primary component, and 
is usually the brightest component. Thus, because the brightness ratios must be 
positive, since the radiation is incoherent (§4.1 ), it follows that all the brightness 
ratios are in the range O to 1. Combining ( 4.5) with ( 4.4) reveals that the m th 
speckle image of a multiple star can be written as 
J-1 
sm(x) = hm(x) + L Rjhm(x - sj). (4.7) 
j=l 
A binary star (or simply a binary) is a multiple star having two components. 
When describing a binary, the summation in the RHS of ( 4.5) involves only a single 
term, so it is convenient to drop the subscript j. Thus, for example, the position 
angle of a binary is written as 0 and the vector separation as s. 
An extended object is one that exhibits structure detectable by the telescope 
making the observation. Examples of extended objects are a few supergiant stars 
close to earth ( notably Betelgeuse), nebulae, asteroids, the planets and, of course, 
our sun. 
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4.4 Computation of Simulated Speckle Images 
Several computer simulations of astronomical speckle imaging are presented in this, 
and subsequent chapters, of this thesis. The way in which the speckle images were 
generated for these simulations is briefly described in this section. Since the proce-
dures invoked to generate one-dimensional and two-dimensional speckle images differ 
slightly, the two cases are treated separately in §§4.4.1 and 4.4.2. 
4.4.1 One-Dimensional Speckle Images 
The following steps describe the procedure followed to generate a single contaminated 
one-dimensional speckle image ( cf. Sinton et al. 1986, §4.4): 
(i) A one-dimensional array of pixels having real correlated values generated ac-
cording to the first-order Markov process described by 
</>( u1) = /31 
</>(Un) =,</>( Un- 1) + ~/3ni n > 1, 
( 4.8) 
( 4.9) 
where the n th pixel, which has the value </>(un), is situated at Un. Furthermore, 
f3n is the n th member in an ensemble of pseudo-random numbers uniformly 
distributed between -a and a, where a is a pre-set positive constant, and, is a 
parameter defining the degree of correlation between pixels. When generating 
one-dimensional speckle images for the examples presented this thesis, a and 1 
were chosen to be 15 and 0.995. 
(ii) A one-dimensional array of complex valued pixels was created by setting the 
n th pixel value to be e14>(un). 
(iii) The complex array was inverse Fourier transformed, and the value at each pixel 
was replaced by its squared magnitude to produce an incoherent speckle psf, 
hm( x ), typified by Fig. 4.4(b ). 
(iv) A speckle image was generated as the convolution of the object and this spec-
kle psf. A typical speckle image, formed by convolving the object shown 
in Fig. 4.4(a) with the speckle psf_ depicted in Fig. 4.4(b), is displayed in 
Fig. 4.4(c). 
(v) Contamination was then added to the speckle image in the manner described 
in §2.1.3. 
An ensemble of M independent speckle images was generated by repeating the above 
steps M times, each time choosing a different starting seed for the pseudo-random 
generator employed in step (i). 
Sinton (1986, §4.4) reports that the statistics of the speckle images generated in 
this manner closely match those of actual speckle images. 
4.4.2 Two-Dimensional Speckle Images 
Because the Markov process in step (i) of the list in §4.4.1 is readily implemented 
only in one dimension, alternative methods of simulation must be devised for two-
dimensional simulations. In this thesis a single contaminated two-dimensional speckle 
image was generated by invoking the procedure descrihed by the following steps 
( cf. Minard 1985; Sinton et al. 1986): 
58 CHAPTER 4. ASTRONOMICAL SPECKLE IMAGING 






Figure 4.4: Generation of speckle images for computer simulations of one-dimensional 
speckle imaging: (a) the objec t f( x); (b) a typical speckle psf hm(x); (c) the speckle image 
sm(x) generated by convolving (a) and (b) . 
(i) A two-dimensional array of pixels having complex values was generated by 
setting the magnitude of each pixel to be unity and its phase to be pseudo-
random, and uncorrelated with the phases of other pixels, uniformly distributed 
between -7r and 7r. 
(ii) The array was inverse Fourier transformed, and the value at each pixel was 
replaced by its squared magnitude. 
(iii) The array was then multiplied by an image characterizing the shape of the see-
ing disc, to form the speckle psf, typified by Fig. 4.5(b ). Following well estab-
lished theory (Roddier 1981), this image, here denoted by ~/(x), was computed 
as 
_,.1( ) - A -krs/3 
(C{l X - e , (4.10) 
where r is the radial distance of a given pixel from the origin, A is an arbitrary 
positive constant, and k is a positive constant. The similarity of ( 4.10) to a 





Thus, fil(x) is similar in form to a Gaussian function, but the 'tails' of fil(x) do 
not fall off as rapidly (with increasing r) as those of the corresponding Gaussian 
function. a= 8 was chosen for the simulations presented in this thesis. 
(iv) A speckle image was generated by convolving the object and the speckle psf. 
A typical speckle image, formed by convolving the object shown in Fig. 4.,5( a) 
and the speckle psf depicted in Fig. 4.5(b), is displayed in Fig. 4.5(c). 
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(a) (b) 
(c) 
Figure 4.5: Generation of speckle images for computer simulations of two-dimensional 
speckle imaging: (a) the object f(x,y); (b) a typical speckle psf hm(x,y); (c) the speckle 
image sm(x, y) generated by convolving (a) and (b). 
( v) Contamination was then added to the speckle image in the manner described 
in §2.1.3. 
An ensemble of M independent speckle images was generated by repeating the above 
steps M times, each time choosing a different starting seed for the pseudo-random 
generator employed in step (i). 
4.5 Speckle Interferometry 
In 1970, Labeyrie reported the first astronomical speckle imaging technique, which is 
now known as speckle interferometry (La.beyrie 1970). Labeyrie realized that, unlike 
the seeing disc, a short exposure speckle image contains spatial frequency information 
out to the diffraction limit of the telescope. It is the process of integrating the 
speckle images that irretrievably destroys this information in a long exposure image. 
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However, speckle interferometry provides an alternative technique for averaging the 
information in each of the speckle images, so that the spatial frequency information 
content is preserved. Speckle interferometry is now discussed in terms of the notation 
introduced in (4.4). 
Appealing to the convolution theorem (§2.4), the Fourier transform of a speckle 
image (4.4) is written 
Sm(u) = F(u)Hm(u) + Cm(u). ( 4.12) 
ISm(u)I typically has significant value out to the diffraction limit of the telescope 
although the ensemble average (see (3.17)) of the spectra (i.e. (Sm(u))M) is ap-
proximately zero for !ul > A/r0 • Labeyrie recognized that, by discarding the phase 
through computing !Sm(u)I~ M, spatial frequency information out to the diffraction 
limit of the telescope is retamed. This averaging yields 
(ISm(u)l2)M 
(I.F(u)Hm(u) + Cm(u)l2)M 
IF(u)l2 HLA(u) + C(u), 
where HLA(u), the speckle transfer function, is defined to be 
and C(u) incorporates all of the contamination terms. 
(4.13) 
(4.14) 
For given seeing conditions the fhA(u) is deterministic, and therefore can be 
measured or predicted (Sinton 1986, §3.3.1 ). The resulting estimate, here denoted 
by fhA(u), is then used to inverse filter (§3.1.1), or Wiener filter (§3.1.2), SLA(u) 
leaving an estimate of IF(u)l2. When contamination is neglected, this is written 
i.F(u)l2 = SLA(u) 
H LA( u) 
IF( u)l2 H LA( u) 
fhA(u) 
~ IF(u)l2. (4.15) 
The autocorrelation theorem (§2.4) shows that the inverse Fourier transform of LJIS 
(4.15) yields A [J(x)]. 
One standard way of estimating H LA ( u) is to apply speckle interferometry to an 
ensemble of speckle images of an unresolvable reference object fs(x) ~ a8(x), where 
a is a constant. There is the requirement, however, that the seeing is statistically sim-
ilar when these speckle images are recorded to that existing when f(x) was observed. 
Numerous techniques for compensating for the speckle transfer function without re-
course to observing a reference star have been devised ( cf. Korff et al. 1972; Welter 
and Worden 1978). Given knowledge of the telescope's performance and an esti-
mate of ro (von der Liihe 1984), the speckle transfer function can be predicted from 
theoretical models of optical propagation through the atmosphere (Aime et al. 1978). 
Appealing to the autocorrelation theorem (§2.4 ), the image-space version of 
( 4.13) is 
SLA(x) = A [J(x)]0(A [hm(x)])M + c(x), ( 4.16) 
showing that speckle interferometry is equivalent to averaging the image-domain 
autocorrelation of the speckle images, resulting in a diffraction limited estimate of 
the object's autocorrelation being reconstructed. Thus, speckle interferometry allows 
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objects to be resolved to the diffraction limit of the telescope. However, because only 
the autocorrelation of the object is recovered, speckle interferometry is not explicitly 
an imaging technique. 
Speckle interferometry becomes an imaging technique when it is combined with 
algorithms that allow the Fourier phase to be recovered from the Fourier magnitude. 
This recovery of F( u) when P [F( u)] is unknown, or is only known approximately, is 
called Fourier phase retrieval (Fright 1984; Bates and Mnyama 1986) and is reviewed 
in Chapter 5. Thus, by invoking a Fourier phase retrieval algorithm with I.F(u)I as 
the input, one is able to reconstruct J(x). Other speckle imaging techniques, which 
explicitly attempt to preserve the phase information present in the speckle images, 
are described in the following sections. 
Speckle interferometry has been employed by observational astronomers for more 
than fifteen years since its first application by Gezari et al. (1972). Many classes of 
object have been observed, including binary star systems (Mc Alister 1985; Mc Alister 
and Hartkopf 1988), planets (Hege et al. 1982) and asteroids (Drummond et al. 1985). 
Difficulties in accurately compensating for the speckle transfer function make accu-
rate photometric information retrieval difficult (Dainty 1984, §7.6). For example, 
the limb darkening of extended objects and the relative brightnesses of the compo-
nents of a binary star system are more difficult to obtain than positional information 
(Sinton 1986). 
4.6 Phase Gradient Averaging: Knox-Thompson 
Phase gradient averaging algorithms are designed to explicitly preserve the Fourier-
space phase information of the object that speckle interferometry discards. The 
most popular of these techniques is undoubtedly that proposed by Knox and Thomp-
son (1974) and the following discussion concentrates upon this technique. However, 
an associated technique due to Aitken et al. (1985) is also commented upon. 
Like speckle interferometry, Knox-Thompson (KT) is a Fourier-space technique. 
However, KT explicitly reconstructs the Fourier-space phase information so that the 
image, rather than just the autocorrelation, can be reconstructed directly. Rather 
than averaging the spectral intensities, as for speckle interferometry ( see ( 4.13) ), 
thereby throwing away any phase information contained in the speckle images, the 
complex conjugate of each speckle spectrum is multiplied by a shifted version of that 
spectrum. An ensemble average described by 
(S~(u)Sm(u + a))M 
F*(u)F(u + a)(H:n(u)Hm(u + a))M + C(u) ( 4.17) 
is then formed, where a is a displacement frequency whose choice is fairly critical in 
practice. The magnitude of a must be sufficiently large that the ensemble average of 
LHS of ( 4.17) is significantly different from SLA( u). Conversely, it must be sufficiently 
small that phase correlation is preserved on the average between Sm( u) and Sm( u + 
a). Note that, when a= 0, (4.17) is real and non-negative and reduces to (4.13). 
When a -/- 0, ( 4.17) is, in general, complex and conveys information about P [F( u)]. 
The phase of ( 4.17) yields an estimate of the phase differences in F( u) across a vector 
distance a in Fourier space, since 
P[S1<T(u,a)] = P[F(u+a)]-P[F(u)]+ 
P[(H:n(u)Hm(u + a))M]. ( 4.18) 
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The third term on RHS of ( 4.18) is approximately zero for sufficiently large M 
(Knox 1976), so ( 4.18) simplifies to 
P [SKT(u, a)]~ P [P(u + a)] - P [P(u)]. ( 4.19) 
The phase of the object, P [P(u)], is estimated at discrete points in Fourier-
space by summing the phase differences along paths radiating from the origin. Since, 
for real objects, P [F(0)] is necessarily zero, P [ F( a)] is given immediately by ( 4.19) 
when u is set to zero. Furthermore, 
P[SKT(a,a)] = P [F(2a)] -P [P(a)], ( 4.20) 
allowing P [F(2a)] to be found because the other quantities in ( 4.20) are known. 
In this manner P [P(u)] is generated recursively for all values for which IF(u)I is 
significant. In one dimension the paths of summation necessarily follow the u-axis. 
In two dimensions (Knox 1976), each point in Fourier-space can be reached along 
more than one possible path of summation. Algorithms for following various paths 
(Knox 1976; Baba et al. 1984) and averaging multiple paths ( cf. Hunt 1979; Frost 
et al. 1979) have been reported. The iterative calculation of P [P(u)], implicit 
in the summation of phase differences along the paths, is a type of phase closure 
(Jennison 1958). 
Since P [P(u)] is derived from a summation of phase differences, accumulated 
errors adversely affect the accuracy of the phase for large lul (Sinton 1986, §3.5.2). 
Increasing lal reduces the number of terms to be summed and consequently the 
potential for error. This must be balanced with the knowledge that choosing too 
large a value for lal ·means that there will be insufficient phase correlation on the 
average between Sm(u) and Sm(u+a) (Bates 1982b, §8.4). In practice, lal should be 
chosen between 0.2 and 0.8 of r0 / D (von der Liihe 1988) ( cf. Roddier 1988, p. 128). 
When imaging objects of complicated form, Fontanella and Seve (1987) assert that 
it is advantageous to adopt a modification to the KT algorithm to accommodate 
Fourier-space 'phase dislocations' associated with the zeros of F( u). 
The usual procedure for retrieving the object involves combining the phase esti-
mate P [P( u)] obtained from KT processing with the magnitude estimate from spec-
kle interferometry. However, algorithms for determining an image from its Fourier 
transform phase (see Chapter 5) have also been investigated (Bruck and Sadin 1984). 
Alternatively, van der Liihe (1988) has proposed models that can calibrate the KT 
cross spectra provided r0 is known. 
Ayers et al. (1988) report that, to achieve maximal SNR from KT processing, 
it is necessary to centroid the speckle images. They note that difficulties arise in 
computing the centroid of photon-limited data. They also note that the need to 
centroid the data increases the computational effort needed to implement KT. 
Other techniques based on phase gradient averaging have been proposed, notably 
by Aitken et al. (1985) ( cf. Aitken et al. 1986; Roddier 1988, §4.8), who estimate 
the phase gradient of F(u), i.e. VP [F(u)], directly from the ensemble of speckle 
images, by forming components of (VP [Sm(u)])Af. The component for each speckle 
image is formed by multiplying sm(x) by t(x) = ax+ b, and invoking the derivative 
theorem (Table 2.3) of the Fourier transform, where the coefficients a and b are 
positive constants. These components are then averaged over all speckle images to 
yield an estimate of the gradient of the object's phase, from which P [F(u)] can be 
reconstructed. Aitken et al. (1985) suggest that this formulation allows the processing 
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to be performed optically, even in real-time, by incorporating a neutral density filter 
having a linearly graded amplitude transmittance into an optical bench (§2.5). Aitken 
et al. (1986) claim that their technique appears to be less sensitive to bias terms 
encountered in KT processing. An implementation of phase gradient processing for 
application with photon-limited data is presented by Johnson and Aitken (1989). 
4. 7 Triple Correlation 
Another Fourier-space astronomical speckle processing method is based on averag-
ing the (auto)triple correlation (TC) (Lohmann and Wirnitzer 1984) of the speckle 
images in the ensemble (Weigelt and Wirnitzer 1983; Lohmann et al. 1983). Alter-
natively, the method can be viewed as averaging the Fourier transform of the triple 
correlation, called the bispectrum. Impressive results have been obtained from TC 
proce~~ing; (s1e'ri.f9,r example, Weigelt and Baier 1985). Triple correlations are finding 
use in ·bt her -fields of image processing, for instance pattern recognition (Lohmann 
1988) where their shift and rotation invariant properties are utilized (Lohmann 1986; 
Dainty and Northcott 1986; Bates 1987b ). 
The TC is a third-order extension of the more familiar second-order operation of 
autocorrelation. The TC of an arbitrary function f(x) is defined as (Lohmann and 
Wirnitzer 1984) 
(4.21) 
Thus, the K-dimensional function produces a 2K-dimensional triple correlation func-
tion. The bi spectrum ( alternatively called the Erlangen bi spectrum (Bates 1987b)) 
of f(x) is defined by (Lohmann and Wirnitzer 1984) 
( 4.22) 
If f(x) is real valued, as it always is in optical astronomy, then F(u) is conjugate-
symmetric (i.e. F(u) = F*(-u)), and (4.22) becomes 
When f(x) is real, eight-fold symmetry occurs in the bispectrum since 
p(TC)(u u ) 1, 2 
The bispectrum of the m th speckle image is defined by 
S (TC)( ) m u1, U2 = F(u1)F(u2)F(-u1 - u2) 
Hm(u1)Hm(u2)Hm(-u1 - u2) + C(u) 




i.e. Sm (TC)( u 1, u 2) is the product of the bispectra of the object and the speckle psf. 
TC speckle imaging is often based on the ensemble average of sm(x1,x2) (Weigelt 
and Wirnitzer 1983; Lohmann et al. 1983, §III.A), which is 
( 4.26) 
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Alternatively, Sm(TC)(u1,u2) (Lohmann et al. 1983, §III.B; Bartelt et al. 1984) may 
be averaged, yielding 
(Sm(TC)(u1, u2))M 
p(TC)(u1, u2)(Hm(TC)(u1, u2))M + C(u) . ( 4.27) 
In order to obtain a reconstruction of the object, (Hm(TC)(u1, u2))M must be 
estimated. One way to achieve this is to repeat the triple correlation processing on 
speckle images of an unresolved reference star (Lohmann et al. 19~3). Alternative 
approaches, based on assumptions of the seeing, are available (Lohmann et al. 1983). 
Once the compensation has been performed f(TC)( u) can be obtained. Recursive 
algorithms for obtaining P [P(u)] from p(TC)(u1, u2 ) are available (Lohmann et al. 
1983, §III.B; Bartelt et al. 1984, §IV.A; Lohmann 1986). 
Alternatively, P [f(TC)(u1, u2 )] can be obtained directly from ~r,¢.{,u~1 !/~) / with-
out needing to compensate for seeing, since H m {TC)( u 1 , u2 ) is real-valued (Lohmann 
et al. 1983, Appendix B; Bates 1987b ). Thus, an estimate of the true image can 
be formed by combining this estimate of P [P(u)] with IF(u)I generated by, for 
example, speckle interferometry, and taking the inverse Fourier transform. 
The effect of noise on TC analysis has been studied. Wirnitzer (1985) analyses of 
the effects of photon limiting on TC processing. He concludes that image reconstruc-
tion is possible for all cases in which speckle interferometry is successful, provided the 
average number of photons per speckle image exceeds four. Nakajima (1988) derives 
a general expression for the SNR of the bispectrum at arbitrary light levels. North-
cott et al. (1988) describe three algorithms for implementing TC for data which are 
severely photon-limited. They report that a reconstruction based on the projection 
theorem, although not giving quite as faithful reconstructions as a direct algorithm, 
is superior from an irriplementational viewpoint. Roddier (1988, §4.9) notes that TC 
appears to be slightly more robust than Knox-Thompson in the presence of contam-
ination. 
Implementation of TC tends to be computationally expensive because of the need 
to store and average four-dimensional data. However, Granrath (1987) is investigat-
ing the feasibility of implementing an optimized TC algorithm on a highly parallel 
computer at video rates. 
Hofmann and Weigelt (1987) have recently reported a new algorithm based on 
the cross triple correlation. The advantage of this method stems from undesired 
photon bias terms in ( 4.27) being eliminated. They report computer simulations 
showing the apparent feasibility of the method. 
In a recent comprehensive comparison of the Knox-Thompson and TC methods, 
Ayers et al. (1988) report that these two correlation techniques are closely related, 
both from a theoretical and an implementational point of view. They note that by 
allowing the vector a appearing in the analysis of KT processing ( see ( 4.17)) to 
assume several different values, KT utilizes redundancy of phase information that 
effectively increases the SNR. Under these conditions they conclude that the SNR of 
KT and TC are similar. They also interpret speckle interferometry, KT and TC as 
examples of phase closure. 
4.8 Shift-and-add 
The shift-and-add (SAA) algorithm (Bates 1976; Bates and Cady 1980) is the most 
conceptually and computationally simple of all proposed astronomical speckle imag-
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ing algorithms. This algorithm is discussed in more detail than the speckle imaging 
algorithms presented in previous sections, since many of the examples, which are 
presented in Chapter 7 to illustrate general blind deconvolution algorithms, involve 
improving the images resulting from SAA. 
The basic SAA algorithm is discussed in §4.8.1. This technique only gives faithful 
restorations for a restricted class of objects - those possessing a dominatingly bright 
unresolvable feature. When an.object does not possess such a feature, the SAA image 
exhibits artefacts, called ghosts. The mechanism of ghost formation is outlined in 
§4.8.2. Extensions to basic SAA, presented in §4.8.3, enable a broader range of true 
images to be processed. 
SAA was initially developed for use with astronomical speckle data. However, 
the technique is proving useful in other fields, notably ultrasonic imaging and speech 
processing. Applications of suitably modified forms of the SAA algorithm to these 
fields are discuss~d in §4.8.4. 
A major impetus for my pursuing algorithms for the general blind deconvolution 
problem (§1.5) has been the ghosting problem of basic SAA. Algorithms for imple-
menting general blind deconvolution are described in Chapter 7. These algorithms 
have proven effective in 'deghosting' SAA images (Bates and Davey 1987b; Bates 
and Davey 1988), although they have much wider potential application. 
The connection between deghosting and blind deconvolution arises because the 
image resulting from SAA is expressible as a convolution of the object with an object-
dependent psf (see §4.8.1). Thus, a general blind deconvolution algorithm could 
deconvolve these two components, thereby deghosting the SAA image. Combining 
the basic SAA algorithm with such a technique would allow most of the speckle 
processing to be implemented by the computationally efficient basic SAA algorithm. 
Then only a single, more computer intensive, operation would be required to deghost 
the final image. Such a technique would have a distinct advantage over the extensions 
to SAA discussed in §4.8.3, since each of these extensions detracts from the simplicity 
of basic SAA. 
4.8 .1 Basic Shift-and-add 
Ba.sic SAA (Bates 1976) consists of the following steps. The brightest pixel in each 
speckle image in the ensemble is located. Each speckle image is then shifted, without 
rotation, so that its brightest pixel lies at the centre of the image. All the shifted 
images a.re summed. The SAA image, f saM(x), is then formed by dividing ea.ch pixel 
in the resulting image by M. Thus, the basic SAA operation is described by 
fsa,M(x) (sm(x + Xm))M 
(f(x)0hm(X + Xm))M + c(x) 
f(x)0hsa(x) + c(x), ( 4.28) 
where Xm is the coordinate of the brightest pixel in the mth recorded image and 
( 4.29) 
is the SAA psf. Equation ( 4.28) reveals that the SAA image can be considered to be 
the contaminated convolution of the object with the SAA psf. 
Since SAA is, in effect, a. method of registering individual speckle images, it 
makes sense to call the brightest pixel in any particular speckle image (i.e. Xm in 
( 4.28)) the SAA reference for that speckle image. It is also convenient to call the 
brightest pixel in f(x) the object reference. The underlying idea. of SAA is that 
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(a) (b) 
(c) (d) 
Figure 4.6: Computer simulation of basic SAA applied to speckle images of a binary star 
(R = 0.3) which were contaminated to a level of fdB = -30dB: (a) f(x, y) for this simulation; 
(b) fsa,4(x, y]); (c) fsa ,64(x, y); (d) fsa,256(x, y) . 
a blurred image is likely to be least distorted where it has the greatest magnitude 
(Bates 1976). Thus, by averaging the speckle images that have been shifted so their 
brightest pixel lies at the image centre, one is effectively averaging the least distorted 
of the randomly weighted and positioned versions of the object that comprise the 
speckle image (see §4.2). 
The versions of the object, whose object references were not chosen to be the 
SAA reference, average to produce a fog. The fog becomes smoother as more speckle 
images are processed, until, when M is large, it is similar in form to the seeing disc. 
The SAA image then consists of the reconstruction of the object sitting atop a fog. 
Fig. 4.6 illustrates basic SAA being applied to computer generated speckle images 
of the binary star depicted in Fig. 4.6( a). Two hundred and fifty six contaminated 
speckle images of this object were generated in the manner described in §4.4.2, and 
illustrated by Fig. 4.5. The basic SAA image resulting from processing all these 
images is shown in Fig. 4.6( d). Inspection of this reconstruction reveals that, as 
4.8. SHIFT-AND-ADD 67 
(a) (b) 
Figure 4 . 7: Defogging the SAA image shown in Fig. 4.6( d) in the manner descr ibed by 
(4.31): (a) /6,sa,256(x); (b) }(x) . 
expected, the basic SAA image comprises two peaks sitting on a smooth fog . 
The fog can be removed from the SAA image with the aid of the SAA image of 
a single unresolved star viewed under seeing conditions statistically similar to those 
applying when the object of interest was observed. This image can be written 
(ss,m(x + Xm))M6 
Us(x)0hm(x))M6 
a(hm(x))M6 , ( 4.30) 
where the subscript 8 signifies the reference star. A Wiener filter (§3.1.2) derived 
from fo,sa,M6 (x) allows a 'defogged' estimate of the object i.e. 
A -1 
f(x) = fsa,M(x)0 fo,sa,M6 (x) ( 4.31) 
to be recovered (see Fig. 4.7). The symbol 0-1 appearing in (4.31) signifies the 
deconvolution achieved by Wiener filtering the quantity preceding the symbol with 
a filter derived from the quantity which follows. Other methods of removing the 
. fog, without recourse to a reference object, have been reported (Sinton et al. 1986; 
cf. Baba et al. 1987; Christou et al. 1985). 
Basic SAA has been shown to contribute useful information about the positioning 
of components of multiple stars even when operating upon wide bandwidth speckle 
images. Bates and Cady (1980) report optical laboratory simulations in which spec-
kle images having a bandwidth of 100nm are recorded. SAA applied to these images 
reveals the correct juxtaposition of the components of the star, although with some-
what lower contrast than is achieved with narrow bandwidth speckle images. Baba 
et al. (1985) apply SAA to wide bandwidth (Li,\ = 300nm) speckle images of the 
binary a Com. The resulting SAA image shows the components clearly resolved . 
The result of applying SAA to 86 wide bandwidth (Li,\ = 300nm) speckle images 
of the star ADS 2200 is shown in Fig. 4.8( a). The accompanying plots, Fig. 4.8(b ), 
confirm that SAA has clearly resolved the secondary peak of the star. 
SAA has also been applied to photon-limited speckle images. The most obvious 
feature of a SAA image generated from such data is a narrow spike on top of the peak 
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(a) 
(b) 
Figure 4.8: SAA applied to wide bandwidth speckle images of the star ADS 2200. One 
of the speckle images in the ensemble is shown in Fig. 4.3: (a) !sa,86(x); (b) line plots 
showing the intensity of contiguous rows of (a). The bottommost plot corresponds to the 
row containing the image centre. Successively higher plots correspond to successively higher 
rows. The secondary peak of the star is clearly resolved in this SAA image despite the very 
wide bandwidth used for the recording . (D = 1.88m, .,\o ~ 450nm, 6..,\ = 300nm, Ts~ 8ms.) 
Speckle images courtesy of University of Hokkaido. 
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at the centre of the SAA image. Following Christou et al. (1985) this is called the 
photon spike. Christou et al. (1985; 1986b) have demonstrated that, in practice, the 
photon spike can be removed from the SAA image if a model of the psf characterizing 
the apparatus which made the recording is available. The removal is effected by 
fitting the spectrum of the model to the spectrum of the SAA image beyond the 
diffraction limit of the telescope. The fitted model is then subtracted from the SAA 
image's spectrum to yield the spectrum of the 'despiked' SAA image. 
Sinton (1986, §5.4) reports one-dimensional computer simulations of basic SAA 
imaging applied to speckle images of a binary star under varying degrees of photon 
limiting. He concludes that, when the average number RP of photons per speckle 
image is greater than 1000, virtually no degradation is apparent in the reconstruction 
compared with that formed in non-photon-limited conditions. However, when .Np is 
decreased further, degradation becomes apparent in the reconstruction although the 
binary is still clearly resolved, even when .NP = 5. Under conditions of such severe 
photon limiting the SAA image resembles the autocorrelation of the object. This 
reveals that SAA has preserved less of the Fourier-space phase information, and has 
thus lost much of its advantage over speckle interferometry. 
4.8.2 Shortcomings of Basic Shift-and-add 
The basic SAA image can only be faithful if the same point in the object always acts 
as the SAA reference in each speckle image. Thus, SAA generates faithful images 
without any further processing when the object has a single pixel with a much greater 
amplitude than the remainder of the object, i.e. it has a well defined object reference. 
For speckle images of this class of object, the object reference in the brightest version 
of the object provides a reliable SAA reference. 
For speckle images of objects that are not dominated by a single brightest pixel, 
the SAA reference may correspond to any of the brighter pixels in the object. This 
ambiguity implies that the brightest versions of the object present in some speckle 
images do not occupy the same position in the SAA image as the brightest versions 
present in other speckle images. This leads to artefacts, called ghosts (Bates and 
Cady 1980; Cady 1980), in the resulting SAA image (see Fig. 4.9). 
The SAA image of a binary star, in general, exhibits three peaks. This is clearly 
shown in Fig. 4.9( a) and (b) in which the brightest peak, the primary peak, lies at 
the image centre. The next brightest peak, the secondary peak, appears at the true 
position of the secondary component of the binary, i.e. at a vector spacing s from 
the primary peak. The smallest peak, the ghost peak, is found at a vector spacing 
-s from the primary peak. It is convenient to denote the brightnesses of these peaks 
in the reconstruction as Ip, Is and Ig respectively. 
A graph of the computer simulated values of Ip and Is versus the true value of R 
is shown in Fig. 4.10 for a contamination level of €dB = -30dB added to the speckle 
images. This data was compiled from a sequence of basic SAA images of simulated 
binary stars, having the same separation as the binary depicted in Fig. 4.6( a), but 
with values of R ranging from 0.0 to 1.0 in steps of 0.05. The basic SAA images 
of these stars were generated in the same manner as those shown in Fig. 4. 7 and 
Fig. 4.9( a) and (b ). Inspection of Fig. 4.10 reveals that, as expected, the ghost peak 
becomes increasingly brighter as R increases. It is also apparent that an increase in 
Ig is coupled with a decrease in Is suggesting that energy from the secondary peak 
forms the ghost peak. An ideal algorithm would produce no ghosting, so the dashed 
lines would lie along the horizontal axis. An ideal algorithm would also reconstruct 
Is exactly, so the solid lines would superimpose upon the dotted line. Departures of 
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(a) (b) 
Figure 4.9: Ghosting in SAA images of binary stars. These 'defogged' SAA images were 
generated in the same manner as the image depicted in Fig. 4.7, but with the object being 
a binary star of brightness ratio: (a) R = 0.7 (b) R = 0.95. 
the dotted and solid lines from their ideal values represent limitations of basic SAA. 
Bagnuolo, Jr. (1982) and Hunt et al. (1983, §4) present analytical descriptions 
of SAA ghosts for objects comprising unresolved parts ( e.g. binary stars). Hunt 
et al. (1983, §5) and Bagnuolo, Jr. (1985) discuss ghosting of objects which have 
extended parts. The extensions to SAA that are discussed in §4.8.3 all aim to reduce 
the ghosting problem inherent in basic SAA. 
It follows from ( 4.28) that, even in the presence of ghosting, the SAA image 
can be considered to be the contaminated convolution of the object with the SAA 
psf. Thus, the ghosting must be incorporated in this psf. Since the ghosting is 
dependent upon the form of the object, it follows that the SAA psf must also be 
object dependent. Bates and Davey (1987b) demonstrate that it is often appropriate 
to separate the seeing- and object-dependent parts of the SAA psf. They show that 
it is useful to consider that two functions describing these parts can be defined, 
which, when convolved, yield the SAA psf. Thus, if hsa,(x) and hsao(x) denote the 
seeing-dependent and object-dependent parts of hsa(x), 
( 4.32) 
Consequently, ( 4.28), the equation defining basic SAA, can be rewritten as 
!sa,M(x) = J(x)0hsa; (x)0hsao (x) + c(x), (4.33) 
where the contamination function c(x) again incorporates any discrepancies between 
the model and actuality. 
As discussed in §4.8.1, an estimate of the fog can be obtained by applying SAA 
to speckle images of an unresolved reference star. Since in this situation the object 
is unresolved, it follows that the resulting image provides an estimate of the seeing 
dependent component of the SAA psf. Thus, the image defined by ( 4.30) yields an 
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Figure 4 .10: The dependence of / 5 (solid line) and lg (dashed li ne) upon R. This data was 
compiled from a sequence of basic SAA images of a binary star generated in the same manner 
as those presented in Fig . 4.9(a) and (b) . Values of R span from 0.0 to 1.0 increments of 
0.05, and the data values are normalized such that Ip = 1.0. 
By combining (4.33) and (4.34) it follows that 
fsa,M(x) fsa,M(x)0-1 f s,sa,M6 (X) 
~ J(x)0hsao (x), ( 4.35) 
where fsa(x) denotes the SAA image with the seeing dependent component of the 
SAA psf removed. This relationship can be exploited when applying general decon-
volution algorithms to deghost the SAA image (Bates and Davey 1987b ). Examples 
of such processing are also provided in Chapter 7. 
4.8.3 Extensions to Basic Shift-and-add 
Several extensions to basic SAA have been proposed with the aim of increasing 
the faithfulness of SAA images of particular classes of object. The processing is 
significantly more intricate for each of these extensions than for basic SAA. It is 
interesting to note that, although the processing becomes more complicated, the 
comparative insensitivity to contamination is preserved because it is still the original 
speckle images that are shift-and-added. 
The first extension to SAA that is discussed here is an extension in concept 
only, since it was actually proposed prior to SAA and can be considered as that 
technique's forerunner. This method, here abbreviated to LWH, was proposed and 
demonstrated by Lynds et al. (1976) (cf. Sinton 1986, §3.6.1). In the method, all the 
speckles having a brightness above some threshold are averaged. This is achieved 
by generating, for each speckle image, a mask of weighted impulses representing the 
positions and brightnesses of the individual speckles in hm(x). The mth such mask 
is defined by 
Nm 
mm(x) = L lsm(Xm,n)lb(x - Xm,n), ( 4.36) 
n = l 
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where Xm,n is the position of the n th brightest speckle in the mth speckle image and 
Nm is the number of distinct brightest speckles in that image. The mask formed 
from each speckle image is correlated with its corresponding speckle image to form 
a modified image defined by 
( 4.37) 
where* denotes correlation (§2.2). The final image is obtained by applying SAA to 
the ensemble of modified images, i.e. 
hwH(x) = (s~(x + x~))M, ( 4.38) 
where x' is the brightest pixel in s:n(x). Bates and Milner (1978) (cf. Milner 1979) 
describe an extension to the LWH method that allows objects consisting of separated, 
unresolvable components ( cf. ( 4.5)) to be faithfully imaged. 
The correlation extension (Minard et al. 1985) ( cf. Bates et al. 1985; Sinton 
et al. 1986) to SAA (CAA) is an iterative procedure that aims to locate the SAA 
reference positions more accurately, thereby reducing ghosting. This is achieved by 
generating an estimate of the object, }(x), either from a priori information or, more 
commonly, from the output of basic SAA. }(x) is correlated with each speckle image 
in turn, with the brightest point of the modified images being taken as the SAA 
reference point for the corresponding original speckle image (Minard 1985). Thus, 
s~(x) = }(x) * sm(x), (4.39) 
and 
fca,M(x) = (s'(x + x~))M, (4.40) 
where f ca(x) is the correlation SAA image and x:n is the brightest pixel in the 
modified image s:n(x). An improved estimate of the object can be obtained from 
fca,M(x) and the processing described by (4.39) and (4.40) repeated. Since the 
updated estimate of the object is expected to be more faithful, one would expect the 
SAA reference in each image to be located with more accuracy. Thus, an iterative 
loop can be formed with successively more faithful estimates of the object being used 
in the correlation ( 4.39) (Sinton 1986, §3.6.3). Processing ceases when successive 
versions off ca,M(x) differ by less than a prescribed threshold. The correlation SAA 
image exhibits significantly less ghosting than the basic SAA image formed from the 
same speckle images (Minard et al. 1985) (see Fig. 4.11). Again, the fog ma.y be 
removed by Wiener filtering f ca,M(x) with fo,sa,MAx). 
Ribak et al. (1985) independently developed a technique that is similar to corre-
lation SAA. Here, a matched filter, 
g(x) = } *(-x), ( 4.41) 
is convolved with each speckle image in the ensemble. The brightest pixel in this 
modified image becomes the SAA reference for the corresponding original speckle 
image. In the same way as for correlation SAA (Minard et al. 1985), an iterative 
loop can be developed with the matched filter successively being updated as more 
faithful reconstructions become available. The matched filter improves the accuracy 
with which speckles can be detected, thereby reducing ghosting. 
Baba et al. (1987) describe a method for iteratively updating the matched filter 
when a binary star is being observed. They note that, since a binary is the sum of the 
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Figure 4.11: A one-dimensional computer simulation of correlation SAA. The speckle im-
ages were generated in the manner described in §4.4 .1: (a) J(x); (b) a typica.l sm(x); (c) 
!sa,256(x); (d) /ca ,256(x) after five iterations of the correlation SAA algorithm. It is readily 
apparent that the basic SAA image exhibits significantly more ghosting than the correlation 
SAA image. 
speckle psf with a shifted and weighted version of itself (see (4.7)), the relationship 
between Ip, Is and Ig may be written 
( 4.42) 
which is a quadratic in R. In the absence of ghosting, Ig = 0, so R can readily be 
estimated as 
( 4.43) 
However, if the ghosting is not negligible, Ig -:j:. 0 and it is necessary to solve (4.42) 
for the variable R. This yields the relationship 
( 4.44) 
An estimate of R computed in this manner allows a matched filter , defined by 
g(x) = ad(x) + Rad(x - s ), ( 4.45) 
to be formed, where ad(x) is an estimate of the psf characterizing the apparatus 
which recorded the speckle image. This matched filter is then used in the manner 
of ( 4.39) and ( 4.40) to accurately locate the SAA reference of each speckle image 
when SAA is reapplied to the speckle images. Successively more fa.i thful values of 
R are obtained by iteratively repeating this processing. Iterations cease when the 
differences between two successive values of R are sufficiently small according to a 
pre-set criterion, or after a pre-set number of iterations. 
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The method of Baba et al. also has the advantage that observations of a reference 
star are not required to remove the fog from the SAA image. They effect fog removal 
by extracting an estimate of the seeing dependent component of the SAA psf directly 
from the SAA image. The estimate is then subtracted from the original image 
to produce the defogged image. Baba et al. (1987) report that, when processing 
computer simulated speckle images of a binary star with their extension to SAA, a 
significantly more accurate value for R was obtained than from basic SAA. They also 
report applying their technique to speckle images of the binary c, And. 
Christou et al. (1985) ( cf. Freeman et al. 1985; Christou et al. 1986b; 1986a; 
Ribak 1986) describe a modification to SAA, called weighted SAA, -~hich is a close 
relative of LWH processing. Weighted SAA aims to produce an image that is rep-
resentative of the true image, whilst simultaneously eliminating the background fog. 
As for LWH processing, a mask of weighted impulses is generated for each speckle 
image, the mask for the m th such image being defined by (4.36). The weighted SAA 
image fwsA(x) t----t FwsA(u) is then computed as 
FwsA(u) 
( Sm(u) IM ( )l 2) 




The inverse Fourier transform of ( 4.46) yields 
( 4.46) 
(4.47) 
where 0-1 represents the deconvolution achieved by dividing by (Mm(u)M~(u))M 
in Fourier-space. The first term on the RHS of ( 4.47) corresponds to hwH(x), while 
the second term provides an estimate of the fog. Thus, the deconvolution contained 
in ( 4.47) automatically removes an estimate of the fog. The efficacy of weighted SAA 
in removing fog is apparent in images presented by Christou et al. (1986b ). 
Another astronomical speckle imaging algorithm, which can be applied to speckle 
images of binary stars, is the Fork algorithm (Bagnuolo, Jr. 1988). Although not 
strictly an extension of SAA, this technique is included here since it is an image-
space technique having similarities to SAA. 
The essence of the Fork algorithm is to search each speckle image for all isolated 
pairs of speckles that correspond to a replica of the binary. Suppose that Ii, h, h 
and 14 are the observed intensities at points in the speckle image separated, one from 
the next, by s. Equation ( 4. 7) reveals that the speckle image of a binary star can be 
considered to be the speckle psf added to a translated and weighted version of itself. 
Consider five pixels that are spaced consecutively by s in the speckle psf. Denoting 
these as i0, i1, i2, i3 and i4, it follows that 
Ii= i1 + Rio, 
h = i3 + Ri2, 
h = i2 + Ri1, 
/4 = i4 + Ri3. ( 4.48) 
In general, it is not possible to solve for R from ( 4.48) since there a.re too many 
unknowns. However, suppose that, by chance, i2 is an isolated speckle, by which it 
is meant that i2 ~ i1 and i2 ~ i3. In this situation Ii and 14 are negligible, so h 




The Fork algdrithm selects such 'favourable occurrences' by requiring 




where c1 and c2 are chosen constants, J is the average intensity at the centre of the 
speckle image, and max is here to be interpreted as 'the greater of'. The second 
condition applies when significant contamination is present. An improved estimate 
of the intensity ratio is given by subtracting an estimate of the background B = 




An even more faithful estimate of R is obtained by compensating for the terms in-
cluded in h and h, due to i2 not being perfectly isolated. Inspection of ( 4.48) reveals 
that these are Ri1 and i3. Bagnuolo, Jr. (1988) shows that it is possible to estimate 
these terms if one assumes that the probability intensity in can be approximated by 
an exponential distribution. Upon defining the equations 
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it follows that the corrected estimate of the intensity ratio for this occurrence is given 
by 
where a and b are positive real variables. 
b 
- ' a 
( 4.53) 
Bagnuolo, Jr . (1988) also suggests that a and b should be weighted by their 
~stimated uncertainties. On denoting uncertainties in z1 ( and z3 similarly) by 6.if = 
if-i~ 2, and after defining a to be the fraction of the intensity in the lesser component 
(i.e. a= R/(1 + R)), one obtains 
(4.54) 
b2t::,.a2 + a2t::,.b2 
(a+ b )4 
where f'::.a 2 R2 [1f (1- R1)R1 + d2] = 6.iiR2 
and t::.b2 = ( 1 ) [ 2 1 ] t::.i~ R2 14 (1- R4)R4 + Q2 = R2 • 
Thus, one can compute the value of a for each favourable occurrence, weight it by its 
corresponding t::.a, and store it in a histogram. After all speckle images have been 
processed, the best estimate of R can be obtained from this histogram. Ba.gnuolo 
states that modest amounts of photon and detector noise can be accommodated by 
this technique. He also reports computer simulations in which this algorithm attains 
a SNR approximately ten times greater than that of other astronomical speckle 
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imaging techniques. Application of the Fork algorithm to speckle images of Capella 
has been reported (Bagnuolo, Jr. and Sowell 1988). 
de Freitas et al. (1987) ( cf. de Freitas and Dainty 1988a) introduce an algorithm 
for reconstructing a randomly translating object viewed under conditions of severe 
photon-limiting. Since their algorithm has similarities to SAA it is mentioned here. 
They assert that, when the average number photons per speckle image, Np, is less 
than ten, the SAA algorithm reference pixel cannot be located reliably. However, if 
it is known that a single, randomly translating, object is being viewed, the centroid 
of the photons provides a useful estimate of the shift position. By taking many 
photon-limited versions of the object, and SAAing them with the centroid as the 
shift position, a reconstruction of the object can be generated. 
de Freitas et al. (1987) show that is useful to 'bin' the photon-limited images, by 
placing all the images with the same number of photons (Np) in the same bin. SAA 
is then separately applied to the ensemble of images contained in each bin to produce 
several binned SAA images. de Freitas et al. (1987) note that recursive relations link 
the phase differences in the object's spectrum to quantities that can be derived from 
the binned SAA images. These relations can be exploited to recover an estimate of 
the phase of the object's spectrum from the SAA images. The resulting phase can be 
combined with the magnitude of the spectrum, obtained, for instance, from the SAA 
image for the bin Np = 2. An estimate of the spectrum results, which can be inverse 
Fourier transformed to give a reconstruction of the object. de Freitas et al. (1987) 
apply their algorithm to 80,084 computer-simulated one-dimensional photon-limited 
(Np= 3) images of a randomly translating binary star. The separation and bright-
ness ratio of the component stars of the binary were faithfully reconstructed by the 
algorithm. 
de Freitas and Dainty (1988b) show that the centroiding technique can be consid-
ered to be a phase closure technique. Consequently, centroiding can, in principle, be 
generalized to allow diffraction-limited information about the phase of the object to 
be obtained, even when the object is viewed through atmospheric turbulence. They 
note, however, that the technique has a low theoretical SNR so one would expect it 
to be severely affected by noise. 
The above processing is reminiscent of the 'nearest-centroid' shifting strategy 
considered by Sinton (1986, §5.4.2) when applying SAA to photon-limited speckle 
images. In this strategy the brightest pixel nearest to the centroid of all the brightest 
pixels in a speckle image is selected as the SAA reference pixel. He finds that, 
when SAA is applied to severely photon-limited speckle images of a binary star, 
SAA resolves the components of the star although the brightness ratio is usually 
significantly in error. 
4 .8.4 Non-astronomical Applications of Shift-and-add 
Although somewhat out of place in a discussion of astronomical imaging techniques, 
the application of SAA to fields outside astronomy falls within the deconvolution 
theme of this thesis. Hence, two fields in which SAA has shown potential are briefly 
mentioned here. 
Ultrasonic images generated by, first irradiating an object with ultrasound and, 
second, appropriately processing measurements of the resulting scattering, show a 
speckly nature similar to laser speckle (Abbott and Thurstone 1979; Gehlbach and 
Sommer 1987). However, in contrast to the astronomical speckle imaging situation, 
the distortion in ultrasonic images does not usually change rapidly and randomly 
with time. Temporal changes can be observed over long periods but the distortion 
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can typically be considered temporally invariant. Therefore, it is not possible to ob-
tain an ensemble of independently blurred images by taking short exposure images 
separated in time. It transpires, however, that the distortion tends to be a strong 
function of frequency (Abbott and Thurstone 1979, §VI; Bates and Minard 1984). 
Thus, by gathering data in different, narrow frequency bands, an ensemble of ap-
proximately isoplanatically blurred images results, with the frequency-dependent psf 
being different for each image. 
Radiation used in ultrasonic imaging is usually spatially coherent. This implies 
that it is possible to make direct measurements of the phase. Since the frequency-
dependent psf has essentially random phase, the brightest version of the object in 
each speckle image has a random phase shift. Hence, the averaging process, inherent 
in basic SAA, results in destructive interference obscuring the object. This can be 
overcome by shifting the phase of every pixel in the image such that the phase at the 
image's brightest pixel becomes zero. Then, when SAA is applied to the phase-shifted 
images, the brightest versions of the object reinforce. This extension to basic SAA is 
called coherent SAA (Bates and Robinson 1982; Robinson 1982; Minard ct al. 1985). 
The coherent SAA image f csa,M(x) is described by (Sinton 1986) 
(4.55) 
where Xm is again the position of the pixel with greatest magnitude, and </>(xm) = 
P [sm(xm)] . The other versions of the object and the cont amination are also coherent 
and therefore have a random phase from speckle image to speckle image. Thus, these 
effects average toward zero instead of towards a positive fog (§4.8.1), so procedures 
for fog removal are usually not required. 
Another non-astronomical field in which SAA has been invoked is speech process-
ing. Much speech processing research is based on the 'source-filter ' model of speech 
production, in which the larynx generates an excitation function that is filtered by 
the vocal tract to produce the spoken sound (Markel and Gray, Jr. 1976, §1.3). 
Speech production can be conveniently classified into two broad classes depending 
upon the function of the glottis. In voiced speech, the excitation consists of a sequence 
of quasi-periodic pressure pulses, called glottal pulses, induced by the glottis. Such 
speech can be represented by the convolutional model 
s(t) = g(t)0v(t) + c(t), ( 4.56) 
where s(t) is the spoken speech, g(t) represents the glottal pulses, v(t) is the vocal 
tract response and c(t) incorporates all departures of the convolutional model from 
reality. For unvoiced speech the glottis no longer produces quasi-periodic glottal 
pulses and the excitation function is essentially random air turbulence. 
Since voiced speech is approximately repetitive at the pitch frequency (this is 
apparent in Fig. 4.12(a)), it can conveniently be broken into segments, each of about 
one pitch period in length. Thus , 
M 
s(t) = I: sm(t - Tm), . ( 4.57) 
m=l 
where Tm is the time at which the m th speech segment sm(t) occurs. Each such 
segment can then be represented by 
( 4.58) 
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Figure 4.12: SAA processing of voiced speech to extract the average glottal pulse: (a) 
voiced speech extending over several pitch periods; (b) g(t) = !sa(t) resulting from applying 
SAA processing to 300 pitch periods of speech data. 
The vocal tract varies as different sounds are spoken, while the glottal pulse is rel-
atively constant for a given speaker. Brieseman et al. (1987) note that if one could 
validly assume that g(t) was temporally invariant, an estimate of the glottal pulse 
could be recovered by performing shift-and-add on the speech segments defined by 
(4.58) (see Fig. 4.12(b)). However, since the glottal pulse does change as different 
sounds are spoken (Miller 1959), and especially as the pitch is altered, shift-and-add 
does not extract the actual individual pulse shape. Rather, it produces an 'avera.ge' 
glottal pulse g( t) which is that part of the speech having a constant shape in each 
pitch period. Potential applications for this average glottal pulse include speech ther-
apy, diagnosis of vocal tract disorders, speaker identification and speech recognition 
applications (Brieseman et al. 1987 cf. Bates et al. 1987b ). 
4.9 Speckle Imaging at Infrared 
Many objects of interest to astronomers and astrophysists radiate most strongly in 
the infrared and near-infrared bands of electromagnetic spectrum (Roy and Clarke 
1977, §14.8). It follows, therefore, that useful astrophysical information is often 
obtained by observing these objects at infrared wavelengths. Speckle imaging tech-
niques have been extended to the infrared (Sibille et al. 1979; Howell et al. 1981; 
Mariotti et al. 1983; Dyck and Howell 1985), to produce an effective increase in the 
resolution attainable by earth-based telescopes operating at these wavelengths. 
Atmospheric characteristics are wavelength-dependent (Roddier 1981, p. 301). 
For example, experiments conducted by (Mariotti 1983) reveal that, at >. = 4.6Jtm, 
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Figure 4.13: One-dimensional infrared speckle image capture . The two-dimensional speckle 
image a(x, y) is scanned across long, narrow slit (S), in a direction (l) perpendicular to the 
length of the slit . All the energy passing through the slit is integrated by a single infrared 
detector whose time varying output provides the one-dimensional speckle image a(l). 
ro has a typical value of 1.2m, compared with 10cm at visible wavelengths (§4.2). A 
comparison of the critical parameters describing the formation and capture of speckle 
images at the visible wavelength of 500nm and the infrared wavelength of 5µm are 
presented in Table 4.1. Inspection of the second column of this table shows that r0 , 
Tr, and the isoplanatic angle all scale with wavelength as >.. 615 whilst Li>.. scales as >.. 2 
(cf. Roddier 1988, Table 1). 
Technical difficulties in constructing electronic cameras to operate at infrared 
wavelengths mean that techniques for recording infrared speckle images have tended 
to differ from the corresponding techniques for visible wavelengths . At visible wave-
lengths a two-dimensional array of detectors is typically employed, while at infrared 
wavelengths only a single detector has been available until quite recently. Consider-
able research into detector arrays to operate at infrared wavelengths has, however, 
been reported ( cf. Monin et al. 1987) and several prototype devices have already 
been tested (lvicLean 1988) making direct two-dimensional infrared speckle imaging 
possible. 
Discussion of the capture of infrared speckle images in this thesis is restricted 
to an implementation that has proven valuable over the last decade or so. This 
implementation employs a single infrared detector, and is now discussed with ref-
erence to Fig. 4.13. Since only a single infrared detector is available for detecting 
the infrared radiation, speckle images are typically recorded by rapidly scanning the 
two-dimensional speckle image across a long narrow slit positioned in the focal plane 
of the telescope, in front of the detector (Sibille et al. 1979). At each instant, the 
radiation passing through the slit is focussed upon, and thus integrated by, the de-
tector. As the image is scanned in the l direction, the time-varying output of the 
detector generates a one-dimensional speckle image as a function of l. When the 
slit has passed over the entire image the complete one-dimensional speckle image is 








Figure 4.14: Four infrared speckle images typifying those obtained for the unresolved star 
SAO 133312. (Ao = 2.2µm, .6.A = 0.6µm, D = 2.28m, scan duration = 76ms) . Images 
courtesy of Steward Observatory. 
generated. This image is sometimes called a speckle scan. One-dimensional infrared 
speckle images of the unresolved star SAO 133312 are shown in Fig. 4.14. 
The theory of image reconstruction from projections (see §2.4.1) ensures that 
if a two-dimensional image can be expressed as a convolution, so too can a one-
dimensional projection of that image. Thus, the one-dimensional infrared speckle 
image, which is the projection of the two-dimensional image, is also expressible in 
the form of (4.4). This is also discussed in §2.4.1. 
The principle requirements for accurately recording the one-dimensional speckle 
images are (Chelli et al. 1979) 
(i) the slit should have a width W = l/(2h) where his the highest spatial frequency 
to be measured, 
(ii) the slit must be sufficiently long that the entire two-dimensional speckle image 
is integrated, and 
(iii) the image must be scanned across the slit in a time less than Ts (typically 
50- lO0arcsec/ s). 
The scanning motion is typically generated by linear tilts of the Cassegrain an-
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tenna's secondary mirror. To preserve the spatial frequency content of the two-
dimensional speckle image, the slit must have an angular width less than the diffrac-
tion limit of the telescope and the secondary mirror scan motion must be highly 
linear. Unfortunately, non-linearities in the scanning mechanisms of currently avail-
able speckle recording systems introduce significant contamination (Leinert and Dyck 
1983; McCarthy et al. 1987). Methods for compensating for the nonlinearity have 
been proposed ( cf. McCarthy et al. 1987) and a new technique (Davey et al. 1989b ), 
capable of compensating for this non-linear scanning motion, is introduced in §6.3. 
Several of the optical speckle processing techniques discussed in §§4.5-4.8 have 
been applied to one-dimensional infrared speckle images. For example, speckle inter-
ferometry (Sibille et al. 1979; Dyck and Howell 1985) and triple correlation (Christou 
et al. 1987b) ( cf. Freeman et al. 1988) has been applied to infrared speckle images of 
several astronomical sources. McCarthy and Cobb (1986) discuss deconvolution tech-
niques for infrared speckle imaging. Freeman et al. (1987) compare Knox-Thompson , 




Fourier Phase and Magnitude 
Retrieval Algorithms 
In a great variety of branches of engineering science it is either impossible or imprac-
tical to make direct measurements of the quantity in which one is interested. One 
is forced to infer the quantity from data obtained by measuring another quantity, 
related to the desired quantity in some particular way. A relation that frequently 
arises is Fourier transformation, with the desired and directly measured quantities 
here called, respectively, the image and its spectrum. Table 5.1 lists the analogues 
of image and spectrum for a number of relevant technical sciences. 
If all the pertinent characteristics of the directly measured quantity are accu-
rately recordable, the desired quantity can be immediately reconstructed. There 
are, however, many important and commonly occurring situations in which it can 
be inconvenient or even infeasible to record certain highly significant features of the 
measured quantities. For instance, the phases of spectra a.re usually much more diffi-
cult to measure accurately than their intensities. In several of the technical sciences 
listed in Table 5.1, for instance, it is almost impossible to make usefully accurate 
direct recordings of phases. 
In recent years it has become apparent that the Fourier-space phase and mag-
nitude are uniquely linked (Bruck and Sadin 1979; Hayes 1982; Lane 1988). For 
instance, if the spectral magnitude (i.e. the magnitude of its spectrum) of an image 
is discarded, and replaced with a unity magnitude, features of the original image are 
preserved (Oppenheim and Lim 1981). This phase dominance is discussed, and illus-
trated, jn §5.1.2. It follows from this unique linkage between the spectral magnitude 
a;clip1iase, tfiat it is possible, at least in theory, to completely infer the quantity of 
interest from the limited directly-recorded spectral information. The proviso here, of 
course, is that the limited information is recorded with sufficient accuracy to allow 
this. 
Technical science Image Spectrum 
Antenna engineering Aperture distribution Radiation pattern 
X-ray and neutron crystallography Molecular structure Diffraction pattern 
Communication engineering Signal Frequency spectrum 
Table 5.1: Typical terminology applied in several technical sciences to describe an image 
or signal, and its Fourier transform. In several of these sciences it is significant.ly easier to 
measure spectra than images. (Refer also to Table 2.2.) 
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Consider, for example, a situation in which only measurements of the spectrum of 
the quantity of interest can be rp.ade. Furthermore, in this hypothetical situation, the 
magnitude of the spectrum is accurately recordable, but no measurement of the phase 
can be made. The image generated from only knowledge of the spectral magnitude, 
and assuming the spectral phase is zero, is severely degraded. Thus , in order to 
accurately recover the image, one must know both the spectral magnitude and phase. 
An algorithm that would exploit the unique relationship between the magnitude and 
phase, thereby recovering the unknown phase, would allow an accurate reconstruction 
to be generated. Other situations arise in which one measures, or otherwise infers, 
the spectral phase when no estimate of the magnitude is available (Hayes 1982; Lane 
and Bates 1987b ). In such a situation it would be useful to recover the magnitude 
from the known phase. It is algorithms for implementing the recovery of the phase 
(magnitude), when only the magnitude (phase) is given, that are the subject of this 
chapter. 
The motivation for the development of algorithms capable of recovering the spec-
tral phase or magnitude, and the reason for reviewing them in this thesis, are dis-
cussed in §5.1. 
A number of practical iterative algorithms for recovering the spectral phase from 
the Fourier magnitude have been proposed (Fienup 1978; Fienup 1982; Fright 1984; 
Lane 1988). Several of the iterative algorithms that have proved effective in prac-
tice are noted in §5.2. A few of these algorithms are discussed in greater depth in 
§§5.2.1 and 5.2.2. This is appropriate since these chosen algorithms provide a useful 
introduction to several of the general blind deconvolution algorithms discussed in 
Chapter 7. 
Direct (i.e. non-iterative) approaches to recovering the spectral phase have also 
been investigated ( cf. Lane 1988), and are discussed in §5.3. Unfortunately these 
approaches tend to be highly susceptible to contamination and therefore, as yet, have 
limited usefulness in practical situations. They have, however, added valuably to the 
debate over the uniqueness of Fourier phase retrieval in more-than-one dimensions. 
Iterative algorithms to implement the recovery of spectral magnitude from spec-
tral phase are discussed in §5.4. This problem has traditionally been considered 
the easier of the two problems (Hayes 1982) because the spectral phase is known 
to dominate the magnitude, at least as regards the form of a reconstructed image 
(Oppenheim and Lim 1981). 
The majority of the material presented in this chapter reviews established algo-
rithms for phase and magnitude retrieval, although the computational examples of 
various algorithms are original, as is the detailed study of the affect of contamina-
tion upon the zero-sheet of an autocorrelation (§5.3.4 ). This pictorial study provides 
considerable insight into the contamination induced distortion of zero-sheets in the 
vicinity of an intersection in four-dimensional space. 
5.1 Motivation 
5.1.1 Motivation for Fourier Phase Retrieval 
There are a number of reasons why, in practical image recording situations, the 
phase may be difficult to measure accurately. Following Lane (1988, §2.4) these can 
be summarized as: 
• Accurate receivers sensitive to high frequency phase information may be ex-
pensive or difficult to obtain (Morris 1985). · 
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• The phase information may be distorted during propagation. This is the case 
with atmospheric distortion (Chapter 4). 
• The instrument may have inherent inaccuracies which cause a distortion in 
the measured phase, e.g. a feed defocus or misaligned panels of an antenna 
(Morris 1985). 
• The phase may be discarded to increase storage and/or transmission efficiency. 
This occurs in LPC coding of speech signals (Makhoul 1975). 
• There may be difficulties in maintaining stable phase references, as occurs in 
Very Long Baseline interferometry where measurements are made at widely 
spaced geographic locations (Readhead et al. 1980). 
The deterioration of, or loss of, the phase information due to one, or a combination 
of, the above factors may have undesirable consequences which it would be beneficial 
to remove. 
In recent years it has been demonstrated that a unique relationship almost always 
exists between the spectral magnitude and the phas~ in more-than-one-dimensional 
space (Lane 1988, §4.3). This question of uniqueness is addressed in pioneering work 
by Bruck and Sadin (1979) and Hayes (1982), who argue that such a relationship 
should exist for a discrete compact image. The existence of such a unique relationship 
linking the spectral magnitude and phase leads to the conclusion that it is theoret-
ically possible to recover the phase from the magnitude (Bates 1982a; Lane 1988) . 
This problem is now often known as the Fourier phase problem (Fright 1984) and is 
posed as: 
"Given only IQ(u)I (or, equivalently, IQ(u)l2), recover P [F(u)] (or, al-
ternatively, q(x))." 
It is useful (Fright 1984) to divide the phase problem into two further categories, 
the pure phase problem in which only the spectral magnitude is available, and the 
partial phase problem where additional a priori information, e.g. some estimate of the 
spectral phase, is provided. Although arising less often in practice, the ma.in emphasis 
of this chapter is on the pure phase problem, since computational solutions to partial 
phase problems are usually constructed easily enough by appropriate adaptation of 
procedures developed for the pure phase problem. 
One further requirement for Fourier phase retrieval is that sufficient Fourier-
space data are collected (Bates and McDonnell 1986, §20). The necessary condition 
is that the spectral magnitude must be sampled at a rate greater than or equal to 
twice the Nyquist sampling rate for the object (Bates and Mnyama 1986, §II.C), 
i.e. the Fourier magnitude is oversampled by a factor of two. There are some phase 
problems of Fourier type for which the oversampling condition is not met. One 
example is the crystallographic phase problem in which the molecular structure of a 
crystal is to be inferred from an observed x-ray diffraction pattern (Fright 1984, §2.4; 
Bates and Mnyama 1986, §ILE). The inverse Fourier transform of the intensity of 
such a spectrum yields an aliased form of the autocorrelation, known as the Patterson 
(Ramachandran and Srinivasan 1970). Crystallographic spectra are discrete, existing 
only for the Nyquist samples, so it is not possible to sample these spectra at twice 
the Nyquist rate. Since the oversampling criteria for Fourier phase retrieval is not 
satisfied, the crystallographic phase problem is not a Fourier phase problem, in the 
sense that that term is used in this thesis. 
Further details of some physical recording situations involving the phase problem 
are listed in Table 5.2. 
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Application 
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Table 5.2: Typical technical sciences involving the phase problem. 
In one dimension, no unique relationship exists between the spectral magnitude 
and phase (Fright 1984, §3.3). Although it can on occasion be useful to attempt 
one-dimensional phase retrieval, the one-dimensional situation is not reviewed here. 
Hence, in the following discussion it is assumed that ]( > 1 and that x and u span 
two-or-more-dimensional spaces. The one-dimensional phase problem has, however, 
been discussed in depth from a number of viewpoints (Walther 1963; Bates 1969; 
Burge et al. 1976; Fright 1984). 
It is important to recognize, when considering Fourier phase retrieval algorithms, 
that the spectra of images having the same image-form (§2.1.5) all have the same 
magnitude. Thus, it follows that, when presented with only the Fourier magnitude, 
one can, at best, only recover the image-form of the object. This fundamental ambi-
guity is usually of little account, however, because an image is essentially unchanged 
either by rotating it through 180° ( and conjugating its phase) or by altering its po-
sition. Consequently, it is assumed in the following sections that it is the object's 
image-form which is reconstructed by Fourier phase retrieval algorithms. 
Algorithms for implementing phase retrieval can be split into two broad classes, 
those that only work for special types of objects, and those that work for general 
objects. It is algorithms capable of reconstructing general objects that are of principle 
interest to this thesis, although several of the algorithms that exploit special features 
of particular classes of objects are mentioned in passing here. 
Consider an object that includes an unresolvable part that is separated from the 
rest of the object by a distance that is greater than the extent (§2.1.4) of the rest of 
the object. The autocorrelation theorem (§2.4) states that by inverse Fourier trans-
forming the intensity of the spectrum one obtains the autocorrelation of the object. 
It follows that, because of the isolated reference pixel in the object, the object can be 
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found as an isolated part of the autocorrelation (Napier and Bates 1971; Bates and 
McDonnell 1986, §21), thereby implementing phase retrieval. Other algorithms for 
objects with two or more is,olated unresolved parts, which can, in general, be arbi-
trarily close to the remainder of the image, have also been successfully implemented 
· (Fiddy et al. 1983; Fienup 1983). Still other algorithms for implementing Fourier 
phase retrieval have been realized for objects having certain specific support shapes, 
which must be known exactly (Arsenault and Chalasinska-Macukow 1983; Crimmins 
and Fienup 1983; Brames 1986). Techniques for deriving the exact support of a 
positive object from its spectral magnitude have been reported· (r]3rames 1987 .. 
The motiv,i,tion for reviewing Fourier phase retrieval algorithms within this thesis 
is twofold. Firstly, phase retrieval is a special case of blind deconvolution. This 
becomes apparent if one squares the given IQ( u)I and invokes the autocorrelation 
property of the Fourier transform (see Table 2.3) to obtain 
IQ(u)l2 - A [q(x)] = q(x)0q*(-x) = q*(-x)0q(x). (5.1) 
Comparing this equation with (1.4), or (3.1), indicates that q*(-x) plays the part 
of the psf in (5.1). Since the form of q(x) is initially unknown, then so is the 
form of q*(-x), because both quantities, of course, possess the same image-form. 
Consequently, it follows that the recovery of q(x) from IQ( u)I is a blind deconvolution 
problem (see §1.5). Secondly, the general blind deconvolution algorithms discussed in 
Chapter 7 can be considered to be extensions of the Fourier phase retrieval methods 
outlined in this chapter. Thus, discussion of phase retrieval algorithms presented 
in §§5.2 and 5.3 prepares the reader for the general blind deconvolution algorithms 
presented in Chapter 7. 
5.1.2 Motivation for Fourier Magnitude Retrieval 
Attention is now turned to the motivation for pursuing algorithms for the recov-
ery of magnitude from phase, which is a complementary problem to the Fourier 
phase problem. Algorithms for overcoming this, often called the Fourier magnitude 
problem, have received intensive theoretical study ( cf. Oppenheim and Lim 1981; 
Hayes 1982; Bruck and Sadin 1983). Practical algorithms implementing the recovery 
of magnitude from phase have also been reported (Oppenheim et al. 1982; Lane and 
Bates 1987b; Lane 1988). 
The dominance of the phase over the magnitude, as regards the form of an image, 
has been noted by many authors ( e.g. Ramachandran and Srinivasan 1970; Oppen-
heim and Lim 1981; Hayes 1982; Fright 1984; Bates and Mnyama 1986; Lane 1988). 
This phase dominance is apparent in the example contained in Fig. 5.1. When the 
true spectral phase is combined with a magnitude distribution containing no informa-
tion about the original image (it is chosen to be unity in fact), characteristics of the 
original image are still apparent in the 'phase-only' reconstruction ( see Fig. 5.l(b) ). 
However, when the true spectral magnitude is combined with a random (Fig. 5.l(c)) 
or zero (Fig. 5.l(d)) phase, the 'magnitude-only' reconstruction does not contain any 
features evident in the original image. Oppenheim and Lim (1981) show that a re-
construction obtained by combining the true phase with an approximate estimate of 
the magnitude is significantly more faithful than the reconstruction generated from 
the true phase combined with a unity magnitude. 
Comparison of Fig. 5 .1 (a) and (b) reveals that the phase-only reconstruction 
emphasises the edges of the original image. This edge enhancement is characteristic 
of high-pass filtering ( Gonzalez and Wintz 1977, §4.4.2). Lane (1988) notes that the 
spectral magnitude of a typical image is usually low-pass in nature (see also §3.3). 
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(c) (d) 
Figure 5.1: Dominance of the phase of an image in determining the image-form: (a) the 
original image q(x); (b) the image resulting from combining P [Q(x)] with a unity magnitude; 
(c) the image resulting from combining IQ(x)I with a zero phase; (d) the image resulting from 
combining IQ(x)I with a random phase. Note that considerably more detail apparent in the 
original image is apparent in (b) than in (c) or (d). Lane (1988, §2.5) notes that, when 
displaying the magnitude of a function that has had its de value removed, it is necessary 
to add an offset to the magnitude before it is displayed . If this precaution is not taken, 
discontinuities arise at the zero-crossings of the magnitude of the bipolar image. Such an 
offset was added to (b) before display. 
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Therefore, replacing it with unity magnitude is effectively enhancing the spectral 
magnitude at high frequencies. This is, by definition, the function of a high pass 
filter, so it is not surprising that the edges of the original image are enhanced in 
Fig. 5.l(b ). 
The Fourier magnitude problem arises in several practical situations. For exam-
ple, consider the situation in which it is required to solve the blind deconvolution 
problem posed in §1.5, for the special case in which the spectral phase of the psf 
is known to be zero. Since the blurred image is the convolution of the true object 
and a psf, it follows from -the convolution theorem (Tab.le 2.3) that the spectra of 
the object and the psf are multiplied. Furthermore, since, in this special case, the 
spectral phase of the psf is zero, the phase of the blurred spectrum must be the 
object's spectral phase. The spectral magnitude, however, can not be reconstructed 
directly from the measured data, so the object is not directly computable. How-
ever, a magnitude retrieval algorithm applied to the spectral phase would recover 
the object, thereby implementing blind deconvolution. This application of magni-
tude retrieval algorithms is outlined in §5.4 and illustrated in §7.2. The magnitude 
problem also arises in other areas, for example, phase-only holograms , or kinoforms 
(Lesem et al. 1969), and Fourier synthesis of crystal structure (Ramachandran and 
Srinivasan 1970). 
Although not in itself a deconvolution problem, the Fourier magnitude prob-
lem is encountered in one of the blind deconvolution algorithms discussed in Chap-
ter 7. Consequently algorithms implementing the recovery of the magnitude from 
the known phase are introduced in §5.4. 
5.2 Iterative Phase Retrieval Algorithms 
Fourier phase retrieval has received a considerable amount of research effort in recent 
years, with many algorithms being realized. The algorithms that have proven most 
effective in practice are iterative. Several of these algorithms are discussed in §§5.2.1 
and 5.2.2. 
The iterative phase retrieval algorithms that I have chosen to discuss in more 
depth are based upon the general iterative processing loop (Fienup 1982; Bates and 
Davey 1988; Lane 1988, §5.1) depicted in Fig. 5.2. Limiting review of iterative phase 
retrieval algorithms to a few that are based on this loop is appropriate for several 
reasons. Firstly, these algorithms have received widespread study and are perhaps 
the most widely applied of all phase retrieval algorithms. Secondly, the iterative 
blind deconvolution algorithms discussed in §§7.3 and 7.4 employ an extended form 
of the general processing loop, so that material presented here constitutes a useful 
introduction to those techniques. Lastly, a detailed review of phase retrieval alga~ 
rithms is outside the scope of this thesis since phase retrieval is but a small aspect of 
blind deconvolution. Several recent reviews of the status of Fourier phase retrieval 
are available (Fienup 1984; Fright 1984; Dainty 1984; Bates and Mnyama 1986; 
Lane 1988; Mccallum 1989). 
It is worth mentioning, in passing, that the loop depicted in Fig. 5.2 has also 
been usefully applied to retrieve information in fields other than phase retrieval. For 
instance, it has found application in the magnitude problem (Hayes 1982) (see also 
§5.4) and bandlimited extrapolation (Gerchberg 1974; Sanz and Huang 1984; Kani 
and Dainty 1988). 
The essence of the general iterative processing loop is to transform an estimate 
of the object back and forth between Fourier-space and image-space applying known 









Figure 5.2: The general loop that forms the basis of several iterative Fourier phase and 
magnitude retrieval algorithms. 
constraints in each space at each iteration. The role of the constraints is to urge 
the reconstruction at each step to become more faithful. In this loop the constraints 
at each step comprise incomplete information about either the image q(x) or its 
spectrum Q(u). In this thesis these image-space and Fourier-space constraints are 
denoted by { q} and { Q}, respectively. The i th estimate of the object and its spectrum 
are denoted by k;(x) and J(;(u) respectively. In addition a set of starting data, or 
initial conditions, are provided, either in image-space as ko = k0 (x) or in Fourier-
space as Ko= Ko(u). The goal of the iterations is to progressively urge the initial 
estimate of the object to become more faithful. 
The Fourier-space constraint, in the case of the Fourier-phase problem, is the 
known magnitude of the spectrum, i.e. IQ( u, v )I. In addition, if any partial informa-
tion about P[Q(u,v)] is known, it can also be incorporated into {Q}. Image-space 
constraints that are commonly applied in conjunction with the general iterative pro-
cessing loop are: 
(i) A support constmint when it is known that the image is compact and an es-
timate of its support is known. Any pixel of non-zero value lying outside the 
estimate of the support violates this constraint. Unless otherwise specified, in 
this thesis the estimate of the support is taken to be the image-box (§2.1.4) of 
the image (i.e. a box, with sides parallel to the chosen coordinate axes, that 
just encloses the image) . 
(ii) A reality constraint when it is known that the image is real. Any pixel whose 
value has a non-zero imaginary part violates this constraint. 
(iii) A positivity constraint when it is known that the image is positive. Any pixel 
that violates the reality constraint also violates this constraint. In addition the 
real part of the each pixel must be non-negative to satisfy this constraint. 
These image-space constraints can either be applied separately, or in combination. 
Various other iterative Fourier phase retrieval methods, which are not based on 
the loop depicted in Fig. 5.2 have been proposed. Two of these methods are now 
mentioned in passing. 
Maximum entropy (Jaynes 1982; Nityananda and Narayan 1982) image restora-
tion has been applied with considerable success to the phase problem ( Gull and 
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Daniell 1978; Bryan and Skilling 1986; Narayan 1987). Maximum entropy algo-
rithms constrain the estimate of the object by attempting to maximize the entropy. 
Thus, in general terms, the maximum entropy algorithm tends to reconstruct the 
smoothest object consistent with the given data. It is a matter of some debate as to 
whether the entropy has the form 
Eo = j ln[f(x)] dx, (5.2) 
or 
Eo = j f(x) ln[f(x)] dx . .. (5.3) 
Nityananda and Narayan (1982) show that maximum entropy image restoration pro-
duces the most faithful restorations when objects consist of isolated peaks on a flat 
background. 
Nieto-Vesperinas et al. ( 1988) ( cf. Nieto-Vesperinas and Mendez 1986) outline 
a phase retrieval algorithm based on the simulated annealing algorithm of Kirk-
patrick et al. (1983). Simulated annealing is a Monte Carlo method for solving large 
systems of equations, which has developed from a procedure devised by Metropo-
lis et al. (1953). Nieto-Vesperinas et al. (1988) report that the algorithm is robust 
and flexible and reconstructs high contrast areas faithfully, but unfortunately the 
algorithm is very computationally expensive. They suggest that the technique could 
usefully complement other iterative algorithms, for example those of (§5.2.2) , in sit-
uations where those algorithms stagnate. 
5.2.1 The Gerchberg-Saxton Algorithm 
Gerchberg and Sax ton (1972) put forward an iterative algorithm for solving the 
Fourier phase problem. This, the Gerchberg-Saxton (GS) algorithm, is based on the 
general iterative processing loop depicted in Fig. 5.2. For their technique both the 
object and its spectrum can, in general, be complex. In terms of the notation of 
Fig. 5.2; the image-space constraint in the GS algorithm is the known magnitude 
of the image (i.e. {q} = lq(x)I), while the Fourier-space constraint is the measured 
Fourier magnitude (i.e. {Q} = IQ(u)I). Thus, the GS algorithm is a partial phase 
problem since the image-space magnitude, in addition to the spectral magnitude, 
must be known. 
Iterations commence with an estimate of the image-space phase k0(x), which 
is often conveniently chosen to be pseudo-randomly distributed between -1r and 1r 
(Gerchberg and Saxton 1972). The first estimate of the object k0 (x) is given by 
k1(x) = t (x)le11'(ko(x)]_ (5.4) 
One iteration of the GS algorithm is described by 
K;(u) = .F[k;(x)], 
Kt(u) = IQ(u)le11'(K;(u)l, 
ki(x) = .F-1 [Kt(u)], 





An iterative loop is formed by taking the most recent k(x) to be the new k(x) (i.e. the 
LHS of (5.8) becomes the RHS of (5.5)). Iterations proceed until either convergence 
is obtained, or the algorithm ceases to converge. 
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The GS algorithm can not diverge although convergence is not guaranteed (Ger-
chberg and Saxton 1972). In many situations the iterations converge very slowly 
or not at all. When this happens the algorithm is said to have reached stagna-
tion. In practice stagnation is a serious impediment to effective phase retrieval. 
Gerchberg (1986) terms stagnation the lock problem and proposes a solution to it 
that is somewhat reminescent of the hybrid input-output technique proposed by 
Fienup (1982), which is discussed in §5.2.2. 
The GS algorithm was originally intended to be applied in electron microscopy 
contexts, although it has also found application in other fields. For example, (Gar-
denier et al. 1986; Bates et al. 1987a) report modifying the technique to detect 
deformations in radio antennas employed in satellite communication, thereby allow-
ing the antennas to be aligned correctly. Deformation of an antenna's surface leads 
to phase perturbations in the antenna aperture distribution, and therefore to in-
creased far-field sidelobe levels (Blake 1984). By calculating the antenna aperture 
magnitude from design data ( to provide { q} ), and measuring the far-field radiation 
pattern ({Q}), the GS algorithm can be invoked to estimate the severity and loca-
tion of the deformations. The GS technique has also found application in acoustic 
microscopy (Bates et al. 1987a; Fright et al. 1988). 
5.2.2 Fienup's Algorithms 
Fienup (1978) has instigated a type of processing, which is essentially an adaptation 
of the GS algorithm, to solve the Fourier phase problem from a single intensity mea-
surement. Several algorithms have subsequently been developed by Fienup (1982), 
each of which applies the first three steps of the GS algorithm (i.e. (5 .5)-(5.7)). 
However, in Fienup's algorithms, the fourth step of the GS algorithm is replaced 
with a step that incorporates additional image-space constraints. Two of Fienup's 
algorithms are described here. 
In the simplest of Fienup's algorithms, called error-reduction, the fourth step in 
the GS algorithm (i.e. (5.8)) is replaced by 
{ 




where, for convenience, T denotes the set of points in image-space where the current 
estimate ki(x) satisfies the known constraints (i .e. { q}) in this space. The operation 
is non-expansive (Tom et al. 1981) in the sense that k(x) cannot be further from the 
true solution than k'(x) (Youla and Webb 1982). Consequently it is impossible for the 
error-reduction algorithm to diverge. However, a common problem encountered when 
applying the error-reduction algorithm is a slow convergence rate, or no convergence 
at all. 
Some means of evaluating the convergence of the iterative loop is necessary. 
Ideally one would compare the latest reconstruction with the true image, to obtain 
an estimate of the fidelity of the reconstruction. This error measure, here called the 
true error and denoted Er, is conveniently defined at the ith iteration as 
ju<)j lf(x) - ki(x)l2 dx 
Er = =----=--------
j(I<) j IJ(x)l2 dx (5 .10) 
When the true image is unknown, as it always is in the real world, it is not possible 
to calculate Er, so some alternative error measure is needed. One such measure is 








Figure 5 .3: The hybrid input-output phase retrieval algorithm proposed by Fienup illus-
trating the 'input-output' concept. The section of the iterative loop to the right of the dotted 
line can usefully be considered to be a non-linear process. 
given by the amount that the reconstruction violates the image-space constraints. 
This, the image-space error (E1), is described by 
(5.11) 
Alternatively, it is possible to determine how much the Fourier-space estimate violates 
the Fourier constraints. In the phase problem this error measure is defined by 
ju<)j(IF(u)I - IKi(u)l)2 du 
E F = ~-~----,---------,----
ju<) j IF(u)]2 du 
(5.12) 
It is the image-space error measure, E1, that is calculated to assess the convergence 
of the iterative loop in examples of phase retrieval algorithms presented in this thesis. 
The often slow convergence of the error-reduction algorithm can be accelerated 
by another of Fienup's iterative schemes, the hybrid input-output algorithm (Fienup 
1982). This algorithm has the fastest rate of convergence of all the iterative schemes 
proposed by Fienup (Fienup 1982; Fright 1984, §4.2.2), and has proven to be effective 
in practice (Fienup 1982; Lane 1988). The algorithm is defined by (5.5)-(5.7) with 
the last step of the GS algorithm, i.e. (5.8), replaced by 
{ 
ki ( X) if X E T 
ki+1(x) = 
ki(x) - j3ki(x) otherwise, 
(5.13) 
where /3 is a positive constant called the loop gain. Thus, the new-input is formed 
from the present output where it satisfies the constraints; otherwise from the previous 
input less a fraction of the present output. The iterative loop for the hybrid input-
output algorithm is depicted in Fig. 5.3. 
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Figure 5.4: Illustration of zero-packing and its effect on the sampling rate in Fourier-space: 
(a) a 16 x 16 pixel image ; (b) an idealized representation of Fourier-space Nyquist sample 
points; ( c) the zero-packed version of (a); ( d) Fourier-space sample points of ( c). The samples 
indicated by x correspond to the Nyquist samples of (b ), while those marked o indicate the 
additional sample points due to the zero-packing . 
The reasoning behind the hybrid input-output algorithm is somewhat heuristic. 
It is, however, useful to view the application of the magnitude constraint (i.e. the 
section of the loop to the right of the dotted line in Fig. 5.3) as a non-linear process. 
A small change in the input to this process causes a small change in its output, 
which, to a first order approximation, is proportional to that of the input. Thus, 
by changing the input appropriately, it is possible to drive the output toward the 
correct solution. The motivation for replacing (5.9), the image-space constraint of 
the error-reduction algorithm, with (5.13), is based upon this reasoning. 
Examples of Fourier phase retrieval generated by invoking the error-reduction 
and hybrid input-output algorithms are presented in Fig. 5.6. These reconstructions 
were produced in the following manner. The true object depicted in Fig. 5.5(a) was 
zero-packed (i.e. the object was inserted into the central portion of a zero-valued 
image of twice the extent of the original image) to ensure that the oversampling 
criterion in Fourier-space was satisfied. The concept of zero-packing, and an idealized 
representation of the Fourier-space oversampling that results, are depicted in Fig. 5.4 . 
Since the true object for the example has an extent of 64 x 64 pixels, the zero-pa.eked 
image has an extent of 128 X 128 pixels. The magnitude of the spectrum of the 
resulting image was contaminated to a level of €dB = -30dB and was taken to be the 
Fourier-space constraint. A buffer filled with pseudo-randomly generated numbers, 
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(a) 
Figure 5.5: The positive ' true' image and the pseudo-random starting image for the example 
of Fienup's algorithms illustrated by Figs. 5.6 and 5.7. 
Figure Algorithm type Iterations Support Positivity fJ 
(a) error-reduction 256 yes yes 
(b) hybrid input-output 32 yes yes 0.5 
(c) hybrid input-output 64 yes yes 0.5 
(d) hybrid input-output 256 yes yes 0.5 
(e) hybrid input-output 256 no yes 0.5 
(f) hybrid input-output 256 yes no 0.5 
Table 5 .3: Details of various strategies employed when generating the reconstructions dis-
played in Fig. 5.6. 
uniformly distributed in the range O - 1, was taken to be the starting image, which 
is displayed in Fig. 5.5(b)). Details of the image-space constraints applied at each 
iteration, and the number of iterations applied, for each reconstructions Fig. 5.6(a)-
(f), are listed in Table 5.3. 
Several points of interest concerning the performance of the error-reduction and 
hybrid input-output algorithms are clearly revealed in Figs. 5.5-5.7. The first point 
to note is that the errors resulting from the error-reduction algorithm monotonically 
decrease (i.e. they never increase). This is apparent from inspection of the graph of Er 
versus iteration number displayed in Fig. 5.7(a). Hereafter such a graph is referred 
to as an error-curve. In contrast to error-reduction, the error-curve produced by 
the hybrid input-output algorithm (Fig. 5.7(b)) fluctuates. No general theoretical 
analysis of the convergence of the hybrid input-output algorithm has yet been devised 
and there is no guarantee that its error decreases at each iteration. The fluctuations 
observed (Fig. 5.7(b)) are typical of those encountered when applying the hybrid 
input-output algorithm to contaminated data. 
Secondly, although error-reduction cannot diverge, it is apparent from the error-
curves shown in Fig. 5.7(a) that, after 256 iterations, the algorithm has stagnated. 
This is confirmed by inspection of Fig. 5.6(a), which bears little resemblance to the 




Figure 5 .6: Reconstruction of the image shown in Fig. 5.5(a) from the magnitude of its 
oversampled spectrum by invoking Fienup's iterative algorithms. Contamination to the level 
of tdB = -30dB was added to the Fourier magnitude and the image depicted in Fig . 5.5(b) 
was taken as the starting image. Details of each reconstruction are summarized in Table 5.3. 
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Figure 5. 7: Error-curves for the reconstructions presented in Fig. 5.6: ( a) error-reduction; 
(b) hybrid input-output. Solid lines signify application of both support and positivity con-
straints, dashed lines signify no support constraint, and dotted lines signify no positivity 
constraint. 
true image Fig. 5.5(a). After the same number of iterations the reconstruction from 
hybrid ii:iput-output is significantly more faithful (compare Fig. 5.6(a) and (d)). It 
is important to note that, although the reconstruction from hybrid input-output is 
significantly more faithful than for error-reduction, the corresponding image-space 
error, E1, is comparable (see Fig. 5.6(b )). This point discussed by Lane (1988, p. 110) 
who notes that the reconstruction by hybrid input-output for a given value of E1 is 
significantly superior in visual quality than a reconstruction from error-reduction for 
the same value of E1. 
Lastly, it appears from Fig. 5.6(e) and (f) that, when the image-space constraints 
of positivity and support are applied separately, the reconstruction is not as faithful 
as when these constraints are applied simultaneously. In addition, when no support 
constraint is applied, there is no necessity for the reconstruction to form centred at 
the origin of image-space. The reconstruction shown as Fig. 5.6( e) was chosen as the 
block of 64 X 64 pixels in the 128 X 128 reconstruction which contained the greatest 
energy. The centre of this particular block was located a considerable distance from 
the origin of image-space. 
The problem of stagnation occurs for the hybrid input-output algorithm, al-
though not nearly as regularly, or with as great a severity, as for the error-reduction 
algorithm. Fienup and Wackerman (1986) and Lane (1988, §5.7) discuss the stag-
nation problem as it applies to the hybrid input-output algorithm. They propose 
techniques that effectively overcome the stagnation problem in the majority of prac-
tical situations in which it arises. 
Fienup (1984) discusses a composite technique in which a number of hybrid 
input-output iterations, are followed by a, usually smaller, number of error-reduction 
iterations. This procedure is often repeated several times to achieve a reconstruc-
tion. Lane (1987) ( cf. Lane 1988), however, notes that the error-reduction iterations 
produce a decline in the error measure that is largely illusory, since, when processing 
returns to the hybrid input-output algorithm, the error returns to its level before the 
application of error-reduction processing. Furthermore, Lane (1988, §.5.3) reports 
simulations in which the hybrid input-output algorithm, applied a.lone, converges 
significantly faster than the composite technique. 
Mccallum and Bates (1989) have recently perfected a technique for improving 
the fidelity of the reconstruction resulting when applying hybrid input-output in the 
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presence of contamination. Their processing is based on the observation that the 
convergence of the hybrid input-output algorithm is highly erratic when it processes 
significantly contaminated data. Because the reconstructed images do not steadily 
become more faithful as iterations proceed, it is difficult to know when to cease 
processing. However, McCall um and Bates (1989) note that the images corresponding 
to local minima of the error-curve exhibit characteristics of the true image. They find 
that, if these images are stored and are subsequently intelligently averaged, a superior 
reconstruction, here called an averaged reconstruction, results. The averaging is 
effected by adding the images together after they have been appropriately aligned. 
Aligning the images ensures that the versions of the object, which each individual 
image contain, superimpose in the averaged reconstruction. Processing commences 
by letting the reconstruction that is deemed to be the 'best' (by some criterion) be 
the first estimate of the averaged reconstruction . The 'next best' reconstruction is 
then aligned with the averaged reconstruction before the latter is updated by adding 
the aligned reconstruction. The alignment is conveniently achieved by correlating the 
particular reconstruction with the averaged reconstruction. From the maximum of 
the correlation it is possible to deduce the amount by which the reconstruction must 
be shifted to align it with the averaged reconstruction. In practice, an additional step 
is required in the correlation process. Since a phase retrieval algorithm can only hope 
to recover the image-form of the object, there is no guarantee that the reconstruction 
of the object at each iteration has the same orientation (it may correspond to the true 
image rotated by 180°). Thus, in addition to correlating the reconstruction with the 
averaged reconstruction, it is also necessary to correlate the rotated reconstruction 
with the averaged reconstruction. If the maximum correlation is encountered with 
the rotated reconstruction, then it is the rotated reconstruction that is aligned and 
added to the averaged reconstruction. This sequence of steps continues until all the 
available reconstructions have been processed. Computer simulations have revealed 
that the resulting averaged reconstruction is considerably more faithful than the 
reconstruction corresponding to any minimum of the error-curve (Mccallum and 
Bates 1989). 
Mccallum and Bates (1989) have also investigated methods for improving the 
computational efficiency of phase retrieval algorithms. They show that a scheme, 
which operates on increasing numbers of spectral magnitude samples as iterations 
proceed, leads to significant reductions in the amount of computation required to 
implement phase retrieval. 
The hybrid input-output algorithm has recently been shown to recover the phase 
of complex data. Fienup (1987) reports reconstructing a complex image having a 
specialized support, from knowledge of its spectral magnitude. Lane (1987; 1988) 
finds that, when a sufficiently large number of iterations are applied, the hybrid 
input-output algorithm can reconstruct a general complex image. An example of a 
reconstruction of a complex image from its Fourier magnitude, by application of the 
hybrid input-output algorithm, is depicted in Fig: 5.8. For this simulation the true 
image was formed by taking Fig. 5.5(a) to be the magnitude, and combining it with a 
pseudo-random phase, uniformly distributed between -1r and 1r. Again the image was 
. zero-packed (Fig. 5.4). The spectral magnitude of the resulting object was extracted 
to provide the Fourier-space constraint for the hybrid input-output algorithm, while 
the support constraint comprised the image-space constraint. The starting image was 
generated by combining a pseudo-random magnitude (Fig. 5.5(b )) with a pseudo-
random phase. The reconstructions for 500 and 3000 iterations, with a level of 
contamination of €dB = -30dB added to the spectral magnitude, are displayed in 
Fig. 5.8. The principal characteristics of the object are clearly apparent after 3000 
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Figure 5.8: Central 64 x 64 pixels of the magnitude of the reconstructed complex image 
from applying hybrid input-output to the magnitude of the spectrum of the zero-packed true 
object which was contaminated to a level of fdB = -30dB. The true object was generated 
by taking the magnitude to be Fig. 5.5(a) and combining it with a pseudo-random phase. 
Reconstruction after: ( a) 500 iterations; (b) 3000 iterations. 
iterations (see Fig. 5.8(b)). Note also that the reconstructions at 500 iterations is 
clearly inferior to that for 3000 iterations. The error-curve for this simulation is 
displayed in Fig. 5.9. A further simulation in which no contamination was added 
to the spectral magnitude was performed. In this situation the reconstruction after 
3000 iterations was indistinguishable from the true image, and the corresponding 
error was negligible (see Fig. 5.9). 
Cederquist et al. (1988) have applied Fienup's algorithms to successfully recon-
struct a complex image from Fourier intensity data which was generated and recorded 
in an optical laboratory. 
5.3 Direct Phase Retrieval 
In recent years considerable theoretical advances have been made in the understand-
ing of the Fourier phase problem. This has led to direct algorithms for the solution of 
this problem. The arguments underlying direct phase retrieval, and the implications 
this has for uniqueness, are discussed in this section. The discussion presented here 
is largely based upon the approach of Lane (1988) ( cf. Lane et al. 1987; Lane and 
Bates 1987a). 
In §5.3.1 it is shown that the zeros of the spectrum of a K-dimensional image form 
a (2K - 2)-dimensional surface, henceforth called a zero-sheet, in 2K-dimensional 
space. Knowledge of the locations of the zeros of a function is equivalent to knowledge 
of the function itself. Thus, it is theoretically possible to reconstruct an image 
from the zeros, apart from a complex scaling constant. Techniques for effecting 
the reconstruction are introduced in §5.3 .2. Furthermore, since the spectrum of 
a composite image (§2.2) is the product of the spectra of the component images 
(autocorrelation theorem, Table 2.3), the zero-sheet of the convolution comprises 
the union of the zero-sheets of the components. It transpires that these individual 








1000 2000 3000 
Iteration 
Figure 5.9: Image-space error, Er, for the reconstruction of a complex image from its 
spectral magnitude by application of the hybrid input-output algorithm. The solid line 
corresponds to the contamination free case, while the dashed line shows the error when 
contamination to a level of fdB = -30dB was added to the spectral magnitude. 
zero-sheets are distinct and separable. Techniques for effecting the separation have 
been realized (Lane and Bates 1987a). The implications that this has for phase 
retrieval are outlined in §5.3.3. Unfortunately, when contamination is present, the 
spectrum of a convolution is no longer reducible. Consequently, the zero-sheet of the 
blurred image no longer comprises distinct and separable zero-sheets, so the sheets 
of the individual components cannot be distinguished. This deleterious effect of 
contamination on zero-shee~ based direct phase retrieval is mentioned in §5.3.4. 
Other authors have reported schemes implementing direct phase retrieval, that 
are not based on the concept of the zero-sheet. Two of these schemes are mentioned 
in passing here. Nieto-Vesperinas and Dainty (1986) discuss a technique capable 
of processing digital (i.e. each pixel is a non-negative integer) uncontaminated im-
ages. This scheme is based on factorizing the z-transform of the image. Deighton 
et al. (1985) report a method based on phase closure that recovered a 16 X 16 image. 
Lane et al. (1987), however, report that this method requires computational effort 
that increases exponentially with the number of pixels in the image. Therefore, in 
practice, the technique is only useful for small images. 
Napier and Bates (197 4) report a two-dimensional phase retrieval algorithm 
which can be considered a forerunner to the zero-sheet algorithms. Their algorithm 
is based on reducing the two-dimensional data to one dimension by generating a 
sequence of one-dimensional projections by invoking the projection theorem (§2.4.1). 
They note that it is possible to track the complex zeros (§2.8) of the spectrum of the 
projection of one-dimensional projections thereby effecting phase retrieval. 
The complex zeros of the spectrum are the basis of the ensemble blind deconvo-
lution algorithm presented in Chapter 6. The phase retrieval algorithm discussed in 
§5.3.3 has also been extended to the blind deconvolution problem (Lane and Bates 
1987a). This extension is mentioned in §7.1. 
5.3.1 Zero-Sheets 
The concept of the zero-sheet is described in this subsection with reference to a 
general two-dimensional compact image q(x, y). The z-transform of this function is 
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. here defined as (see also (2.45)) 
N-1 
Q((,1') = L fm,n(n1m, (5.14) 
m,n=O 
where the fm,n are the image-space samples. Compactness of q(x, y) ensures that 
Q((,,) is analytic for all finite values of the complex variables ((,,) (see §2.8). 
Thus, it follows that Q( (, 1') is completely characterized by the locations at which 
its spectrum is zero ( see §2.8). Since this property is fundamental to the algorithms 
discussed in this section, and in Chapter 6, it is convenient to introduce the notation 
Z { Q( (, 1')} to denote the set of all points for which the z-spectrum of g( x, y) is zero. 
In order to describe Z { Q( (, 1' )}, it is convenient to fix one of the variables ( or 
1 . By choosing to fix(, (5.14) is reduced to 
N-1 
Q((, 1 ) = A(()e•<I>(() IT(, - ,1(()) (5.15) 
l=l 
where A(() is positive,</>(() is real and the ,1((); l = 1, ... ,(N-1) are the point 
zeros corresponding to the particular value to which ( has been fixed. Now consider 
the situation in which the variable that has been fixed, ( in the case of (5.15), is 
varied infinitesimally. Since Q( (, 1') is analytic, and therefore must be continuous 
and smooth, the positions of the point zeros, ,1( () , necessarily must also shift in-
finitesimally. Thus , if ( is varied continuously, the location of the point zeros must 
necessarily also vary continuously. The variable ( is complex, meaning that it has 
two degrees of freedom, so it is possible to vary ( over a complex plane. As ( 
is varied across this plane, it follows that each of the point zeros must describe a 
two-dimensional surface. This surface is called the zero-sheet (Lane et al. 1987) of 
the image q(x,y), or alternatively of the z-spectrum, Q((,,). Since both (and, 
are complex, the space that the z-spectrum spans is four-dimensional. However, the 
zero-sheet is two-dimensional meaning that it is a two-dimensional surface embedded 
in a four-dimensional space. Lane and Bates (1987a) show that this argument can 
be extended to a K-dimensional image, in which case the zero-sheet is a (2K - 2)-
dimensional surface embedded in a 2K-dimensional space (Lane and Bates 1987a). 
In this chapter, only situations for which J( = 2 are considered. However, Chapter 6 
discusses the zeros-sheets, or zero-maps as they are appropriately called there, for 
situations in which J( = 1. 
The display of two-dimensional surfaces in a four-dimensional space is not a 
trivial problem. In order to display a zero-sheet , it is appropriate to display the track 
of the zeros in the ,-plane as ( is varied continuously around a closed continuous path 
(henceforth called a contour) in the complex (-plane. A simple method of traversing 
a contour in the (-plane is to specify ( in polar form (§2.1 ), i.e. 
( = l(le'P[(l_ (5 .16) 
A contour is formed by fixing 1(1 to a positive constant value, and varying P [(] 
continuously from O to 21r. A contour in the (-plane should, one would expect, 
lead to a contour in the ,-plane. Thus, by fixing 1(1, and varying P [(] through 
21r radians, a contour should be traversed on the ,-plane. This often does occur 
although Lane et al. (1987) ( cf. Lane 1988, §4.5) note that, in practice, the (-contour 
must sometimes be traversed several times in order to close the ,-contour. 
Examples of the ,-contours generated from a 32 x 32 image a.re plotted in 
Fig. 5.10. In these examples, as in most examples of zero-contour~ plotted in this 
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5.3.2 Image Recovery from Zero-Sheets 
In the introductory remarks to this section (§5.3) it was pointed out that it is, in 
theory, possible to recover an image from its zeros. For a one-dimensional image, 
this image recovery is a straightforward task since the point zeros are isolated. By 
multiplying factors formed from the point zeros a polynomial results, i.e. 
N-l 
p(z) = IT (z - Zn), (5.17) 
n==l 
where p(z) is the polynomial and the Zn are the point zeros. p(z) is the z-transform 
of the image, so that the polynomial's coefficients are the samples of the image. This 
one-dimensional expansion is invoked in Chapter 6, but it is the two-dimensional 
situation that is of interest in this chapter. Techniques for effecting image recovery 
for twci-or-more dimensions are mentioned here. 
When the image is two-dimensional, there are an infinite number of points on 
its zero-sheet. This considerably complicates the process of reconstructing the im-
age from the zeros since it is necessary to choose the point zeros from which the 
reconstruction is to be generated. In recent years considerable research has been 
directed toward recovering a two-dimensional image from its zeros (Curtis and Op-
penheim 1987). Two major approaches allowing the image to be recovered from its 
zero-sheet have been reported (Lane 1988, §4.8). 
The first approach (Lane 1988, §4.8.1) involves appropriately selecting the values 
to which one of the variables ( ( or 1 ) is fixed. In this manner it is possible to take 
one-dimensional projections in order to determine the Fourier transform along lines, 
or slices (see §2.4) in Fourier-space. By making these lines correspond to a regular 
grid sampled at the Nyquist frequency, the image can be obtained by inverse Fourier 
transforming (see (2.41)) the image. 
The second approach is based on formulating a set of linear equations with the 
pixels of the image as the unknowns. The technique has recently been reviewed by 
Curtis and Oppenheim (1987). Their review mainly covers image recovery from the 
zero crossings of an image, although Izraelevitz and Lim (1987) apply the technique to 
recover an image from what is essentially a zero-contour. One of the major difficulties 
with this technique is determining how many zero-sheet samples are required to 
determine the image-form. Curtis et al. (1985) discuss a technique for determining 
this number based on the number of points two polynomials can have in common. 
However, Curtis and Oppenheim (1987) note that, provided there are more samples 
on the zero-sheet than there are pixels in the image, the image-form can be recovered. 
In addition, the robustness of the technique can be increased by taking more samples 
of the zero-sheet. 
An important point to note, when reconstructing an image from its zeros, is 
that the resulting image is necessarily only reconstructed to within a complex scaling 
factor of the original image. It is, in fact, implicit in the thesis that all reconstructions 
from zeros are subject to this restriction. It should be pointed out, however, that 
such a restriction is usually of little account, for the reasons discussed in §5 .1.1. 
5.3.3 Phase Retrieval from Zero-Sheets 
Zero-sheet theory has implications for phase retrieval because of the properties em-
bodied in the autocorrelation theorem (see (5.1)) which reveals that solving the phase 
problem is a sub-problem of the blind deconvolution problem (seethe final para.graph 
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of §5.1.1). An algorithm for implementing phase retrieval, with the concept of the 
zero-sheet as its basis, is discussed here. 
Consider the 2-composite image 
g(x, y) = fi(x, y)0h(x, y) (5.18) 
and its z-spectrum 
(5.19) 
Since G((, 1 ) is the product of F1((, 1 ) and F2((,1'), it _follows that G((, 1 ) is zero 
whenever either F1 ((, 1 ) or F2((, 1 ) are zero. Thus, Z {G((, 1 )} must be the union 
of Z {Fi((, 1 )} and Z {F2((, 1 )}, i.e. 
Z {G((, 1)} = Z {Fi((, 1 )} UZ {F1((, 1 )} . (5.20) 
Now consider the case of Fourier phase retrieval in which one is given IQ(u,v)I 
and is required to recover q(x, y). Equation (5.1) reveals that the phase retrieval 
problem is effectively a deconvolution problem in which q( x, y) is required to be 
reconstructed from its autocorrelation 
w(x, y) = q(x, y)0q*(-x, -y). (5.21) 
Thus, q(x, y) and q*(-x, -y) take the part of fi(x, y) and h(x, y), respectively, in 
(5 .18). Consequently the z-spectra of q(x, y) and q*(-x, - y), i.e. 
Q((, 1 )=Z[q(x, y)] and Q*(!*, :J=Z[q*(-x , -y)], 
take the part of Fi((, 1 ) and F2 ((, 1 ) in (5.20) . Thus, 
Z {G((, 1)} = Z {QQ((, 1)} = Z {Q((, 1)}UZ { Q*(!*, :J} · 
(5.22) 
(5.23) 
Fourier phase retrieval would be achieved if the components of the autocorre-
lation, <JJ.(x, y) could be recovered. Alternatively, but equivalently, phase retrieval 
would be realized if the zero-sheet Z { QQ( (, 1 )} could be partitioned into its two 
constituent zero-sheets, i.e. Z{Q((, 1 )} and z{Q*(/.,,;.)}. The techniques dis-
cussed in §5.3.2 could then be invoked to recover q(x, y) and q*(-x, -y). There is no 
way of knowing which of q(x, y) and q*(-x, -y) correspond to each of the separated 
zero-sheets without additional a priori information. This fundamental ambiguity 
in the reconstruction is equivalent to reconstructing the image-form. However, as 
mentioned in §5.1.1, this is often unimportant since the essential characteristics of 
an image are contained in its image-form. 
Zero-contours of the 5 x 5 pixel autocorrelation of the image specified by Ta-
ble 5.4(a) are shown in Fig. 5.12. Each of these 1 -contours was generated in the 
same manner as the 1 -contours of the image shown in Fig. 5.11. It is apparent that 
the contours evident in each of Fig. 5.ll(a)-(e) are contained in the corresponding 
plot depicted in Fig. 5.12. However, in addition to these contours of q(x, y), the 
1 -contours shown in Fig. 5.12 also include the contours of q*(-x, -y). 
Lane et al. (1987) describe a practical method for implementing direct phase 
retrieval by separating the zero_-sheets of the components of the convolution. This 
algorithm is based upon the analytic properties of the z-spectrum, and involves 
tracking along the zero-sheets in the knowledge that the sheet must be smooth. 
The algorithm commences by fixing 1(1 to a constant value, setting P [(] = 0 and 
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Figure 5.12: Zero-contours constructed from the autocorrelation of the 3 x 3 pixel image 
described by Table 5.4(a) . The values to which ( was fixed to generate these contours 
correspond to those invoked in Fig. 5 .11. 
generating the polynomial described by (5.15). The CPOLY polynomial zero-finding 
algorithm (Jenkins and Traub 1972) is then invoked to locate the point zeros. Next, 
P ((] is incremented by a fixed step and a new polynomial is found. Each of the zeros 
of this polynomial are then found, not by CPOLY, but with a Newton-Raphson 
search using the corresponding zero of the first polynomial as the starting point. 
This method of zero location is more efficient than invoking CPOLY. By repeatedly 
incrementing(, one forces each point zero to track across a portion of the zero-sheet. 
The increment of ( is chosen small enough that each point zero's location can be 
recognized unambiguously from one increment to the next. Lane (1988, §4.7) notes 
that a more sophisticated approach can be devised by predicting the location of the 
next zero from the previous two zero positions. This approach has the advantage 
that it reduces confusion when two zero-sheets are very close, since it helps enforce 
continuity of the first derivative of the zero-sheet. Since the zero-sheet is analytic, 
both the zero-sheet, and its first derivative must be continuous. Consequently, this 
approach allows two intersecting zero-sheets to be unambiguously separated. This 
ability to track through an intersection is indicated by the arrows in Fig. 5.13(a). 
Lane et al. (1987) present an example of recovering the phases of ten different 
complex images, each comprising 16 x 16 pixels, from their 31 x 31 pixel autocor-
relations. They also note that techniques based upon separating zero-sheets have 
the advantage of being capable of processing images that are in general complex. 
However, if it is known a priori that an image is real, the computational burden can 
be reduced by invoking symmetry properties of the zero-sheet. 
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(a) (b) 
Figure 5.13: An idealized representation of the bridges induced between the zero-sheets 
when contamination is added to a convolution: (a) an intersection of zero-contours with no 
contamination; (b) bridges between the contours have formed when contamination is added . 
The arrows superimposed upon the contours represent the path followed by the algorithm 
that tracks the contour based on the assumption of analyticity of the zero-sheet. When 
contamination is present (see (b)) this path follows the bridge meaning that the component 
zero-sheets can not be separated . 
5.3.4 Effect of Contamination on Zero-Sheets 
When a two-dimensional convolution is contaminated, it can no longer be exactly 
deconvolved into smaller images. Because contamination is always present in prac-
tice, an exact convolution almost never arises. In mathematical parlance, it is said 
that the set of images that are con~olutions form a set of measure zero (Hayes and 
McClellan 1982). Thus, when an image that is reducible is perturbed slightly by 
the addition of contamination, the resulting image is, essentially always, irreducible 
(Sanz and Huang 1985). 
Consider a two-composite image g(x, y) and its zero-sheet as defined by (5.18) 
and (5.20) respectively. Consider in particular the behaviour of the zero-sheet when 
contamination is added to the image. Since a contaminated image is no longer 
reducible, the zero-sheet no longer comprises the two distinct zero-sheets of the com-
ponents. Instead, these zero-sheets link to form a single zero-sheet. Analyticity of 
the z-spectrum ensures that a small perturbation of the image causes a small pertur-
bation of the z-spectrum. Thus, if the level of contamination is small, the zero-sheet 
is only slightly distorted. In order for an infinitesimal amount of contamination 
to induce linkage of the component zero-sheets, it follows that they must intersect. 
Walker (1950, p. 40) notes that, in general, two M-dimensional surfaces, existing 
in an N-dimensional space, intersect in a space of dimension 2M - N. Thus, two-
dimensional zero-sheets in four-dimensional space would be expected to intersect in 
a zero-dimensional space, i.e. at discrete points. This is consistent with the linkage of 
zero-sheets induced by contamination. Bates and Lane (1988) ( cf. Lane 1988, §4.9) 
call the links formed between the zero-sheets bridges. An idealized representation of 
bridging is depicted in Fig. 5.13. 
The existence of such a linkage between zero-sheets, caused by the presence of 
contamination, means that the direct phase retrieval algorithm discussed in §5.3.3 
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(a) (b) 
Figure 5.14: Zero-contours generated with 1(1 = 1.0 and varying P [(] through 271" radians 
for: (a) q(x, y), the 3 x 3 image whose pixels are listed in Table 5.4(b) and; (b) qq(x, y), the 
5 x 5 autocorrelation of this image. Z { Q( (, ,) } and Z { Q( / . , .~)} intersect at , = 1- + i½, 
when ( = l.0e• 0 ·0 . The square, centred about this point on (b), delineates the region of the 
,-plane that is enlarged in each of the plots shown in Fig. 5.15. Arrows, superimposed on 
contours at the point for which P [(] = 0.0, identify the direction of the contour for increasing 
p [(). 
is no longer able to effect a separation of the zero-sheets. This is because the algo-
rithm tracks the zero-sheet on the assumption that the zero-sheet is smooth. In the 
absence of contamination the algorithm can track across intersections of zero-sheets 
because any abrupt change in the sheet would violate the requirement that the zero-
sheet be analytic. Tracking over an intersection is indicated by the arrows shown in 
Fig. 5.13( a). However, in the presence of contamination the zero-tracking procedure 
follows the bridge, as shown in Fig. 5.13(b). Thus, the phase retrieval algorithm 
described in §5.3.3 can not, in general, recover the spectral phase in the p:u~S,®i!' of 
contamination. 
A pictorial study of the ~ffect of contamination on the zero-sheets of an auto-
correlation is depicted in Figs. 5.14 and 5.15. The pixels of the 3 x 3 image in this 
example are listed in Table 5.4(b) and the ,-contours of the image for 1(1 = 1.0 are 
displayed in Fig. 5.14( a). The corresponding ,-contours of the image's autocorrela-
tion are shown in Fig. 5.14(b). Note that arrows have been added to the contours 
to identify the point at which ( = l.0e10-0 • The direction of the arrow indicates 
the path of the contour for increasing 'P [(]. The image was constructed so as to 
ensure that the zero-sheets of the components of the autocorrelation, i.e. Z { Q( (,,)} 
and Z { Q(l., ~.) }, intersect at the points 1 = '4- + i½ and , = '4- - i½, when 
( = l.0e10·0 • Inspection of Fig. 5.14(b) confirms that the sheets do intersect at these 
points since the arrows on the two contours meet there. A detailed pictorial study of 
contamination induced distortion of the zero-sheets in the vicinity of the intersection 
of the zero-sheets comprising the autocorrelation is presented in Fig .. 5.15. Each of 
these plots is an enlargement of the square shown in Fig. 5.14(b), centred about the 
point , = 1, + i½, and of size (0.6,0.6) . The plots comprising the three columns, 
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Figure 5.15: Contamination induced distortion of a zero-sheet of the autocorrelation of the 
image listed in Table 5.4(6) near an intersection of the component zero-sheets. Plots in each 
column correspond to the same contamination level, and in each row to the same value of 
1(1 (the actual values are indicated on plots). Refer also to the caption of Fig. 5.14. 
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from left to right, correspond to levels of contamination of: none; qB = -80dB; 
qB = -50dB. The six rows from top to bottom correspond to six equispaced values 
of 1(1 in the range 1.03-0.98. 
Considerable information about the nature of the distortion at an intersection of 
a pair of of zero-sheets is apparent in Fig. 5.15. Consider, for instance, the progression 
of contours shown in the first row of plots. It is apparent that, as 1(1 is varied from 
1.0, the arrows no longer meet, meaning that the zero-sheets no longer intersect in 
four-dimensional space. Since the contours only intersect for P [(] = 0.0 it follows 
that the component zero-sheets do indeed intersect at points. Now consider the row 
corresponding the 1(1 = 1.0. The first plot in this row, for no additiv~-contamination, 
shows the intersection of the zero-contours. However, bridges have clearly formed 
in the presence of even a very small amount of contamination ( column two). An 
increased contamination level ( column three) causes even more severe bridging, in 
that the contours have drifted even further from the location of the true intersection. 
Several other characteristics in the presence of noise are of interest. For instance, 
it seems that 'loops' in the contours often form on the bridges near to the point at 
which P [(] = 0.0. However, for a given pair of bridges, only one has a loop. 
5.4 Magnitude from Phase 
Several authors including Hayes (1982) and Lane and Bates (1987b ), discuss the 
practical importance of algorithms for recovering the spectral magnitude from the 
phase (see §5.1.2). 
Lane (1988) divides the magnitude problem into two classes. The first class, the 
pure magnitude problem, occurs when complete information about the phase of the 
image is known. The second, the modified magnitude problem, occurs when the phase 
is only known modulo 7r. This latter problem presents significantly greater difficulties 
than the pure magnitude problem because considerably less information about an 
image is provided. Consider the reconstruction Fig. 5.16, generated by combining a 
unity magnitude and the modulo 7r phase of the spectrum of Fig. 5.1( a). It is obvious 
that this reconstruction bears no resemblance to the original image. Comparing this 
figure and the corresponding figure generated using the true phase (Fig. 5.l(b )) 
suggests that the modulo 7r phase preserves significantly less information about the 
true image. 
5.4.1 Pure Magnitude Problem 
Hayes et al. (1980) ( cf. Oppenheim and Lim 1981, §4; Hayes 1982) describe an 
algorithm for implementing a solution to the magnitude problem based on the general 
iterative processing loop shown in Fig. 5.2. When this loop is used to implement 
magnitude retrieval the Fourier-space constraint is derived from the known phase. 
The image-space constraints (§5.2) comprise a support constraint, and reality and 
positivity if appropriate. 
As with the phase problem, the Fourier-space data must be sampled at a ra.;te 
greater than, or equal to, twice the Nyquist rate. Thus, for the examples presented 
in this section, the image was zero-packed (Fig. 5.4) before its spectral phase was 
extracted to form the Fourier-space constraint. 
Significant differences exist between the phase and magnitude problems. Firstly 
the location and orientation of an object are contained in the spectral phase. Thus, 
the notion of image-form, introduced when discussing the phase problem, is inappro-
priate for the magnitude problem. Furthermore, it follows that unless the support 
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Figure 5.16: Reconstruction from the modulo 7l' phase of the image shown in Fig. 5 .l(a), 
combined with unity magnitude. It is apparent, when comparing this reconstruction with 
that displayed in Fig. 5.l(b ), that considerably less information about the true object is 
preserved in the modulo 7l' phase than in the true phase . 
is correctly positioned, convergence to the true solution cannot occur. Secondly, the 
magnitude of an image is not preserved in its spectral phase, so the magnitude re-
trieval algorithms can only reconstruct an image to within a real sea.ling constant . 
Thus, the concept of a normalized image is invoked in this thesis to describe the 
reconstruction generated by a magnitude retrieval algorithm. Thirdly, the support 
of the image is not deducible from its spectral phase, as it is from its spectral mag-
nitude. Derivation of the support from the magnitude is possible, uniquely for a 
positive image, by invoking the autocorrelation theorem (Table 2.3) and the extent 
of autocorrelation theorem (2.28). 
The inability to deduce the true support from the given phase is compounded 
by the multiple solutions that arise from magnitude retrieval algorithms when the 
available estimate of the support is larger than the true support. Such a support is 
here called overestimated. Since the Fourier-space constraint requires only that the 
spectral phase of the reconstruction be zero, it follows that the convolution of the 
true image with any function having zero spectral phase satisfies this constraint. The 
extent of convolution theorem (§2.2) states that the extent of a convolution in each 
coordinate direction is the sum of the extents of the components of the convolution 
in that coordinate direction. Thus, the extent of a convolution is necessarily larger 
than the support of each of the convolution's components. Applying this insight 
to the magnitude problem, it follows that if the exact support of the true image 
is known, then the only solution to which the algorithm can converge is the true 
solution. However, consider the situation in which the support is overestimated. 
Now, the reconstructed function can be the convolution of the true object with 
a computationally induced psf whose support is sufficiently small that the extent 
of convolution theorem is satisfied. Thus, when the support is overestimated, the 
reconstruction is of the form 
q(x, y) = q(x, y)0si(x, y), (5.24) 
where q(x, y) denotes the alternative solution to the magnitude problem and Si(x, y) 
denotes the computationally induced psf existing at the ith iteration. In addition, 
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to satisfy the Fourier-space constraint that P [Q(u,v)] = P[Q(u,v)], P[Si(x,y)] 
must be zero . In order to have zero phase si(x, y) must be symmetric, and also 
have a dominatingly large positive delta function at the origin. An example of such 
a computationally induced psf is shown in Fig. 5.17( d). Since this delta function 
dominates Si ( x, y), the blurring in the reconstruction is not severe. 
The blurring induced by the computationally induced psf in the pure magni-
tude problem is apparent in Fig. 5.17(c) and Fig. 5.18(d). Lane (1988, §6.1) notes 
that, in practice, the reconstruction always fills the extent of the estimated support. 
Thus, the reconstruction always corresponds to ij(x, y) rather than q(x, y). Conse-
quently, the iterative loop only converges to the correct solution in situations where 
the support is known exactly. 
Bates and Lane (1988) note that if the extent of the object is unknown, but it 
is known that the true support is the minimum compatible with the given phase 
(which can almost always be expected to be the case), then a useful procedure for 
estimating the support is as follows. The size of the image-box is chosen as large as is 
compatible with the given samples of P [F( u, v )]. The magnitude retrieval algorithm 
is then applied with successively smaller image-boxes until the procedure no longer 
converges, indicating that the image-box is too small. It follows that the true image-
box is the smallest that yields convergence. Lane (1988) reports computer simulations 
that suggest that, even in the presence of significant amounts of contamination, this 
procedure yields useful estimates of the true supports. 
It appears that the iterative loop for the magnitude problem always converges 
(Youla and Webb 1982). However, the convergence is often slow when dealing with 
large or complex images. Hayes et al. (1980) ( cf. Oppenheim et al. 1982; Lane 1988) 
and Levi and Stark (1984) describe methods for improving the convergence rate of 
the iterative algorithm. Fortunately, the stagnation problem, apparent in similar 
iterative approaches to solving the phase problem (see §5.2), does not appear to 
arise in the magnitude problem. 
It is appropriate to add, as a final note in this discussion of the pure magnitude 
problem, that not all images can be uniquely recovered from knowledge of their 
spectral phase. Consider an image that has zero spectral phase. If such a phase 
is applied to a magnitude retrieval algorithm, any function that is symmetric and 
has a sufficiently dominant delta function at the origin satisfies the Fourier-space 
constraint. Since there are infinitely many such functions, no unique solution can be 
obtained. Furthermore, consider the outcome of invoking the support determining 
procedure, due to Bates and Lane (1988), to such an image. This procedure, which 
is mentioned earlier in this subsection, involves repeatedly applying the magnitude 
retrieval algorithm, each time reducing the extent of the support until the magnitude 
retrieval algorithm no longer converges. Because in this situation the spectral phase 
is zero, it follows that minimization of the support would result in the recovery of a 
delta function. The corresponding estimate of the support would, thus, be one pixel 
by one pixel, regardless of the actual extent of the image. 
5.4.2 Modified Magnitude Problem 
An iterative algorithm for solving the modified magnitude problem (i.e. when the 
phase is only given modulo 1r) has been developed by Lane and Bates (1987b) 
( cf. Lane 1988, §6.2). This algorithm is similar to the iterative algorithm discussed 
in §5.4.1 for implementing the pure magnitude problem, although the Fourier-space 
constraints are somewhat different. 













Figure 5.17: Retrieval of image from its spectral phase: (a) true object q(x, y) of extent 
22 X 22 pixels; (b) reconstruction with too small a support (20 x 20 pixels); (c) reconstruction 
from true Fourier-space phase with overestimated support (29 x 29 pixels); (d) computation-
ally induced psf; ( e) reconstruction from modulo 1r phase with overestimated support (29 x 29 
pixels); (f) computationally induced psf. 
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(a) (b) 
(c) (d) 
Figure 5.18: Retrieval of image from spectral phase: (a) true image (of support 56 x 56 
pixels); Reconstructions after 100 iterations with: (b) exact support; ( c) underestimated 
support (54 x 54 pixels); (d) overestimated support (64 x 64 pixels). 
Since the phase is only known modulo 1r, it is necessary to determine whether 
P [F( u, v )] = P [F( u, v )] modulo 1r (5.25) 
or 
P [F( u, v )] = (P [F( u, v )] modulo 1r) + 1r. (5.26) 
Thus, the application of the Fourier-space constraint must be modified to select 
whether (5.25) or (5.26) is chosen as the true phase. Lane (1988, §6.2) notes that 
the simplest approach is to assume that the required phase is given by whichever of 
(5.25) or (5.26) is 'closest' to P[I((u,v)]. This selection is usefully implemented as 
(Lane and Bates 1987b) 





then P[K:(u,v)] = P[F(u,v)] 
then P [KI(u, v)] = P [F(u, v)] + 1r 
(.5.27) 
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The most significant difference between the pure and modified magnitude prob-
lems lies in the differences of the form of the symmetric computationally induced psf 
when the support is overestimated. In the pure magnitude problem the symmetric 
psf must be of zero phase, meaning that it must be symmetric and have a domi-
natingly large delta function at the origin. The presence of such a delta function 
ensures that the blurring caused by this psf is usually not too severe. However, in 
the modified magnitude problem the psf need only be symmetric, which follows since 
the spectral phase of a symmetric function can have only two values, 0 or 7r, both of 
which correspond to zero modulo 7r. Because the psf no I.anger needs a dominatingly 
large delta function, the blurring is almost always more severe in reconstructions 
generated by modified magnitude retrieval algorithms than in those generated by 
pure magnitude retrieval algorithms. The differences in typical forms of the psfs for 
the two cases are illustrated by Fig. 5.17( d) and (f). The latter psf, which is induced 
by the modified magnitude retrieval algorithm, clearly does not have a large central 
delta function like that evident in Fig. 5.17( d). The blurring apparent in Fig. 5.17( e), 
caused by the psf shown in Fig. 5.17(f), is also significantly more severe than that 
apparent in Fig. 5.17(c). 
A further comparison of the blurring induced by the pure and modified magni-
tude problems is provided by Figs. 5.18 and 5.19. When the support is estimated 
exactly, the reconstructions from both algorithms are comparably faithful ( compare 
Fig. 5.18(b) and Fig. 5.19(b)). However, when the support is overestimated the re-
construction from the pure magnitude problem (Fig. 5.18( d)) is significantly more 
faithful than that from the modified magnitude problem (Fig. 5.19( d)). 
Images that are symmetric can not be uniquely recovered from their modulo 7r 
phase. This follows as an extension of the argument presented in the final paragraph 
of §5.4.2, since the spectral phase of such an image is zero modulo 1r. 
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(a) (b) 
(c) (d) 
Figure 5.19: Reconstruction of the object shown in Fig. 5.18(a) from the modulo 7r phase 
of its spectrum: (a) after 10 iterations with exact support (54 x 54 pixels); (b) after 100 
iterations with exact support; (c) after 100 iterations with too small a support (54 x 54 
pixels); (d) after 100 iterations with too large a support (64 x 64 pixels). 
Chapter 6 
Zero-and-add 
A new deconvolution technique known as ZAA (Davey et al. 1986) is presented in 
this chapter. This technique was initially developed to complement SAA in the 
astronomical setting (Bates et al. 1985; Sinton et al. 1986) by providing a consistent 
method of countering the ghosting that appears in the basic SAA image of certain 
classes of objects (see §4.8). ZAA is , however , a speckle imaging technique in its own 
right (Davey et al. 1986; Sinton 1986). 
ZAA is an ensemble blind deconvolution technique (see §1.5) in that it recovers 
a general object from an ensemble of differently blurred versions of that object. The 
ZAA principle employs theory relating to the set of complex zeros (i.e. the zero-sheet), 
of the spectrum of an image. Thus, §§2.8 and 5.3 serve as general introductions to 
ZAA. Additional preliminaries , specific to the ZAA technique, are presented in §6.1. 
The application of ZAA to one-dimensional speckle images is described in §6.2. 
For clarity §6.2.2 describes the application of the technique to uncontaminated spec-
kle images. Methods for countering the deleterious effects of contamination a.re intro-
duced in §6.2.3. Further details of the ZAA technique are given by Bates et al. (1985), 
Sinton et al. (1986), Davey et al. (1986) and Sinton (1986). 
A new composite scheme for processing one-dimensional infrared speckle images 
(see §4.9) has recently been perfected (Davey et al. 1988a). This technique, which 
is discussed in §6.3, involves genera.ting several SAA images, each with a different 
SAA psf. ZAA is then invoked on these SAA images to extract the true object. This 
processing not only deconvolves the SAA psfs, but is also capable of compensating 
for pseudo-random contamination introduced during capture of the speckle images. 
In order to be generally applicable, any astronomical speckle imaging technique 
must be capable of processing two-dimensional speckle images. Extensions to ZAA 
which enable it to operate on two-dimensional data are presented in §6.4. The 
first extension utilizes the projection theorem §2.4.1, while the second (Bates and 
Lane 1987b) has its origins in zero-sheet theory (§5.3.1) (Lane et al. 1987; Lane and 
Bates 1987a) . 
The usage of complex zeros in ZAA is related to the use of zeros in self-consistent 
deconvolution (Bates et al. 1976; McKinnon et al. 1976), astronomical imaging (Bates 
and Napier 1972; Walker 1981; Bates and Fright 1982), the Fourier phase problem 
(Bates 1978; Fright 1984; Lane et al. 1987; Lawton and Morrison 1987; Lane 1988) 
and general blind deconvolution (Lane and Bates 1987a). Napier (1971, §5.2) presents 
a useful summary of the applications of complex zero theory. 
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6.1 Preliminaries 
6.1.1 The Zero-and-Add Principle 
ZAA is based on the principle of the zero-map (Bates et al. 1985; Davey et al. 1986) 
which is the specialization of the zero-sheet introduced in §5.3.1 for J( = 1. In §5.3.1 
it is noted that the zero-sheet of a K-dimensional object is a (2K - 2)-dimensional 
surface existing in 2K-dimensional space. So, when ]( = 1, the zero-sheet is zero-
dimensional, implying that the zero-map comprises unconnected ( or discrete) points 
on a complex plane. 
Consider now the task of deconvolving the function g(x), which can be written 
as the convolution of two functions J(x) and h(x) i.e. 
g(x) = J(x)0h(x) - G(w) = F(w)H(w), (6.1) 
where w is a complex position vector (cf. (2.47)) . Since G(w) is the product of 
F(w) and H(w ), G(w) is zero whenever either (or both) of F(w) or H(w) is zero. 
Invoking the terminology Z {G(w)} (see §5.3.1) to denote the set of zeros, or zero-
sheet, of the spectrum of g(x), it follows that Z {G(w)} = Z {F(w)} UZ {H(w)} 
(cf. (5 .20)), where U is the set union operator. It is useful here to recall that an 
image is completely specified ( apart from an arbitrary complex sea.ling constant) 
by the positions at which its spectrum is zero (refer to §§2.8 and 5.3.3). Thus, if 
one could partition the set of zeros comprising Z {G(w)} into the two constituent 
sets Z {F(w)} and Z {H(w)}, g(x) would effectively be deconvolved. In two-or-more 
dimensions, analyticity of the image ensures that the zeros form a continuous surface. 
Furthermore, when an image is a convolution, the zero-sheets of its components 
comprise the convolution's zero-sheet. In the absence of contamination these zero-
sheets are necessarily distinct. This allows one to track the zeros over the surface, 
there by partitioning the zero-sheet of the convolution into two cons ti tuen t zero-sheets 
(this is described in §5.3.1). Unlike for the more-than-one-dimensional situation, 
when I( = 1 the zeros no longer form a continuous surface, since the zero-map 
is zero-dimensional. Consequently, it is no longer possible to partition Z {G(w)} 
without extensive a priori information. 
Consider now the situation in which one is presented with an ensemble {gm(x) = 
J(x)0hm(x)}, for M values of the integer index m, of differently blurred versions of 
the one-dimensional object, J(x). The task of recovering f(x) from the ensemble of 
blurred images is an ensemble blind deconvolution problem ( cf. §1.5). Given that one 
can compute the zero-map of each 9m(x ), it follows that, by computing the zero-maps 
of the M members of the ensemble, one obtains an ensemble of zero-maps denoted 
by 
{Z{Gm(w)}=Z{F(w)}UZ{Hm(w)}; m=l, ... ,M}. (6.2) 
Since knowledge of Z { F( w)} is essentially equivalent to knowledge of J( x), it follows 
that the ensemble blind deconvolution problem can be re-expressed as: 
"Recover Z {F(w)} from the ensemble {Z {Gm(w)}; m = 1, ... ,M} of 
zero-maps specified by (6.2) ." 
It is advantageous to express the ensemble blind deconvolution problem in this man-
ner because J(x) , and therefore Z{F(w)}, is independent of m . Thus, the zeros 
comprising Z {F(w)} are contained in each of the Z {Gm(w)}. In contrast, since 
hm(x) is different for each m, Z {Hm(w)} must also be different. Consequently, 
all the zeros that are common to all of the Z { Gm ( w)}, completely characterizes 
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Z {F(w)}. This is succinctly described by 
Z {F(w)} = Z {G1(w)} nz {G2(w)} n ... nz {GM(w)}, (6.3) 
where n is the set intersection operator. The relation embodied in (6.3) is the 
principle of ZAA. 
Before introducing the ZAA algorithm, it is appropriate to discuss, first, prop-
erties of zeros relevant to ZAA and, second, the method in which zero-maps are 
displayed in this chapter. 
6.1.2 Properties and Display of Zeros 
In §5.3 a zero-sheet is defined as the set of locations at which the z-spectrum of an 
image is zero. The zero-sheets are accordingly displayed in z-space. However, when 
discussing ZAA it is convenient to display the zero-map in Fourier-space rather than 
z-space. Consequently, throughout this chapter, the notation Z {Q(w)} denotes the 
set of zeros of Q( w ), that is, Z { Q( w)} identifies all the points in the w-plane at 
which Q( w) = 0. Since, when I( = l, the zeros exist at points in a two-dimensional 
space, a zero-map is accurately represented as a set of geometric points lying in a 
plane. The location of each zero is identified by a mark placed on the plane at the 
appropriate place. The notation Z { Q( w)} and the term zero-map are also invoked 
in this chapter to denote this graphical presentation of the set of zeros, in addition 
to the set of zeros itself. The intended meaning of this terminology is apparent from 
the context in which it appears. A general complex image and its zero-map are 
illustrated in Fig. 6.l(a). Here the zero locations are identified by circles, although 
different marks are employed in other zero-maps displayed in this chapter. This 
enables zeros belonging to a particular zero-map to be identified when zero-maps are 
superimposed. 
When implementing ZAA on a digital computer, zero-maps are conveniently 
represented by two-dimensional arrays of pixels. These zero-maps can be subjected 
to the same arithmetic operations as are applied to sampled representations of two-
dimensional images . In particular, zero-maps may be added together, subtracted 
from one another, and convolved with blurring functions. 
Several useful theorems relating to complex zeros are presented by (Na.pier 1971, 
§5.3). Two important properties, from the viewpoint of ZAA, stem from the following 
relations: 
Image-space 
real q(x) = q*(x) -
even q(x) = q(-x) -
Complex Fourier-space 
Q( w) = Q*( -w*) 
Q(w)=Q(-w) even. 
The first of these relations reveals that, for situations in which the image q( x) is real, 
its spectrum, which has been analytically continued into the w-plane, is symmetric 
about the v-axis. It follows, therefore, that for every zero in the right half plane 
there is a matching zero on the other side of the v-axis, in the left half plane. This is 
apparent upon inspection of the zero-map of the real image depicted in Fig. 6.l(b ). 
The second relation reveals that, when an image is even-symmetric, its analytically 
continued spectrum is also even-symmetric (see Fig. 6.l(c)). By combining both 
properties, it is apparent that the zeros of a real, and symmetric, image are symmetric 
about both the origin and the imaginary axis, as shown in Fig. 6.1( d). 















Figure 6.1: Four types of one-dimensional image and their zero-maps. The zero locations 
are here identified by circles: ( a) q(x) complex; (b) q( x) real; ( c) q( x) complex and symmetric; 
(d) q(x) real and symmetric. 
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Figure 6.2: A one-dimensional binary star of 14 pixels separation and a 5:1 ratio of pri-
mary peak brightness to secondary peak brightness: (a) amplitude plot of the double star; 
(b) zero--map of the star's analytically continued spectrum, with the positions of the zeros 
indicated by circles. The u and v axes extend from 0.0 to 0.5 and -0 .1 to 0.1 pixeJs- 1 
respectively. This scaling also applies to all subsequent zero--maps displayed in this chapter . 
The examples of ZAA presented in this chapter relate to images ( and to particular 
ways of processing them) arising in the field of optical or infrared astronomy. Since 
all the images of interest in this field are real (they are also positive in fact), their 
complex zeros are distributed in pairs reflected in the v-axis (Bates and McDonnell 
1986, §13). Consequently, only the right half of the complex w-plane is displayed in 
the zero-maps presented in this chapter. For example, a simulated binary star which 
is real, and its corresponding zero-map are shown in Fig. 6.2. It is implied, when 
only the right half plane is shown, that an equal number of zeros exist in the left 
half plane. The same convention is adopted for all subsequent zero-maps displayed 
in this chapter. 
It is important to note that, although ZAA is only invoked in this chapter with 
reference to positive images, it can easily be adapted to process complex images. 
In such cases, both half planes must be processed, because the zeros are no longer 
located_ symmetrically about the imaginary axis. 
6.1.3 Computing Zeros 
In practice, when processing data with a computer, the data must exist in sampled 
form (see §2.1.1). Such an image, q(x) say, may be written as 
N 
q(x) = L qn8(x - n~x ), (6.4) 
n=O 
where qn are the N samples and ~x is their spacing. 
The discrete Fourier transform (2.41) of (6.4) is 
N 
Q( W) = L qne-t21rnwti.x. (6.5) 
n=O 
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When the image is pixellated it is more convenient (Fright 1984; Sinton 1986) to 
calculate the complex zeros of the z-transform Q(z) (refer to §2.6), where 
z = e-,21fwti.x. (6.6) 
An image containing N + l pixels becomes a polynomial of degree N in the z-
domain, with the coefficients of the polynomial given by the amplitudes of the image 
pixels. The zeros of this polynomial specify the locations on the complex z-plane 
where the z-transform of the function is zero. The fundamental theorem of algebra 
(Kreysig 1979, p. 653) shows that any one-dimensional polynomial can be expressed 
as a product of factors of the form 
N-1 ( ) · 
Q ( z) = an IT l - : , 
n=l n 
(6.7) 
where {z1 , ... , ZN-dis the set of zeros. When considering the zeros of the spectrum, 
rather than the zeros of the z-spectrum, the zeros {z1, ... , ZN-d must be mapped 
to the complex w-plane. This is readily achieved by invoking an inversion of (6.6), 
namely 
ln(z) -P[z] lnJzl 
w = -i21r.6.x = 21r.6.x + 221r.6.x · (6-8) 
It follows from (6.7) that a polynomial of degree N has N zeros. Consider the 
positive image, q(x), shown in Fig. 6.2(a). The extent of this image is fifteen pixels, 
so that its z-transform is a polynomial of degree fourteen. Consequently, the zero-
map of this image should contain seven point zeros. Inspection of Fig. 6.l(b) reveals 
that, indeed, this is the case. 
The computation of the z-space zeros is a polynomial factorization operation. 
When performing this processing to generate examples for this thesis, the CPOLY 
polynomial zero finding routine, due to Jenkins and Traub (1972), was invoked. 
Recently, Hager (1987) has outlined a fast algorithm based on the FFT which can 
be used to find a starting point for the CPOLY algorithm, thereby accelerating the 
polynomial factorization procedure. This modification is not incorporated in the zero 
finding strategy invoked in this thesis since the speed of polynomial factorization was 
not important for the examples presented here. However, the routine implementation 
of ZAA, which would require many polynomials oflarge order to be factorized, would 
only be feasible if some such procedure could be incorporated into the software. 
6.2 One-Dimensional Zero-and-Add 
The ZAA ensemble blind deconvolution technique is now discussed and illustrated 
with examples drawn from the field of astronomical speckle imaging. The generation 
of the speckle images with which this section is illustrated is outlined in §6.2.1. 
For ease of exposition it is assumed that contamination is negligible in the initial 
discussion of ZAA, presented in §6.2.2. However, the harmful effects upon the ZAA 
algorithm of additive contamination, and truncation of speckle images, are discussed 
and illustrated in §6.2.3. 
6.2.1 Generating One-Dimensional Speckle Images 
An ensemble of 100 one-dimensional speckle psfs, {hm(x);m = l, ... ,M} was com-
puter generated in the manner described in §4.4, and stored for subsequent process-
ing. A typical member of the ensemble is shown in Fig. 6.3(c). The one-dimensional 
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object, f(x ), which is shown in Fig. 6.3(a), was convolved with ea.ch member of 
the ensemble of speckle psfs to provide an ensemble of uncontaminated speckle im-
ages, {sm(x) = f(x)0hm(x)}. A typical speckle image, generated by convolving 
Fig. 6.3(a) and (c), is displayed as Fig. 6.3(e). Fig. 6.3(b), (d) and (f) show the zero-
maps Z {F(w)}, Z {Hm(w)} and Z {Sm(w)}, corresponding to the images depicted 
in Fig. 6.3(a), (c) and (e). Since, from (5.20), the zero-map of a convolution is the 
union of the zero-maps of the components of the convolution, all the zeros displayed 
in both Fig. 6.3(b) and ( d) are contained in Fig. 6.3(f). Because of the manner in 
which the hm(x) are generated, they all have 65 pixels. The z-transform of any such 
image is a polynomial of order 64, which has 64 complex ieros, half of which (i.e. 32) 
must lie in the right half plane. Similarly, f ( x) in this example is nine pixels in 
extent. Thus, it has four zeros that lie in the right half plane. The number of zeros 
shown in Fig. 6.3(f) is 36, which is the sum of the number zeros, 4 and 32, shown in 
Fig. 6.3(b) and ( d), respectively. 
Consider now the extent of sm(x ). The extent of convolution theorem (2 .27) 
states that, when images are positive, the extent of a convolution is the sum of the 
extents of the components of the convolution. When the images a.re pixcllated, as 
all images are assumed to be in this thesis (§2.1.1), it transpires that the number of 
pixels in a convolution is given by the sum of the number of pixels in the components, 
less one (Lane 1988) . Thus, since f( x) and hm ( x) have extents of 9 and 65 pixels 
respectively, it follows that Sm ( x) has an extent of 73 pixels. This is consistent with 
the 36 zeros displayed in Z {Sm(w)} (see Fig. 6.3(f)). 
The processing described in §6.2.3 also requires speckle images of an unresolvable 
object. Since an unresolvable object is effectively a delta function, o(x), it follows 
that an uncontaminated speckle image of such an object can be written ( cf. ( 4.30)) 
ss,m(x) = o(x)0hm(x) = hm(x), (6.9) 
where the subscript delta signifies quantities pertaining to the unresolvable object. 
Consequently, an ensemble of speckle psfs {hm(x)}, can also be regarded as being 
an ensemble, {ss,m(x)}, of speckle images of an unresolvable object. Thus, a further 
ensemble of 100 speckle psfs was generated (see §4.4) to provide the speckle images 
of the unresolvable object. Note that, although all members of the new ensemble 
have approximately the same statistics as the hm(x), none of the actual hm(x) were 
taken to be a member of the ensemble {ss,m(x)}. 
6.2.2 Deconvolving Uncontaminated Speckle Images 
Each zero-map, Z {Sm(w)}, is quantified by setting to unity and zero, respectively, 
those of its pixels that do, and do not, coincide with marks representing zeros, as 
explained in §6.1.2. In its basic form the ZAA algorithm consists of generating an 
averaged zero-map, Z {Sm(w)}, by taking the ensemble average of the zero-maps of 
the M speckle images. Z { Sm ( w)} is thus defined by 
- 1 M 
Z {S(w)} = M I: Z {Sm(w)}. 
m:::l 
(6.10) 
Because f(x) is ' not dependent upon m, its zero-map is the same for all m. Conse-
quently, when the zero-maps are averaged, the zeros comprising Z { F( w)} reinforce 
in Z {Sm(w)}. These zeros are said to be steadfast (Dates et al. 1985) and have unity 
































































Figure 6.3: Generation of a one-dimensional speckle image and corresponding zero-maps: 
(a) f(x); (b) its zero-map Z {F(w)}; (c) a typical speckle psf hm(x); (d) Z {Hm(w)}; (e) a 
typical speckle image sm(x) generated by convolving (a) and (c); (f) Z {Sm(w)} . Note that 
Z {Sm(w)} = Z {F(w)} UZ {Hm(w)} . 
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image, the zeros of Z {Hm(w)} are located effectively randomly for each speckle im-
age. Thus, except for the zeros of Hm(w) that happen, by chance, to coincide with 
zeros of F(w), Z {Hm(w)} tends to form a background fog which has an amplitude 
significantly less than unity in Z {Sm(w)}. 
It is useful to define a thresholded zero-map: 
_ { Z{Sm(w)} ifZ{Sm(w)}~E 
Zy {Sm(w)} = . 
0 otherwis~, 
(6.11) 
where the subscript T indicates a thresholded zero-map, and Eis a positive constant 
that is set to unity for the contamination free case. It follows that, in the absence of 
contamination, Zy {Sm(w)} is identical to Z {F(w)} since these zeros are the only 
ones of unity amplitude in Z {Sm(w)}. Thus, the zeros remaining in Zy {Sm(w)} are 
the zeros of F( w ), and it is a simple task to reconstruct J( x) from these zeros (see 
(5.17)). 
It is important to note here that, for certain seeing conditions, the Z {Hm(w)} 
exhibit apparently steadfast zeros, which are called obdurate zeros (Bates et al. 1985; 
Davey et al. 1986). The tendency is for these obdurate zeros to cluster near the 
imaginary axis, on both sides of the real axis. In the absence of contamination 
these obdurate zeros can not be as pronounced as the truly steadfast zeros, so they 
are eliminated in Zy { Sm ( w)} and therefore do not affect the fidelity of the recon-
struction. However, as noted in §6.2.3, obdurate zeros can seriously degrade images 
reconstructed by ZAA processing unless appropriate remedial steps are taken. 
6.2.3 Countering Contamination 
In practice, speckle images are always contaminated so it is useful to investigate 
the effect of contamination upon ZAA. Contamination is usefully modelled by the 
term c(x) added to the convolution (see (4.4)). c(x) incorporates all departures of 
the speckle image from the convolutional model on which the imaging procedure 
is based. The presence of this additional term means that sm(x) is, essentially 
always, no longer exactly the convolution of f(x) with another function (Bates et al. 
1976, §3). Since the speckle image is compact, its analytically continued spectrum 
is analytic (§2.8), so an infinitesimal change in the image causes an infinitesimal 
change in the zero locations. Consequently, if the level of the contamination is low 
the zeros due to f(x) remain in roughly the same position. However, as the level 
of contamination increases, the expected distance that the zeros migrate from their 
true positions becomes larger, and it becomes increasingly difficult to establish the 
true zero locations from Z { Sm ( w)}. 
To counter the migration of the true zeros, it is useful to replace each zero 
position in each of the Z { Sm ( w)} with a blurring function, here called a disc. This is 
effectively achieved by convolving the zero-map with an appropriate two-dimensional 
image, which is here denoted B( w ). In the examples presented in this thesis, 
{ 




which implies the disc is chosen to have a uniform magnitude of unity and a diameter 
determined by the contamination level. Since the discs corresponding to any partic-
ular zero of F(w) tend to overlap and form a composite disc when the Z {Sm(w)} 
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are superimposed, the zeros of F(w) appear quasi-steadfast in .Z {Sm(w)}. Because 
of the migration of the zeros, the amplitude of the peak of the composite disc due to 
a particular zero of F( w) can be expected to be significantly less than unity. This 
implies that the value of the parameter E, invoked to generate ZT {Sm(w)}, must be 
reduced as the contamination level increases. 
Unfortunately, blurring the zero-maps tends to enhance the effect of the obdurate 
zeros by merging them, thereby raising their levels in addition to raising the levels 
of the truly quasi-steadfast zeros. Consequently obdurate zeros often appear in 
ZT { Sm( w )}, thereby degrading the reconstruction. Thus, some means of identifying 
the obdurate zeros is needed. Consider now the zero-map Z {So,m(w)}, generated 
-from speckle images of an unresolvable object viewed under seeing conditions that 
are similar to those existing when the resolvable object was viewed. Such a zero-
map can be expected to exhibit similar obdurate zeros because they depend upon 
the seeing and the type of processing, but not upon the object. Thus, it is possible 
to identify the obdurate zeros in Z { Sm( w)} from the observed clusters of zeros in 
Z { So,m( w) }. This is reminescent of the need for invoking a reference object in other 
forms of speckle imaging (see Chapter 4) , in order to calibrate for the seeing. 
When compensating for the seeing-induced obdurate zeros by invoking the zero-
map of an unresolvable object, it is convenient to define two new averaged zero-maps . 
The first, a subtracted averaged zero-map, is defined by 
SZ {Sm(w), So,m(w)} = (Z {Sm(w)} - Z {So,m(w)}) 0B(w), (6.13) 
where B( w) is blurring function described by (6.12). Since Z { So,m( w)} is an estimate 
of the seeing-induced zeros, subtracting it from Z {Sm(w)} effectively removes the 
seeing-induced zeros from Z { Sm( w )}. Thus, since the obdurate zeros are seeing-
dependent, they are effectively eliminated from SZ {Sm(w),So,m(w)} . The second 
zero-map is the thresholded version of SZ{Sm(w),So,m(w)}, which , in the manner 
of (6.11), is defined as 
if SZ{Sm(w),So,m(w)} ~ E 
otherwise. 
(6.14) 
Figs. 6.4 and 6.5 illustrate the harmful effects upon ZAA of adding contamina-
tion to the speckle images of the resolved and unresolved objects. Fig. 6.4(a)- (e) 
display various zero-maps generated when processing speckle images contaminated 
to a level of EdB = - 30dB. Obdurate zeros are manifested by the darker parts of 
the .Z {So,m(w)} shown in Fig. 6.4(b). Z {So,m(w)} is subtracted from Z {Sm(w)}, 
and the result thresholded, to generate SZ{Sm(w),So,m(w)}. When this is con-
volved with a disk 10 pixels in diameter, the composite discs corresponding to 
the true steadfast zeros, become apparent. Thresholding this blurred image yields 
SZT { Sm( w ), So,m( w) }, as shown in Fig. 6.4( e ). It is apparent that virtually all traces 
of the obdurate zeros have disappeared in SZ {Sm(w), So,m(w)}, so that, with a suit-
able value of E, SZT {Sm( w ), So,m( w)} exhibits only the zeros corresponding to zeros 
of F(w), as shown in Fig. 6.4(e). Each of the dark 'blobs' in SZT{Sm(w),So,m(w)} 
corresponds to a zero of F( w) and the location of the zero is taken to be the blob's 
pixel of maximum magnitude. The reconstruction resulting from these four zeros, 
and of course the four in the left half plane, is displayed in Fig. 6.4(f). Corresponding 
reconstructions for levels of contamination of EdB = -40dB and EdD = -20dB are 
depicted in Fig. 6.4(a) and (b), respectively. 
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Figure 6.4: Zero-and-add when contamination to a level of £dB = -30dB is added to 
the speckle images: (a) Z {Sm(w)}; (b) Z {S6,m(w)}; (c) Z {Sm(w)} - Z {S6,m(w)}; (d) 
SZ {Sm(w), S6,m(w)}; (e) SZr {Sm(w), S6,m(w)} (£ = 0.3); (f) reconstructed image. Note 
that, for ease of display, the grey-scale of zero-maps (a)-(e) is inverted. 
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Figure 6.5: Reconstructions from zero-and-add when contamination to a level of: (a) 





Figure 6.6: Generation of truncated one-dimensional speckle images: ( a) unwindowed spec-
kle image; (b) window function; (c) windowed speckle image. 
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Figure 6.7: Zero-and-add processing applied to truncated speckle images: (a) .Z {Sm(w)}; 
(b) Z {S6,m(w)}; (c) S.Zr {Sm(w), S6,m(w)} (€ = 0.14); (d) reconstruction. 
Although the reconstructed images shown in Fig. 6.4(f) and Fig. 6.5( a) and (b) 
are noticably different from the original object (Fig. 6.3( a)), the principal charac-
teristics of that object are clearly revealed in each reconstruction. It is apparent, 
however, that a less faithful reconstruction results when the level of contamination 
is increased. For contamination levels larger than fdB = -20dB the composite discs 
were no longer distinguishable from the obdurate zeros without additional a pri-
ori information about the expected locations of the true zeros, or equivalently, the 
obdurate zeros. Consequently, no meaningful reconstruction was possible for these 
contamination levels. 
Although the effects of moderate amounts of additive contamination do not seem 
overly deleterious, quite mild preprocessing (see §6.3.3) of the speckles can seriously 
degrade the reconstructed image. An example of such degradation is presented in 
Fig. 6.7. Each speckle image for this example was generated as the convolution of 
a speckle psf, of 256 pixels extent, convolved with the object shown in Fig. 6.3(a). 
A typical one of the 100 such speckle images is shown in Fig. 6.6(a). The resulting 
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speckle image was subsequently multiplied with the window depicted in Fig. 6.6, 
to reduce its extent. Fig. 6.6(c) depicts the windowed version of the speckle image 
Fig. 6.6(a). Zero-maps of ZAA applied to the 100 windowed speckle images are 
displayed in Fig. 6.7(a)-(c). Comparing Fig. 6.7(c) with Fig. 6.4(f) demonstrates 
how severe the effect of windowing uncontaminated speckle images can be. The 
reconstructed image shown in Fig. 6. 7( d) is significantly inferior to the images shown 
in Fig. 6.4(f) and Fig. 6.5( a) and (b ), even though the window shown in Fig. 6.6(b) 
might seem too gentle to have any significant effect. 
Sinton (1986, §6.5) presents a detailed study of the affects of additive noise, 
photon limiting and truncation of the speckle images. He finds that a gradual deteri-
oration in the quality of reconstruction arises when the contamination becomes more 
severe. Additive contamination and photon limiting tend to cause the quasi-steadfast 
zero to migrate towards the real axis . However, as regards windowing the speckle 
images, the window shape and extent both unpredictably affect the migration of the 
quasi-steadfast zeros. 
ZAA is a novel ensemble blind deconvolution technique that can process ensem-
bles of differently blurred one-dimensional images which have significant deviations 
from perfect isoplanatism. In the presence of additive contamination, the quasi-
steadfast zeros in the averaged zero-map tend to become diffuse and migrate from 
their true positions. These effects become increasingly pronounced as the contamina-
tion becomes more severe. The migration of the zeros leads to a gradual deterioration 
in the reconstructed image. However, the increasing diffuseness of the quasi-steadfast 
zeros causes little error until such time as the zeros are so diffuse that they cannot 
be correctly identified in the thresholded zero-map. ZAA is based upon locating the 
positions of all the zeros of the image, and if a single zero is not identified severe 
distortion results. 
Extensions to ZAA allowing it to process two-dimensional data are discussed in 
§6.4. 
6.3 Application to Infrared Speckle Images 
Astronomical speckle processing techniques ( Chapter 4 ), which were originally in-
tended for processing speckle images captured at visible wavelengths, have been 
successfully extended to infrared wavelengths ( cf. §4.9). A new composite method 
( cf. Davey et al. 1989b) for processing one-dimensional infrared speckle images is 
presented in this section. 
To be effective, most astronomical speckle imaging methods require some form of 
calibration for the seeing ( see Chapter 4). This calibration is commonly achieved by 
viewing an unresolved (reference) object under seeing conditions statistically similar 
to those existing when the resolved object is viewed. From such measurements an 
estimate of the long-time average or gross effects of the atmosphere can be deduced. 
Unfortunately, the statistics describing the atmosphere are never exactly stationary 
(Roddier 1981 ), so the calibration can be expected to be significantly in error for any 
particular speckle image. Observing a reference object also significantly increases the 
telescope observation time and is therefore expensive in practice. Thus, techniques 
that allow atmospheric effects to be removed without the need for a reference star 
would be desirable. The new technique described in this section achieves such 'self-
calibration'. This technique is composite in that six distinct processing techniques 
are combined to extract the true image from a set of infrared speckle images. The 
steps in the technique are: 
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(i) estimate the instantaneous seeing quality existing at the time each speckle 
image was recorded, 
(ii) bin ( see §6.3.1) each speckle image according to the estimated seeing quality, 
(iii) apply shift-and-add (SAA) to the ensemble of images contained in each bin, 
(iv) invoke edge-extension (see §6.3.3) to reduce the effect of contamination, 
(v) apply an adaptation of the ZAA technique to identify the zeros due to the 
object in the edge-extended SAA images, and 
(vi) from these zeros, reconstruct an estimate of the true object. 
Approaches to retrieving the brightness ratio and separation of the binary star 
from the zero clusters are outlined. The first is a statistical technique due to Jef-
freys (1980) which, in its basic form , takes no account of deficiencies in the method 
employed to record the one-dimensional images. 
In practice, a significant source of contamination of one-dimensional speckle im-
ages is the nonlinear scanning motion of the secondary mirror of the telescope (Leinert 
and Dyck 1983; McCarthy et al. 1987). The composite method presented in this sec-
tion is capable of compensating for nonlinear distortions in the scanning mechanism 
even though the detailed form of this quasi-random motion is unknown; 
The method is illustrated processing infrared speckle images of the astrometric 
binary Ross 614 AB (Christou et al. 1987a), an object of considerable interest to 
astrophysicists (Probst 1977). 
6.3.1 Data Recording and Binning 
When processing ensembles of images, in situations in which each member of the 
ensemble is of slightly different 'quality', it is often useful to bin the images according 
to this quality. The actual criteria for deciding the quality of a particular image varies 
from situation to situation. Several bins, one for each foreseeable range of quality, are 
defined, the quality of each image is assessed and each image is 'deposited in' the bin 
that corresponds to its quality. Once every image has been binned, the 'subensemble' 
of images contained in each bin is processed separately from the images contained in 
the remaining bins. Thus, if one assigns the images to, say, L bins, · then L different 
reconstructions result from processing the subensembles. · 
The motivation for binning images is that the reconstructions obtained from 
processing the images assigned to the 'higher quality' bins a.re of superior quality 
than the the single reconstruction generated from processing the original ensemble 
of images. Of course, the reconstructions from the 'lower quality' bins are less faith-
ful, but, provided the ensemble is sufficiently large, the low quality reconstructions 
are often best disregarded since they contain little information anyway. An added 
advantage of binning the data, is that one obtains several different reconstructions 
because, if the assignment of images to the bins is meaningful, no two reconstruc-
tions are the same. These multiple reconstructions can be exploited by particular 
processing algorithms, and indeed, are exploited in the composite scheme presented 
here. 
When applying speckle imaging techniques, several researchers have noted that 
accurate assessment of the instantaneous state of the atmosphere a.t the time when 
each speckle image is recorded provides an estimate of the quality of seeing (§4.1). 
Since the quality of a speckle image is essentially determined by the seeing, this 
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Table 6.1: The numbers of speckle images of Ross 614 AB assigned to the bins corresponding 
to the three best conditions of seeing (i.e. I= l, 2, 3) . 
estimate is a useful measure of the quality of a speckle image. By binning each 
speckle image according to its quality and applying a speckle imaging algorithm to 
the images contained in the bins corresponding to 'high quality', the fidelity of the 
reconstruction of the object is improved ( cf. Aime et al. 1978; von der Liihe 1984). 
Such preliminary processing has also been shown to be useful at infrared wavelengths 
(Mariotti et al. 1983; Christou et al. 1987a). 
McCarthy and Cobb (1986) show that the image sharpness parame.ter S 1, defined 
by Muller and Buffington (1974), is related to the extent (§2.1.4) of a speckle image, 
and therefore also to the quality of the seeing existing at the instant when the speckle 
image is recorded. This parameter is defined as 
(6.15) 
where Xm is the point of greatest amplitude in the m th speckle image. 
The average quality of the seeing can be usefully characterized by a single pa-
rameter, the Fried seeing parameter, r0 (§4.1). When calculating the quality of the 
seeing for a single speckle image it is useful to introduce a second para.meter re, which 
is an instantaneous estimate of r0 • Statistical fluctuations in the seeing imply that, 
in general, re differs from ro. Christou et al. (1987a) compute re by constructing 
a least-squares fit to the low-frequency component of the normal statistical model 
(Roddier 1981) of the turbulent atmosphere. They note that there always seems to 
be close correlation between S1 and re. Because S1 is significantly easier to com-
pute than re, it is appropriate to take the inverse of S1 to be an estimate of the 
instantaneous value of re, 
Christou et al. (1987a) demonstrated the usefulness of the parameter S1 by 
recording speckle images of several infrared sources and binning them according to 
the value of S1 computed for each of the images . Of particular interest here are 
the speckle images they recorded of the astrometric binary Ross 614 AB, because it 
is this data with which the processing described in this section is illustrated. Nine 
blocks, each of 512 speckle images, were recorded in the standard photometric K 
band (Ao= 2.2/tm, llA = 0.6µm) on the night of October 29, 1985, on the Steward 
Observatory 90 inch telescope. They were recorded over a period of approximately 
50 minutes with a North-South scan direction and an image scale of 76marcsec per 
pixel. Four of these speckle images are depicted in Fig. 6.8. In addition, blocks of 
512 speckle images of the unresolved star SAO 133312, which is near Ross 614 AB, 
were recorded alternately with those of Ross 614 AB. Four of the speckle images of 
SAO 133312 are depicted in Fig. 4.14. 








Figure 6.8: One-dimensional infrared speckle images of the astrometric binary star 
Ross 614 AB. The method presented in this section is illustrated by processing speckle 
images of this star. 
6.3.2 Shift-and-Add of Binned Data 
When the data are assigned to L bins according to image quality, the SAA images 
so produced are conveniently written as ( cf. ( 4.28)) 
(6.16) 
where the superscript ( l) indicates the [th bin of data and l = l and l = L correspond 
to the best and worst seeing conditions respectively. When basic SAA (§4.8.1) was 
separately applied to each of the bins, the image produced from the bin corresponding 
to the best seeing (i.e. re being greatest) was of superior quality to the SAA image 
generated by applying the algorithm to all of the recorded speckle images. Christou 
et al. (1987a) used L = 18 for binning the Ross 614 AB data. The number of speckle 
images assigned to bins l = l, 2, 3 are listed in Table 6.1. 
SAA is performed separately for each of the bins, thereby generating several 
images comprising the convolution of the same true object, f(x ), with a SAA psf, 
hsa (/) ( x), which differs for each l. The SAA images corresponding to the three best 
seeing conditions are shown in Fig. 6.9 . The image corresponding to the best seeing 
(I = l) Isa (l)( x) reveals the two components of the binary star clearly resolved, even 
though the number of images assigned to the l = l bin is comparatively small. The 
two components are also apparent in !sa(2)(x) and fsa( 3l(x), but in these images the 
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Figure 6.9: SAA images of the binary star Ross 614 AB generated from the images assigned 
to bins / = 1, 2, 3 (as published in Christou et al. 1987a). As I increases, the peak of the 
resulting SAA image decreases and the secondary peak becomes less pronounced. The extent 
of the figure in the x-direction is 64 pixels (4 .9arcsec). 
secondary peak is less pronounced than that in !sa(1l(x). The quality of !sa(l)(x), 
for l > 3, deteriorates rapidly with increasing l. While the smaller component can 
be recognized with hindsight in some of these SAA images, its apparent amplitude 
is significantly different for the SAA images corresponding to l > 3. This is why it is 
only the data in the three 'best' bins that are permitted to contribute to the results 
reported here. 
The conventional method of obtaining an estimate of f(x) from !sa(x) is to 
Wiener filter (see §3.1.2) fsa(x) with hsa(x), an estimate of hsa(x). The Wiener 
filter is a modification of the simple inverse filter (§3.1.1), in which an additional 
term, <I>( u ), is incorporated to ameliorate the harmful effects of contamination on 
the filtering operation. <I>( u) is optimally the noise-to-signal ratio for each spatial 
frequency u. Since the detailed dependency of this ratio upon u is not usually known, 
it is convenient to replace <I>(u) with a constant <I>, which is termed the Wiener filter 
constant. In practice, the optimum value of <I> is usually unknown a priori. In such 
a situation the Wiener filter can be applied several times, each time with a different 
<I>, with the reconstruction that is 'best' according to some criteria being chosen as 
the best estimate of the object. This is why Table 6.2 lists brightness ratios and 
separations obtained by applying a Wiener filter with several different values of the 
Wiener filter constant <I>. 
hsa( x) is most straightforwardly generated by performing SAA on speckle images 
of an unresolved object, viewed under statistically similar seeing conditions to those 
existing when the resolved object was viewed (see §4.8.1). Thus, for the speckle 
images of Ross 614 AB with which this this section is illustrated, the speckle images of 
the unresolvable star SAO 133312 provide such reference information. Consequently, 
the same processing that was applied to the Ross 614 AB speckle images was also 
applied to those of SAO 133312. The SAA images of SAO 133312 corresponding to 
the three best seeing conditions are shown in Fig. 6.10. Each of these images was 
used to Wiener filter (cf. (3.8)) its corresponding !sa(x) to obtain an estimate of 
Ross 614 AB. The separations and brightness ratios found for the two components 
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Figure 6.10: SAA images of the unresolved star SAO i33312 from the bms corresponamg 
to the 3 best conditions of seeing . Several of the speckle images of SAO 133312 are shown 
in Fig. 4.14. 
I= 1 1=2 1=3 
")' 
parcsec r parcsec r parcsec r 
0.0003 1.04 6.31 1.02 5.24 1.03 4.97 
0.001 1.04 6.16 1.02 5.11 1.03 4.70 
0.003 1.03 6.04 1.02 5.10 1.03 4.39 
0.01 1.03 5.86 1.02 4.95 1.06 4.37 
Table 6.2: Separation (p) and brightness ratio (r) obtained by Wiener fi ltering the 'binned' 
SAA images of Ross 614 AB with corresponding binned SAA images of the unresolved star 
SAO 133312. The values shown here were generated by least-squares fitting a quadratic 
function to the five pixels at the peaks corresponding to the components of the star. The 
filter constant was taken to be <I>= 1 max 1Hsa(u) l2 • Note the large variation, with/ and,, 
u 
in both the separation and brightness ratio. 
of Ross 614 AB calculated for several values for the Wiener filter constant, <I>, are 
listed in Table 6.2. 
The results presented in Table 6.2 exhibit appreciable dependence upon both l 
and cl>. The dependence upon l arises from the inexact matching of the seeing quality 
of the bins of speckle images of the resolved star with the corresponding bins for the 
reference star. The dependence upon <I> is a result of (3 .8) not being a pure inverse 
filter. The <I> term adds a bias to the deconvolution and, as cI> becomes larger, so 
does t he bias, and hence the error in the result. Since it is virtually impossible to 
quantitatively estimate contamination levels with confidence, one cannot be certain 
of the optimum value for cl>. Because of the dependence of the values of separation 
and brightness ratio upon l and cI>, one is unable to deduce their 'best' values from 
the Wiener filter operation. There is the further point that hsa(x) is object depen-
dent, in that its form is determined both by the seeing conditions and the form of 
J(x) (see §4.8.2). This implies that, even if the optimum value for <I> were known, 
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and if the seeing of the bins could be matched exactly, it might not be of much help, 
because significant differences between hsa( x) and hsa( x) are to be expected for cer-
tain classes of object. The processing described in §§6.3.3 and 6.3.4 below overcomes 
these difficulties. 
6.3.3 Improving Shift-and-Add Images with Zero-and-Add 
A binary star, whose individually unresolvable components are separated by l::!,,_l pixels 
and have a brightness ratio r, can be represented by (cf. (4.5)) 
d(x) = r8(x) + 8(x - l::!,,_l) (6.17) 
where 8(x) is the Dirac delta function, and r = l/R. Note that, for convenience, 
the term brightness ratio is invoked in this chapter to denote the reciprocal of the 
quantity it is employed to denote in Chapter 4. The zeros of D( w ), which is the 
Fouler ,txa.nsform of d(a:~, ,a.re found by replacing q(x) in (6.4) with d(x), as defined 
b'y (6.17), computing D(w)'(-cf.'(0.5) , a.nd setting it to zero. These zeros are located 
at - ~ ~ -
2n - 1 ln(r) 
w = 2l::!,,_l + i2rrl::!,,_l; n = -oo, ... ' oo. (6 .18) 
A representation of a two component star, for which l::!,,_l = 14 and r = 5.0, is shown 
in Fig. 6.2(a), and its zero-map is depicted in Fig. 6.2(b). Inspection of the zero-map 
reveals that the zeros of a binary are equally spaced along a line parallel to the real 
axis. It follows from (6.18) that the spacing between zeros is dependent only upon 
the separation, whereas the distance of the zeros from the real axis is dependent 
upon both l::!,,_l and r . 
The ZAA principle (§6.1.1) states that, when zero-maps of N differently blurred 
versions b(n)(x) of d(x), each formed by convolving d(x) with a psf hsa(n)(x), are 
superimposed, the zeros of D( w) reinforce while the zeros of the H sa (n) ( w) are quasi-
randomly scattered over the complex w plane. The zeros of D( w) can thus be 
identified by inspection. Since each of the binned SAA images of Ross 614 AB is the 
convolution of the object with a psf that is different for each bin, the zero-maps of 
the SAA images of the binary Ross 614 AB would be expected to exhibit clusters of 
zeros similar in location to the zeros shown in Fig. 6.2(b ). 
Before computing the zeros of the SAA images it is useful to preprocess these 
images. The preprocessing technique that has proven most useful in this application 
is edge-extension (Bates and McDonnell 1986, §15). The philosophy behind pre-
processing in general, and edge-extension in particular, is briefly summarized in the 
following paragraph. 
In many situations a recorded image contains useful information in only a portion 
of its pixels, with the rest being dominated by contamination. In such a situation it 
is sensible to preprocess the image by extracting out the pixels containing 'good' data 
for further processing. It is important, when extracting out the portion of an image 
that contains good data, that adequate precautions are taken to minimize further 
corruption of the data. For instance, if the image is simply truncated, discontinuities, 
or glitches, may be introduced. Glitches cause undesirable artefacts, known as ringing 
in the spectrum, with the consequence that subsequent processing of the spectrum 
is degraded. In contrast, edge-extension is designed to minimize the glitches in an 
image while still reducing the extent of an image. Edge-extension involves replacing 
the obviously contaminated parts of the image with 'smooth' extensions which fall to 
zero appropriately. The extensions are chosen to maintain continuity of amplitudes 
and first derivatives of the image. Edge-extension is not an attempt at any sort of 
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'super-resolution'. It should be mentioned in passing that windowing an image is per-
haps the most widely applied preprocessing technique. Here, an image is multiplied 
with a window function having smoothly tapering edges, similar to that depicted 
in Fig. 6.6(b ). In many situations windowing is effective, although it often has the 
disadvantage of destroying useful data in the image. For the processing reported 
here, both windowing and edge-extension were applied to reduce the extent of the 
image. Of the two techniques it was found that edge-extension produced significantly 
superior results. 
Although each speckle image of Ross 614 AB was recorded with 128 pixels, the 
useful data contained in each image exist only near the ce~tre of the image. The same 
is true for the SAA images, whose outer parts are dominated by contamination. Thus, 
edge-extension is invoked to reduce the deleterious effect of the contamination on the 
ZAA process. Edge-extension is applied by first truncating each SAA image where 
contamination has obviously affected the data. Then tails of a gaussian distribution 
are butted up to each side of the truncated data, maintaining continuity of the image 
and its first derivative with respect to x. Edge-extension has the added advantage of 
reducing the extent of the image. This is significant because the CPOLY polynomial 
factorizing routine is more stable for polynomials oflower order. The edge-extended 
SAA image of Ross 614 AB corresponding to l = 2 is depicted in Fig. 6.ll(b ). 
Comparison with the original image shown in Fig. 6.ll(a), which is taken from 
Fig. 6.9, illustrates the contamination suppression and extent reduction achieved 
by the edge-extension process. 
The zero-maps of the three edge-extended SAA images are shown superimposed 
in Fig. 6.12. Also plotted on Fig. 6.12 are the zero-maps corresponding to the three 
edge-extended SAA images of the reference star SAO 133312. 
It is apparent from inspection of the zeros in Fig. 6.12 that there are four clusters 
of three zeros. In each cluster there is one zero from each of the SAA images of 
Ross 614 AB. These clusters can be taken to correspond to the zeros of F( w) since 
the zeros of Hsa(1)(w) vary with/ and spread over thew-plane. The four clusters 
of zeros appear to correspond to the zeros of a binary star ( cf. (6.18) and Fig. 6.2) 
since they nearly lie on a line parallel to the real axis. Departures of the zeros 
in the clusters from a single line parallel to the u-axis are significant because they 
are a direct consequence of the non-linear scanning motion ( as explained in §6.3.4). 
None of the zeros corresponding to SAO 133312 show any tendency to form similar 
clusters. Since SAO 133312 is an unresolvable star it should only give rise to zeros 
spread widely over the w-plane, like the zeros of H sa (I)( w ). 
Note that, for large values of u, the zeros that would be expected for a binary star 
do not appear as clusters in Fig. 6.12. However these zeros correspond to high spatial 
frequencies, which tend to be far more severely affected by contamination than low 
spatial frequencies. Also, the diffraction limit of a 2.28m (90 inch) telescope operating 
at 2.2flm is approximately 200marcsec (cf. (4.1)). This limit is almost three times 
the 76marcsec sampling rate used for recording the data. Therefore, the information 
contained at high spatial frequencies is beyond the diffraction limit of the telescope. 
For both reasons the locations of the low spatial frequency zeros are expected to be 
more faithful than those at high frequencies. 
The statistical nature of the data, arising from both the atmospheric distortion 
and the presence of contamination, can be dealt with by invoking a least-squares 
analysis method of Jeffreys (1980) (Davey et al. 1988a). The postulation here is 
that the effect of contamination on the recorded image is to move the zero positions 
in a quasi-random manner. Therefore, a least-squares analysis applied to the zeros 






Figure 6.11: Edge-extension of fsa( 2)(x) (i.e. the SAA image of Ross 614 AB produced 
from the second bin of data) which is shown in Fig. 6.9: (a) fsa( 2)(x) ; (b) truncated and 
edge-extended version of fsa( 2)(x). The edge-extension process involved truncating the SAA 
image and fitting sections of Gaussian functions to the truncated regions, ensuring that the 
image and its first derivative at the junction are continuous. Note the reduction in the extent 
of the image and also the elimination of the most severely contaminated parts of the SAA 
image. 
.l 
q p arcsec R <rp arcsec <rr 
n=l n=2 n=3 n=4 
1 1 1 1 1.04 4.3 0.01 0.4 0.002 0.004 0.006 0 .008 
Table 6.3: Results of applying a least-squares analysis (after Jeffreys (1980) to the zeros 
comprising the four clusters identified in Fig. 6.12. The values 1/u are the weighting given to 
the various clusters. n is the 'cluster number' which increases with increasing distance from 
the imaginary axis (i.e. n = l is the cluster closest the origin). <rp and <rr are the standard 
deviation of p and r respectively. 
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Figure 6.12: Zero-maps of the three edge-extended vers10ns of the SAA images of 
Ross 614 AB (drawn as open circles) and the three of SAO 133312 shown in Fig. 6.10 (drawn 
as open triangles) . The zero positions represented by markers (i.e. circles or triangles) of 
the same size and shape correspond to the same SAA image, and increasing marker size 
corresponds to decreasing seeing quality (i.e. increasing l) . Four clusters, each identified by 
an arrow and each containing one zero from all three of the SAA images of Ross 614 AB, are 
located along a line below the real axis . It is the zeros comprising these four clusters that 
are invoked in subsequent processing. 
found in each cluster provides a useful estimate of the true zero position as well as 
a measure of the error. This analysis is based upon the assumption that the star 
being observed is a binary, so the zeros lie on a line parallel to the real axis . The 
binary is completely described by the separation of the zeros, and the distance of 
the zeros from the real axis. Thus, it is these two parameters that are required to be 
reconstructed from the clusters by invoking the least-squares analysis. Furthermore, 
since the location of the zeros at low frequencies are expected to be more faithful 
than those at high frequencies, the closer a cluster is to the origin, the more weight 
it is given in the least-squares analysis. The actual weightings are listed in Table 6.3 . 
Further details of this analysis are provided by Davey et al. (1988a). 
The estimates of separation and brightness ratio, and their standard deviations, 
generated by applying the statistical analysis procedure to the zeros constituting the 
four clusters marked by arrows in Fig. 6.12, are presented in Table 6.3. Note that the 
separation and its standard deviation are given in angular measure (i.e; p) rather than 
pixels ( .6./). Although the analysis gives the standard deviation of the separation as 
0.0larcsec, it is unrealistic to specify an accuracy less than the 0.076arcsec image scale 
used in the sampling. Thus, the estimates for the separation and brightness ratio of 
Ross 614 AB from this least-squares analysis are 1.04 ± 0.08arcsec and 4.3 ± 0.4. 
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Figure 6.13: Effect upon the zero-map of the spreading of the secondary peak of a bi-
nary star: (a) Three simulations of a binary star with varying amounts of secondary peak 
spreading. The sum of the pixels comprising the secondary peak is identical in each of these 
images; (b) zero-maps of the three images shown in (a) . The zero positions are depicted by 
open circles, with the increasing size of the circle representing increasing spreading of the 
secondary peak. 
6.3.4 Taking Explicit Account of Nonlinear Scanning Motion 
Because of the nonlinear nature of the motion of the secondary mirror (McCarthy 
et al. 1987), the scale of the x-axis of each individual speckle image is slightly dis-
torted in some unknown manner. This means that the measured separation of the 
components varie~ from speckle image to speckle image. The mean separation is of 
course expected to equal the true separation. 
It follows that, in this situation, the RHS of ( 4.28) is not a faithful representation 
of a SAA image. Instead, f ( x) should be replaced by a distorted version, ]( x), of the 
true image, which accounts for the variable separation. In the case of a binary, for 
which f(x) comprises two separated pixels (as in Fig. 6.2(a)), the pixel representing 
the fainter (secondary) component of the binary should be spread out, in a plot of 
l( x ), into a number of contiguous pixels, as indicated by the simulated images shown 
in Fig. 6.13(a). Note that the sum of the collection of pixels, comprising the fainter 
component of the binary in each of the three projections shown in Fig. 6.13(a), is 
the same and also equal to the smaller pixel in Fig. 6.2( a). 
Consider the zero-maps, depicted in Fig. 6.13(b ), of the images that have been 
distorted by secondary peak spreading, which are shown in Fig. 6.13( a). There are 
two noteworthy points about the distribution of zeros in these zero-maps. Firstly, the 
position of the zero closest to the origin is almost identical for ea.ch of the four zero-
maps shown in Fig. 6.13(b ). Secondly, in the presence of secondary peak spreading 
the complex zeros still lie on a straight line, although the line is no longer parallel to 
the real axis. 
Consider the four clusters of zeros identified by arrows in the zero-maps of the 
edge-extended versions of Ross 614 AB (Fig. 6.12). Of these clusters the position of 
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the three zeros comprising the cluster closest to the origin (i.e. n = l) are virtually 
identical. The other three zero clusters seem to lie on a straight line, reminescent 
of those zeros shown in Fig. 6.13(b ). This evidence supports the assertion that the 
secondary peak is spread in the manner depicted in Fig. 6.13( a). Thus, it is possible 
to compensate for the nonlinearity of the sca~ning by least-squares fitting a straight 
line to the zeros comprising the four clusters. The line, and the zeros, are rotated 
until the line is parallel to the real axis. In this manner the distortion in the location 
of the zeros, induced by the non-linear scanning motion, is eliminated. When fitting 
the line to the twelve zeros comprising the four clusters, the zeros in each cluster 
were weighted with the uncertainties (1/a) listed in Table 6.3. The line was then 
rotated to be parallel to the real axis, thereby eliminating the distortion due to the 
peak spreading. Since, in Fig. 6.13(b), the zeros comprising the cluster n = l are 
essentially invariant to small amounts of distortion, it is sensible to choose the point 
about which to rotate the fitted line according to this cluster. Thus, the line was 
rotated about a point defined by the intersection of the line itself with a line parallel 
to the real axis and passing through the average real part of the zeros comprising 
the first cluster of zeros. The least-squares technique of §6 .3.3 was then reapplied 
to the new, rotated, zero positions. This produced estimates of the brightness ratio 
and separation of Ross 614 AB of 3.9 ± 0.4 and 1.04 ± 0.0larcsec, respectively. Nate 
that although the separation is identical to that obtained from the unrotated data, 
the reconstructed brightness ratios differ, although by less than the estimated error. 
6.3.5 Summary 
Least-squares analysis applied to the unrotated zero-positions yields a separation and 
brightness ratio at infrared of the two components of Ross 614 AB of l.04±0.08arcsec 
and 4.3 ± 0.4. These values compare very favourably with the values 1.04arcsec and 
4.37 respectively, computed by applying triple correlation processing (§4. 7) to all the 
speckle images of the same data set ( Christou et al. 1987b). The results obtained after 
compensation for the distortion introduced by the non-linear scanning mechanism 
are 1.04 ± 0.08arcsec and 3.9 ± 0.4. It is important to note, first, that Christou et al. 
do not take complete account of the non-linear scanning mechanism and, second, 
that the technique presented here is significantly less computationally demanding 
than triple correlation processing. 
The new composite scheme for processing the one-dimensional infrared speckle 
images that is presented in this section has the following advantages: 
(i) It avoids the need for observing a reference star under 'statistically similar' 
seeing conditions. This advantage is significant because it is difficult in practice 
to make accurate quantitative comparisons of different seeing conditions. 
(ii) It overcomes the problem inherent in basic SAA (§4.8.1) that the composite 
psf is not determined solely by the seeing conditions, i.e. hsa( x) depends both 
upon these conditions and the detailed form of J( x ). 
(iii) It allows the quality of individual speckle images to be assessed, so that the 
images can be graded and stored in separate 'bins'. The important point here 
is that the grading does not have to be done with any great precision. The 
reason for this is that the sum of any number of differently blurred versions of 
a particular image ( each blurred version being shifted by an arbitrary amount) 
can be expressed as the convolution of this image with another psf (i.e. a psf 
different from all of those causing the blurring in the aforesaid blurred versions). 
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The only crucial requirement on the grading is that the psfs implicit in the 
SAA images obtained from the different bins should themselves be significantly 
different. This requirement is met by ensuring the statistical characters of the 
speckle images stored in different bins are as different as practicable. 
(iv) It preserves the computational simplicity of basic SAA for the majority of the 
processing. 
( v) It allows straightforward compensation for nonlinear scanning in the absence 
of detailed knowledge of the scanning motion. 
This technique has important practical implications for speckle processing be-
cause of its simplicity. Basic SAA is a simple technique and it can easily be per-
formed on a microprocessor. The parameter Sl which provides an estimate of the 
seeing quality for binning the data is also computationally undemanding. By compar-
ison with other extensions to SAA (Minard et al. 1985) and other speckle processing 
methods (Bates 1982b; Freeman et al. 1987) which require sophisticated processing 
of each speckle image, this technique limits intensive computation ( e.g. blind de-
convolution by ZAA) to only a few SAA images, each of which is formed from the 
speckle images collected in a single bin. 
The processing scheme is most useful when a valid a priori model of the object 
being viewed ( e.g. a binary star, as in the example with which this section is illus-
trated) is available. Such a model makes it easier to recognize those zeros (in the 
complex w-plane) that characterize the object . 
6.4 Extending Zero-and-Add to Two Dimensions 
The ZAA technique has been extended to permit processing of two-dimensional data 
in two somewhat different ways. Both methods involve reducing the two-dimensional 
data to a series of one-dimensional ensembles which are subsequently processed in 
the manner described in §6.2. The first extension, which is briefly discussed in 
§6.4.1, generates ensembles of one-dimensional integral projections (see §2.4.1) of 
the two-dimensional speckle images at several different angles. However, the second 
extension, which is mentioned in §6.4.2, employs zero-sheet concepts (Lane et al. 
1987) that are described in §5.3. 
Perhaps the most powerful implementation of ZAA would be realized by per-
forming ZAA directly on the two-dimensional images. Such processing would involve 
generating the zero-sheets of the two-dimensional images and superimposing them, 
in the manner implied by (6.10). By appropriately compensating for the obdurate ze-
ros, and thresholding the resultant zero-sheet, the quasi-steadfast zero-sheet could be 
identified and a reconstruction generated. This approach has an inherent advantage 
over the one-dimensional situation in that the zero-sheet of a two-dimensional object 
must be smooth and continuous. Because the zeros comprising a zero-sheet are nec-
essarily connected it should be possible to identify sufficiently many zeros by tracking 
the zero-sheet. In contrast, the zero-maps of one-dimensional speckle images exhibit 
quasi-steadfast zeros at discrete locations on a plane i.e. they are unconnected. Con-
sequently it is not then possible to invoke the connectedness of zero-sheets to assist 
when discriminating between obdurate zeros and quasi-steadfast zeros. 
Unfortunately there are several, as yet insurmountable, technical problems asso-
ciated with implementing this 'direct' two-dimensional ZAA. These problems largely 
arise because the zero-sheet of a two-dimensional image spans four-dimensional space. 
Thus, implementing processing on a digital computer in the manner described in 
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§6.2 seems, at present, prohibitively expensive, both in terms of storing the four-
dimensional averaged zero-map, and in terms of the computational burden of gen-
erating the zero-sheet of each speckle image. In relation to tracking of a zero-sheet, 
it is informative to re-examine Fig. 5.lO(b ). These zero-contours of a typical im-
age, of 32 X 32 pixel extent, provide an appreciation of the intricateness of a typical 
zero-sheet. 
6.4.1 Using Projections 
Sinton et al. (1986) indicate how to extend ZAA to two dimensions by forming one-
dimensional projections (as defined by (2.35)) of the M two-dimensional speckle 
images. A series of projections, for projection angles <Pni n = 1, ... , N, are made 
of each member of the original ensemble of two-dimensional speckle images. All the 
projections at each specific projection angle are collected separately to produces N 
ensembles of one-dimensional projections, each containing M members. The projec-
tion of the m th speckle image at the nth projection angle is written ( cf. (2.35)) 
(6.19) 
where each of the one-dimensional images is the integral projection at angle <Pn of its 
two-dimensional counterpart. 
Consider now the ensemble of one-dimensional projections corresponding to N = 
1. Since the object is identical in every two-dimensional speckle image, its projection 
is identical in every member of a particular ensemble of one-dimensional projections. 
However, the speckle psf changes with m, so its projection, in general, changes also. 
Thus, a particular ensemble of one-dimensional projections can be considered to 
be an ensemble of differently blurred projections of the object. Applying the one-
dimensional ZAA technique described in §6.2 to this ensemble allows the thresholded, 
averaged zero-map ZT {PL(w)} to be generated. From this map Z {Pt(w)} can be 
identified, and Pj(x), the projection of the object at angle ¢1, can be reconstructed. 
By applying similar processing to each of the N ensembles of one-dimensional speckle 
images the one-dimensional projection of the object at ea.ch angle is generated. 
Because reconstructing from zeros does not preserve the absolute amplitude of the 
image, the projections must be normalized. Normalization is conveniently achieved 
by weighting the pixels of each projection so that the pixels sum to unity. 
The theory of compute(rise)d tomography (Garden 1984) reveals that an image 
can be reconstructed from an ensemble of integral projections. Several algorithms 
are available to achieve this, with perhaps the simplest being the backprojection 
algorithm (Herman 1979; Bates et al. 1983; Garden 1984). This technique involves 
backprojecting, or 'smearing', each of the one-dimensional projections across the 
two-dimensional plane at the angle at which the projection was obtained. The su-
perposition of the N lots of backprojected data forms an estimate of the original 
two-dimensional object. This estimate is faithful provided a sufficiently large number 
of projections are computed, and that each projection is sufficiently faithful (Lewitt 
and Bates 1978; Lewitt et al. 1978). Thus , by backprojecting the reconstructions 
obtained from applying ZAA to the ensembles of one-dimensional projections, the 
two-dimensional image can be reconstructed. 
6.4.2 Using Zero-sheets 
Bates and Lane (1987b) ( cf. Lane 1988, §6.4) generalize ZAA to two dimensions by 
application of the zero-sheet concept, introduced by Lane et al. (1987) (see §5.3). 
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In two-dimensions there is an infinite number of one-dimensional projections that 
can be reconstructed by fixing either (or, in (5.15). As mentioned in §§6.2 and 6.4.1, 
it is often difficult, when the speckle images are contaminated, to accurately identify 
all of the zero clusters due to the object. Lane (1988, §6.4) notes that, in two 
dimensions, it is possible to form as many projections, and therefore as many zero-
maps as are deemed necessary. The zero-maps are processed in the manner described 
in §6.2 and the locations of quasi-steadfast zeros are located. These zero positions 
are then processed in the manner of Curtis et al. (1985) to form a system of linear 
equations, which, when solved reconstructs the object. Curtis et al. (1985) note that 
the number of equations needed to solve for an M X M image is equal to 4M2 • 
This method has a distinct advantage over the method proposed in §6.4.1 in that 
every quasi-steadfast zero in a particular averaged zero-map need not be identified. 
The only critical constraint is that sufficient zeros be reconstructed in total. Thus, 
by choosing to compute a suitably large number of projections, usually only one 
or two zeros need be identified in each averaged zero-map. This means that the 
threshold applied to generate the thresholded zero-map can be increased, ensuring 
that fewer obdurate zeros are mistakenly identified as being truly steadfast. Thus, the 
susceptibility of the technique to contamination is reduced. (Bates and Lane 1987b) 
present a reasonably faithful reconstruction obtained by applying this technique to 
contaminated two-dimensional speckle images of a 5 X 5 object. 
Chapter 7 
Blind Deconvolution of Single Image 
In many technical sciences a single image or signal, which is blurred in some manner, 
is recorded. Since one is usually interested in details of the unblurred object, it is 
highly desirable to be able to deblur the recorded data. ·when the exact nature of 
the blurring is known, one can readily invoke conventional deconvolution procedures, 
such as those discussed in §3.1, to implement the deblurring. However, in many 
situations the nature of the blurring is unknown, so the deblurring process in one of 
blind deconvolution (§1.5). 
Algorithms for implementing the blind deconvolution of a single contaminated 
blurred image are the subject of this chapter. This general blind deconvolution 
problem is the most general and therefore the most difficult of all deconvolution 
problems. The conventional deconvolution algorithms reviewed in Chapter 3, the 
ensemble blind deconvolution algorithms discussed in Chapters 4 and 6, and the 
phase retrieval algorithms discussed in Chapter 5, can all be considered special cases 
of the general blind deconvolution problem. 
Algorithms capable of implementing general blind deconvolution have only re-
cently been reported, yet in this rapidly evolving area of information processing, 
several algorithms have already been realized. These algorithms are reviewed in this 
chapter, and a new technique is introduced and discussed in §7.4. The status of 
general blind deconvolution has recently been reviewed by Bates and Davey (1988). 
Direct blind deconvolution (Lane and Bates 1987a), employing the concept of 
the zero-sheet (§5.3.1), is outlined in §7.1. Direct blind deconvolution is a natural 
extension of the direct phase retrieval technique of Lane et al. (1987), described in 
§5.3.3. This is unquestionably the most conceptually elegant and potentially powerful 
of all blind deconvolution techniques reported to date. Unfortunately, it is, as yet, 
only possible to usefully employ this method when a convolution is uncontaminated. 
Thus, this technique is currently of virtually no use for practical imaging processing, 
although the insight that zero-sheets provide into the question of uniqueness of more-
than-one-dimensional blind deconvolution is extremely valuable. 
In §7.2 an iterative technique for blind deconvolution of positive images is dis-
cussed and illustrated, and new applications for the technique are introduced. This 
technique comprises two separate stages, the first being the application of Fienup 
type phase retrieval algorithms (§5.2.2), and the second being the application of 
the modified magnitude retrieval algorithm (§5.4.2). This blind deconvolution tech-
nique was initially reported by Bates and Lane (1987a) ( cf. Lane and Bates 1987b; 
Lane 1988) and has been applied in the context of astronomical speckle processing 
to remove the ghosting from SAA images (§4.8) (Bates and Davey 1988). 
Ayers and Dainty (1988) have recently proposed a general blind deconvolution 
algorithm based upon an extended version of the general iterative loop presented in 
145 
146 CHAPTER 7. BLIND DECONVOLUTION OF SINGLE IMAGE 
Chapter 5. Their algorithm, which successfully deconvolves uncontaminated positive 
images, is outlined in §7.3. 
A new blind deconvolution technique (Davey et al. 1988a), which can be appro-
priately considered as an adaptation of the technique of Ayers and Dainty (1988), 
is introduced and illustrated in §7.4. This algorithm is the first to have successfully 
deconvolved contaminated convolutions that are, in general, complex. 
The application of general blind deconvolution techniques to deghosting shift-
and-add images (§4.8) is described, and illustrated in §7.5. 
A summary of the blind deconvolution techniques that are currently available is 
presented in §7.6. The efficacy of these algorithms, and the relative computational 
effort each requires to effect deconvolution, are compared in this section. 
When describing general deconvolution algorithms in the following sections no-
tation developed earlier in this thesis is employed. In particular, the contaminated 
isoplanatically blurred image g(x) is written as 
g(x) = J(x)0h(x) + c(x), (7.1) 
where J(x) is the true object, h(x) is the psf describing the blurring, and c(x), the 
contamination, incorporates any noise or other departures from the convolutional 
model upon which the imaging is based. Following the definition introduced in §1.5 
the general deconvolution problem is posed as: 
"Given only g(x) recover J(x), an estimate of f(x)." 
The material presented in §§7.1-7.3 is principally a review of the status of gen-
eral blind deconvolution algorithms. The algorithm presented in §7.4 is new, and is 
especially significant since it is the first algorithm to successfully deconvolve a sin-
gle contaminated convolution whose components are complex. The coinparison of 
general blind deconvolution techniques is also original, as is the application of these 
techniques to the problem of deghosting shift-and-add images. 
7.1 Direct Blind Deconvolution 
It is now clear from the concept of the zero-sheet that any two-or-more-dimensional 
image, which is in general complex, and which is the convolution of N ( a positive 
integer) individual images ( called components), is in principle blindly deconvolvable. 
This means that, given merely the image, the value of N can be determined and each 
component can be recovered. Zero-sheets are discussed in Chapter 5, although the 
principle points which relate to blind deconvolution are discussed here. 
The concept of the zero-sheet reveals that the zeros of the spectrum of each com-
ponent of a convolution form a distinct K-dimensional surface in 2K-dimensional 
space, where ]( denotes the dimensionality of the space spanned by the convolu-
tion. Consider the two-composite convolution g(x), and its associated zero-sheet 
Z { G( ()}. Since g(x) is the convolution of f(x) and h(x), it follows that Z { G( ()} = 
Z {F(()} UZ {H(()} (cf. (5.20)). In §§5.3.3 and 6.1.1 it is noted that the task of 
deconvolving g(x) is equivalent to partitioning Z {G(()} into its two component 
zero-sheets Z {F(()} and Z {H(()}. Once this partitioning is achieved, it is then 
possible to reconstruct the components from their zero-sheets (§5.3.2), thereby im-
plementing blind deconvolution. 
Lane and Bates (1987a) have shown that the a!gorithm for direct solution of the 
Fourier phase problem (Lane et al. 1987) (see §5.3.3), which is based on the concept 
of the zero-sheet, is directly extendable to solving the general blind deconvolution 
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problem in more-than-one dimension. By tracking along the zero-sheets, based on 
the property that they are analytic, and therefore must be smooth everywhere, it is 
possible to partition the zero-sheet of the convolution into the zero-sheets of the com-
ponent images. Consider the situation for which J( = 2, with the zerossheets being 
two-dimensional surfaces embedded in four-dimensional space. As noted in §5.3.4, 
the intersections of such surfaces would be expected to intersect in zero-dimensional 
space, i.e. at points. However, the analyticity of the zero-sheets allows two intersect-
ing zero-sheets to be unambiguously separated, as indicated in Fig. 5.13(a). (Lane 
and Bates 1987a) (cf.Lane 1988, §4.7) report deconvolving two 32x32 complex images 
from their uncontaminated 63 X 63 pixel convolution. .. 
In the presence of contamination, the component zero-sheets lose their distinc-
tiveness and 'bridge' at their points of intersection to form a single sheet, as discussed 
in §5.3.4 and illustrated in Fig. 5.13(b) and Fig. 5.15. Therefore, the zero-tracking 
algorithm, in its present form, is no longer able separate the component zero-sheets, 
and the deconvolution fails . This is why it is necessary to invoke iterative algorithms 
(§§7.2-7.4) to effect blind deconvolution in practice. 
7.2 Modulo- 1r P hase Based Blind Deconvolution 
The uniqueness of blind deconvolution, revealed by the concept of the zero-sheet, has 
stimulated the development of robust deconvolution techniques. These techniques 
are typically iterative, and tend to have been inspired by the iterative phase retrieval 
algorithms discussed in §5.2. The earliest of these techniques Bates and Lane (1987a) 
(cf.Lane and Bates 1987a; Lane 1988), which combines Fienup's phase retrieval algo-
rithms (§5.2.2), with the modified magnitude retrieval algorithm (§5.4.2), is discussed 
in this section. This technique is henceforth called the modulo 1r phase based blind 
deconvolution technique. 
When discussing the phase problem in Chapter 5 it was noted that only the 
image-form of an object can be recovered from its spectral magnitude. This limitation 
is normally of little account since the majority of relevant information about an 
image is incorporated in its i:qiage-form. However, consider the situation in which a 
composite image g(x) = f(x)0h(x) - F(u)H(u) is to be recovered from its known 
spectral magnitude IG(u)j. Unfortunately, from the point of view of phase retrieval, 
there is no unique image-form corresponding to IG(u)j. This follows since P [G(u)] 
is ambiguously related to IG( u)I since 
IG(u)I = IF(u)H(u)I = IF*(u)H*(u)I (7.2) 
and also 
IG(u)I = IF(u)H*(u)I = IF*(u)H(u)j. (7.3) 
The inverse Fourier transforms of the products contained within the pairs of vertical 
lines shown in (7.2) have the same image-form, that of f(x)0h(x). However, the 
corresponding products in (7.3) have a different image-form, that of J*(-x)0h(x). 
This ambiguity of the image-form inherent in the spectral magnitude of a composite 
image is illustrated in Fig. 7.1. Fig. 7.l(a) and (b) depict an object f(x, y) and a 
psf h(x, y), respectively, which are convolved to form g(x, y) (Fig. 7.1( c)). When 
a phase retrieval algorithm is invoked to recover the image-form of g( x, y) from 
its spectral magnitude, the algorithm can converge to any one of the four possible 
reconstructions shown in Fig. 7.l(c)- (f) . Inspection of Fig. 7.l(c) and (d) reveals that 
these two reconstructions have the same image-form, that of f(x, y)0h(x, y), whereas 
those shown in Fig. 7.l(e) and (f) have the image-.form of f*(-x, - y)0h(x, y). 
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Figure 7.1: Ambiguous reconstructions to which a phase retrieval algorithm can converge 
when the image is composite: (a) f(x, y); (b) h(x, y); (c) g(x, y) = f(x, y)0h(x, y) -
F(u, v)H(u, v); (d) f* (-x, -y)0h*(-x, -y) - F*(u, v)H*(u, v); (e) f*(-x, -y)0h(x, y) 
+--+ F*(u, v)H(u, v); (f) f(x, y)0h*(-x, -y) +--+ F(1t, v)H*(u, v). 
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Bates and Lane (1987a) ( cf. Lane 1988) have noted that the ,ambiguous recon-
structions to which a phase retrieval algorithm can converge, when an image is com-
posite, can be used to advantage to effect the blind deconvolution of the convolution 
of two real images. Since this blind deconvolution technique can only be applied 
when the components of the convolution are real, it is convenient to replace J*(-x) 
and h*(-x), with f(-x) and h(-x) respectively, in the following discussion. 
The first step in deconvolving g(x) by the technique of Bates and Lane (1987a) 
is to compute the convolution's spectrum G(u) = F [g(x)]. A Fienup phase retrieval 
algorithm ( see §5.2) is then successively applied to the magnitude of the spectrum, 
i.e. IG(u)I, each time beginning with a different seed in the pseudo-random generator 
invoked to generate the random starting image. By starting the loop with several dif-
ferent random images, convergence to an image with the image-form /(-x)0h(x) can 
be expected in at least one of the reconstructions. It is possible to ascertain when the 
reconstruction is of the image-form /(-x)0h(x) because the spectral phase of such 
a reconstruction, W(u), differs significantly from <I>(u) = P [G(u)] = P [F(u)H(u)] . 
Thus, W( u) must correspond to either P [F( u)H*( u)] or P [F*( u)H( u)], although it 
is not possible to tell which it corresponds to . 
The next step in the technique is the generation of the spectral phases of the 
F(u) and H(u). Addition and subtraction of <I>(u) and W(u) yields 2P [F(u)] and 
-'.2p [H(u)], although the ambiguity in W(u) means that it is not possible to know 
which of the resultant phases is that of F(u) and which is that of H(u). Unfortu-
nately, these phases do not provide the true phase of F( u) and H( u) since conversion 
from, say, 2P [F( u)] to P [F( u)] yields an ambiguity because 
2P[F(u)]modulo 271' = 2P[F(u) ± 7r]modulo 271'. (7.4) 
Thus, it is only possible to determine the phase of F(u) or H(u) modulo 71'. 
The final step in the modulo 71' phase based blind deconvolution technique is 
to invoke the modified magnitude retrieval algorithm described in §5.4.2. This al-
gorithm reconstructs an image from its modulo 71' spectral phase. When invoking 
a magnitude retrieval algorithm to recover an image from its spectral phase, the 
support of the object must be known. Unlike Fourier phase retrieval, in which the 
support can be arbitrarily positioned, the support in magnitude retrieval must be 
correctly located since the spectral phase contains information about the position of 
the image. Lane (1988, §6.3) describes two schemes by which the magnitude retrieval 
algorithms can be invoked to recover the components of the convolution. The first 
scheme involves reconstructing both components simultaneously, applying the known 
G(u) as an additional constraint ensuring correct convergence of the algorithm. If 
the support of either component is incorrectly estimated the algorithm can not con-
verge. Thus, by re-applying the algorithm several times, each time with an estimate 
of the components' supports, the single occasion upon which the algorithm converges 
indicates that the supports are correct. However, (Lane 1988, §6.3) notes that, when 
one component is nearly symmetric, reconstructing both components simultaneously 
leads to poor convergence. He suggests a second, and preferrable, scheme that in-
volves recovering one component from its modulo 71' phase for a number of different 
estimates of supports. When the extent of the support is too small the modified 
magnitude retrieval algorithm does not converge. However, when the extent of the 
support is too large the algorithm converges, but to a reconstruction comprising the 
true object convolved with a symmetric psf (see (5.24)). Only when the support is 
correctly estimated does the algorithm converge to the correct solution. It transpires, 
however, that it is possible to recognize that this 'first' reconstruction is not correct 
by Wiener filtering the known convolution with this reconstruction to generate a 
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'second' reconstruction, that of the other component. The presence of a symmetric 
psf in the first reconstruction must, essentially always, lead to severe degradation 
of the second reconstruction. Thus, only when the support is estimated correctly 
are both reconstructions faithful. Lane (1988, §6.3) notes that this latter scheme 
should be significantly more robust than the scheme in which both components are 
recovered simultaneously. 
An example of deconvolution effected by the modulo 1r based blind deconvolution 
technique is displayed in Fig. 7.2. The object and psf are displayed in Fig. 7.2(a) 
and (b), and their convolution is depicted in Fig. 7.2(c). The spectral magnitude of 
this convolution was repeatedly applied to a Fienup phase retrieval algorithm until a 
reconstruction having the image-form of J(x, y)0h(-x, -y) was reconstructed. This 
reconstruction is displayed in Fig. 7 .2( d ). The modulo 1r phases of the spectra of the 
two components were computed by adding and subtracting the spectra of Fig. 7.2( c) 
and ( d). The modified magnitude retrieval algorithm was then applied to reconstruct 
the two components displayed in Fig. 7.2(e) and (f). These reconstructions compare 
very well with the original components of the convolution. A further example of 
modulo 1r phase based blind deconvolution is presented in §7.5. 
The computational effort required to implement this modulo 1r phase based blind 
deconvolution technique is considerable. Firstly, Fienup processing must be repeat-
edly applied to IG(u)I until a reconstruction having the image-form, f(x)0h(-x), is 
obtained. Then an iterative magnitude retrieval algorithm must be invoked for a.11 
realistic combinations of object and psf support. When the extent of the object and 
psf are large, as many practical images tend to be, iterative loops containing multi-
ple Fourier transformations tend to be computationally expensive. Furthermore, this 
technique requires several iterative loops to be performed at each stage, considerably 
compounding the required computational effort. 
As a final note on modulo 1r based blind deconvolution, consider the special case 
in which it is known that the psf causing the blurring is symmetric. Since the spectral 
phase of such a psf can have only two values, zero or 1r (Hayes 1982), it follows that 
the modulo 1r phase of H(u) is zero (Lane 1988, §2.5). Consequently the modulo 1r 
phase of the object can be obtained directly by computing 
! G(u) 
2 G*(u) 
! IF( u)H( u)leiP(F(u)]+P[H(u)] 
2 IF(u)H(u)le-i[P[F(u)]+P[F(u)l] 
P [F(u)] modulo 1r. (7.5) 
A modified magnitude algorithm can then be applied to P [F(u)] modulo 1r to re-
construct the object. Since symmetric psfs occur, at least to a good approximation, 
in many practical situations, such processing has significant potential applications 
including deblurring photographs that have been taken out of focus, or the camera 
has been 'bumped' whilst making an exposure (see Fig. 1.5) . The application of 
such processing to practical photographic situations is currently being investigated 
by Hong Jiang at the University of Canterbury. 
7.3 Ayers and Dainty's Algorithm 
Ayers and Dainty (1988) have very recently proposed an algorithm for the blind 
deconvolution of a single blurred image. Their algorithm employs a single iterative 
processing loop to simultaneously recover both components of a convolution. By 
invoking a processing scheme based on this loop, the spectral phase of the convolution 
does not need to be discarded. Thus, their algorithm makes more complete use of the 




Figure 7.2: Blind deconvolution based upon modulo 7f phase: (a) f(x, y); (b) h(x, y); (c) 
g(x, y) = f(x, y)0 h(x, y); (d) reconstruction from phase retrieval having the image-form 
f(x, y)0h(-x, -y); (e) reconstruction corresponding to f(x); (f) reconstruction of h(x). 


















Figure 7.3: The extended iterative image retrieval loop proposed by Ayers and 
Dainty (1988) . It is informative to compare this loop to the general iterative processing 
loop depicted in Fig. 5.2. 
information contained in the convolution than the technique discussed in §7 .2. Ayers 
and Dainty (1988) apply their algorithm to deconvolve positive images, although they 
note that the algorithm is conceivably extendable to bipolar and complex images. 
The new processing loop introduced by Ayers and Dainty (1988), is here called 
the extended iterative processing loop, and is depicted in Fig. 7.3. This loop is conve-
niently considered as an extended form of the general iterative processing loop shown 
in Fig. 5.2, which is discussed in §§5.2 and 5.4 in the context of Fourier phase and 
magnitude retrieval algorithms. Each iteration of the extended iterative processing 
loop comprises two Fourier transformations, two inverse Fourier transformations, and 
the application of appropriate constraints interspersed with these transformations. 
The constraints attempt to 'urge' the algorithm to converge to the correct solution 
(Bates and Davey 1988). 
The steps in the algorithm of Ayers and Dainty (1988) are now listed (refer also 
to Fig. 7.3): 
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(i) Compute G(u) = .r[g(x)]. 
(ii) Compute starting estimate J0 (x) of f(x) using a pseudo-random image, but 
also incorporating any a priori knowledge of f(x). 
(iii) Construct urged estimate J/J(x) of J(x) by constraining f0 (x) to satisfy the 
image-space constraint {J}. 
(iv) Compute Ff(u) = .r[Jf(x)]. 
(v) Construct estimate H;(u) of H(u), from G(u), Ff(u) and H;-1(u). 
(vi) Compute h;(x) = _F- 1 [H;(u)] . . 
(vii) Construct urged estimate hHx) of h(x) by applying image-space constraints, 
{h}, to h;(x). 
(viii) Compute Hf(u) = .r[hHx)]. 
(ix) Construct estimate ~(u) of F(u), from G(u), Hf(u) and F;-1(u). 
(x) Compute f;(x) = _F-l [F;(u)]. 
(xi) Construct urged estimate J[(x) of J(x) by applying image-space constraints, 
{J}, to f;(x). 
(xii) If both Jf(x) and hi(x) are sufficiently faithful according to some criterion, or 
if a preset number of iterations have been completed, proceed to step (xiv) . 
(xiii) Return to step (iv). 
(xiv) Cease iterating and take Jf(x) and hi(x) to be the best estimates of the object 
and psf, respectively. 
It is informative to investigate the constraints that Ayers and Dainty (1988) 
apply in order to urge the algorithm to converge to the correct solution. The image-
space constraint, applied in steps (vii) and (xi), is a positivity constraint (see §5.2) . 
Any pixel of J(x) or h(x) that violates this constraint, i.e. it is negative, is set to 
zero. In addition to setting the negative pixels to zero, the image-space constraint 
proposed by Ayers and Dainty (1988) ensures that the sum of the pixel values of 
the estimate before and after the imposition of the constraint is the same. This is 
achieved by summing the negative values contained in the pixels that violate the 
positivity constraint, dividing this value by the number of pixels, and adding the 
resulting value to every pixel in the constrained estimate. Since this redistribution 
of the 'negative energy' may introduce further negative pixels into the constrained 
estimate, the image-space constraint is repeatedly reapplied until the constrained 
estimate is everywhere positive. 
Consider now the implementation of the Fourier-space constraint outlined in 
steps (v) and (ix), in which an estimate of the spectrum of one of the components, 
say F;(u), is to be estimated from G(u), H;(u) and F;(u). The most straightforward 
way to generate Fi(u) is to invoke the simple inverse filter (§3.1.1) and divide G(u) 
by H;(u). Ayers and Dainty (1988) point out that two difficulties exist with this 
processing (cf. §3.1.1). Firstly, the inverse filter produces erroneous results when the 
denominator possess pixels of very low magnitude (see, for example, Fig. 3.2(b)). 
Secondly, no information about the convolution is preserved at those spatial frequen-
cies corresponding the zeros of F(u) or H(u). Both these limitations of the inverse 
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filter are discussed in §3.3. To counter these limitations, Ayers and Dainty (1988) 
propose the following rather intricate modification to the inverse filter . 
When IG(u)I < noise level 






F;( u) = (1 - /3)Ff_1 ( u) + /3 %:\~)) 
1 1-/3 H[(u) 
Fi(u) = F[_1 (u) + /3 G(u)' 
(7.6) 
(7.7) 
where /3 is a positive constant in the range 0 ~ {3 ~ 1, which is chosen before running 
the algorithm. 
Ayers and Dainty (1988) note that the very low pixel magnitudes corresponding 
to most high frequencies in a typical convolution cause an inherent difficulty for 
deconvolution. Because their magnitudes are low, these frequencies are much more 
susceptible to contamination and it is considerably more difficult, if not impossible, 
to recover the information about the components corresponding to these frequencies. 
Ayers and Dainty (1988) counter this limitation by only reconstructing the spectrum 
within a restricted range of frequencies. To achieve this they introduce a Fourier-
space apodization function, here denoted by A( u), that is greater than zero for all 
frequencies up to some band-limit, and zero for frequencies beyond that limit. In 
practice, the actual band-limit is conveniently determined from IG(u)I- Additionally, 
A( u) must be chosen such that a( x) = ;:-1 [ A( u)] is positive so that the posi ti vi ty 
constraint is satisfied. In order to band-limit the estimate of a spectrum, the output 
of the modified inverse filter applied at steps ( v) and (ix), is multiplied by A( u). 
This ensures that pixels above the band-limit are set to zero. Additionally, Ayers 
and Dainty (1988) compensate for this spectral apodization by dividing Ff ( u) and 
H[(u), computed at steps (iv) and (viii) respectively, by A(u) . 
Ayers and Dainty (1988) present two examples of reconstructions generated by 
their technique when operating upon uncontaminated cc;mvolutions of positive com-
ponents. They report that, after selecting a suitable value for /3, and applying an 
appropriate weighting function, the components of the convolution are recovered. 
An example of a reconstruction effected by the algorithm of Ayers and Dainty is 
presented in Figs. 7.4 and 7.5. The object, f(x, y), and psf, h(x, y), for this simulation 
are depicted in Fig. 7.4( a) and (b ), respectively. The convolution of these positive 
components is displayed in Fig. 7.4( c), while the starting estimate fo(x, y), is shown 
in Fig. 7.4( d). The reconstructions obtained after 500 iterations of the algorithm, 
with /3 = 0.9, are displayed in Fig. 7.4( e) and (f). Inspection of these reconstructions 
reveals that they correspond to the psf and object respectively. Since only a postivity 
constraint is applied, there is no necessity for the reconstructions to form at the 
centre of the image. Error-curves showing the violation of the image-space positivity 
constraint are displayed in Fig. 7.5(a). A similar reconstruction was' attempted, but 
with contamination to the level of EdB = -20dB added to g(x, y). Inspection of the 
resulting reconstructions, which are displayed in Fig. 7.4(g) and (h), reveals that the 
very small amount of contamination added to g(x, y) for this simulation has affected 
the ability of this algorithm to recover the convolution's components. The resulting 
error-curves are displayed in Fig. 7.5(b ). 
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(e) (f) (g) (h) 
Figure 7.4: Deconvolution effected by the algorithm of Ayers and Dainty: (a) f(x , y); (b) 
h(x, y); (c) g(x, y) = f(x, y)0h(x, y); (d) f0 (x, y); (e) the first reconstruction corresponding 
to h(x, y); (f) the second reconstruction corresponding to h(x, y); (g) and (h) same as for (e) 
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Figure 7.5: Error-curves for reconstructions shown in Fig. 7.4. The solid and dotted lines 
show the violation of the image-space constraint (cf. (5.11)) versus iteration number for 
the object and psf respectively: (a) no contamination; (b) fdB = -20dB . . Note the large 
fluctuations apparent in these curves. 
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7.4 A New Blind Deconvolution Algorithm 
A new algorithm ( cf. Davey et al. 1988a) for implementing the general blind decon-
volution of a contaminated and blurred image is the subject of this section. This 
algorithm is best considered as an extension of the algorithm proposed by Ayers 
and Dainty (1988) (see §7.3), although it is interesting to note that both algorithms 
were under development concurrently. By applying different constraints than those 
applied by Ayers and Dainty, this algorithm can deconvolve a single contaminated 
image, that can, in general, be complex valued. ,. 
The algorithm is explained in §7.4.1. Results of applying it to deconvolve both 
positive and complex images are presented in §7.4.2. A discussion of the algorithm 
is presented in §7.4.3. 
7.4.1 Algorithm Description 
The new algorithm described in this section is based upon the extended iterative 
processing loop depicted in Fig. 7.3, but differs from that of Ayers and Dainty (1988) 
in the constraints that are applied to urge the iterative loop to converge. These 
constraints are now discussed with reference to Fig. 7.3 and the list of steps presented 
in §7.3. 
7.4.1.1 Image-space constraints 
The image-space constraints, which are applied at steps (xi) and (vii), are described 
here. 
Provision is made for the optional imposition of each of the image-space con-
straints (i.e. positivity, reality and support) that are listed in §5.2. Any part of, say 
fi(x), that violates any of the applied constraints is set to zero in f[(x). The actual 
constraints that are applied are determined from a priori knowledge of the imaging 
situation. For instance, if the convolution is formed by incoherent light, then the 
components are necessarily positive §2.1.2. Thus, the imposition of a positivity con-
straint is appropriate. Other situations may arise, for example in ultrasonic imaging 
(see §4.8.4), in which the components are complex. In such a situation only the 
support constraint is appropriate. 
In order to apply a support constraint it is necessary to have an estimate of the 
support. Thus, when applying a support constraint in this blind deconvolution algo-
rithm, in which two components are to be recovered simultaneously, it is necessary 
to have estimates of both components' supports. If these supports are not known a 
priori, estimates of them can be derived from the given convolution by the following 
procedure: 
(i) The image-box, B [g(x)] §2.1.4, of the convolution is obtained by appropriately 
thresholding g(x). 
(ii) A particular size for the image-box, B [f(x)], which must be smaller than 
B [g(x)] in each coordinate direction, is chosen. Any partial a priori infor-
mation that may be available is incorporated into the choice of this image-box. 
(iii) The extent of the image-box of the psf, B [h(x)], which is compatible with 
B [g(x)] and B [J(x)], is then derived by invoking the extent of convolution 
theorem (2.27). As illustrated in Fig. 7.6, the combined length of the corre-
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Figure 7.6: Illustration of the manner in which the extent of the image-boxes of the con-
volution's components determine the extent of the convolution's image-box. This illustrates 
the extent of convolution theorem (2.27). 
sponding sides of B [J(x)] and B [h(x)] must equal the length of that side of 
B [g(x)]. 
(iv) B [f(x)] and B [h(x)] are then located correctly relative to each other , and 
relative to g(x) which is assumed to be centred at the origin of image-space. If 
B [J(x)] is centred on the origin, then B [h(x)] must also be centred. However, 
if B [J(x)] is translated by s then B [h(x)] must be translated by -s so that 
f(x)0h(x) is compatible with g(x), as illustrated in Fig. 7.7. This is necessary 
since the image-space shifting property of the Fourier transform (Table 2.3) 
states that a translation of sin image-space produces a linear phase shift in the 
spectrum of em•s. Thus, if f(x) is translated by s, and h(x) is translated by 
-s, the phase shifts em•s and em•(-s), in F(u) and H(u) respectively, cancel 
in G(u). Consequently, g(x) = ;:-1 (G(u)] is centred, as shown in Fig. 7.7(b). 
Conversely, if the components are not translated by opposite vector shifts, the 
resulting g(x) is no longer centred, as depicted in Fig. 7.7( c). Applying this 
reasoning to the blind deconvolution algorithm, it follows that unless B [J(x)] 
and B [h(x)] are correctly positioned, the algorithm can not converge. 
(v) The iterative blind deconvolution algorithm is applied using the image-boxes 
obtained from steps (ii) and (iv). The level of convergence of the algorithm is 
noted. 
(vi) Steps (ii)-(v) are repeated for all sensible choices of the object image-box, 
B [J(x)] (chosen at step (ii)). The combination of image-boxes, B [f(x)] and 
B [h(x)], which yield the most faithful reconstructions (according to the crite-
rion introduced below) are taken to be the best estimates of the supports. The 
corresponding reconstructions provide the estimates of the components. 
To evaluate the fidelity of the reconstruction one can compute the image-space er-
ror (5 .11), which was introduced when discussing Fourier phase retrieval algorithms. 
However, the notation invoked here to describe this error differs slightly from that 
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Figure 7. 7: Illustration that, when one component of a convolution is displaced by s, 
the other component must be displaced by -s in order for the convolution's image-box to 
remain centred. This illustration shows how three different positionings of the components' 
image-boxes affect the position of B [g(x)] : (a) both B [f(x)] and B [h(x)] centred leads to 
B[g(x)] centred; B[f(x-s)] and B[h(x+s)) results in B[g(x)] centred; (c) B[f(x-s)) 
and B [h(x)] leads to B [g(x - s)]. 
1i 
of Chapter 5, in that the image-space error at the i th iteration for an image q(x) is 
denoted by E1,i(q), where q(x) represents either f(x) or h(x). 
Alternatively, the true error (5.10) at the ith iteration, which is here denoted 
by Er,i(q), can be computed. Of course the true error cannot be used in practice, 
because the true form of q( x) is unknown a priori. However, the true error is useful 
for preliminary assessment of the algorithm's performance and this error measure 
is invoked to complement the image-space error for the computational examples 
presented in §7.4.2. 
It is also appropriate to recall the concept of the contamination mask, intro-
duced in §3.3, when evaluating the fidelity of the reconstructions obtained from a 
contaminated convolution. The known components are usefully band-limited by the 
contamination mask of the convolution, i.e. 
q'.=:(x) = ;:-1 [Q( u)3 [G(u)]], (7.8) 
where Q(u) is either F(u) or H(u), and 3 [G(u)] is the contamination mask of the 
convolution for the particular level of additive contamination. q'.=:(x) forms a useful 
benchmark against which to compare qi(x). Henceforth in this chapter Er,i(q) is 
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computed as ( cf. (5 .10)) 
j j Jq3(x) - q;(x)J 2 dx dy 
Er,;(q) = ~------, 
j j Jq3(x)J 2 dx dy 
where q3(x) is defined in (7.8). 
7.4.1.2 Fourier-space constraints 
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(7 .9) 
The new algorithm's Fourier-space constraints, applied at steps (v) and (ix) in the 
list of steps presented in §7.3, are discussed here. These constraints are to be com-
pared with the corresponding constraints applied in the algorithm of Ayers and 
Dainty (1988). Their algorithm invokes an intricate modification of the inverse filter, 
described by (7.6) and (7.7), in order to overcome the in.herent limitations of a simple 
inverse filter (§7.3). · 
In comparison, the new algorithm described in this section invokes a modified 
form of the Wiener filter (§3.1.2) to implement these steps. In §3.3 it is noted that 
the Wiener filter can be viewed as a systematic method of improving poor recon-
structions obtained when applying an inverse filter in the presence of contamination. 
Consequently, a Wiener filter allows a faithful reconstruction to be obtained, even in 
the presence of significant levels of contamination (see, for example, Fig. 3.4(a)). 
The filter invoked in the new blind deconvolution algorithm is a modification of 
the traditional Wiener filter (3.8), and is described (for step (v)) by 
H ·( ) _ G(u)F;*(u) ' u - a 
JFi(u)J2 + JF;(u)J' 
(7.10) 
where a is a positive real constant and l is an integer. Comparison with (3.8) 
reveals that this modification involves scaling the given Wiener filter constant by the 
magnitude of the quantity comprising the denominator at a particular pixel. The 
motivation for introducing such a modification is the desire to minimize the bias that 
is necessarily introduced by the Wiener filter. By sea.ling a by JFi(u)I, the filter has 
most effect where this, the magnitude of the denominator, is small. Such scaling 
is appropriate since the inverse filter is most susceptible to contamination when 
the denominator is small (cf. §3.1.1). Conversely, when IFi(u)I is large, a/JFi("n)I 
is small, so the bias introduced by the Wiener filter is reduced at t11ese spatial 
frequencies. Note that when l = 0 and a is replaced by <I>, (7.10) reduces to (3.8). 
Investigation of the convergence of the new blind deconvolution algorithm for 
several integer values of l, suggests that l = 1 produces acceptable convergence. 
Consequently, it is this value that is chosen for examples of the algorithm presented 
in this thesis. As usual, the Wiener filter constant, here specified in terms of the 
constant a, is conditioned by the contamination level, which effectively decreases as 
the iterations proceed. This follows because differences between /;(x) or h;(x) and 
f(x) and h(x), respectively, can be regarded as contributing to c(x). 
7.4.2 Results 
Results of invoking the algorithm to deconvolve contaminated convolutions are pre-
sented here. The first example illustrates how critical the support constraint is, while 
the second confirms the ability of this algorithm to deconvolve contaminated complex 
blurred images. 
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(a) (b) (c) (d) 
(e) (f) (g) (h) 
Figure 7.8: Blind deconvolution of positive blurred images: (a) g(x) contaminated 
to a level of qB = -l0dB; (b) f0 (x); (c), (e), (g) f(x): original, reconstructed for 
€dB= -30dB, €dB= -l0dB; (d), (f), (h) h(x): original, reconstructed for tdB = -30dB 
and cdB = -l0dB. 
€dB 
'Y -oodB -30dB -20dB -l0dB 
1.0 0.032 0.034 0.048 0.27 
1.2 0.034 0.039 0.061 0.54 
1.4 0.40 0.41 0.51 0.55 
Table 7 .1: Vcilues' ·o the true error Er, 40(!) obtained for pairs of values of I and c<lB, 
when applying the new blind deconvolution algorithm to the convolution shown in Fig . 7.8. 
,= 1.0-5 for t4e first 0 iterations and 10-6 for the final 20 iterations. 
The blurred image deconvolved in the first example was generated by convolving 
the two positive images shown in Fig. 7.8( c) and ( d), and adding contamination to 
one of four specified levels. The convolution corresponding to a contamination level 
of EaB = -lOdB is depicted in Fig. 7.8(a) . The blind deconvolution algorithm was 
then applied to each of these four contaminated convolutions, each time starting with 
the same random starting image, J0(x), shown in Fig. 7.8(b ). Both positivity and 
support image-space constraints were applied. Additionally, the dependence of the 
algorithm's convergence on the correct support constraint was tested by applying the 
algorithm for three values of overestimation of the supports. To quantify this overes-
timation it is convenient to introduce a support overestimation factor I that describes 
proportionally how much longer the sides of the image-boxes that are applied in .the 
deconvolution are compared with the length of the sides of the actual image-box. 
Thus, for example, given that the true extent in the x coordinate direction of, say, 
B [h(x)], is Lh(x) (§2.1.4), the support that is applied in the blind deconvolution 
algorithm has an extent in that direction of ,Lh(x). Such overestimation is likely 
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(a) (b) (c) (d) 
(e) (f) 
Figure 7.9: Blind deconvolution of a complex blurred image: (a) lg(x)I for cdB = -20dB; 
(b) lfo(x)I; (c), (e) IJ(x)I: original, reconstructed for tdB = -20dB; (d), (f) lh(x)I: original, 
reconstructed for tdB = -20dB. 
to be unavoidable in practice, in the presence of appreciable contamination, since 
B [g(x)] can be difficult to determine exactly. 
Table 7.1 lists the values of Er,40(!) obtained for various pairs of values of , 
and contamination level, when the contaminated convolutions of the components 
depicted in Fig. 7 .8( c) and ( d) are subjected to the new blind deconvolution algo-
rithm. It is clearly advantageous to estimate the sizes of the boxes as accurately as 
possible. Fig. 7 .8( e )-(h) show the reconstructions corresponding to , = 1, for two 
contamination levels. Even when the contamination level is f"tlB = -lOdB, which is 
certainly appreciable, as inspection of Fig. 7 .8( a) shows, the structure of the indi vi d-
ual components is reproduced in the images reconstructed by the algorithm - see 
Fig. 7.8(g) and (h). 
Fig. 7.9(c) and (d) depict the magnitudes of a pair of complex components, 
the phase of each of whose pixels was generated pseudo-randomly from a uniform 
distribution ranging from -7!' to 71'. The magnitude of the convolution of these com-
ponents, for a contamination level of -20dB, and the magnitude of the pseudo-random 
complex starting estimate, J0(x), are displayed in Fig. 7.9( a) and (b ), respectively. 
Fig. 7.9(e) and (f) show the reconstructed components which are encouragingly faith-
ful (Er,1so(J) = 0.020 and Er,1so(h) = 0.026). The algorithm successfully recon-
structs the phases of the components. For these reconstructions the correct sizes of 
the image-boxes were assumed, and a was chosen to be 0.01. 
7.4.3 Discussion 
Blind deconvolution of a single blurred image, even one which is positive and un-
contaminated, has only recently been implemented successfully. The new algorithm 
reported here is capable of recovering the positive components of a convolution when 
appreciable levels of contamination are added to the convolution. Additionally, this 
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is the first algorithm to successfully deconvolve a contaminated convolution having 
complex components. However, at present, it is only possible to successfully decon-
volve rather simple complex images, of which those shown in Fig. 7.9 are typical. 
Several practical difficulties exist with the implementation of this technique, how-
ever. For example, even when the components' supports are correctly estimated the 
algorithm may stagnate in some situations. Often this stagnation is due to the 
reconstructed components being shifted relative to their image-boxes, which neces-
sarily results in some truncation of the reconstruction at the edges of the image-box. 
This cause of stagnation has also been identified in iterative Fourier phase retrieval 
algorithms (Fienup and Wackerman 1986; Lane 1988, §5.7), where t'his form of stag-
nation can be circumvented by re-positioning the image-box so that the component 
being reconstructed fits inside it. Experience has shown that, in situations in which 
truncation of the reconstructions occur, translating the components' image-boxes 
appropriately leads to superior reconstructions when implementing blind deconvolu-
tion. However, it is important to note that, if the support of, say, f(x) is translated 
bys, then the support of h(x) must be translated by -s (refer to §7.4.1). 
A further parameter that is crucial for the successful convergence of this algo-
rithm is the Wiener filter constant, here specified in terms of a. For a given level 
of a, the tendency of this algorithm is to begin by converging rapidly. However, 
repeated iterations with the same value of a cause the rate of convergence to slow, 
and finally the algorithm starts to diverge. Experience has shown that before the 
algorithm starts to diverge, it is efficacious to reduce the value of a. This is sensible 
since the 'Wiener filter constant is conditioned by the contamination (§3.1.2). Fur-
thermore, discrepancies between the true components and their current estimates 
are effectively lumped into c(x). Thus, as the algorithm converges, the estimates 
become more faithful, so the effective magnitude of c(x) decreases. It follows, there-
fore, that a should be reduced accordingly. Some method of dynamically varying a 
according to the fidelity of the reconstructions would be an appropriate avenue of 
ongoing research. 
The uniqueness of multi-dimensional blind deconvolution, confirmed by the con-
cept of the zero-sheet, provides an incentive for striving to make iterative general 
blind deconvolution algorithms more robust. It is appropriate to mention here the 
enormous increase in the effectiveness of iterative phase retrieval that eventuated 
from Fienup's introduction of the hybrid input-output algorithm (§5.2.2) to supple-
ment his use of Gerchberg's error-reduction algorithm (§5.2.1) (which is perhaps only 
useful during the first few iterations). It seems sensible, therefore, to seek similar 
improvements to blind deconvolution, especially for complex images, so that they can 
be handled as efficiently as positive images exhibiting the same degree of pictorial 
detail. 
7.5 Deghosting Shift-and-Add Images 
The deghosting of shift-and-add images, effected by general blind deconvolution al-
gorithms, is discussed in this section. This processing was foreshadowed in the dis-
cussion of shift-and-add imaging presented in §4.8.2. 
Consider two ensembles of speckle images, recorded under (ideally) statistically 
identical seeing conditions, of resolvable and unresolvable objects, J(x) and 8(x) 
respectively. The m th images of each set are written as sm(x) = f(x)0hm(x) + cm(x) 
and S6,m(x) = hm(x) + cm(x) respectively. 
Denoting Xm as that x for which sm(x) is greatest, the shift-and-add image of 
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J(x) is (cf. (4.28)) 
fsa,M(x) = (sm(x + Xm))M, (7.11) 
where M is the number of speckle images of f(x) . Whatever shifting strategy is 
adopted, it necessarily transpires that 
!sa,M(x) = f(x)0hsa(x) + c(x), (7.12) 
where hsa(x) is the SAA psf ( cf. ( 4.29)) and c(x) incorporates all departures of fsa(x) 
from the convolution model upon which the imaging is based. Similar processing 
applied to the speckle images of the unresolved star yields the image f o,sa,Af6 (x), 
where Ms is the number of speckle images of 8(x). 
Although the iterative general blind deconvolution techniques described in this 
chapter can, in principle, recover an estimate of f(x) directly from fsa,M(x), it is 
difficult to apply them efficiently because lsa,M(x) tends to fall off smoothly at its 
periphery, which inhibits ( although it need not prevent) convergence of iterative 
image recovery. However, it is preferrable to begin by constructing a pre-processed 
image fsa,M(x) (cf. (4.35)), constructed by deconvolving fo,sa,M6 (x) from fsa,M(x) 
( cf. ( 4.35)) , by invoking a Wiener filter (§3.1.2). l sa ,M(x) is a faithful version of 
J(x) only if the latter contains a dominatingly bright unresolvable point . In general , 
lsa,M(x) exhibits significant ghosting (§4.8.2), and can often be usefully expressed 
as ( cf. ( 4.35)) 
fsa,M(x) = f(x)0hsao(x) (7.13) 
where h5 a 0 (x) is an object dependent 'ghosting' psf of unknown form, which can be 
estimated by invoking general blind deconvolution techniques. 
This processing is now illustrated in Fig. 7 .10 by the processing of speckle im-
ages of a multiple star (§4.3) , which were computer generated in the manner de-
scribed in §4.4.2. The actual multiple star, which comprises four individually re-
solvable components, is displayed in Fig. 7.lO(a). A typical speckle image sm(x, y), 
resulting from the convolution of a randomly generated speckle psf and the object, 
Fig. 7.lO(a), is displayed in Fig. 7.lO(b ). Although computer-generated, this speckle 
image has had contamination to a level of EdB = -20dB added. 256 such images 
were generated and processed by the basic SAA algorithm to form lsa,25G(x, y), 
which is shown in Fig. 7.lO(c). A further 256 speckle images of an unresolved star, 
8(x, y), were generated and also processed by the basic SAA algorithm to provide 
fo,sa,256(x, y) (Fig. 7.10( d)) . Wiener filtering fsa,256(x, y) with a Wiener filter de-
rived from fo,sa,256(x, y) produced the 'defogged' SAA image, ]sa,256(x, y), depicted 
in Fig. 7.lO(e). Comparison of Fig. 7.lO(a) and (e) clearly reveals that 'ghosts' are 
present in the latter image. 
The iterative modulo 1r phase based blind deconvolution technique described in 
§7.2 was then invoked to deghost lsa,256(x, y) = f(x, y)0hsao (x, y), thereby providing 
an estimate of f(x,y). Fienup phase retrieval (§5.2.2) was applied to IF'sa,256(u,v)I 
repeatedly, each time commencing with a different random starting image, until a 
reconstruction having an image-form different from that of lsa,256(x, y) was obtained. 
The latter image-form necessarily corresponds to that of J(-x, -y)0hsao(x, y), which 
is displayed in Fig. 7.lO(f) (256 iterations of hybrid input-output were employed). 
Addition and subtraction of P [Fsa,256( u, v)] and the spectral phase of the recon-
struction having the image-form of f(-x, -y)0hsao(x, y) yielded the two modulo 7r 
phases, P[F(u,v)] and P[Fsa 0 (1t,v)], to which a modulo 7r magnitude retrieval al-
gorithm (§5.4.2) was applied. In this simulation, adequate convergence was achieved 
when both components were reconstructed simultaneously (refer to §7.2). The al-
gorithm was applied with several combinations of object and psf supports, with the 
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(a) (b) 
( C) ( d) 
Figure 7.10: Deghosting the shift-and-add image of a multiple star by invoking the 
modulo 1r phase based blind deconvolution algorithm described in §7.2: (a) f(x,y); (b) a 
typical speckle image sm(x, y); (c) the shift-and-add image lsa,256(x, y); (d) h,sa,256(x, y); 
(e) fsa,256(x, y) ~ f(x, y)0hsaJx, y); (f) the convolution, having the image-form of 
J(-x, -y)0hsa 0 (x, y), resulting from applying Fienup phase retrieval algorithms to the spec-
tral magnitude of (e). Note that Fig. 7.11 is a continuation of this figure. 
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(a) (b) 
(c) (d) 
Figure 7.11: Deghosting a shift-and-add image by applying the blind deconvolution algo-
rithm which is based on the modulo 7r phase (continuation of Fig. 7.10): (a) and (b) the 
supports for which the algorithm converged; ( c) and ( d) the reconstructions. Recalling the 
nature of the formation of SAA ghosts makes it apparent that ( c) and ( d) correspond to 
f ( x, y) and hsa. ( x, y), respectively. 
combination of supports that produced convergence displayed in Fig. 7.ll(a) and (b ). 
The reconstructions resulting from the magnitude retrieval algorithm (when these 
supports were applied) are presented in Fig. 7.11( c) and ( d). Upon comparing the 
object Fig. 7.lO(a) with these two reconstructions, it is apparent that Fig. 7.ll(c) 
corresponds to f( x, y ), and is clearly very faithful, given the level of contamination 
applied to the individual speckle images. Fig. 7.11( d) corresponds to hsao ( x, y ), which 
basically has four non-zero pixels, located at mirror inverse positions of the non-zero 
pixels in the object. In practice, it may on occasion be somewhat more difficult to 
determine which of the two reconstructions corresponds to the object, since J( x, y) is 
not available. However, the ambiguity can always be readily resolved from knowledge 
of the mechanism of ghost formation. 
Several refinements of this deghosting technique have been devised to make the 
technique more robust and also more computationally efficient. The first refinement 
involves determining an estimate of the support of the object in order to reduce the 
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( a) (b) 
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( C) ( d) 
(e) (f) 
Figure 7.12: Deghosting the shift-and-add image displayed in Fig. 7.lO(e) by invoking the 
general blind deconvolution technique described in §7.4: (a) f(x, y) (the same as Fig. 7.lO(a)); 
(b) f 0 (x, y) derived from (a); (c) the exact support of the object; (d) an estimate of the 
support of hsaJx, y); (e) the reconstruction obtained from the support shown in (c), corre-
sponding to J(x, y); (f) the reconstruction from the support shown in (d) (hsaJx, y)). 
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number of times a blind deconvolution technique must be applied to test for conver-
gence. The image-box of the object can often be obtained accurately, either directly 
from the SAA image, or by some ancillary processing ( cf. Sinton et al. 1986; Bates 
and Davey 1987b ). For example, speckle interferometry (§4.5) can be applied to the 
speckle images to generate the autocorrelation of the object, ff(x, y). By appropri-
ately thresholding ff(x, y), the image-box B [JJ(x, y)] can be determined. It follows 
from the extent of autocorrelation theorem (2.28) that the extent of B [JJ(x, y)] in 
each coordinate direction is twice the extent of B [J(x, y)]. Thus, B [J(x, y)] can read-
ily be deduced as a rectangle whose sides have half the extent of those of B [JJ(x, y)]. 
Knowledge of the image-box reduces the computational effort required to implement 
the deghosting, since the number of combinations of support that must be applied to 
the magnitude retrieval algorithm is drastically reduced. In fact, when employing the 
techniques introduced in §§7.3 and 7.4, only a single combination of the components' 
supports need be tried . When employing the technique introduced in §7.2, however, 
the supports must be tried in different locations. 
Furthermore, it is often possible to determine a more exact estimate of the sup-
port of certain classes of object than the simple rectangular image-box. Consider 
for example, the object displayed in Fig. 7.10( a), which comprises four separated 
unresolvable components. For such an object the relative positions of the compo-
nents can often be accurately obtained from inspection of either fsa,M(x, y) or the 
speckle interferometric image, even though the relative magnitudes may not be ac-
curately deducible. Thus, for the blind deconvolution of the lsa,M( x, y) shown in 
Fig. 7.lO(e), it is possible to conclude that the object support consists of four pixels 
having the relative juxtaposition of the peaks apparent in Fig. 7.l0(a). An accurate 
estimate of the support accelerates convergence, and also improves the robustness, 
of the technique. 
An additional refinement, which accelerates convergence when applying itera-
tive blind deconvolution algorithms, is to start the iterations with an estimate of 
J(x, y) rather than a random image. Such an estimate is conveniently obtained from 
lsa,M(x, y) by moving the image-box, B [J(x, y)], over the defogged SAA image, 
lsa,M(x, y), until the sum of all pixel values within the box is a maximum. The 
contents of the box at this location then represent the best available estimate of the 
true object, which can be usefully taken as fo(x, y). 
An example of deghosting the SAA image shown Fig. 7.lO(e), by applying the 
blind deconvolution algorithm described in §7.4, is displayed in Fig. 7.12. For these 
reconstructions, iterations commenced with the estimate of the object ( displayed in 
Fig. 7.12(b )) that was extracted from lsa,M(x, y) in the manner described above. 
The estimates of the supports of J( x, y) and the ghosting psf were also deduced from 
lsa,M(x, y) and are displayed in Fig. 7.12( c) and ( d) respectively. After only 30 iter-
ations of the blind deconvolution algorithm described in §7.4, the reconstructions of 
f(x, y) and hsa,,(x, y), shown in Fig. 7.12(e) and (f) respectively, were obtained. The 
very small number of iterations required to reconstruct the object highlights the ex-




Conclusions and Recomm·endations 
for Future Studies 
This thesis reviews existing algorithms, and presents new algorithms, for processing 
degraded information arising in two quite separate fields of scientific endeavour. In 
this chapter conclusions from the work presented in this thesis are drawn, aspects 
of this work warranting further investigation are identified, and avenues for future 
research are suggested. 
8.1 Deconvolution 
8.1.1 Conclusions 
Convolution of two images is equivalent to multiplication of their spectra, so decon-
volution is equivalent to factorization of their spectra. The analytically continued 
spectrum of a K-dimensional image is 2K-dimensional and is zero on a (2K - 2)-
dimensional zero-sheet. When I( = l it is always possible to factorize a polynomial, 
with the factors corresponding to isolated points on the complex plane where the 
z-spectrum is zero. Consequently there is no unique solution when deconvolving a 
one-dimensional image. However, when I(~ 2, a z-spectrum is only factorizable, or 
reducible, if it is a convolution, with the factors corresponding to the components of 
the convolution. 
Deconvolution techniques can be split into four categories. These are conven-
tional blind deconvolution techniques in which an estimate of the blurring of a single 
blurred image is available, ensemble blind deconvolution in which an ensemble of 
differently blurred versions of the same image is available, and general blind decon-
volution techniques when a single blurred image is available. 
Conventional blind deconvolution algorithms a.re available for situations in which 
one knows the exact nature of the blurring. The inverse filter provides an adequate 
reconstruction when the psf is known exactly, and the imaging situation is contamina-
tion free. Algorithms such as the Wiener filter and CLEAN can reconstruct palpably 
faithful images in the presence of considerable contamination. 
Phase retrieval is a particular subclass of blind deconvolution, in which the psf is 
the conjugate mirror image of the object. Iterative algorithms implementing phase 
retrieval have proven robust in the presence of considerable contamination. 
The concept of the zero-sheet, introduced by Lane et al. (1987), provides an el-
egant proof of the uniqueness of phase retrieval in more-than-one dimensions, which 
can be readily extended to encompass general blind deconvolution. Direct phase 
retrieval and blind deconvolution schemes (Lane and Bates 1987a), based upon sepa-
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rating the zero-sheets, are effective in the absence of contamination. However, when 
a convolution is contaminated the component zero-sheets bridge and the direct de-
convolution fails. However, the zero-sheet concept motivates the pursuit of robust 
iterative blind deconvolution algorithms, capable of deconvolving a single contami-
nated blurred image. 
Zero-and-add (Chapter 6) represents an approach to ensemble blind deconvolu-
tion that is fundamentally different from all other ensemble blind deconvolution tech-
niques (see Chapter 4). When invoked upon effectively isoplanatic one-dimensional 
astronomical speckle images, ZAA is capable of faithfully imaging arbitrary objects 
without the need to correct for the effects of astmospheric seeing. However, various 
forms of contamination influence the quasi-steadfast zeros in the ZAA map in an, as 
yet, little understood manner. In particular, windowing of the speckle images seems 
to produce severe distortion in the locations of the quasi-steadfast zeros. ZAA can 
be extended to process two-dimensional speckle images by reducing these images to a 
series of ensembles of one-dimensional images. The one-dimensional ZAA technique 
is then separately applied to each ensemble, with a two-dimensional reconstruction 
of the object obtained from the series of one-dimensional reconstructions. 
A composite speckle imaging technique (§6.3), for processing one-dimensional 
infrared speckle images, can recover the image with significantly less computational 
effort than alternative speckle imaging algorithms. This technique combines several 
image-processing algorithms, including SAA and ZAA, to extract the object from 
infrared speckle images. It also automatically compensates both for limitations of 
the recording equipment and for atmospheric seeing effects . 
Blind deconvolution techniques have recently been realized for deconvolving a 
single blurred image. A new iterative algorithm, introduced in this thesis, is the first 
to have effected the deconvolution of a single contaminated convolution of complex 
components. As yet, only the deconvolution of relatively simple complex components 
has been achieved. 
8.1.2 Future Research 
In order to apply astronomical speckle imaging techniques with confidence, one must 
recognize the strengths and weaknesses of the various algorithms when the speckle 
images are non-ideal. Thus, detailed comparisons of all speckle imaging techniques, 
similar to those of, for example, Ayers et al. (1988) or Freeman et al. (1987), are 
required. Bates and Davey (1987a) outline several criteria upon which a comparison 
of speckle imaging techniques could be based. 
One such comparison of astronomical speckle imaging algorithms, which would 
have particular significance to the work presented in this thesis, would be to com-
pare the performance of the Fork algorithm (§4.8 .3), with that of the shift-and-add 
(SAA) algorithm coupled with the deghosting procedure described in §7.5. The Fork 
algorithm is predicated upon knowing, firstly, that a binary is being observed, and 
secondly, the separation and position angle of that binary. Since this information is 
equivalent to knowing the exact support of the object, it would be appropriate to 
apply the exact support in the SAA deghosting procedure. 
Perhaps the most promising avenue of future research arising from zero-and-
add is true two-dimensional ZAA as foreshadowed in §6.4. Applying ZAA to two-
dimensional images, as it is presented in §§6.4.1 and 6.4.2, involves reducing the en-
semble of two-dimensional images to a series of one-dimensional images tow hich ZAA 
is applied. The zeros common to the spectra of the one-dimensional images are then 
identified and a series of reconstructions obtained, from which the two-dimensional 
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reconstruction can be generated. In the presence of considerable contamination, these 
quasi-steadfast zeros are often difficult to locate, and a degraded reconstruction re-
sults. An inherently more robust technique would be realized by identifying sections 
of the zero-sheets that are common to the zero-sheets of each of the images. Since 
the zeros comprising a zero-sheet form a continuous surface, the common sections of 
the zero-sheets should be able to be located more accurately than the zeros of the 
spectra of one-dimensional images. Implementing this two-dimensional processing 
introduces technical difficulties, however, since the zero-sheets are two-dimensional 
surfaces embedded in four-dimensional space. Consequently, storing and effectively 
processing such images is, as yet, beyond the current capability of most computer 
systems. However, advances in progamming techniques and computer hardware may 
· overcome these difficulties. 
Many opportunities for future research arise from the iterative blind deconvolu-
tion algorithm presented in §7.4. Many of these possiblities relate to schemes for im-
proving the convergence properties of the algorithm. One such area requiring further 
investigation is a mechanism for automatically choosing a according to the fidelity 
of the reconstruction at a particular iteration. Further investigation is also required 
into the optimal form of the Wiener filter for this algorithm. Preliminary evaluation 
has indicated that the modified Wiener filter, described by (7.10), provides superior 
algorithm convergence than the more traditional Wiener filter (3.8). Furthermore, 
additional research is needed to investigate the harmful effect of the bias introduced 
by any Wiener filter (see §3.3). It is interesting to note that the blind deconvolution 
algorithm of Ayers and Dainty (1988) avoids the bias introduced by the \Viener filter, 
but it appears to be somewhat less robust in the presence of contamination. 
8.2 Neurology 
8.2.1 Conclusions 
A computer based system for automated detection of epileptiform activity in the EEG 
has been developed. The system consists of two distinct stages. The first is a fea-
ture extractor that utilises parts of previously published spike-detection algorithms 
to produce a list of all spike-like occurrences in the EEG. The second, expert system, 
stage employs rules incorporating knowledge elicited from an electroencephalogra-
pher (EEGer) to discern which of the possible spikes and sharp-waves (SSWs) de-
tected by the feature extractor represent true epileptiform activity. The output from 
the algorithm is a summary of the detected epileptiform events, which is available to 
the EEGer in interpreting the EEG. 
The performance of the expert system is compared with an EEGer using a 320 
second segment from an EEG containing epileptiform activity. The system detected 
19 events, and missed 7 (false negative), which the EEGer considered epileptiform. 
There were no false positive detections. These provisional results indicate the sys-
tem's potential for reliably detecting epileptiform activity. 
The results of the algorithm are quoted in terms of the number of epileptiform 
events that the system identified, rather the number of individual SSWs detected. 
This method of evaluating the system's performance is more meaningful, since an 
EEGer is usually more interested in the correct detection of epileptiform events, 
rather than the detection of individual SSWs. The EEGer is, however, interested in 
the channel upon which the spikes comprising the epileptiform event occur, since that 
information often allows the site at which the activity arises to be identified. Thus, 
the individual channels which provide evidence for each epileptiform event must be 
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available to the EEGer. 
Although many attempts have been made in the last two decades to automate 
the detection of epileptiform activity ( cf. Ktonas 1983; Gotman 1985), only moderate 
detection accuracy has been achieved. The system reported in Appendix B is the 
first to apply expert system techniques to this task. Expert systems are inherently 
suited for automatic detection of epileptiform activity in EEG since experts, who 
routinely read EEGs, are available in all large medical centres. Furthermore, the 
knowledge about epileptiform activity, which is elicited from such an expert, can 
often be readily translated into rule form. 
The task of accurately eliciting knowledge from the expert is fundamentally im-
portant to the success of an expert system. It is, however, often not an easy task 
since many experts have difficulty expressing their expertise, which has often been 
acquired over many years, from a wide variety of sources. 
8 .2 .2 Future Research 
The system described in Appendix B is a prototype system, and, as such, has not 
been developed to a sufficiently sophisticated and 'user-friendly' level for routine 
application in a clinical environment. Re-implementation of the system, in a format 
designed for routine use by clinicians, who are not expert computer operators, is 
under development by Dingle (1988) in conjunction with colleagues at Christchurch 
Hospital. This new implementation is based on an IBM personal computer, with 
software written in C and PROLOG. 
One limitation of the system, as described in Appendix B, is that only rules 
for the montage (i.e. electrode configuration) which is most commonly used in the 
Neurology Department at Christchurch Hospital have been implemented. However, 
when developing the system, explicit provision has been made for adding further 
rules that incorporate the expected relationships between SSWs occurring on various 
channels when recording the EEG with other montages. 
The production system approach has a distinct advantage over other, more con-
ventional programming techniques, in that extra rules can be readily added to the 
system. Thus, additional information elicited from EEGers in the future can be 
rapidly encapsulated into the system. 
An interesting research possibility would be to combine the spike detection sys-
tem with the shift-and-add algorithm in order to investigate trends in the EEG that 
may accompany epileptiform activity. This processing would involve invoking the 
spike detection system to identify SSWs, which would then be taken as the shift-
and-add reference points for the subsequent application of the SAA algorithm. Each 
channel of EEG would be shifted so that the epileptiform event lies at the origin. In 
addition, the polarity of the SSW (i.e. does it point up or down) would have to be 
tested, because it is likely that some of the EEG channels would need to be inverted. 
Several strategies for implementing the 'adding' part of shift-and-add are possible. 
For instance, one strategy would involve separately summing all the SSWs that oc-
cur, at different times, on each channel. Provided that sufficiently many SSWs are 
averaged, one would expect the ongoing EEG to cancel, with the remaining averaged 
waveform representing the epileptiform activity. Such processing would reveal any 
characteristic features marking the onset or termination of epileptiform activity on a 
particular channel. Alternatively, the EEG from each channel, regardless of whether 
or not there is a SSW on that particular channel, could be added to all previous 
sections of EEG on the same channel. Such processing may highlight otherwise hid-
den interchannel relationships that occur in the EEG in the vicinity of epileptiform 
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events. 
Finally, it is important to note that a system for automatic detection of epilep-
tiform activity, such as that presented here, applied in conjunction with other tech-
niques for automated EEG analysis (Ktonas 1983; Gevins 1984), would comprise an 




Electroencephalography is one medical field in which information that is important 
for a patient's clinical diagnosis can be obtained through signal analysis. This field 
is briefly discussed here in order that the non-medically trained reader is prepared 
for the description of a new signal processing algorithm that is presented in Appen-
dix B. This algorithm is designed to implement one facit of electroencephalograpy 
- the detection of activity characteristic of epilepsy. Consequently, only concepts of 
electroencephalography relevant to this task are discussed here. 
In electroencephalography the signal that is analysed is the patient's electroen-
cephalogram (EEG). The source of the EEG are the electrical potentials generated 
by the nerve cells in the brain. These fluctuating potentials summate and penetrate 
the scalp where they can be recorded as the scalp EEG. Specially designed electrodes 
are usually placed upon the scalp to record the potentials1 (Chatrian et al. 1974). 
Typically 16 electrodes are distributed over the top of the head, with additional 
'reference' electrodes being positioned at other locations on the body (see Fig. A.l). 
The electrodes are connected in certain combinations or montages. 
Electrical signals in the form of ionic currents on the scalp originate primarily 
from activity in those parts of the brain closest to the position of signal measurement. 
Consequently, an EEG is primarily a measure of the electrical activity in the outer 
layers of the brain (see Fig. A.2). 
Electrical signals that originate in the brain must pass through the skull before 
reaching the scalp. This causes the signal to be greatly attenuated, and also diffused, 
so that a signal of only approximately 50 - 100 1tV is recorded by the electrodes 
(Spehlmann 1981 ). Consequently, these signals must be amplified before they can 
be usefully processed. 
The distribution of the EEG refers to the occurrence of electrical activity recorded 
by electrodes positioned over different parts of the head. Widespread or generalized 
distribution refers to activity that occurs at the same time over most or all of the 
head. Focal activity describes that which is restricted to one or a few electrodes over 
an area of the head. 
Considerable artefact (Chatrian et al. 1974) typically appears in scalp recorded 
EEGs due to other unwanted electrical signals impinging upon the electrodes. This 
extraneous signal invariably complicates the task of analysing an EEG, with the 
algorithm presented in Appendix B being no exception. Common causes of artefact 
are summarized here: 
1 Alternative methods for recording the electrical activity of the brain, usually involving the 
surgical implantation of electrodes under the skull, have been developed. These are usually only 
used during surgery, and are not necessarily for routine EEG recording. A recording made by such 
implanted electrodes is called an electrocortiogram (ECoG) (Chatrian et al. 1974). 
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Figure A.1: A typical positioning of electrodes on the human head for recording EEG. The 
principal 16 electrodes (represented by filled circles) are placed on the scalp, with additional 




Figure A.2: Schematic diagram showing the relative position of brain, skull, scalp and 
electrodes. The brain tissue generates an electrical signal that is recorded by the electrodes. 
Note that the signal originating deep in the cerebrum is usually very highly attenuated when 
it reaches the electrodes. 
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(i) Muscle tissue on the scalp, face and jaw produces an unwanted electrical signal 
which appears in the EEG, because it impinges upon the recording electrodes. 
This muscle artefact attains a disproportionately large amplitude in the re-
corded EEG since it originates in the muscle tissue external to the skull, and 
is therefore not attenuated by the passage through the bone. 
(ii) When a patient's eyes open or close artefact is often detected in the EEG. 
Opening the eyes tends to temporarily raise the recorded voltage, whereas 
blinking or closing the eyes tends to depress the vol_tage. This eye-blink artefact 
is detected predominantly on the frontal electrodes and the voltage fluctuations 
typically last for a quarter to one third of a second. 
(iii) Electrode artefact, due to the electrodes placed on the scalp not making good 
electrical contact with the skin also commonly arises in the EEG. Movement 
of the electrodes is also a common cause of this type of artefact. 
(iv) Potential changes generated by the heart are sometimes also picked up by the 
EEG electrodes. 
Special EEG recording procedures designed to minimize artefacts occurring during 
recording are routinely implemented (Spehlmann 1981). These procedures require 
that the patient lie relaxed with eyes closed for most of the recording session, which 
typically lasts for half an hour or so. 
From reading the EEG a trained medical specialist (in this field an electroen-
cephalographer (EE Ger)), is able to glean information about the function of the brain, 
and often is able to diagnose and localize certain neurological disorders (Spehlmann 
1981; Ktonas 1983). One disorder that can often be diagnosed from the electroen-
cephalogram is epilepsy. It is known that certain features appearing in an EEG are 
consistent with a patient suffering from epilepsy and EEGers routinely read EEGs 
for evidence of this epileptiform activity. One type of waveform that is known to be 
epileptiform has a 'spiky' nature and appears superimposed upon the ongoing EEG 
waveform. These structures are called spikes or sharp-waves, depending upon their 
duration (see §B.2). 
The presence of artefact in EEG is usually inevitable, but the significance of the 
artefact to the analysis of an EEG is dependent upon the type and amplitude of the 
artefact, as well as the particular analysis to be performed. Analysis of the EEG is 
usually hindered by the need to discriminate between that component of the signal 
which is the true EEG and that which is artefact. The analysis is further complicated 
by the diverse range of sources within the brain producing the EEG signal. 
When reading EEGs, EEGers unconsciously employ intricate pattern matching . 
techniques learnt from many months of training and years of experience. 1-.iieaningful 
automated analysis of the EEG requires a computer to apply similar sorts of tech-
niques. Computers, as yet, do not have the remarkable pattern recognition capacity 
of the human brain. Consequently, there are considerable limitations on the effec-
tiveness of automated analysis of the EEG. However, algorithms for automating the 
analysis of specific parts of the interpretation process have proven useful (for reviews 
see Ktonas 1983; Gevins 1984; Gotman 1985). 
Such an algorithm is presented in Appendix B, which describes a new computer-
based system for detecting the presence of epileptiform activity in the EEG. The 
aim of this research was to automated assistance to an EEGer when reading an 
EEG for epilepsy. Many attempts to automate this spike detection process have 
been made over the last 20 or so years ( cf. Gotman 1985), usually with only limited 
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success. The algorithm presented in Appendix B, however, is the first to use expert 
system techniques for this task. Preliminary results obtained from this system clearly 
demonstrate its potential for detecting and classifying epileptiform activity. 
Appendix B 
An EEG Spike-Detection -·system1 
Abstract 
An expert system for the automated detection of spikes and sharp waves in the EEG has 
been developed, The system consists of two distinct stages, The first is a feature extractor, 
written in the conventional procedural language FORTRAN, which utilises parts of previously 
published spike-detection algorithms to produce a list of all spike-like occurrence, in the EEG. 
The second stage, written in the production system language OPS5, reads the list and uses 
rules incorporating knowledge elicited from an electroencephalographer (EEGer) to confirm 
or exclude each of the possible spikes, Information such as the time of occurrence, polarity 
and channel relationship are used in this process, A summary of the detected epileptiform 
events is produced which is available to the EEGer in interpreting the EEG, The performance 
of the expert system is compared with an EEGer using a 320 second segment from an EEG 
containing epileptiform activity. The system detected 19 events, and missed 7 ( false negative), 
which the EEGer considered epileptiform. There were no false positive detections. 
B.1 Introduction 
There is much to be gained by the introduction of some form of automation into the 
process of interpreting EEGs, particularly in terms of increased uniformity, reduction 
of time spent in reading the EEG and for long-term EEG monitoring. Consequently 
numerous attempts to automate the detection of epileptiform activity have been 
made over the past 20 or so years (for reviews see, for example, Ktonas 1983 and 
Gotman 1985). Very few of these methods have been introduced into routine clinical 
1The contents of this appendix comprise the paper: 
Expert system approach to detection of epileptiform activity in the EEG 
B.L.K. Davey 
Department of Electrical and Electronic Engineering, University of Canterbury 
Christchurch, New Zealand. 
W.R. Fright 
Department of Medical Physics and Bioengineering, Christchurch Hospital 
Christchurch, New Zealand. 
G.J. Carroll 
Department of Neurology, Christchurch Hospital 
Christchurch, New Zealand. 
R.D. Jones 
Department of Medical Physics and Bioengineering, Christchurch Hospital 
Christchurch, New Zealand. 
which currently in press (Davey et al. 1989a). 
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use and even then only with limited success, the main reason being the difficulty in 
writing computer programs to replicate human performance (Gotman 1985). 
Arakawa et al. (1986) and Glover et al. (1986; 1987) have indicated that expert 
system techniques may hold promise for the detection of epileptiform activity in the 
EEG. Expert system techniques have resulted from research into artificial intelligence 
(Hayes-Roth 1985) and provide a method of representing, storing and applying expert 
knowledge with a computer. These techniques are finding increasing application in 
medicine (Proc. IEEE/EMBS 1987). 
We have developed an automated spike-detection system comprising two analysis 
stages which marks a departure from previous approaches. The first stage is a feature 
extractor which utilises parts of previously published spike-detection algorithms to 
detect all spike-like occurrences in the EEG. Parameters defining possible spikes are 
passed to the second stage, which is a particular type of expert system known as a 
production system. The expert knowledge in these systems is embodied in the form 
of rules ( or productions). Our productions identify epileptiform events mainly on 
the basis of the spatio-temporal relationships between transients. 
A preliminary evaluation of the system's performance has been made by com-
parison with an electroencephalographer (EEGer) using a 320 second segment of an 
EEG containing epileptiform activity. 
B .2 Epileptiform Activity in the EEG 
An EEG is a recording of the electrical activity of the outer layer of the cerebral cor-
tex. It is obtained by means of electrodes placed on the scalp and is most useful in the 
investigation and management of patients with suspected epilepsy. The recording of 
electrocerebral activity during one of a patient's clinical attacks may be particularly 
helpful in determining whether the attacks are epileptic in nature. Since seizures 
usually occur infrequently and unpredictably, the chances of a recording actually be-
ing in progress during an attack are not good, unless very prolonged recordings are 
made or seizures are deliberately provoked. Therefore, relatively short recordings (20 
to 30 minutes) between seizures (inter-ictal) are more commonly made, during which 
only occasional epileptiform activity may be recorded. An EEGer subsequently reads 
the EEG to detect, amongst other things, the presence of epileptiform activity, but 
this is both time consuming and subject to error. While the presence of epileptiform 
activity in the inter-ictal EEG of such a patient is consistent with a clinical diagnosis 
of epilepsy, it does not establish the diagnosis beyond doubt, since similar activity 
may occasionally be recorded in subjects who have never had a seizure. Conversely, a 
normal inter-ictal recording does not exclude a diagnosis of epilepsy. Therefore, false 
negative errors (failure to report true epileptiform events) and, more importantly, 
false positive errors (reporting background activity or artefacts as epileptiform ac-
tivity) must be minimized to avoid mis-diagnosis. 
Epileptiform activity in the EEG is characterized by distinctive transient wave-
forms, spikes and sharp waves, both of which may occur alone or associated with 
slow waves. A spike is arbitrarily defined as "a transient, clearly distinguished from 
background activity, with pointed peak at conventional paper speeds and a duration 
from 20 to under 70ms" (Chatrian et al. 1974). A sharp wave is defined similarly but 
with a duration of 70- 200ms. Hereafter we abbreviate spikes and sharp waves col-
lectively as SSWs. Transients occurring in more than one channel synchronously can 
be further classified as focal or non-focal, in reference to their spatial distribution. 
Focal transients diminish in amplitude, and may decrease in sharpness, with dis-
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Figure B .1: Block diagram of the spike-detection system. Sampled EEG is processed by 
the feature extraction stage which produces a list of all possible spikes . This list is input 
to the production system which discriminates between the possible spikes to detect true 
epileptiform events. A report is output which is available to the EEGer to assist in the 
interpretation of the EEG. 
tance from the focus. They can also exhibit phase reversal in bipolar recordings (see 
§B .3). Non-focal transients occur on several channels with similar sharpness , am-
plitude and polarity. Epileptiform transients cannot be simply defined and require 
years of accumulated experience to recognise reliably. 
B.3 Data Acquisition 
A block diagram of our system is presented in Fig. B.l. An EEG machine (Siemens 
16 channel Minograph Universal) provides the amplification and an electrode config-
uration which is commonly used for EEG recording (10-20 system, see Fig. B.3(a)) 
to produce sixteen channels of EEG. Each channel is the voltage difference between 
an electrode and that immediately posterior. A focal event gives rise to positive 
transients in channels anterior to the focus and negative transients in channels pos-
terior to the focus. This phenomenon is known as phase reversal and is very useful 
in localising focal events. 
The EEG is low pass filtered (five pole, cut-off frequency 70 Hz) and digitised 
to ten bits at 400 Hz/channel by a PDP 11/34 computer. The data are stored for 
later processing on a VAX computer. While 200 Hz sampling would be adequate 
from an information theory viewpoint, closer spaced samples are necessary if pattern 
recognition algorithms are to be simple and reliable. 
B.4 Feature Extraction 
The raw data are processed by a feature extraction computer program , which detects 
spike-like occurrences in the EEG . The feature extractor is written in the procedural 





• • • • • • 
duration 
1 











• • • • • • 
amplitude 
2 
• • • 
• •• • • 
Figure B.2: Attributes of the waveform that are tested by the feature extractor when 
deciding if a particular waveform is possibly epileptiform. 
the production system could process the raw EEG data directly, thereby omitting the 
feature extraction stage, but the execution time of the production system processing 
the raw data would be impractically long with currently available production systems. 
Because the responsibility for minimizing false positive errors is mainly left to 
the production system stage, numerical parameters in the feature extraction stage 
are adjusted so that spike-like waveforms are detected with a minimal chance of false 
negative error. This results in far more possible SSWs being detected by the feature 
extractor than are eventually confirmed as true SSWs. 
To isolate the possible SSWs, the feature extraction program operates in a series 
of steps. The raw EEG is first subdivided into a series of half-waves ( cf. Cotman 
and Gloor 1976). We define a half-wave to be a segment of the EEG located between 
two adjacent extrema (i.e. a minimum and a maximum, or vice versa) and a wave 
to be a segment of EEG composed of two contiguous half-waves. The extrema are 
detected as a change in sign of the local slope, which we measure simply as the 
difference between samples spaced three apart. Taking every third sample, rather 
than contiguous samples, reduces the effect of small fluctuations due to noise and 
artefact superimposed upon the overall shape of the waveform. 
Each wave is then tested to ascertain whether characteristics of the wave allow 
it to be classified as a possible SSW. The characteristics of the wave we test are 
duration, amplitude and peak sharpness. If any of these characteristics do not meet 
specified criteria, the current wave is disregarded and the processing progresses to 
the next wave. Ktonas et al. (1981) reported needing ten such characteristics to 
"quantify the morphology of an EEG spike". However, we are only locating SSW-
like occurrences and have determined that the three characteristics are sufficient for 
the feature extraction stage. 
The duration criteria are satisfied if the durations of the wave's component half-
waves and the duration of the total wave are determined to fall between lower and 
upper bounds (see the first row of Table B.1). A 35ms lower bound for the total wave 
duration is chosen to reduce the number of false positive possible spikes produced as 
a result of EMG artefact, which resembles very short duration spikes (Cotman and 
Gloor 1976). A 200ms upper bound ensures that possible sharp waves are detected 
along with possible spikes. 
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parameter larger half-wave smaller half-wave total wave 
mm. max. mm. max. mm . max. 
duration (ms) 15 120 15 120 35 200 
amplitude factor 0.55 - 0.50 - - -
peak sharpness ( <p) - - - - - 16 .0 
Table B.1: Threshold parameters for the feature extraction stage. 
If the absolute amplitude of both of the half-waves is less than a lower bound 
then the waveform is not a possible SSW. In the manner of Cotman and Gloor (1976) 
the amplitude bound is calculated as a fraction (we call it the background amplitude 
factor) of an estimate of the background amplitude of the EEG on that channel. We 
calculate the background amplitude of each channel as the average of the absolute 
amplitudes of the half-waves on that channel for the 5.12 seconds prior to the wave 
under consideration. We noticed that when SSWs are of low amplitude they often 
have one component half-wave of lower absolute amplitude than the other. Thus, 
two background amplitude factors are defined (Table B.l), the first for the half-wave 
with larger absolute amplitude and the second for the lower half-wave. 
Peak sharpness of the wave is calculated by a procedure similar to Hill and 
Townsend (1973). Least squares regression is used to fit a straight line to six data 
points on the two constituent half-waves. The points chosen are those immediately 
adjacent to that point which forms the extremum (maximum or minimum) of the 
wave. The angle between the two fitted straight lines is calculated as an estimate 
of the peak angle and, if less than a set threshold (Table B.l), the waveform is 
considered a possible SSW. 
A wave satisfying all the above criteria is a possible SSW and parameters defining 
the waveform are output to a file. The output parameters a.re 
• the time of occurrence, channel, duration, peak angle and polarity of the wave 
• the duration, amplitude and gradient of the two half-waves comprising the wave 
• the estimate of the background amplitude on that channel. 
B.5 Expert System 
The second stage of processing is a production system which incorporates the detailed 
knowledge of an expert in order to discriminate between the possible SSWs. This 
stage is characterized by its multi-channel perspective and is implemented using the 
OPS5 production system language (Forgy 1981) run on a VAX computer. 
B.5.1 Rule Based Production Systems 
A production system is a program composed entirely of conditional statements called 
productions ( or rules) (Hayes-Roth 1985; Brownston et al. 1985 ). A production is 
similar in construction to the IF-THEN statement of a conventional programming 
language. The general production containing m conditions C1 ... Cm and n actions 
A1 ... An can be written 
IF conditions C1 ... Cm are true simultaneously 
THEN execute the actions A1 ... An, 
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The major difference between a production system and a conventional procedural 
language is the method of control over the program's execution. Because the data 
determine which conditions are satisfied, and hence which productions can fire, this 
type of production system is said to be data-driven. Use of production systems is 
appropriate when the knowledge occurs naturally in rule form. 
Production systems typically have a three stage execution cycle. The first stage 
produces a list, called the conflict set, of all productions whose conditions are satisfied 
by data in memory. In the second stage, called conflict resolution, the production 
system uses ordering techniques to determine which of the producti~ns in the conflict 
set is most relevant to execute. In the third stage the chosen production executes 
and usually modifies the data. The cycle is repeated until no production has all of 
its conditions satisfied, at which stage execution ceases. 
B.5.2 Knowledge Elicitation 
The motivation behind expert systems is to allow a computer to mimic the sequence 
of steps and reasoning used by an expert in solving a problem in their domajn of 
expertise. Thus, the principal requirement in building an expert system is the avail-
ability of an expert from whom to obtain a strategy for solving the problem. 
The knowledge applied by an EEGer in interpreting an EEG has been accumu-
lated through many months of training and years of experience. Often the EEGer is 
not consciously aware of the detailed steps involved in his/her analysis of the record-
ing, making elicitation of this expert knowledge difficult. The accurate acquisition 
of this knowledge is, however, vital as it forms the basis of the production system. 
Discussions between electrical/biomedical engineers (BLKD, WRF, RDJ) and a 
clinical neurophysiologist ( GJC) were held over several months to elicit the knowledge 
used by the neurophysiologist in detecting epileptiform activity in the EEG. We 
undertook a three stage iterative cycle of inquire, build and analyse. In each cycle a 
discussion was held, the new information arising from the discussion was encoded into 
the program, and the output of the system formed the basis for the next discussion. 
This allowed a deeper understanding of the problem and how an expert system may 
deal with it to be obtained by the engineers and also by the neurophysiologist. 
B.5.3 Productions 
The productions comprising our system can be split into two categories - those 
containing and applying the domain knowledge and those controlling the flow of 
data through the program. 
The knowledge elicited from the neurophysiologist can be summarised in the 
following six categories: 
Channel orientation - which pairs of channels are adjacent and the polarity rela-
tionship expected on each pair during focal activity. Currently only the elec-
trode configuration depicted in Fig. B .3( a) is implemented. However, other 
configurations can easily be incorporated by defining a different set of chan-
nel adjacency relationships to specify that configuration. With reference to 
Fig. B .3( a), channel 1 is adjacent to channel 2 and, because the electrodes are 
longitudinally adjacent, a polarity reversal is expected for focal activity. In 
contrast, channels 1 and 5 are transversally adjacent and no polarity reversal 
is expected. 
Synchrony - two SSWs that are separated in time by l0ms or less are related to 
the same event, otherwise they are considered to be due to separate events. It 
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is implicit in the remainder of the knowledge presented here tha.t the mentioned 
SSWs relate synchronously to the same event. 
Amplitude - an EEGer, when reading an EEG, is alerted to an epileptiform event 
if there is at least one SSW whose amplitude is significantly above that of the 
ongoing background activity. Thus, for the production system to detect an 
epileptiform event, at least one SSW must have an amplitude a certain factor 
(we use 0.7) above the background amplitude on its channel. 
Duration - a SSW is a spike if its duration is less than 70ms, otherwise it is con-
sidered to be a sharp wave. 
Focal event - occurs if there are two or more SSWs occurring on adjacent channels 
and the polarity relation for each pair of adjacent channels is the same as that 
expected for focal activity on these channels. 
Non-focal event - occurs if there are SSWs occurring with negative polarity on 
three or more channels and the conditions for focal activity are not met. 
An SSW arising on only one channel does not constitute an epileptiform event 
because both focal and non-focal events require SSWs on at least two channels. 
All possible SSWs which are classified as being a component of a.n epileptiform 
event are tagged with the type of activity (Le.either focal or non-focal) for further 
processing. Eight productions were required to implement this domain knowledge. 
Once all possible SSWs have been processed the production system generates 
a report showing the number of spikes and sharp waves (separated into focal and 
non-focal categories) detected on each channel. A chronological list of the time of 
occurrence of epileptiform events is also output, detailing whether the event was focal 
or non-focal and all the channels on which the event occurred. Seven productions 
are used to fulfil th.is report generation function. 
In addition to productions incorporating domain knowledge, productions are 
necessary for program control. Productions are needed to read new possible SSvVs 
from the file and others to remove possible SSWs which have been deemed not to 
be true spikes or sharp waves. There are nine. control productions which, although 
not applying any domain knowledge, are essential for the successful operation of the 
system. 
B.6 Results 
A preliminary evaluation of our system was provided by its performance on a 320 
second segment of a routine EEG recorded from a 13 year old female who had a first 
grand mal epileptic seizure the previous day. The recording contained epileptiform 
activity as well as containing EMG, electrode and movement artefacts. The EEG 
was read by the neurophysiologist and also processed by the spike-detection system. 
Fig. B.3(b) shows a typical 7.8ms segment of the recording. 
The feature extractor detected 545 possible SSWs whose parameters were passed 
to the production system. The production system classified 19 events as epileptiform, 
17 of which had been marked as true epileptiform events by the neurophysiologist. 
The neurophysiologist, upon further examination of the recording, concluded that 
the remaining two events were, without doubt, epileptiform. The first was obscured 
because it occurred exactly at a page boundary and the second because it occurred 
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Figure B.3: (a) Electrode configuration used to record the EEG. (b) 7.8 seconds of the 
320s segment of EEG used to develop and test the system. Possible SSWs detected by the 
feature extraction stage are indicated with dots. The first arrow (above channel 1) identifies 
a typical false negative event. The sharp wave on channel 5, labelled by the neurophysiologist 
as being epileptiform, was not detected by . the production system stage because there was 
no supporting evidence on other channels to confirm the event (the transient on channel 13 
was not sufficiently sharp to be considered epileptiform by the feature extractor and it had 
not been classified as epileptiform by the neurophysiologist). The second arrow identifies 
an event which the system correctly detected as being epileptiform. The SSWs that were 
used by the system in reaching this decision occur on channels 5, 6, 9 and 13. The SSW on 
channel 14 and the downward one on channel 13 are not part of this event. 
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positive events were detected. Of the 19 events, 17 were non-focal and occurred with 
a similar distribution while the other two arose focally on two other channels. This 
was detected by the production system and confirmed by the neurophysiologist. 
The neurophysiologist marked six SSWs that were not detected by the system, 
two being spikes and four being sharp waves. The feature extraction stage detected 
each of these but, because they arose on only one channel, there was no supporting 
evidence on other channels and they were rejected as epileptiform events by the 
production system. One non-focal event was also marked but the feature extractor 
detected SSWs on only two channels and therefore the production system rejected 
this event. 
B.7 Discussion 
We have presented a system comprising a feature extractor and a production system 
for detecting epileptiform activity in the EEG. The system is also able to differenti-
ate between focal and non-focal events. Preliminary results obtained from running 
this system on a 320s segment of EEG containing epileptiform activity, as well as 
artefacts, have demonstrated its potential for detecting and classifying epileptiform 
activity. The feature extractor correctly detected 19 epileptiform events and cor-
rectly classified each as being focal or non-focal. The circumstances regarding the 
non-detection of two events by the neurophysiologist reinforce the desirability of au-
tomated assistance in the analysis of EEGs. Of the seven false negative detections, 
six resulted because the event occurred on only one channel. The emphasis of our 
system is on reducing false positive events at the expense of allowing some false 
negative detections. 
When reading an EEG for epileptiform activity an EEGer is more interested in 
the occurrence of epileptiform events than in individual SSWs. Therefore our results 
are presented as detected epileptiform events rather than the number of individual 
SSWs. The channels on which these SSWs occur are important in locating the focus 
of the abnormality, so the output of the production system also provides a summary 
of these channels. 
Our system will be used to routinely aid one EEGer, the knowledge incorpo-
rated in the rules for the production system being elicited from that person. Other 
EEGers may suggest modifications to incorporate aspects of their expertise in in-
terpreting EEGs. The production system has a major advantage over non-expert 
system approaches in being easy to modify by adding productions which incorporate 
new information. 
For development and verification of the system, the raw data were transferred 
from a PDP computer to a VAX computer for further processing. For routine use 
we are implementing the data acquisition, feature extraction and production system 
stages on a personal computer. We recognise that the system evaluation presented 
here is limited, being based on only one patient sample. A clinical study involving a 
number of patients is to be undertaken and reported in the future. 
An expert system such as that reported here for spike-detection combined with 
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