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ABSTRACT
In this dissertation, our work generally consists of three parts: the first part focuses on
channel modelling; the second part looks at fading mitigation techniques including fre-
quency, time and spatial diversity, while the third part focuses on adaptive transmission
schemes for different diversity techniques, taking into account the effect of imperfect chan-
nel estimation at the receiver caused by the harsh wireless channels.
In the early parts of this thesis, we handle channel modelling. Classical models have fo-
cused mainly on modelling of temporal aspects including fading signal envelopes, Doppler
shifts of received signal, and received power level distributions; however, the use of MIMO
technique introduced new spatial properties of the channel, i.e., the angle of arrival and
the distribution of arriving waves in azimuth. We present multiple-input multiple-output
(MIMO) space-time geometrical channel model with hyperbolically distributed scatterers
(GBHDS) for a macrocell mobile environment. The model is based on one-ring scatter-
ing assumption. This MIMO model provides statistics of the time of arrival (TOA) and
direction of arrival (DOA). It is assumed that there is no line-of-sight (LOS) between
the transmitter and the receiver, and that the scatterers around the mobile station (MS)
are arranged in a circular way. The temporal autocorrelation function (ACF) and spatial
cross-correlation function (CCF) are presented, and the model is examined under different
mobile environments, physical parameters (such as the scatterers distribution), and system
parameters (such as the antenna spacing). The transmitter motion is considered, and the
outage capacity of the proposed model is also investigated.
In the second part, we investigate the proposed channel model using joint frequency
and spatial diversity system, assuming that the receiver has access to the channel infor-
mation and the transmitter has no information about the channel, and that the power is
equally distributed among the transmit antennas. For spatial diversity, space-time cod-
ing (STC) has gained much attention as an effective diversity technique as it increases
transmission reliability over wireless fading channels without penalty in bandwidth effi-
ciency. By incorporating it with OFDM system, simultaneous processing in space, time,
and frequency domains is performed to achieve a high error-rate performance and remark-
ably spectral efficient transmission for OFDM system. We consider two different fading
v
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scenarios, namely frequency selective and time selective fading channels. We assess the per-
formance of STBC-OFDM in time selective (fast fading) macrocell channel environment
with hyperbolically distributed scatterers by applying several optimal and suboptimal de-
tection strategies, namely, joint maximum-likelihood detector (MLD), zero forcing detector
(ZFD), and decision feedback detector (DFD). Furthermore, since OFDM system the only
candidate in providing additional diversity branches in the frequency domain, apart of
this thesis is devoted to look at two drawbacks of OFDM particularly frequency synchro-
nization error caused by doppler effect and PAPR. For the first disadvantage scenario, we
propose a new technique for OFDM incorporated with STBC (STBC-OFDM) to suppress
the frequency error offset caused by the motion of mobile between transmitter and receiver
(Doppler shift). For the second disadvantage aspect, we propose a simple clipping one
iteration clipping method (OICF) for PAPR reduction using only three IFFT/FFT opera-
tions. The proposed scheme achieves similar performance as compared to iterative clipping
and filtering method. Based on the proposed method, we assess the clipping and filtering
method in terms of power savings and capacity improvement.
The work above mentioned is based on an assumption that the receiver has exact
knowledge of the channel state information. In practice, however, the channel state in-
formation is obtained by channel estimation which differs from the actual channel due to
disturbance and noise. Therefore, it is very important to conduct performance analysis
taking into account estimation error between the actual and estimated channel. We eval-
uate the spectral efficiency for multi-antennas receiver methods, namely maximal ratio
combiner (MRC), selection combiner (SC), and Hybrid combiner (MRC/SC). We derive
closed-form expressions for the single user capacity, taking into account the effect of im-
perfect channel estimation at the receiver. The channel considered is a slowly-varying
spatially-independent flat Rayleigh-fading channel. Three adaptive transmission schemes
are analyzed including optimal power rate and rate adaptation (opra), constant power
with optimal rate adaptation (ora), and channel inversion with fixed rate (cifr). Further-
more, we derive analytical forms for capacity statistics for MRC, SC and including moment
generating function (MGF), complementary cumulative distribution function (CDF) and
probability density function (pdf).
AL-Qahtani Fawaz
Melbourne
September 2008
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Chapter 1
Introduction
Wireless cellular communication system has evolved considerably since the development of
the first generation (1G) systems in the 70’s and 80’s, by utilizing Frequency Division Mul-
tiple Access/Frequency Division Duplex (FDMA/FDD) and analog Frequency Modulation
(FM) [1]. In the beginning of the 1990s, the first commercial digital systems emerged,
denoted as second generation (2G). In Europe, the most popular 2G system introduced
was the global system for mobile communications (GSM) which operated in the 1900 MHz
or the 1,800 MHz band and supported data rates up to 22.8 kbit/s. Another example of 2G
systems include Interim Standard-95 Code Multiple Access (IS-95 CDMA) was adopted in
America, Asia, Pacific countries including South Korea, and Australia [2]. The demand
for high data rates and good quality of service (QoS), a great effort in current 2G wireless
communication systems has been devoted toward the development of modulation, coding
and protocols [3]. A modified version of (2G) denoted as (2.5G) GPRS (General Packet
Radio Service) system emerged in 1992 with up to 100 KBPS transmission.
On the last decade, wireless communication services have experienced a tremendous
growth in demand for wireless multimedia services such as Internet access, multimedia data
and video conferential. The third generation (3G) was designed for this purpose. Examples
of 3G standards are wideband (W-CDMA) with a maximum rate of 2 Mbps which has
been launched in Europe, Australia and Japan and cdma2000 which took place in USA
and South Korea. To support high demands of high data rates, reduce interference, and
minimize multi-path effects without a corresponding increase in radio frequency spectrum
allocation, a new technology was designed which denoted as the fourth generation (4G)
systems which delivers a peak data rate of up to 1 Gbps transmission.
Designing a system for a high data rate has become very challenging for a radio singal
1
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propagating through a physical environment which generally experience various channel
impairments such as complex multi-path, Doppler spread, and channel distortion. These
impairments degrade the received signal severely. Due to multi-path propagation, multiple
replicas of the transmission signal arrive at the receiver each with its own time delay.
Always harsh wireless channel environment causes a deep fade to the amplitude of the
signal where the amplitude drops below a certain level resulting in burst errors in digital
transmission. In addition, Doppler shifting in signal carrier frequency causes spectral
broadening of the transmitted signal in the frequency domain and fast varying of the
received signal strength in the time domain.
As (4G) systems consider multiple antennas at the transmitter and the receiver, it
comes to better understand the spatial properties of a wireless communication channel.
The challenge facing is how to develop a realistic channel models that can be effectively
and accurately predict the performance of wireless systems. The spatial properties of
the channel include the directional of arrival and the distribution of of arriving waves in
azimuth. Many spatial channel models for smart antennas have been proposed and a good
review of the spatial channel models for smart antennas is provided in [4] and for the
case of MIMO systems in [5]. The spatial channel models can be classified into four main
categories. These are empirical models, deterministic models, geometric scatterer models
and physical models. Empirical models are based on extensive sets of measurements which
are performed at the the site of interest (i.e indoor or outdoor) [6]. Deterministic models
which can be referred to Ray tracing is based on a geometrical theory and considers direct,
reflected and diffracted rays which produce deterministic channel models. Deterministic
models provide a high accuracy results of any specific site [7]. The third category is
Geometric scatterer models which are defined by a spatial scatterer density function. In
these models, they assume that propagation between the transmit and receive antennas
takes place via single scattering and they are known as Geometrical Based Single-Bounce
Models (GBSBM). Numerous scatterer models have been proposed e.g. namely as ring
model [8], Elliptical Scattering Model (ESM) [9], discrete uniform model [10], and Circular
Scattering Model (CSM)[11]. On the other hand, physical models is the last category which
use physical parameters to characterize the channel model. An example of these models is
Spatial Channel Model (SCM) which has been adopted for the third generation Partnership
Project Two (3GPPS) which is a standardization body for (3G) [12]. In the early parts
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of this thesis, we deal with a space time geometrical-based model with hyperbolically
distributed scatterers via a single bounce.
Multiple-input multiple-output (MIMO) system has proved its potential by reducing
the effect of channel interference by increasing capacity via spatial multiplexing [13] and
improving the link capacity via space-time coding [14]. MIMO systems which employ mul-
tiple antennas at both ends transmitter and receiver, have attracted significant attention,
since they bring excellent performance enhancements in terms of data transmission rate
and interference reduction. There has been considerable attention paid to remarkable per-
formance improvements in MIMO system in terms of capacity. There are two gains that
can be realized by MIMO systems and they are termed as diversity gain and spatial mul-
tiplexing gain. Furthermore, MIMO communication systems ( N receive antennas and M
transmit antennas) has gain considerable attention in regard to the increasing requirements
on high spectral efficiency and reliability in wireless communication system. According to
information theory, channel capacity is defined as the maximum rate over all possible in-
put distribution. For MIMO independent identically distributed (i.i.d) Rayleigh fading
channels, Teletar [15] and Foschini at el. [16] demonstrated that the capacity increases lin-
early with min(N,M) in high signal-to-noise ratio(SNR) for fixed power and bandwidth.
The most common model used in the analysis of wireless communication systems is the
Rayleigh fading model in which the fading statistical coefficients are assumed to be zero-
mean complex Gaussian distributed. The information processed via a random channel is
defined as random quantity which can be measured by ergodic capacity or Outage capacity.
Ergodic capacity can be defined as average mutual information. An important problem in
MIMO communication theory is to obtain analytical formula for the ergoidc capacity of
wireless MIMO channels. Thus, analyzes of the ergodic capacity random MIMO channels
require taking exsections with respect to the channel distributions which is a mathemat-
ically challenging task. The ergodic capacity results have been well studied for MIMO
(i.i.d) Rayleigh fading channels. Most of these studies are based on the assumption that
the receiver has access to the channel information which refers to Channel State Informa-
tion (CSI) and no CSI at the transmitter. The transmit power is equally distributed to
the transmit antennas, i.e the transmit covariance is a scaled identity matrix. Telatar [15]
has obtained a mathematically closed form of the ergodic capacity for (i.i.d) considering
the joint probability distribution function (pdf) for ordered eigenvalues of Wishart matrix
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The core of MIMO technology is space time coding (STC), effectively exploiting diver-
sity branches in the spatial and time domains of the wireless channel to provide diversity ad-
vantage to the system, and hence, lower the error rate. A variety of STC schemes have been
proposed to achieve a reliable communication in independent fading channels[14][19][18].
Space time trellis coding (STTC) was proposed in [20], in which the error rate for MIMO
systems can be minimized. A legend work by Alamouti introduced orthogonal space-time
codes for two transmit antennas with a full rate. Later, Tarokh extended Alamouti to a
more generalized form, called Orthogonal space time block code (OSTBC) with a rate less
than one for a number of antennas greater than two. Another extension to OSTBC has
been proposed which is known as quasi-OSTBC (QSTBC), for more than three antennas
by relaxing the code orthogonality to achieve a full transmission rate. The design criteria
for space time codes are based on an assumption of independent quasi-static channels (flat
fading), whereas in a wireless channel environment it is difficult to satisfy such assumption
due to the fact that wireless channels are frequency-selective in nature for which the STC
design becomes a complicated issue.
Moreover, orthogonal frequency division multiplexing (OFDM) is becoming the chosen
candidate technique for the 4G systems. The main principle of OFDM is the division of
available spectrum bandwidth into a large number of orthogonal and spectral overlapping
sub-channels to form parallel date transmission. OFDM has become part of standards such
as European digital audio broadcast (DAB) and digital video broadcast (DVB) schemes.
In addition to the television broadcasting standards, OFDM has been adapted as part of
IEEE.11 Wireless Local Area Network (WLAN) standards such as IEEE 802.11a, IEEE
802.11g, and IEEE 802.11n standards [21]-[23]. Despite many advantages that made the
OFDM system popular for many recent and future high data rate applications, it suffers
from some drawbacks, such as strict synchronization requirement (STR) and peak-to-
average power ratio (PAPR),and co-channel Interference. This frequency synchronization
error is a result of two factors. Firstly, mismatch in local oscillator frequency of transmitter
and receiver and secondly, relative motion between transmitter and receiver which shifts
the frequency of the received signal due to doppler effect [24] [25] [26] [27]. In addition,
PARR is one the major problems of OFDM and proportional to the number of sub-carrier,
where high PAPR is a result of adding up a large number of sub-carriers coherently. If
the OFDM signal is amplified by the high power amplifier (HPA) with nonlinear charac-
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teristics, the resultant spectrum may exhibit severe in-band and out-band radiation of the
distortion components [28][29][30].
A combination of OFDM and MIMO, referred to as MIMO-OFDM, has emerged as a very
promising technology for the 4G of wireless systems. MIMO-OFDM has been proposed
as an efficient solution to communication over frequency selective multi-path channels.
Numerous research works are being published on MIMO enhanced OFDM based wireless
systems. It is obvious that the MIMO technique will be effectively incorporated with
OFDM based systems for providing mobile multimedia in the future with reasonable data
rate and quality of service (in terms bit error rate, BER). Several techniques have been
proposed to detect the transmitted symbols in MIMO receivers such as Maximum Likeli-
hood (ML) method; that is optimum in the sense of symbol error rate (SER), based on
the perfect channel knowledge at the receiver. In practice, however, the channel state
information is obtained by channel estimation which differs from the actual channel due
to disturbance and noise. Capacity is a very important measure to evaluate the spectral
efficiency of any communication systems. In the last decades, researchers have looked at
various ways to improve the link spectral efficiency of wireless communications and it is
found that overall efficiency can be achieved at the communication link level through a
skillful combination of bandwidth efficient coding and modulation techniques. In the last
part of this thesis, we evaluate the spectral efficiency of multi-antennas systems taking into
account the effect of estimation errors.
1.1 Contribution of The Dissertation
This dissertation is concerned primarily with space-time MIMO wireless communication
systems (both simulation and analytical) including 1) space-time MIMO geometrical based
channel models, 2) MIMO-OFDM communication concepts and techniques, and lastly 3)
spectral efficiency evaluation of different diversity techniques. The main accomplishments
documented in this thesis are:
1. To develop a space-time MIMO geometrical-based channel model with a hyperbol-
ically distributed scatterers for a macro-cell environment.
2. To derive temporal autocorrelation and spatial cross-correlation of space time MIMO
geometrical-based channel model with a hyperbolically distributed scatterers for a
macro-cell environment.
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3. To derive joint TOA/DOA probability density function (pdf), marginal TOA pdf,
marginal DOA pdf, power azimuth spectrum (PAS), and power delay spectrum
(PDS) of a geometrical-based channel model with a hyperbolically distributed scat-
terers for a macro-cell.
4. To compare different analytical models that impose a particular structure on the
space time MIMO channel matrix. The aim of using these models is to reduce the
large number of parameters that can be used directly from the full correlation ma-
trix. Furthermore, four different antenna geometries are considered under different
channel environment scenarios.
5. To apply space-time MIMO geometrical based channel model to STBC-OFDM sys-
tem to assess different detectors schemes in time-varying multi-path Rayleigh fading.
6. To propose a new transmission scheme joining Polynomial Cancellation Coding
OFDM (PCC-OFDM) with (STBC) fading channels to reduce the sensitivity of
OFDM to carrier frequency offset and Doppler spread.
7. To propose a new scheme for Peak-to-Average-Power-Ratio (PAPR) reduction called
One-Iteration-Clipping-Filtering (OICF) for iterative clipping.
8. To derive closed-form expressions for the single-user capacity of selection combin-
ing diversity (SCD), Maximum Ratio Combiner (MRC), and Generalized Selection
Combiners (GSC) systems, taking into account the effect of imperfect channel esti-
mation at the receiver. We analyse three adaptive transmission schemes
(a) optimal power and rate adaptation (opra)
(b) constant power with optimal rate adaptation (ora)
(c) channel inversion with fixed rate (cifr)
9. To derive capacity statistics of SCD and MRC and GSC systems, taking into account
the effect of imperfect channel estimation at the receiver. These capacity statistics
are moment generating function (MGF), complementary cumulative distribution
function (CDF) and probability density function (PDF). These statistics are valid
for arbitrary number of receive antennas.
1.1.1 Publications by the author
Research work conducted during author’s PhD candidacy had resulted in 22 technical
publications. A list of these technical papers includes:
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1.2 Organization of Dissertation
In order to logically and effectively summarize the research work that had been conducted
during this Ph.D. candidacy, this dissertation is organized as follows
Chapter 2: Overview of Wireless channels and MIMO system. This chapter
provides an background overview and literature survey on mobile wireless propagation
channels, in particular, we describe the mechanism in radio wave propagation over wireless
multi-path channel and gave a detailed description on a geometrical based space-time
channel model as this model is used intensively for modelling wireless channels in our
simulation framework. Furthermore, we also included some examples of popular diversity
techniques and techniques that have been intensively studied to demonstrate their potential
capability in improving system performance.
Chapter 3: A Space-Time MIMO Channel Model for Macrocell Mobile
Environment. In this chapter, we introduce a new geometrical space time MIMO channel
with geometrical-based channel model with a hyperbolically distributed scatterers for a
macrocell environment. Also, we provide three important parameters that characterize the
channel namely the power of multi-path, the time of arrival and direction of arrival. The
MIMO channel model which characterize the space and time variance, has been investigated
and the main outcome of this work is the derivation the temporal autocorrelation and
spatial cross-correlation function. To derive spatial cross-correlation at the receiver, the
directional of arrival PDF must to be derived and it finds that marginal DOA pdf at the
base-station fits the measurement results.
Chapter 4: Spatial and Temporal Statistics for GBHDS Macrocell Channel.
This chapter presents a statistical analysis of space time geometrical-based channel models
with hyperbolically distributed scatterers. We derive time of arrival (TOA) probability
density function (pdf) at the BS, the marginal TOA pdf, the power azimuth spectrum
PAS, and the power delay spectrum PDS for the GBHDS and the GBE models. Results
for GBHDS model were compared with those for the GBSBM channel model, the GSD
channel model, and the GBE channel model, as well as with the experimental results for
macro-cell environment.
Chapter 5: Spatial Correlation in Wireless Space-Time MIMO Channels.
In this chapter, we investigate three different analytical models including Weichselberger ,
Kronecker and Virtual channel model to reduce the large number of parameters that can be
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used directly from the full correlation matrix based on space time MIMO geometrical-based
channel model with a hyperbolically distributed scatterers. Furthermore, we investigate
the impact of the physical parameters (i,e spread parameter) and antenna array geometry
including Uniform Linear Array (ULA), Uniform Circular Array (UCA), and Hexagon
array on the channel capacity.
Chapter 6: Performance of STBC-OFDM in Time-Selective Macrocell Chan-
nels. This chapter provides a performance analysis of the Alamouti space time block coding
in time-varying Rayleigh fading channels caused by high Doppler frequency. We utilized a
2-by-1space-time block coded OFDM (STBC-OFDM) under space-time geometrical chan-
nel model with hyperbolically distributed scatterers for micro-cell and macro-cell mobile
environments. Furthermore, we assess the performance of STBC-OFDM for different de-
tection schemes in a comparative study.
Chapter 7: STBC Polynomial Cancellation Coding-OFDM: Flat-Fading. In
this chapter, we propose a new scheme joining the recently proposed polynomial cancella-
tion coding PCC-OFDM with STBC to reduce Inter-carrier interference (ICI) caused by a
doppler frequency experiencing a flat fading channel. The PCC technique has shown that
the ICI can be effectively reduced and the bit error rate (BER) can be improved.
Chapter 8: Clipping - Filtering for Peak Reduction in Multicarrier Sys-
tems. This chapter focuses on clipping and filtering as the simplest technique for Peak-to-
Average-Power-Ratio (PAPR) reduction. Firstly, we analyse the power savings achieved
through clipping and filtering method. Secondly, we propose a new scheme called One-
Iteration-Clipping-Filtering (OICF) for iterative clipping. The scheme has shown to achieve
significant reduction in complexity with similar system performance.
Chapter 9: Spectral Efficiency of Selection Combining Diversity: Slow Fad-
ing. In this chapter, we obtain closed-form expressions for the single-user capacity of
selection combining diversity (SCD) system, taking into account the effect of imperfect
channel estimation at the receiver. We analyse three adaptive transmission schemes: 1)
optimal power and rate adaptation (opra); 2) constant power with optimal rate adapta-
tion (ora); and 3) channel inversion with fixed rate (cifr). Furthermore, we derive capacity
statistics including moment generating function (MGF), complementary cumulative distri-
bution function (CDF) and probability density function (PDF). These statistics are valid
for arbitrary number of receive antennas.
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Chapter 10: Spectral Efficiency of Maximum Ratio Combining: Slow Fad-
ing. This chapter follows the same methodology used in chapter 9 to derive closed form
expressions capacity for Maximum combining diversity (MRC) and the capacity statistics.
The results showed that spectral efficiency of (MRC) outperforms (SCD). However, SCD
showed its resistance to the channel estimation error compared to (MRC).
Chapter 11: Performance Evaluation of Generalized Selection Combin-
ers (GSC): Slow Fading. This chapter extends the work in chapter 9 and 10 to
(GSC). In addition to deriving an exact expression for the capacity of the aforementioned
adaptive schemes, we derive an upper bound and asymptotically tight approximations
at high and low SNR values. Furthermore, we derive exact closed-form expressions for
M -PAM/PSK/QAM employing GSC taking into account the effect of imperfect channel
estimation at the receiver.
Chapter 11: Conclusions and Future Directions. Although each chapter in this
dissertation presents its own concluding remarks, we devote this chapter to summarise and
evaluate important findings and discuss topics for future research work.
Chapter 2
Overview of Wireless Radio Channels and
MIMO Systems
Wireless communication is one of the sophisticated success stories of the last two decades,
in terms of a scientific point view, market size, and impact on society. The main driving
force behind wireless communication is the promise of mobility, accessibility, and porta-
bility. The discipline of wireless communication provides many challenges to scientists
and designers that arise as a result of the demanding nature of the physical layer. These
challenges include the limited availability of the radio frequency spectrum and a com-
plex time-varying wireless environment (multipath fading). However, the dominant issue
in wireless communication systems nowadays is that of multipath fading which is known
as the random fluctuations in the channel gain due to scattering of transmitted signal
from intervening objects between the transmitter and the receiver. In order to enhance the
performance of mobile radio systems, it is vital to understand the wireless environment cor-
rectly. An accurate modelling of the channel can lead to reliable simulation results. More
importantly, correct modelling of the channel can greatly improve the design of communi-
cation systems. However, multipath scattering can be seen as providing an opportunity to
significantly improve the capacity and reliability of wireless systems. The use of multiple
antennas at the transmitter and the receiver in a wireless system which is known as multi-
antenna communication is an emerging technology that promises to develop significant
improvements.
In this chapter, we will briefly summarize different statistical models that generalist
different effects of the mobile propagating channel, where these models will be reviewed
13
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and discussed. Also, a short literature survey of physical spatial channel modelling is pro-
vided. Furthermore, general background description and literature survey of commonly
used receive and transmit diversity techniques are provided including error-rate and ca-
pacity improvements.
2.1 General Description of the Wireless Channels
Unlike wired channels, the mobile radio channel experiences a lot of limitation on the
performance of wireless systems. Mobile radio links are established between a fixed base
station (BS) and a number of roaming mobile stations (MS). A signal propagating through
the wireless channel usually arrives at the receiver along different paths, referred to as
multipaths. These multipaths result from scattering, reflection, refraction, or diffraction
of the radiated energy of objects that lie in the environment. Reflections arise when plane
waves are incident upon a surface with dimensions that are very large compared to wave-
length. Diffraction occurs when there is an obstruction between the transmitter and the
receiver antennas, and secondary waves are generated behind the obstructing body. The
received field strength decreases rapidly as a receiver moves deeper into the obstructed
region. Scattering occurs when the plane waves are incident upon an object whose di-
mensions are on the order of wavelength or less, and causes the energy to be redirected
in many directions. At the receiver all received signals are accumulated creating a non-
additive white Gaussian noise (AWGN) model as described the wireless. Since AWGN
model does not describe the channel, it is essential to find others models that describe the
channel. The effects of the above propagation mechanisms and their combination result in
many properties of the received signal that are unique to wireless channels. However, these
effects may reduce the power of the signal in different ways. One aspect is the large-scale
fading which corresponds to the signal power over large distances of the time average in
behaviors of the signal. Examples of large-scale fading are path loss (attenuation) and
shadowing. The second scenario is the rapid change in the amplitude and power of the
signal and it is called small scale fading. We explain both aspects in more details. Figure
2.1 demonstrates the trajectory of different paths in a typical scenario.
1. Large-Scale Fading
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Figure 2.1: An illustration of multipath propagation phenomenon in a typical cellular communi-
cation environment.
Large-Scale Fading: Path-Loss
Path-loss is defined as the variation of the signal strength with distance between
the transmitter and the receiver. The average path loss can be expressed as
P (Dk) = P (D0) + 10ε log10
(
Dk
D0
)
(2.1)
Where ε is the path loss exponent that indicates the rate of signal power attenua-
tion with distance, D0 is the close-in reference distance which is determined from
measurements close to the transmitter, Dk is the distance between the Ms and BS,
P (D0) is the average path loss at close in reference distance and the value of ε
depends on the specific propagation environment as shown Table 2.1.
Table 2.1: Path loss exponent for different environments.
Environment Path loss exponent ε
Free space 2
Urban area 2.7 to 3.5
Shadowed urban 3 to 5
Obstructed in factory 4 to 6
Large-Scale Fading: Shadowing
Shadowing occurs, when the signal is obstructed by a huge terrain feature such a
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skyscrapers and hills. Most cellular systems operate in urban areas where there is no
line of sight (LOS) between BS and Ms. The statistical distribution of the local mean
has been studied experimentally. However, this distribution is influenced by antenna
heights, the operating frequency and the specific type of environment. Empirical
measurements show that the received signal levels have a Gaussian distribution
which is given by
f(x) =
1√
2piσ
e−
(x−µ)2
2σ2 (2.2)
Where µ and σ are respectively the mean and the standard deviation of the signal
power(all in dB). The overall path loss considering shadowing is given by
Pall(Dk) = P (Dk) + χk dB (2.3)
Whereχ is a zero mean Gaussian distributed random variable with σ which usually
lies in the range 4− 12 dB depending on the propagation environment.
2. Small-Scale Fading
When a radio signal travels in a wireless channel, the waves propagate through the
physical layer and interact with physical objects that constitute the propagation
environment such as buildings, hills, and motion of vehicle lead to many sub-paths
of the transmitted signal. The received signal is a superposition of a large sum
of attenuated, delayed, and phase-shifted replicas of the transmitted signal, each
interfering one another. Depending on the phase and amplitude of each partial wave,
the superposition can be constructive or destructive, causing fluctuation in signal
strength, thus inducing small-scale fading. Typically, the received envelope can vary
by as much as 30 to 40 dB over a fraction of a wavelength due to constructive and
destructive additions.
When a signal is transmitted over a multipath channel with the absence of a LOS
component, the received lowpass signal can be modelled as a zero-mean complex
Gaussian random process where the signal envelope obeys a Rayleigh distribution.
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Figure 2.2: The Rayleigh propagability density function
The probability density function (pdf) of a Rayleigh distribution is given by a
fα(α) =
2α
σ
exp
(− α2
σ
)
(2.4)
where σ = E[α] is the average envelope power and E[.] denotes expectation operator.
Figure (2.2) shows the Rayleigh pdf.
When there is a dominant LOS component present in the channel, the small-scale
fading envelope is Rician. The probability density function (pdf) of a Rician distri-
bution is given by
fα(α) =
2α
b0
exp
(
− α
2 + s2
2b0
)
I0
(
αs
b0
)
(2.5)
where the non-centrality parameter s denotes the peak amplitude of the dominant
signal (s2 denotes the specular power), 2b0 is scattered power, and I0 is the modified
Bessel function of the first kind and zero order. The Rician factor KR is defined as
the ration of the signal power to the scattered power. The ratio can be expressed
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as
K = 10 log10
(
s2
2b0
)
(2.6)
The signal and scatters powers can be written in terms of Rician factor as follows
s2 =
KRα
KR + 1
(2.7)
2b0 =
α
KR + 1
(2.8)
Using (2.7) and (2.8), the probability density function (pdf) of the Rician distribu-
tion can be written as
fα(α) =
2α(KR + 1)
Ψ
exp
(
−KR− (KR + 1)αΨ
)
I0
(
2α
√
KR
(
KR + 1
)
Ψ
)
(2.9)
Where Ψ = s2 + 2b0 is the average envolpe power. In the absence of direct path
(KR = 0), the Rician PDF in (2.9) reduce to the Rayleigh PDF in (2.4).As KR
tends to infinity, the Ricean distribution converges to a Gaussian distribution.
since I0(0) = 1, more sophisticated fading distribution such as the Nakagami dis-
tribution (which characterize fading in high frequency channels) can be found in
literature.
Generally, signal propagation in a multipath channel experience three important
small-scale fading effects [45]:
• Rapid fluctuations in signal strength over a small travel distance or time in-
terval.
• Random frequency modulation due to varying Doppler shift on different mul-
tipath signals.
• Time dispersion (echoes) which is caused by multipath propagation delays.
Multipath fading results in a rapid fluctuations in the envelope of the received signal
and is caused when place wave arrive from different direction with random phases
and are added vectorially at the receive antenna. Also, multipath introduces time
dispersion due to the multiple copies of the transmitted signal propagate over dif-
ferent paths and reach the receive antenna with different time delays. Generally,
the most important parameters of time dispersion of the channel are mean excess
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delay and rms delay spread. Whereas coherence bandwidth, BC is used to character-
ize the channel in frequency domain. Coherence bandwidth is a statistical measure
of a range of frequencies over which channels can be considered flat( all the spec-
tral components of the channel are approximately equal gains and linear phases).
Although these two channel parameters describe the time dispersive nature of the
wireless channel in different domains, they have a distinctive relationship as [45]
Bc =
1
50στ
(2.10)
where στ is the rms delay spread of the channel. Therefore, frequency selectivity of
the channel is directly related to the physical structure of the multipath propagation
environment.
Due to the relative motion between the BS and the MS, the Doppler effect intro-
duces random frequency modulation in each of the partial waves and causes spectral
broadening of the signal bandwidth. The shift in received signal frequency due to
motion is called Doppler shift which is proportional to the velocity and direction
of motion of the mobile with respect to the direction of arrival of the received
multipath wave. Thus, the Doppler shift in the carrier frequency is expressed as
fd =
v
λ
cosθ
=
vfc
c
cosθ (2.11)
where v is the speed of the mobile, θ is the direction of motion of the mobile
with respect to the direction of arrival of the multipath, λ and fc are respectively
the wavelength and carrier frequency of the radio signal. Figure 2.3 illustrates
the Doppler effect on the mobile channel. For the sum of all the scattered and
reflected subpaths, this yields a continues spectrum of Doppler frequencies, called
Power Spectral Density (PSD). The inverse Fourier transform of the PSD is the
autocorrelation function of the fading signals [46]. For the case of Rayleigh, the
normalized Jakes PSD and the corresponding auto-correlation function are given
by
S(f) =
1
pifD
√(
1− (f/fD)2
) , |f | ≤ fD (2.12)
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Figure 2.3: Doppler effect of a moving mobile station
R(τ) = J0(2pifDτ) (2.13)
The bandwidth of the Doppler spectrum, or equivalently the maximum Doppler shift
fd , is a measure of the rate of channel variations. When the Doppler bandwidth
is small compared to the bandwidth of the signal, the channel variations are slow
relative to the signal variations. This is often referred to as slow fading. On the
other hand, when the Doppler bandwidth is comparable to or greater than the
bandwidth of the signal, the channel variations are as fast or faster than the signal
variations. This is often called fast fading.
On the other hand, coherence time is commonly used to describe the time-varying
nature of the channel in the literature [47][48]. In fact, the coherence time TC is
the time domain dual of Doppler spread and they have a relationship being inverse
proportional to each other as [48]
TC =
√
9
16pif2m
=
0.423
fm
, (2.14)
where fm is the maximum Doppler shift given by fc = v/λc. Coherence time is
defined as the time lag for which the signal autocorrelation coefficient reduces to
0.7. The coherence time serves as a measure of how fast the channel changes in
time- the larger the coherence time, the lower the channel fluctuation. Figure 2.4
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shows the normalized Jakes PSD.
Small-scale fading can be categorized on the basis of delay, Doppler spread, and
spatial dispersion. For multiantenna, spatial dispersion has a significant impact on
the mobile channel effect, especially in a multiantenna systems. Large multipath
angular spreads can induce space selective fading in multiantenna channels.
• Delay Spread: Flat and Frequency-Selective Fading
To compare different multipath channels and develop some general design
guidelines for wireless systems, certain parameters are mean excess delay, RMS
delay spread and excess delay spread and they can be determined from the
power delay profile (PDP).
– RMS delay spread στ : it is an important measure which characterizes the
time dispersive of the channel and it is defined as follows:
στ =
√
τ2 − (τ)2 (2.15)
τ2 =
∑
l Pl(τl)τ
2
l∑
l Pl(τl)
(2.16)
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and τ is the first moment of the power delay profile which is known as the
mean excess delay and it is given by
τ =
∑
l Pl(τl)τl∑
l Pl(τl)
(2.17)
Flat fading : If the mobile radio channel bandwidth is greater than the band-
width of the transmitted signal, then the received signal will undergo frequency
flat fading which is known as amplitude varying channels and can also be re-
ferred to narrowband channels. Flat fading is satisfied if
BS << BC and TS >> στ (2.18)
where BS and TS are respectively the bandwidth and symbol duration of the
transmitted signal.
Frequency Selective fading : If the mobile radio channel bandwidth is greater
than the bandwidth of the transmitted signal, then the received signal will
undergo frequency selective fading on the received signal. In this case, the re-
ceived signal includes multiple versions of the transmitted waveforms which are
attenuated (faded) and delayed in time. Thus, the channel induces intersymbol
interference, if
BS > BC and TS < στ (2.19)
• Doppler Spread: Fast and Slow Fading
Based on how rapidly the transmitted baseband signal changes as compared
to the rate of the channel, channel can be classified as a slow fading (time flat
fading) and fast fading (time selective fading).
Slow fading : In this case, the channel impulse response changes at much slower
rate than the transmitted baseband signal where the channel can be assumed
to be static over one or several reciprocal bandwidth intervals which implies
that symbol duration is much less than the coherence time TS << TC . In
frequency domain, this implies that the Doppler spread BD of the channel is
much less than the bandwidth of the baseband signal BS >> BD.
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Fast fading : A signal undergoes fast fading when the channel impulse response
changes rapidly with the symbol duration. In this scenario, the coherence time
of the channel is smaller than the symbol period of the transmitted signal
TS > TC . In frequency domain, this phenomena causes frequency disoperation
due to doppler spreading which leads to signal distortion BS < BD.
• Angle Spread: Space Selective Fading
Angle spread at the receiver refers to spreads ∆ of the angle of arrival (AOAs),
θ, components at the receive antenna)or directional of arrival (DOA) of the
multi-path components P (θ). Similarly, we treat angle spread as delay spread
with the only difference being that instead of τ we use θ. To measure the
fading behavior we use a coherent distance, Dc, which is the spatial separation
for which the autocorrelation coefficient of the spatial fading drops to 0.7 [51].
Angle spread induces space selective fading which means that signal amplitude
depends on the spatial location of the antenna. The coherence distance is
inversely proportional to the angle spread . The larger the angle spread, the
shorter the coherence distance.
Dc α
1
θRMS
(2.20)
where θRMS is the RMS angle spread. These angel are measured relative to
the first received signal at θ0 = 0. The RMS angle spread can be defined as
σθ =
√
θ2 − (θ)2 (2.21)
where
θ2 =
∑
l Pl(θl)θ
2
l∑
l Pl(θl)
(2.22)
Note that the value of Dc varies from λc = 10 to λc = 16 on a BS and λc = 3
to λc = 5 at the mobile.
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2.2 Cellular Environments
Any Cellular radio system consists of many fixed BSs that establish radio coverage ar-
eas(cells). Radio environments have extremely different geographical and electrical fea-
tures, which in turn lead to different propagation mechanisms. The specific channel model
used in various system analysis is directly dependent on the type of environment in which
the performance of the system is to be measured. There are three types of environments,
namely Picocell, Macrocell, and Microcell, which describe the environment conditions the
communication system is being subjected to.The spatial parameters are the function of
two major aspects including:
• Local scattering which refers to the scatterers in the near vicinity of the MS. The
scatterers are assumed to re-radiate fading signals away from MS in all direction.
• Remote scattering results from dominant distance scatterers structures which are
ar from both BS and MS. This types of scattering can occur in hilly and suburban
areas.
• Object which refers to an intervening obstacle such as a scatterer or reflector that
interacts with the signal to alter it direction and significantly influence the power
arriving at the receivers.
On the other hand, there would still be variability within the above mentioned cat-
egories due to other factors such as difference in antenna heights, number of users and
distance between them and the density of scatterers.
1. Picocell Environment
An indoor environment e.g. (offices, and factory halls) is an example of picocell,
where BS and MS are surrounded by scatterers and they are a few meters apart.
The antenna heights are relatively low and scatterers are assumed to exist near BS
and MS. Wireless Local Areas Network (WLAN) is a practical example of picocell
environment.
2. Microcell Environment
The Microcell environment stipulates that the all of the multipaths originate close
to the MS and BS, where the BS is sufficiently remote on a flat plane and where
there are few scatterers in it’s vicinity. The antenna heights are relatively low
and multipath scattering is assumed near BS. However, BS is surrounded by less
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scattering points compared to MS. Examples of microcell environments corresponds
mostly to streets, shopping malls, busy roads, and downtown areas.
3. Macrocell Environment
In the macrocell environment, BS and MS are usually located far apart where the
BS often refers to BS locations over rooftops. The BS antenna height is relatively
greater than the surrounding scatterers/building and therefore no scatterers are in
the vicinity of BS. The received signal at BS results predominantly form the local
scattering process in the vicinity of MS and the distance scattering process in the
transmission path between BS and MS.
2.3 Physical Spatial Channel Modelling
Channel modelling plays an important and a crucial role in the design, analysis, and imple-
mentation of communication systems. Before multiple antennas concepts can take place in
modern wireless communication systems, classical channel models have focused mainly on
the modelling of temporal characteristics including fading signal envelops, Doppler shifts
of received signals and received power distributions. A new spatial dimension has been
introduced to channel modelling with the use of spatial diversity (smart antennas). The
MIMO modelling is classified into two models , namely, physical models and analytical
models. Physical model characterize an environment on the basis of electromagnetic wave
propagation travelling between the transmit antenna to the receive antenna. Physical
MIMO channel models can be further classified into deterministic models, geometry based
stochastic models and non-geometric stochastic models, In this thesis, we consider only
geometry-based stochastic channels models, where in this scenario, the impulse response
is characterized by the laws of wave propagation applied to transmit and receive anten-
nas, and scatter geometries which are chosen in a random way. However, geometry based
models are determined by the scatterer locations. Two scenarios have been investigated
which are single bounce scattering and multiple bounce scattering. The models discussed
thesis are based on single bounce concepts. The most commonly used models are based
on the assumption that wave propagation between transmitter and receiver takes place via
single scattering of intervening obstacles. These models describe the statistical probability
of the spatial location which are based on a distribution density prediction. These models
are known as Geometrical Based Single Bounce Models (GBSBMs). In this case the signal
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Figure 2.5: Circular Model
Figure 2.6: Elliptical Model
is incident on an obstacle whose dimensions of the actual obstacle facet that the signal
hits, is smaller than wave length of the signal itself. The point of the obstacles is then
predicted to re-radiate the signal in all directions away from the scatterer. The scatterer
is characterized by a scattering coefficient that is directly related to the path loss that
occurs on the signal as a result of the scattering. Of particular relevance to this thesis
is the recently proposed GBSBM’s for micro and macro-cell environments. Each of the
respective authors have investigated their models and explained in detail the theoretical
predictions of such models. The scatterers locations of the GBSBM models considered in
this thesis can further be subdivided into two categories based on the geometrical limits
of the location of scatterers which are circular and elliptical models as depicted in figure
(2.5) and (2.6), respectively.
The circular model assumes that the scatterers are located within a circular region
around the mobile station. This model assumes that the probability of the occurrence of a
scatterer outside the scatterer limit is zero. On the other hand, an elliptical model stipulate
that all effective scatterers occur within an ellipse which has its foci centered at each of
the MS and BS. This model assumes that the probability of the occurrence of a scatterer
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outside ellipse is zero. The shape of scattering region and the distribution of the scatterers
within that region are two most important concepts in multipath propagating modelling.
In regards to the distribution of the scatterers within a particular region, there are two
popular examples, namely, circular scattering model (CSM)[11] and elliptical scattering
model [9]. CSM model assumes uniformly distributed scattering within a circular way for
a macrocell environment. Whereas (ESM) assumes the scatterers are uniformly distributed
within an elliptical region for macrocell, microcell, and picocell. On the other hand, the
Gaussian scattering density model (GSDM) is an example of the shape of scattering region,
where it assumes Gaussian distribution of the scattering points around MS and can be
applied to all type of cellular environments. The GSDM assumes unbounded scatterers
whereas both CSM and ESM assume bounded scatterers. Bounded models like CSM and
ESM have been modelled based on single bounce model. Geometrical base single bounce
macrocell channel model can be applied to both CSM and ESM. The main assumptions
of GBSBM can be summarized as follows; the signals received at the BS are assumed to
place waves arriving from the horizon and hence the DOA calculation includes only the
azimuthal coordinate and scatterers lie within a circular ring with a radius R around the
mobile. For a macrocell environment, the antenna height must be assumed to be relatively
large, resulting in no scatterers around the BS (R < D), where D is the distance between
the MS and BS. In addition to that, scatterers are omni-directional, re-radiating elements,
whereby the place wave on arrival is reflected directly to the MS without the influence
from the other scatterers.
On the other hand, analytical channel models take part in our contribution to the
thesis. Analytical channel models characterize the impulse response of the channel be-
tween the transmit and receive antennas in a mathematical form. The analytical models
can be further split into two subclass models, namely, propagation-motivated models and
correlation-based models. The first subclass can be subdivided into three models and there
are finite scatterer model, the maximum entropy model, and the virtual channel repre-
sentation. The second subclass models of characterize the MIMO channel statistically in
terms of the correlation including the Kronecker model and the Weichlberger model.
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2.4 Mitigation Techniques to Multipath Fading
An efficient way to combat multi-path fading and dramatically improve the system perfor-
mance over fading channel is diversity. By applying diversity methods, a multiple copies
of transmitted signal can be sent over fading channels and combine with the receiver to
maximize the power of received signal. The main principle of diversity is to ensure that
the same information reaches the receiver on statistically independent channels. As the
signal are statically independent, the probability that antennas are in a fading dip simulta-
neously is low which lower than the probability that one antenna is in a fading dip. There
are different forms of diversity that are traditionally exploited in communication systems,
such as time diversity, frequency diversity, and space diversity. We briefly describe each of
these techniques in the following.
2.4.1 Time Diversity
One of the earliest form of diversity techniques is the well-known channel coding schemes
and sometimes referred to as error correction schemes. Time diversity uses a method of
spreading information data or to transmit the same data into different slots with a time
delay of one channel coherence time to create a scenario where the same information data
can experience independent channel fading. So the receiver can receive uncorrelated signal
repetitions that will provide performance improvement due to diversity. A coding technique
is used to achieve time diversity, redundant bits are added to the information data used
with interleaving to spread the data to reassure the channel fading gains for different time
slots are not correlated [49].
2.4.2 Frequency Diversity
In this technique, the transmitter provides the receiver with replicas of the transmitted
signal in the form of redundancy in frequency domain. This is applicable in the case where
the coherence bandwidth of the channel is small compared with the bandwidth of the
signal (frequency selective channel). Examples of wireless systems that are designed to
utilize frequency diversity are orthogonal frequency division multiplexing (OFDM), mul-
ticarrier code division multiplex access (MC-CDMA), frequency hopping CDMA (FH-
CDMA), CDMA-OFDM, and adaptive modulation (also known as adaptive bit and power
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Figure 2.7: Selection Combining system
allocation) scheme.
2.4.3 Spatial Diversity
Another approach to achieve diversity is to use multiple antennas to receive multiple copies
of the transmitted signal in multipath channels and provide redundancy in the spatial
domain. One major advantage of this scheme is that it does not require pre-processing at
the transmitter and requires a low complexity combiner is needed at the receiver. Most
importantly antennas should be spaced far enough apart so that different received copies
of the signal undergo independent fading. Spatial diversity can be employed to combat
both frequency selective fading and time selective channel. A system that employs multiple
antennas at both transmitter and receiver is now termed as Multiple Input Multiple Output
(MIMO) system. It can easily be shown that diversity is an efficient way to combat
fading channels in addition to providing diversity (improvement of reliability), and provide
additional degree of freedom (increase of capacity) for communication [16], [53] and [55]. In
a broad sense, the spatial diversity can be classified into two categories: transmit diversity
and receive diversity.
• Receiver Diversity
1. Selection Combiner
Basically, diversity techniques can improve system performance over a fading
channel by changing its statistical characteristics. A single input single output
(SISO) relation over a slow flat fading channel can be expressed as
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y[m] = hx[m] + w[m], (2.23)
Equation 2.24 can be written for a single input multiple output (SIMO) channel
with a selection combiner at the receiver using L receive antennas as shown in
figure (2.7). The received signal of the lth diversity branch is defined as
yl[m] = hlx[m] + wl[m], l = 1, 2, ..., L (2.24)
where hl = αl exp(jθl) is i.i.d, αl = |hl| follows Rayleigh distribution and α2
is exponentially distributed. Let γi denote the instantaneous signal-to-noise
ratio measured at the lth receive antennas [50]. We represent γi as
γi =
Eb
N0
α2 l = 1, 2, ..., L (2.25)
where Eb is energy bit and N0 is the one-sided noise spectral density. We
consider all branches have the same statistical properties (for examples, wl=w,
γi=γ). The probability density function of the random variables Γl of each
branch can be expressed as [50]
pΓl
(
γl
)
=
1
γ
exp
(−γl
γ
)
l = 1, 2, .., L. (2.26)
where γ is the average SNR. The cumulative distribution function CDF of Γ
is
PΓ(γsc) =
L∏
i=1
(
γl < γsc
)
=
L∏
i=1
[
1− exp (−γsc
γ
)]
(2.27)
By differentiating (2.27) relative to γsc yields the the probability distribution
function of Γsc as [50]
pΓ
(
γsc
)
=
L
γ
exp
(− γsc
γ
)[
1− exp (− γsc
γ
)]L−1
(2.28)
In figure (2.8), we plot the bit error rate (BER) versus the average SNR per
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Figure 2.8: The performance of selection combiner for arbitrary number of receiver antennas L
receiver antenna. The figure shows that the advantage of selection diversity
becomes evident. In case of OFDM reception, the selection combining can be
separated into two different techniques, namely antenna selection combining
(ASC) and subcarrier selection combining (SSC).
2. Maximal Ratio Combiner
AMaximal Ratio Combiner (MRC) is the optimal combining scheme, however,
it comes at the expense of complexity since MRC requires knowledge of all
channel parameters. The output of (MRC) is the weighted sum of all branches
as shown in figure (2.9). So the instantaneous output SNR of the combiner is
given by[50]
γmrc =
L∑
l=1
γl (2.29)
To obtain the distribution of γmrc, we take the product of the exponential mo-
ment generating function or characteristic functions. Assuming i.i.d Rayleigh
fading on each branch with an equal average branch γmrc, the distribution
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Figure 2.9: Maximal Ratio Combining system
of γmrc us χ2 with 2L degrees of freedom, expected values γmrc = Lγ and
variance 2Lγ. The distribution of γmrc can be expressed as
pΓ(γmrc) =
1
Γ(L)
(−γL−1mrc
γL
)
exp
(
− γmrc
γ
)
, γmrc ≥ 0 (2.30)
The corresponding outage probability for a given threshold γ0 is given by
Pout = p(Γ < γ0) =
∫ γ0
0
pΓ(γ)dγ = 1−exp
(− γ0
γ
) L∑
k=1
1
Γ(k)
(γ0
γ
)k−1 (2.31)
Figure (2.10) shows the performance of MRC for an arbitrary number of receive
antennas in terms of BER versus average SNR per receive antenna. From the
same figure, it can be observed that MRC outperforms SC.
3. Equal Gain Combiner
Equal Gain Combiner (EGC) does not require knowledge of the time varying
SNR on each branch which make it easier to implement than MRC. The sim-
plicity of EGC can be utilized by co-phasing the singles on each branch and
combining them with equal weighting. For EGC, the SNR of the combiner
output is [50]:
γEGC =
(∑L
n=1
√
γn
)
L
(2.32)
The distribution of EGC γEGC does not exist in closed form. Assuming that
noise levels are the same on all the diversity branches, the mean SNR of the
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Figure 2.10: The performance of Maximal-Ratio Combiner for arbitrary number of receiver an-
tennas L
combiner can be expressed as follows:
γEGC = γ
(
1 + (L− 1)pi
4
)
(2.33)
In terms of mean SNR, it is quite remarkable that EGC performs worse than
MRC by only factor pi/4.
4. Generalized Selection Combiner
This combining scheme is a combination of SC and MRC. It is a compromise
technique where the best LB out of L antenna signals are chosen as depicted
in figure (2.11). This scheme can reduce the radio frequency (RF) chains
from L to LB which leads to less complexity and significant savings. The
instantaneous output SNR GSC is mathematically challenging and the major
different from MRC is that γGSCLB are ordered SNRs to select the highest ones
which leads to different performance and mathematical derivations. Both SC
and MRC are limiting cases of GSC with LB = 1 and LB = L, respectively.
The SNR output of the combiner output is given by
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Figure 2.11: Generalized Selection Combiner system
γGSC =
LB∑
n=1
γn (2.34)
The mean and variance of γGSC can be found as
γGSC = Lb
(
1 +
L∑
n=LB+1
1
n
)
γ. (2.35)
and
γGSC = Lb
(
1 +
L∑
n=LB+1
1
n2
)
γ2. (2.36)
• Transmit Diversity
S. M. Alamouti proposed a simple transmit diversity technique [14]. Alamouti’s new
simple scheme uses two transmit antenna and a maximum likehood decoding (MLD) which
achieves a full diversity rate. The encoding and decoding operation is carried out in sets
of two modulated symbols. The data bits are first modulated and mapped into their
corresponding constellation points. In the first transmission period, transmit antenna 0
and transmit 1 transmit signals s0 and s1 respectively. Then in the next period, signals
-s∗1 and s∗0 are transmitted from transmit antenna 0 and transmit antenna 1 respectively,
where ∗ is a complex conjugate operation. The space-time encoding mapping of Alamouti’s
two branch transmit diversity as shown in figure (2.12) technique can be represented by
the coding matrix as follows [14]
r0
r1
 =
 s0 s1
−s∗1 s∗0
×
h0
h1
+
w0
w1

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The decoding operation assumes that fading channel coefficients during the two consecu-
Figure 2.12: A Block diagram of the Alamouti scheme encoder
tive transmission time periods remain constant. Let us denote h0(t) and h1(t) as a fading
coefficients transmit antenna 0 and transmit antenna 1 to receive antenna 0 at time t
respectively. The channel coefficients can be written as
h0(t) = h0(t+ T ) = h0 = α0ejθ
h1(t) = h1(t+ T ) = h1 = α0ejθ (2.37)
Hence, the received single at receive antenna during the two time instances t and t+T
are r0 and r1. The received signals satisfy the equations [14]:
r0 = h0s0 + h1s1 + w0
r1 = −h0s∗1 + h1s∗0 + w1 (2.38)
The Additive White Gaussian Noise (AWGN) components added at receive antenna during
the time periods t and t + T are denoted w0 and w1, respectively. The decoding process
is simple and requires signal combining and a maximum likelihood liner decoding. The
fading components are considered perfectly known at the receiver. The combining process
is carried out by linearly transforming the received signal vector as shown in figure (2.13),
the output of the combiner can be expressed as:
s˜0 = h∗0r0 + h1r
∗
1 = (α
2
0 + α
2
1)s0 + h
∗
0w0 + h1w
∗
1
s˜1 = h∗1r0 − h0r∗1 = (α20 + α21)s1 + h0w∗0 + h∗1w1 (2.39)
In addition, if all the constellation symbols have equal energies, for example, PSK, the
maximum likelihood detector will choose signals s0 and s1 by applying the decision matrix
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s˜0 = argmaxs0∈S
[
d2(s˜0, ŝ0)
]
s˜1 = argmaxs1∈S
[
d2(s˜1, ŝ1)
]
(2.40)
The Alamouti scheme can achieve a full diversity order of 2L with an arbitrary number
Figure 2.13: Two branch transmit diversity scheme with one receiver
of receive antennas L. If multiple-element array is used at the receiver, the decoding of
s0 consists of finding the closest symbol to s˜0 in the constellation which can be expressed
follows:
∣∣∣∣∣
[ L∑
j=1
r0(j)h∗0(j) + r
∗
1(j)h1(j)
]
− s0
∣∣∣∣∣
2
−
(
− 1 +
L∑
j=1
2∑
i=1
|hi(j)|2
)∣∣s0∣∣2 (2.41)
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and ∣∣∣∣∣
[ L∑
j=1
r0(j)h∗0(j) + r
∗
1(j)h1(j)
]
− s1
∣∣∣∣∣
2
−
(
− 1 +
L∑
j=1
2∑
i=1
|hi(j)|2
)∣∣s1∣∣2 (2.42)
for s1 detection. Inspired by Alamouti simple and effective coding scheme, Tarokh et
al. in [19] established another space-time block coding scheme by applying the theory of
orthogonal design to generate output codeword matrices that can be used for systems with
more than two transmit antennas, termed orthogonal space-time block coding (OSTBC).
Let N denotes the number of transmit antenna and T is the symbol intervals. We construct
N×T OSTBC encoded output codeword matrix as termed C where the rows represent the
transmitted signals using the N antennas over T symbol interval. According to generalized
complex orthogonal Design, the OSTBC encoding matrix of a data set {s1, ..., snl} can be
constructed as follows
C =
nl∑
n=1
(
snAn + s∗nBn
)
(2.43)
where {A,B} are designed matrices to satisfy the orthogonality condition in [19] such that
CC∗ =
(|s1|2, |s2|2, |s3|2, ..., |snl |2)IN (2.44)
where IN is N ×N identity matrix. The OSTBC encoding matrices can be given [19] for
different numbers of antennas and rates. For N = 3 and N = 4, the OSTBC encoding
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matrices for rate 1/2 can be constructed as follows respectively [19]:
G3 =

s1 s2 s3
−s2 s1 −s4
−s3 s4 s1
−s4 s3 s2
s∗1 s∗2 s∗3
−s∗2 s∗1 −s∗4
−s∗3 s4∗ s∗1
−s∗4 −s∗3 s∗2

G4 =

s1 s2 s3 s4
−s2 s1 −s4 s3
−s3 s4 s1 −s2
−s4 s3 s2 s1
s∗1 s∗2 s∗3 s∗3
−s∗2 s∗1 −s∗4 s∗3
−s∗3 s4∗ s∗1 −s∗2
−s∗4 −s∗3 s∗2 s∗1

It is natural to ask for higher rates than 1/2 when designing generalized complex linear
processing orthogonal designs for transmission with N antennas. For N = 3 and N = 4,
rate 3/4 generalized complex linear processing orthogonal designs are given by [19]
H3 =

s1 s2
s3√
(2)
−s2 s∗1 s3√(2)
s∗3√
(2)
s∗3√
(2)
−s1−s∗1+s2−s∗2
2
s∗3√
(2)
− s∗3√
(2)
s2−s∗2+s1−s∗1
2

;
H4 =

s1 s2
s3√
(2)
s3√
(2)
−s2 s∗1 s3√(2) −
s3√
(2)
s∗3√
(2)
s∗3√
(2)
−s1−s∗1+s2−s∗2
2
s2−s∗2+s1−s∗1
2
s∗3√
(2)
− s∗3√
(2)
s2−s∗2+s1−s∗1
2
−s1−s∗1+s2−s∗2
2

Figure 2.15 depicts the symbol error rate employs 4PSK constellation and the codes
G2, G3, and G4 for 1/2 rate. With simple encoding and decoding algorithms, space time
block codes can achieve a maximum diversity order of NL in frequency-flat channels.
However, they do not provide any coding gain and expand bandwidth when the number of
antenna is greater than two. Tarokh et al. proposed a different space-time coding scheme
called space time trellis coding (STTC) where its codeword construction is based on rank
and determinant design criteria to provide a maximum diversity and coding gain. The
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STTC system performance improvement is dominated by the diversity gain determined
by the rank of certain matrices and the coding gain determined by the determinant of
these matrices. As STTC possess both diversity and coding gain, however, it is complex
to decode as maximum likelihood sequence estimation is required.
The OFDM modulation converts the frequency selective channel to frequency flat chan-
nels, so that STBC algorithm proposed can be applied to each flat fading subchannel over
two consecutive OFDM symbols. There has been an enormous amounts of study and
effort put into developing diversity gain schemes for broadband OFDM systems. Based
on [14], [56] applied transmit diversity scheme to OFDM system with two transmit (Tx)
antennas and one receive (Rx) antenna. It was demonstrated that although this scheme
has low complexity and is easy to implement, it provides considerable improvements in
performance without any bandwidth expansion. For severe frequency selective scenarios,
space-frequency coding (SFC) is actual implementation of Alamouti scheme [14] on OFDM
subcarrier basis, where adjacent subcarriers are coded in a similar fashion as it is done in
STBC between two complete OFDM symbols [57] [58]. In order to maximize the diversity
gain of diversity coding scheme, encoding across all the space, time, frequency domains of
OFDM system [59] [114] [61] .
2.5 Capacity of MIMO Systems in Fading Channels
Many performance studies of wireless systems employing multi-element antennas at both
ends of the communication link have been investigated. Channel modelling and capacity
analysis of MIMO systems are attracting great interest. MIMO system can provide a
diversity gain and a power gain. With the MIMO channel having both multiple transmit
and receive antennas, a degree of freedom can be achieved. This is achieved by spatially
multiplexing several data streams onto the MIMO channel and consequential capacity
increase. In a variety of published a up to date literature,it has shown large gains in
capacity improvement can be obtained in MIMO systems when compared to traditional
system SISO [16][53]. Narrowband time-invariant wireless channel with Nt transmit and
Nr receive antennas can be described by an Nr ×Nt matrix H. For wideband system, the
multipath characteristics of the environment causes the MIMO channel to be frequency-
selective. Assuming that the transmission occurs with coherence time Tc, the MIMO
channel is considered to be time-invariant frequency-selective. An appropriate OFDM
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Figure 2.14: SER vs. SNR (dB) for QPSK OSTBC system with different numbers of transmit
antennas.
transmission and reception scheme can transform this frequency-selective MIMO channel
into a set of parallel frequency-flat MIMO channels. The received antennas and the input-
output relationship between r and x can be expressed as
r =
√
εs
Nt
Hx+w (2.45)
where εs is the total symbol energy at the transmitter. x ∈ CNt , y ∈ CNr and w ∼
CN (0, N0INr) denote the transmitted signal, receiver signal, white Gaussian noise with
zero mean and unit variance respectively. The MIMO channel converted into equivalent
parallel channels Singular Value Decomposition (SVD). By applying the SVD on H yields
H = UΛV∗, where U and V∗ are unitary and Λ ∈ RNr×Nt is a rectangular matrix whose
diagonal elements are non-negative real numbers and whose off-diagonal elements are zero,
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i.e., Λ = diag
(
λ1, λ2, . . . , λNmin , 0, . . . , 0
)
, where Nmin = min(Nt, Nr)
r =
√
εs
Nt
UΛV∗x+w
rU∗ =
√
εs
Nt
ΛV∗x+wU∗
r˜ =
√
εs
Nt
Λx˜+ w˜ (2.46)
Since U is unitary, w˜ has the same distribution as w. The Shannon capacity of a MIMO
system is given by maximum mutual information (in bits/sec/Hz) between the 1 × Nr
received vector r and the 1×Nt transmitted vector x as
I =
Nr∏
i=1
log2
(
1 +
γ
Nr
λi
)
=
Nr∑
i=1
log2
(
1 +
γ
Nt
λi
)
, (2.47)
where γ = ε/σ2n is the average SNR at the received antennas and σ2n variance. The λi can
be easily proved to be eigenvalue of HHH . From the definition of eigenvalue, we know
Nr∏
i
(
λ− λi
)
= det
(
λINr −HHH
)
(2.48)
Let λ = −NTγ , (2.48) can be manipulated to the form
Nr∏
i
(
1 +
γ
Nt
λi
)
= det
(
INr +
γ
Nt
HHH
)
(2.49)
Combining (2.48) and (2.49) yielding the mutual information of MIMO
I = log2 det(INr +
γ
Nt
HHH) (2.50)
If signal transmission is spanned over an infinite number of independent fading blocks,
the Shannon capacity can be referred to as average capacity or ergodic capacity and it is
given
C = E
[
I
]
(2.51)
The ergodic capacity might be described for three cases, namely, fading coefficients
known at receiver only, fading coefficients known at both transmitter and receiver, and
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fading coefficients known neither transmission nor receiver. However, perfect knowledge of
the fading coefficients is often called channel side information (CSI).
In the first case, we consider H as Independent and Identically Distributed (i.i.d) as
H ∼ Nn,m(0, In ⊗ Im). Let n = min(Nt, Nr) and m = max(Nt, Nr), the ergodic capacity
of uncorrelated MIMO system is given by
C = E[log2 det(In +
γ
m
λi)] =
∫ ∞
0
ln(1 +
γ
m
λ)p(λ)dλ (2.52)
Since H is a random, λi is also random variable. Assuming H is uncorrelated, the distri-
bution of HHH follows Wishart form [77] . The joint distribution of λ of an unordered
eigenvalue of HHH is given by [15]
pλ(λ) =
1
n
n−1∑
i=0
i!λn−m
(n−m+ i)! [L
n−m
i ]
2 (2.53)
where Lαj (x) is the Laguerre polynomial of order j which defined as
Lαj (x) =
1
j!
exxα
dj
dxj
(exxj+α)
=
j∑
l=0
(−1)l
(
j + α
j − l
)
xl
l!
(2.54)
and
[Ln−mi ]
2 =
Γ(n−m+ i)
22i−1i!
i∑
j=0
(
2i−2j
i−j
)
(2j)!
j!Γ(n−m+ j + 1)L
2(n−m)
2j (2λ) (2.55)
By substituting (2.54) into (2.55), it yields
[Ln−mi ]
2 =
Γ(n−m+ i)
22i−1i!
i∑
j=0
(
2i−2j
i−j
)
(2j)!
j!Γ(n−m+ j + 1)
2j∑
l=0
(−1)l
(
2j + 2n− 2m
2j − l
)
2λl
l!
(2.56)
Chapter 2. Overview of Wireless Radio Channels and MIMO Systems 43
0 5 10 15 20 25 30
0
10
20
30
40
50
60
70
80
SNR(dB)
Er
go
di
c 
ca
pa
ci
ty
(b
ps
/H
z)
Monte Carlo m=2 n=3
Monte Carlo m=4 n=6
Monte Carlo m=6 n=9
Monte Carlo m=8 n=12
Monte Carlo m=10 n=15
Figure 2.15: Capacity vs. SNR (dB) for a MIMO system.
The density function of unordered eigenvalue λ can be written in a final form as follows
pλ(λ) =
1
n
n−1∑
i=0
i∑
j=0
2j∑
l=0
{ (−1)
l(2j)!
22i−1j!l!(n−m+ i)!(
2i− 2j
i− j
)(
2j + 2n− 2m
2j − l
)
λn−m+le−λ} (2.57)
Expressing the pλ(λ) in a final form by isolating the terms are not function of λ, these
terms can be represented as variable β, it is given by
β =
1
n
n−1∑
i=0
i∑
j=0
2j∑
l=0
(−1)l(2j)!
22i−1j!l!(n−m+ i)!
(
2i− 2j
i− j
)(
2j + 2n− 2m
2j − l
)
(2.58)
The ergodic capacity can evaluated as follows
C = β(n−m+ l)! exp
(
γ
m
) n−m+l∑
i=0
Ei+1
(
m
γ
)
(2.59)
where En(z) = zn−1Γ(1− n, z) is the exponential integral function of order n.
In many practical situations, the i.i.d assumption is not valid because of the correlation
at the radio link imposed by the scatterers environment (due to insufficient angular spread)
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or spacial correlation (due to small space among antennas). For correlated fading channels,
no exact closed form is available for the capacity. Instead, approximation forms of capacity
were derived using different type of inequalities to obtain the upper and lower bounds. In
[63], Oyman et al. exploit both Minkowski and convexity inequalities to establish a lower
bound of capacity. In [64], Loyka et al. derived an upper bound by invoking concavity
inequity. In [66], Shin et al derived a tight upper bound taking into account a realistic
propagation environment using Jensen’s inequality,the principle of minor determinant ex-
pansion for the characteristic polynomial of a matrix and the Binet-Cauchy formula for
determinant of a product matrix. The theory of random matrices has received immense
attention over the last century. Wishart distribution was the beginning of the matric the-
ory era. Rao [68] showed that Wishart distribution of covariance matrix of samples follows
a multivariate Gaussian distribution can be considered to be a multivariate extension of
chi square distribution. In [69], the ergodic capacity of semi correlation is evaluated by
resorting to bounding techniques and by extending Rao’s work to complex variables and
then apply the result to the determinant and Jensen’s inequality. It is well known that
the fading and spatial correlation reduces the Rayleigh MIMO capacity [62]. In many
practical real channels, Line Of Site (LOS) exists between transmitter and receiver where
the channels are characterized by a deterministic (LOS). In such scenarios, Rician fading
cases hold where the channel gains are characterized with a non-zero mean. It has been
shown that the existence of LOS reduces the rank of MIMO channel realization. Several
analytical results were provided for uncorrelated case [70] [164]. Upper bounds on the
ergodic capacity have been investigated using Monte Carlo methods. For high Signal to
Noise Ratio (SNR), lower bounds were derived. Analytical method relying on the Gaus-
sian approximation has been proposed based on numerical simulation to estimate the mean
and the variance [72]. Delicate work in [73] has obtained a generic procedure for tightly
bounding capacity for semi-correlated Rician fading channel assuming rank-1 channel mean
matrices. Shi Jin [74] al et. derived new upper and lower bounds which are tighter than
previously reported bounds. The same author derived explicit expression for the expected
values of the determinant (used for the upper bound) and log-determinant (for the lower
bound) of complex noncentral Wishart matrices. A complex noncentral Wishart matrix
includes complex multivariate gamma function and hypergeometric function with matrix
argument. A hypergeometric function is defined in terms of Zonal Polynomials which are
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therefore difficult to evaluate . Complex Wishart matrices are studied in [76][77][78]. In
[75] the results were derived for arbitrary mean rank. The author obtained the ergodic
capacity for double-correlated Rician Channels. The ergodic capacity bounds in Rician
MIMO channels with arbitrary rank were expressed in terms of Hayakawa polynomials
which was unfortunately difficult to calculate.
Chapter 3
A Space-Time MIMO Channel Model for
Macrocell Mobile Environment
3.1 Introduction
In this chapter, we present a multiple-input multiple-output (MIMO) space-time geomet-
rical channel model with hyperbolically distributed scatterers for a macrocell mobile en-
vironment. The model is based on a one-ring scattering assumption. This MIMO model
provides statistics of the time of arrival (TOA) and direction of arrival (DOA). It is as-
sumed that there is (LOS) between the transmitter and the receiver, and that the scatterers
around the Mobile Station (MS) are arranged in a circular way. The Temporal Autocorre-
lation Function (ACF) and spatial Cross-Correlation Function (CCF) are presented, and
the model is examined under different mobile environments, physical parameters (such as
the scatterers’ distribution), and system parameters (such as the antenna spacing). The
transmitter motion is considered.
Nowadays the demand for high data rates has increased for transmission systems.
Therefore,attention has been paid to Multiple-Input Multiple-Output (MIMO) broadband
wireless system. The MIMO channel can be seen as parallel spatial sub-channels that allow
the transmission of parallel data streams. Deploying multiple antennas at both transmitter
and receiver increases the capacity linearly with the number of spatial sub-channels via
potential decorrelation between the subchannel[16],[15]. The MIMO channel can provide
a diversity gain, an array gain, and an interference cancelling gain. These gains can be
achieved using spatial multiplexing algorithms (example "BLAST") and Space Time block
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coding (STBC) [13][14][19][79]. Channel modelling plays very important role in mobile
communication system design. Mostly, all wireless digital communications require infor-
mation about the propagation electromagnetic waves. The channel can be considered as
a wideband or a narrowband model. The wideband model treats the propagation chan-
nel as frequency-selective, which means that different frequency sub-bands have different
channel responses, while the narrowband models assume that the channel has a frequency
non-selective fading [80].
There are many parameters that describe the channel model such as received signal
strength, Doppler spectra and power delay profiles (PDP). A statistical channel parameters
is required such as Direction of Arrival (DOA) and Time of Arrival (TOA) of the multipath
components. On the other hand, scalar stochastic channel models which provide time
variant fading are not directly applicable for systems with multiple antennas [62],[81]. For
this reason, spatial channel modelling is required to characterize the space and time-variant
effects of the mobile radio channel. Surprisingly, the simulation of MIMO propagation
systems can assist in the choice of an efficient modulation scheme under different scenarios.
Generally, the MIMO channel modelling can be categorized into two models: physi-
cal and analytical models. The physical model characterizes the channel propagation by
describing the directional multipths impulses between the transmitter and the receiver.
The propagation wave can be described by parameters like the complex amplitude, Direc-
tional of Departure (DOD),DOA, and delay of each multi-path. In this model, the wave
propagations are independent of antenna configurations including array geometry, num-
ber of antennas and polarizations. Furthermore, the physical model can be divided into
three different models: deterministic model, Geometry based stochastic model and Non
geometric stochastic models. The deterministic model describes the propagation param-
eters in a deterministic way like ray tracing [80]. The Geometry based stochastic model
selects the scatterer locations in a stochastic way, where, the propagation wave can result
from a single bounce or double bounce between the transmit antennas and receive anten-
nas. In this chapter, the MIMO channel model follows single bounce geometrical based
stochastic model. Currently there are few models based on geometrical distributions of
scatterers and it is assumed that the channel wave between transmit and receive antennas
is propagating through a single bounce scattering and there is no refraction and diffraction
which is known as Geometrical Based Single Bounce (GBSB) models, namely, uniform
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model [87], circular model [88], elliptical model [86], and the ring model [107]. In [88], the
scatterer is assumed constant within a circular area around the mobile station (MS) and
in [86] the scatter density is assumed to be distributed uniformly within an ellipse. The
third category of a physical model is non geometric stochastic model (for example, Salah
model) which determines physical parameters in a random way without considering an
underlying geometry. Analytical models, on the other hand, mathematically describe the
impulse response between individual transmit and receive antenna. The impulse reponse
divided into two models, propagation motivated models and correlation based models. In
the propagation model, the channel matrix via propagation parameters is modelled into
finite scatterers model, the maximum entropy model and the virtual channel model. In
contrary, the MIMO channel matrix in correlation based models characterize the channel
matrix statistically based on the correlation between the matrix entries.
The chapter is organized as follows: In Section 3.2, we present a general description.
It is assumed that scatterers are distributed in a circle around the mobile station (MS),
whereby the distance between the scatterers and MS follows a hyperbolic distribution. The
channel parameters (i.e., PDP, DOA and TOA) are derived from the hyperbolic distribu-
tion. In Section 3.3, we present the MIMO geometrical model. It is assumed that MS is
located at the transmitter and the angle of departure is distributed uniformly over (0, 2pi).
It is considered that the spatial correlation at the transmitter and receiver is separable.
Therefore, the channel correlation follows the Kronecker model. Results are presented and
discussed in Section 3.5. The main outcomes of the chapter are summarized in Section 3.6.
3.2 Geometrical-Based Hyperbolic Channel Model
Each channel has different multipaths which can be modelled by its dominant path that
represent the maximum energy of a path cluster. In this section, Multiple antennas will be
deployed at both ends. For each multipath component, DOD and DOA are defined with
respect to the proposed model. A geometrical-based macrocell channel (GBMC) is used
in [81],[82] based on the following assumptions:
• There is no LOS between mobile and base station for the macro-cell environments.
• Signals received at the Based Station (BS) propagate along the horizon and no
vertical components are involved
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• The channel wave is propagating through a single bounce scattering and there is no
refraction and diffraction waves occurring.
• Scatterers’ react as omni-directional re-radiation elements, whereby the plane wave
is reflected to the base station without any influence from other scatterers.
• It is assumed that there is no signal scattering around the base station. The antenna
heights which are relatively high and there is no signal scattering from locations near
the base station where R < D.
• This model assumes that the scatterers are arranged circularly around the mobile
where the distances between the mobile and scatterers are distributed hyperbolically
according to inverse-cosh-squared distribution.
The probability density function of the distance rk has the form
frk(rk) =

1
B cosh2(ark)
for 0 ≤ rk ≤ R
0 elsewhere
(3.1)
where R is the radius of the scatterers circle, a is the spread control parameter lies in the
interval (0,1) which controls the spread (standard deviation) of the scatterers around the
mobile. B is the normalization factor for the pdf which is given by
B =
∫ R
0
1
cosh2
= tanh(aR)/a (3.2)
Upon substituting (3.2) into (3.1), it yields the final pdf form of the hyperbolical distribu-
tion of the scatterers which is given by
frk(rk) =

a
tanh(aR) cosh2(ark)
for 0 ≤ rk ≤ R
0 elsewhere
(3.3)
This model provides the statistics of DOA, TOA, phase data and amplitude of the multi-
path components. Many scatterers are assumed to be located around the Mobile Station
(MS). A transmit signal from the mobile travels through a number of paths where the
number of paths can become very large if all possible paths are taken into account however
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from the practical point of view the paths that have high noise level will be neglected. The
received signal multipaths arrive at the receiver with different DOAs. In this Section DOA
and TOA will be derived based on GHSM model.
Figure 3.1: Geometry of the Hyperbolic Model.
Figure 3.1 shows a simple model representing one transmitter and one receiver. D is
the distance between the mobile and the base station, S is the scatterer, both x and y
represent the location of scatterer, φ is the angle of departure which is assumed to be
uniformly distributed over (0, 2pi). R is the radius of the ring D < R, and θ is direction of
arrival. The probability density of the angle of departure φ is
fφ(φk) =
1
2pi
for 0 ≤ φ ≤ 2pi (3.4)
By applying the law of cosine to the triangle MSB in Figure 3.1, both rk and φk can be
obtained from random variables x and y
rk =
1
a
arctan
[
x tanh(aR)
]
(3.5)
φk = 2piy (3.6)
The location of scatterer xk and yk can be obtained with respect to the angle of depar-
ture φk and the direction of scatterer rk. The distance between the scatterer and the base
station is given by
dk =
√
r2k +D
2 − 2rk cos(φk) (3.7)
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The total distance between the mobile and the base station is a summation of the two
paths from mobile to scatter rk and from the scatterer rk to the base station dk , these two
paths can be described by free space propagation models since no interfering factors are
considered in "single-bounce" models. After that, total delay path τk of the kth multipath
can be derived immediately from 3.4, 3.5 and 3.6; which has the following form
τ =
dk + rk
c
=
1
c
[
rk +
√
r2k +D
2 − 2rk − 2rk cos(φk)
]
(3.8)
This delay describes the time that has been taken to reach the receivers via a single
bounce. The direction of arrival θk of the kth multipath components is derived using
trigonometric functions which applied to the model in Figure. 3.1, the DOA is given by
θk =

arctan
(
rk sin
(
φk
)
D−rk cos
(
φk
)) for rk cos(φk) ≤ D
arctan
(
rk sin
(
φk
)
D−rk cos
(
φk
))+ pi for rk cos(φk) > D
(3.9)
The mean power of each multipath component depends on the multipaths delay τk
which is defined by a characteristic power delay profile (PDP); it is given by
P (τk) = Pref − 10 n log( τk
τref
) (3.10)
where n is the path loss exponent and Pref is reference power that is measured at a distance
dref from the transmitting antenna, Pref is given by
Pref = PT − 20 log
(
4pidreffc
c
)
(3.11)
where PT is the transmitted power in dB.
3.3 Geometrical MIMO Model
We consider a single user, point to point communication with N transmit antennas and
M receive antennas as shown in Figure 3.2 for the complex baseband system equation can
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generally be written as
y = Hx+ z (3.12)
where x is the transmit signal, y is the receive vector, and z refers for the complex envelope
of the Additive White Gaussian Noise (AWGN) with zero mean vector and the diagonal
covariance matric E[zzH ] = PzI where, Pz is the noise power and I is the identity matrix.
H ∈ CN×M is the channel matrix that contains coefficient between N transmit and M
receive antennas and all its entries are independently identically distributed (i.i.d) complex
Gaussian random variables. For simplicity, Uniform Linear Arrays (ULAs) are used as
antenna geometry as shown in Figure 3.3. The channel matrix can be described via steering
vector denoting where δTx and δRx are the antenna spacing at the transmitter and receiver,
respectively. They are given by
Figure 3.2: One-ring MIMO GHSM Channel Model
aT (φTx) =
1√
N
[
1, e
−j2piδTx
λ
sin(φTx), · · · , e−j2pi(N−1)δTxλ sin(φTx)
]
(3.13)
aR(θRx) =
1√
M
[
1, e
−j2piδR
λ
sin(θRx), · · · , e−j2pi(M−1)δRxλ sin(θRx)
]
(3.14)
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where aT (φTx) for (n = 1, ..., N) represents the steering vector for the transmitter array
Figure 3.3: Uniform Linear Array
to send a beam in the direction of φTx and aR (θRx) for (m = 1, ...,M) is the receive array
response due to appoint source in the direction of θRx. For each significant multi-path
component (MPC), the DOA and the DOD are defined with respect to the array and the
position of a dominant reflectors. DOD is modelled as a uniform random distribution in the
interval (0, 2pi]. This model referees to the physical model which is based on the channel
statistical characteristics. We assume there are L scatterers within one cluster between
the transmitter and the receiver and it is given by
hn,m(t) =
1√
L
L−1∑
l=0
√
P (τl)am(θlRx)a
H
n (φ
l
Tx)β
l
m,n(t) (3.15)
where P is the average power of the Lth scatterer and τl is the delay for the Lth scatterers.
The two array propagation phase shifts am(θRxl) and an(φTxl) refer to the spatial charac-
teristic of the fading process and βlm,n(t) is the temporal correlation characteristic of the
fast fading process.
βlm,n = α(t)e
j2pifd cos(φ
l
Tx−γ)t (3.16)
where α(t) is the attenuation of scatter which is assumed to be resulted from a random
process with variance σ = 1 and fd is the maximum frequency shift (Doppler Frequency)
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which is equal to fcv1/c. The Doppler Frequency is the relative motion between the mobile
(transmitter) and the base station (receiver) causing a shift in the frequency of the received
signal due to the Doppler shift [107], where the Doppler shift is different for every paths as
it depends on the DOD which is uniformly distributed in the interval,(0, 2pi]. Furthermore,
v1 is the velocity of the object( v is the direction of the object) and c is the speed of light.
There are L omnidirectional scatterers at the transmitter and each scatterer introduces
gains and phase shifts, where, the phase shifts are i.i.d. and uniformly distributed. The
modelling of diffuse components in (3.15) is mainly based on that each impinging wave
at the receiver has equal amplitude. Therefore, the mean value of each diffuse of the
components is equal to E{h1,1(t)} = 0, with power equal to {E|h1,1(t)|2} = 1.
From (3.15) and (3.16), we can define the spatio-temporal elementary multi-antenna
channel matrix as follows
H(δ; t) = a(θRx)aH(φTx)β(t) ∈ CM,N (3.17)
3.4 Spatial Temporal Cross-Correlation Function
We measure the correlation between the diffuse components using spatial temporal cross-
correlation function as defined in [103]
R(δTx, δRx, τ) = E{hl(δ, t)hHl (δ, t− τ)}
= lim
L→∞
1
L
L∑
l=1
E[α2l ]× (a(φTx)aH(φTx))
(a(θRx)aH(θRx))ej2pifd cos(φTx−γ)τ (3.18)
Note that the quantities an(φTx) and am(θRx) are functions of angle of departure φTx
and angle of arrival θRx. respectively. As we assumed that the number of local scatterers
at the transmitter is infinite, then the infinitesimal power of scattered components coming
from the differential angle dφTx (at the transmitter) and impinging on the receive antennas
dθRx is proportional to fθ(θRx)fφ(φTx).Where, fθ(θRx) and fφ(φTx) are the probability
distributions of the DOD and DOA, respectively. We notice that if the number of scatterers
approach infinity L −→ ∞ then the discrete random variables at the transmitter and
receiver become continuous. The scatterer phase shifts can be assumed as follows
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lim
L→∞
1
L
L∑
l=1
E[α2l ] = fφ(φ)fθ(θ)dφdθ. (3.19)
Therefore, the spatial temporal correlation can be written in the following integral form
R(δT , δR, τ) = E{hl(δ, t)hHl (δ, t− τ)}
=
∫ pi
−pi
∫ pi
−pi
(a(φTx)aH(φTx))
(a(θRx)aH(θRx))ej2pifd cos(φTx
T−γ)τ
×fθ(θRx)fφ(φTx)dφTxdθRx
(3.20)
Note that (3.20) is a function of fθ(θRx) and fφ(φTx). Thus, the double integral can be
computed as the product of two single integrals corresponding to the transmit and receive
correlations, ρT (δT , τ) and ρR(δR) respectively. It can be observed that receive antenna is
independent of τ . The spatial temporal cross correlation can be expressed as
R(δTx, δRx, τ) = ρTx(δTx, τ)ρRx(δRx) (3.21)
Three assumptions are made on the space time MIMO hyperbolic channel of a wireless
system, as follows:
Assumption 1 : The (n,m)th sub-channel of a MIMO system is a wide sense stationary
uncorrelated scattering of (WSSUS) Rayleigh fading channel with zero mean and its auto-
correlation follows Jakes model.
Assumption 2 : The temporal correlation ρTx(δTx, τ) |δTx=0 is independent of the spatial
correlation at the transmit antennas .
Assumption 3 : The Space Time Cross-Correlation will be expressed as the product of of
the transmit correlation function ρTx(δTx) and the receive correlation function ρRx(δRx).
The correlation at the transmitter representing both temporal and spatial correlation
is given by
ρTx(δTx, τ) =
∫ pi
−pi
(a(φTx)aH(φTx))ej2pifd cos(φTx−γ)τfφ(φTx)dφTx (3.22)
and
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The correlation at the receiver reveals only the spatial correlation where it is indepen-
dent of τ and it is given by
ρRx(δRx) =
∫ pi
−pi
(a(θRx)aH(θRx))fθ(θRx)dθRx (3.23)
The time ACF, rij of the diffuse components can be calculated as
rij = E{hij(t)h∗ij(t+ τ)}
=
∫ pi
−pi
ej2pifd cos(φTX−γ)τfφ(φTx)dφTx (3.24)
Note that ACF rij is equivalent to space-time CCF in (4.26) at δTx = δRx = 0, leading
to rij = Rl(0, 0, τ). Now:
rij =
1
2pi
∫ 2pi
0
ej2pifd cos(φTx−γ)τdφTx = J0(2pifdτ). (3.25)
where J0(x) is the Bessel function of the first kind of zero order defined as
J0(x) = 1/(2pi)
∫ 2pi
0
exp(jx cos θ)dθ.
To characterize the spatial correlation we define the angular probability of the transmit-
ter and the receiver functions. Firstly, the angle of departure is assumed to be uniformly
distributed over (0, 2pi]. Moreover, the DOA can be determined based on the distribution
of the distance between the scatterers and the mobile station (which follows a hyperbolic
distribution). Using a Jacobian transformation, it is easy to derive the direction of ar-
rival. However, DOA can be obtained either from the joint DOD/DOA or from the joint
of TOA/DOA. Both of the joint pdf’s have been derived in [81]; the joint DOD/DOA can
be obtained by applying the law of cosines. The joint pdf f(r, φ) is given by
f(r, φ ) =
a
2pi tanh(aR) cosh2(ar)
(3.26)
To determine the joint pdf f(θ, φ), the Jacobian transformation of the random variables
(r, φ) into the random variables (θ, φ) is obtained by
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f(θ, φ) = |J(r, φ)| f(r, φ)
∣∣∣∣
r=
D tan(θ)
sin(φ)+cos(φ) tan(θ)
(3.27)
For convenience notions, we assume φ = φTx and θ = θRx. By applying the Jacobian
J(r, φ) and substituting (3.27) into (3.26)
fθ,φ(θ, φ ) =
g(θ, φ )
2pi tanh(aR) cosh2 ( a h(θ, φ ))
(3.28)
where
h(θ, φ ) =
D tan(θ)
sin(φ) + cos(φ) tan(θ)
(3.29)
and
g(θ, φ ) =
a D sin(φ) sec2(θ)
(sin(φ) + cos(φ) tan(θ))2
(3.30)
the direction of arrival (DOA) pdf can be obtained using the marginal pdf function and
is given by
f(θ ) =
∫ pi
−pi
f(θ, φ) dφ (3.31)
Now it is possible to find the spatial CCF from (3.18) at both transmit and receive
antennas (at τ = 0) as follows
ρT (δTx) =
∫ pi
−pi
(a(φ)aH(φ))fφ(φ)dφ (3.32)
and
ρR(δRx) =
∫ pi
−pi
(a(θ)aH(θ))fθ(θ)dθ. (3.33)
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Now, the spatial CCF R(δTx, δRx) can be found given the statistical distribution of φ
and θ. Based on our model, we found that the channel correlations are separable, see i.e.
[62, 103]. Therefore the spatial CCF can be written as
R(δTx, δRx) = [ρT ]n×n ⊗ [ρRx]m×m
R(δTx, δRx) = RN ⊗RM (3.34)
where ⊗ is the Kronecker product, RN and RM are respectively the transmit and receive
correlation matrices. The correlated Hyperbolic MIMO channel matrix can be written as
H = R1/2M HwR
1/2
N (3.35)
Expression (3.35) refers to as the Kronecker model.Here (.)1/2 denotes any matrix square
root such that R1/2(R1/2)∗ = R and Hw refers to the spatially white MIMO channel which
is given by
Hw =
1√
L
L−1∑
l=0
√
P (τl)α(t)ej2pifd cos(φ
l
Tx−γ)t (3.36)
Similarly, (3.35) can be equivalently written as [105]
H = UM ((λMλN )¯Hw)UTN (3.37)
where ¯ denotes the element-wise product of two matrices. UN and UM are eigenbases of
the transmit and receive correlations, respectively.λN and λM are the square roots of the
eigenvalues of RN and RM , respectively.
3.5 Simulation Results and Discussion
The proposed model has been simulated under different environments as described in
Table 3.1. Most cases in this work have been tested in urban environments with a path
loss exponent of n = 4. The values of the distance D have been varied from 500m to
2000m. The value of the spread parameter a was chosen to be 0.0024, which corresponds
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to a standard deviation of 7◦.
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Figure 3.4: DOA pdf for the GBHDS channel model compared with a practical measurement.
The result in Figure. (3.4) was evaluated numerically using (3.31). The values ofD and
spread parameter a were set to be 2000 m and 0.0040 respectively. The pdf of the DOA in
Figure. (3.4) fits the measurement conducted by [100]. These values have been chosen to
produce the measurement standard deviation (7◦). The standard deviation refers to the
angular spread based on the central moment, which is given by [81].
σθ =
√√√√∑Lk=1 Pkθ2k∑L
k=1 Pk
−
(∑L
k=1 Pkθk∑L
k=1 Pk
)2
(3.38)
In our model, we relate the scattering spread parameter a to the angle spread σθ. Thus,
for a given angle spread we can use the angle spread formula (σθ). The relation between
the angle spread and the channel control parameter a for a fixed D can be obtained by
varying the values of a to achieve its corresponding angle spread. The measurement results
were collected in a typical macrocell environment [100]. The experiment was conducted at
1.8 GHz carrier frequency, 4.096 Mcps chip rate) and at 122 ns sampling time.
Chapter 3. A Space-Time MIMO Channel Model for Macrocell Mobile Environment 60
Table 3.1: Path loss exponent for different environments.
Enviroment Path loss exponent n Selected Values of n
Free space 2 2
Urban area 2.7 to 3.5 2.7
Shadowed urban 3 to 5 4
Obstructed in factory 4 to 6 6
Table 3.2: Channel simulation parameters.
Paramaters Value
Fading distribution Rayleigh
Number of paths 100
Environment urban area
Doppler frequency fD = 100 Hz
Antenna pattern omnidirectional
Antenna geometry uniform linear array
Antenna spacing d = λ/2
Distribution of DOD uniform
Distribution of DOA hyperbolic
Figure. 3.5 shows the impulse response hm,n(t) between the nth transmit and mth
receive antenna of the MIMO channel under different environments with different path loss
exponents n as shown in Table I. The figure shows that an intense environment produces
a faded signal due to diffraction and reflection. Figure. 3.6 shows the system behavior
in three dimensions: space, time and signal level in dB, where the distance is fixed to be
D = 1500m and the spread parameter a is equal to 0.0024 for urban environment.
The spread parameter a is chosen to be 0.0024 for most cases, and Figure. 3.7 shows
the channel behavior under different values of a. It also shows the impact of varying the
spread parameter a on the signal level in dB, where increasing the spread parameter reduces
the angle spread of the scatterers (i.e., reduces the diameter of the scatterers around the
mobile).
Table 3.2 illustrates all physical parameters utilized in the simulation. In this model,
three parameters have been studied which characterize the hyperbolic channel: the power
of multi-path components, the time of arrival, and the direction of arrival of the multipath
components. The temporal correlation ACF of any path hm,n requires the generation of
multiple complex waveforms to link the transmit antennas to the BS arrays. However, these
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Figure 3.5: Impulse response of the Hyperbolic channel hm=1,n=1(t) between the nth transmit and
mth receive antenna of the MIMO channel under different environments in different environments.
waveforms (paths) are assumed to be independent, hence the cross-correlation function
between any two paths is zero. Figure. 3.8 presents the temporal ACF of the hyperbolic
channel where the analytical result (Jakes model) fits the simulation result. The numerical
result obtained for the spatial CCF at the receive antennas is presented in Figure. 3.9.
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Figure 3.6: Space-time fading over the Hyperbolic MIMO channel.
3.6 Conclusion
In this chapter, we presented a geometrical space-time MIMO channel model with hyper-
bolically distributed scatterers. The main model provides three important parameters that
characterize the channel: the power of the multipath components, the time of arrival, and
the direction of arrival of each antenna. A uniform linear array antenna is considered at
both ends.
Chapter 3. A Space-Time MIMO Channel Model for Macrocell Mobile Environment 63
0 100 200 300 400 500
−34
−32
−30
−28
−26
−24
−22
−20
−18
−16
−14
Time(ms)
M
ag
ni
tu
de
(dB
)
a=0.001
a=0.002
a=0.003
Figure 3.7: Impulse response of the hyperbolic channel for different values of spread parameter a.
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Figure 3.8: Temporal autocorrelation of the hyperbolic channel.
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Chapter 4
Spatial and Temporal Statistics for
GBHDS Macrocell Channel
4.1 Introduction
In this chapter we investigate the temporal and spatial behavior of the Geometrical-Based
Hyperbolic Distributed Scatterers (GBHDS) model. The GBHDS model provides the
statistics of the DOA and the TOA for multipath components, which are required to test
adaptive array algorithms for cellular applications. The joint TOA/DOA pdf at the base
station (BS), marginal TOA pdf, marginal DOA pdf, power azimuth spectrum (PAS), and
power delay spectrum (PDS) are derived and simulated. Simulation results for the GBHDS
model are compared to those of the geometrical-based single bounce macrocell (GBSBM)
channel model, the Gaussian scatterer density (GSD) channel model, the geometrical-based
exponential (GBE) channel model, as well as to experimental data. It is shown that there
is a good match between the GBHDS channel model results and the measurement data,
especially for the DOA and TOA pdf’s. Geometrical-based single bounce (GBSB) models
for mobile radio channel are defined as those models that specify the region in space where
scatterers are distributed, as well as distribution of these scatterers [88]. They are based
on the assumption that the wave propagation between transmitting and receiving antennas
primarily takes place via single scattering of intervening obstacles. These models are useful
for both simulation and analysis purposes. Use of the geometric models for simulation
involves randomly placing scatterers in the region according to a spatial probability density
function (pdf). From the location of the scatterer we can determine the direction-of-arrival
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(DOA), time-of-arrival (TOA), and the signal amplitude. Also, from the spatial pdf of
the scatterers, it is possible to derive the joint TOA/DOA pdf, marginal TOA, marginal
DOA pdf, power azimuth spectrum (PAS), and power delay spectrum (PDS). Knowledge
gained from these statistics can be used to predict the performance of an adaptive array.
Furthermore, knowledge of the underlying structure of the resulting array response vector
may be exploited by beamforming and position location algorithms [90].
In [91] we developed a geometrical-based hyperbolic distributed scatterers (GBHDS)
channel model for a macrocell environment, which provides the directional information
of the multipath components. This model assumes a circular distribution of scatterers
around mobile station (MS), and the distances between the MS and scatterers are subject
statistically to an inverse cosh-squared distribution.
As stated in [92], a geometric scattering model that predicts the actual measured pdfs
for the DOA and TOA is highly desirable. In this chapter we further investigate the
behavior of the model in [91] as well as the geometrical-based exponential (GBE) model
[93, 94] in order to prove their validity with other GBSB models. The joint TOA/DOA pdf
at the base station, marginal TOA pdf, marginal DOA pdf, power azimuth spectrum (PAS),
and power delay spectrum (PDS) are derived and simulated. Results for the GBHDS
model are compared to those of the geometrical-based single bounce macrocell (GBSBM)
channel model [11], the Gaussian scatterer density (GSD) channel model [95, 92], and the
GBE channel model [94], as well as to the experimental data for an outdoor environment.
Comparisons are made on determining the ’most’ suitable model of those analyzed.
Figure. 4.1 shows the geometry used to derive the statistical properties of the GBSB
models [91]. The angle-of-departure (AOD) ψ is uniformly distributed in the interval
[0,2pi]. The base station is marked BS and the mobile is MS, while D denotes the distance
between the BS and the mobile unit. The angle θ is the DOA at the BS. The mobile is
located at the origin (0, 0) of the rectangular coordinates (x, y). The GBSB models have
the following common assumptions
• Signals received at the BS are plane waves propagating along the horizon (there is
no vertical component to the signal propagation).
• Scatterers are omnidirectional re-radiating elements.
• Signals that are scattered from each scatterer are not affected by the presence of the
other scatterers in the channel.
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Figure 4.1: Geometry of the GBSB channel models (polar and rectangular coordinates).
• The scatterers have identical scattering coefficients.
• The macrocell antenna heights are relatively high and there is no signal scattering
from locations near the base station.
The relationships between the rectangular coordinates and the polar coordinates can
be obtained from Figure. 4.1 as
x = p(l, θ ) = D − l cos(θ ) (4.1)
y = g(l, θ ) = l sin(θ ) (4.2)
r =
√
x2 + y2 =
√
D2 + l2 − 2 l D cos(θ ). (4.3)
In the analysis of received signals for the GBSB models, other vitally important aspects
are the temporal properties of the signal. The delay variable τ , describes the TOA for the
signal to arrive at the receiving antenna via a single bounce. The total path propagation
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Figure 4.2: Geometry for analyzing the temporal properties of the GBSB channel models.
distance travelled by the signal via a single bounce is given by
d = cτ = l + r = l +
√
D2 + l2 − 2 l D cos(θ ) (4.4)
where c is the speed of light.
From the properties of an ellipse, all scatterers that lie at the boundary of the ellipse,
whose foci is given by the BS and MS, represent a constant delay in the arriving signal
(since d is constant). By defining the space in terms of the elliptical coordinates (µ, ξ),
where µ is equal to d, we can quantify the space in terms of temporal properties of the
single bounce model. The elliptical coordinates system is shown in Figure. 4.2
For the purpose of temporal analysis for the GBSB models, the following relationships
are derived from Figure. 4.2
ξk = rk − lk (4.5)
µk = cτk = rk + lk = lk +
√
D2 + l2k − 2 lkD cos(θ ) (4.6)
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xk =
µkξk
2D
− D
2
(4.7)
yk =
√
(µ2k −D2)(ξ2k −D2)
2D
. (4.8)
4.2 Joint and Marginal PDF for the GBSB Models
In this section we derive the general formulas of the joint TOA/DOA pdf, the marginal
TOA, the marginal DOA, the PDS, and the PAS for the GBSB channel models.
4.2.1 Joint TOA-DOA pdf at the BS
In this subsection we derive the general form of joint TOA/DOA pdf for the GBSB channel
models at the BS. The geometry used to derive the pdf is shown in Figure. 4.1. The
geometrical scatter density function (GSDF) for each of the GBSB models is defined as
fx,y(x, y), in terms of rectangular coordinates (x, y).
It will be useful to express the joint GSDF with respect to the polar coordinates, (l, θ)
as an intermediate step before deriving the joint TOA/DOA pdf [88]. To determine the
joint pdf f(l, θ ), a transformation of the random variable (x, y) into the random variable
(l, θ ) is performed by
fl,θ(l, θ ) = |J(x, y)| fx,y(x, y)
∣∣∣∣
x=p(l,θ), y=g(l,θ)
(4.9)
where J(x, y) is the Jacobian of the transformation (we restrict it to be positive), which is
given by
J(x, y) =
∣∣∣∣∣∣
∂p
∂l
∂p
∂θ
∂g
∂l
∂g
∂θ
∣∣∣∣∣∣ =
∣∣∣∣∣∣ − cos(θ) l sin(θ)sin(θ) l cos(θ)
∣∣∣∣∣∣ = −l. (4.10)
Substituting (4.10) into (4.9) gives
fl,θ(l, θ ) = lfx,y(D − l cos(θ ), l sin(θ )). (4.11)
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Squaring both sides of (4.4), and solving for l gives
l =
D2 − τ2c2
2(D cos(θ)− τc) . (4.12)
The joint TOA/DOA pdf is
fτ,θ(τ, θ ) = |J(l, θ)| fl,θ(l, θ)
∣∣∣∣
l= D
2−τ2c2
2(D cos(θ)−τc)
(4.13)
where J(l, θ) is the Jacobian transformation given by
J(l, θ) =
∣∣∣ ∂l
∂τ
∣∣∣ = D2c+ τ2c3 − 2τc2D cos(θ)
2(D cos(θ)− τc)2 . (4.14)
Substituting (5.5) into (4.15) yields
fτ,θ(τ, θ) =
D2c+ τ2c3 − 2τc2D cos(θ)
2(D cos(θ)− τc)2 fl,θ
(
l(τ, θ), θ
)
. (4.15)
The general formula of the joint TOA/DOA pdf for the GBSB models in terms of the
GSDF is given in [88] by
fτ,θ(τ, θ) =
(D2 − τ2c2)(D2c+ τ2c3 − 2τc2D cos(θ))
4(D cos(θ)− τc)3
×fx,y
(
D − l cos(θ ), l sin(θ )) (4.16)
where l = l(τ, θ) is given in (6.21).
4.2.2 DOA pdf
The DOA of the signal at the receivers plays a critical role in various communications
systems, especially in beamforming applications. Therefore the accurate prediction of the
DOA is a highly valued quality of a GBSB model.
Since the GBSB models provide statistics in terms of probability of occurrence, the
DOA of the signal is also determined in terms of a pdf. This function therefore predicts,
for a specific GBSB model, the probability of the signal arriving along a specific direction.
The geometry used to derive this pdf is shown in Figure 4.1. The joint pdf f(r, ψ ) is given
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by
f(r, ψ ) =
a
2pi tanh(aR) cosh2(a r)
(4.17)
To determine the joint pdf f(θ, ψ ), a transformation of the random variable (r, ψ) into the
random variable (θ, ψ ) is performed by
f(θ, ψ ) = |J(r, ψ)| f(r, ψ)
∣∣∣∣
r=
D tan(θ)
sin(ψ)+cos(ψ) tan(θ)
(4.18)
where r is the distance between MS and scatterer, and J(r, ψ) is the Jacobian of the
transformation and we restrict it to be positive. From Figure 4.1 we get
r =
D tan(θ)
sin(ψ) + cos(ψ) tan(θ)
. (4.19)
The Jacobian J(r, ψ) is given by
J(r, ψ) =
∣∣∣ ∂r
∂θ
∣∣∣ = D sin(ψ) sec2(θ)
(sin(ψ) + cos(ψ) tan(θ))2
(4.20)
By substituting (4.17), (4.19) and (4.20) into (4.18) we get
f(θ, ψ ) =
g(θ, ψ )
2pi tanh(aR) cosh2 ( a h(θ, ψ ))
(4.21)
where
h(θ, ψ ) =
D tan(θ)
sin(ψ) + cos(ψ) tan(θ)
(4.22)
and
g(θ, ψ ) =
a D sin(ψ) sec2(θ)
(sin(ψ) + cos(ψ) tan(θ))2
. (4.23)
The pdf f(θ) is given by
f(θ ) =
∫ 2pi
0
f(θ, ψ) dψ (4.24)
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4.2.3 TOA pdf
The TOA pdf is another important factor in wireless communication (i.e. RAKE receiver
optimization). It provides a critical validation criteria for a GBSB model. The TOA
statistic for the GBSB models is determined in terms of a pdf. Therefore this function
predicts, for a specific GBSB model, the probability of the signal arriving at a specific
time.
From Figure 4.3, the PDF of the TOA fτ (τ), which is given by the shaded area, is
calculated by integrating the GSDF fµ,ξ(µ, ξ) in the given elliptical coordinates system
with respect to µ and in the interval of ξ1 and ξ2. The general form of the TOA pdf is
given by [92]
fτ (τ) = 2c
∫ ξ2
ξ1
fµ,ξ(µ, ξ)dξ (4.25)
where ξ1 and ξ2 as shown in Figure 4.3.
To determine the joint pdf fµ,ξ(µ, ξ), a transformation of the random variable (x, y)
into the random variable (µ, ξ) is performed by
fµ,ξ(µ, ξ) = |J(x, y)| fx,y(x, y). (4.26)
The Jacobian transformation J(x, y) is given by
J(x, y) =
(µ2 − ξ2)
4
√
µ2 −D2
√
D2 − ξ2 (4.27)
where x and y are given in (4.7) and (4.8) respectively.
4.2.4 Angle and Delay Spread
In this section we characterize briefly the angle spread and the delay spread of the channel
in terms of the parameters of the GBSB models.
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Figure 4.3: Geometry for calculating the TOA pdf.
Angle Spread
It is necessary to determine various parameters (i.e. angular spread, and delay spread) of
the GBSB models to suit the actual scenario. The GBSB models need to be adjusted in
order to provide a variance in the pdf of DOA (angular spread, βstd) that is similar to that
of the actual scenario. The mean value of the pdf of DOA is expected to be zero as all of
the GBSB models are seen to have symmetrical GSDFs about the line joining the BS and
the MS. Therefore, the angular spread (βstd) of the pdf of DOA is given by
βstd =
√∫ pi
−pi
θ2fθ(θ)dθ (4.28)
where fθ(θ) is the DOA pdf as given in (4.17).
Delay Spread
The root mean square (rms) delay spread, τrms is another vital parameter which be con-
sidered when modelling the GBSB models. The rms delay spread is given in [96, 97] by
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τrms =
√(∫ ∞
0
τ2f(τ)dτ
)
−
(∫ ∞
0
τf(τ)dτ
)2
(4.29)
where f(τ) is the TOA pdf.
4.2.5 Power Azimuth Spectrum (PAS) and Power Delay Spectrum (PDS)
In this section we derive the PAS and the PDS for the GBSB channel models. This
derivation is based on the general formulas of the PAS and the PDS that were derived in
[92]. The PAS Pa(θ) and the PDS Pd(τ) describe the distribution of incoming power in
azimuth angle θ and in delay variable τ , respectively.
Power azimuth spectrum PPAS(θ)
The calculation of the PAS is achieved by describing the location of the scatterer in terms
of angles θ and ψ. Figure 4.4 shows the common area between the two beams leaving the
MS and arriving at the BS [92]. This area is given by
dS = lk dθk rk dψk (4.30)
the probability of power received at the BS with angle θ from this area is given in [92] by
dP =
P0σ0le
4 pi2
f(x, y)dθ dψ (4.31)
where P0 is the total power radiated by the MS, σ0 = 1 is the bi-static echo width of a
scattering particle, and le is the effective width of the receiving BS antenna.
Given the above, Janaswamy in [92] derives the PAS to be given by
PPAS(θ) =
P0σ0le
4 pi2
∫ pi
ψ=θ
f(x, y)dψ (4.32)
where x = D/[tanψ cot θ − 1], and y = D/[cot θ − cotψ].
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Figure 4.4: Calculation of PAS at the base station for the GBSB channel models.
Power delay spectrum PPDS(τ)
Similarly, the calculation of the PDS is achieved by describing the location of the scatterer
in terms of the elliptical coordinates ξ and µ shown in Figure 4.2. This is useful in
calculating the PDS as the time delay can easily be determined using the following relation
τ = µ/c. (4.33)
The relation between the (θ, ψ) and the (µ, ξ) coordinates system is given by the fol-
lowing geometric relations
cosψ = [ξ µ−D2]/[D(µ− ξ)] (4.34)
cos θ = [ξ µ+D2][D(µ+ ξ)]. (4.35)
Using the above relations, the Jacobian of the transformation between the (θ, ψ) and
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the (µ, ξ) co-ordinate systems, can be determined by
jacobian [(θ, ψ) −→ (µ, ξ)] = 2/[µ2 − ξ2] (4.36)
Therefore, equation (4.31) can be expressed in terms of the elliptical coordinates system
dP =
P0σ0le
4 pi2
f(x, y)dθ dψ =
P0σ0le
4 pi2(µ2 − ξ2)f(x, y)dµ dξ. (4.37)
Given the above, in [92] the PDS is given by
PPDS(τ) =
c P0σ0le
2 pi2µ
∫ D
ξ=−D
[
1
µ− ξ +
1
µ+ ξ
]
f(x, y) dξ. (4.38)
where c is the speed of light, µ = cτ, xk = µk ξk2D − D2 , and yk =
√
(µ2k−D2)(ξ2k−D2)
2D .
4.3 The GBHDS Model
The GBHDS model assumes that the scatterers are arranged within a circle of radius R
around the mobile. The distances r between the mobile and the scatterers are distributed
according to the reciprocal squared-cosh pdf [91]. The GSDF for this model, fx,y(x, y), is
given by
fx,y(x, y) =
 a/[tanh(aR) cosh2(ar)] for 0 ≤ r ≤ R0 elsewhere (4.39)
where (x, y) denotes the location of the scatterer, R is the radius of the circle enclosing the
scatterers, and the applicable values of a lie in the interval (0,1) [98], [91]. The value of the
parameter a controls the spread of the scatterers around the MS. Increasing a reduces the
spread of the pdf of r [98]. The pdf fx,y(x, y) in (5.19) for the distribution of r is shown
in Figure 4.5, where the implementation parameter a = 0.0033.
Figure 5.7 shows the 3D representation of the pdf fx,y(x, y). The figure clearly shows
the rapid decrease in the GSDF of the GBHDS model. The circular limit of radius R is
used to define the region of effective scatterer.
The joint TOA/DOA pdf fτ,θ(τ, θ) for the GBHDS model can be obtained by substi-
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Figure 4.5: The 2D pdf, f(x, y) for the distribution of r : (R=100 m, and a=0.038).
tuting (5.19) into (5.10) as follows
fτ,θ(τ, θ) =

p(τ,θ)
cosh2(g(τ,θ))
: c(τ, θ) ≤ 2R , θ 6= 0
m(τ)
cosh2(h(τ))
: Dc ≤ τ ≤ D+2Rc , θ = 0
0 : elsewhere
(4.40)
where
p(τ, θ) =
a(D2 − τ2c2)(D2c+ τ2c3 − 2 τ c2D cos(θ))
4 tanh(aR)(D cos(θ)− τ c)3 (4.41)
g(τ, θ) =
a
√
(D2 + τ2c2)2 − 4τ cD cos(θ)n(τ, θ)
2(D cos(θ)− τ c) (4.42)
n(τ, θ) = (D2 − τ cD cos(θ) + τ2c2) (4.43)
Chapter 4. Spatial and Temporal Statistics for GBHDS Macrocell Channel 79
3.4
3.5
3.6
3.7
3.8
3.9
4
x 10−6−0.05
0
0.05
0.1
−5
−4.5
−4
−3.5
−3
−2.5
−2
Time−
of−Arri
val
Direction−of−Arrival
Pr
ob
ab
ilit
y D
en
sit
y [
log
10
(f)]
Figure 4.6: The 3D GSDF for the GBHDS model.
c(τ, θ) =
(D2 − 2τcD cos(θ) + τ2c2)
(τc−D cos(θ)) (4.44)
m(τ) =
ac(D + τc)
4 tanh(aR)
(4.45)
h(τ) =
a
√
(D2 + τ2c2)2 − 4τ cD (D2 − τ cD + τ2c2)
2(D − τ c) (4.46)
noting that the range of τ and θ for which fτ,θ(τ, θ) 6= 0 is found by considering the
condition on the original scatterer pdf (GSDF), eq. (5.19)
x2 + y2 ≤ R2 (4.47)
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Substituting (4.1), and (5.1) into (4.47) gives
l2 − 2lD cos(θ) +D2 ≤ R2 (4.48)
Substituting the expression for l in (6.21) gives the condition
D2 − 2τcD cos(θ) + τ2c2
(τc−D cos(θ)) ≤ 2R. (4.49)
The joint TOA/DOA pdf for the GBHDS model that as observed at the BS is shown
in Figure. 5.8. The distance D=1 km, the radius of the scatterer R=100 m, and a=0.038.
This model gives a relatively high probability of multipath components with small excess
delays around the line-of-sight, and decaying probability of components with large excess
delays. This means that scatterers faraway from the mobile have lesser contribution to
DOA than those which are near the mobile. From the BS perspective, all of the multipath
components are restricted to lie within a small range of angles.
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Figure 4.7: Joint TOA/DOA pdf at the BS for the GBHDS channel model: (D= 1 km, R=100
m, and a = 0.038).
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4.4 The GBE Model
In this section we provide a general description for the geometrical based exponential
(GBE). In [94, 99] Lohse devised the GBE channel model for macrocell. This model
assumes a circular distribution of scatterers around the MS, and also assumes the distances
between the MS and the scatterers are distributed exponentially.
The distances Rk between the mobile station and the scatterers follow an exponen-
tial distribution, whereas the angles of departure ψk are uniformly distributed within the
interval [0, 2pi]. The GSDF for this model, fx,y(x, y), is given in [94, 99] by
fx,y(x, y) =
1
R¯
e−
Rk
R¯ ; Rk ≥ 0 (4.50)
where R¯ is the mean scatterer distance. This model is more suitable in a macrocell envi-
ronment where it assumes scatterers mainly around the mobile station.
Figure 4.8 shows the 3D representation of the GSDF pdf fx,y(x, y) for the GBE model.
The implementation parameter R¯/D = 0.1. The figure clearly shows that the exponential
decaying pdf drops immediately after the MS, while the hyperbolic distribution allows the
scatterers to be more likely in a flexible vicinity of the mobile (see Figure 5.7).
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Figure 4.8: The 3D GSDF for the GBE model.
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The joint TOA/DOA pdf for the GBE channel model that as observed at the BS is
shown in Figure 4.9. The distance D=1 km, and the implementation parameter R¯/D =
0.1.
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
2
4
6
8
10
12
14
16
Angular spread of DOA
Angular spread of PAS
Implementation Parameter, a 
An
gu
lar
 S
pre
ad
  ( 
o  
)
Figure 4.9: Joint TOA/DOA pdf at the BS for the GBE channel model: (D= 1 km, and R¯ =
0.1).
4.5 Numerical Results and Discussions
In this section we verify the validity of the GBHDS channel model and the claim that
the scatterers are distributed according to hyperbolic (inverse cosh-squared) distribution
around the mobile. The GBSB models are analyzed numerically as the exact mathematical
derivation usually involves extensive mathematical application. The pdf in the DOA, the
pdf in the TOA, the power azimuth spectrum, and the time delay spectrum are consid-
ered as verification criteria for the validity of the GBHDS model. Results for the GBHDS
model are compared with those for the GSD channel model, the GBSBM channel model,
and the GBE channel model, as well as with the experimental results available for outdoor
environment. The following outlines the analysis procedure that is used in the study of
these models:
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1. In the simulation, the GSDF in (x,y) coordinate system where each model is gen-
erated.
2. Each model is then characterized in terms of their implementation parameters. This
is achieved by determining the variance of each of the following pdf in relation to
the respective implementation parameter:
a. The Angle Spread, βstd, (given in degrees) of the pdf of DOA at the BS.
b. The Angle Spread, βstd, (given in degrees) in the PAS of the signal at the BS.
c. The relative Delay spread τrms (with respect to LOS time delay, τo) of the pdf
of TOA for the signal at the BS.
d. The Delay spread of the PDS, τrms.
3. The respective implementation parameters required for accurate simulation of the
actual scenario variances of the above criteria are hence chosen for each model and
the respective pdf’s are generated.
4. Finally all of the performance criteria for each of the GBSB models are plotted
against the actual measured data and compared for accuracy.
To extract the implementation parameter, a, for the GBHDS model to produce a given
value of angular and delay spread, results for the standard deviation in angle and delay
for the GBHDS model are needed. Figures. 4.10 and 4.11 show the standard deviation of
angular spread and delay spread for the GBHDS model, respectively. Figures. 4.12 and
4.13 show the relation between the implementation parameter, RD , for the GBE channel
model and the standard deviation of angular spread and delay spread, respectively.
In [100], Pedersen et al. conducted a number of outdoor measurement results, collected
in a macrocell typical urban environment. These measurements were performed in Aarhus,
Denmark and Stockholm, Sweden. From these results the statistics for the DOA, TOA,
PAS and PDS are measured. These measurements were conducted at 1.8 GHz carrier
frequency, 4.096 Mcps chip rate (wideband CDMA), and at 122 ns sampling time. The BS
is an eight element uniform linear antenna array with half a wavelength of element spacing.
In [100], histogram results for the DOA and TOA were presented from the measurement
data conducted with the high antenna position in Aarhus, Denmark. Also in [100], the
PAS histogram results for measurement data conducted with the low antenna position in
Aarhus, Denmark and that of the PDS histogram results for measurements conducted in
Stockholm, Sweden were presented. The bin widths for the angular and delay histograms
Chapter 4. Spatial and Temporal Statistics for GBHDS Macrocell Channel 84
0 0.001 0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009 0.01
0.05
0.1
0.15
0.2
0.25
0.3
Delay spread of TOA
Delay spread of PDS
Implementation Parameter, a 
De
lay
 S
pr
ea
d (
τ r
m
s/τ
o) 
Figure 4.10: The standard deviation of angular spread for the GBHDS model.
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Figure 4.11: The standard deviation of delay spread for the GBHDS model.
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Figure 4.12: The standard deviation of angular spread for the GBE model.
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Figure 4.13: The standard deviation of delay spread for the GBE model.
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were 1◦ and 122 ns respectively. In [92] the histogram data for the DOA and TOA was
converted directly into pdf. Also the PAS and PDS histogram data was converted by
[92] into relative pdf, i.e. in decibels relative to maximum and mean histogram heights
respectively. This was done in order to compare the measurement data with the DOA,
TOA, PAS and PDS pdfs of the different channel models. The angular histogram data
for DOA and PAS had standard deviations of 7◦ and 9◦, respectively, while the delay
histogram data for TOA and PDS had root mean-squared delays of 0.682 µs and 0.85
µs, respectively. Pedersen in [100] stated that a Gaussian function with angular standard
deviation for DOA of 6◦ has a good match to the angular histogram data (Figure 10,
[100]). However, the actual standard deviation for the DOA after conversion into pdf by
Janaswamy (Figure. 6, [92]) is found to be 7◦. Therefore, in this chapter we will consider
the angular standard deviation for DOA to be 7◦ in order to compare the GBSB models.
For the GBSBM channel model the parameter controlling the resulting angular and delay
spread values is found in [92] to be RD where R is the radius of the circular limit. Similarly,
in [92], the GSD model spread values is determined to be controlled by the parameter σsD ,
where σs is controlling the spread of the scatterers region. Finally we determine that for
the GBE channel model [94] the controlling parameter is RD where R is the mean scatterer
distance from the MS.
For the analysis of these models, the distance between MS and BS is set to 2000 m, (i.e.
D = 2000), which is within the range of the measurement conditions in [100]. The values
of parameter a for the GBHDS required to produce the same angular and delay spreads of
the measurement data in [100] were determined from Figures. 4.10 and 4.11 respectively.
Similarly the required parameter values for the other models were determined from their
correspondent figures and are presented in Table 4.1
Figure. 4.14 shows a comparison of the results for the DOA pdf for the GBHDS channel
model and the DOA pdfs for the GBSBM, the GSD, and the GBE channel models versus
the measurement data reported in [100]. From Figure. 4.14, it is clear that there is a good
match between the GBHDS channel model result and the measurement data, while the
GSD model fails in the DOAs close to the line-of-sight (LOS). Also, it shows that the GBE
model fails in the DOAs around the LOS and its DOA pdf drops immediately after the
LOS.
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Table 4.1: Table of required implementation parameter values of different proposed channel
models for angle spreads of DOA (7◦) and PAS (9◦) and for delay spreads of TOA (0.682
µs) and PDS (0.85 µs)
Channel Angular Delay Angular Delay
Model Spread Spread Spread Spread
of DOA (7◦) of TOA of PAS (9◦) of PDS
(0.682µs) (0.85µs)
GBHDS (a) 0.0040 0.0061 0.0023 0.00355
GBSBM (RD ) 0.210 0.185 0.318 0.285
GSD (σsD ) 0.120 0.085 0.18 0.137
GBE (RD ) 0.0900 0.0745 0.1588 0.117
Figure. 4.15 shows a comparison of the results for the TOA pdf for the GBHDS channel
model and the TOA pdfs for the GBSBM, the GSD, and the GBE channel models versus
the measurement data reported in [100]. From the figure, it is clear that the GBHDS
channel model has a good match with measurement data than the other GBSB models
(including the GBE model).
Comparison of results for the PAS, and the PDS for the GBHDS, the GBSBM, the GSD,
and the GBE channel model versus the measurement data reported in [92] are shown in
Figure. 4.14 and Figure. 4.15, respectively. Figure. 4.16 shows that the GBE model has
a better match with PAS measurement data than the other models.
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4.6 Conclusion
The joint TOA/DOA pdf at the BS, the marginal TOA pdf, the marginal DOA pdf, the
PAS, and the PDS for the GBHDS and the GBE models were derived and simulated.
Results for the GBHDS model were compared with those for the GBSBM channel model,
the GSD channel model, and the GBE channel model, as well as with the experimental
results for macrocell environment. The results have shown that there is a good match
between the GBHDS channel model results and the measurement data specially for the
DOA and TOA pdf. For the PAS, the GBE channel model has a close match to the
measurement data for the angles around the LOS.
From the results, it is clear that the GBHDS channel model has a good match with
measurement data at the TOA and DOA pdfs. As this model matches the spatial and
temporal measurement data, we expect it to be useful in simulating wireless communication
systems.
Chapter 5
Spatial Correlation in Wireless
Space-Time MIMO Channels
5.1 Introduction
In this chapter we focus on two principle methods of modelling MIMO radio channels, in-
cluding the propagation-based and analytical method. In the propagation-based method,
we used the space time MIMO channel presented in chapter 3. On the other hand, popular
mathematical models have been proposed to model the MIMO channel matrix include (i)
the Kronecker model (ii) the Virtual Channel Representation Model and (iii) the Weichsel-
berger Model. These models capture physical wave propagation and antenna configuration
at both ends representing in a matrix form. This chapter compares different analytical
models that impose a particular structure on the MIMO channel matrix. The aim of using
these models is to reduce the large number of parameters that can be used directly from
the full correlation matrix. Furthermore, four different antenna geometries are considered
under different channel environment scenarios, namely uniform linear array, uniform cir-
cular array, hexagon array and star array. The MIMO systems provide high speed for high
wireless data and solve the transmission bottleneck in wireless systems. In addition, the
MIMO system offers spatial diversity, spatial multiplexing and beamforming gain. Despite
the great variety of scientific fields, including signal processing, channel coding and in-
formation theory, which deal with MIMO, we must emphasis that the radio propagation
channel is crucial in determining the characteristics of the entire MIMO system. Hence,
accurate modelling of MIMO channels is an important prerequisite for MIMO system de-
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signs. The capacity and error performance of MIMO wireless communication systems
depends on the spatial correlation of the channel. Several techniques have been developed
to model the spatial correlations at both system extremities (transmitter and receiver).
However, the spatial correlation properties depend on the propagation environment and
antenna array geometry. Uniform Linear Array have generally been deployed and imple-
mented at both ends by many researchers neglecting the implementation advantages of
the array geometries. Recently, the impact of antenna array geometries has been studied
under a clustered channel model [106]. Analytical MIMO channel models play a vital role
by developing mathematical algorithms to model the channel matrix which represents the
impulse response of the channel between the elements of the antenna arrays at both links.
The channel propagation parameters representing in a matrix form can be modelled into
the finite scatterers model, maximum entropy model, or virtual channel model [104]. The
MIMO channel matrix in correlation based models characterizes the channel matrix as
statistically based on the correlation between the matrix entries. the most popular tech-
niques providing faster results when using simulation algorithms include the Kronecker
model [103], the virtual channel representing [104] and the Weichselberger model [105].
In this contribution, we consider a Geometrical Based Single Bounce (GBSB) which as-
sumes that the wave between the transmit and receive antennas is propagating with a
single bounce scattering. This GBSB model considers that scatterers are uniformity dis-
tributed in space and have equal scattering cross sections [102]. In this chapter, we present
a space-time geometrical channel with hyperbolically distributed scatterers for a macrocell
environment. This model assumes that the scatterers are arranged circularly around the
mobile, where the distance between the transmitter and scatterers is distributed hyperbol-
ically according to an inverse-cosh-squared distribution 1/ cosh2 as discussed in Chapter
3.
The organization of the chapter is as follows. Section 5.2 presents a general description
of channel propagation. Section 5.3 provides the analytical models that impose a particular
structure on the MIMO channel Matrix. Section 5.4 presents the capacity represented in
different scenarios. Results are presented and discussed in section 5.5. The main outcomes
of the chapter are summarized in section 5.6.
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5.2 Description of Channel Propagation
We will consider a Geometrical-Based Channel with Hyperbolically Distributed Scatterers
Model(GHDSM). In this model, we assume that the distance between the mobile and
scatterers rk is distributed hyperbolically according to 1/ cosh2 with a scattering spread
parameter a. The distribution density function of the distance rk is given by:
frk(rk) =

a
tanh(aR) cosh2(ark)
for 0 ≤ rk ≤ R
0 elsewhere
(5.1)
where R is the radius of the scatterer circle, a is the distribution spread parameter which
lies in the interval (0,1) and controls the spread (standard deviation) of the scatterers
around the mobile. The physical channel parameters have been studied and validated as
in [?][102]. These parameters include complex amplitude, direction of departure (DOD),
direction of arrival (DOA), and delay of each path and time of arrival (TOA). We consider
a wireless link point-to-point with N transmit antennas and M receive antennas. The
receiver signal y is expressed as
y = Hx+ z (5.2)
where y ∈ CM×1, x ∈ CN×1 is the input signal, subject to the power constraint E(‖x‖) =
MT ;z is the zero mean additive white Gaussian noise vector with covariance matrix given
E[zzH ] = PzIMR where Pz is the noise power. H ∈ CM×N is channel impulse response
represented by M × N matrix and it is assumed to be frequency flat. Also, it contains
complex path gains between N transmit and M receive antennas. All its entries are
independently and identically distributed (i.i.d) complex Gaussian random variables. The
channel matrix can be clearly represented as follows
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H(δM , δN , t) =

h1,1(δM , δN , t) . . . h1,n(δM , δN , t)
h2,1(δM , δN , t)
... h2,n(δM , δN , t)
...
...
...
hm,1(δM , δN , t) . . . hm,n(δM , δN , t)
 (5.3)
where the channel gain hm,n(δM , δN , t) is given by
hm,n(δM , δN , t) =
1√
L
L−1∑
l=0
hlm,n(δM , δN , t) (5.4)
hlm,n(δM , δN , t) = am(θ
l
R)a
H
n (φ
l
T )
√
Pτlα
l(t)ej2pifd cos(φ
l
T−γ)t (5.5)
where:
l is the multipath index,l = {1, ...., L}.
δM and δN are antenna spacing at the receive and the transmit antennas, respectively.
θR is the directional of arrival.
φT is angle of departure.
Pτl is the average power of the l
th scatterer and is based on propagation delay τl.
α is the amplitude of the wave scattered by the lth scatterer towards the receive antennas.
Note that, the set of αl(t) consists of independent positive random variables with unity
variance σ = 1.
am is the steering vector at the receiver,m = {1, .....,M}.
an is the steering vector at the transmitter,n = {1, ....., N}.
fd is the maximum frequency shift (Doppler effect) which is equal to fcvM/c, where vM is
the velocity of the moving mobile and c is the speed of light.
The spatial correlation matrix R at both ends is computed based on the antenna array
configurations. In this contribution, we use four different array configurations: Uniform
Linear Array (ULA), Uniform Circular array (UCA), Hexagon array and Star array. These
array configurations are defined as follow:
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5.2.1 Uniform Linear Array
The steering vector for ULA to an incoming signal from a DOA θ has the form:
a(θ) =
1√
N
[
1, e−kδN sin(θ), · · · , e−k(N−1)δN sin(θ)
]T
(5.6)
where ek(N−1)δN sin(θ) is a complex denoting the amplitude and phase shift of the wave at
the N th antenna relative to the reference antenna and k = j2piλ .
5.2.2 Circular Linear Array
The steering vector for UCA as shown in Figure 5.1 to an incoming signal from a DOA θ
has the following form:
a(θ) =
1√
N
[
e
−j2pir
λ
cos(θ), · · · , e−j2pirλ cos(θ−2pi(n−1)/N)
]T
(5.7)
where r is the radius of the array.
Figure 5.1: Uniform Linear Array
5.2.3 Hexagon Array
The steering vector for hexagon as shown in Figure 5.2 to an incoming signal from a DOA
θ has the the following form:
a(θ) =
1√
N
[
1, · · · , e−j2pirλ cos(θ−2pi(n−1)/N)
]T
(5.8)
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Figure 5.2: Hexagon array
5.2.4 Star Array
For a star array configuration , we consider the array with N = 7 as shown in Figure 5.3.
Thus, the steering vector can be expressed as:
a(θ) =
1√
N
[
1, a1(θ), a2(θ)
]T
(5.9)
where the reference antenna located at the center of the circle:
a1(θ) =
[
−j2piδN
λ cos(θ − θ1), .., −j2piδNλ cos(θ − θ3)
]
a2(θ) =
[
−j2piδN
λ cos(θ − θ4), .., −j4piδNλ cos(θ − θ6)
]
Figure 5.3: Star array.
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5.3 Analytical Models
We model the spatially correlated Rician MIMO channel H as:
H =
√
K
K + 1
Hlos +
√
1
K + 1
Hnlos (5.10)
where K is the Rician factor defined as the ratio of specular power to the scattered power.
In Rician case, a direct Line of Sight (LOS) component is added to the multipath com-
ponents (where the amplitude of the channel Hnlos follows Rayleigh distribution due to
superposition of the supaths). We consider, for simplicity, K = 0 resulting in H = Hnlos.
The Multivariate complex normal distribution has been widely used in MIMO channel
modelling. This involves stacking the elements of MIMO channel H into a vector h whose
statistics obey the multivariate complex normal distribution with a zero mean. Hence, the
distribution of h is given by:
f(h) =
1
piMN detRH
exp(−hHR−1H h) (5.11)
where RH describes the spatial MIMO channel statistics and is defined as the full correla-
tion matrix, which is given by RH = E{hHh}. The use of RH requires (MN)2 real-valued
parameters leading to a complex system and highly time processing consuming. Several
different aspects of MIMO system modelling have been proposed that model a particular
structure on the MIMO correlation Matrix to reduce the large number of parameters used
by RH .
5.3.1 The Kroncker Model
The Kronecker model [103] is a very popular technique which has been successfully used
in the framework of the European Union SATURN project [109]. The idea behind this
model is that the transmitter and receiver correlations are assumed to be independent and
are treated separately. The Kroncker model can be expressed as
H =
1√
tr{RM}
R1/2M G(R
1/2
N )
T (5.12)
Chapter 5. Spatial Correlation in Wireless Space-Time MIMO Channels 97
where RM = E{HTH∗} and RN = E{HHH} denote the receive and transmit correlation
Matrices respectively. H can be reduced to G, where its entries are independently and
identically distributed (i.i.d) with a unit variance N (0, 1). The number of real-valued
parameters required by Kronecker model is equal to M2 + N2. This model forces the
correlations at both ends to be separable, which is the main drawback of this model.
5.3.2 Virtual Channel Model
The Virtual Channel Model (VCM) [104] was proposed to alleviate the restriction imposed
by the Kronecker model by including the joint spatial structure of the channel. VCM can
be expressed as:
H = FM (Ω¯G)FN (5.13)
where Ω is known as the element-wise square root of the power coupling between the trans-
mit and receive antennas.Ω can be computed by applying the eigenvalue decomposition of
RN and RM , where the eigenvalue decomposition of RN is equivalent to UNΛNVHN , and
RM is the same accordingly.ΛN=M are diagonal matrices containing the eigenvalues of the
transmitter and the receiver correlations, respectively. We define λN=M as the square root
of the eigenvalues of the transmitter and the receiver, respectively. Ω can be computed as
λMλN . FM and FN are the Discrete Fourier Transform (DFT) matrices containing the
steering vectors of the receive and transmit antennas respectively, where (Ω ¯G) refers
to the fading matrix containing the inner propagation power between the transmitter and
the receiver. The number of parameters required by VCM is NM.
5.3.3 The Weichselberger Model
The aim of this model [105] is to relax the restriction of the VCM adopting the spatial
eigenbases to channels and to the array configurations. This model can be expressed as:
H = UM (Ω¯G)UN (5.14)
where UM and UN are unitary matrices whose columns are the eigenvectors of RM
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and RN , respectively. The model expressed in (5.14) can be written as
H = UM
(( K∑
k=0
λM,kλN,k
)
¯G
)
UN (5.15)
This model requires N(N − 1) +M(M − 1) +NM real parameters instead of (NM)2.
5.4 MIMO Capacity
We consider an end-to-end communication link with N transmit and M receive antennas.
We restrict our analysis to the frequency flat-fading scenario, where the bandwidth must
be much less than the coherent bandwidth (1/τ). We define κ = max{N,M} and ζ =
min{N,M}. As we are dealing with the frequency flat-fading channel, we refer to the
spatially-white MIMO channel as expressed in Hw. The channel capacity is constrained
by the limitation of the system bandwidth and total transmit power PN regardless of the
number of antennas [16],[15]. In this paper, we consider two scenarios, both of which have
the channel state information (CSI) at the receiver. In the first scenario, we assume that
the transmitter has no (CSI) (unknown-Tx). The second scenario does have CSI about the
transmitter (known-Tx).
5.4.1 Unknown-Tx
The transmitted signal x is assumed to have statistically independent, equal power com-
ponents, each with a circularly-symmetric complex Gaussian distribution. The power is
distributed equally among the N elements of the transmit antennas [15]
PN =
IPn
N
(5.16)
The capacity is defined under power constraints as follows:
C = log2
[
det(I +
ρ
N
HHH)
]
C = log2
[
det(I +
ρ
N
Ξ)
]
(5.17)
where the matrix Ξ ∈ CM×M is defined as:
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Ξ =
 HHH N ≥ MHHH N < M (5.18)
and ρ is the signal to noise ratio (SNR), which is defined as PN/Pz. It has been proven that
spatial fading correlation degrades the capacity of the system [15]. Firstly, we consider an
i.i.d Rayleigh fading case, where H = Hw ∼ N (0, IN ⊗ IM ) as in (5.12). Secondly, we
consider a correlated Rayleigh fading MIMO channel with a product form [110], i.e., as
revealed in eq.(5.12), where H ∼ N (0, RM ⊗ RN ) for RN ≥ 0 RM ≥ 0. The statistical
properties of transmit correlation RN are identical to the product matrix RNR
H/2
N . By
inserting the (5.12) into (5.17), the capacity can be written in an extended form:
C = log2
[
det
(
IM +
ρ
N
RM
1/2HwRNH
H
w RM
H
)]
(5.19)
In particular, if we consider combined transmit-receive diversity where N = M and
(5.19) at high SNR, the capacity in bits/s/Hz is approximated as follows:
C ≈ log2
[
det
(
ρ
N
Hw
)]
+ log2
[
det(RN )
]
+ log2
[
det(RM )
]
(5.20)
It can be noticed from (5.20) that the reduction in capacity is due to the spatial
correlation at the transmitter and the receiver which is log2[det(RN )] + log2[det(RM )].
The capacity of the double-sided correlation is the worst scenario where the correlations at
both ends degrade the system performance. The capacity of a system with a single-sided
correlation RN = IN outperforms that of a system with double-sided correlations. The
highest capacity can be achieved in the case of an independent Rayleigh fading as RN = IN
and RM = IM .
The capacity can also be expressed in another form. We define an N × N Hermitian
positive-definite matrix of order N with correlation coefficient ρn ∈ [0, 1), denoted by
RN (ρn)
RN (ρn) =

1 ρ . . .
ρ 1 . . .
...
...
. . .

N×N
(5.21)
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Since the eigenvalues of RN (ρ) are 1 + (n− 1)ρn and 1− ρn with N − 1 multiplicities,
the determinant of RN (ρ) can be expressed as:
det(RN (ρ)) = (1− ρn)N−1(1− ρn −Nρn) (5.22)
Let RN = RN (ρn) and RM = RM (ρm) where ρn, ρm ∈ [0, 1). Then from (5.20) and
(5.22), the capacity is given by
C ≈ log2
[
det
( ρ
N
Hw
)]
+ log2
[(
1− ρn
)N−1(1− ρn −Nρn)]
+ log2
[(
1− ρm
)M−1(1− ρm −Mρm)] (5.23)
5.4.2 Known-Tx
When the channel is known at the transmitter, a higher capacity can be achieved by
distributing the power of the signal optimally over N antennas. The MIMO Hyperbolic
Channel can be considered as a set of parallel independent subchannels. The number of
subchannels is equal to ζ (rank of H). The power gain available at each kth subchannel is
obtained by applying Singular Value Decomposition (SVD) ofH = U∆V H , where U and V
are unitary matrices of the transmit and receive antennas respectively,∆ is nonnegative and
diagonal with entries diag(
√
λ1,
√
λ2, ...,
√
λm, 0, .., 0) where λm is the nonzero eigenvalue
of Ξ. The SNR for the mth subchannel is given by:
ρk = λm
PN
Pz
(5.24)
where PN is the power assigned to the mth subchannel and λm; the power is allocated to
each mth subchannel by using the waterfilling (WF) theorem [15],[110]; and each subchan-
nel is filled up to a common level F:
F =
1
λm
+ P1 = · · · = 1
λm
+ Pm (5.25)
F is determined so as to satisfy the constraint on the total transmit power PN :
PN =
M∑
m=0
Pm (5.26)
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The optimum capacity C can be achieved by using Waterfilling Theorem as follows:
C = log2
(
1 +
PN
Pz
λm
)
(5.27)
In this case, the largest power is allocated to the mth subchannel with highest gain.
Waterfilling Theorem outperforms the equal power scheme at low SNR. However, this
advantage decreases as SNR increases.
5.5 Numerical Results
The results in this section were obtained by using the MATLAB toolboxes including the
Communication and Signal processing Toolboxes. The space-time geometrical channel
model with hyperbolically distributed scatterers for a macrocell mobile environment is
simulated under an urban environment with a path loss exponent of n=4. The distance
between the mobile station and the base station is fixed at 1000m, where the radius of
the ring around the mobile station is equal to 300m (R<D). The spread parameter a is
set to be 0.0024 (7◦, standard deviation) for most cases. We refer the standard deviation
to angle spread, which is based on the central moment. The central moment is defined as
(σθ =
√∑L
k=1 Pkθ
2
k∑L
k=1 Pk
−
(∑L
k=1 Pkθk∑L
k=1 Pk
)2
) [102].
In Figure 5.4, the capacity has been tested for various values of spread parameter a,
and it can be seen that capacity decreases by increasing the value of a, which results from
the fact that an increase in a causes an increase in the distance between the transmitter
and the scatterers.
After constructing the space-time MIMO geometrical channel model with hyperboli-
cal distribution matrix, three different models were compared by imposing a particular
structure on each of them. In Figure 5.5 it can be noticed that the Weichselberger model
is outperforming the other models. In terms of complexity, for example, we considered
N=M=7. it was found that the complexity of each model is different from the other.
The complexities of Weichselberger model, Virtual Channel model, Kronecker model are
O(133),O(49) and O(98),respectively. Thus, the Virtual Channel Model has less complex-
ity than the others.
Figure 5.6 shows the impact of different antenna array geometry. Most previous works
deal with a ULA and do not consider different array geometry. It is evident that in the same
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Figure 5.4: Capacity of spatially correlated Rayleigh fading MIMO channel for different values of
spread control parameter a.
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Figure 5.5: Capacity of semi- correlated Rayleigh fading MIMO channel for different Models.
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Figure 5.6: Capacity of space time correlated MIMO channel with different antenna array geom-
etry.
propagation environment the capacity has been highly affected due to the antenna array
geometry. In Figure 5.6, we considered that d/λ = 0.3 produced a high correlation, and it
can be noticed that Star configuration yields the best system performance. In the case of
low correlation (high d/λ), the ULA configuration outperforms the other configurations.
In Figure 5.7, the capacity using optimum power (Waterfilling Theorem) outperforms
the equally power distributed among the transmit antennas (No-CSI). The obtained result
indicates that the performance degrades due to the impact of the correlation (i.e. small
d/λ imposes correlations among the antenna arrays).
In Figure 5.8, the cumulative distribution function (CDF) has been chosen as a measure
for the capacity of the channel and cdf(x) is defined as the probability that the realization
of the random variable has a value smaller than x, where x > 0, (i.e. cdf(x)=
∫ x
−∞ pdf(u =
hm,n)du). The result demonstrates the CDF of the channel capacity for a fixed SNR of
10dB and shows the negative impact of correlations on the capacity. From the same figure,
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Figure 5.7: Capacity of spatially correlated Rayleigh fading MIMO channel with N = 2 transmit
and M = 2 receive antennas for both of the scenarios No-CSI and CSI at the transmitter.
it is clear that the capacity increases with the number of antennas.
5.6 Conclusion
This chapter has considered a space-time geometrical channel model with hyperbolically
distributed scatterers for a macrocell mobile environment with particular focus on the
spatial MIMO channel matrix. We investigated three different models to reduce the large
number of parameters that can be used directly from the full correlation matrix. The
result showed that the Weichselberger model outperforms the others. On the other hand,
it has shown that in the same propagation environment the capacity is highly affected by
the antenna array geometry. In a highly spatial correlation case, star array configuration
proved that it outperforms other array configurations. Finally, we investigated the influence
of the physical parameters (i.e., spread parameter) on the channel capacity.
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Chapter 6
Performance of STBC-OFDM in
Time-Selective Macrocell Channels
6.1 Introduction
Space-time coding was first introduced based on the quasi-static fading channel assumption.
In this chapter, this assumption is not used as we assumed that the channel is time-
selective Rayleigh fading. As such the orthogonality between subcarries in time-selective
channel would not hold, resulting in inter-carrier interference (ICI). To combat ICI, we tried
different detection schemes in a comparative study. In this study we utilized a 2-by-1 space-
time block coded OFDM (STBC-OFDM) under space-time geometrical channel model with
hyperbolically distributed scatterers for microcell and macrocell mobile environments.
In recent years, transmit diversity techniques have received considerable attention be-
cause they increase transmission reliability over wireless channels without scarifying in
bandwidth efficiency. One popular and practical transmit diversity is the Alamouti tech-
nique [14]. Alamouti scheme was adopted as the space time transmit diversity in the third
generation UMTS-WCDMA [111]. Alamouti suggested a low complexity linear combining
scheme which, under the assumption of perfect channel state information (CSI). In case of
quasi-static channels, linear combiner and Maximum likelihood (ML) symbol detector can
completely eliminate the interference from the other codeword. As a result, the linear com-
biner with the ML detector can be used to achieve the same performance as the maximum
ratio combiner (MRC) of the diversity branches. The combining detectors are optimum
only in case the channel is quasi-static, however, in practical channels this is seldom sat-
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isfied. Alamouti scheme can be used in combination with OFDM. In Alamouti coded
OFDM system, the simple Alamouti decoding at each subchannel requires that channels
be constant over two OFDM symbols period. In Alamouti coded OFDM, Alamouti code
can be applied along the symbols-time(STBC-OFDM) or subcarriers/frequency(SFBC-
OFDM) [112].In STBC-OFDM, the receiver is optimum only when the channel remains
constant during OFDM codeword transmission period. In SFBC linear ML detector, the
adjacent subcarrier channel coefficients must be equal for decision variables to be decou-
pled [114][115]. In addition, Both STBC and SFBC have proven to be effective techniques
in enhancing the error performance and increasing the capacity of wireless channels.
OFDM is widely used as an effective modulation technique for mitigating the effect
of inter symbol interference (ISI) in frequency-selective fading channels and for provid-
ing high data rate transmission over wireless channels. Wireless channel variations are
mainly caused by two independent sources: the first one is due frequency offset and other
is due Doppler effects. The frequency offset between the local oscillators at the transmit-
ter and the receiver causes a shift in the signal imposed by temporal channel dispersion
which causes interblock interference (IBI). Fortunately, frequency offset can be mitigated
by utilizing two techniques. These techniques were proposed in [113] and they can be
done in two steps: starting with estimation (estimates the part of frequency that is a
multiple of subcarrier spacing) and elimination (estimates the remaining part of the offset
that is smaller than subcarrier spacing). In time varying channel Doppler effects arising
for relative motion between the transmitter and the receiver. Doppler frequency causes
intercarrier interference(ICI) where the OFDM subcarrier are no longer orthogonal and
ICI is generated. An effective method has been proposed by Zhao el at. [120] known
as ICI self-cancellation using Polynomial coding in the frequency domain to mitigate ICI
effects. In this chapter, we assume that our time varying channel constant during a single
OFDM duration and we consider that time selective degradation effects the output of the
receiver combiner. Previous work has investigated the impact of a time varying channel on
the Alamouti performance [117]. The author has recommended three different techniques
to combat the rapid channel variations to obtain better performance. These detectors
are Joint Maximum likelihood detectors (JML), Zero forcing (ZF), and decision feedback
(DF). In [118], the same detector schemes proposed by [117] were used for STBC-OFDM
and SFBC-OFDM, also, Bit error outage (BEO) was derived to provide more judgement
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on the transmission quality within a fading environment.
In this work, we consider that the channel model is based on the scattering model
[81],[82] with the assumption that the wave between transmit and receive antennas is
propagated through a single bounce scattering and that there is no refraction and diffrac-
tion (This is referred to as Geometrical Based Single Bounce (GBSB) model) as discussed
in chapters [3-5].
The chapter is organized as follows: In Section 6.2, we present the system model
including the propagation channel model. In both sections 6.3 and 6.4, we discussed the
system performance in both scenarios. Results are presented and discussed in section 6.5.
The main outcomes of the chapter are summarized in section 6.6 which concludes the
chapter.
6.2 System Model
In this section, we describe the Alamouti STBC-OFDM system and the channel model.
We consider a time selective MIMO channel with Nt transmit and Nr receive antennas.
The input-output relation is given by
r =
√
Es
Nt
Hx+w (6.1)
where r denotes the Nr × 1 received signal vector, Es is the total average energy
available at the transmitter over a symbol period, x is Nt×1 transmit signal vector, and w
is Nr × 1 spatio-temporally white noise with E{wwH} = N0INr . We impose the transmit
power constraint Tr(E{wwH})= Nt. We assume that the channel is perfectly known at the
receiver and unknown at the transmitter. We note that the use of STBC combined with
appropriate processing at the receiver turns the matrix channel model H into an effective
SISO channel with input-output [19] relation:
r =
√
Es
Nt
‖H‖Fx+ w (6.2)
where r denotes the singe (scaler) processed received signal, x is the scalar transmitted
signal and w is CN (0, 1). The symbol average error rate of STBC-OFDM can be calculated
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based on eq.(6.2). Assuming (QAM), the probability of symbol error for a given realization
channel H can be approximated by [19][119]:
Pe = N eQ
(√
Esd2min
2NtN0
‖H‖2F
)
(6.3)
where N e stand for the average number of nearest neighbors and d2min is the minimum
distance of separation of the underlying constellation. The average Pe can be obtained by
applying the Chernoff bound Q(x) ≤ exp[−(x2/2)] and taking the expectation as follows:
Pe ¹ N eE
(
e
−Esd
2
min‖H‖2F
4NtN0
)
(6.4)
In STBC-OFDM system, the transmitter x data is mapped into a modulation alphabet
χ using BPSK and QPSK, where χ ∈ (±1 ± j). This information is fed into Alamouti
STBC block with two transmit antennas. The input symbols at the transmitter are divided
into two symbol groups to be transmitted from antenna 1 and 2. In time instant (2i), the
two symbols in each group (x1, x2) are transmitted, where x1 is transmitted from antenna
1 and x2 is transmitted from antenna 2. In the time slot (2i + 1), the symbol −x∗12 is
transmitted from antenna 1 and x∗1 from antenna 2. After the Alamouti transform, an
inverse discrete Fourier Transform (IDFT) is applied. Following the IDFT, a cyclic prefex
is applied and the period of cyclic prefix must have a length greater than the channel delay
spread to reduce the effect of (IBI) caused by the dispersive Rayleigh fading. We consider
that the channel to be time-selective (but frequency-flat). The channel is considered to
be geometrical-based hyperbolically distributed scatterers (GBHDS) channel model for
macro-cell environments [81] as discussed in the previous chapters.
This model assumes that the scatterers are arranged within a circle of Radius R around
the mobile. The distance rk between the mobile station (MS) and the scatterers are
distributed according to the hyperbolic probability density function (pdf). The probability
density function of the distance rk has the form [81],[82]:
frk(rk) =

1
B cosh2(ark)
for 0 ≤ rk ≤ R
0 elsewhere
(6.5)
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where R is the radius of the scatterers’ circle, a is the spread control parameter which lies in
the interval (0, 1) and controls the spread (standard deviation) of the scatterers around the
mobile. B is the normalization factor for the pdf which is given by tanh(aR)/a. The entries
(Nt, Nr) between the transmitter and receiver are independently identically distributed
(i.i.d) complex Gaussian random variables. For simplicity, uniform linear arrays (ULAs)
are used as antenna geometry. The channel matrix can be described via steering vector:
at(φT ) =
1√
N
[1, e
−j2piδT
λ
sin(φT ), · · · , e−j2pi(N−1)δTλ sin(φT )]. (6.6)
ar(θR) =
1√
N
[1, e
−j2piδR
λ
sin(θR), · · · , e−j2pi(M−1)δTλ sin(θT )]. (6.7)
where δT and δR are the antenna spacing at the transmitter and receiver, respectively.
at(φT ), ar(θR) represent the steering vector at the transmitter (φT refers to the angle of
departure AOD) and receiver (θR is the angle of arrival AOA) arrays, respectively.
We assume that there are L scatterers within one cluster between the transmitter and
the receiver and one physical MIMO channel for one cluster is expressed as:
hl,Nt,Nr(t) =
1√
L
L−1∑
l=0
√
P (τl) am(θRl )an(φ
T
l )︸ ︷︷ ︸
Spatial−fading
α(t)ej2pifd cos(φl
T−γ)t︸ ︷︷ ︸
Temporal−fading=(βNr,Nt,1)
(6.8)
where P is the average power of the Lth scatterer and τl is the delay for the Lth scatter.
The two array propagation phase shifts ar(θlR)and at(φlT ). In this work, we investigate the
performance of Multiple Input single Output (MISO) STBC-OFDM, hence, we limit the
number of receive antennas to ar(θlR) = 1. βl,Nt,1 = α(t)ej2pifd cos(φl
T−γ)t is the temporal
correlation characteristic of the fast fading process, α(t) being the attenuation of scatter
which is assumed to have resulted from a random process with variance σ = 1, and fd is
the maximum frequency shift (Doppler) which is equal to fcv/c, v being the velocity of
the object, (γ is the direction of the object) and c is the speed of light. αi, βi, i = 1, 2
represents the time-selective channel hl,Nt,1(t) from the ith transmit antenna to the receive
antenna. We consider that the MISO impulse response among the transmit and receive
antennas is given by
hl,Nt,1(t) =
1√
L
L−1∑
l=0
α(t)
√
P (τl)at(φTl )e
j2pifd cos(φl
T−γ)t (6.9)
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During the first period α1 and β1 denote the complex channel coefficient between the
transmit antenna and the receive antenna. During second period α2 and β2 are considered.
The baseband representation of the received signals assuming that the channel is flat fading
can be expressed as
r1
r∗2
 =
α1 −β1
β∗2 α∗2
x1
x∗2
+
w1
w∗2
 (6.10)
The Following step applyies the linear combining scheme as suggested by Alamouti [14],
which assumed that the channel is known at the receiver. The linear combining scheme
can be written as:
z = HHr = HHHx+HHw (6.11)
As we assumed that the transmit energy per data symbol is Es, the transmit energy is
distributed equally among the transmit antennas,hence Es/2 is allocated per each antenna.
Let G = HHH, which is the cascade of H with its matched filter and it is a nonnegative-
definite Hermitian matrix (where λi i = 1, 2 > 0). Then we have:
G =
 |α1|2 + |β2|2 α∗2β2 − β1α∗1
β∗2α2 − α1β∗1 |α2|2 + |β1|2
 (6.12)
6.3 Quasi-Static Channel
In the case of quasi-static channels, which means that the channel does not change during
the transmission intervals, we have α1 = α2 = α and β1 = β2 = β. The above assumption
in equation 6.12 reduces G to Gstatic:
Gstatic =
|α|2 + |β|2 0
0 |α|2 + |β|2
 (6.13)
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where α1, α2, β1, β2 are identically distributed zero mean unit variance circularly symmetric
complex jointly Gaussian random with E[|α1|2] = E[|α2|2] = E[|β1|2] = E[|β2|2] = 1. After
the liner combining at the receiver, data is fed into a maximum likelihood detector (MLD)
to make decision about x via
xˆ = argmin ‖z−
√
Es
2
Gx‖ (6.14)
The average signal to noise ratio (SNR) per bit is E[γ] = Es/w0 where γ = (|α|2 +
|β|2)E/2w0 which has a central chi-square distribution with four degrees of freedom and
its probability density function (pdf) is defined as
P (γ) =
γ
(E/2w0)2
exp(−2γw0/E) (6.15)
. The bit error probability can be measured by averaging Q(
√
2γ) over eq.(6.15), i.e.,
Pe =
∫ ∞
0
Q(
√
2γ)P (γ)dγ (6.16)
which yields [117]
Pe =
1
4
(
1− 1√
1 + 2E/w0
)2(
2 +
1√
1 + 2E/w0
)
. (6.17)
.
6.4 Fast Fading Channel
In this scenario , a quasi-static channel assumption is not valid (due to the increase of
Doppler frequency shift) where ICI introduced over the an OFDM block which entails
crosstalk over the duration of a space-time codeword. Both the ICI and crosstalk are
resulting in performance loss due to the increase in the error floor of conventional receiver.
From eq.(6.10)and eq.(6.11), the estimated vector is observed as:
xˆ1 = (|α1|2 + |β2|2)x1 + ρnx2 + α∗1w1 + β2w∗2 (6.18)
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xˆ2 = ρ∗nx1 + (|α2|2 + |β1|2)x2 + β∗1w1 − α2w∗2. (6.19)
Note that the second component in (6.18) represents the the crosstalk and ρn refers to
β∗2α2−α1β∗1 . Therefore, the signal-to-interference plus noise (SINR) at the decoder output
is found to be
γ1 ≈ γ2 ≈
(|α1|2 + |β2|2)Es
w0 +E[|ρ|2] =
(|α2|2 + |β1|2)Es
w0 + E[|ρ|2] . (6.20)
Proper detection schemes have been introduced [117] to detect received symbols. Dif-
ferent detection techniques perform differently. They are: 1) Normal Match Filter (NMF),
2) Joint Maximum-Likelihood (JMD), 3) Decision Feedback (DF), and 4) Zero Forcing
(ZF).
6.4.1 Normal Match Filter Detector (NMFD)
The received vector z in (2) is written as
z = HHr = Gvaryingx+HHw (6.21)
where Gvarying refers to eq.(6.12); the off-diagonal of the matrix refers to the crosstalk
between two adjacent symbols (ICI). The NMFD detects the signal about x1 and x2
without taking the correlation of the noise w into consideration. The main drawback of
NMFD is that the orthogonality does not hold because of the crosstalk between adjacent
symbols. Then NMF detector can make decision about x based on
xˆ = argmin︸ ︷︷ ︸
x
{∥∥z−Hx∥∥2} (6.22)
The effective SNR γNMFD is given by:
γNMFD =
2γ
2 + (1− |ρ|2)γ (6.23)
the pdf of obtained SNR also has of central chi-square distribution with four degree of
freedoms. The PeNMFD can be derived by averaging Q(
√
(2γNMFD)) over the distribution
in eq.(6.15) yields
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PeNMFD =
1
4
(
1− 1√
1 + 2E/w0
)2(
2 +
1√
1 + 2E/w0
)
. (6.24)
6.4.2 Joint Maximum-Likelihood Detector (JMD)
Since G is Hermitian, it possesses Cholesky factorization of the form G = L∗L, where L
is lower triangular with real diagonal elements, it can be written as:
L =
 |α1α
∗
2+β1β
∗
2 |√
|α1|2+|β2|2
0
β∗2α2−α1β∗1√
|α1|2+|β2|2
|α2|2+|β1|2√
|α1|2+|β2|2
 (6.25)
where L can be shown in simplified form using υ0 = |α1|2 + |β2|2, υ1 = |α2|2 + |β1|2 ,
ρn = β∗2α2 − α1β∗1 and ξ = |α1α∗2 + β1β∗2 | as:
L =
 ξυ−1/21 0
ρ∗nυ
−1/2
1 υ
1/2
1
 (6.26)
Multiplying both sides of (2) by (L−H)HH we get:
z = (L−H)HHr (6.27)
which represents the white matched filtering. The new combiner has the following form
z = Lx+wn (6.28)
where the wn is the white Gaussian noise with covariance matrix E[wnwHn ] = σ2nI. The
estimated signal xˆ using JML can then be expressed as
xˆ = argmin︸ ︷︷ ︸
x
{∥∥z− Lx∥∥2} (6.29)
Due the robustness of the JML detector, the crosstalk results from the channel variation
in the duration of Space-time codeword, it is reasonable to assume that the channel fading
is quasi-static during a codeword period which lead to an upper bound of the SNR. Under
this assumption, the SNR is of central Chi-square distribution with four degree of freedom
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and its distribution is given by
PJMD(y) =
y
(γJMD)2
exp
(
2y
γJMD
)
(6.30)
where γJMD is average SNR of JML detector γJMD = E[γ] = 2Es/w0. Averaging
Q(
√
2γJMD) over eq.(6.31), then the Pe is given by
PeJMD =
1
4
(
1− 1√
1 + 2E/w0
)2(
2 +
1√
1 + 2E/w0
)
. (6.31)
6.4.3 Zero Forcing Detector (ZFD)
The ZFD forces the crosstalk in (1) to be zero as follows:
z = Fr (6.32)
where F can be designed to eliminate the crosstalk and it is given by
F = AH−1 =
ξυ−1/21 0
0 ξυ−1/20
H−1 (6.33)
The received vector after applying (ZF) can be written as
z = Ax+ wz (6.34)
wz is correlated noise vector and both noise components for antenna 1 and 2 are identically
distributed. The drawback of ZFD is that the power of the effective noise wz = w0H−1
is higher than the original noise w0, where E[wzwHz ] = w0(HHH)−1. Making a decision
about the input vector x can be expressed via
xˆ = argmin︸ ︷︷ ︸
x
{∥∥z−Ax∥∥2} (6.35)
The pdf of the effective instantaneous SNR γZFD is
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PγZFD(y) = ψ(1 + ²y) exp(−(υ − ψ)y) (6.36)
where
² =
2|ρ|2
(1− |ρ|2)γJMD
(6.37)
ψ =
2(1− |ρ|2)
γJMD
(6.38)
υ =
2|ρ|2
(1− |ρ|2)γJMD
(6.39)
Averaging Q(
√
2γZFD) over the distribution in eq.(6.38) yields
PeZFD = (1− |ρ|2)
[(
1− 1√
1 + 2E/w0
)]
+
|ρ|2
[
1
4
(
1− 1√
1 + 2E/w0
)2(
2 +
1√
1 + 2E/w0
)]
. (6.40)
6.4.4 Decision Feedback Detector (DFD)
It can be noticed from eq.(6.33) and eq.(6.34) that xˆ1 can be estimated without interference
from x2 . The contribution of xˆ1 can be cancelled from z2 by replacing x1 with xˆ1 to make
a decision about x2. The pdf of the effective SNR γDFD has not been found. The PeDFD of
Alamouti STBC-OFDM can be approximated by deriving the upper bound. Based on the
assumption that the decision for x1 is correct, then the effective SNR of the first detected
symbol is identical to ZFD and the second symbol x2 is similar to JMD. Therefore the
upper bound of DFD is given by
PeDFD >
1
2
PeZFD +
1
2
PeJMD (6.41)
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Figure 6.1: Error rate performance of STBC-OFDM over time-varying GBHDS channel in macro-
and microcell environments.
PeDFD >
1− |ρ|2
2
[(
1− 1√
1 + 2E/w0
)]
+
1 + |ρ|2
2
[
1
4
(
1− 1√
1 + 2E/w0
)2(
2 +
1√
1 + 2E/w0
)]
. (6.42)
6.5 Numerical Results
We show the performance of Alamouti scheme with different detectors in time-varying
multi-path Rayleigh fading channels. In the simulation conducted, the following param-
eters were adopted: BPSK, Number of carrier Nc is 128, Nt = 2 and Nr = 1. ULA is
considered at the base station(BS).
In Figure 6.1 , we demonstrate the performance of different detection schemes NML,
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Figure 6.2: Error rate performance of STBC-OFDM over time-varying GBHDS channel in a
macrocell environment.
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JML, DF and ZF over the GBHDS macrocell and microcell channel models. The pa-
rameters for macrocell are: distance between the transmitter and receiver is D =4000 and
angular spread is AS = 7◦. For microcell, D = 1000 and AS = 24.5◦ are considered, where
the values are extracted from experimental data. It can be noticed that all detectors per-
form better in microcell environment. Detectors have different performances, where JML
detector is always performing the best among all the others as a result of taking off the
crosstalk and noise. By varying the channel correlation ρ, different results can be achieved.
The channel is quasi-static when ρ = 1, where all detectors perform the same. The DF
detector has a degrade in its performance due to the the feedback erroneous decision. Fur-
thermore, the loss in the ZF detector performance is due to the drawback that the power
of the effective noise wz = w0H−1 is higher than the original noise w0. The NMF fails in
the highly time-vary ing channel due to the crosstalk and the colored noise.
Figure 6.2 demonstrates the performance of all detectors in macrocell environment by
varying the ρ values. It can be noticed that JML is performing the same for both values;
which is approximately similar to the performance in quasi-static channel (ρ = 1). In
addition, DF and ZF suffer from degradation when the value of ρ goes down. The NML is
not a practical scheme when the channel varies rapidly.
Figure 6.3 shows the performance of all detectors by varying the spread parameter
a which has a significant impact on the signal level in (dB), where increasing a reduces
the angle spread of the scatterers (i.e., reduces the diameter of the scatterers around the
mobile). The JML detector has a significant performance loss when the spread parameter
a increases. The DF and ZF detectors have the same performance when the diameter of
the scatterers around the mobile is large.
6.6 Conclusion
In this chapter, the performance of STBC OFDM in time-varying channels was studied. We
assessed the performance of various detectors and the results indicated a significant loss in
performance of all detectors due to time-varying nature of the channel. The joint maximum
likelihood (JML) detector outperforms other detectors when the channel correlation is
small. We have considered a practical channel using GBHDS model for both macro- and
micrcell environments.
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Figure 6.3: The impact of the spread parameter a on the system’s performance.
Chapter 7
STBC Polynomial Cancellation
Coding-OFDM: Flat-Fading
7.1 Introduction
In this chapter, we present a new transmission scheme joining Polynomial Cancellation
Coding OFDM (PCC-OFDM) with Space-Time Block-Coding (STBC). PCC is a coding
method for OFDM which maps data onto adjacent subcarriers, used here for reducing
the sensitivity of OFDM to carrier frequency offset and Doppler spread. On the other
hand, STBC is used to improve the error performance and increase the data rate of the
transmission system. Simulation results have shown that the joint application of PCC
with OFDM can significantly improve the overall system performance. Despite the fact
that OFDM has solved many problems associated with single-carrier systems, still this
technique has its certain drawbacks, such as the increase in the system complexity and its
sensitivity to frequency error offset, phase noise. However, frequency offset results either
from a difference between the received signal and the receiver local oscillator frequency or
Doppler spread. Aforementioned drawbacks result in inter-carrier interference (ICI). The
ICI caused by Doppler spread has much more complex representation and still there is
no perfect solution to mitigate ICI, even if several techniques were proposed. To mitigate
the frequency offset issue, two types of approaches have been proposed in the literature.
The first approach is to estimate and remove the frequency offset which can be done in
two steps: the first one can be performed by applying coarse offset estimation followed by
fine frequency offset estimation. Whereas another approach is to use signal processing or
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coding techniques to reduce the sensitivity of the OFDM system to frequency offset.
The ICI under multi-paths time varying channel is discussed in [24], and extended in [25]
for the case in which the delay spread exceeds the guard interval length. Exact expressions
of ICI power was obtained from Doppler spread and the OFDM symbol duration in case
of sufficient guard interval [24]. Coding techniques were proposed to reduce the effect of
the frequency offset, forward error correction coding (FEC) with the Reed-Solomon (RS)
code was proposed in [26]. Gold codes was proposed in [27]. An effective method was
proposed in [120] which is known as ICI self cancellation where repeated data is applied
frequency domain to mitigate the effect of frequency offset. This method can reduce
ICI at the price of a less data rates by a factor equal to the number of sub-carriers. A
new mitigation scheme was proposed in [121] which inspired by [120] using Polynomial
Cancellation Coding (PCC). The main idea behind PC [121]-[123] is to reduce the ICI
due to frequency offset by modulating one data symbol over a group of sub-carriers with
predefined weighting coefficients. The work in [123] showed that PCC can improve the
performance of an OFDM in the presence of phase of noise. On the other hand, the
demand on higher data rates and equality of service has increased. Transmit diversity is
very interactive method that increases the date rate and improves any systems performance
[14]-[19]. For the purpose of improving the system efficiency and reliability, a combination
of transmit diversity and PCC-OFDM will be investigated. In this work, STBC is included
to combat the flat fading and improve system performance.
This chapter is organized as follows. In Section 7.2, a brief description of PCC-OFDM
is presented. In Section 7.3, a new scheme joining PCC-OFDM with STBC is considered
and. Section 7.4 presents simulation results. Finally, a conclusion is made to sum up our
work in 7.5.
7.2 System Model
The system model we consider is shown in Figure (7.1) [121]. A High-speed transmitted
data are fed into serial-to-parallel converter and converted into lower speed parallel data
a as follows [121][124]:
a =
[
a0, a1, ..., aN ′−1
]† (7.1)
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Figure 7.1: Block Diagram of PCC-OFDM System.
where † denotes matrix transpose of the sub-carriers and aN ′−1 is the symbol data assigned
to each sub-carriers an, 0 ≤ n ≤ N ′ − 1. These data are mapped onto pairs of adjacent
data with relative weighing values +1 and -1 which results in duplication of the modulate
data (where the number of sub-streams is now equal to N = N ′/2), represented by the
following vector:
b =
[
b0, b1, ..., bn−1
]† (7.2)
where sub-carrier b can be related to sub-carrier a as follows:
b0 = a0
b1 = −a0. (7.3)
Basically, the values of the weighting groups (k is the number of these groups) are given
by the coefficients of the polynomial equation (1 − x)k−1, where the value of k depends
on the requirements of the system performance [121][124]. For example, when k = 2,
polynomial equation equal to 1− x, which is equivalent to relative weighting values equal
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to +1 and -1. However, if the system experiences a harsh channel environment, high
number of groups k is recommended to reduce the ICI and maintain the orthogonality of
ofdm sub-carriers. Consider k=3, the relative weighting values equal to +1, -2, and +1.
The entire signal flow in the PCC-OFDM transmitter is similar to the conventional
OFDM, except that the mapping mentioned in question (7.3) is not included in OFDM,
where data in OFDM is mapped onto individual sub-carriers. One of the excited features
of PCC-OFDM is that no cyclic prefix is needed [121]. The discrete-time representation of
a OFDM block is given by
x(k) =
N−1∑
n=0
b(n) exp
(
j2pink
N
)
(7.4)
We assume a time-invariant flat fading channel which can be modelled as follows:
h(t) =
L−1∑
l=1
αle
j2pifd cos(φl−γ)t (7.5)
where αl is the attenuation of each path which is assumed to be result of a random process
with variance σ = 1, and fd is the maximum frequency shift (Doppler) which is equal to
fcv/c, v being the velocity of the object, (γ is the direction of the object) and c is the speed
of light. φl is the initial angle of the lth path, here it is assumed to be zero without losing
generality. However, fd is assumed to be constant for all multi-paths. Fading is assumed
to be (WSSUS) where the auto-correlation of the channel is given by
E
[
h∗(t)h(t− τ)
]
= J0
(
2pifdτ
)
(7.6)
where J0(.) denotes the zeroth-order Bessel function of the first kind. However, the channel
for each path is given by
H(k) =
L−1∑
l=0
hl(t) exp
(
j2pilk
N
)
(7.7)
In the receiver, the signal is demodulated using Discrete Fourier Transform (DFT).
Thus the ith demodulated subcarrier is given by
z(i) =
1
N
N−1∑
m=0
L−1∑
l=0
Hl(i−m)x(m) exp
(− j2pilm/N)+W (i) (7.8)
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whereW (i) is the DFT of complex additive white Gaussian noise (AWGN) with zero mean
and variance N0. The output of {zi|i = 1 : N − 1} block is fed into another extra block
labelled as "Weight and subcarrier" in order to estimate the transmitted signal. The same
weighting groups are used in the transmitter and the receiver in order to cancel ICI. The
corresponding output of the subcarrier pair from the weighting and adding block is given
by [121][124]:
v =
[
v0, v1, ..., vN−1
]† (7.9)
where vi is equivalent to
v =
(
z2i − z2i+1
)
2
for i = 0, 1, ..., N/2− 1 (7.10)
Upon substitution (7.8) into (7.10), it yields the difference between the 2ith and
(2n+1)th sub-carriers which is given by
v(i) = z2i − z2i+1
= a(i)H(i) + I(n) +W (n) (7.11)
where in this case N ′ = N/2, and 0 ≤ n ≤ N ′ − 1. We let
H(i) =
L−1∑
l=0
[−Hl(−1) + 2Hl(0)−Hl(l)]e(−j2pili/N) (7.12)
I(i) =
N
′−1∑
m=0,m6=i
L−1∑
l=0
Hi,m · e(−j4pili/N) (7.13)
W (i) = W (2i)−W (2i+ 1) (7.14)
where
Hi,m = −Hl(2i− 2m− 1) + 2Hl(2i− 2m)−Hl(2i− 2m+ 1).
Note that I(i) is the ICI which causes loss of orthogonality among the received subcarrier.
It depends on the difference between adjacent terms. However, if the adjacent terms are
highly correlated as I(i) ≈ I(i+1) then ICI will be much less than for conventional OFDM
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Figure 7.2: The Proposed PCC-STBC System.
in which orthogonality can be preserved. PCC-OFDM has a main drawback where it is
not bandwidth efficient. Recently, a new scheme [124] has been introduced by the same
author of [121], to overcome this problem by overlapping symbols in the time domain. The
ICI depends on the difference between the adjacent weighting coefficients rather than on
the coefficients themselves [121]. However, if the adjacent coefficients are identical or equal
then the difference will be equal to zero which means that the ICI is completely eliminated.
On the other hand, as the difference between adjacent coefficients is small, this leads to
substantial reduction in ICI.
7.3 Space-Time Block Coding PCC-OFDM
A proposed block diagram of a space time block coded PCC-OFDM with two transmit
antenna is shown in Figure (7.2). We propose a new scheme by joining STBC with PCC-
OFDM in one system in order to reduce ICI and enhance the system performance. Alam-
outi’s scheme [14] was introduced to provide a full diversity rate and a simple decoding
algorithm. However, the rate of diversity is defined as the ratio between the number of
symbols which the encoder takes at the time slot and the number of symbols transmitted
from each antenna. Alamouti’s scheme has been adopted in the third generation cellular
standard W-CDMA [18]. In this section, two transmit antennas are considered, where the
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transmission matrix is given as follows [14]:
g2 =
 s1 s2
−s∗2 s∗1
 (7.15)
At the time interval ti (i = 1, 2) and two complex symbols (s1, s2) are transmitted simul-
taneously from two transmit antennas (nt = 2) where nt denotes the number of antennas
and si symbols (−s∗2, s∗1), where (i = 1, 2) are transmitted during the next time interval
(ti+1) where (∗) is complex conjugation. In Figure (7.2), the serial transmit symbols si are
first parameterized to b[n, k], n = 1, 2; k = 1, 2, ..., N , where n indicates the time index and
k denotes the OFDM sub-carriers and N is number of OFDM sub-carriers. A space time
block code encodes the b[n, k] into two different signals t[n, k] transmitted simultaneously
from two different transmit antennas. After that, we apply PCC encoder (+1,−1) to be
taken to NC-length IFFT (where NC = 2N) operation is expressed as follows:
xi[n, l] =
1
NC
NC−1∑
k=0
t[n, k] exp
(
j2pikl
NC
)
, i = 1, 2 (7.16)
The insertion of the cyclic guard prefix is not used. At the receiver side, the output of
the FFT can be expressed as:
Y [n, k] =
nt∑
i=1
ti[n, k]Hi[n, k] +W [n, k] for k = 0, 1, .., Nc − 1 (7.17)
where Hi[n, k] denotes the channel frequency and W [n, k] denotes the discrete Fourier
transform (DFT) with zero mean and variance σ2w We can describe the system in the
matrix form:
Y =
[
T1 T2
] H1
H2
+W (7.18)
where
Y =
[
Y [n, 0], Y [n, 1], ..., Y [n,N − 1]
]†
;
Ti = diag
(
Y [n, 0], Y [n, 1], ..., Y [n,N − 1]
)
;
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H =
[
Hi[n, 0],Hi[n, 1], ..., Hi[n,N − 1]
]†
;
W =
[
W [n, 0],W [n, 1], ...,W [n,N − 1]
]†
The channel is assumed to be a quasi-static, where path gain is assumed to be con-
stant: Hi[n, k] = Hi[n, k + 1]. However, the path gains from each antenna are modelled
independently as Gaussian random variables. The modulated signal Y [n, k] is decoded by
a linear maximum demodulated space time decoder as follows:
r[n, k] = H∗1Y [k, n] +H2[k]Y
∗[n+ 1,K]
r[n+ 1, k] = H∗2 [k]Y [n, k]−H1[k]Y ∗[n+ 1, k] (7.19)
The PCC decoder is applied to the signal by adding the weights where number of sub-
carrier N = NC/2.. After receiving the combined signals, they are put forward into the
maximum likelihood detector, where the decision is used as follows [14]
N−1∑
k=0
(∣∣∣∣∣Y [n, k]−
nt∑
i=1
Hi[n, k]ti[n, k]
∣∣∣∣2) (7.20)
Space-Time Block-Coding introduced in [14] is based on Alamoutis’ scheme which was
generalized to many transmit antennas schemes G3 , G4 , H3 and H4 [19], where the same
procedure for Alamoutis’ scheme in the encoder and the decoder can be applied. The rate
of space time block-coding G3 , G4 , H3 and H4 are equal to 1/2 and 3/4 respectively. All
the details are derived in [19] and transmit antennas for G3 and H3 can be constructed as
follows:
G3 =

s1 s2 s3
−s2 s1 −s4
−s3 s4 s1
−s4 s3 s2
s∗1 s∗2 s∗3
−s∗2 s∗1 −s∗4
−s∗3 s4∗ s∗1
−s∗4 −s∗3 s∗2

(7.21)
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H3 =

s1 s2
s3√
(2)
−s2 s∗1 s3√(2)
s∗3√
(2)
s∗3√
(2)
−s1−s∗1+s2−s∗2
2
s∗3√
(2)
− s∗3√
(2)
s2−s∗2+s1−s∗1
2

(7.22)
7.4 Results and Discussions
In this chapter we present the bit error rate (BER) and Symbol error rate (SER) perfor-
mance of the proposed system. In the transmitter, nt encoders are used and each Symbol
Si , (i = 1, 2, ..., p ) has a number of sub-carriers N = 128 when PCC encoder maps data
onto pairs of adjacent sub-carriers, which results into doubling the number of sub-carriers
NC .
Furthermore, Symbols are encoded by the space-time encoder to transmit the constel-
lation symbols from different antennas. To demonstrate the performance of this scheme,
computer simulations were performed. A QPSK is assumed as a modulation scheme, a flat
fading channel with Doppler frequency is assumed as well. OFDM is simulated to be com-
pared with PCC-OFDM. Figures (7.3) and (7.4) show the performance of STBC-OFDM
and STBC-PCC-OFDM with a Doppler frequency of fm100 KHz for QPSK constellation.
Whereas STBC-PCC-OFDM achieves better performance than STBC-OFDM.
For G3 transmit antenna scheme, the BER of 10−5 gives ≈ 20 (dB) for PCC-OFDM
and 23 (dB) for OFDM. STBC-PCC-OFDM gives about 3 (dB) gain over the use of STBC
OFDM. It is noticed that at a bit error rate of 10−5 for G4 shceme, STBC-PCC-OFDM and
STBC-OFDM provide 4 (dB) gain over the use of STBC-PCC-OFDM and STBC-OFDM.
A significant gain can be achieved by increasing the number of transmit antennas.
Figures (7.5) and (7.6) depict the performance of STBC-OFDM and STBC-PCC-OFDM
without Doppler frequency shift. It can be seen that at a bit error rate of 10−5 for code
G3, STBC-PCC-OFDM achieves more gain than that of STBC-OFDM (which is almost
3 dB gain), likewise for G4. Finally, Figures (7.8) and (7.7) show the performance of
STBC-PCC-OFDM for 8PSK constellation.
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Figure 7.3: BER vs. SNR for QPSK STBC-PCC-OFDM system with Doppler frequency fm = 100
kHz.
7.5 Conclusion
A new scheme joining the recently proposed PCC-OFDM with space-time block-coding
(STBC) has been presented. It is shown that PCC-OFDM can achieve better performance
than conventional OFDM by reducing inter-carrier interference (ICI). Using multiple trans-
mit antennas has increased the system efficiency. It is expected that better performance
can be achieved by using multiple receivers; however, this will be tackled in future works.
Also, we are currently conducting research to join this scheme with Overlap-PCC-OFDM
to achieve bandwidth efficiency as well.
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Figure 7.4: BER vs. SNR for QPSK STBC-PCC-OFDM system with Doppler frequency fm = 100
kHz.
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Figure 7.5: SER vs. SNR for QPSK STBC-PCC-OFDM system with no Doppler.
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Figure 7.6: BER vs. SNR for QPSK STBC-PCC-OFDM system with no Doppler.
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Figure 7.7: SER vs. SNR for 8-PSK STBC-PCC-OFDM system fm=100.
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Figure 7.8: BER vs. SNR for 8-PSK STBC-PCC-OFDM systm fm=100.
Chapter 8
Clipping - Filtering for Peak Reduction in
Multicarrier Systems
8.1 Introduction
High Peak-to-Average-Power-Ratio (PAPR) is a major problem in multicarrier systems.
Signals with high PAPR, when passed through power amplifier, generate in-band distortion
and out-of-band radiation. Amplifier back-off mitigates the problem somehow, but results
in less-efficient operation, therefore more input power is necessary. Clipping and filtering
is the simplest technique for PAPR reduction. The first part of the chapter analyzes the
power savings achieved through the clipping and filtering method. Next part covers a new
scheme called One-Iteration-Clipping-Filtering (OICF) for iterative clipping and filtering
method. The scheme is shown to achieve significant reduction in complexity with similar
system performance.
Orthogonal Frequency Division Multiplexing (OFDM), which is a popular multiplexing
technique for many current and future broadband wireless communication systems, suffers
from high PAPR. When passed through a non-linear High-Power-Amplifier (HPA), ‘peaky’
OFDM signal generates in-band distortion which degrades useful signals, and out-of-band
distortion which leaks to and interferes adjacent channels. Back-off is necessary, but it
would lead to inefficient amplification (i.e. larger input power is required). Several tech-
niques have been proposed to reduce the PAPR throughout the past decade, an excellent
overview of popular PAPR reduction techniques is given in [28][30].
Clipping amplitude [125] is stated as the simplest technique for PAPR reduction. As
135
Chapter 8. Clipping - Filtering for Peak Reduction in Multicarrier Systems 136
the occurrence of very high peaks is rare [29], the clipping method can produce peak re-
duction at small cost of performance degradation. Conventional error correction codes can
offset such small degradation [125][132][133]. Clipping is a non-linear operation, therefore
distorts the OFDM signal. The out-of-band radiation is reduced by filtering. However,
filtering causes peaks to regrow. Iterative clipping and filtering (ICF) [126][127], Simpli-
fied Clipping and Filtering (SCF) [128] and One Iteration Clipping and Filtering (OICF)
[134] are proposed for achieving the target PAPR with reduced complexity. Clipping noise
mitigation and performance improvement can be achieved with methods described such as
in [135].
The effectiveness of the clipping and filtering method has been assessed recently based
on total degradation (TD) and results showed that it degrades rather than improves the
system performance [129][136]. Yet it is a method of choice in 60 GHz CMOS radio
transceivers because of its simplicity in implementation and reasonable PAPR reduction
with small degradation [137].
In this chapter, we compute the power savings achieved through the clipping and
filtering method. Increased amplifier efficiency due to PAPR reduction saves significant
power. The research is motivated by the recent similar works on PAPR and amplifier
model with efficiency [133][139][140][142][141]. The Next part explains a new scheme for
ICF method, One-Iteration-Clipping-Filtering (OICF) which reduces a good amount of
computational complexity.
System model including important assumptions are described briefly. Multicarrier sig-
nals, PAPR, clipping and power amplifier are defined. Figure (8.1) shows the system block
under consideration. After serial-to-parallel conversion, the discrete data is multiplexed us-
ing N-point FFT. The FFT output is converted to serial form, addition of cyclic-prefix(CP)
takes place afterwards. Finally the data passes through digital-to-analog converter (DAC)
and power amplifier before sent to channel. Reverse mechanism occurs at the receiver
except the inclusion of channel estimation after IFFT block. The clipping and filtering
block fits between S/P and P/S blocks. A detailed description is given later.
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8.1.1 OFDM Signal
Discrete-time OFDM signal can be written as,
xn = x
(
nT
JN
)
=
1√
N
N/2−1∑
k=−N/2
X〈k+N〉 · exp
(
j2pink
JN
)
, n = 0, 1, ....JN− 1 (8.1)
where 〈k+N〉 is (k+N) modulo N. X = {X0,X1, ....,XN−1} represents input vector (of
mapped symbols), N = number of subcarriers, T = OFDM data symbol period, 4f = 1/T,
frequency spacing for orthogonality; J is oversampling factor. J = 1 gives discrete-time
signal sampled at Nyquist rate, whereas J = 4 provides sufficient samples to capture
continuous-domain signal peaks [130]. The oversampled signal can be obtained by (J-
1)N zero-padding in the middle of the original input vector and taking IFFT of it. The
zero-padded input vector can be expressed as
X = {X0, ...,XN/2−1, 0, 0, 0, 0, 0, ...,XN/2, ...,XN−1} (8.2)
Figure 8.1: OFDMTransmitter Block Diagram: (a) Original, and (b) With Clipping and Filtering.
8.1.2 Peak-to-Average-Power Ratio (PAPR)
The PAPR of discrete-time OFDM signal is written as
PAPRx ,
max0≤n≤JN−1 |xn|2
E{|xn|2} (8.3)
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where E{.} denotes expectation operator. PAPR is best described by its statistical pa-
rameter, complementary cumulative distribution function (CCDF). CCDF measures the
probability of signal PAPR exceeding certain threshold γ i.e. Pr[PAPRx > γ]. An approx-
imated PAPR CCDF expression based on level crossing rate can be given as [29],
P(PAPRx > γ) ∼= 1− exp
(
−Ne−γ
√
pi
3
γ
)
(8.4)
and is accurate for a relatively high γ and large number of subcarriers N ≥ 64.
Another recent approach to evaluate PAPR distribution has been Extreme Value The-
ory. Based on this approach, T. Jiang [138] has shown new PAPR distribution for practical
systems (eg. WLAN, DAB I) with equal and unequal power allocations to subcarriers. New
distribution is shown to have closer resemblance to simulation curves than previous dis-
tribution (like equation 8.4). But in this chapter, we still follow the above distribution
for our analysis as done by [139]. Note that empirical results could be readily obtained
through computer simulations, therefore the need for explicit numerical expression for
PAPR distribution might not be necessary in many situations.
Following the same steps described in [139], we can write γ as a function of probability
level p as,
γ(p) =
−1
2
W
(
− 6ln(1− p)
2
piN2
)
(8.5)
where W is Lambert’s W-function defined by the inverse of f(W) = WeW [143]. Table
8.1 gives some γ values as a function of N and p. They can also be obtained from the
simulation curve, refer Figure (8.3).
Table 8.1: γ(dB) as a function of probability of clipping and number of subcarriers
p N = 64 N = 128 N = 256 N = 512 N = 1024
10−2 9.97 10.3 10.6 10.8 11.1
10−3 10.9 11.2 11.4 11.6 11.8
10−4 11.7 11.9 12.1 12.3 12.5
10−5 12.3 12.5 12.7 12.8 13.0
10−6 12.9 13.1 13.2 13.4 13.5
As can be seen from the table, the threshold PAPR strongly depends on probability
of clipping and number of subcarriers. In order to accurately assess the gain in power
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efficiency, we need to set a common benchmark which in our case is bit-error-rate (BER),
BER depends on the clipping probability in of linear amplifier (ideal). Besides a function
of probability of clipping, system BER also depends on constellation size [144]. The higher
the constellation size, more the errors with the same probability of clipping and number
of subcarriers. To simplify power analysis, we take a reasonable probability of clipping of
10−5 as a reference.
8.1.3 Clipping and Filtering
The signal peaks are clipped to certain thresholds. The clipped OFDM signal is represented
as,
xc(n) =
 x(n), |x(n)| ≤ AmaxAmaxejψ(n), |x(n)| > Amax (8.6)
ψ(n) = arg[x(n)] represents phase of x(n). The phase of signal is preserved whenever signal
exceeds clipping threshold Amax. This type of clipping is referred to as Soft Limiting (SL).
The clipping severity is quantified in terms of clipping ratio ζ defined as the ratio of
threshold and average signal power Pi (that of before clipping),
ζ =
A2max
Pi
(8.7)
Note that clipping always reduces the average power of the signal. Therefore, signal
PAPR after clipping process is always greater than ζ. A relationship between signal power
before and after clipping (clipped signal + distortion) has been given in [133],
Po = (1− eζ) · Pi (8.8)
which is accurate for large N, i.e. signal amplitude follows rayleigh distribution.
As stated before, clipping results in-band distortion and out-of-band radiation. In-band
distortion contributes to system degradation (in increased BER) whereas the out-of-band
radiation leaks to adjacent channels and is a more severe issue. Ermolova [136] has derived
an approximation of ratio between power fallen out-of-band region Po,o and average power
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of clipped signal (i.e. before filtering) Po as,
p(ζ) =
Po,o
Po
≈ 0.085 · exp
(−ζ√
2
)
(8.9)
The out-of-band power is small compared to Po. For example, 6dB clipping results in the
ratio of 6.3× 10−3(-22dB).
Filtering is necessary to attenuate out-of-band leakage further to a sufficiently low value
so that it doesn’t affect adjacent channels. Digital filtering such as scheme mentioned in
[126] can be used. The clipped signal is converted into frequency domain by forward Fourier
transform; only first N/2 and last N/2 components are taken and all other samples are set
to zero; inverse Fourier transform of vector gives the filtered time-domain signal. Filtering
makes peaks to regrow beyond clipping threshold, thus increasing the signal PAPR. In
iterative (or recursive) clipping and filtering scheme, the regrown pulses are clipped and
filtered in an iterative fashion until target PAPR is obtained [126]. For large threshold,
simplified clipping and filtering (SCF) [128] and one-iteration-clipping and filtering (OICF)
schemes can produce target PAPR reduction with less computational complexity and very
little system degradation.
The digital clipping and filtering blocks reside before digital-to-analog converter (DAC)
and power amplifier (8.1). Pulse shaping is not considered so does cyclic prefix. Note that
no change in receiver block is necessary for this scheme (unless performance improvement
technique like described in [135] is used, here our focus is only on conventional scheme),
therefore receiver block is not shown.
8.1.4 Power Amplifier and Efficiency
We assume a linear power amplifier (PA) model (or ideally pre-distorted non-linear am-
plifier) as shown in the Figure (8.2). Input signal is amplified linearly until a certain level
and beyond that clipped to the output saturation level Psat. To exploit the maximum
efficiency of the PA, the maximum output power should reach Psat [146]. Back-offs are
often necessary to avoid excessive spectral leakage and in-band distortion. Back-offs are
specified in terms of output back-off (OBO) or input back-off (IBO). OBO is the ratio
of Psat and average output power Pout, whereas IBO refers to the ratio of input power
corresponding to output saturation level Pmax and average input power Pin. In a linear
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Figure 8.2: Linear Amplifier (or Ideal Pre-distorted Non-linear Amplifier)
amplifier, IBO=OBO. With the maximum input power satisfying
max
0≤n≤N−1
|xn|2 = Pmax (8.10)
we can write IBO = OBO = PAPR.
The efficiency of a PA is defined as,
η =
Pout
Pdc
(8.11)
Pdc being a constant amount of power consumed by the amplifier regardless of the input
power. Class A PAs are the most linear amplifiers with maximum efficiency of 50% and
its efficiency given by η = 0.5/ OBO [145]. Therefore, we can write the efficiency in terms
of input signal PAPR as,
η =
0.5
PAPRx
(8.12)
To get an idea how inefficient would be the PA in the case of original OFDM signals,
we take an example of N = 256 and p = 10−5. From the Table 8.1 or Figure 8.3, the input
signal PAPR is 12.7dB (=18.62) at which the amplifier has efficiency of only 0.5/18.62 =
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2.68%. Such a low efficiency, for instance, would drain the battery power very quickly. To
prolong the battery life or save the system power, we should seek to reduce signal PAPR.
Every 3dB PAPR reduction results doubling the amplifier efficiency.
Combining equations (8.7) and (8.8), we get
Pdc = 2Pout × PAPRx (8.13)
or equivalently
Pout =
0.5Pdc
PAPRx
(8.14)
Two cases can be considered to observe the impact of PAPR reduction on the power
trade-offs analysis.
1) When the average output power Pout is fixed, and
2) When supply power Pdc is fixed.
For the first case when output power should be restricted by some regulatory limits,
we assume that the PA amplifier can re-bias itself according to input PAPR change to
offer maximum achievable efficiency. Taking expectation of both sides in equations (8.9)
& (8.10), average power trade-offs can be written as,
E
[
Pdc
]
= 2Pout × E
[
PAPRx
]
(8.15)
and,
E
[
Pout
]
=
0.5Pdc
E
[
PAPRx
] (8.16)
The PAPR reduction translates into either power savings when Pout is fixed or increased
transmitted output power when Pdc is fixed.
8.2 Power Savings Analysis
As discussed in an earlier section, the power savings directly relate to the signal PAPR:
lower the PAPR, higher the savings. In order to characterize PAPR distribution after
PAPR reduction methods, we again seek to derive CCDF curve of signal amplitude. With
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clipping and filtering method, it is a bit tricky and to the authors’ knowledge no numerical
expression has been published to date. Researchers rather opt to use simulations to validate
the results. In this paper, we would devote ourselves on using the empirical results for our
analysis instead of indulging on seeking actual numerical expression.
The Figure (8.3) shows the CCDF curves of 256 subcarriers modulated with QPSK
symbols and oversampled by a factor of 5. The time-domain signal is clipped at ζ=6dB,
and subsequently filtered. Note that clipping of 6dB or more results in negligible BER
degradation [125][128]. Another two iterations of clipping and filtering were employed to
clip down any peak-regrowths due to filtering.
From equations (8.9) or (8.11), we can write power savings as,
Psavings = Pdc,bef − Pdc,aft (8.17)
= 2× Pout × (PAPRbef − PAPRaft) (8.18)
Notice that power savings depend on the operating amplifier output power. This av-
erage output power again depends on and is often limited by maximum radiated power
allowed (restricted by some regulations). For example, as mentioned in [139], the US
FCC (Federal Communications Commission) specifies the effective isotropic radiated power
(EIRP) not more than 4Watts in unlicensed ISM. The EIRP also includes antenna gain,
which can be between 2dB (1.6) and 8dB (6.3) for portable devices [147]. Now we can
write average output power in terms of PAPR as,
Pout =
4Watts
Ga × PAPR (8.19)
With the antenna gains of 2dB and 8dB, and representative PAPR = 10dB(10), Pout of
250mW and 63mw are necessary respectively to produce an EIRP of 4 Watts.
Now from equations (8.17) and (8.18),
Psavings = 2
4Watts
Ga × PAPR × (PAPRbef − PAPRaft) (8.20)
We compute how much computational power the clipping and filtering scheme needs,
and show the net power savings due to PAPR reduction achieved from it. We follow similar
steps in [139] and consider fixed-point DSP for all power computations. Table 8.2 gives a
summary of parameters used here.
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Figure 8.3: CCDF for 6dB ICF (3 iterations).
The energy consumption per cycle and per N-point FFT/IFFT respectively are
Energy/cycle = 0.33
mA.sec
Mcycle
· 1.26V = 415.8pWsec
cycle
(8.21)
Energy/N− point = 415.8×
[
306 + 5
(
N
2
)
log2
(
N
2
)]
nJ
=
[
127.2 + 1.04×N× log2
(
N
2
)]
nJ (8.22)
Referring to Figure (8.1), it is obvious that the FFT/IFFT and clipping blocks incur
the most computational cost. The Table 8.3 shows the main steps of digital clipping. Note
that the clipping threshold is 6dB. From the Figure (8.3), the probability of signal peaks
exceeding PAPR of 6dB is almost 1, so the number of complex multiplications (line 3)
required is equal to JN . Besides, we assume each ‘loop’ and ‘if’ statements incur one
cycle, therefore totalling 2JN cycles per clipping iteration. Finally, we take another JN
cycles as overhead cost. Table 8.4 summarizes the computational costs of ICF.
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Table 8.2: Relevant Data for fixed-point DSP (Digital Signal Processor) [139]
Parameter V alue
Current/Processor cycle/Second 0.33 mA/MHz
Supply voltage 1.26 V
Processor frequency 200 MHz
Cycles/256-point FFT 4786
Cycles/Radix 2 FFT core 5
Overhead cycles/FFT 306
Cycles/N-point FFT 306 + 5N2 log2(
N
2 )
Multiplications/Cycle 2
Additions/Cycle 4
Cycles/Complex Multiplications 3
Table 8.3: Steps for Digital Clipping
loop n = 1:JN
if xn >= threshold
xn = threshold · exp(jxn)
else
xn = xn
end if
end loop
Using equations (20) and (21), and Table 8.4, total computational overhead can be
given as,
Total cycles = 7 ·
[
306 + 5
(
JN
2
)
log2
(
JN
2
)]
+ 3× (3JN + 3JN) (8.23)
From equations (8.20) and (8.22), the computational cost in Watts can be computed
for different oversampling factor as shown in Table 8.5. For comparison purposes, it is
assumed that both power amplifier and DSP work for the same amount of time so that
the computational cost can be written in Watts instead of Joule. Note that the major
component of computational cost comes from FFT/IFFT operations (e.g., for J = 5,
FFT/IFFT takes around 90% of total cost ). It can be seen that the oversampling factor
has huge impact on processing cost. Knowing that J ≥ 4 is to capture and clip all the
continuous signal peaks. However, the costs are in µW which is very small compared to
the power savings achieved through PAPR reduction as shown below.
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Table 8.4: Operations necessary for ICF
Operations V alue
K, iterations 3
Oversampling Factor, J 5
FFT/IFFT 2K+1
Multiplications 0
Additions 0
Complex Multiplications/iteration JN
Overhead cycles/iteration 3JN
The net power savings becomes (from equations (8.17), (8.20) and (8.22)),
Pnetsavings =

2Pout × (PAPRbef − PAPRaft)−
7×
[
306 + 5
(
JN
2
)
log2
(
JN
2
)]
+ 3× (3JN + 3JN)
×415.8pWseccycle
(8.24)
With J = 54, 6dB clipping threshold, 10−5 clipping probability, the PAPR reduction
gain is 12.15 (linear scale). The savings for Pout of nominal 120mW would be 2.92W,
which is 68.54% of power required before PAPR reduction (PAPRbef=12.5dB(17.78) gives
Pdc,bef=4.26W). Net savings would be 2.92W − 96µW ∼= 2.92W . With less conservative
clipping probability of 10−4, the net savings comes to 2.31W, 64.16% of original power
consumption.
The dependence of net power savings on the number of subcarriers and modulation
size would be another area to explore. This is due to the fact that system degradation
from clipping method depends on those parameters. Similarly, the power savings analy-
sis presented here could be extended to improved clipping and filtering methods such as
Iterative Cancellation of Clipping Noise[135], SCF [128] and OICF[134]. Likewise, compar-
ison of power savings with other PAPR reduction techniques could be a topic for another
investigation.
In summary, the net power savings are shown to be in the order Watts with this the
simplest PAPR reduction technique. For large clipping ratio (≥6dB), clipping and filtering
method provides excellent trade-offs. However, note that actual power savings would vary
depending on the system requirements and processor model.
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Table 8.5: Computation Cost for ICF (3 iterations)
J FFT Others TotalCycles Powercost, µW
1 31666 4608 36274 15.09
2 71986 9216 81202 33.78
3 115690 13824 129510 53.87
4 161586 18432 180018 74.88
5 209120 23040 232160 96.57
8.3 One-Iteration-Clipping-Filtering (OICF) Scheme
As mentioned earlier, iterative clipping and filtering (ICF) [126] of 2K+1 IFFT/FFT op-
erations, where K is the number of iterations, is necessary to obtain the desired clipped
signal. [127] proposed an efficient and fast algorithm for ICF. In [128] target clipped signal
was produced through one iteration (of 3 IFFT/FFT operations) with some additional pro-
cessing (two vector subtractions). They assumed the clipped peaks as a series of parabolic
pulses, which is true for large clipping threshold. The processing overhead might still be
considerable due to the oversampling (by a factor ≥ 4) of original OFDM data block.
In this section, a new scheme one iteration of clipping and f iltering (OICF) is pre-
sented. As the name implies, this approach produces the desired clipped signal through one
iteration with almost no additional processing. The OICF scheme employs a scaling of the
original clipping threshold. We have derived an empirical expression based on re-growth of
clipped-filtered pulses, which relates the original clipping threshold to new scaled one. The
simulation results show that the performance of OICF is comparable to the conventional
method for large clipping threshold.
8.3.1 Power Amplifier Model
Unlike the previous section, a typical amplifier model has been used for this analysis used.
Modelling of non-linear power amplifiers is often very complex [129]. A common approach
is to assume the non-linearity as memoryless, thus frequency-selective. In that case, the
continuous-time input and output signal can be given as,
yin(t) = |x(t)|ejψ(t), (8.25)
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yout(t) = G(|x(t)|)eψ(t)+Ψ(|x(t)|) (8.26)
G and Ψ are known as the AM/AM and AM/PM conversions respectively. In this chapter,
we have used solid-state power amplifier (SSPA) model given as,
yout(t) = G(|x(t)|)eψ(t)
=
go|x(t)|(
1 +
(
|x(t)|
Asat
)2p)1/2p ejψ(t),
and Ψ(|x(t)|) = 0 (8.27)
where go is the amplifier gain, Asat is the input saturation level, and the AM/PM conversion
is assumed to be negligibly small (set to zero here). Parameter p controls the AM/AM
sharpness of the saturation region. The SSPA becomes Soft Limiter (SL) when p→∞,
whereas p = 2 or 3 seems appropriate for practical amplifiers (Figure 8.4).
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Figure 8.4: A Solid-State Power Amplifier (SSPA).
To avoid non-linear distortion of the transmitted signal, the amplifiers are usually op-
erated at the mid-point of the linear region. Back-off measures the amplifier operating
point. Due to the peaky nature of OFDM signals, the deeper back-off (lowering the ampli-
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fier operating point) is necessary. When the input signal to the amplifier has power Pin,
input power back-off (IBO) can be defined as [131],
IBO =
A2sat
Pin
(8.28)
8.3.2 Proposed Scheme
Following [148], for large clipping threshold the clipped pulse can be assumed as parabolic.
In such a case the clipped and clipped-filtered (fc, cut-off frequency of ideal low pass
filter; τ , the pulse duration, 2pifcτ/2¿ 1 for f ≤ fc; b, is a constant) pulse can be shown
respectively as [148],
f(t) = −1
2
bt2 +
1
8
bτ2, −τ
2
≤ t < τ
2
(8.29)
fˆ(t) =
bτ3fc
6
sinc2pifct (8.30)
The simulation results for clipped and its regrown pulse is shown in Figure 8.5. Few
observations can be made from the equations (8.29)(8.30) and Figure 8.5:
(a) pulses reach their peaks at same sampling time,
(b) pulses have same direction within pulse duration,
(c) mainlobe of fˆ(t) is wider than that of f(t),
(d) peak of fˆ(t) is less than that of f(t), and
(e) when N and A are large, filtered pulse sidelobes decay quickly and have negligible
effects on adjacent peaks (Readers are encouraged to refer [128][148] for mathematical
derivations).
Based on above observations, we have produced a graph (Figure 8.6) showing the rela-
tionship between target and clipped-filtered PAPR . Our proposed scheme One-Iteration-
Clipping -Filtering (OICF) can be inferred from the graph. The graph shown is for 256
subcarriers, normalized QPSK symbols, oversampled by a factor of 5. Similar curves can
be obtained for different numbers of subcarriers and mapping levels. For clipping ratios
greater than 6dB, the scheme perform is comparable to conventional approachs as will be
shown shortly. However, for smaller clipping thresholds, performance degradation is large,
and scheme is not suitable. This fact can be put as follows: For smaller clipping threshold,
clipped pulses are close to each other. After filtering, the sidelobes of pulses (refer to Figure
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Figure 8.5: Re-growth of clipped pulse.
8.5) start to interfere adjacent pulses, thus increase the error floor.
The solid line is for target PAPR , the dashed line is for clipped signal (average power
of clipped signal decreases, therefore PAPR will be higher than expected; however the solid
and dashed lines merge together for higher values of clipping ratios), and finally dot-dashed
line is for clipped and filtered signal (as filtering further reduces signal average power, and
causes peak-regrowth, PAPR is higher than those of previous signals).
Now from the graph, we can deduce a relation between the target and clipped-filtered
PAPR curves. We extend the solid line and dot-dashed line so that a point (X2, Y2) is
established. With point (X1, Y1), we define slopes m1 and m2 for solid and dot-dashed
lines respectively as
m1 =
Y2
X2
= 1 (8.31)
and,
m2 =
(Y2 − Y 1)
(X2 −X1) =
Y2 − Y1
Y2
(8.32)
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Figure 8.6: PAPR vs. clipping ratio for clipped and clipped-filtered signals.
because X2 = Y2 and X1 = 0).
For equal PAPR , we can derive following expression between two curves,
x2 =
x1 −Y1
m2
=
x1 −Y1
Y2−Y1
Y2
(8.33)
where x1 is the original clipping threshold and x2 is the scaled one.
In our case, (X1, Y1) = (0, 4.4) and (X2, Y2) = (8.5, 8.5). The scaled clipping threshold
can be computed from the above equation for a target PAPR. For instance in order to get
6dB PAPR signal, conventional approach is to clip original signal at 6dB. But with this
scheme, we would clip signal at ∼3.5dB (From equation (8.33)). In summary, the steps for
this scheme are:
1. For particular mapping and number of subcarriers, get the PAPR vs CR graph as
shown in Figure 8.6,
2. Establish points (X1, Y1) and (X2, Y2), and derive equation (8.33), and
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3. Compute the scaled clipping threshold and proceed for clipping and filtering.
8.3.3 Results and Discussion
The performance comparison between traditional ICF and OICF is made based on CCDF,
error performance and power spectral density. No cyclic prefix is used with the assumption
that it doesn’t affect the results. For ICF, we considered three iterations (K=3) of clipping
and filtering. 4000 OFDM symbols were considered for each simulation run. Both amplifier
back-off and clipping ratio are set to 6dB. Amplifier knee sharpness parameter p is 3.
Additive Gaussian noise channel is assumed for all cases.
1) CCDF Curve: It can be easily seen that the proposed method can achieve the same
CCDF curve as one from the ICF technique for 6dB. Note that ICF required 3 iterations.
CCDF curve for unclipped OFDM signal is also shown as a reference and to underline the
effectiveness of clipping method.
2) BER Curve: BER curves of ICF and OICF methods are very close to each other
(less than 1dB degradation at 10−5 probability). In addition, BER curve for the case of
without clipping is also shown. Clipping degrades performance by a small value for large
clipping thresholds (> 6dB). The leftmost curve is obtained when the amplifier is linear for
the whole range of amplitude values. Curves for smaller clipping threshold are not shown
for the reason stated earlier (i.e. this scheme is not suitable because it raises error floor).
Note that the performance degradation of deeper clipping is large, and might outweigh the
actual benefits obtained [125][129].
3) Power Spectral Density (PSD): Figure (8.9) shows the one-sided power spectral den-
sity obtained for two methods. [126] mentioned that the PSD of OFDM symbols depends
strongly on the precise nature of transitions at symbol boundaries. But in this work, no
pulse shaping was considered for brevity. PSD was obtained using Matlab function ′pwelch′
with 64-sample windows, 63-sample overlap, the default FFT length, and normalized fre-
quency. From the Figure (8.9), we can observe that the out-of-band radiation for ICF is
3dB lower than without clipping, and that for OICF is approximately 3dB lower than that
of ICF.
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Figure 8.7: Comparison between ICF and OICF methods, CCDF.
8.4 Conclusion
The net power savings are shown to be in order of Watts with this simple PAPR reduction
technique. For large clipping ratio (≥6dB), clipping and filtering method provides excellent
trade-offs. The actual power savings would vary depending on the system requirements
and processor model. A simple scheme OICF is proposed for PAPR reduction of OFDM
signals. It requires only one iteration (3 FFT/IFFT operations) with almost no additional
processing. It is shown that for large clipping threshold, the new scheme achieves similar
performance as that of conventional iterative clipping and filtering. The OICF scheme
utilizes the regrowth of filtered pulses as a basis to compute appropriate scaling of original
clipping threshold.
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Chapter 9
Spectral Efficiency of Selection Combining
Diversity: Slow Fading
In this chapter we derive closed-form expressions for the single-user capacity of selection
combining diversity (SCD) system, taking into account the effect of imperfect channel es-
timation at the receiver. The channel considered is a slowly varying spatially independent
flat Rayleigh fading channel. The complex channel estimate and the actual channel are
modelled as jointly Gaussian random variables with a correlation that depends on the
estimation quality. Three adaptive transmission schemes are analyzed: 1) optimal power
and rate adaptation (opra); 2) constant power with optimal rate adaptation (ora); and 3)
channel inversion with fixed rate (cifr). Furthermore, we derive in this paper analytical re-
sults for capacity statistics including moment generating function (MGF), complementary
cumulative distribution function (CDF) and probability density function (PDF). These
statistics are valid for arbitrary number of receive antennas. Our numerical results show
the effect of Gaussian channel estimation error on the achievable spectral efficiency. It’s
well known that information bearing signals transmitted over wireless channels experience
multipath fading that introduces both random phase shift and amplitude variation [149],
resulting in a serious degradation in communication and increased bit error rate (BER).
Diversity can help effectively in recovering the signal by providing the receiver with mul-
tiple faded replica of information bearing signal[149, 150, 151]. In particular, selection
combining diversity (SCD) has been the most commonly implemented scheme in wireless
communication systems owing to its simplicity.
Most system designs assume that perfect channel estimation is available at the receiver.
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However, in practical systems, the branch signal-to-noise ratio (SNR) estimates are usually
combined with noise which makes it difficult to estimate them perfectly. In practice, a
diversity branch SNR estimate can be obtained either from a pilot signal or data signals
(by applying a clairvoyant estimator) [152]. For example, if a pilot signal is inserted to
estimate the channel, a Gaussian error may arise in due to the large frequency separation
or time dispersion. Previous work on the analysis of imperfect channel estimation with no
diversity can be found in [153] and [154]. In [155], a new closed-form expression for the
probability density function (PDF) of the SCD combiner output with imperfect channel
estimation was derived, based on the derivation of [152]. The author focused on deriving
the average error probability, where it was shown that the degradation due to imperfect
channel estimation induces error floors at relatively high SNR values.
Shannon’s benchmark paper [156] established the significance of channel capacity as
the maximum possible rate at which information can be transmitted over a communication
channel. The Shannon capacity of fading channels under different assumptions about the
knowledge of the channel information at the transmitter and the receiver was presented
in [16] and [15], respectively. In [157], the capacity of a single-user flat fading channels
with perfect channel information at the transmitter and the receiver was derived for vari-
ous adaptation policies; namely, 1) optimal rate and power adaptation (opra), 2) optimal
rate adaptation and constant power (ora), and 3) channel inversion with fixed rate (cifr).
The first scheme requires channel information at the transmitter and receiver, whereas the
second scheme is more practical since the transmission power remains constant. The last
scheme is a suboptimal transmission adaptation scheme, in which the channel side infor-
mation is used to maintain a constant received power by inverting the channel fading [157].
In [158], the general theory developed in [157] was applied to derive closed-form expres-
sions for the capacity of Rayleigh fading channels under different adaptive transmissions
and diversity combining techniques. Recently, there has been some work dealing with the
channel capacity of different fading channels employing different adaptive schemes such as
[159],[160], and the references therein. Up to the knowledge of the authors, the capacity
of SCD receivers with estimation errors has not been derived.
In this chapter, we extend the results in [158] to obtain closed-form expressions for
the single-user capacity of SCD system, in the presence of Gaussian channel estimation
errors. In addition, we investigate the capacity statistics of SCD scheme which are valid
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for arbitrary number of receive antennas including moment generating function (MGF),
cumulative distribution function (CDF) and PDF. The contributions of this chapter are
two-fold. First, we derive closed-form expressions for the channel capacity of SCD in
independent and identically distributed (i.i.d.) Rayleigh fading channels with the following
adaptive transmission schemes 1) opra; (2) ora with constant transmit power; and (3) cifr.
Secondly, we derive the capacity statistics of SCD receiver subject to Rayleigh fading for
arbitrary number of diversity branches, in the presence of Gaussian estimation errors.
The chapter is organized as follows. In Section 9.1, the system model used in this
chapter is discussed. In Section 9.2, we derive closed-form expressions for the channel
capacity under different adaptation schemes. The capacity statistics are derived in Section
9.3. Results are presented and discussed in Section 9.4. The main outcomes of the chapter
are summarized in Section 9.5.
9.1 System Model
Consider an L-branch diversity receiver in slow fading channels. Assuming perfect timing
and no inter-symbol interference (ISI) , the received signal on the lth branch due to the
transmission of a symbol s can be expressed as
rl = gls+ nl, l = 1 . . . L, (9.1)
where gl is a zero-mean complex Gaussian distributed channel gain, nl is the complex
additive white Gaussian noise (AWGN) sample with a variance of N0/2, and s is the data
symbol taken from a normalized unit-energy signal set with an average power Ps. An SCD
receiver tracks the amplitude of the channel estimate ĝl from the L diversity branches, and
selects the branch yielding the largest fading amplitude. Thus, if the SCD is employed
with equal noise mean power at all branches, the decision criteria reduces to
m = arg max
l=1...L
{|ĝl|}, (9.2)
where ĝm is the magnitude of the selected diversity branch gain at the output of the
combiner. The channel estimate ĝ and the channel gain g can by accurately approximated
as jointly complex Gaussian [152]. We further assume the actual channel gains of the L
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diversity branches are i.i.d. as well as the channel estimates. The actual channel gain g is
related to the channel estimate ĝ [152] as follows
gl = ρĝl + zl, (9.3)
where ρ is a complex number representing the normalized correlation between g and ĝ and
zl is a complex Gaussian random variable independent of ĝ with zero-mean and a variance
of σ2z . The PDF of the SCD receiver with imperfect channel estimation is given by [155]
pγ(γ) =
L−1∑
k=0
(−1)k
(
L
k + 1
)
k + 1
γt
(
k + 1− kρ2) exp
( −γ(k + 1)
γt
(
k + 1− kρ2)
)
, (9.4)
where γt = PsN0 is the average SNR per receive branch. In the following, the PDF in (??)
is used to derive the channel capacity with SCD and channel estimation errors.
9.2 Adaptive Capacity Policies
In this section, we derive close-form expressions for different adaptive schemes with SCD
over Rayleight fading channels. In the derivation, we will rely on the main results from
[158].
9.2.1 Power and Rate Adaptation
Given an average transmit power constraint, the channel capacity Copra in (bits/seconds)
of a fading channel [157, 158] is given by
Copra =
B
ln 2
∫ ∞
γ0
ln
(
γ
γ0
)
pγ(γ)dγ, (9.5)
where B (in hertz) is the channel bandwidth and γ0 is the optimum cutoff SNR satisfying
the following condition
∫ ∞
γ0
(
1
γ0
− 1
γ
)
pγ(γ)dγ = 1. (9.6)
To achieve the capacity in (9.5), the channel fading level must be tracked at both transmit-
ter and receiver. The transmitter has to adapt its power and rate accordingly by allocating
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high power levels and transmission rates for good channel conditions (large γ). Since the
transmission is suspended when γ < γ0, this policy suffers from outage, whose probability
Pout is defined as the probability of no transmission and is given by
Pout = 1−
∫ ∞
γ0
pγ(γ)dγ. (9.7)
However, Copra in (9.5) can be expressed in terms of the CDF of γ by applying integration
by-parts resulting in
Copra ln(2)
B
= −
∫ ∞
γ0
1
γ
F (γ)dγ. (9.8)
Substituting (9.4) in (9.6) yields the equality
L−1∑
k=0
(−1)k
(
L
k + 1
)
k + 1
γt
[
k + 1− kρ2]
×
{∫ ∞
γ0
1
γ0
exp
(
− γ(k + 1)
γt
[
k + 1− kρ2]
)
dγ
−
∫ ∞
γ0
1
γ
exp
( −γ(k + 1)
γt
[
k + 1− kρ2]
)}
dγ = 1. (9.9)
The second term of (9.9) can be evaluated by making use of Exponential integral
function of first order [165] defined as
E1(x) =
∫ ∞
1
e−xt
t
dt. (9.10)
Upon substitution of (9.10) into (9.9), it is found that the optimal cutoff SNR, γ0 has
to satisfy the following equality
L−1∑
k=0
(−1)k
(
L
k + 1
)
(k + 1)
×
[
exp
(
γ0(1 + k)
γt
[
k + 1− kρ2]
)([
k + 1− kρ2]γt
(1 + k)γ0
)
− E1
(
(k + 1)γ0
γt
[
k + 1− kρ2]
)]
= γt
[
k + 1− kρ2]. (9.11)
To obtain the optimal cutoff SNR, γ0 in (9.11), we follow the following procedure. Let
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x = γ0γt and define the function fsc(x) as
fsc(x) =
L−1∑
k=0
(−1)k
(
L
k + 1
)
×
[
exp
(
−x(1 + k)
γt
[
k + 1− kρ2]
)([
k + 1− kρ2]
(1 + k)x
)
−E1
(
(k + 1)x
γt
[
k + 1− kρ2]
)]
− γt
[
k + 1− kρ2]
k + 1
. (9.12)
Making change of variable where µ = (k + 1)/(γt[k + 1 − kρ2]) and applying the first
order derivative to (9.12) with respect to x, it yields
f
′
sc(x) = −
L−1∑
k=1
(
L
k + 1
)
exp
(−µx
µ2x2
)
. (9.13)
Hence, f ′sc(x) < 0,∀ x > 0, meaning that f ′sc(x) is a strictly decreasing function of x.
Also, observing that
lim
x→0+
fsc(x) =∞ and lim
x→∞+
fsc(x) = −
γt
[
k + 1− kρ2]
k + 1
, (9.14)
and noting that, fsc(x) is a continuous function of x, which leads to a unique positive γo
such that fsc(x) = 0. Therefore, it is concluded that for each γt > 0 there is a unique γ0
satisfying (9.12). Numerical results using MATLAB show that γo ∈ [0, 1] as γt increases,
and γo → 1 as γt →∞.
Now, substituting (9.4) into (9.5) yields the channel capacity with the opra scheme as
follows
Copra
B
=
L−1∑
k=0
(−1)k
(
L
k + 1
)
k + 1
γt
[
k + 1− kρ2]
×
∫ ∞
γ0
ln
(
γ
γ0
)
exp
( −γ(k + 1)
γt
[
k + 1− kρ2]
)
dγ︸ ︷︷ ︸
I1
, (9.15)
where the integral I1 in the above expression can be computed using the fact from [158],
which states the following
∫ 1
0
lnx exp(−µx) = E1(µ)/µ. (9.16)
Inserting (9.16) into (9.15) implies that the capacityCopra per unit bandwidth (in bits/seconds/hertz)
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can be expressed as
Copra
B
=
L−1∑
k=0
(−1)k
(
L
k + 1
)
E1
(
(1 + k)γ0
γt
[
k + 1− kρ2]
)
exp
( −γ(k + 1)
γt
[
k + 1− kρ2]
)
. (9.17)
Asymptotic Approximation
We can obtain asymptotic approximation Copra using the series representation of Expo-
nential integral of first order function [165] expressed as
E1(x) = −E − ln(x)−
+∞∑
i=1
(−x)i
i.i!
, (9.18)
where E = 0.5772156659 is the Euler-Mascheroni constant. Then, the asymptotic approx-
imation C∞opra per unit bandwidth (in bits/seconds/hertz) can be shown to be
Copra
B
=
L−1∑
k=0
(−1)k
(
L
k + 1
)(
− E − ln
(
(1 + k)γ0
γt
[
k + 1− kρ2]
)
+
(
γ(k + 1)
γt
[
k + 1− kρ2]
))
× exp
( −γ(k + 1)
γt
[
k + 1− kρ2]
)
. (9.19)
Upper Bound
The capacity expression of Copra can be upper bounded by applying Jensen’s inequality to
(9.5) as follows
CUBopra
B
= ln
(
E[γ]
)
, (9.20)
where E[.] is the expectation operator. The expression in (9.20) can be evaluated by
averaging it over the PDF in (9.4) and making help of [165] resulting in
∫ ∞
0
xne−µxdx = n!µ−n−1, (9.21)
for Re[µ] > 0. The resulting expression can be further simplified to obtain the upper bound
for Copra as follows
CUBopra
B
= ln
(
L−1∑
k=0
(−1)k
γ0
(
L
k + 1
)
γt
[
k + 1− kρ2]
γ(k + 1)
)
. (9.22)
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9.2.2 Constant Transmit Power
By adapting the transmission rate to the channel fading condition with a constant power,
the channel capacity Cora [156, 16] is given by
Cora =
B
ln 2
=
∫ ∞
0
ln
(
1 + γ
)
pγ(γ)dγ. (9.23)
Substituting (9.4) into (9.23) results in
Cora
B
=
L−1∑
k=0
(−1)k
(
L
k + 1
)[
1− kρ
2
k + 1
]−1 ∫ ∞
0
ln
(
1 + γ
)
exp
( −γ(k + 1)
γt
[
k + 1− kρ2]
)
dγ︸ ︷︷ ︸
I2
. (9.24)
The integral I2 can be computed conveniently by using the change of variable x = 1 + γ
and applying (9.16), resulting in a closed-form expression for the capacity Cora per unit
bandwidth (in bits/seconds/hertz) given by
Cora
B
=
∑L−1
k=0 (−1)k
(
L
k + 1
)
exp
(
(1+k)
γt
[
k+1−kρ2
]) ×E1( (1 + k)
γt
[
k + 1− kρ2]
)
. (9.25)
Asymptotic Approximation
Following the same procedure in Section 9.2.1, the asymptotic approximation C∞ora per unit
bandwidth (in bits/seconds/hertz) can be computed as
C∞ora
B
=
L−1∑
k=0
(−1)k
(
L
k + 1
)
exp
(
(1 + k)
γt
[
k + 1− kρ2]
)
×
(
−E − ln
(
(1 + k)γ0
γt
[
k + 1− kρ2]
)
+
(
γ(k + 1)
γt
[
k + 1− kρ2]
))
. (9.26)
Upper Bound
The capacity Cora can be upper bounded by applying Jensen’s inequality to (11.6) as
follows
CUBora = ln
(
1 + E[γ]
)
, (9.27)
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and the upper bound can be written as
CUBora
B
= ln
(
1 +
L−1∑
k=0
(−1)k
γt
(
L
k + 1
)
γt
[
k + 1− kρ2]
γ(k + 1)
)
. (9.28)
9.2.3 Channel Inversion With Fixed Rate
We consider two schemes: truncated channel inversion with fixed rate referred as tifr, and
channel inversion with fixed rate with no truncation, which we shall refer to as cifr. Channel
inversion is an adaptive transmission technique where by the transmitter uses the channel
information feedback by the receiver in order to invert the channel fading. Accordingly, the
channel appears to the encoder/decoder as a time invariant AWGN channel. As a result,
channel inversion suffers a large capacity penalty compared to the previous adaptation
techniques (opra and ora), although it is much less complex to implement. The channel
inversion technique requires a fixed code design and fixed rate modulation. In this case,
the channel capacity Ccifr can be derived from the capacity of an AWGN channel with a
received SNR and is given by [157, 158]
Ccifr = B ln
(
1 +
1∫∞
0
1
γ pγ(γ)dγ
)
. (9.29)
The channel capacity with the truncation scheme [158] Ctifr is given by
Ctifr = B ln
(
1 +
1∫∞
γ0
1
γ pγ(γ)dγ
)
(1− Pout). (9.30)
Note that the cutoff SNR γ0 can be selected to achieve a certain value of Pout or to
increase Ctifr. From (9.30) and (9.4), we can show that
∫ ∞
γ0
1
γ
p(γ)dγ =
L−1∑
k=0
(−1)k
(
L
k + 1
)
k + 1
γt
[
k + 1− kρ2]
×
∫ ∞
γ0
1
γ
exp
(
γ(k + 1)
γt
[
k + 1− kρ2]
)
dγ. (9.31)
Inserting (9.16) into (9.31) yields
∫ ∞
γ0
1
γ
p(γ)dγ =
L−1∑
k=0
(−1)k
(
L
k + 1
)
k + 1
γt
[
k + 1− kρ2]E1
(
γ0(k + 1)
γt
[
k + 1− kρ2]
)
. (9.32)
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Based on the cutoff SNR γ0, we can obtain Pout which is given by [155]
Pout =
∫ γ0
0
Pγ(γ)
= 1−
L−1∑
k=0
(−1)k ×
(
L
k + 1
)
k + 1
γt[k + 1− kρ2] × exp
γ0(k + 1)
γt[k + 1− kρ2] . (9.33)
The capacity capacity Ccifr per unit bandwidth (in bits/seconds/hertz) can be obtained
by inserting (9.31) and (9.33) into (9.30) resulting in the tifr capacity per unit bandwidth
(in bits/seconds/hertz) as follows
Ctifr
B
= ln
(
1 +
γt
[
k + 1− kρ2]∑L−1
k=0 (−1)k
(
L
k + 1
)[
k + 1− kρ2]E1(γ0(k+1)[
k+1]
)
)
×
L−1∑
k=0
(−1)k
(
L
k + 1
)
k + 1
γt
[
k + 1− kρ2] exp
(
γ0(k + 1)
γt
[
k + 1− kρ2]
)
. (9.34)
Using the first series expansion in (9.18) and substituting it into (9.34) yields the
asymptotic approximation of C∞tifr expressed as
C∞tifr
B
= ln
(
1 +
γt
[
k + 1− kρ2]∑L−1
k=0 (−1)k
(
L
k + 1
)[
k + 1− kρ2](−E − log(γ0(k+1)[k+1] )+ (γ0(k+1)[k+1] )
)
×
L−1∑
k=0
(−1)k
(
L
k + 1
)
k + 1
γt
[
k + 1− kρ2] exp
(
γ0(k + 1)
γt
[
k + 1− kρ2]
)
. (9.35)
If we set (γt = 0) , we get the capacity for channel inversion with fixed rate and without
truncation, where in this case the Pout is equivalent to zero. Inserting (9.4) into (9.29),
thus, capacity Ccifr per unit bandwidth (in bits/seconds/hertz) becomes
Ccifr
B
= ln
(
1 +
γt
[
k + 1− kρ2]
limγ0→0
∑L−1
k=0 (−1)k
(
L
k + 1
)[
k + 1− kρ2]E1(γ0(k+1)[
k+1]
)). (9.36)
Asymptotic approximation of C∞cifr can be expressed as
C∞cifr
B
' ln(1 + γt
[
k + 1− kρ2]
limγ0→0
∑L−1
k=0 (−1)k
(
L
k + 1
)[
k + 1− kρ2](−E − log(γ0(k+1)[k+1] ) + γ0(k+1)[k+1] )).(9.37)
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9.3 Capacity Statistics
In this section, we focus on deriving the exact analytical expressions for capacity statistics
of SCD over Rayleigh fading channels, assuming perfect channel knowledge at the receiver
and no channel knowledge at the transmitter with average input-power constraint. The
non-ergodic capacity of SCD system is given in [bit/s/Hz] by
9C = log2(1 + γ). (9.38)
9.3.1 Moment Generating Function
The MGF of SCD capacity system in the presence of Gaussian channel estimation errors
is given by
ΦC(τ) = E
[
eτC
]
= E
[
(1 + γ)
τ
ln(2)
]
. (9.39)
Expressing the expectation in an integral form over the distribution of pγ(γ) we obtain
ΦC(τ) =
∫ ∞
0
(1 + γ)
τ
ln(2) pγ(γ)dγ. (9.40)
Inserting (9.4) into (9.40) yields
ΦC(τ) =
L−1∑
k=0
(−1)k
(
L
k + 1
)[
1− kρ
2
k + 1
]−1
×
∫ ∞
0
(1 + γ)
τ
ln(2) exp
( −γ(k + 1)
γt
[
k + 1− kρ2]
)
dγ︸ ︷︷ ︸
I3
. (9.41)
The integral I3 can be obtained by using the change of variable x = 1 + γ resulting in
I3 = exp
(
(k + 1)
γt
[
k + 1− kρ2]
)∫ ∞
1
x
τ
ln(2) exp
( −x(k + 1)
γt
[
k + 1− kρ2]
)
dx. (9.42)
Hence, the MGF of the capacity can be computed as
ΦC(τ) =
(
(k + 1)
γt
[
k + 1− kρ2]
)−( τ
ln(2)
+1)
× exp
(
(k + 1)
γt
[
k + 1− kρ2]
)
Γ
(
τ
ln(2)
+ 1,
(
(k + 1)
γt
[
k + 1− kρ2]
))
, (9.43)
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where Γ(a, x) =
∫∞
x t
a−1e−tdt ∀ {a, x} ≥ 0 denotes the upper incomplete Gamma
function.
9.3.2 Complementary Cumulative Distribution Function (CCDF)
The CDF of C is defined as follows
FC(C) = Prob(C ≤ C) =
∫ 2C−1
0
pγ(γ)dγ. (9.44)
Averaging over the distribution of gamma in the presence of Gaussian channel estimation
errors results in
FC(C) = 1−
L−1∑
k=0
(−1)k
(
L
k + 1
)
exp
(
2C − 1(k + 1)
γt
[
k + 1− kρ2]
)
. (9.45)
Thus, the complementary CDF can be obtained from (9.44) as follows
FC(C) = 1− FC(C) =
L−1∑
k=0
(−1)k
(
L
k + 1
)
exp
(
2C − 1(k + 1)
γt
[
k + 1− kρ2]
)
. (9.46)
9.3.3 Probability Density Function
The PDF of C is defined as the derivative of FC(C) with respect to C. Taking the derivative
of FC(C)in (9.45) results in
pC(C) =
d
dC
FCora(C)
= 2C ln(2)
L−1∑
k=0
(−1)k
(
L
k + 1
)
k + 1
γt
[
k + 1− kρ2] exp
(
(2C − 1)(k + 1)
γt
[
k + 1− kρ2]
)
. (9.47)
Note that (9.47) can also be obtained from (9.4) by performing a transformation of random
variables γ → C. The Jacobian of such transformation being J(γ) = ddγ = 1ln(2)(1+γ) , pC(C)
can be easily obtained as
pC(C) = 2C ln(2)pγ(2C − 1), (9.48)
which is consistent with the result obtained in (9.47).
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9.4 Numerical Results
In this section we provide some numerical results that illustrate the mathematical deriva-
tion of the channel capacity per unit bandwidth as a function of average receiver SNR (γt)
in dB for different adaptation policies with SCD over slow Rayleigh fading with weight es-
timation errors. All curves provided are obtained using the closed-form expressions, (9.17),
(9.19), (9.22), (9.25), (9.26), (9.28), (9.34), (9.35), (9.36), (9.37), (9.43), (9.46), and (9.47).
Figure 9.1 shows the comparison of the capacity per unit bandwidth for opra, ora and
tifr policies. The results indicates how the opra policy achieves the highest capacity for
any average receive SNR, γt. From the same figure, it can be noticed that ora achieves
less capacity than opra. However, both opra and ora achieve the same result when there is
no power adaptation implemented at the transmitter as in opra. As expected, Figure 9.1
shows that the tifr scheme achieves less capacity compared to the other adaptation policies.
The results in Figure 9.1 are plotted for the case of fully estimated channel (ρ = 1).
Figure 9.2 compares Copra for different values of correlation between the channel and
its estimate; namely, ρ = 0.3, ρ = 0.5, ρ = 0.7, ρ = 0.9 and ρ = 1. It can be noticed that
the highest Copra that can be achieved when ρ = 1. Furthermore, Copra decreases when
the value of ρ decreases where in this case the weight error increases. It can be observed
from Figure 9.2 that there is almost a 5 dB difference in Copra between ρ = 1 and ρ = 0.3.
Figures 9.3 and 9.4 show the capacity of opra and tifr schemes for different values of ρ,
respectively. It can be seen that the tifr policy is very sensitive to the channel estimation
errors whereas there is almost 7 dB difference in Ctifr between ρ = 1 and ρ = 0.3. Figure
9.5 shows the dependence of Ctifr on the cutoff SNR, γ0 for different values of ρ. All the
curves show that the the capacity differs for different values of ρ. Also, the expression
(9.34) implies that the spectral efficiency is maximized for the optimal cutoff SNR γ0.
Figure 9.6 shows the behavior of the outage probability for different values of ρ. It can be
observed that when there is no data to be transmitted because of the outage event, the tifr
policy sufferers an outage probability which is larger than the outage probability suffered
by the opra policy.
Figure 9.7 depicts the PDF curves for different values of ρ considering an average SNR
of γt = 15 dB and L=3. This figure shows that the capacity distribution has a Gaussian-
like shape even in the presence of channel estimation errors. Figure 9.8 considers the same
setting in Figure 9.7 and depicts the CCDF curves for different values of ρ, with very
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similar observations.
9.5 Conclusions
The channel capacity for unit bandwidth for three different adaptation policies including
their approximations and upper bounds over a slow Rayleigh fading channel for SCD with
estimation error is discussed. Closed-form expressions for three adaptation policies are de-
rived for L-selection combiner. Our numerical results showed that for the same bandwidth,
the capacity increases with increase of the diversity order L and increase of of the average
γt per branch. Also, the result showed that Copra outperforms Cora and Ctifr, however, Cora
is less sensitive to the estimation error than the other policies. Furthermore, we provided
analytical results for the probability density function and cumulative distribution function
as well as the moment generating function.
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Figure 9.1: Capacity per unit bandwidth for a Rayleigh fading with SCD diversity (L=3) for
different adaptation. shemes
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Figure 9.2: Capacity per unit bandwidth for a Rayleigh fading with SCD diversity (L=3) and
various values of different ρ under power and rate adaptation.
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Figure 9.3: Capacity per unit bandwidth for a Rayleigh fading channel with SCD (L=3) and
various values of different ρ under rate adaptation and constant power.
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Figure 9.4: Capacity per unit bandwidth for a Rayleigh fading with SCD diversity (L=3) and
various values of different ρ for truncated inverse channel and fixed rate.
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Figure 9.5: Capacity per unit bandwidth for a Rayleigh fading with SCD diversity (L = 3) and
various values of ρ versus optimal cutoff SNR γo with truncated channel inversion with γt = 15dB.
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Figure 9.6: Probability of Outage for a Rayleigh fading with L=3 and various values of ρ with
γt = 15dB.
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Figure 9.7: Probability density function PC(C) for a SCD with L = 3 at γt =15 dB and different
values of ρ.
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Figure 9.8: Cumulative distribution function FC(C) for a SCD with L = 3 at γt =15 dB and
different values of ρ.
Chapter 10
Spectral Efficiency of Maximum Ratio
Combining: Slow Fading
10.1 Introduction
Following the same methodology used in chapter 9. We derive the single user capacity for
maximal ratio combining (MRC) taking into account as well the effect of imperfect channel
estimation.In [152], Gans considered the channel estimation error of the MRC per branch
SNR as being complex Gaussian and derives the probability density function (PDF) of the
combiner output.
In this chapter, we derive the capacity statistics of MRC scheme with imperfect chan-
nel estimation. The derived statistics are valid for arbitrary number of receive antennas.
In particular, we derive the moment generating function (MGF), cumulative distribution
function (CDF) and, probability distribution function (PDF) of the MRC capacity with es-
timation errors. Furthermore, we investigate the capacity of MRC with estimation error un-
der different adaptive transmission in Rayleigh fading. Particularly, we derive closed-form
expressions for the channel capacity of MRC in independent and identically distributed
(i.i.d.) Rayleigh fading channels with the following adaptive transmission schemes; 1)
opra; (2) ora with constant transmit power; and (3) cifr.
The chaper is organized as follows. In Section 10.2, the system model used in this
chapter is discussed. The capacity statistics are derived in Section 10.3. In Section 10.4, we
derive closed-form expressions for the channel capacity under different adaptation schemes.
Results are presented and discussed in Section 10.5. The main outcomes of the chapter
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are summarized in Section 10.6.
10.2 System Model
Consider an L-branch diversity receiver in slow fading channels. Assuming perfect timing
and inter-symbol interference (ISI) free transmission, the received signal on the lth branch
due to the transmission of a symbol s can be expressed as
rl = gls+ nl, l = 1 . . . L, (10.1)
where gl is a zero-mean complex Gaussian distributed channel gain, nl is the complex
additive white Gaussian noise (AWGN) sample with a variance of N0/2, and s is the data
symbol taken from a normalized unit-energy signal set with an average power Ps. The
actual channel gains of L diversity branches are i.i.d random variables. The PDF of the
output of MRC combiner SNR γ with estimation errors has been derived by Gans [152]
and re-arranged in a simple form [152], and is given by
pγ(γ) =
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k
(
1
γt
)k
γk−1e
−γ
γt , (10.2)
where
(
L−1
k−1
)
(ρ2)k−1(1 − ρ2)L−k is representing the weighting coefficients in the sum of L
branches and it is known as Bernstein polynomials , and γt is the average SNR per bit
per branch (γt = EbN0 ). The factor ρ denotes the correlation between the actual channel
coefficients gl and their estimates ĝl. The actual channel gain can be related to the channel
estimate by
gl = ρĝl + zl, (10.3)
where zl is a complex Gaussian random variable independent of ĝl with zero mean and
variance σ2z defined as ρ2 =
∣∣E[glĝ∗l ]∣∣2, where E[.] stands for mathematical expectation
operator. In a system with no estimation errors, ρ = 1, and hence the distribution of γ in
(10.2) reduces to
pγ(γ) =
(
1
γt
)LγL−1
Γ(L)
e
−γ
γt (10.4)
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10.3 Capacity Statistics
In this section, we derive exact expressions for the capacity statistics of MRC systems with
estimation errors over i.i.d. Rayleigh fading channels, assuming perfect channel knowledge
at the receiver and no channel knowledge at the transmitter with average input-power
constraint. We define an instantaneous capacity C of MRC systemx in [bit/s/Hz] [156] as
C = log2(1 + γ). (10.5)
In the following subsections, we derived closed-form expressions for the capacity MGF,
CDF and PDF.
10.3.1 Moment Generating Function
The MGF of the capacity of MRC system in the presence of Gaussian channel estimation
errors in the branch weights is given by
ΦC(τ) = E
[
eτC
]
= E
[
(1 + γ)
τ
ln(2)
]
. (10.6)
Expressing the expectation in an integral form over the PDF pγ(γ) and inserting (10.2),
we obtain
ΦC(τ) =
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k
Γ(k)
(
1
γt
)k
×
∫ ∞
0
(1 + γ)
τ
ln(2)γk−1e
−γ
γt dγ︸ ︷︷ ︸
I1
. (10.7)
In order to evaluate the integral I1, we make the change of variables x = 1 + γ to yield
ΦC(τ) =
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k
Γ(k)
(
1
γt
)k
e
( 1
γt
)
∫ ∞
0
x
τ
ln(2) (x− 1)k−1e(−x
γt
)︸ ︷︷ ︸
I2
dx. (10.8)
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In order to obtain a closed-form MGF expression, we need to evaluate the integral I2.
First, we expand the term (x− 1)k−1 using Binomial expansion [165] as follows
ΦC(τ) =
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2
Γ(k)
(
1
γt
)k
e
( 1
γt
)
×
n∑
i=0
(
k − 1
i
)
(−1)k−i−1
∫ ∞
0
x
( τ
ln(2)
+i)
e
−x
γt dx. (10.9)
The above integral can be computed by making use of the following equality [165]
∫ ∞
0
xne−µxdx = n!µ−n−1. (10.10)
Hence, the MGF can be finally expressed as follows
ΦC(τ) =
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k)
Γ(k)
(
1
γt
)k
e
( 1
γt
)
×
k−1∑
i=0
(
k − 1
i
)
(−1)k−i−1
(
τ
ln(2) + i
)
!
γ
(
τ
ln(2)
+i+1
)
t
. (10.11)
10.3.2 Complementary Cumulative Distribution Function (CCDF)
The CDF of C is defined as follows
FC(C) = Prob(Cora ≤ C) =
∫ 2C−1
0
pγ(γ)dγ. (10.12)
Averaging over the distribution of the SNR γ in (10.2) results in
FC(C) =
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k
(
1
γt
)k ∫ 2C−1
0
γk−1e
−γ
γt dγ. (10.13)
In order to evaluate the integral with respect to γ, we make use of the following equality
[165]
∫ x
0
sν−1e−µsds = µ−vΓ(v, µx), (10.14)
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where Γ(.) is the incomplete Gamma function. Since the factor νin (10.14) is integer, we
can replace the incomplete Gamma function by its finite sum representation [165] given by
Γ(ν, µx) = (ν − 1)!
[
1− e−x/µ
( ν−1∑
m=0
xm
m!µm
)]
. (10.15)
Upon substituting (10.15) into (10.13), we obtain the final expression for the CDF of the
capacity of MRC with estimation errors as
FC(C) =
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k[
(k − 1)!
γkt
− e− 2
C−1
γt
k∑
n=0
(k − 1)!
n!
(2C − 1)n
γk−nt
]
. (10.16)
Thus, cumulative CDF (CCDF) F is equivalent to F = 1− FC , yielding
FC(C) = 1−
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k[
(k − 1)!
γkt
− e− 2
C−1
γt
k∑
n=0
(k − 1)!
n!
(2C − 1)n
γk−nt
]
(10.17)
10.3.3 Probability Density Function
The PDF of C is defined as the derivative of FC(C) with respect to C. Taking the derivative
of FC(C) in (10.16) results in
PC(C) =
dFC(C)
dC
= 2C ln(2)
L∑
k=1
(
L− 1
k − 1
)(
ρ2
)k−1(1− ρ2)L−k( 1
γt
)k(2C − 1)k−1e
−(2C−1)
γt .(10.18)
10.4 Adaptive Capacity Policies
In this section, we derive close-form expressions for different adaptive schemes employing
MRC with imperfect channel estimation over Rayleigh fading channels. In the derivation,
we will rely on the main results from [158].
10.4.1 Power and Rate Adaptation opra
Given an average transmit power constraint, the adaptive scheme in which the optimal
power and rate are adapted according to the channel state is referred to as the optimal
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power and rate adaptive scheme opra. The channel capacity of this scheme in (bits/seconds)
over i.i.d. fading channels is given by [157, 158]
Copra =
B
ln 2
∫ ∞
γ0
ln
(
γ
γ0
)
pγ(γ)dγ, (10.19)
where B (in Hertz) is the channel bandwidth and γ0 is the optimum cutoff SNR satisfying
[157]
∫ ∞
γ0
(
1
γ0
− 1
γ
)
pγ(γ)dγ = 1. (10.20)
The capacity expression in (10.19) can be expressed in terms of CDF of the capacity by
applying integral by parts, to yield
Copra
ln
(2)B = −
∫ ∞
γ0
1
γ
F (γ)dγ. (10.21)
Let γt > 0 be the average SNR per diversity branch and suppose the existence of an optimal
cutoff SNR γ0 that satisfies (10.20). Substituting (10.2) into (10.20) we find that the cutoff
SNR γ0 has to satisfy
L∑
k=1
(
L−1
k−1
)
(ρ2)k−1(1− ρ2)L−k
Γ(k)
(
1
γt
)k[∫ ∞
γ0
γk−1
γ0
e
−γ
γt −
∫ ∞
γ0
γk−2e
−γ
γt
]
dγ = 1. (10.22)
Using (10.22) along with the definition of the incomplete Gamma function in (10.15),
the condition in (10.22) becomes
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k
[
γ0
γt
Γ
(
k,
γ0
γt
)
− Γ
(
k − 1, γ0
γt
)]
= Γ(k)γkt . (10.23)
In order to obtain the optimal cutoff SNR γ0 defined in (10.22), we apply the same
methodology used in [158]. Let x = γ0γt and define fMRC(x) as
fMRC(x) =
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k
[
Γ
(
k, x
)
x
− Γ
(
k − 1, x
)]
−Γ(k)γkt . (10.24)
Now, differentiating the function fMRC(x) with respect to x over the interval ]0,+∞[
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results in
f
′
MRC(x) = −
∑L
k=1
(
L−1
k−1
)
(ρ2)k−1(1− ρ2)L−kρ2)Γ
(
k, x
)
x2
. (10.25)
Hence, f ′MRC(x) < 0,∀x > 0, meaning that f
′
MRC is a strictly decreasing function of
x. From (10.24) it can be observed that limx→0 fMRC(x) = +∞ and limx→0 fMRC(x) =
−Γ(k)γkt . Note however that fMRC(x) is a continuous function of x, which leads to a
unique positive γ0 such that fMRC(x) = 0. We thereby conclude that for each γt > 0 there
is a unique γ0 satisfying (10.24). Numerical results using MATLAB shows that γo ∈ [0, 1]
as γt increases, and γo → 1 as γt → ∞. Now, after the cutoff SNR has been found, we
substitute (10.2) in (10.19) to get the system capacity under opra policy and imperfect
channel estimation as follows
Copra
B
=
∫ ∞
γ0
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k ln
(
γ
γ0
)
γk−1
Γ(k)γkt
e
− γ
γt dγ. (10.26)
The summation in (10.28) is of finite order, and hence, the order of summation and
integral can be inverted to yield
Copera
B
=
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k
∫ ∞
γ0
ln
(
γ
γ0
)
γt
(
γtγ
)k−1
Γ(k)
e
− γ
γt dγ︸ ︷︷ ︸
I3
(10.27)
Upon Substitution of (10.2) into (10.19) gives
Copra
B
=
∫ ∞
γ0
L∑
k=1
WL−1k−1 (ρ
2) ln
(
γ
γ0
)
γk−1
Γ(k)γkt
e
− γ
γt dγ (10.28)
Let us denote the exponential integral of the first order by
E1(x) =
∫ ∞
1
exγ
γ
dγ x ≥ 0 (10.29)
and the Poisson distribution by
Pk(x) =
Γ(k, x)
Γ(k)
= e−x
k−1∑
i=0
xn
n!
(10.30)
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observe from (10.29) that P0(x) = E1(x), Pk(0) = 1 and For x > 0, and P ′k(x) =
−e−x∑n=0k−1 xnn! . The summation in (10.28) is of finite order, thus, the order of summation
and integral can be inverted, it yields
Copera
B
=
L∑
k=1
WL−1k−1 (ρ
2)
∫ ∞
γ0
ln
(
γ
γ0
)
γt
(
γtγ
)k−1
Γ(k)
e
− γ
γt dγ︸ ︷︷ ︸
I1
(10.31)
We evaluate I1, by applying integral by parts leads to
I1 =
k−1∑
n=0
γt
i!
∫ ∞
γ0
γi−1e−
γ
γt dγ (10.32)
Then (10.32) can be represented as Poisson distribution by singling out the first term
of the n-summation that corresponds to i = 0, yielding
I1 =
∫ ∞
γ0
e
− γ
γt
γ
dγ +
k−1∑
i=1
∫ ∞
γ0
γt(γtγ)n−1
Γ(i)
e
− γ
γt dγ (10.33)
Substituting (10.33) into (10.28), the following closed form expression for capacity Copra
per unit bandwidth (in bits/seconds/hertz) is obtained:
Copra
B
=
[
E1
(
1
γt
)
+
L∑
k=1
{(
L− 1
k − 1
)
× (ρ2)k−1(1− ρ2)L−k
k−1∑
i=1
Pi
(
−1
γt
)
i
]}
(10.34)
Asymptotic Approximation
We can obtain asymptotic approximation of Copra as γt →∞ using the series representation
of E1(x) [165] given by
E1(x) = −E − ln(x)−
+∞∑
i=1
(−x)i
i.i!
, (10.35)
where E = 0.5772156659 is the Euler-Mascheroni constant. Using this representation, the
opra capacity per unit bandwidth (in bits/seconds/Hz) is approximated asymptotically as
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C∞opra
B
'
[(
− E − ln ( 1
γt
)
+
1
γt
)
+
L∑
k=1
{(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k ×
k−1∑
i=1
Pi
(
−1
γt
)
i
}]
. (10.36)
Upper Bound
The capacity expression of Copra can be upper bounded by applying Jensen’s inequality to
(10.19) as CUPopra = ln(E[γ]). Then, we evaluate CUPopra using the pdf of γ given in (10.2) and
the identity defined in (11.1910) for Re[µ] > 0. Simplifying the resulting expression, we
obtain an upper bound on the opra capacity which is given by
CUBopra
B
= ln
(
L−1∑
k=0
1
γt
(
L− 1
k
)
(ρ2)k−1(1− ρ2)L−k
)
. (10.37)
10.4.2 Constant Transmit Power
By adapting the code rate to channel fading state with the transmission power being
constant, the channel capacity of this scheme, referred to as optimal rate adaptation ora
is given by [156, 16]
Cora =
B
ln 2
=
∫ ∞
0
ln
(
1 + γ
)
pγ(γ)dγ. (10.38)
Inserting (10.2) into (10.38) yields
Cora =
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k
∫ ∞
0
ln
(
1 + γ
) γk−1
Γ(k)γkt
e
−γ
γt︸ ︷︷ ︸
I4
dγ. (10.39)
Let denote the poisson distribution as Pn(x) and is given as Pn(x) =
∑n−1
i=1
xn
n! e
−x, I2
can be written as
I2 =
∫ ∞
0
ln
(
1 + γ
)
δ
(δγ)k−1
Γ(k)
e−δγdγ (10.40)
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where δ = 1/γt. Applying integral by parts, it yields,
I2 =
k−1∑
n=0
1
n!
∫ ∞
0
ln
(
1 + γ
)
Pk
(
δγ
)
1 + γ
dγ (10.41)
making change of variable d = 1 + γ, (10.41) can be further modified to
I2 =
k−1∑
n=0
δne−δ
n!
∫ ∞
1
(d− 1)n
d
e−(δγ)dγ (10.42)
the integral in (10.42) can be obtained easily by using the binomial expansion of (d−1)n =∑n
i=0
(
n
i
)
(−1)n−idi and plug it into (10.42), it gives
I2 =
k−1∑
n=0
δne−δ
n!
n∑
i=0
(
n
i
)
(−1)n−i
∫ ∞
1
di−1e−(δγ)dγ (10.43)
the integral is equal to δ−iΓ(i, δ), where incomplete gamma function can be related to
poisson function as Γ(i, δ) = Γ(i)Pi(δ). Thus,
I2 =
k−1∑
n=0
δne−δ
n!
n∑
i=0
(
n
i
)
(−1)n−iδ−iΓ(i)Pi(δ) (10.44)
By the taking out the first summation over i (i=0),
I2 =
k−1∑
n=0
(− δ)nP0(δ)e−δ
n!
+
k−1∑
n=0
(− δ)ne−δ
n!
×
n∑
i=1
(
n
i
)
(−1)n−iδ−iΓ(i)Pi(δ) (10.45)
where P0(δ) refer to the exponential integral E1
I2 can be written in final form as functions of poisson and exponential integral as:
I2 = Pk
(−1
γt
)
E1
(
1
γt
)
+
k−1∑
i=1
Pi
(
−1
γt
)
Pk−i
(
−1
γt
)
i
(10.46)
Substituting (10.46) in (10.38), the following closed form expression for capacity Cora per
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unit bandwidth (in bits/seconds/hertz) is obtained:
Cora =
L∑
k=1
{(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k
×
[
Pk
(−1
γt
)
E1
(
1
γt
)
+
k−1∑
i=1
Pi
(
−1
γt
)
Pk−i
(
−1
γt
)
i
]}
Upper Bound
The capacity Cora can be upper bounded by applying Jensen’s inequality CUBora = ln(1 +
E[γ]) and following the procedure used in deriving the upper bound of the opra capacity
earlier to obtain the upper bound on Cora given by
CUBopra
B
= ln
(
1 +
L−1∑
k=0
1
γt
(
L− 1
k
)
(ρ2)k−1(1− ρ2)L−k
)
. (10.47)
10.4.3 Channel Inversion With Fixed Rate
The truncated channel inversion with fixed rate Ctifr , and is given by [157, 158]
Ctifr = B ln
(
1 +
1∫∞
γ0
1
γ pγ(γ)dγ
)
(1− Pout), (10.48)
On the other hand, th echannel inversion with fixed rate with no truncation Ccifr is
given by [158]
Ccifr = B ln
(
1 +
1∫∞
0
1
γ pγ(γ)dγ
)
. (10.49)
where Pout is the outage probability. Note that, the cutoff level γ0 can be chosen to either
maximize Ctifr or achieve a specific Pout.
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tifr
In integral in (10.48) can be evaluated using the PDF of the combiner output SNR given
in (10.2)as
∫ ∞
γ0
1
γ
p(γ)dγ =
L∑
k=1
(
L−1
k−1
)
(ρ2)k−1(1− ρ2)L−k
Γ(k)γt
∫ ∞
γ0
γk−2e
−γ
γt dγ
=
(
L−1
k−1
)
(ρ2)k−1(1− ρ2)L−k
Γ(k)γt
Γ
(
k − 1, γ0
γt
)
. (10.50)
Furthermore, the outage probability, Pout is derived from the CDF of the combiner output
SNR, and is given by
Pout = 1−
L∑
k=1
(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−ke−
(
γ0
γt
) k−1∑
i=0
(γ0γt )
i!
. (10.51)
Combining (10.50) and (10.51), the following closed-form expression for the tifr capacity
per unit bandwidth (in bits/seconds/Hz) is obtained
Ctifr
B
=
(
1 +
γt∑L
k=1
{(
L− 1
k − 1
)
(ρ2)k−1(1−ρ2)L−k
Γ(k) Pk−1
(γ0
γt
)}
)
×
L∑
k=1
{(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−kPk
(γ0
γt
)}
. (10.52)
On the other hand, when ρ2 = 1, the capacity Ctifr is given by
Ctifr
B
=
(
1 +
γt(M − 1)
Pk−1
(γ0
γt
) )Pk(γ0
γt
)
(10.53)
which leads to the same result obtained in [158].
cifr
If we set γt = 0 , we get the cifr capacity, where in this case the Pout is equivalent to zero.
From (10.49) and (10.2)
∫ ∞
0
1
γ
p(γ)dγ =
L∑
k=1
(
L−1
k−1
)
(ρ2)k−1(1− ρ2)L−k
Γ(k)γt
Pk−1
( γ
γt
)
(10.54)
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By inserting (10.54) and (10.2) in (10.49) yields the cifr capacity per unit bandwidth (in
bits/seconds/Hz) as follows
Ccifr
B
=
(
1 +
γt
limγ→0
∑L
k=1
{(
L− 1
k − 1
)
(ρ2)k−1(1−ρ2)L−k
Γ(k) Pk−1
( γ
γt
)}
)
. (10.55)
Note that limγ→0 Pk−1(x) = 1, and hence, the cifr capacity reduces to
Ccifr
B
=
(
1 +
(M − 1)γt∑L
k=1
{(
L− 1
k − 1
)
(ρ2)k−1(1− ρ2)L−k
}). (10.56)
The result in (10.56) can be expressed for perfect channel estimation ρ2 = 1 as follows
Ccifr
B
=
(
1 + (M − 1)γt
)
, (10.57)
which is consistent with the result obtained in [158].
10.5 Numerical Results
In this section we provide some numerical results that are aimed at illustrating the math-
ematical derivation for the the capacity statistics of MRC with estimation errors including
the MGF, CDF and, the PDF. Furthermore, we investigate the channel capacity per unit
bandwidth as a function of average receiver SNR (γt) in dB for different adaptation policies
with MRC over slow Rayleigh fading with weight estimation errors. All curves provided
are obtained using the closed-form expressions (10.11), (10.17), (10.18), (10.34), (10.36),
(10.37), (10.47), (10.47), and (10.52).
Figure 10.1 depicts the PDF curves for different values of the correlation coefficient
squared, ρ2 considering an average SNR per branch of γt = 15 dB and L = 3. This
figure shows that the capacity distribution has a Gaussian-like shape even in the presence
of channel estimation errors. Figure 10.2 considers the same setting in Figure 10.1 and
depicts the CCDF curves for different values of ρ2. Figure 10.3 shows the capacity per unit
bandwidth for opra policy. From the expression in (10.34), it can be observed that the
capacity increases along with increasing the diversity order L at the receiver and increasing
the average received SNR per branch γt. It can be observed that as the channel estimation
errors increase at the receiver, the capacity per unit bandwidth decreases. Furthermore,
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the same figure compares the capacity for opra for different values of correlation; namely
ρ2 = 0.3, ρ2 = 0.5, ρ2 = 0.7 and ρ2 = 1. As can be seen that the highest capacity Copra
can be achieved when ρ2 = 1, which the case of perfect channel estimation. In addition,
Figure 10.3 depicts the asymptotic capacity approximation expressed in (10.36) and the
upper bound expressed in (10.37). It is clear that both approximation and upper bound
show good match to the exact capacity values. In Figure 10.4, the exact and asymptotic
capacities C∞ora are plotted against γt for different values of ρ2 {0.3, 0.5, 0.9 and 1} when
L = 3. As it can be observed from Figure 10.4 that there is almost 7 dB difference in
the capacity of ora between ρ2 = 1 and ρ2 = 0.3 which makes it more sensitive to the
estimation errors than the opra policy. As can be noticed that Cora is more sensitive to
the estimation (wight) errors than Copra whereas there is almost 8 dB difference in Cora
between ρ2 = 1 and ρ2 = 0.3. The opra achieves more capacity than ora since it adapts
the rate and the power according to the channel conditions, whereas ora is more practical
since the transmit power remain constant.
Figure 10.5 depicts the capacity of the tifr policy for different values of ρ2. It can
be observed that the tifr policy performs the worst compared to the other adaptation
policies. However, the loss due to the estimation errors is very high, which is almost 20
dB difference between ρ2 = 1 and ρ2 = 0.3. From expression (10.52), it can be noticed
that when there is no data to be transmitted because of an outage event, the tifr policy
suffers an outage probability greater than that suffered by the opra policy. In addition,
we note that the correlation ρ2 has a greater influence on tifr than it has on opra and the
decrease in outage probability with increase in γt is faster for opra than for tifr. Figure 10.6
compares the capacity Ctifr for different number of diversity branches; namely, L = 2, 3, 4, 5
for γt = 15dB and different values of γ0, and for perfect channel estimation errors, i.e.,
ρ2 = 1. Figure 10.7 depicts the behavior of Ctifr against the optimal cutoff SNR, γ0 for
different values of ρ2 and fixed L = 3. As can be seen that Ctifr becomes almost flat
when the value of ρ2 decreases which experiences a large capacity loss. As L increase, Ctifr
achieves a small increase and this small increase diminishes as ρ2 decreases and the average
SNR γt increases.
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Figure 10.1: The PDF of the channel capacity of MRC systems with L = 3 at γt = 15 dB and
different values of ρ2.
10.6 Conclusion
The channel capacity statistics of MRC including the probability density function (MRC)
and cumulative distribution function (CDF) as well as the moment generating function
(MGF) is studied. Furthermore, the channel capacity for unit bandwidth for different
adaptation policies including their approximations and upper bounds over a slow Rayleigh
fading channel for MRC with estimation error is discussed. Our numerical results showed
that for the same bandwidth, the capacity increases with increase of the diversity order
L and increase of of the average γt per branch. Also, the result showed that Copra out-
performs Cora and Ctifr, and is less sensitive to the estimation error comparing to other
policies. However, Ctifr performs the worst among the other policies because it suffers a
large capacity penalty due to the estimation error whereas it is less complex to implement.
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Figure 10.2: The CCDF of the channel capacity of MRC systems with L = 3 at γt = 15 dB and
different values of ρ2.
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Chapter 11
Performance Evaluation of Generalized
Selection Combiners (GSC): Slow Fading
11.1 Introduction
A hybrid combination of SC (as in chapter 9) and MRC (chapter 10) is known as generalized
selection combining (GSC). GSC is a technique to choose fixed subset of size M of a
large number of available diversity channels of size L and then combine them using MRC
which combines coherently the individually received branch signals so as to maximize
the instantaneous output signal-to-noise ratio (SNR) [149, 150, 151]. In this chapter, we
derive closed-form expressions for the single-user adaptive capacity of generalized selection
combining (GSC) system, taking into account the effect of imperfect channel estimation at
the receiver. The channel considered is a slowly varying spatially independent flat Rayleigh
fading channel. Three adaptive transmission schemes are analyzed: 1)opra; and 2)ora, and
3) cifr. In addition to deriving an exact expression for the capacity of the aforementioned
adaptive schemes, we derive an upper bound and asymptotically tight approximations at
high and low SNR values. Furthermore, we analyze the impact of channel estimation error
on the capacity statistics and the symbol error rate (SER) for GSC systems. The capacity
statistics derived in this paper are the moment generating function(MGF),(CDF) and
(PDF) for arbitrary number of receive antennas. Moreover, exact closed-form expressions
for M -PAM/PSK/QAM employing GSC are derived. As expected, the channel estimation
error has significant impact on the system performance. It is well known that MRC is
the optimal linear combining scheme. However, with receiver MRC, most of the system
191
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complexity concentrates at the receiver side. The main advantage of GSC over MRC is that
GSC scheme reduces the number of radio frequency (RF) chains required at the receiver
[150]. It is important to quantify how GSC performance degrades due to the estimation
error.
The objective of this chapter is to investigate the impact of channel estimation error
on the adaptive capacity, capacity statistics and the average symbol error rate (SER) for
GSC over slow Rayleigh fading. The channel estimation error is quantified in terms of a
correlation coefficient between the perfect channel and its estimate. This problem has been
considered from SER point of view before in [161] and [162]. However, to the authors’ best
knowledge, this is the first attempt to derive the adaptive capacity, capacity statistics of
GSC (L,M ) with estimation errors for an arbitrary number of receive antennas. In this
contribution, we investigate the adaptive capacity of GSC under different adaptive trans-
mission in Rayleigh fading with estimation errors. Also, we derive the capacity statistics
of GSC scheme which are valid for arbitrary number of receive antennas including moment
generating function (MGF), cumulative distribution function (CDF) and, probability dis-
tribution function (PDF). The contributions of this paper are three-fold. First, we derive
the capacity statistics of GSC subject to Rayleigh fading for an arbitrary number of receive
antennas. Secondly, we derive closed-form expressions for the channel capacity of GSC in
independent and identically distributed (i.i.d.) Rayleigh fading channels with the follow-
ing adaptive transmission schemes: 1) opra; (2) ora with constant transmit power; and
(3) cifr. Finally, we derive exact closed forms of SER for PAM/PSK/QAM with M -ary
signaling.
The chapter is organized as follows. In Section 11.2, the system model used in this chap-
ter is discussed. In Section 11.3, we derive closed-form expressions for the channel capacity
under different adaptation schemes.The capacity statistics are derived in Section 11.4. Sec-
tion 11.5 presents the closed-form expressions for average SER for M -PAM/PSK/QAM of
GSC (L,M ) in independent and identically distributed (i.i.d.) Rayleigh fading channels.
Results are presented and discussed in Section 11.6. The main outcomes of the paper are
summarized in Section 11.7.
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11.2 System Model
In this section, we provide a brief description of GSC and the channel estimation model used
throughout this paper. The channel estimation error used in this paper is characterized by
the correlation between the true and estimated channel. Whereas the probability density
function of effective SNR under channel estimation error can be expressed in terms of
the correlation coefficient ρ. We consider an L-branch diversity receiver in slow fading
channels. Assuming perfect timing and no inter-symbol interference (ISI), the received
signal on the lth branch can be expressed as
rl = gls+ nl, l = 1 . . . L, (11.1)
where gl is a zero-mean complex Gaussian distributed channel gain, nl is the complex
additive white Gaussian noise (AWGN) sample with a variance of N0/2, and s is the
data symbol taken from a normalized unit-energy signal set with an average power Ps.
Under the assumption of channel estimation error at the receiver which employs GSC by
combining the strongest M diversity branches out of a total of L diversity branches, the
PDF of the received instantaneous SNR γ at the output of the combiner is given by [161]
pγ(γ) =
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
×
(
k − 1
n
)[
Mρ2γ
Λl(1− ρ2)(l +M)
]n
exp
(−γ
Λl
)
, (11.2)
where the coefficients of partial fractions are given as follows: µ00 =
(
L
M
)
, µ0l = (−1)M+l−1
(
M
M+l
)(
M
l
)M−1(
L
M
)(
L−M
l
)
for l 6= 0, µM−k0 =
∑L−M
i=l (−1)i+M−k−1
(
L
M
)(
L−M
i
)(
M
i
)M−k if k < M < L , and
(−1)M+l−1( MM+l)(Ml )M−1(LM)(L−Ml ) for l 6= 0. The variable Λl = γ[(M + l(1− ρ2))/(l +
M)
]
and ρ denotes the correlation between the actual channel gains and their estimates
and it can be expressed as
ρ =
cov(gl, ĝl)√
var(gl)var(ĝl)
=
√
1− ²2. (11.3)
The actual channel gain g is related to the channel estimate ĝ [152] as follows
ĝl =
√
1− ²2gl + ²zl, (11.4)
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where zl is a complex Gaussian random variable independent of ĝ with zero-mean and a
unit variance and ² ∈ [0, 1] is a measure of the accuracy of the channel estimation. The
actual channel gain is scaled to keep the covariance of the estimated channel and the true
channel to be the same. For ² = 0, the estimated channel is fully correlated with the true
channel (perfect channel estimation ρ = 1). Note that for perfect channel estimation, the
pdf of (11.2) reduces to the well-known PDF at the output of a GSC combiner which is
given by
pγ(γ) =
L−M∑
l=0
D∑
k=1
µDl−kl γ
k−1(l +M)
M(k − 1)!γ exp
(−(l +M)γ
Mγ
)
. (11.5)
11.3 ADAPTIVE CAPACITY POLICIES
In this section, we derive close-form expressions for the capacity of different adaptive
schemes employing GSC over Rayleigh fading channels. In the derivation, we will rely on
the main results from [158].
11.3.1 Power and Rate Adaptation
The channel capacity Copra in (bits/seconds) of a fading channel [157, 158] is given by
Copra =
B
ln 2
∫ ∞
γ0
ln
(
γ
γ0
)
pγ(γ)dγ, (11.6)
where B (in hertz) is the channel bandwidth and γ0 is the optimum cutoff SNR satisfying
the following condition
∫ ∞
γ0
(
1
γ0
− 1
γ
)
pγ(γ)dγ = 1. (11.7)
To achieve the capacity in (11.6), the channel fading level must be tracked at both transmit-
ter and receiver. The transmitter has to adapt its power and rate accordingly by allocating
high power levels and transmission rates for good channel conditions (large γ). Since the
transmission is suspended when γ < γ0, this policy suffers from outage, whose probability
Pout is defined as the probability of no transmission and is given by
Pout = 1−
∫ ∞
γ0
pγ(γ)dγ. (11.8)
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Substituting (11.2) into (11.7) yields the equality
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1−ρ2)]k−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
(1− ρ2)(l +M)
]n[Λl
γ0
Γ
(
n+1,
γ0
Λl
)
−Γ
(
n,
γ0
Λl
)]
= 1.
(11.9)
In order to obtain the optimal cutoff SNR γ0, in (11.9), we follow the following procedure.
Let x = Λlγ0 and define fGSC(x) as
fGSC(x) =
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
(
k − 1
n
) k−1∑
n=0
[
Mρ2
(1− ρ2)(l +M)
]n
×
[Γ(n+ 1, x)
x
− Γ
(
n, x
)]
. (11.10)
Now, differentiating the function fGSC(x) with respect to x over the interval (0,+∞)
results in
f
′
GSC(x) =
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
(1− ρ2)(l +M)
]n[Γ(n+ 1, x)
x2
]
. (11.11)
Hence, f ′GSC(x) < 0,∀x > 0, meaning that f
′
GSC is a strictly decreasing function of
x. From (11.10) it can be observed that limx→0 fGSC(x) = +∞ and limx→+∞ fGSC(x) =∑D
k=1
µ
Dl−k
l
Λkl
∑k−1
n=0
1
n!
(
k−1
n
)[ Mρ2
(1−ρ2)(l+M)
]n. Note however that fGSC(x) is a continuous func-
tion of x, which leads to a unique positive γ0 such that fGSC(x) = 0. We thereby conclude
that for each γ > 0 there is a unique γ0 satisfying (11.10). Numerical results using MAT-
LAB shows that γo ∈ [0, 1] as γ increases, and γ0 → 1 as γ →∞.
Now, substituting (11.2) into (11.6) yields the channel capacity with opra scheme as
follows
Copra =
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
×
(
k − 1
n
)[
Mρ2γ
(1− ρ2)(l +M)
]n ∫ ∞
γ0
ln
(
γ
γ0
)
γn exp
(−γ
Λl
)
dγ︸ ︷︷ ︸
I1
. (11.12)
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We evaluate I1 by taking the help of the following identity [158] given by
Js(µ) =
∫ ∞
1
ts−1 ln(t)e−µtdt =
Γ(s)
µs
{
E1(µ) +
s−1∑
k=1
1
k
Pk(µ)
}
, (11.13)
Upon substituting (11.13) into (11.12), the following closed-form expression for capacity
Copra per unit bandwidth (in bits/seconds/Hz) can be obtained as follows
Copra =
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
×
(
k − 1
n
)[
Mρ2
Λl(1− ρ2)(l +M)
]n{
E1
(
γ0
γ
)
+
n+1∑
k=1
1
k
Pk
(
γ0
γ
)}
. (11.14)
The above capacity expression allows us to examine the limiting cases for (M = L, and
M = 1) more conveniently for MRC and SC, respectively. ForM = L, the µ(L−k)l coefficient
becomes µ00 = 1 and µ
(L−k)
0 = 0 for all k = 1, · · ·L− 1. The opra capacity in (11.14) after
some manipulation reduces to the closed-form expression for MRC capacity Cmrcopra per unit
bandwidth (in bits/seconds/Hz) as follows
Cmrcopra =
[
(1− ρ2)]L−1 L−1∑
n=0
(
L− 1
n
)[
Mρ2
(1− ρ2)
]n{
E1
(
γ0
γ
)
+
n+1∑
k=1
1
k
Pk
(
γ0
γ
)}
.(11.15)
Letting M = 1 in (11.14) resulting in µ00 = 1, and µ0l = (−1)l(L/(l + 1)
(
L−1
l
)
) for all
l = 1, · · ·L − 1. Therefore, the capacity Cscopra per unit bandwidth (in bits/seconds/Hz)
after some manipulation can be obtained as follows
Cscopra =
L−1∑
k=0
(−1)k
(
L
k + 1
)
E1
(
(1 + k)γ0
γ
[
k + 1− kρ2]
)
exp
( −γ0(k + 1)
γ
[
k + 1− kρ2]
)
. (11.16)
Asymptotic Approximation
We can obtain asymptotic approximation for Copra using the series representation of Ex-
ponential integral of first order function. thus, the asymptotic approximation C∞opra per
unit bandwidth (in bits/seconds/hertz) can be shown to be
Copra =
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
Λl(1− ρ2)(l +M)
]n
×
{(
− E − ln
(
γ0
γ
)
+
(
γ0
γ
))
+
n+1∑
k=1
1
k
Pk
(
γ0
γ
)}
(11.17)
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Upper Bound
The capacity expression of Copra can be upper bounded by applying Jensen’s inequality to
(11.6) as follows
CUPOPRA = ln
(
E[γ]
)
. (11.18)
We evaluate the expression in (11.18) using the of pdf of γ given in (11.2) and the following
identity [165]
∫ ∞
0
xne−µxdx = n!µ−n−1, forRe[µ] > 0, (11.19)
and simplify the resulting expression to obtain the capacity (11.6) upper bound as follows
CUBopra
B
=
(
L−M∑
l=0
D∑
k=1
µDl−kl Λ
2−k
l [γ(1−ρ2)]k−1
k−1∑
n=0
(n+ 1)!
n!
(
k − 1
n
)[
Mρ2
(1− ρ2)(l +M)
]n)
.
(11.20)
11.3.2 Constant Transmit Power
By adapting the transmission rate to the channel fading condition with a constant power,
the channel capacity Cora [156, 16] is given by
Cora =
B
ln 2
∫ ∞
0
ln
(
1 + γ
)
pγ(γ)dγ. (11.21)
Substituting (11.2) into (11.21) results in
Cora
B
=
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
Λl(1− ρ2)(l +M)
]n
∫ ∞
0
ln
(
1 + γ
)
γn exp
(
− γ
Λl
)
dγ︸ ︷︷ ︸
I3
. (11.22)
The integral I3 in (11.22) can be evaluated by taking use of equality [165]
∫ ∞
0
ln(1 + y)yt−1exydy = (t− 1)!ex
t∑
i=1
Γ(−t+ i, x)
xi
, (11.23)
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where Γ(., .) is the complementary incomplete Gamma function which can be related to
the exponential integral function Et(x) through [165]
Et(x) = xt−1Γ(1− l, x). (11.24)
The expression in (11.23) can be further evaluated using (11.24) yielding
∫ ∞
0
ln
(
1 + γ
)
γn exp
(−γ
Λl
)
dγ = exp
(
1
Λl
) n+1∑
j=1
Λn+1l En+2−j
(
1
Λl
)
. (11.25)
Inserting (11.25) into (11.22) results in a closed-form expression for the capacity Cora per
unit bandwidth (in bits/seconds/hertz) given by
Cora =
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]
k−1∑
n=0
Λl
n!
×
(
k − 1
n
)[
Mρ2
(1− ρ2)(l +M)
]n
exp
(
1
Λl
) n+1∑
j=1
En+2−j
(
1
Λl
)
. (11.26)
The capacity Cora can be expressed in another form as follows. It has been shown in [158]
that the integral in (11.23) has the following form
∫ ∞
0
ln(1 + y)yt−1exydy =
Γ(t)
xt
[
Pt
(− x)E1(x)+ t−1∑
i=1
Pi
(
x
)
Pt−i
(− x)
i
]
. (11.27)
Substituting (11.27) into (11.22) yields another closed-form expression for the capacity
Cora per unit bandwidth (in bits/seconds/hertz)
Cora =
L−M∑
l=0
D∑
k=1
µDl−kl Λ
1−k
l [γ(1− ρ2)]k−1
k−1∑
n=0
(
k − 1
n
)[
Mρ2
(1− ρ2)(l +M)
]n
[
Pn+1
(−1
Λl
)
E1
(
1
Λl
)
+
n∑
i=1
Pi
(
1
Λl
)
Pn+1−i
(−1
Λl
)
i
]
. (11.28)
ForM = L, it yields the MRC capacity for ora policy per unit bandwidth (in bits/seconds/hertz)
Cmrcora =
[
(1− ρ2)]L−1 L−1∑
n=0
(
L− 1
n
)[
ρ2
(1− ρ2)
]n
×
[
Pn+1
(−1
γ
)
E1
(
1
γ
)
+
n∑
i=1
Pi
(
1
γ
)
Pn+1−i
(−1
γ
)
i
]
. (11.29)
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For M = 1, The ora capacity for SC is
Cscora
B
=
∑L−1
k=0 (−1)k
(
L
k + 1
)
exp
(
(1+k)
γ
[
k+1−kρ2
]) ×E1( (1 + k)
γ
[
k + 1− kρ2]
)
. (11.30)
Asymptotic Approximation
Following the same procedure in Section 11.3.1, the asymptotic approximation C∞ora per
unit bandwidth (in bits/seconds/hertz) can be computed as
C∞ora =
L−M∑
l=0
D∑
k=1
µDl−kl Λ
1−k
l [γ(1− ρ2)]
k−1∑
n=0
(
k − 1
n
)[
Mρ2
(1− ρ2)(l +M)
]n
[
Pn+1
(−1
Λl
)(
−E − ln
(
1
Λl
)
+
1
Λl
)
+
n∑
i=1
Pi
(
1
Λl
)
Pn+1−i
(−1
Λl
)
i
]
(11.31)
Upper Bound
The capacity Cora can be upper bounded by applying Jensen’s inequality to (11.6) as
follows
CUBora
B
=
(
1+
L−M∑
l=0
D∑
k=1
µDl−kl Λ
2−k
l [γ(1−ρ2)]k−1
k−1∑
n=0
(n+ 1)!
n!
(
k − 1
n
)[
Mρ2
(1− ρ2)(l +M)
]n)
.
(11.32)
Higher SNR Region
The Shannon capacity can be approximated at high SNR region using the fact log2(1+γ) =
log2(γ) as γ →∞ for x > 0 yields an asymptotically tight bounds for (11.28) in high SNR
region as follows
ChighSNR =
L−M∑
l=0
D∑
k=1
µDl−kl Λ
1−k
l [γ(1− ρ2)]
k−1∑
n=0
×
(
k − 1
n
)[
Mρ2γ
Λl(1− ρ2)(l +M)
]n[
ψ
(
n+ 1
)− ln( 1
Λl
)]
, (11.33)
where ψ(x) = ddx ln
(
Γ(x)
)
. For integer values of x, the function is given by ψ(x) =
−E +∑x−1i 1i .
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Lower SNR Region
We can approximate Shannon capacity in low SNR region by the square capacity of the
argument (gamma) in low SNR region as log2(1+γ) ≈ √γ [163]. Upon using this approx-
imation along with definition of the incomplete Gamma function yields the approximated
Shannon capacity at low SNR per unit bandwidth (in bits/seconds/hertz) as
CLow
1SNR ≈
L−M∑
l=0
D∑
k=1
µDl−kl
Λk−3/2l
[γ(1− ρ2)]
k−1∑
n=0
Γ(n+ 3/2)
n!
(
k − 1
n
)[
Mρ2γ
(1− ρ2)(l +M)
]n
.
(11.34)
Lower SNR Region II
Another approximation for the Shannon capacity in low SNR region can be found by
exploiting the fact log2(1 + γ) ≈ 1ln(2)(γ − 12γ2), which results the approximated Shannon
capacity in low SNR region per unit bandwidth (in bits/seconds/hertz) as
CLow
1SNR ≈ 1
ln(2)
L−M∑
l=0
D∑
k=1
µDl−kl Λ
2−k
l
n!
[γ(1− ρ2)]
k−1∑
n=0
(
k − 1
n
)
[
Mρ2γ
(1− ρ2)(l +M)
]n[
Γ(n+ 2)− 1
2
Γ(n+ 3)Λl
)]
. (11.35)
11.3.3 Channel Inversion With Fixed Rate
tifr
The integral in (10.48) can be evaluated using the PDF of the combiner output SNR given
in (11.2) as
∫ ∞
γ0
1
γ
p(γ)dγ =
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]
k−1∑
n=0
1
n!
×
(
k − 1
n
)[
Mρ2γ
(1− ρ2)(l +M)
]n
Γ
(
n,
γ0
Λl
)
. (11.36)
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Furthermore, the outage probability, Pout is derived from the CDF of the combiner output
SNR, and is given by
Pout = Prob
(
γ ≤ γ0
)
=
∫ γ0
0
pγ(γ)dγ = 1−
∫ ∞
γ0
pγ(γ)dγ
= 1−
L−M∑
l=0
D∑
k=1
µDl−kl
Λk−1l
[γ(1− ρ2)]
k−1∑
n=0
1
n!
×
(
k − 1
n
)[
Mρ2γ
(1− ρ2)(l +M)
]n
Γ
(
n+ 1,
γ0
Λl
)
. (11.37)
Substituting (11.36) and (11.37) in (10.48) yields a closed-form expression for the tifr
capacity per unit bandwidth (in bits/seconds/Hz) that is given by
Ctifr = B ln
(
1 +
1∑L−M
l=0
∑D
k=1
µ
Dl−k
l
Λkl
[γ(1− ρ2)]k−1∑k−1n=0 1n!(k − 1n
)[
Mρ2
(1−ρ2)(l+M)
]n
Γ
(
n, γ0Λl
))
×
L−M∑
l=0
D∑
k=1
µDl−kl
Λk−1l
[γ(1− ρ2)]
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
(1− ρ2)(l +M)
]n
Γ
(
n+ 1,
γ0
Λl
)
. (11.38)
The tifr capacity per unit bandwidth (in bits/seconds/Hz) for the case M = L is
Cmrctifr
B
=
(
1 +
1
1
γ
[
(1− ρ2)]L−1∑L−1n=0 (L− 1n
)[
ρ2
(1−ρ2)
]n
Γ
(
n, γ0γ
))
×[(1− ρ2)]L−1 L−1∑
n=0
(
L− 1
n
)[
ρ2
(1− ρ2)
]n
Γ
(
n+ 1,
γ0
γ
)
. (11.39)
The capacity Ccifr per unit bandwidth (in bits/seconds/hertz) for SC is expressed as:
Csctifr
B
= ln
(
1 +
γ
[
k + 1− kρ2]∑L−1
k=0 (−1)k
(
L
k + 1
)[
k + 1− kρ2]E1(γ0(k+1)[
k+1]
)
)
×
L−1∑
k=0
(−1)k
(
L
k + 1
)
k + 1
γ
[
k + 1− kρ2] exp
(
γ0(k + 1)
γ
[
k + 1− kρ2]
)
. (11.40)
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Moreover, the expression in (11.40) can be used to derive an asymptotic approximation of
C∞tifr as follows
Csc
∞
tifr
B
= ln
(
1 +
γ
[
k + 1− kρ2]∑L−1
k=0 (−1)k
(
L
k + 1
)[
k + 1− kρ2](−E − log(γ0(k+1)[k+1] )+ (γ0(k+1)[k+1] )
)
×
L−1∑
k=0
(−1)k
(
L
k + 1
)
k + 1
γ
[
k + 1− kρ2] exp
(
γ0(k + 1)
γ
[
k + 1− kρ2]
)
. (11.41)
cifr
If we set γ = 0 , we get the cifr capacity, where in this case the Pout is equivalent to zero.
From (10.49) and (11.2), we get
∫ ∞
0
1
γ
p(γ)dγ ==
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2γ
(1− ρ2)(l +M)
]n
(11.42)
By inserting (11.42) and (11.2) in (10.49) yields the cifr capacity per unit bandwidth (in
bits/seconds/Hz) as follows
Ccifr
B
=
(
1+
1
limγ→0
∑L−M
l=0
∑D
k=1
µ
Dl−k
l
Λkl
[γ(1− ρ2)]∑k−1n=0 1n!(k − 1n
)[
Mρ2γ
(1−ρ2)(l+M)
]n
)
(11.43)
For MRC (M = L), the cifr capacity per unit bandwidth (in bits/seconds/Hz) can be
obtained as
Ccifr
B
=
(
1 +
γ
limγ→0 1γ
[
(1− ρ2)]M−1∑L−1n=0 (L− 1n
)[
ρ2
(1−ρ2)
]n
Γ
(
n
)
)
. (11.44)
The cifr capacity for SC is
Ccifr
B
= ln
(
1 +
γ
[
k + 1− kρ2]
limγ→0
∑L−1
k=0 (−1)k
(
L
k + 1
)[
k + 1− kρ2]E1( (k+1)[
k+1]
)). (11.45)
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11.4 Capacity Statistics
In this section, we focus on deriving the exact analytical expressions for capacity statistics
of GSC over Rayleigh fading channels, assuming perfect channel knowledge at the receiver
and no channel knowledge at the transmitter with average input-power constraint. The
non-ergodic capacity of GSC system is given in [bit/s/Hz] by
C = log2(1 + γ). (11.46)
11.4.1 Moment Generating Function
The MGF of GSC capacity system in the presence of Gaussian channel estimation errors
is given by
ΦC(τ) = E
[
eτC
]
= E
[
(1 + γ)
τ
ln(2)
]
. (11.47)
Expressing the expectation in an integral form over the PDF pγ(γ) and inserting (11.2),
we obtain
ΦC(τ) =
∫ ∞
0
(1 + γ)
τ
ln(2) pγ(γ)dγ =
L−M∑
l=0
D∑
k=1
µDl−kl
Λlk
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
(11.48)
×
(
k − 1
n
)[
Mρ2γ
Λl(1− ρ2)(l +M)
]n ∫ ∞
0
(1 + γ)
τ
ln(2)γn exp
(
− γ
Λl
)
dγ︸ ︷︷ ︸
I4
In order to evaluate the integral I4, we make the change-of-variables x = 1 + γ to yield∫ ∞
0
(1 + γ)
τ
ln(2)γn exp
(−γ
Λl
)
dγ = exp
(
1
Λl
)∫ ∞
0
x
τ
ln(2) (x− 1)k−1 exp
(−x
Λl
)
dγ
= exp
(
1
Λl
) n∑
i=0
(
k − 1
i
)
(−1)k−i−1
∫ ∞
1
x
( τ
ln(2)
+i) exp
(−x
Λl
)
dx.
= exp
(
1
Λl
) n∑
i=0
(
k − 1
i
)
(−1)k−i−1Γ
(
n+ 1,
τ
ln(2)
+ i
)
Λ
(
τ
ln(2)
+i+1
)
l . (11.49)
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Substituting (11.49) into (11.48) results in a closed-form expression for the MGF which is
expressed as
ΦC(τ) =
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
Λl(1− ρ2)(l +M)
]n
exp
(
1
Λl
) n∑
i=0
(
k − 1
i
)
(−1)k−i−1Γ
(
n+ 1,
τ
ln(2)
+ i
)
Λl
(
τ
ln(2)
+i
)
.(11.50)
For the case M = L, the MGF can be finally expressed as follows
ΦmrcC (τ) =
1
γ
[
(1− ρ2)]L−1 L−1∑
n=0
1
n!
(
L− 1
n
)[
ρ2
γ(1− ρ2)
]n
exp
(
1
γ
) n∑
i=0
(
n− 1
i
)
(−1)n−i−1Γ
(
n+ 1,
τ
ln(2)
+ i
)
γ
(
τ
ln(2)
+i+1
)
.(11.51)
For M = 1, MGF in (11.50) reduces to
ΦscC (τ) =
L−1∑
k=0
(−1)k
(
L
k + 1
)(
(k + 1)
γ
[
k + 1− kρ2]
) τ
ln(2)
exp
(
(k + 1)
γ
[
k + 1− kρ2]
)
Γ
(
τ
ln(2)
+ 1,
(
(k + 1)
γ
[
k + 1− kρ2]
))
. (11.52)
Furthermore, the integral in (11.48) can be expressed in another form with help of the
integral representation of the confluent hypergeometric function Ψ(a, b; z) [165]
Ψ(a, b; z) =
1
Γ(a)
∫ ∞
0
e−ztta−1(1 + t)b−a−1dt, (11.53)
which results in the new closed-form expression for the MGF given by
ΦC(τ) =
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1−ρ2)]k−1
k−1∑
n=0
(
k − 1
n
)[
Mρ2
Λl(1− ρ2)(l +M)
]n
Ψ
(
n+1,
τ
ln(2)
+2+n;
1
Λl
)
.
(11.54)
Note that using an alternative notation for Ψ(a, b; z) = z−a2F0(a, 1+ a− b; .;−1/z) where
2F0(., ; . : .) is a generalized hypergeometric serious [165], the MGF of the capacity can be
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simply written as
ΦC(τ) =
L−M∑
l=0
D∑
k=1
µDl−kl
Λk−1l
[γ(1−ρ2)]
k−1∑
n=0
(
k − 1
n
)[
Mρ2
(1− ρ2)(l +M)
]n
2F0
(
n+1,− τ
ln(2)
;−Λl
)
.
(11.55)
11.4.2 Complementary Cumulative Distribution Function (CCDF)
We evaluate the CDF of (11.46) in the presence of Gaussian Channel estimation errors as
follows
FC = Prob
(
C ≤ C) = ∫ 2C−1
0
pγ(γ)dγ = 1−
∫ ∞
2C−1
pγ(γ)dγ
= 1−
L−M∑
l=0
D∑
k=1
µDl−kl
Λk−1l
[γ(1− ρ2)]
k−1∑
n=0
1
n!
×
(
k − 1
n
)[
Mρ2
(1− ρ2)(l +M)
]n
Γ
(
n+ 1,
2C − 1
Λl
)
. (11.56)
Thus, the complementary CDF can be obtained from (11.56) as follows
FC =
L−M∑
l=0
D∑
k=1
µDl−kl
Λk−1l
[γ(1−ρ2)]L−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
(1− ρ2)(l +M)
]n
Γ
(
n+1,
2C − 1
Λl
)
.
(11.57)
For M = L, the CCDF of the capacity simplifies to
F
MRC
C (C) =
[
(1− ρ2)]L−1 L−1∑
n=0
(
L− 1
n
)[
ρ2
(1− ρ2)
]n
Γ
(
n+ 1,
2C − 1
γ
)
. (11.58)
For M = 1, the CCDF in (11.57) reduces to
F
SC
C (C) =
L−1∑
k=0
(−1)k
(
L
k + 1
)
exp
(
2C − 1(k + 1)
γ
[
k + 1− kρ2]
)
. (11.59)
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11.4.3 Probability Density function
The PDF of the capacity is defined as the derivative of the CCDF with respect to C, which
can be written as
pC(C) = 2C ln(2)
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1−ρ2)]k−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2(2C − 1)
Λl(1− ρ2)(l +M)
]n
exp
(
−(2
C − 1)
Λl
)
(11.60)
Note that (11.60) can also be obtained from (11.2) by performing a transformation of
random variables γ → C.
1. M = L:
pmrcC (C) = 2
C ln(2)
1
γ
[(1−ρ2)]M−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2(2C − 1)
γ(1− ρ2)
]n
exp
(
− (2
C − 1)
γ
)
.
(11.61)
2. M = 1:
pscC (C) = 2
C ln(2)
L−1∑
k=0
(−1)k
(
L
k + 1
)(
k + 1
γ
[
k + 1− kρ2]
)
exp
(
(2C − 1)(k + 1)
γ
[
k + 1− kρ2]
)
.
(11.62)
11.5 Symbol Error Rate
In wireless communications, the symbol error rate (SER) is one of the prime factors in
determining the performance of the system over fading channels. In this section, we derive
the SER for different modulation schemes employing GSC with channel estimation errors.
For a given instantaneous SNR γ over an AWGN channel, the SER for different modulation
schemes with M -ary signaling is given by Pe,PAM(γ) = aPAMQ(
√
gPAMγ) ,Pe,PSK(γ) =
aPSKQ(
√
gPAMγ) ,and Pe,QAM(γ) = 1− [1−aQAMQ(√gQAMγ)]2, where aPAM = 2
(
1− 1Md
)
,
gPAM = 6M2d−1
, aPSK = 2, gPSK = 2 sin2
(
pi
Md
)
, aQAM = 2
(
1− 1√
Md
)
, and gQAM = 3Md−1 . In
order to obtain the SER in fading channels, the conditional SER is averaged over the PDF
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of γ. Thus, we obtain the following expression for SER of GSC using MPAM modulation
SER =
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
×
(
k − 1
n
)[
Mρ2γ
Λl(1− ρ2)(l +M)
]n ∫ ∞
0
Q(
√
gPAMγ)γn exp
(
γ
Λl
)
dγ︸ ︷︷ ︸
I5
.(11.63)
In order to compute I5 in (11.63) we use the following formula
I(p, q,m) =
Γ(m)
qm
∫ ∞
0
Q(
√
px)e−qxxm−1dx. (11.64)
By applying Craig’s formula given by Q(x) = 1pi
∫ pi/2
0 exp(− x
2
2 sin2 θ
)dθ, and the equality∫∞
0 x
v−1e−µxdx, the integral in (11.64) can be evaluated. Upon using the Gaussian hyper-
geometric function 2F1(a, b; c; z) =
∑∞
k=0
(a)k(b)k
(c)k
zk
k! , the integral in (11.64) can be simplified
to
I(p, q,m) =
1
2
√
pi(1 + s)m
Γ(m+ 12)
Γ(m+ 1)
× 2F1
(
m,
1
2
;m+ 1;
1
s+ 1
)
, (11.65)
where s = p2q . Using the fact that 2F1(a, b; c; z) = (1− z)c−a−b2F1(c−a, c− b; c; z), (11.65)
can be expressed as
I(p, q,m) =
1
2
√
pi(1 + s)m
Γ(m+ 12)
Γ(m+ 1)
(
s
s+ 1
) 1
2
× 2F1
(
1,m,+
1
2
;m+1;
1
s+ 1
)
. (11.66)
Substituting p = gPAM, q = 1Λl , and m = n + 1 in (11.66), the following expression is
obtained
I(gPAM, b, k) =
1
2
√
pi
(
2 + ΛlgPAM
)n+1 Γ(n+ 32)Γ(n+ 2)
(
ΛlgPAM
ΛlgPAM + 2
) 1
2
×2F1
(
1, n+1,+
1
2
;n+2;
1
gPAM
2b + 1
)
.
(11.67)
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In order to get the SER for MPAM modulation, (11.67) is substituted in (11.63), and the
final expression for the SER of MPAM using GSC is given by
SERPAM = aPAM
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
Λl(1− ρ2)(l +M)
]n
(
ΛlgPAM
ΛlgPAM+2
) 1
2
2
√
pi
(
2 + ΛlgPAM
)n+1 Γ(n+ 32)Γ(n+ 2) 2F1
(
1, n+ 1,+
1
2
;n+ 2;
1
ΛlgPAM + 2
)
(11.68)
Similarly, the SER for MPSK modulation can be expressed as
SERPSK = aPSK
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
Λl(1− ρ2)(l +M)
]n
(
ΛlgPSK
ΛlgPSK+2
) 1
2
2
√
pi
(
2 + ΛlgPSK
)n+1 Γ(n+ 32)Γ(n+ 2) 2F1
(
1, n+ 1,+
1
2
;n+ 2;
1
ΛlgPSK + 2
)
(11.69)
Assuming matched filter detection and perfect channel estimation for M -QAM system, the
average SER for M -QAM with GSC diversity reception in Rayleigh fading environment
can be obtained by averaging its conditional SER over the PDF of γ at the output of GSC
diversity receiver resulting in
SERQAM = 1−
{
1− aQAM
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
Λl(1− ρ2)(l +M)
]n
(
ΛlgQAM
ΛlgQAM+2
) 1
2
2
√
pi
(
2 + ΛlgQAM
)n+1 Γ(n+ 32)Γ(n+ 2) 2F1
(
1, n+ 1,+
1
2
;n+ 2;
1
ΛlgQAM + 2
)}2
(11.70)
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Equation (11.66) can be further simplified when m is restricted to a positive integer value
in (11.65) to give
I(p, q,m) =
1
2
[
1− µ
m−1∑
j=0
 2j
j
(1− µ2
4
)j]
, (11.71)
where µ =
√
p
p+2q . Therefore, the integral I5 in (11.63) can be substituted by (11.71) to
yield
SERPSK =
aPSK
2
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
Λl(1− ρ2)(l +M)
]n
[
1−
√
ΛlgPSK
ΛlgPSK + 1
n∑
j=0
 2j
j
( 1
4(ΛlgPSK + 1)
)j]
. (11.72)
The SER for MQAM is given by
SERQAM = 1−
{
1− aQAM
2
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
Λl(1− ρ2)(l +M)
]n
[
1−
√
ΛlgQAM
ΛlgQAM + 1
n∑
j=0
 2j
j
( 1
4(ΛlgQAM + 1)
)j]}2
. (11.73)
We remark that as γ → ∞, 2F1(.) → 1. For example, the SERPSK asymptotically ap-
proaches the following expression
SERPSK = aPSK
L−M∑
l=0
D∑
k=1
µDl−kl
Λkl
[γ(1− ρ2)]k−1
k−1∑
n=0
1
n!
(
k − 1
n
)[
Mρ2
Λl(1− ρ2)(l +M)
]n
(
ΛlgPSK
ΛlgPSK+2
) 1
2
2
√
pi
(
2 + ΛlgPSK
)n+1 Γ(n+ 32)Γ(n+ 2)
(11.74)
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For M = L, the SER for MSPK in (11.69) reduces to
SERPSK = aPSK
[
1
γ
(1− ρ2)
] k−1∑
n=0
1
n!
(
k − 1
n
)[
ρ2
γ(1− ρ2)
]n
(
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) 1
2
2
√
pi
(
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)n+1 Γ(n+ 32)Γ(n+ 2) 2F1
(
1, n+ 1,+
1
2
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1
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)
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aPSK
2
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1
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(
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n
)[
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[
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√
γgPSK
γgPSK + 1
n∑
j=0
 2j
j
( 1
4(γgPSK + 1)
)j]
. (11.75)
For MQAM, it can be represented as
SERQAM = 1−
{
1− aQAM
[
1
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(1− ρ2)
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(
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) 1
2
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(
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)j]}2
(11.76)
For SC, i.e., when M = 1, the SER for MPSK
SERPSK = aPSK
M−1∑
k=0
(−1)k
(
M
k + 1
)[
1−
√
1
1 + (k+1)
gPSKγ(k+1−kρ2)
]
, (11.77)
and the SER for MQAM,
SERQAM = 1−
{
1−aQAM
M−1∑
k=0
(−1)k
(
M
k + 1
)[
1−
√√√√ 1
1 + (k+1)
gQAMγ(k+1−kρ2)
]}2
. (11.78)
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11.6 Numerical Results
In this section we provide some numerical results that illustrate the mathematical deriva-
tion of the channel capacity per unit bandwidth as a function of average receiver SNR γ
in dB for different adaptation policies with (GSC) over slow Rayleigh fading with weight
estimation errors. All curves provided are obtained using the closed-form expressions.
Figure 11.1 shows the comparison of the capacity per unit bandwidth for opra, ora and
tifr policies for GSC (L = 4,M = 3). The result indicates how the opra policy achieves
the highest capacity for any average receive SNR, γ. From the same figure, it can be
noticed that ora achieves less capacity than opra. However, both opra and ora achieve
the same result when there is no power adaptation implemented at the transmitter as in
opra. As expected, Figure 11.1 shows that the tifr scheme achieves less capacity compared
to the other adaptation policies. The results in Figure 11.1 is plotted for the case of fully
estimated channel (ρ2 = 1). Figure 11.2 compares Copra for different values of correlation
between the channel and its estimate; namely, ρ2 = 0.1, ρ2 = 0.5,and ρ2 = 0.9. It can
be noticed that the highest Copra that can be achieved is when ρ2 = 1 as shown in figure
11.1 with perfect estimation . Furthermore, Copra decreases when the value of ρ2 decreases
where in this case the weight error increases. It can be observed from Figure 11.2 that
there is almost a 3 dB difference in Copra between ρ2 = 0.9 and ρ2 = 0.1. In Figure
11.2, we showed the asymptotic capacity approximation as expressed in (11.17) and the
upper bound in (11.20). We observe that the asymptotic capacity provide a good match
to the exact capacity values which can be taken as a tight measure in case that the exact
capacity can not be obtained analytically. Figure (11.3) shows the plot of Cora as well as
its asymptotic approximation and upper bound as a function of the average received SNR
γ for (L = 4,M = 3). As can be seen from the same figure that the ora policy is more
sensitive to the estimation error than the opra policy by 1 dB difference between ρ2 = 0.9
and ρ2 = 0.1. Figure (11.4) considers a special case of GSC with (L = 4,M = 1) in which
the capacity shown in Figure (11.3) is collapsed into the well known SC scheme. Figure 11.5
depicts the exact closed-form expression capacity of (11.28) for (L = 4,M = 3) and ρ = 0.9
as well as the corresponding approximations given in (11.31)-(11.35). It can be observed
that the upper bound for SC and the high-SNR approximation for the SC scheme match
on each other for SNR ≥ 5 dB which show a tight approximation of the exact average
capacity. Furthermore, the approximations for low SNR region for the SC scheme are two-
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fold: 1) the low-SNR approximation becomes tight for SNR values < −5 dB, whereas; 2)
the expression the low-SNR approximation II becomes tight to exact capacity between 0
and 10 dB as shown in Figure 11.6. Figure 11.7 illustrates the capacity of the tifr policy for
different values of ρ2. The tifr policy performs the worst compared to the other adaptation
policies. However, the loss due to the estimation errors is very high, which is almost 15 dB
difference between ρ2 = 0.9 and ρ2 = 0.1. Figure 11.8 depicts the behavior of Ctifr against
the optimal cutoff SNR, γ0 for different values of ρ2 and GSC (L = 4,M = 3), and Figure
11.8 shows the same behavior for the case GSC (L = 4,M = 1), which illustrates the Ctifr
performance for SC scheme as expressed in (11.40) . As can be seen that Ctifr becomes
almost flat when the value of ρ2 decreases which experiences a large capacity loss. Figure
11.10 shows the behavior of the outage probability for different values of ρ2. It can be
observed that when there is no data to be transmitted because of the outage event, the tifr
policy suffers an outage probability which is larger than the outage probability suffered by
the opra policy. In addition, we note that the correlation ρ2 has a greater influence on tifr
than it has on opra and the decrease in outage probability with increase in γ is faster for
opra than tifr.
Figure 11.11 depicts the PDF curves for different values of the correlation coefficient
squared ρ2, considering an average SNR per branch of γ = 15 dB and (L = 4,M = 1).
This figure shows that the capacity distribution has a Gaussian-like shape even in the
presence of channel estimation errors. As expected, the distribution of C shift towards
the left indicating a decreasing value of its mean as the value of ρ2 decreases. Figure
11.12 considers the same setting in Figure 11.11 and depicts the CCDF curves for different
values of ρ2, with very similar observations. The expressions in (11.68),(11.69),(11.70),
(11.72),and (11.73) generalize the M -PSK and the square M -QAM average symbol error
rates results with GSC (L,M) over slow Rayleigh fading with weight estimation errors.
These expressions are collapsed into M -PSK and the square M -QAM average SER results
for MRC and conventional SC. For instance, for particular case of M = L (i.e. MRC), we
showed the average SER for M -PSK and the square M -QAM SER over Rayleigh fading
with estimation error in (11.75) and (11.76), respectively. Similarly, for (M = 1) (i.e. SC)
the average SER for M -PSK and the square M -QAM are expressed in (11.75) and (11.76),
respectively.
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11.7 Conclusions
The closed-form expressions for the channel capacity per unit bandwidth for three different
adaptation policies including their approximations and upper bounds over a slow Rayleigh
fading channel for GSC (L,M) with estimation error is derived. Furthermore, we presented
an upper bound as well as asymptotically tight approximations for ora policy for the
high and low SNR regions. the result showed that Copra outperforms Cora and Ctifr,
and is less sensitive to the estimation error compared to other policies. However, Ctifr
performs the worst among the other policies because it suffers a large capacity penalty
due to the estimation error whereas it is less complex to implement.It is worth to mention
that the derived capacity expressions represent general formulas for GSC (L,M) with
estimation error over slow Rayleigh fading channel from which those spacial limited cases
of GSC (i.e, M = L, MRC; M = 1, SC; ρ2 = 1,perfect estimation; ρ2 = 0 no diversity)
can be derived. Also, The second part of this paper analyzed the impact of channel
estimation error on the capacity statistics and SER performance of GSC over slow Rayleigh
fading channels. Starting with PDF of instantaneous branch SNR, we derived exact closed-
forms for capacity statistics: moment generating function, probability density function and
cumulative distribution function. In addition, the exact analytical expressions of SER for
M -PAM/PSK/QAM modulation were obtained. The derived expressions are valid for
arbitrary number of receivers.
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Figure 11.1: Capacity per unit bandwidth for a Rayleigh fading with GSC diversity (L=4, M=3)
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Figure 11.2: Capacity per unit bandwidth for a Rayleigh fading with GSC diversity (L=4,M=3)
and various values of different ρ2 under power and rate adaptation.
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Figure 11.3: Capacity per unit bandwidth for a Rayleigh fading channel with SCD (L=4,M=3)
and various values of different ρ2 under rate adaptation and constant power.
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Figure 11.4: Capacity per unit bandwidth for a Rayleigh fading channel with SCD (L=4,M=3)
and various values of different ρ2 under rate adaptation and constant power.
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Figure 11.5: Exact and approximated capacity per unit bandwidth for a Rayleigh fading with
GSC diversity for (L=4,M=3) under imperfect channel estimation ρ2 = 0.9
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Figure 11.6: Exact and approximated capacity per unit bandwidth for a Rayleigh fading with
diversity for (L=4,M=1) under imperfect channel estimation ρ2 = 0.9
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Figure 11.7: Capacity per unit bandwidth for a Rayleigh fading with GCD diversity (L=4,M=3)
and various values of ρ2 under truncated channel inversion.
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Figure 11.8: Capacity per unit bandwidth for a Rayleigh fading with GSC diversity (L=4,M=3)
and various values of ρ2 versus optimal cutoff SNR γ0 with truncated channel inversion with
γ = 15dB.
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Figure 11.9: Capacity per unit bandwidth for a Rayleigh fading with GSC diversity (L=4,M=1)
and various values of ρ2 versus optimal cutoff SNR γ0 with truncated channel inversion with
γ = 15dB.
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Figure 11.10: Probability of Outage for a Rayleigh fading with with GCD diversity (L=4,M=3)
and various values of ρ2 and γ0 = 0.7.
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Figure 11.11: Probability density function PC(C) for a GSC with (L = 4,M = 3) at γ =15 dB
for different values of ρ2.
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Figure 11.12: Cumulative distribution function FC(C) for a GSC with (L = 4,M = 3) at γ =15
dB for different values of ρ2.
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Figure 11.13: Symobl error probability performance for QPSK modulation with GSC with (L =
4,M = 3) and various values of ρ2
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Figure 11.14: Symobl error probability performance for QPSK modulation under various values
of ρ2 for a GSC with (L = 4,M = 1) given by (11.69)
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Figure 11.15: Symobl error probability performance for 16-QAM modulation under various values
of ρ2 for GSC with (L = 4,M = 3)
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Figure 11.16: Symobl error probability performance for 16-QAM modulation under various values
of ρ2 for a speacial case of GSC with (L = 4,M = 4) given by (11.76)
Chapter 13
Conclusions and Future Directions
Wireless communications undergoes a dramatically change in recent years. More people
are using modern communication services, thus the increasing the need for more capacity
in transmissions. Since a bandwidth is a limited resource which leads to searching for
new methods to increase the transmission capacity to meet the high demands. One of the
most efficient technical breakthrough which provides high data rates is the introduction of
antenna array system at both ends transmitter and receiver namely multiple-input multiple
output (MIMO). However, MIMO system is often limited by presence of multi-path fading
and Doppler spread (channel condition). However, Understanding and designing channel
modelling is very important. When realistic channel models of a mobile communication are
available , efficient signal processing can be advised to improve the system performance
and accurate system analysis can be also be performed to predict system capacity and
performance. As expected harsh channel condition causes inter-symbol interference (ISI)
which can by mitigated by using Orthogonal Frequency Division Multiplexing (OFDM).
OFDM up to now is the best implemented technique for high data rate communication
because of its strong resistance to (ISI). Over the recent years, the development of various
transmission diversity schemes that utilize the multi-element antenna array, such as space
time coding (STC) and antenna beam-forming, has shown a tremendous potentials for
improving radio link performances. As the demand for good quality of services is growing
at a rapid pace, so there is an increasing need to conserve, share and use bandwidth
efficiency. Consequently, emphasis is placed in on system design to increase the spectral
efficiency and improve the system performance which can be achieved by applying adaptive
transmissions.
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13.1 Conclusions
The Concepts developed in this thesis can be summarized in three parts:
• A complete understanding, analyzing and simulation of space-time MIMO wireless
channel.
• Fading mitigation techniques are applied such as OFDM, space time coding and
MIMO.
• Spectral efficiency Evaluation for different spatial diversity schemes over fading chan-
nel with estimation error is analyzed.
An overview of mobile radio channel including large-scale paths loss, small-fading
multipath fading, channel spatial correlation structure and several proposed space time
geometrical-based channel models as well as statical channel modes are given in chapter
2. In addition, a comprehensive background research and literature survey on existing
transmit diversity techniques are also provided.
In chapter 3, a new geometrical space time MIMO channel with GBHDS has been
introduced. The main model provides three important parameters that characterize the
channel namely the power of multi-path, the time of arrival and direction of arrival. The
MIMO channel model which characterize the space and time variance, has been investi-
gated and the main outcome of this work is the derivation the temporal autocorrelation
and spatial cross-correlation function. To derive spatial cross-correlation at the receiver,
the directional of arrival PDF must to be derived and it founds that marginal DOA pdf at
the base-station fits the measurement results.
In chapter 4, The TOA pdf at the BS, the marginal TOA pdf, the PAS, and the PDS
for the GBHDS and the GBE models were derived and simulated. Results for GBHDS
model were compared with those for the GBSBM channel model, the GSD channel model,
and the GBE channel model, as well as with the experimental results for macro-cell envi-
ronment. The results have shown that there is a good match between the GBHDS channel
model results and the measurement data specially for the DOA and TOA pdf. For the
PAS, the GBE channel model has a close match to the measurement data for the angles
around the LOS. From the results, it is clear that the GBHDS channel model has a good
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match with measurement data at the TOA and DOA pdfs. As this model matches the
spatial and temporal measurement data, we expect it to be useful in simulating wireless
communication systems.
In chapter 5, a space-time MIMO GBHDS with a particular focus on the spatial MIMO
channel Matrix has been considered. We investigated three different models namely Weich-
selberger , Kronecker and Virtual channel model to reduce the large number of parameters
that can be used directly from the full correlation matrix. The result showed that the
Weichselberger model outperforms the others. On the other hand, it has shown that in the
same propagation environment the capacity is highly affected by the antenna array geome-
try. In highly spatial correlation case, Star array configuration proved that it outperforms
other array configurations, namely, Uniform Linear Array (ULA), Uniform Circular Array
(UCA), and Hexagon array. Finally, we investigated the influence of the physical parame-
ters (i,e spread parameter) on the channel capacity.
In chapter 6, the performance of the Alamouti space time block coding in time-varying
Rayleigh fading channels caused by high Doppler frequency has been investigated. Space-
time block coding was first introduced based on the quasi-static fading channel assumption.
However, this assumption is not valid as we assumed that the channel is time-selective
Rayleigh fading. As such the orthogonality between sub-carries in time-selective channel
would not hold, resulting in inter-carrier interference (ICI). To combat ICI, we tried dif-
ferent detection schemes in a comparative study. We assessed the performance of various
detectors and the results indicated a significant loss in performance of all detectors due
to time-varying nature of the channel. The joint maximum likelihood (JML) detector
outperforms other detectors when the channel correlation is small. We have considered
a practical channel using GBHDS model for both macro- and micro-cell environments.
In this study we utilized a 2-by-1space-time block coded OFDM (STBC-OFDM) under
space-time geometrical channel model with hyperbolically distributed scatterers for micro-
cell and macro-cell mobile environments.
In chapter 7, a new scheme joining the recently proposed PCC-OFDM with STBC has
been proposed. It is shown that PCC-OFDM can achieve better performance than con-
Chapter 13. Conclusions and Future Directions 225
ventional OFDM by reducing (ICI). Using multiple transmit antennas has increased the
system efficiency. It is expected that better performance can be achieved by using multiple
receivers; however, this will be tackled in future works. Also, we are currently conducting
research to join this scheme with Overlap-PCC-OFDM to achieve bandwidth efficiency as
well.
In Chapter 8, the net power savings are shown to be in the order Watts with this sim-
plest PAPR reduction technique. For large clipping ratio (≥6dB), clipping and filtering
method provides excellent trade-offs. However, note that actual power savings would vary
depending on the system requirements and processor model. a new scheme for iterative
clipping and filtering method for PAPR reduction of OFDM signals has been propped.
The proposed One-Iteration-Clipping-Filtering (OICF) scheme achieves target PAPR in
one iteration. However, OICF requires only one iteration (3 FFT/IFFT operations) with
no additional processing. OICF utilizes the regrowth of filtered pulses as a basis to com-
pute appropriate scaling of original clipping threshold.
In chapter 9, closed-form expressions for the single-user capacity of selection combin-
ing diversity (SCD) system, taking into account the effect of imperfect channel estimation
at the receiver have been derived. The channel considered is a slowly varying spatially
independent flat Rayleigh fading channel. The complex channel estimate and the actual
channel are modelled as jointly Gaussian random variables with a correlation that depends
on the estimation quality. Three adaptive transmission schemes are analyzed: 1) opti-
mal power and rate adaptation (opra); 2) constant power with optimal rate adaptation
(ora); and 3) channel inversion with fixed rate (cifr). Furthermore, we derive in this pa-
per analytical results for capacity statistics including moment generating function (MGF),
complementary cumulative distribution function (CDF) and probability density function
(PDF). These statistics are valid for arbitrary number of receive antennas. Our numerical
results show the effect of Gaussian channel estimation error on the achievable spectral effi-
ciency. Our numerical results showed that for the same bandwidth, the capacity increases
with increase of the diversity order L and increase of of the average γt per branch. Also,
the result showed that Copra outperforms Cora and Ctifr, however, Cora is less sensitive to
the estimation error than the other policies. Furthermore, we provided analytical results
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for the probability density function and cumulative distribution function as well as the
moment generating function.
In chapter 10, we followed the same methodology used in chapter 9 for deriving the
single user capacity for maximal ratio combining (MRC) taking into account as well the
effect of imperfect channel estimation. Our numerical results showed that for the same
bandwidth, the capacity increases with increase of the diversity order L and increase of of
the average γt per branch. Also, the result showed that Copra outperforms Cora and Ctifr,
and is less sensitive to the estimation error comparing to other policies. However, Ctifr
performs the worst among the other policies because it suffers a large capacity penalty
due to the estimation error whereas it is less complex to implement. Furthermore, chap-
ter 11 considered generalized selection combining (GSC). Apart of deriving the capacity
for different adaptive schemes, and capacity statistics, we derived an upper bound and
asymptotically tight approximations at high and low SNR values. Also, we obtained exact
analytical expressions of SER for M -PAM/PSK/QAM modulation.
13.2 Future Directions
There are several areas in this dissertation that can be extended through further research
as clarified below:
• Although the space-time MIMO channel with GBHDS introduced in this dissertation
is only applicable for one-ring model. Further investigation and analysis of the same
channel can be extended to geometrical two- ring scattering model. The model
consisting of an infinite number of local scatterers laying on two separated rings-one
around the transmitter and the other around the receiver.
• We further can extend the two dimensional to three dimensional scattering envi-
ronments with NLOS propagation, which can be characterized by the two-cylinder
models. Two scenarios can be considered in azimuth and elevation orientation includ-
ing four different angles and they are azimuth angle of departure (AAOD), azimuth
angle of arrival (AAOA), elevation angle of departure (EAOD) and elevation angle
of arrival (EAOA).
• The effect of mobile motion on the spatial and temporal statistics of the GBHDS
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model is not considered. Further investigation for the GBHDS model for mobile
movement scenarios and their effects on spatial and temporal statistics would be
useful.
• Direction of Arrival (AOD) and Angle of Departure (AOD) of GBHDS model are
important parameters to quantify the spatial correlation at transmit and receive
antennas. Further investigation can be taken to analysis the effect of spatial correla-
tion of GBHDS model on MIMO-OFDM sytem. In addition, analytical closed form
expression can be obtained for Bit Error Rate (BER).
• The research presented is based on an assumption that the receiver has exact knowl-
edge of the channel state information. In practice, however, the channel state infor-
mation is obtained by channel estimation which differs from the actual channel due
to disturbance and noise. Therefore, it is very important to conduct performance
analysis STBC OFDM under the existence of channel estimation under a realistic
channel.
• Space time coding (STC) with multiplexing gain increases capacity and quality of
transmit signal can be improved by STC with diversity gain. Vertical Bell laboratory
layered space-time (VBLAST) and Almoouti STC are two examples of such kind of
STC with the former one owing multiplexing gain and the later one owing diver-
sity gain. Adaptive VBALST and STBC can be proposed to obtain high spectral
efficiency with quality of transmission guaranteed in all signal to noise (SNR) ratio
regions taking into account the effect of estimation errors and spatial correlation at
the transmit and receive antennas.
• In wireless networks, multihop relaying technique improves average link signal to nose
ratio SNR by replacing longer hops with multiple shorter hops. Relay transmissions
are used to induce cooperative diversity which can be increase system reliability with-
out relying on multiple antennas. The method of relaying has been introduced to let
a source (i.e. mobile terminal) communicate with a target destination via a relaying
(i.e. mobile terminal). Generally speaking, there are three main types of relaying
protocols from source-relay-destination: decode-and-forward (DF), compress-and-
forward (CF) and amplify-and-forward (AF). We can extend the study the impact
of PAPR on the AF MIMO OFDM Dual-Hop Relaying systems. Furthermore, we
can apply the concept of adaptivity we considered in the last two chapters to AF
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Dual-Hop Relaying systems and further we can quantify the impact of estimation
relaying systems.
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