Abstract. Recent developments of automated methods for monitoring animal movement, e.g., global positioning systems (GPS) technology, yield high-resolution spatiotemporal data. To gain insights into the processes creating movement patterns, we present two new techniques for extracting information from these data on repeated visits to a particular site or patch (''recursions''). Identification of such patches and quantification of recursion pathways, when combined with patch-related ecological data, should contribute to our understanding of the habitat requirements of large herbivores, of factors governing their space-use patterns, and their interactions with the ecosystem.
Abstract. Recent developments of automated methods for monitoring animal movement, e.g., global positioning systems (GPS) technology, yield high-resolution spatiotemporal data. To gain insights into the processes creating movement patterns, we present two new techniques for extracting information from these data on repeated visits to a particular site or patch (''recursions''). Identification of such patches and quantification of recursion pathways, when combined with patch-related ecological data, should contribute to our understanding of the habitat requirements of large herbivores, of factors governing their space-use patterns, and their interactions with the ecosystem.
We begin by presenting output from a simple spatial model that simulates movements of large-herbivore groups based on minimal parameters: resource availability and rates of resource recovery after a local depletion. We then present the details of our new techniques of analyses (recursion analysis and circle analysis) and apply them to data generated by our model, as well as two sets of empirical data on movements of African buffalo (Syncerus caffer): the first collected in Klaserie Private Nature Reserve and the second in Kruger National Park, South Africa.
Our recursion analyses of model outputs provide us with a basis for inferring aspects of the processes governing the production of buffalo recursion patterns, particularly the potential influence of resource recovery rate. Although the focus of our simulations was a comparison of movement patterns produced by different resource recovery rates, we conclude our paper with a comprehensive discussion of how recursion analyses can be used when appropriate ecological data are available to elucidate various factors influencing movement. Inter alia, these include the various limiting and preferred resources, parasites, and topographical and landscape factors.
INTRODUCTION
Movement patterns of organisms have a direct effect on the dynamics and persistence of populations (Brown and Kodric-Brown 1977 , Hanski and Gilpin 1997 , Colbert et al. 2001 , Kokko and Lopez-Sepulcre 2006 . The increasing interest in the ecological aspects of movement (Sugden and Pennisi 2006 , Nathan et al. 2008 ) has led to the development of automated telemetric methods for monitoring movement (White and Garrott 1990 , Rodgers et al. 1996 , Cooke et al. 2004 , spatiotemporal statistical methods for analyzing movement (Turchin 1998 , Preisler et al. 2004 , Dalziel et al. 2008 , Patterson et al. 2008 , Wittemyer et al. 2008 , and nonparametric kernel methods that are more stable than parametric kernel methods for constructing utilization distributions when location data sets become increasingly large Wilmers 2004, Getz et al. 2007 ). Recent developments in global positioning systems (GPS) technology provide researchers with the opportunity to evaluate wildlife movements in detail (Dussault et al. 2005 , Galanti et al. 2006 , Bruggeman et al. 2007 , Burdett et al. 2007 , Schofield et al. 2007 ), based on high-resolution spatiotemporal data. However, because it is often difficult to 10 E-mail: shirlibd@bgu.ac.il identify specific patterns from large sets of GPS-location data (e.g., several years of sub-hourly data), there is a need for efficient methods for analyzing these data and identifying specific space-use patterns in a way that reveals the processes leading to their creation. Causal deconstruction of movement patterns may add to the theoretical understanding of behavioral processes influencing movement and of the factors governing these processes, e.g., need for food, water, and shelter, regulation of inter-and intraspecies interactions, avoidance of predation and contact with humans, and reduction of contact with contaminated and degraded landscapes (Patterson et al. 2008) . Analyses can also serve as a basis for developing conservation strategies and management programs (Sinclair and Arcese 1995) . The spatial dynamics of large herbivores that constitute major animal biomass components of many natural terrestrial ecosystems have a critical impact on ecosystem function (Owen-Smith 1988) . Space-use patterns of large herbivores may affect primary production (McNaughton 1985) , the quantity and quality of forage (Polis et al. 1997) , nutrient distribution and cycles (McNaughton et al. 1997) , fire regimes (Hobbs et al. 1991) , intra-and interspecific disease transmission (Cross et al. 2005) , and the distribution and population dynamics of other herbivores (McNaughton 1985) .
Among the factors that affect large herbivores' space use are resource distribution quality and abundance. There is considerable evidence that large herbivores exhibit nonrandom selective foraging and track areas of highest quality forage (Sinclair 1977 , McNaughton 1985 , Fryxell et al. 1988 ). Recent investigations demonstrate that herbivores may use spatial memory to locate preferred food patches and to return to highquality foraging locations (Gillingham and Bunnell 1989 , Edwards et al. 1996 , Roguet et al. 1998 , Hewitson et al. 2005 . Returns to previously grazed areas may be a useful foraging strategy for large herbivores to consume regrowing vegetation in its high primary productivity stage (McNaughton 1985) . Moreover, these returns may accelerate nutrient cycling in highly grazed sites (McNaughton et al. 1997 ). Identification and characterization of repeated visits to a particular site, hereafter referred to as ''recursions,'' should contribute to our theoretical understanding of the habitat requirements of large herbivores, the factors governing their space-use patterns, and interaction with the ecosystem. This understanding could lead to strategies for conservation and management of the populations and landscapes of interest.
In this paper we present two new techniques for analyzing recursions in animal movement patterns. We first apply them to the output of a simple spatial model that simulates movements of large herbivores in a herdlike structure based on minimal parameters: (1) resource availability; and (2) resource recovery, at a specific rate, after a local depletion. The model outputs show that under relatively simple rules, recursion patterns emerge.
We then present and apply our new methods to empirical data on African buffalo (Syncerus caffer) herd movements collected in Klaserie Private Nature Reserve (KPNR) and in Kruger National Park (KNP), South Africa (see Plate 1). Unaided scrutiny of these data is not conducive to immediate interpretation. However, comparing output from analyses of simulated model and empirical KPNR and KNP data provides insights into possible rules governing the movement of African buffalo.
The two techniques proceed from an analysis of finer scale features of the movement tracks of individuals to obtain general patterns: (1) recursion analysis, a new approach to movement data that identifies all closed paths, their length and locations, based on the observation that along a path that closes on itself, the sum of vector displacements is zero; and (2) circle analysis, a new approach to analyzing movement data that uses the complex Fourier transform to display the periodogram of clockwise and counterclockwise looping in the movement patterns.
METHODS

Simulation model
We developed a simple, spatially explicit model, based on five rules, that simulates the spatial movement on a landscape over time of a herd of large herbivores. (1) The landscape is overlaid with a grid of grazing patches where the foraging value (equivalently habitat score) of each patch (pixel) is given by the elements of a landscape matrix (105 3 105 pixels in our case). (2) At each time step, the herd moves from the current patch to the patch with highest value among all patches at a particular distance. (3) This distance is specified by search radius. To keep the simulation simple, we assumed a constant stay time in a patch and a constant movement time (i.e., time step). (4) A resource depletion factor is incorporated into the model to account for the fact that after a group occupies a patch for a period of time, the available forage in that patch decreases (Funston et al. 1994 ). In our model we assumed that the habitat score declines from its current value to zero when occupied by a herd for one time step (but for a fixed level of reduction in each time step, see Getz and Saltz 2008) . (5) Recovery to the maximum habitat score for that patch (S max ), with different patches having different maxima, occurs in a gradual process during a specified recovery period (t r ) so that the habitat score, s time steps after depletion at time t, is given by
When a group moves, the patch it occupies is recorded in a dynamic movement matrix, with dimensions equal to the landscape matrix, which presents the order of the spatial location of the group at each time step. Also, a dynamic landscape matrix, which represents the effect of the groups on the vegetation (i.e., on the landscape template), is generated and updated after each time step during model runs. To keep the simulation simple, we ignore other movement drivers such as water or predator avoidance.
Different recovery periods may reflect seasonal patterns and habitat parameters (e.g., as a result of landscape characteristics and variation in the amount of precipitation). To explore the influence of the t r periods on movement patterns, the t r value was changed in different model runs: t r ¼ 9-90 time steps. A fast recovery rate (e.g., t r ¼ 9 time steps) may reflect a wetseason rate, and a slow recovery rate (e.g., t r ¼ 90 time steps) may reflect a dry-season rate (Hik and Jefferies 1990) , although in some systems vegetation may grow only during a particular period of the year. We also explored the influence of the landscape structure on movement patterns by running the model for different random landscape matrices. Each landscape matrix, in the size of 105 3 105 pixels, was generated from a uniform distribution of [0, 1] ; the value in each pixel represented the habitat scores of each patch. We changed the search radius among model runs to explore its potential influence on model output. Model simulations were coded in MATLAB 6.1 (MathWorks 2001) and run for 250 time steps.
The simulations are kept simple because they are used purely to illustrate certain basic principles. Realistic models would need to take into account more factors than used in this model , such as different time spans within a patch and inter-and intraspecies interactions. We defined the wet (December-February) and the dry (June-August) seasons based on monthly precipitation records (Macandza et al. 2004 , Ryan et al. 2006 . For the analyses with the two new techniques that we will describe, we used only cases in which we had a complete set of data for the same herd or individual through most of the study season: i.e., sequences of at least 40 (and up to 70) full days of observations during each season.
Data analysis techniques
Each time series of locations was analyzed using the two novel techniques: recursion and circle analyses.
These techniques consider the displacements from a starting location to the location k time steps later as vectors
in the complex plane, where X is the west-east and Y is the south-north axis, respectively. The advantage of this notation is that it retains directional information, which simplifies both analyses.
Recursion analysis.-We developed an algorithm to identify closed paths in the movement patterns, defined as instances in which there is an exact (to the resolution of landscape discretization) recursion to a previous location at a later time, and to sort such paths according to the duration of the recursion in days. The algorithm is based on the observation that the sum of vector displacements along a closed path is zero and thus requires the identification of zero-valued partial summations of the X and Y coordinates of sequential locations.
Specifically, given a path, identified by the sequence of coordinates (X(k), Y(k)), k ¼ 1, 2, . . . , K, the algorithm proceeds as follows.
1) Write the locations coordinates as
2) Let t and s denote two arbitrary values of the index k, such that t . s. Define a time window (t, s), of duration D ¼ t À s, as a segment of the path from Z(s) to Z(t) and denote by V(t, s) the sum of the vectors in the window:
Vðt; sÞ ¼ X t k¼s vðkÞ:
A recursion of duration D is, then, a window for which V(t, s) ¼ 0 and t -s ¼ D.
3) Construct a lower triangular matrix V with elements (V) t,s ¼ V(t, s) for t . s, using the recurrence:
Vðt; sÞ ¼ vðtÞ þ Vðt À 1; sÞ: 4) For each column s find the first row t for which V(t, s) ¼ 0 and call the respective pair (t, s) a ''zero'' event.
5) Count the number of zeros for each diagonal in the lower triangular matrix V. This count represents the sum of recursions that occurred for each specific duration D, because each duration value corresponds to one diagonal in the matrix.
Note that the scale of the recursion analysis is the resolution of the distance between two locations (patches). In our analysis of the buffalo data, we set the scale at one kilometer (i.e., locations X(k), Y(k) recorded at a resolution of meters were rounded to integer values using the transformation X(k)/1000 and Y(k)/1000). Hence, a recursion occurred when a new location was within (allowing for rounding errors) 0-1 km of a previous location, after a time interval of at least one day. Further, a 1-km scale is concordant with the fact that a buffalo herd typically ranges around 5 km per day (Mloszewski 1983) , and a buffalo herd of about 300 individuals occupies 0.5-1 km 2 while grazing (Ryan et al. 2006) . In other applications, a finer or coarser scale may be appropriate.
The recursion analysis identifies all closed paths, their length, and locations. This is indeed true for the net displacement (Turchin 1998) as well, and the algorithm also could be formulated in terms of net displacement, but we found the complex notation to be preferable because it simplifies the recursion algorithm and furthermore it enables the circle analysis.
Circle analysis.-While the previous technique identifies all recursions, it does not indicate whether the movement involved a circular path, clockwise or counterclockwise. However, the periodogram obtained from the complex Fourier transform (CFT),
. . , K, provides an indication of the trend of circular motion, and can also be used to distinguish clockwise (CW) from counterclockwise (CCW) patterns. The CFT performed on Z(k) indicates the spectrum of CW circles in the movement patterns, whereas a CFT of the complex conjugate coordinates Z*(k) ¼ X(k) -iY(K ) indicates the spectrum of CCW circles. These spectra are functions of the frequency f, which is the reciprocal of duration, D (i.e., D ¼ 1/f ). The periodogram is defined as the magnitude of the CFT when viewed as a function of D.
To visualize the outcome of a CFT, consider the case of Z(k) representing movement CW around the circumference of a circle in N steps: We conducted Monte Carlo tests to assess the confidence level of the circle analysis technique and to identify significant peaks in the periodograms. For the analysis of the model outputs, we simulated a ''homogeneous landscape herd,'' moving within the same matrix as the original modeled herd according to the same parameters for movement distances (search radius), but with no landscape preferences (i.e., no habitat score, habitat depletion, nor recovery). For the analysis of the empirical data: we simulated a ''random directions herd,'' moving within the same range as the real herd according to the actual parameters for movement distances, but with no information on past direction. These two kinds of simulated data were used to test the significance of the results when the effects of the additional information (landscape structure for the model outputs, past direction for the empirical data) are evaluated. In both types of simulations, we conducted 1000 repetitions and analyzed them using our circle analysis technique. We defined the 95% bounds obtained from the simulated populations (by taking the 95th percentile of the plots at each time point corresponding to simulated realizations). Data sets for which the actual periodogram exceeds the 95% bounds of the simulated reduced information cases are then considered to indicate that the additional information (landscape structure for the model outputs, past direction for the empirical data) plays a significant role in determining the structure of the movement paths in question. 
RESULTS
Movement patterns: model simulations
Recursions in movement patterns were obtained in the simulations as a function of the recovery period parameter t r . After a relative short recovery period (which may reflect the situation in the wet season), the recursion in movement patterns, i.e., return to previous visited locations, led to convergence into a repeated closed route (t r ¼ 15; Fig. 1a) , while as the recovery period value increased, the movement patterns broadened and the ''herd'' moved in a larger circuit/route that led to a decrease in the recursion events (Fig. 1b and Fig.   1c ; t r ¼ 45 and 60, respectively) and to ''drifting across the landscape'' in large recovery periods (e.g., Fig. 1d , t r ¼ 90). Long recovery period may reflect the situation in a drought (i.e., no recovery).
The recursion analysis, which ensures that each and every closed path is accounted for, demonstrates that the number of recursions to previously visited sites is a function of recovery period; in a relatively short recovery period (i.e., t r ¼ 15), the number of recursions was highest after 16 time steps (;180 recursions, Fig. 2b ), while as the recovery period increased (on the same landscape), the number of recursions decreased and their duration increased (for t r ¼ 45, ;155 recursions of 48 time steps; FIG. 1. Simulation of space-use patterns of a herd of large herbivores as a function of different resource recovery periods, t r (time steps). All scenarios are on the same random landscape matrix, 105 3 105 pixels. We assume one movement between locations per time step and a radius of search of 2 cells (pixels). The color represents the order of the movement out of 250 movements (e.g., darkest blue is the first and darkest red the 250th move in the sequence).
for t r ¼ 60, ;70 recursions of 70 time steps; and for t r ¼ 90, about 25 recursions of 98 time steps; Appendix C: Figs. C1b, C2b, and C3b, respectively).
The periodograms of the circle analysis of the locations' coordinates indicate a tendency for circular patterns (looping) in movements: the main peak (i.e., the maximum power in the graph) in the CCW periodogram in Fig. 2d suggests the occurrence of circular routes of 16 time steps for the short-recovery-period scenario (i.e., t r ¼ 15). The absence of a similar peak in the CW periodogram (Fig. 2c) indicates a circuit of a directional pattern according to the CCW direction. The 16-timesteps route was also identified as a recursion (Fig. 2b) . This indicates that this closed route is of a circular pattern. Similarly, the recursion route of 48 time steps, of the scenario of a larger recovery period (i.e., t r ¼ 45) (Appendix C: Fig. C1b ) is also of a circular pattern, as indicated by the periodogram (Appendix C: Fig. C1d) .
It should be noted that, in general, a zero event in the recursion algorithm indicates an exact recursion, but not necessarily a circular path, and certainly not its direction. On the other hand, a large peak in the clockwise or counterclockwise spectrum indicates circular movement in the appropriate direction, but does not ensure a recursion (i.e., a closed path). In this sense the two techniques are complementary. For example, as previously mentioned, the recursion analysis for t r ¼ 15 indicated 16-time-steps recursion routes; this route was Recursions analysis, the number of recursions (represented by þ symbol), defined as the number of instances in which there is an exact (to the resolution of landscape discretization) return to a previous location at the specific duration (in time steps); i.e., where V(t, s) ¼ 0. For details, see Methods: Data analysis techniques. Circle analysis is shown for (c) the spectrums of clockwise (CW) and (d) counterclockwise (CCW) circles in the movement patterns (based on the complex Fourier transform of the locations' coordinates in complex notation). CW and CCW spectrums of model outputs are solid lines, while the 95% bounds obtained from 1000 simulations of a ''homogeneous landscape population'' analyzed by the circle analysis (i.e., the 95th percentile of the plots at each time point) are dashed lines. At large values of the period (x-axis) the 95th percentile increases roughly with the square of the period. Thus, for clarity of presentation, instead of plotting power directly, we rather plotted power/(1 þ [period/Pd] 2 ) where the constant Pd was picked to appropriately reduce the rate of increase, thereby confining the range of the plots. In this figure identified by the CCW periodogram as a circular route (Fig. 2d) . The CCW periodogram also indicated a smaller peak of the 8-time-step durations (Fig. 2d) . This 8-time-step route was with a circular tendency but was not a closed path, because it was not indicated by the recursion analysis as a recursion. Similarly, when t r ¼ 60, the CCW periodogram indicated a large peak of 83-time-step/cycle duration and a small peak of the 42-time-step/cycle durations (Appendix C: Fig. C2d ). Only the 83-time-step route is a close path, as it was identified by the recursion analysis (Appendix C: Fig. C2b) . Hence, integration between the methods is required when the question is whether there are circular paths among the recursions. Otherwise, if the question is whether there are recursions and how long they take, then the recursion analysis stands by itself.
Although the model was found to be influenced by the landscape templates, which may reflect differences among habitats/areas (Appendix D) and the search radius parameter (Appendix E), the recursion movement pattern was eventually obtained in all of the simulations with short recovery period (t r ¼ 15; Appendices D and E). This fact suggests that recovery period is a factor governing recursion movement dynamics.
Movement patterns: empirical data
Recursions of different durations occur during both the wet and the dry seasons (Figs. 3 and 4 ) in KPNR and KNP regions. We compared seasonal recursions for three cases in which we had a complete set of data for the same herd (KPNR herd in years 1997 and 1998) and individual #257 (KNP, year 2006) in the wet and dry seasons. Because the data have been collected over different time durations (total number of days), we also compared normalized results for: (1) the recursion proportion of specific duration (i.e., the ratio of the number of zeros for a specific duration to the total number of zero(s), and (2) the recursion proportion of all durations in terms of all paired locations (i.e., the ratio of the number of zeros to the total pairs of locations of duration D ! 1). We found no significant difference in the number of recursions or their distribution in wet vs. dry seasons (Appendix F, Table 1 ; data derived from Figs. 3 and 4) . Most of the recursions occurred in a duration of up to ;20 days ( Fig. 3a-e, Fig.  4a-c) ; however, there were recursions that occurred after more than 40 days (e.g., Fig. 3b) .
The periodograms of the circle analysis indicate the tendency of circular patterns in movements in both CW (e.g., Fig. 3c, e; Fig. 4a, b) and CCW (e.g., Fig.  3b , c, e, f; Fig. 4b ) directions. The peaks in the periodograms, integrated with the results of the recursion analysis (i.e., the duration of each peak was checked for a recursion), suggest the occurrence of circular closed routes among the recursion routes (e.g., Fig. 3b , c, e, f; Fig. 4a, b) . These circular routes of different durations were taken by the buffalo in both the KPNR and the KNP regions. Recursions in circular routes of 10-16 days were relatively common and occurred in the wet (Fig. 3b, c, e ) and in the dry seasons (Fig. 4a, b) . There was no difference in the directionality of the circular routes, in both seasons and regions.
DISCUSSION
Although considerable research and theory, such as optimal foraging theory (Pyke et al. 1977) , focuses on patch choice, patch use, and optimal patch departure (Charnov 1976) , little attention has been paid to returns to a previously occupied or depleted patch. Based on the analyses conducted in this study, recursions in movement patterns to pre-visited sites of African buffalo occur throughout the wet and dry seasons in both studied areas (KPNR and KNP).
Spatial dynamics of large herbivores is influenced by spatiotemporal variations in the quality and quantity of forage. Recursions to previously grazed areas may be a useful foraging strategy for large herbivores to consume regrowing vegetation in its stage of high primary productivity (McNaughton 1985, Gordon and Lindsay 1990) . These recursions may accelerate nutrient cycling in highly grazed sites Lindsay 1990, McNaughton et al. 1997 ) and may maintain them as nutrient hotspots (Winnie et al. 2008 ). The recursion pattern may trigger and maintain a positive feedback loop (McNaughton et al. 1997) in which the large herbivores return to already grazed, high-quality sites, eating the regenerating vegetation that is in its high primary productivity stage. This positive feedback process thus appears to stimulate productivity and accelerate nutrient cycling, thereby leading to an increase in the foraging patch quality and availability on a cyclic basis.
Recursions to foraging sites may lead to cyclic movements among the sites: large herbivores may move in generally circular patterns among highly profitable feeding patches within the area of the home range. This may improve the rate of food intake by individual herbivores in a herd structure (Fryxell 1995) . Because grass may be most attractive to herbivores at an intermediate stage of recovery (Fryxell 1995) , herbivores would not be expected to wholly consume resources during a visit, and should return before resources have recovered fully. Effectively, they should revisit sites once these have regenerated abundant green regrowth (Gordon and Lindsay 1990). Circular patterns were documented for the African buffalo in Sabi Sand Game Reserve, Transvaal, South Africa, during the hot, wet summer (Funston et al. 1994) . A larger spatiotemporal scale of circular passage was also documented in the Serengeti, in which herbivores moved through grasslands during the dry season, but returned to them when residual soil water stimulated new grass growth (McNaughton and Banyikwa 1995) . Circular routes (''looping movement'') are considered to be an optimal mode of searching (Turchin 1998) . Looping may occur in habitats of high nutritional value, in which individuals might spend more time (Dai et al. 2007 ); nonoverlapping looping movements may avoid foraging in the same place, and a circular trajectory is less likely to cross a previous pathway than a less directed meander. Therefore, this strategy may facilitate the recovery of utilized vegetation (Dai et al. 2007) .
Recursion patterns emerged in our model outputs, under simple rules. Recursions in movement patterns appeared in the model as a function of the vegetation recovery period parameter: After a relatively short recovery period, the recursion pattern led to convergence into a repeated circular path, while, as the recovery period increased, the herd moved in a larger path, which led to a decrease in the recursion events. This pattern suggested that recovery period may be a factor, among other factors, governing recursion movement dynamics. The recovery period may represent the time it takes for the vegetation to reach the high primary productivity stage. The productivity stage of grassland was found to affect herbivore seasonal movement patterns (McNaughton 1985) . In our model we assumed that herds had knowledge about the habitat quality of neighboring cells (within a search radius). The scale of movement relative to the scale of the habitat patches, and knowledge of the habitat quality of distant patches, are likely to affect movement dynamics. An important area of future research is to develop an understanding of how scale affects recursion patterns.
The vegetation recovery period may be a function of the season (Hik and Jefferies 1990) and habitat parameters, e.g., riverbeds and waterholes support greater plant growth throughout the year (Winnie et al. 2008) ; in nutrient hotspots there are considerably higher plantavailable levels (McNaughton et al. 1997) . Hence, under specific conditions such as near river beds, or in the nutrient hotspots, the recovery period may be shorter. This may lead to an increase in recursion patterns to profitable foraging sites and to convergence into circular patterns, as described for African buffalo in the wet season (Funston et al. 1994) . It may also lead to a decrease in home range size in nutrient hotspots areas (Winnie et al. 2008) . Future studies should estimate recovery periods in different areas and seasons (under different conditions such as the amount of precipitation and its distribution) and correlate them with recursion patterns.
We found that recursions in movement patterns of African buffalo in KPNR and KNP occur throughout the wet and dry seasons. Based on the simulation model, recursions were not expected to occur in the dry season (i.e., long recovery period), but this analysis did not account for the fact that patches are usually partially, rather than wholly, consumed during a visit, so a herd may return to high-quality, partially depleted patches in both seasons. Moreover, a high proportion of the recursions in circular routes occur within a time interval of ;10-16 days since a previous visit in the area, in both seasons. The recovery period for vegetation in a depleted grazing patch may take longer than this time interval. However, African buffalo herds, which move through grassland areas, do not completely deplete the entire area that they pass through (Vesey-Fitzgerald 1960 , Pienaar 1969 , Leuthold 1972 . They are selective feeders when they have the opportunity (Prins 1996 , Macandza et al. 2004 ). Moreover, herds may have an advantage in leaving high-quality patches only partially depleted and returning to them some time later, as parasite control. While moving through grassland areas, African buffalo may contaminate these areas with their feces. Returning to a partially depleted patch too soon after leaving it may increase the risk of infection or disease transmission by fecal parasites (Ezenwa 2004) . Thus, there may be a trade-off between ''staying in'' and ''returning to'' the high-quality, partially depleted patch and the risk of infection by fecal parasites. African buffalo might avoid areas of recent use for a specific time interval (e.g., ;10-16 days) to decrease the risk of infection by recontacting their own feces, assuming that this is sufficient lag time for infectivity to dissipate. Further studies are needed to pursue this hypothesis.
With the potential advantage of recursions to foraging sites (increasing individual intake, accelerating nutrient FIG. 3. Continued. cycles, and maintaining high-quality forage patches), one would expect to see a high frequency of such patterns among the movements of large herbivores. However, based on our analyses of African buffalo herds, these recursion patterns are not that frequent. Large herbivores should have the spatial memory to return to high-quality foraging sites, but they might ''choose'' another foraging strategy and continually resample the forage in other areas in order to ascertain its quality (Hewitson et al. 2005) . Moreover, large herbivores not only respond to food resources but also are constrained by other environmental, abiotic (e.g., water and shelter), and biotic factors (e.g., inter-and intraspecies interactions), in their movement patterns (Roguet et al 1998) . For example, among the highquality sites are areas with a higher predation risk; herbivores might avoid these areas and choose lower quality patches (Winnie et al. 2008) . Similarly, movement patterns of other herbivore herds (of conspecific or other species) might affect movement decisions. The interaction between the different factors that govern the movement dynamics of large herbivores can lead to a deviation from the expected circular patterns.
Recursions may be driven by other factors, e.g., by water sources (Redfern et al. 2003) , salt licks (Ayotte et al. 2006, Mills and Milewski 2007) , selected plants, FIG. 4 . Buffalo movement patterns during the dry season. Movement patterns of (a, b) a Klaserie Private Nature Reserve (KPNR) herd during 1997-1998, and (c) of individual #257 from the Kruger National Park (KNP) during 2006. The left-hand column shows recursion analysis; the middle and right-hand columns show circle analysis of the spectrums of clockwise (CW) and counterclockwise (CCW) circles, respectively. CW and CCW spectrums of the actual empirical data are solid lines; dashed lines show the 95% bounds obtained from 1000 simulations of a ''random directions population'' using circle analysis (i.e., the 95th percentile of the plots at each time point). For purpose of presentations, data in the circle analysis were normalized with Pd ¼ 200 (see details in Fig. 2) . favorable resting areas, and commonly used traveled routes. Future studies should characterize the recursion sites in terms of habitat structure, landscape characteristics, frequency, and time interval among recursions (i.e., the relative attractiveness of those sites) and should examine their potential importance for population dynamics. Characterizing these sites may help to identify the different factors involved in governing the recursion patterns in different seasons and may also serve as a basis for further modeling work.
Among the recursions identified by the recursion analysis, could be casual recursions as a result of roaming in a confined area, i.e., the herd while moving in its home range could casually cross its tracks (casual crossing site). This could be a function of the size of the home range and its topography. The time spent in a recursion site could be a measure for distinguishing between a ''casual'' and a ''substantial'' recursion site; if it is a casual crossing site, we expect that a herd will not stay there a long while. If it is a deliberately sought recursion site, we expect the herd to stay there longer. The time spent in a site could be measured by the number of GPS locations in a site out of sequential locations (it depends on the frequency of GPS measurements, the spatial resolution of a ''site,'' and the velocity of the herd when ''heading'' vs. when ''local foraging''). This could be examined using the recursion analysis. Direct field observation on behavior patterns in identified recursion sites could help in classifying these sites as casual crossing sites or substantial recursion sites.
The methods developed in this study can help researchers to identify recursions and circular patterns in the maze of GPS location data of the studied organisms. These methods enable examination from coarser to finer scale patterns of movement. The exact advent of recursions (i.e., actual returns to previously occupied sites) is obtained using our recursion analysis, which identifies all closed paths, their length, and locations based on the observation that along a path that closes on itself, the sum of vector displacements is zero. The recursion analysis does not indicate the direction of the movement nor whether it involves a looping path. In these terms, the advantages of the circle analysis are in both providing indication of a trend of circular motion and in distinguishing between CW and CCW looping. On the other hand, the circle analysis by itself does not ensure a recursion; hence, a combination of the different techniques enables a comprehensive view of recursion patterns. If the question is whether there are recursions and how long they take, then the recursion analysis stands by itself. If the question is whether there is a circular tendency in the movement patterns, then use of the circle analysis could provide information. Finally, if the question is whether there are circular paths among the recursions, then integration between the recursion and circle analyses is required.
With an increase in the quantity and quality (i.e., resolution) of GPS data collected in wildlife studies, the methods that we present here should provide new insights into the form and function of recursion patterns of various organisms, thereby increasing our understanding of the factors governing their movement dynamics, with implications for disease transmission (e.g., recontacting feces) and herbivore-plant synergisms (e.g., nutrient cycling). This information could be further applied for conservation policy and management of large herbivores and their habitats; for example, in designing nature reserves so that they include the recursion sites and appropriate landscape connectivity, and in implementing disease control strategies at such sites. Furthermore, such information could also be used by managers in tourist areas and game resorts.
