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Abstract
In this paper, a novel decentralized intelligent adaptive optimal strategy has been developed to solve the pursuit-evasion
game for massive Multi-Agent Systems (MAS) under uncertain environment. Existing strategies for pursuit-evasion games
are neither efficient nor practical for large population multi-agent system due to the notorious “Curse of dimensionality” and
communication limit while the agent population is large. To overcome these challenges, the emerging mean field game theory
is adopted and further integrated with reinforcement learning to develop a novel decentralized intelligent adaptive strategy with
a new type of adaptive dynamic programing architecture named the Actor-Critic-Mass (ACM). Through online approximating
the solution of the coupled mean field equations, the developed strategy can obtain the optimal pursuit-evasion policy even for
massive MAS under uncertain environment. In the proposed ACM learning based strategy, each agent maintains five neural
networks, which are 1) the critic neural network to approximate the solution of the HJI equation for each individual agent; 2)
the mass neural network to estimate the population density function (i.e., mass) of the group; 3) the actor neural network to
approximate the decentralized optimal strategy, and 4) two more neural networks are designed to estimate the opponents’ group
mass as well as the optimal cost function. Eventually, a comprehensive numerical simulation has been provided to demonstrate
the effectiveness of the designed strategy.
I. INTRODUCTION
Pursuit-evasion games have received increasing attention in multi-agent decision-making and control studies (e.g. [1], [2].
The problem can be widely found in numerous applications such as quadcopter flight control [3], ground vehicle tracking
[4], missile guidance system [5] etc. Recently, some of the researches explored a novel type of pursuit-evasion problem for
multiple pursuers and evaders due to the enormous gain from the larger population of agents. For instance, [6] studied the
pursue evasion problem with two pursuers and one evader; [7] used multiple pursuers, i.e. unmanned aircraft systems (UAS),
to capture the ground vehicle. The differential game formulation associated with the Hamilton-Jacobi-Isaacs (HJI) equation
is used in those studies to obtain the optimal strategies. However, there are two common limitations in these studies, 1) the
agent number cannot be large, 2) a high-quality and reliable communication system is needed for supporting information
exchange among distributed agents. In large scale Multi-agent Systems (MAS), these limitations cannot be ignored due to
the notorious “curse of dimensionality”, and unreliable communication network in practical (Fig. 1).
To overcome these challenges, the emerging Mean Field Game (MFG) theory is adopted and engaged with pursuit-evasion
game to develop a decentralized strategy for massive MAS. The key feature of MFG is that a new mass function has been
constructed to approximate all the other agents’ states through their probability distribution [8]. Different than other mean
states based algorithm such as the “average consensus” algorithm [9] where the deterministic average states are observed,
the MFG estimates the stochastic distribution of all agents’ states by solving a Partial Differential Equation (PDE), named
Fokker-Planck-Kolmogorov (FPK) equation. The distribution (i.e. mass) is then used to represent the effect from all other
agents in the agent’s decision-making process. Lasry and Lions [8] first proved that by integrating the mass with the
Hamilton-Jacobi-Bellman (HJB) equation from optimal control theory [10], one can obtain the ε− Nash equilibrium of the
game and further converge to the Nash equilibrium as the agent number goes to infinity. Since the mass is approximated by
a PDE which is independent on the agent number, the MFG can be used to tackle the communication limit and the “curse of
dimensionality”. In this paper, the pursuers and evaders are using two mass functions to represent the pursuer group density
and evader density during the game. Both mass function are integrated into the HJI equation to represent the influence from
other agents in the same group.
However, solving Mean Field Game (MFG) is computationally expensive due to the coupled HJI and FPK equations
especially with infinite-dimensional states. Meanwhile, the reinforcement learning and adaptive approximate dynamic pro-
gramming (ADP) techniques [10] have been successfully utilized to solve general HJI equations and learn optimal nonlinear
control. Therefore, we extend the ADP technique to a novel Actor-Critic-Mass (ACM) algorithm that can approximate the
coupled HJI and FPK equations simultaneously and further obtain the optimal pursuit-evasion strategy. Specifically, five
neural networks are designed to approximate the solutions of coupled two HJI equations, two FPK equations, and the
optimal control.
The main contributions of this paper can be summarized as follows: 1) The pursuit-evasion game with massive multi agents
has been solved through integrating the Mean Field Game theory which tackles the “curse of dimentionality” problem as
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Fig. 1. An illustration of challenges and the proposed solution in massive multi-agent pursuit-evasion game, i.e. Massive UASs are tracking the ground
vehicles.
well as requires no communication or observation. 2) A novel reinforcement learning structure named Actor-Critic-Mass
(ACM) for differential games has been proposed to numerically solve the optimal strategy for pursuit-evasion game online.
The solution of coupled HJI and FPK equations can thus be approximated by ACM.
II. BACKGROUND AND PROBLEM FORMULATION
Consider a group of pursuers G1 and a group of evaders G2 with identical N agents in each group being travelling in an l
dimensional space. The states of individual agent in G1 and G2 are denoted by xg1,i ∈ Rl and xg2,j ∈ Rl, respectively. The
system dynamics for each agent are affected by other agents and can be described through a group of stochastic differential
equations (SDEs), i.e.:
dxg1,i =
[
fg1 (xg1,i) + gg1 (xg1,i)ug1,i (1)
+Gg2 (xg2)
]
dt+ σg1,idwg1,i
dxg2,j =
[
fg2 (xg2,j) + gg2 (xg2,j)ug2,j (2)
+Gg1 (xg1)
]
dt+ σg2,jdwg2,j
where ug1,i ∈ Rl is the control input of the ith agent, wg1,i denotes a set of independent Wiener processes representing
environment noise for agents in the group G1, σg1,i is the coefficient matrix of the Wiener process, the functions fg1,i (xg1,i)
and gg1,i (xg1,i) represent the intrinsic dynamics of the agents in the group G1, and the Gg2 (xg2) denotes the influence
from the group G2. The parameters in (2) is similar to those in (1) but for group G2.
The objective for agents in the pursuer group G1 are to intercept the evader at the fixed time T while the agents in the
evader group G2 attempts to do the opposite.
Remark 1. Different than the conventional pursuit-evasion problem, which has very limited number of pursuers and evaders,
the pursuers’ and evaders’ groups in this problem has countably infinite number of agents, i.e., N → ∞. Moreover, the
agents in each group can neither communicate nor observe the other agents’ states, which indicates a decentralized control
problem.
HJI-G1 : −∂V (xg1,i, ug1,i)
∂t
− σ
2
g1,i
2
∂2V (xg1,i, ug1,i)
∂x2g1,i
+Hg1
(
xg1,i,
∂V (xg1,i, ug1,i)
∂xg1,i
)
= Φg1,i (mg1, xg1,i)− Φg2,i (mg2, xg1,i) (5)
FPK-G1 : ∂mg1 (xg1,i, t)
∂t
− σ
2
g1,i
2
∂2mg1 (xg1,i, t)
∂x2g1,i
− div
(
mg1DpH
(
xg1,i,
∂V (xg1,i, ug1,i)
∂xg1,i
))
= 0 (6)
HJI-G2 : −∂V (xg2,j , ug2,j)
∂t
− σ
2
g1,j
2
∂2V (xg2,j , ug2,j)
∂x2g2,j
+Hg1
(
xg2,i,
∂V (xg2,j , ug2,j)
∂xg2,j
)
= Φg2,j (mg2, xg2,j)− Φg1,j (mg1, xg2,j) (7)
FPK-G2 : ∂mg2 (xg2,j , t)
∂t
− σ
2
g1,j
2
∂2mg2 (xg2,j , t)
∂x2g2,j
− div
(
mg2DpH
(
xg2,j ,
∂V (xg2,j , xg2,−j , xg1)
∂xg2,j
))
= 0 (8)
mg1 (xg1,i, 0) = mg1,0 (xg1,i)
mg2 (xg2,j , 0) = mg2,0 (xg2,j)
Next, two cost functions are constructed to evaluate the performance of agents in different groups. The cost function for
agents in the group G1 is defined as:
Vg1 (xg1,i(t), ug1,i(t),mg1,mg2) (3)
=
∫ T
0
 xTg1,iQg1xg1,i + uTg1,i(τ)Rg1,iug1,i(τ)+Φg1 (mg1(xg1,i(τ), τ), xg1,i(τ))
−Φg2 (mg2(xg1,i(τ), τ), xg1,i(τ))
 dτ
where mg1(τ) and mg2(τ) are defined as mass, which are the probability density function of group G1’s and G2’s states,
respectively. Φg1 (mg1(xg1,i(τ), τ), xg1,i(τ)) and Φg2 (mg2(xg1,i(τ), τ), xg1,i(τ)) are the Mean Field coupling functions
that represent the influence on agent i from group G1 and G2, respectively. Q and R are symmetric positive semi-definite
and symmetric positive definite matrices, respectively, with compatible dimensions.
Similarly, the cost function for agents in group G2 is given as:
Vg2 (xg2,j(t), ug2,j(t),mg1,mg2) (4)
=
∫ T
0
 xTg2,jQg2xg2,j + uTg2,j(τ)Rg2ug2,j(τ)+Φg2 (mg2(xg2,j(τ), τ), xg2,j(τ))
−Φg1 (mg1(xg2,j(τ), τ), xg2,j(τ))
 dτ
Considering the two groups are competitive while the agents in the same group share the same goal (but non-cooperative),
the optimal strategy for one agent must satisfy two conditions: 1) the agent’s control input belongs to a joint action set
which is the saddle point of the groups’ cost function; 2) the agent’s control input must reach the Nash equilibrium with
other agents in the same group. The two conditions for the pursuers’ group G1 are equivalent to the following equation:
V ∗g1
(
xg1,i(t), u
∗
g1,i(t),mg1,mg2
)
= inf
ug1
sup
ug2
Vg1
(
xg1,i, u
∗
g1,i,mg1,mg2
)
≤ Vg1 (xg1,i, ug1,i,mg1,mg2) (9)
with u∗g1,i ∈ ug1. The optimal cost function and control input for agents in G2 can be similarly obtained as:
V ∗g2
(
xg2,j(t), u
∗
g2,j(t),mg1,mg2
)
= inf
ug1
sup
ug2
Vg2
(
xg2,j , u
∗
g2,j ,mg1,mg2
)
≤ Vg2 (xg2,j , ug2,j ,mg1,mg2) (10)
where u∗g2,j ∈ ug2.
Fig. 2. The structure of the ACM algorithm for the pursuers
III. MEAN FIELD OPTIMAL STRATEGY FOR MASSIVE MAS PURSUIT-EVASION GAME
In this section, the ACM algorithm is introduced in detail. The structure of the proposed algorithm for pursuers is illustrated
in 2. To obtain the optimal strategies for the agents in two groups (i.e., (9) and (10)), the Mean Field Game theory and
Adaptive Dynamic Programming (ADP) has been adopted. The Mean Field Game theory can estimate the mass in (3) and
(4) by the Fokker-Planck-Kolmogorov (FPK) equation [8]. Inspired by the most recent mean-field game approach such as
[11] and [12] , a coupled HJI-mutli-FPKs equations has been constructed in (5)-(8) for obtaining the optimal strategy with
large population of multi-agent system. The H(·) functions in (5) and (7) are the Hamiltonian which can be represented as:
Hg1 (xg1,i, ∂Vx (xg1,i, ug1,i))
= Φg1 (mg1, xg1,i)− Φg2 (mg2, xg1,i)
+ xTg1,iQg1xg1,i + u
T
g1Rg1,iug1,i + ∂Vx (xg1,i, ug1,i) x˙g1,i (11)
Hg2 (xg2,j , ∂Vx (xg2,j , ug2,j))
= Φg2 (mg2, xg2,j)− Φg1 (mg1, xg2,j)
+ xTg2,jQg2xg2,j + u
T
g2Rg2,jug2,j + ∂Vx (xg2,j , ug2,j) x˙g2,j (12)
where Φg1 (mg1, xg1,i) and Φg2 (mg2, xg2,j) are the mean field function which calculates the affect from all other agents
in the same group.
It has been shown by numerous studies (e.g. [13]) that the solution of the coupled HJI-multi-FPKs equations yields the
ε−Nash equilibrium, i.e.:
Vg1
(
xg1,i, u
∗
g1,i, ug1,−i
)
< Vg1 (xg1,i, ug1,i, ug1,−i) + εN
Vg2
(
xg2,j , u
∗
g2,j , ug2,−j
)
< Vg2 (xg2,j , ug2,j , ug2,−j) + εN
where εN is the error that goes to zero as N goes to infinity [13] thus yield (9) and (10).
Similar to [14], the optimal control for agents in two groups can be solved separately as:
u∗g1,i(xg1,i)
= −1
2
R−1g1 g
T
g1 (xg1,i)
∂Vg1,i (xg1,i, ug1,i,mg1,mg2)
∂xg1,i
(13)
u∗g2,j(xg2,j)
= −1
2
R−1g1 g
T
g2 (xg2,j)
∂Vg2,j (xg2,j,ug2,j ,mg1,mg2)
∂xg2,j
(14)
Remark 2. To obtain the optimal control, the coupled HJI-multi-FPKs equations need to be solved simultaneously. However,
the HJI equations ((5) and (7)) as well as the FPK equation ((6) and (8)) are two complicate infinite-dimensional Partial
Differential Equations (PDEs) whose solutions are difficult to solve analytically. Therefore, inspired by adaptive dynamic
programming (ADP) and reinforcement learning techniques, a novel neural network based Actor-Critic-Mass algorithm has
been developed to learn the coupled HJI-multi-FPKs equations’ solution online in this paper.
IV. ACTOR-CRITIC-MASS BASED OPTIMAL PURSUIT-EVASION STRATEGY DESIGN
A. Optimal ACM estimator design
The proposed reinforcement learning ADP algorithm can be implemented into an Actor-Critic-Mass structure which
consists of five neural networks for individual agent. For the pursuer agents in the group G1, the actor neural network is
utilized to approximate the solution of optimal control (i.e. (13)); the critic is designed to approximate the solution of the
HJI equation (i.e. (5)), and the mass neural network is employed to approximate the solution of the FPK equation (i.e. (6)).
Except for the three neural networks for the group G1, the pursuers also needs to estimate the optimal value function, mass,
and optimal strategy for evaders since the estimated states and optimal strategy of evaders are also considered in the cost
function symmetrically. Similarly, the evader agents in the group G2 admits the same neural network structure and update
laws so we will use the agents in the group G1 only to illustrate the controller design.
According to the universal approximation theory of neural network (NN) [15], the optimal cost function, decentralized
strategy and mass distribution function for pursuers can be approximated as:
Vˆg1,i (xg1,i, uˆg1,i, mˆg1,i, mˆg2,i)
= WˆTV,g1,iφV,g1,i (xg1,i, mˆg1,i, mˆg2,i)
uˆg1,i(xg1,i(t)) = Wˆ
T
u1,i(t)φu,g1,i (xg1,i, mˆg1,i, t)
mˆg1,i(xg1,i, t) = Wˆ
T
m,g1,i(t)φm,g1,i (xg1,i, t)
(15)
Besides estimating the evaders’ mass distribution required in (15), the pursuers also need to maintain two neural networks
for the evaders’ optimal cost function and mass distribution, i.e.,
Vˆg2,i (xg2,i, uˆg2,i, mˆg1,i, mˆg2,i)
= WˆTV,g2,iφV,g2,i (xg2,i, mˆg1,i, mˆg2,i)
uˆg2,i(xg2,i(t)) = Wˆ
T
u1,i(t)φu,g2,i (xg2,i, mˆg2,i, t)
mˆg2,i(xg2,i, t) = Wˆ
T
m,g2,i(t)φm,g2,i (xg2,i, t)
(16)
Substituting (15) into (5), (13), and (6), equations will not hold. The residual errors will be computed and used to tune
the actor, critic, and mass NNs along with time, i.e.
eHJI1,i = Φg1,i (mg1, xg1,i)− Φg2,i (mg2, xg1,i)
+ WˆTV,g1,i(t)ΨˆV,g1,i (17)
eFPK1,i = Wˆ
T
m,g1,i(t)Ψˆm,g1,i (18)
eu1,i = Wˆ
T
m,g1,i(t)φu,g1,i(xi, mˆi, t) +
1
2
R−1g1 (xi)∂xφˆV,g1,i (19)
where
ΨˆV,g1,i = ∂tφˆV,g1,i +
σ2g1,i
2
∂xxφˆV,g1,i − HˆWV
Ψˆm,g1,i = ∂tφm,g1,i −
σ2g1,i
2
∂xxφm,g1,i − div(φm,g1,iDpHˆ)
with φˆV,g1,i = φV,g1,i (xg1,i, mˆg1,i, t), Hˆ = H
(
xg1,i, ∂x(Wˆ
T
V,g1,iφˆV,g1,i)
)
and HˆWV being the left term such that Hˆ =
WˆTV,g1,iHˆWV .
Next, submitting (16) into (7) and (14), one obtains:
eHJI2,i = Φg2,i (mg2, xg2,i)− Φg1,i (mg1, xg2,i)
+ WˆTV,g2,i(t)ΨˆV,g2,i (20)
eFPK2,i = Wˆ
T
m,g2,i(t)Ψˆm,g2,i (21)
where ΨˆV,g2,i and Ψˆm,g2,i is similarly defined as in (17) and (18).
By applying the the gradient descent algorithm, the ACM NNs’ update laws can be derived as
Critic NN-1: ˆ˙WV g1,i = −αh,g1,i
ΨˆV,g1,ie
T
HJI1,i
1 + ‖ΨˆV,g1,i‖2
(22)
Mass NN-1: ˆ˙Wm,g1,i = −αm,g1,i
Ψˆm,g1,ie
T
FPK1,i
1 + ‖Ψˆm,g1,i‖2
(23)
Actor NN-1: ˆ˙Wu,g1,i = −αu,g1,i
φu,g1,i(xg1,i, mˆg1,i, t)e
T
u1,i
1 + ‖φu,g1,i(xg1,i, mˆg1,i, t)‖2 (24)
Critic NN-2: ˆ˙WV g2,i = −αh,g2,i
ΨˆV,g2,ie
T
HJI1,i
1 + ‖ΨˆV,g2,i‖2
(25)
Mass NN-2: ˆ˙Wm,g2,i = −αm,g2,i
Ψˆm,g2,ie
T
FPK1,i
1 + ‖Ψˆm,g2,i‖2
(26)
where αh,g1,i, αm,g1,i, αu,g1,i, αh,g2,i, αm,g2,i, αu,g2,i are the learning rates.
Theorem 1. (Closed-loop Stability) Given an admissible initial control input and let the actor, critic, and mass NNs weights
be selected within a compact set. Moreover, the critic, actor, and mass NNs’ weight tuning laws for pursuers in G1 are
given as (22), (25), (24), (23), and (26), respectively. Then, there exists constants αh,g1,i, αm,g1,i, αu,g1,i, αh,g2,i, αm,g2,i,
αu,g2,i, such that the system states xg1,i, actor, critic, and mass NNs weights estimation errors, W˜V,g1,i, W˜m,g1,i, W˜u,g1,i,
W˜V,g2,i, W˜m,g2,i, and W˜u,g2,i are all uniformly ultimately bounded (UUB). In addition, the estimated cost function, mass
function and control inputs are all UUB. If the number of neurons and NN architecture has been designed effectively, those
NN reconstruction error can be as small as possible and trivial. Furthermore, the system states xg1,i, actor, critic, and mass
NNs weights estimation errors, W˜V,g1,i, W˜m,g1,i, W˜u,g1,i, W˜V,g2,i, W˜m,g2,i, and W˜u,g2,i will still be asymptotically stable.
Proof. Omitted due to page limitation.
V. SIMULATION RESULTS
In this section, the proposed decentralized adaptive pursuit evasion strategy has been evaluated under the noised environ-
ment. The map we use is the 2-D map of the Yosemite valley in California. A total of 100 pursuer UAVs and 100 evader
ground vehicles were employed, with initial velocities set to zero, and positions randomly distributed on the map. The
pursuer UAVs intended to intercept the ground vehicles while the evader ground vehicles do the opposite In this paper, we
defined a successful interception as the overlap of the centers of the two groups (i.e. ∃t ∈ [0, T ], s.t. 1N
∑N
j=1 xg2,j(t) =
1
N
∑N
i=1 xg1,i(t)).
To demonstrate the effectiveness of the proposed algorithm, we limit each agent’s observation ability so that only his own
states can be observed. Moreover, all agents are not allowed to communicate in this experiment set.
The nonlinear stochastic system dynamics functions for pursuers are selected as
fg1(x) =
[ −x1 + x2
− 12x21 − 12x2
]
, gg1(x) =
[
0
1
]
(27)
where x = [x1 x2]T ∈ R2 represents the agent’s position.
The evaders’ affect function Gg2 (xg2) is defined as the average position, i.e.,
Gg2 (xg2(t)) =
1
N
N∑
j=1
xg2,j(t) ≈ E[mg2] (28)
where mg2 is the mass function (i.e. probability distribution function of states) for evaders. When N →∞, the approximately
equal sign can be replaced by equal sign.
Next, the system dynamics functions for evaders are selected as
fg2(x) =
[
x1 + 2x2
2x1 + x2
]
, gg2(x) =
[
1
2
]
(29)
Similarly, the pursuers’ affect function is defined as
Gg1 (xg1(t)) =
1
N
N∑
j=1
xg1,j(t) ≈
∫
Θ1
xg1mg1dxg1 (30)
(a) t = 0s (b) t = 5s
(c) t = 70s (d) t = 100s
Fig. 3. Evolution of the overall trajectory at different times. The blue and red curves represent the trajectory of all pursuers and evaders respectively. The
magenta and yellow curve represent the average trajectory of pursuers and evaders respectively.
The diffusion rate in (1) and (2) are set to 0.02 for all agents in both groups. The Mean Field coupling functions in (3)
and (4) are defined as
Φg1(mg1, xg1,i) = ‖xg1,i − E[mg1(xg1,i, t)]‖2
Φg2(mg2, xg2,i) = ‖xg2,i − E[mg2(xg2,i, t)]‖2
where functions Φg1 and Φg2 drive each individual agent to keep cohesion with their population center. The parameters in
the cost functions are selected as Qg1 = Qg2 = 2I2, and Rg1 = Rg2 = 2I2.
The agents’ initial positions were randomly generated by a 2-variant normal distribution. Furthermore, to estimate the
solution of HJI equations (i.e., (5) and (7)), FPK equations (i.e., (6) and (8)), and optimal control input (i.e., (13)), 2 critic
NNs, 2 mass NNs, and an actor NN are constructed. Additionally, a random noise is injected to the control input from 0s
to 50s to increase the NN approximators’ exploration.
The overall trajectory of the pursuers and evaders at different time instants are shown in Fig. 3. The initial positions are
first shown in Fig. 3(a). Then the agents’ positions at 5s, 70s, and 100s are plotted in Fig. 3(b)-(d). From Fig. 3, it’s not
difficult to observe that the pursuers are able to track the evader and the evaders can escape successfully. However, after
70s, the distances between pursuers’ and evaders’ remain similar until the game ends. The reason is that the equilibrium
point between two groups (i.e. saddle point of cost function) is reached. We will further analysis the equilibrium point from
two aspects: 1) the distance between en two groups, 2) the coupled HJI-multi-FPKs equation error.
Firstly, the distance in x axis between pursuers and evaders are plotted in Fig. 4. The distance in this figure is defined
Fig. 4. States difference of pursuers and evaders. The red curve represent each agent’s distance and the green curve is the average distance
as:
Individual distance: ξi(t) = xg1,i(t)− xg2,i(t)
Average distance: ξ¯(t) =
1
N
N∑
i=1
xg1,i(t)− 1
N
N∑
j=1
xg2,j(t)
The green curve (i.e. average difference) in Fig. 4 demonstrates that after 80s, neither the pursuers nor the evaders can
benefit their groups by changing the strategies. This stable point proves that the saddle point (i.e. Nash equilibrium) of the
cost function is achieved.
Secondly, the Nash equilibrium point is further examined by the error of the HJI equations (17) (20). Due to the limit
of this paper’s size, we only plot pursuer 1 ’s HJI equation errors in Fig. 6. From Fig. 6 we can clearly observe that the
HJI equation errors are bounded near zero after about 53 seconds. The convergence of HJI equation error indicates that the
optimal cost function (i.e. Nash equilibrium) is approximated by the critic NN successfully.
Finally, the mass NN’s performance is shown by the FPK errors (i.e. equation (18) and 21)) plot in Fig. 5. Similarly to
the HJI equation errors, we only plot pursuer 1’s and evader 1’s HJI error for convenience. Figure 5 shows that the FPK
equation error converges near zero after 55s for both agents. The convergence of both FPK equations and HJI equations
proves that a good approximation of the optimal cost function, group population distribution (i.e. mass) has been successfully
obtained by the proposed ACM algorithm. Moreover, both the distance and HJI-multi-FPKs equations’ error demonstrated
the − Nash equilibrium point is reached. This proves the fact that the online ACM algorithm can effectively solve the
decentralized optimal control for massive multi-agent persuit-evasion games.
VI. CONCLUSIONS
In this paper, the decentralized optimal pursuit-evasion strategies with two large scale groups of pursuers and evaders has
been investigated. A novel online Actor-Critic-Mass (ACM) algorithm with five neural networks are designed for individual
agent to calculate the decentralized optimal strategy which satisfy the saddle point of the cost function between groups and
the − Nash equilibrium in the group. The five neural networks can effectively approximate the solution of the HJI equation,
the population mass (i.e. the solution of FPK equation), the decentralized optimal control, estimate the mass of the other
group, and sample the value function of the opponent’s group. The proposed strategy can effectively tackle the “Curse of
dimentionality” as well as eliminating the problem of communication limitation for massive MAS. Moreover, a series of
numerical simulations has been conducted to demonstrate the optimality of the strategy. In the future, a pursuer group based
(a) Pursuer 1’s FPK equation error
(b) Evader 1’s FPK equation error
Fig. 5. FPK equation errors of pursuer 1 and evader 1
Fig. 6. HJI equation errors of pursuer 1
on massive UASs will be designed as a testbed to further evaluate the performance of the proposed decentralized optimal
pursuit-evasion strategy for massive MAS.
APPENDIX
PROOF AND DETAILS
We discuss the optimal ACM as a pursuer in this manuscript but the evaders can be similarly analyzed. A virtual evader
is considered in this manuscript and will be abbreviated as “evader”. Given the system dynamics:
Pursuers: dxg1,i =
[
fg1 (xg1,i) + gg1 (xg1,i)ug1,i +Gg2 (xg2)
]
dt+ σg1,idwg1,i (31)
Evaders: dxg2,j =
[
fg2 (xg2,j) + gg2 (xg2,j)ug2,j +Gg1 (xg1)
]
dt+ σg2,jdwg2,j (32)
Neural network representation:
Pursuer Critic NN: Vg1,i (xg1,i, ug1,i,mg1,i,mg2,i) = WTV,g1,iφV,g1,i (xg1,i,mg1,i,mg2,i) + εHJI1,i (33)
Pursuer Actor NN: ug1,i(xg1,i(t)) = WTu1,i(t)φu,g1,i (xg1,i,mg1,i,mg2,i) + εm1,i (34)
Pursuer Mass NN: mg1,i(xg1,i, t) = WTm,g1,i(t)φm,g1,i (xg1,i, t) + εu1,i (35)
Evader Critic NN: Vg2,j (xg2,j , ug2,j ,mg1,j ,mg2,j) = WTV,g2,jφV,g2,j (xg2,j ,mg1,j ,mg2,j) + εHJI2,j (36)
Evader Actor NN: ug2,j(xg2,j(t)) = WTu2,j(t)φu,g2,j (xg2,j ,mg1,j ,mg2,j) + εm2,j (37)
Evader Mass NN: mg2,j(xg2,j , t) = WTm,g2,j(t)φm,g2,j (xg2,j , t) + εu2,j (38)
where εHJI1,i, εFPK1,i, εu1,i, εHJI2,j , εFPK2,j , and εu2,j are the reconstruction errors which are related to the NNs’
structures. Note that the evader actor NN is just for proof purpose, not maintained in implementation.
Neural network estimation representation:
Pursuer Critic NN: Vˆg1,i (xg1,i, uˆg1,i, mˆg1,i, mˆg2,i) = WˆTV,g1,iφˆV,g1,i (xg1,i, mˆg1,i, mˆg2,i) (39)
Pursuer Actor NN: uˆg1,i(xg1,i(t)) = WˆTu1,i(t)φˆu,g1,i (xg1,i, mˆg1,i, mˆg2,i) (40)
Pursuer Mass NN: mˆg1,i(xg1,i, t) = WˆTm,g1,i(t)φˆm,g1,i (xg1,i, t) (41)
Evader Critic NN: Vˆg2,j (xg2,j , ug2,j , mˆg1,j , mˆg2,j) = WˆTV,g2,j φˆV,g2,j (xg2,j , mˆg1,j , mˆg2,j) (42)
Evader Actor NN: uˆg2,j(xg2,j(t)) = WˆTu2,j(t)φˆu,g2,j (xg2,j , mˆg1,j , mˆg2,j) (43)
Evader Mass NN: mˆg2,j(xg2,j , t) = WˆTm,g2,j(t)φˆm,g2,j (xg2,j , t) (44)
Estimation error:
eHJI1,i = Φg1,i (mˆg1,i, xg1,i)− Φg2,i (mˆg2,i, xg1,i) + WˆTV,g1,i(t)ΨˆV,g1,i(xg1,i, mˆg1,i, mˆg2,i) (45)
eFPK1,i = Wˆ
T
m,g1,i(t)Ψˆm,g1,i(xg1,i, Vˆg1,i) (46)
eu1,i = Wˆ
T
m,g1,i(t)φˆu,g1,i(xg1,i, mˆg1,i, mˆg2,i) +
1
2
R−1g1 (xg1,i)∂xVˆg1,i (47)
eHJI2,j = Φg2,j (mˆg2,j , xg2,j)− Φg2,j (mˆg2,j , xg2,j) + WˆTV,g2,j(t)ΨˆV,g2,j(xg2,j , mˆg2,j , mˆg2,j) (48)
eFPK2,j = Wˆ
T
m,g2,j(t)Ψˆm,g2,j(xg2,j , Vˆg2,j) (49)
eu2,j = Wˆ
T
m,g2,j(t)φˆu,g2,j(xg2,j , mˆg2,j , mˆg2,j) +
1
2
R−1g2 (xg2,j)∂xVˆg2,j (50)
(51)
where
ΨˆV,g1,i (xg1,i, mˆg1,i, mˆg2,i) = ∂tφˆV,g1,i +
σ2g1,i
2
∂xxφˆV,g1,i − HˆWV 1
Ψˆm,g1,i
(
xg1,i, Vˆg1,i
)
= ∂tφˆm,g1,i −
σ2g1,i
2
∂xxφˆm,g1,i − div(φˆm,g1,iDpHˆ)
Hg1 (xg1,i, ∂Vx (xg1,i, ug1,i)) = Φg1 (mg1,mg2, xg1,i)− Φg2 (mg1,mg2, xg1,i)
+ xTg1,iQg1xg1,i + u
T
g1Rg1,iug1,i + ∂Vx (xg1,i, ug1,i) x˙g1,i
ΨˆV,g2,i (xg2,i, mˆg1,i, mˆg2,i) = ∂tφˆV,g2,j +
σ2g2,j
2
∂xxφˆV,g2,j − HˆWV 2
Ψˆm,g2,j
(
xg2,j , Vˆg2,j
)
= ∂tφˆm,g2,j −
σ2g2,j
2
∂xxφm,g2,j − div(φˆm,g2,jDpHˆ)
Hg2 (xg2,j , ∂Vx (xg2,j , ug2,j)) = Φg2 (mg1,mg2, xg2,j)− Φg1 (mg1,mg2, xg2,j)
+ xTg2,jQg2xg2,j + u
T
g2Rg2,jug2,j + ∂Vx (xg2,j , ug2,j) x˙g2,j
with Hˆg1 = Hg1
(
xg1,i, ∂x(Wˆ
T
V,g1,iφˆV,g1,i)
)
, Hˆg2 = Hg2
(
xg2,j , ∂x(Wˆ
T
V,g2,j φˆV,g2,j)
)
and HˆWV 1, HˆWV 2 being the left
term such that Hˆg1 = WˆTV,g1,iHˆWV 1, Hˆg2 = Wˆ
T
V,g2,jHˆWV 2.
The update law for neural networks:
Critic NN-pursuer: ˆ˙WV g1,i = −αh
ΨˆV,g1,ie
T
HJI1,i
1 + ‖ΨˆV,g1,i‖2
(52)
Mass NN-pursuer: ˆ˙Wm,g1,i = −αm
Ψˆm,g1,ie
T
FPK1,i
1 + ‖Ψˆm,g1,i‖2
(53)
Actor NN-pursuer: ˆ˙Wu,g1,i = −αu
φˆu,g1,i(xg1,i, mˆg1,i, mˆg2,i)e
T
u1,i
1 + ‖φu,g1,i(xg1,i, mˆg1,i)‖2 (54)
Critic NN-evader: ˆ˙WV g2,j = −αh
ΨˆV,g2,je
T
HJI2,j
1 + ‖ΨˆV,g2,j‖2
(55)
Mass NN-evader: ˆ˙Wm,g2,j = −αm
Ψˆm,g2,je
T
FPK2,j
1 + ‖Ψˆm,g2,j‖2
(56)
Actor NN-evader: ˆ˙Wu,g2,j = −αu
φˆu,g2,j(xg2,j , mˆg1,j , mˆg2,j)e
T
u2,j
1 + ‖φu,g2,j(xg2,j , mˆg2,j)‖2 (57)
Because each agent is homogeneous, we drop the subscript of the agent number i and make the following simplification
on the notation, xg1,i → x1, fg1 (xg1,i) → f1(x1), gg1 (xg1,i) → g1(x1), ug1,i → u, xg1,i → x1, WV,g1,i → WV 1,
Wm,g1,i → Wm1, Wu,g1,i → Wu1, αh,i → αh, mˆg1,i → mˆ1, mg1,i → m1, Vˆg1,i → Vˆ1, Vg1,i → V1, uˆg1,i → uˆ1,
ug1,i → u1, eHJI1,i → eHJI1, eu1,i → eu1, eFPK1,i → eFPK1, εHJI1,i → εHJI1, εu1,i → εu1, εFPK1,i → εFPK1,
Gg1 (xg1)→ G1, σg1,i → σ1, dwg1,i → dw1,
fg2 (xg2,j) → f2(x2), gg2 (xg2,j) → g2(x2), ug2,j → u, xg2,j → x2, WV,g2,j → WV 2, Wm,g2,j → Wm2, Wu,g2,j →
Wu2, αh,j → αh, mˆg2,j → mˆ2, mg2,j → m2, Vˆg2,j → Vˆ2, Vg2,j → V2, uˆg2,j → uˆ2, ug2,j → u2, eHJI2,j → eHJI2,
eu2,j → eu2, eFPK2,j → eFPK2, εHJI2,j → εHJI2, εu2,j → εu2, εFPK2,j → εFPK2, Gg2 (xg2) → G2, σg2,j → σ2,
dwg2,j → dw2,
Theorem 2. (Convergence of pursuer’s Critic NN weights and optimal cost function estimations) Given the initial critic
NN weights, WˆV 1, in a compact set, and let the critic NN weights be updated as Eq. 52 shows. Then, when the critic NN
tuning parameters αh satisfies the condition, αh > 0, the critic NN weights estimation error W˜V 1 and the cost function
estimation error V˜1 = V1− Vˆ1 will be uniformly ultimately bounded (UUB) where the boundedness can be negligible if the
NN reconstruction errors are trivial. While the number of neurons and NN architecture has been designed perfectly, the NN
reconstruction error can be as small as possible and trivial. Furthermore, the critic NN weights and cost function estimation
errors will be asymptotically stable.
Proof. Consider the following Lyapunov function candidate as:
LV 1(t) =
1
2
tr
{
W˜TV 1(t)W˜V 1(t)
}
(58)
Take the first derivative on the Lyapunov function candidate, one obtains:
L˙V 1(t) =
1
2
tr
{
W˜TV 1(t)
˙˜WV 1(t)
}
+
1
2
tr
{
˙˜WTV 1(t)W˜V 1(t)
}
= tr
{
W˜TV 1(t)
˙˜WV 1(t)
}
(59)
Substitute the critic NN weights update law into (59), we get
L˙V 1(t) = αh tr
{
W˜TV 1(t)
ΨˆV 1 (x1, mˆ1, mˆ2) e
T
HJI1
1 + ΨˆTV 1 (x1, mˆ1, mˆ2) ΨˆV 1 (x1, mˆ1, mˆ2)
}
(60)
Let Φ(x1, mˆ1, mˆ2) = Φg1,i (mˆg1,i, xg1,i)−Φg2,i (mˆg2,i, xg1,i), and Φ˜(x1,m1,m2, mˆ1, mˆ2) = Φˆ(x1, mˆ1, mˆ2)−Φ(x1,m1,m2).
Substitute Φ˜(x1,m1,m2, mˆ1, mˆ2) into critic NN’s error function (45), we get
Φ(x1,m1,m2) + Φ˜(x1,m1,m2, mˆ1, mˆ2) + Wˆ
T
V 1(t)ΨˆV 1 (x1, mˆ1, mˆ2) = eHJI1 (61)
Since the correct estimated optimal cost function leads to the HJI equation equals zero, we have
Φ(x1,m1,m2) +W
T
V (t)ΨV 1 (x1,m1,m2) = 0 (62)
Substitute (62) into (61), we have
−WTV (t)ΨV 1 (x1,m1,m2)− εHJI1 + Φ˜(x1,m1,m2, mˆ1, mˆ2)− WˆTV 1(t)ΨˆV 1 (x1, mˆ1, mˆ2) = eHJI1 (63)
Let W˜V 1(t) = WV (t)− WˆV 1(t), and Ψ˜V 1(x1,m1,m2, mˆ1, mˆ2) = ΨV (x1,m1,m2)− ΨˆV 1(x1, mˆ1, mˆ2). After manipu-
lating terms in (63), we obtain
−WTV (t)
(
ΨˆV 1 (x1, mˆ1, mˆ2) + Ψ˜V 1(x1,m1,m2, mˆ1, mˆ2)
)
− εHJI1 + Φ˜(x1,m1,m2, mˆ1, mˆ2) + WˆTV 1(t)ΨˆV 1 (x1, mˆ1, mˆ2) = eHJI1
Φ˜(x1,m1,m2, mˆ1, mˆ2)− W˜TV ΨˆV 1 (x1, mˆ1, mˆ2)−WTV Ψ˜V 1(x1,m1,m2, mˆ1, mˆ2)− εHJI1 = eHJI1 (64)
where εHJI1 is the error resulted from the reconstruction error.
Let’s further simplify the notations as: ΨˆV 1 (x1, mˆ1, mˆ2)→ ΨˆV 1, Ψ˜V 1(x1,m1,m2, mˆ1, mˆ2)→ Ψ˜V 1, ΨV 1 (x1,m1,m2)→
ΨV 1, Φ˜(x1,m1,m2, mˆ1, mˆ2)→ Φ˜
Substitute (64) into (60),
L˙V 1(t) = αh tr
W˜TV 1(t)
ΨˆV 1
[
Φ˜− W˜TV ΨˆV 1 −WTV Ψ˜V 1 − εHJI1
]T
1 + ΨˆTV 1ΨˆV 1

= αh tr
{
W˜TV 1(t)
ΨˆV 1Φ˜
T
1 + ΨˆTV 1ΨˆV 1
}
− αh tr
{
W˜TV 1(t)
ΨˆV 1Ψˆ
T
V 1
1 + ΨˆTV 1ΨˆV 1
W˜V 1(t)
}
− αh tr
{
W˜TV 1(t)
ΨˆV 1Ψ˜
T
V 1
1 + ΨˆTV 1ΨˆV 1
WTV 1(t)
}
− αh tr
{
W˜TV 1(t)
ΨˆV 1ε
T
HJI1
1 + ΨˆTV 1ΨˆV 1
}
(65)
Apply Cauchy-Schwarz inequality on (65),
L˙V 1(t) = αh tr
{
W˜TV 1(t)
ΨˆV 1Φ˜
T
1 + ΨˆTV 1ΨˆV 1
}
− αh tr
{
W˜TV 1(t)
ΨˆV 1Ψˆ
T
V 1
1 + ΨˆTV 1ΨˆV 1
W˜V 1(t)
}
− αh tr
{
W˜TV 1(t)
ΨˆV 1Ψ˜
T
V 1
1 + ΨˆTV 1ΨˆV 1
WV 1(t)
}
− αh tr
{
W˜TV 1(t)
ΨˆV 1ε
T
HJI1
1 + ΨˆTV 1ΨˆV 1
}
≤ −αh
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1(t)∥∥∥2 − αh
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1(t)∥∥∥2 + αh tr{W˜TV 1(t) ΨˆV 1Φ˜T
1 + ΨˆTV 1ΨˆV 1
}
− αh
∥∥∥Φ˜∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2 + αh
∥∥∥Φ˜∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2 −
αh
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1(t)∥∥∥2 − αh tr{W˜TV 1(t) ΨˆV 1Ψ˜TV 1
1 + ΨˆTV 1ΨˆV 1
WV 1(t)
}
− αh
∥∥∥WTV (t)Ψ˜V 1∥∥∥
1 +
∥∥∥ΨˆV 1∥∥∥ + αh
∥∥∥WTV (t)Ψ˜V 1∥∥∥
1 +
∥∥∥ΨˆV 1∥∥∥ −
αh
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1(t)∥∥∥2 − αh tr{W˜TV 1(t) ΨˆV 1εTHJI1
1 + ΨˆTV 1ΨˆV 1
}
− αh ‖εHJI1‖
2
1 +
∥∥∥ΨˆV 1∥∥∥2 + αh
‖εHJI1‖2
1 +
∥∥∥ΨˆV 1∥∥∥2 (66)
Combining terms in (66),
L˙V 1(t) ≤ −αh
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1(t)∥∥∥2 − αh
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥∥∥W˜V 1(t)ΨˆV 12 − Φ˜
∥∥∥∥∥
2
− αh
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥∥∥W˜V 1(t)ΨˆV 12 −WTV (t)Ψ˜V 1
∥∥∥∥∥
2
− αh
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥∥∥W˜V 1(t)ΨˆV 12 − εHJI1
∥∥∥∥∥
2
+ αh
∥∥∥Φ˜∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2 + αh
∥∥∥Ψ˜V 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2 + αh
‖εHJI1‖2
1 +
∥∥∥ΨˆV 1∥∥∥2︸ ︷︷ ︸
εVHJI
(67)
Drop the negative terms in the right side of the inequality yields,
L˙V 1(t) ≤ −αh
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1(t)∥∥∥2 + αh
∥∥∥Φ˜∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2 + αh
∥∥∥Ψ˜V 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2 + εV HJI (68)
Assume that the coupling function φ(x1,m1,m2), and the function ΨV (x1,m1,m2) are Lipschitz and the Lipschitz
constant are LΦ, LΨV . (68) can be simplified as
L˙V 1(t) ≤ −αh
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1(t)∥∥∥2 + αh [LΦ + LΨV ‖WV ‖2] ‖m˜1m˜2‖2
1 +
∥∥∥ΨˆV 1∥∥∥2 + εV HJI
≤ −αh
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1(t)∥∥∥2 +BV (t) (69)
According to the Lyapunov stability analysis, the critic NN weight estimation error will be Uniformly Ultimately Bounded
(UUB) with the bound given as
‖W˜V 1‖ ≤
√
4(1 + ‖ΨˆV 1‖2)
αh‖ΨˆV 1‖2
BV (t) ≡ bWV (t) (70)
We also derive the bound of estimated optimal cost function as follows:
Let V˜1 = V1 − Vˆ1, and substitute (33), (39), one obtains,
V˜1(t) = W
T
V 1(t)φV 1 − WˆTV 1(t)φˆV 1 + εHJI1
= WTV 1(t)(φ˜V 1 + φˆV 1)− WˆV 1(t)T φˆV 1 + εHJI1
= W˜TV 1(t)φˆV 1 +W
T
V 1(t)φ˜V 1 + εHJI1 (71)
Assume the critic NN activation function is Lipschitz, and the Lipschitz constant is denoted as Lφv . The value function
estimation error can be represented as:
‖V˜1(t)‖ = ‖W˜TV 1(t)φˆV 1 +WTV 1(t)φ˜V 1 + εHJI1‖
≤ ‖W˜V 1(t)‖‖φˆV 1‖+ Lφv‖WV 1(t)‖‖m˜1m˜2‖+ ‖εHJI1‖
≤ bWV (t)‖φˆV 1‖+ Lφv‖WV 1(t)‖‖m˜1m˜2‖+ ‖εHJI1‖ ≡ bV 1(t) (72)
Theorem 3. (Convergence of virtual evader’s Critic NN weights and optimal cost function estimations) Given the initial
critic NN weights, WˆV 2, in a compact set, and let the critic NN weights be updated as Eq. 55 shows. Then, when the critic
NN tuning parameters αh satisfies the condition, αh > 0, the critic NN weights estimation error W˜V 2 and the cost function
estimation error V˜2 = V2− Vˆ2 will be uniformly ultimately bounded (UUB) where the boundedness can be negligible if the
NN reconstruction errors are trivial. While the number of neurons and NN architecture has been designed perfectly, the NN
reconstruction error can be as small as possible and trivial. Furthermore, the critic NN weights and cost function estimation
errors will be asymptotically stable.
Proof. Similar to above.
Theorem 4. (Convergence of pursuer’s Mass NN weights and mass function estimation): Given the initial mass NN weights,
Wˆm1(t), in a compact set, and let the mass NN weights be updated as Eq. 53 shows. Then, when the mass NN tuning
parameter αm satisfies the condition, αm > 0, the mass NN weights estimation error W˜m1 and mass function estimation
error m˜1 = m1 − mˆ1 will be uniformly ultimately bounded (UUB) where the boundedness can be negligible if the NN
reconstruction errors are trivial. While the number of neurons and NN architecture has been designed perfectly, the NN
reconstruction error can be as small as possible and trivial. Furthermore, the mass NN weights and mass function estimation
errors will be asymptotically stable.
Proof. Consider the following Lyapunov function
Lm1(t) =
1
2
tr
{
W˜Tm1(t)W˜m1(t)
}
(73)
Take the first derivative on the Lyapunov function candidate, one obtains:
L˙m1(t) =
1
2
tr
{
W˜Tm1(t)
˙˜Wm1(t)
}
+
1
2
tr
{
˙˜WTm1(t)W˜m1(t)
}
= tr
{
W˜Tm1(t)
˙˜Wm1(t)
}
(74)
Since the correct estimated optimal cost function leads to the FPK equation equals zero, we have
WTm1(t)Ψm1 (x1, V1) + εFPK1 = 0 (75)
Combine (75) and (46), we have
−WTm1(t)Ψm1 (x1, V1)− εFPK1 − WˆTm1(t)Ψˆm1
(
x1, Vˆ1
)
= eFPK1 (76)
Let W˜m1(t) = Wm1(t)−Wˆm1(t), and Ψ˜m1(x1, V1, Vˆ1) = Ψm1(x1, V1)− Ψˆm1(x1, Vˆ1). After manipulating terms in (76),
we obtain
−WTm1(t)
(
Ψˆm1
(
x1, Vˆ1
)
+ Ψ˜m1(x1, V1, Vˆ1)
)
− εFPK1 + WˆTm1(t)Ψˆm1
(
x1, Vˆ1
)
= eFPK1
− W˜Tm1Ψˆm1
(
x1, Vˆ1
)
−WTm1Ψ˜m1(x1, V1, Vˆ1)− εFPK1 = eFPK1 (77)
where εFPK1 is the error resulted from the reconstruction error.
Let’s further simplify the notations as: Ψˆm1
(
x1, Vˆ1
)
→ Ψˆm1, Ψ˜m1(x1, V1, Vˆ1)→ Ψ˜m1, Ψm1 (x1, V1)→ Ψm1
Substitute (77) into (74),
L˙m1(t) = αm tr
W˜Tm1(t)
Ψˆm1
[
−W˜Tm1Ψˆm1 −WTm1Ψ˜m1 − εFPK1
]T
1 + ΨˆTm1Ψˆm1

= −αm tr
{
W˜Tm1(t)
Ψˆm1Ψˆ
T
m1
1 + ΨˆTm1Ψˆm1
W˜m1(t)
}
− αm tr
{
W˜Tm1(t)
Ψˆm1Ψ˜
T
m1
1 + ΨˆTm1Ψˆm1
Wm1(t)
}
− αm tr
{
W˜Tm1(t)
Ψˆm1ε
T
FPK1
1 + ΨˆTm1Ψˆm1
}
(78)
Apply Cauchy-Schwarz inequality on (78),
L˙m1(t) = −αm tr
{
W˜Tm1(t)
Ψˆm1Ψˆ
T
m1
1 + ΨˆTm1Ψˆm1
W˜m1(t)
}
− αm tr
{
W˜Tm1(t)
Ψˆm1Ψ˜
T
m1
1 + ΨˆTm1Ψˆm1
Wm1(t)
}
− αm tr
{
W˜Tm1(t)
Ψˆm1ε
T
FPK1
1 + ΨˆTm1Ψˆm1
}
≤ −αm
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1(t)∥∥∥2 − αm
4
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1(t)∥∥∥2 − αm tr{W˜Tm1(t) Ψˆm1Ψ˜Tm1
1 + ΨˆTm1Ψˆm1
Wm1(t)
}
− αm
∥∥∥WTm1(t)Ψ˜m1∥∥∥
1 +
∥∥∥Ψˆm1∥∥∥ + αm
∥∥∥WTm1(t)Ψ˜m1∥∥∥
1 +
∥∥∥Ψˆm1∥∥∥ −
αm
4
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1(t)∥∥∥2 − αm tr{W˜Tm1(t) Ψˆm1εTFPK1
1 + ΨˆTm1Ψˆm1
}
− αm ‖εFPK1‖
2
1 +
∥∥∥Ψˆm1∥∥∥2 + αm
‖εFPK1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 (79)
Combining terms in (79),
L˙m1(t) ≤ −αm
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1(t)∥∥∥2 − αm
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥∥∥W˜m1(t)Ψˆm12 −WTm1(t)Ψ˜m1
∥∥∥∥∥
2
− αm
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥∥∥W˜m1(t)Ψˆm12 − εFPK1
∥∥∥∥∥
2
+ αm
∥∥∥Ψ˜m1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2 + αm
‖εFPK1‖2
1 +
∥∥∥Ψˆm1∥∥∥2︸ ︷︷ ︸
εNFPK1
(80)
Drop the negative terms in the right side of the inequality yields,
L˙m1(t) ≤ −αm
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1(t)∥∥∥2 + αm
∥∥∥Ψ˜m1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2 + εNFPK1 (81)
Assume that the function Ψm1(x1, V1) are Lipschitz and the Lipschitz constant is LΨm. (81) can be simplified as
L˙m1(t) ≤ −αm
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1(t)∥∥∥2 + αmLΨm‖Wm1‖2‖V˜1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + εNFPK1
≤ −αm
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1(t)∥∥∥2 +Bm1(t) (82)
According to the Lyapunov stability analysis, the mass NN weight estimation error will be Uniformly Ultimately Bounded
(UUB) with the bound given as
‖W˜m1‖ ≤
√
2(1 + ‖Ψˆm1‖2)
αm‖Ψˆm1‖2
Bm1(t) ≡ bWm(t) (83)
We also derive the bound of estimated mass function as follows:
Let m˜1 = m1 − mˆ1, and substitute (34), (40), one obtains,
m˜1(t) = W
T
m1(t)φm1 − WˆTφm1 + εFPK1
= W˜Tm1(t)φm1 + εFPK1 (84)
The PDF estimation error can be represented as:
‖m˜1(t)‖ = ‖W˜Tm1(t)φm1 + εFPK1‖
≤ ‖W˜m1(t)‖‖φm1‖+ ‖εFPK1‖
≤ bWm(t)‖φˆm1‖+ ‖εFPK1‖ ≡ bm1(t) (85)
Theorem 5. (Convergence of virtual evader’s Mass NN weights and mass function estimation): Given the initial mass
NN weights, Wˆm2(t), in a compact set, and let the mass NN weights be updated as Eq. 56 shows. Then, when the mass
NN tuning parameter αm satisfies the condition, αm > 0, the mass NN weights estimation error W˜m2 and mass function
estimation error m˜2 = m2 − mˆ2 will be uniformly ultimately bounded (UUB) where the boundedness can be negligible
if the NN reconstruction errors are trivial. While the number of neurons and NN architecture has been designed perfectly,
the NN reconstruction error can be as small as possible and trivial. Furthermore, the mass NN weights and mass function
estimation errors will be asymptotically stable.
Proof. Similar to above.
Theorem 6. (Convergence of pursuer’s Actor NN weights and optimal Mean Field type of control estimation errors): Given
the initial mass NN weights, Wˆu1, in a compact set, and let the actor NN weights be updated as Eq. 54 shows. Then, when
the actor NN tuning parameter αu satisfies the condition, αu > 0, the actor NN weights estimation error W˜u1 and optimal
control estimation error u˜1 = u1− uˆ1 will be uniformly ultimately bounded (UUB) where the boundedness can be negligible
if the NN reconstruction errors are trivial. While the number of neurons and NN architecture has been designed perfectly,
the NN Reconstruction error can be as small as possible and trivial. Furthermore, the mass NN weights and actor function
estimation errors will be asymptotically stable.
Proof. Consider the following Lyapunov function
Lu1(t) =
1
2
tr
{
W˜Tu1(t)W˜u1(t)
}
(86)
Take the first derivative on the Lyapunov function candidate, one obtains:
L˙u1(t) =
1
2
tr
{
W˜Tu1(t)
˙˜Wu1(t)
}
+
1
2
tr
{
˙˜WTu1(t)W˜u1(t)
}
= tr
{
W˜Tu1(t)
˙˜Wu1(t)
}
(87)
Since the correct estimated optimal cost function leads to the optimal control equation equals zero, we have
WTu1(t)φu1 (x1,m1,m2) +
1
2
R−1g1 g1(x1)
∂Vˆ1(x1, mˆ1, mˆ2)
∂x1
+ εu1 = 0 (88)
Let W˜u1(t) = Wu1(t) − Wˆu1(t), and φ˜u1(x1,m1,m2, mˆ1, mˆ2) = φu1(x1,m1,m2) − φˆu1(x1, mˆ1, mˆ2). Similar to the
critic and actor NNs, after manipulating terms, we obtain
− W˜Tu1φˆu1 (x1, mˆ1, mˆ2)−WTu1φ˜u1(x1,m1,m2, mˆ1, mˆ2)−
1
2
R−1g1 g1(x1)
∂Vˆ1(x1, mˆ1, mˆ2)
∂x1
− εu1 = eu1 (89)
where εu1 is the error resulted from the reconstruction error.
Let’s further simplify the notations as: φˆu1 (x1, mˆ1, mˆ2) → φˆu1, φ˜u1(x1,m1,m2, mˆ1, mˆ2) → φ˜u1, φu1 (x1,m1,m2) →
φu1
Substitute (89) into (87),
L˙u1(t) = αu tr
W˜Tu1(t)
φˆu1
[
−W˜Tu1φˆu1 −WTu1φ˜u1 − 12R−1g1 g1(x1)∂Vˆ1∂x1 − εu1
]T
1 + φˆTu1φˆu1

= −αu tr
{
W˜Tu1(t)
φˆu1φˆ
T
u1
1 + φˆTu1φˆu1
W˜u1(t)
}
− αu tr
{
W˜Tu1(t)
φˆu1φ˜
T
u1
1 + φˆTu1φˆu1
Wu1(t)
}
− αu tr
W˜Tu1(t)
φˆu1
[
1
2R
−1
g1 g1(x1)
∂Vˆ1
∂x1
]T
1 + φˆTu1φˆu1
− αu tr
{
W˜Tu1(t)
φˆu1ε
T
u1
1 + φˆTu1φˆu1
}
(90)
Apply Cauchy-Schwarz inequality on (90),
L˙u1(t) = −αu tr
{
W˜Tu1(t)
φˆu1φˆ
T
u1
1 + φˆTu1φˆu1
W˜u1(t)
}
− αu tr
{
W˜Tu1(t)
φˆu1φ˜
T
u1
1 + φˆTu1φˆu1
Wu1(t)
}
− αu tr
W˜Tu1(t)
φˆu1
[
1
2R
−1
g1 g1(x1)
∂Vˆ1
∂x1
]T
1 + φˆTu1φˆu1
− αu tr
{
W˜Tu1(t)
φˆu1ε
T
u1
1 + φˆTu1φˆu1
}
≤ −αu
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1(t)∥∥∥2 − αu
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1(t)∥∥∥2 − αu tr
W˜Tu1(t)
φˆu1
[
1
2R
−1
g1 g1(x1)
∂Vˆ1
∂x1
]T
1 + φˆTu1φˆu1

− αu
∥∥∥ 12R−1g1 g1(x1)∂Vˆ1∂x1 ∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2 + αu
∥∥∥ 12R−1g1 g1(x1)∂Vˆ1∂x1 ∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2 −
αu
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1(t)∥∥∥2 − αu tr{W˜Tu1(t) φˆu1φ˜Tu1
1 + φˆTu1φˆu1
Wu1(t)
}
− αu
∥∥∥WTu1(t)φ˜u1∥∥∥
1 +
∥∥∥φˆu1∥∥∥ + αu
∥∥∥WTu1(t)φ˜u1∥∥∥
1 +
∥∥∥φˆu1∥∥∥ −
αu
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1(t)∥∥∥2 − αu tr{W˜Tu1(t) φˆu1εTu1
1 + φˆTu1φˆu1
}
− αu ‖εu1‖
2
1 +
∥∥∥φˆu1∥∥∥2 + αu
‖εu1‖2
1 +
∥∥∥φˆu1∥∥∥2 (91)
Combining terms in (91),
L˙u1(t) ≤ −αu
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1(t)∥∥∥2 − αu
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥∥∥W˜u1(t)φˆu12 −WTu1(t)φ˜u1
∥∥∥∥∥
2
− αu
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥∥∥W˜u1(t)φˆu12 − 12R−1g1 g1(x1)∂Vˆ1∂x1
∥∥∥∥∥
2
− αu
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥∥∥W˜u1(t)φˆu12 − εu1
∥∥∥∥∥
2
+
αu
4
∥∥∥R−1g1 g1(x1)∂Vˆ1∂x1 ∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2 + αu
‖εu1‖2
1 +
∥∥∥φˆu1∥∥∥2︸ ︷︷ ︸
εNu1
(92)
Drop the negative terms in the right side of the inequality yields,
L˙u1(t) ≤ −αu
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1(t)∥∥∥2 + αu
4
∥∥∥R−1g1 g1(x1)∂Vˆ1∂x1 ∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2 + εNu1
≤ −αu
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1(t)∥∥∥2 + αu ‖R−1g1 g1(x1)‖2‖V˜1‖2
1 +
∥∥∥φˆu1∥∥∥2 + εNu1
≤ −αu
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1(t)∥∥∥2 +Bu1(t) (93)
According to the Lyapunov stability analysis, the actor NN weight estimation error will be Uniformly Ultimately Bounded
(UUB) with the bound given as
‖W˜u1‖ ≤
√
4(1 + ‖φˆu1‖2)
αu‖φˆu1‖2
Bu1(t) ≡ bWm(t) (94)
We also derive the bound of estimated optimal control function as follows:
Similarly, let u˜1 = m1 − uˆ1, and substitute (35), (44), one obtains,
u˜1(t) = W˜
T
u1(t)φu1 +W
T
u1(t)φ˜u1 + εu1 (95)
The optimal control estimation error can be represented as:
‖u˜1(t)‖ = ‖W˜Tu1(t)φu1 +WTu1(t)φ˜u1 + εu1‖
≤ ‖W˜u1(t)‖‖φˆu1‖+ Lφu‖Wu1‖‖m˜1m˜2‖+ ‖εu1‖
≤ bWu(t)‖φˆu1‖+ Lφu‖Wu1‖‖m˜1m˜2‖+ ‖εu1‖ ≡ bu1(t) (96)
where Lφu is the Lipschitz constant of the actor NN’s activation function.
Theorem 7. (Convergence of virtual evader’s Actor NN weights and optimal Mean Field type of control estimation errors):
Given the initial mass NN weights, Wˆu2, in a compact set, and let the actor NN weights be updated as Eq. 57 shows. Then,
when the actor NN tuning parameter αu satisfies the condition, αu > 0, the actor NN weights estimation error W˜u2 and
optimal control estimation error u˜2 = u2 − uˆ2 will be uniformly ultimately bounded (UUB) where the boundedness can be
negligible if the NN reconstruction errors are trivial. While the number of neurons and NN architecture has been designed
perfectly, the NN Reconstruction error can be as small as possible and trivial. Furthermore, the mass NN weights and actor
function estimation errors will be asymptotically stable.
Proof. Similar to above.
Before prove the closed-loop stability, a lemma is needed.
Lemma 1. Consider the system dynamics given in (31), there exists an optimal mean-field type of optimal control, u∗1, such
that the closed-loop system dynamics, f1 (x1) + g1 (x1)u∗1 +G2 + σ1
dw1
dt
xT1
[
f1 (x1) + g1 (x1)u
∗ +G2 + σ1
dw1
dt
]
≤ −γ1‖x1‖2 (97)
where γ1 > 0 is a constant.
Lemma 2. Consider the system dynamics given in (32), there exists an optimal mean-field type of optimal control, u∗2, such
that the closed-loop system dynamics, f2 (x2) + g2 (x2)u∗2 +G1 + σ2
dw2
dt
xT2
[
f2 (x2) + g2 (x2)u
∗ +G2 + σ2
dw2
dt
]
≤ −γ2‖x2‖2 (98)
where γ2 > 0 is a constant.
Theorem 8. (Closed-loop Stability) Given an admissible initial control input and let the actor, critic, and mass NNs weights
be selected within a compact set. Moreover, the critic, actor, and mass NNs’ weight tuning laws for pursuers in G1 are given
as (52), (55), (54), (53), and (56), respectively. Then, there exists constants αh, αm, and αu, such that the system states
x1, x2, actor, critic, and mass NNs weights estimation errors, W˜V 1, W˜m1, W˜u1, W˜V 2, W˜m2, and W˜u2 are all uniformly
ultimately bounded (UUB). In addition, the estimated cost function, mass function and control inputs are all UUB. If the
number of neurons and NN architecture has been designed effectively, those NN reconstruction error can be as small as
possible and trivial. Furthermore, the system states x1, x2, actor, critic, and mass NNs weights estimation errors, W˜V 1,
W˜m1, W˜u1, W˜V 2, W˜m2, and W˜u2 will still be asymptotically stable.
Proof. Consider the Lyapunov function candidate as:
Lsysm(t) =
β1
2
tr
{
xT1 (t)x1(t)
}
+
β2
2
tr
{
W˜TV 1(t)W˜V 1(t)
}
+
β3
2
tr
{
W˜Tm1(t)W˜m1(t)
}
+
β4
2
tr
{
W˜Tu1(t)W˜u1(t)
}
+
β5
2
tr
{
xT2 (t)x2(t)
}
+
β6
2
tr
{
W˜TV 2(t)W˜V 2(t)
}
+
β7
2
tr
{
W˜Tm2(t)W˜m2(t)
}
+
β8
2
tr
{
W˜Tu2(t)W˜u2(t)
}
(99)
According to the Lyapunov stability method, taking the first derivative of the selected Lyapunov function candidate
L˙sysm(t) =
β1
2
tr
{
xT1 (t)x˙1(t)
}
+
β1
2
tr
{
x˙T1 (t)x1(t)
}
+
β2
2
tr
{
W˜TV 1(t)
˙˜WV 1(t)
}
+
β2
2
tr
{
˙˜WTV 1(t)W˜V 1(t)
}
+
β3
2
tr
{
W˜Tm1(t)
˙˜Wm1(t)
}
+
β3
2
tr
{
˙˜WTm1(t)W˜m1(t)
}
+
β4
2
tr
{
W˜Tu1(t)
˙˜Wu1(t)
}
+
β4
2
tr
{
˙˜WTu1(t)W˜u1(t)
}
+
β5
2
tr
{
xT2 (t)x˙2(t)
}
+
β5
2
tr
{
x˙T2 (t)x2(t)
}
+
β6
2
tr
{
W˜TV 2(t)
˙˜WV 2(t)
}
+
β6
2
tr
{
˙˜WTV 2(t)W˜V 2(t)
}
+
β7
2
tr
{
W˜Tm2(t)
˙˜Wm2(t)
}
+
β7
2
tr
{
˙˜WTm2(t)W˜m2(t)
}
+
β8
2
tr
{
W˜Tu2(t)
˙˜Wu2(t)
}
+
β8
2
tr
{
˙˜WTu2(t)W˜u2(t)
}
= β1tr
{
xT1 (t)x˙1(t)
}
+ β2tr
{
W˜TV 1(t)
˙˜WV 1(t)
}
+ β3tr
{
W˜Tm1(t)
˙˜Wm1(t)
}
+ β4tr
{
W˜Tu1(t)
˙˜Wu1(t)
}
+ β5tr
{
x˜T2 (t)x2(t)
}
+ β6tr
{
˙˜WTV 2(t)W˜V 2(t)
}
+ β7tr
{
W˜Tm2(t)
˙˜Wm2(t)
}
+ β8tr
{
W˜Tu2(t)
˙˜Wu2(t)
}
(100)
Recall to Lemmas 1, 2, Theorems 2-7, and equations (69), (82), (93), (100) can be represented as:
L˙sysm(t) = β1tr
{
xT1 (t)x˙1(t)
}
+ β2tr
{
W˜TV 1(t)
˙˜WV 1(t)
}
+ β3tr
{
W˜Tm1(t)
˙˜Wm1(t)
}
+ β4tr
{
W˜Tu1(t)
˙˜Wu1(t)
}
+ β5tr
{
x˜T2 (t)x2(t)
}
+ β6tr
{
˙˜WTV 2(t)W˜V 2(t)
}
+ β7tr
{
W˜Tm2(t)
˙˜Wm2(t)
}
+ β8tr
{
W˜Tu2(t)
˙˜Wu2(t)
}
≤ β1 tr
{
xT1
[
f1 (x1) + g1 (x1)u
∗
1 + σ1
dw1
dt
]}
− β1 tr
{
xT1 g1 (x1) u˜1
}− 2β1
γ1
‖g1 (x1) u˜1‖2 + 2β1
γ1
‖g1 (x1) u˜1‖2
− αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1∥∥∥2 + αh β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
‖m˜1m˜2‖2
1 +
∥∥∥ΨˆV 1∥∥∥2 + β2εV HJI1
− αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1∥∥∥2 + αm β3LΨm1 ‖Wm1‖2
∥∥∥V˜1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2 + β3εNFPK1
− αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2 ∥∥∥V˜1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2 + β4εNu1
+ β5 tr
{
xT2
[
f2 (x2) + g2 (x2)u
∗
2 + σ2
dw2
dt
]}
− β5 tr
{
xT2 g2 (x2) u˜2
}− 2β5
γ2
‖g2 (x2) u˜2‖2 + 2β5
γ2
‖g2 (x2) u˜2‖2
− αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2
∥∥∥W˜V 2∥∥∥2 + αh β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
‖m˜1m˜2‖2
1 +
∥∥∥ΨˆV 2∥∥∥2 + β6εV HJI2
− αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
∥∥∥W˜m2∥∥∥2 + αm β7LΨm2 ‖Wm2‖2
∥∥∥V˜2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2 + β7εNFPK2
− αuβ8
4
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2
∥∥∥W˜u2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2 ∥∥∥V˜2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2 + β8εNu1
≤ −γ1β1
2
‖x1‖2 − γ1β1
2
‖x1‖2 − β1 tr
{
xT1 g1 (x1) u˜1
}− 2β1
γ1
‖g1 (x1) u˜1‖2 + 2β1
γ1
‖g1 (x1) u˜1‖2
− αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1∥∥∥2 + αh β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
‖m˜1m˜2‖2
1 +
∥∥∥ΨˆV 1∥∥∥2
− αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1∥∥∥2 + αm β3LΨm1 ‖Wm1‖2
∥∥∥V˜1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
− αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2 ∥∥∥V˜1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2 + β4εNu1 + β3εNFPK1 + β2εV HJI1
− γ2β5
2
‖x2‖2 − γ2β5
2
‖x2‖2 − β5 tr
{
xT2 g2 (x2) u˜2
}− 2β5
γ2
‖g2 (x2) u˜2‖2 + 2β5
γ2
‖g2 (x2) u˜2‖2
− αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2
∥∥∥W˜V 2∥∥∥2 + αh β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
‖m˜1m˜2‖2
1 +
∥∥∥ΨˆV 2∥∥∥2
− αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
∥∥∥W˜m2∥∥∥2 + αm β7LΨm2 ‖Wm2‖2
∥∥∥V˜2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
− αuβ8
4
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2
∥∥∥W˜u2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2 ∥∥∥V˜2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2 + β8εNu2 + β7εNFPK2 + β6εV HJI2
≤ −γ1β1
2
‖x1‖2 − β1
[√
γ1
2
‖x1‖+
√
2
γ1
‖g1(x1)u˜1
]2
+
2g2M1β1
γ1
‖u˜1‖2
− αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1∥∥∥2 + αh β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
‖m˜1m˜2‖2
1 +
∥∥∥ΨˆV 1∥∥∥2
− αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1∥∥∥2 + αm β3LΨm1 ‖Wm1‖2
∥∥∥V˜1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
− αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2 ∥∥∥V˜1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2 + β4εNu1 + β3εNFPK1 + β2εV HJI1
− γ2β5
2
‖x2‖2 − β5
[√
γ2
2
‖x2‖+
√
2
γ2
‖g2(x2)u˜2
]2
+
2g2M2β5
γ2
‖u˜2‖2
− αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2
∥∥∥W˜V 2∥∥∥2 + αh β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
‖m˜1m˜2‖2
1 +
∥∥∥ΨˆV 2∥∥∥2
− αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
∥∥∥W˜m2∥∥∥2 + αm β7LΨm2 ‖Wm2‖2
∥∥∥V˜2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
− αuβ8
8
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2
∥∥∥W˜u2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2 ∥∥∥V˜2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2 + β8εNu2 + β7εNFPK2 + β6εV HJI2
≤ −γ1
2
β1‖x1‖2 + 2g
2
M1β1
γ1
‖u˜1‖2 − αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1∥∥∥2 + αh β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
‖m˜1m˜2‖2
1 +
∥∥∥ΨˆV 1∥∥∥2
− αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1∥∥∥2 − αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1∥∥∥2 + β4εNu1 + β3εNFPK1 + β2εV HJI1
+
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αu1β4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥V˜1∥∥∥2
− γ2
2
β5‖x2‖2 + 2g
2
M2β5
γ2
‖u˜2‖2 − αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2
∥∥∥W˜V 2∥∥∥2 + αh β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
‖m˜1m˜2‖2
1 +
∥∥∥ΨˆV 2∥∥∥2
− αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
∥∥∥W˜m2∥∥∥2 − αuβ8
4
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2
∥∥∥W˜u2∥∥∥2 + β8εNu2 + β7εNFPK2 + β6εV HJI2
+αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
∥∥∥V˜2∥∥∥2 (101)
where g2M1 is the upper bound of g
2
1(x1), g
2
M2 is the upper bound of g
2
2(x2)
Next, substituting (72) into (101), (101) can be represented as
· Lsys(t) ≤ −γ1
2
β1‖x1‖2 + 2g
2
M1β1
γ1
‖u˜1‖2 − αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1∥∥∥2 + αh β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
‖m˜1m˜2‖2
1 +
∥∥∥ΨˆV 1∥∥∥2
− αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1∥∥∥2 − αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1∥∥∥2 + β4εNu1 + β3εNFPK1 + β2εV HJI1
+
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
[‖W˜V 1(t)‖‖φˆV 1‖+ Lφv1‖WV 1‖‖m˜1m˜2‖+ ‖εHJI1‖]2
− γ2
2
β5‖x2‖2 + 2g
2
M2β5
γ2
‖u˜2‖2 − αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2
∥∥∥W˜V 2∥∥∥2 + αh β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
‖m˜1m˜2‖2
1 +
∥∥∥ΨˆV 2∥∥∥2
− αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
∥∥∥W˜m2∥∥∥2 − αuβ8
4
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2
∥∥∥W˜u2∥∥∥2 + β8εNu2 + β7εNFPK2 + β6εV HJI2
+
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
[‖W˜V 2(t)‖‖φˆV 2‖+ Lφv2‖WV 2‖‖m˜1m˜2‖+ ‖εHJI2‖]2
≤ −γ1
2
β1‖x1‖2 + 2g
2
M1β1
γ1
‖u˜1‖2 − αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1∥∥∥2
− αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1∥∥∥2 − αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1∥∥∥2 + β4εNu1 + β3εNFPK1 + β2εV HJI1
+ 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖W˜V 1(t)‖2‖φˆV 1‖2
+
3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖2 + αh β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2
 ‖m˜1m˜2‖2
+ 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖εHJI1‖2
− γ2
2
β5‖x2‖2 + 2g
2
M2β5
γ2
‖u˜2‖2 − αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2
∥∥∥W˜V 2∥∥∥2
− αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
∥∥∥W˜m2∥∥∥2 − αuβ8
4
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2
∥∥∥W˜u2∥∥∥2 + β8εNu2 + β7εNFPK2 + β6εV HJI2
+ 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖W˜V 2(t)‖2‖φˆV 2‖2
+
3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖2 + αh β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2
 ‖m˜1m˜2‖2
+ 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖εHJI2‖2 (102)
Furthermore, substituting (85) into (102), (102) can be represented as
· Lsys(t) ≤ −γ1
2
β1‖x1‖2 + 2g
2
M1β1
γ1
‖u˜1‖2 − αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1∥∥∥2
+

3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖2
+ αh
β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2

‖m˜2‖2
[
‖W˜m1(t)‖‖φm1‖+ ‖εFPK1‖
]2
− αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1∥∥∥2 − αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1∥∥∥2 + β4εNu1 + β3εNFPK1 + β2εV HJI1
+ 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖W˜V 1(t)‖2‖φˆV 1‖2
+ 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖εHJI1‖2
− γ2
2
β5‖x2‖2 + 2g
2
M2β5
γ2
‖u˜2‖2 − αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2
∥∥∥W˜V 2∥∥∥2
+

3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖2
+ αh
β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2

‖m˜1‖2
[
‖W˜m2(t)‖‖φm2‖+ ‖εFPK2‖
]2
− αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
∥∥∥W˜m2∥∥∥2 − αuβ8
4
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2
∥∥∥W˜u2∥∥∥2 + β8εNu2 + β7εNFPK2 + β6εV HJI2
+ 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖W˜V 2(t)‖2‖φˆV 2‖2
+ 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖εHJI2‖2
≤ −γ1
2
β1‖x1‖2 + 2g
2
M1β1
γ1
‖u˜1‖2 − αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1∥∥∥2
+ 2

3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖2
+ αh
β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2

‖m˜2‖2‖W˜m1(t)‖2‖φm1‖2
+ 2

3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖2
+ αh
β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2

‖m˜2‖2‖εFPK‖2
− αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1∥∥∥2 − αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1∥∥∥2 + β4εNu1 + β3εNFPK1 + β2εV HJI1
+ 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖W˜V 1(t)‖2‖φˆV 1‖2
+ 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖εHJI1‖2
− γ2
2
β5‖x2‖2 + 2g
2
M2β5
γ2
‖u˜2‖2 − αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2
∥∥∥W˜V 2∥∥∥2
+ 2

3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖2
+ αh
β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2

‖m˜1‖2‖W˜m2(t)‖2‖φm2‖2
+ 2

3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖2
+ αh
β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2

‖m˜1‖2‖εFPK‖2
− αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
∥∥∥W˜m2∥∥∥2 − αuβ8
4
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2
∥∥∥W˜u2∥∥∥2 + β8εNu2 + β7εNFPK2 + β6εV HJI2
+ 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖W˜V 2(t)‖2‖φˆV 2‖2
+ 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖εHJI2‖2 (103)
Next, substitute (96) into (103), (103) can be represented as:
· Lsys(t) ≤ −γ1
2
β1‖x1‖2 + 2g
2
M1β1
γ1
[
‖W˜u(t)‖‖φˆu1‖+ Lφu‖Wu‖‖m˜1m˜2‖+ ‖εu1‖
]2
− αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1∥∥∥2
+ 2

3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖2
+ αh
β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2

‖m˜2‖2‖W˜m1(t)‖2‖φm1‖2
+ 2

3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖2
+ αh
β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2

‖m˜2‖2‖εFPK‖2
− αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1∥∥∥2 − αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1∥∥∥2 + β4εNu1 + β3εNFPK1 + β2εV HJI1
+ 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖W˜V 1(t)‖2‖φˆV 1‖2
+ 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖εHJI1‖2
− γ2
2
β5‖x2‖2 + 2g
2
M2β5
γ2
[
‖W˜u2(t)‖‖φˆu2‖+ Lφu2‖Wu2‖‖m˜1m˜2‖+ ‖εu2‖
]2
− αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2
∥∥∥W˜V 2∥∥∥2
+ 2

3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖2
+ αh
β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2

‖m˜1‖2‖W˜m2(t)‖2‖φm2‖2
+ 2

3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖2
+ αh
β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2

‖m˜1‖2‖εFPK‖2
− αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
∥∥∥W˜m2∥∥∥2 − αuβ8
4
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2
∥∥∥W˜u2∥∥∥2 + β8εNu2 + β7εNFPK2 + β6εV HJI2
+ 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖W˜V 2(t)‖2‖φˆV 2‖2
+ 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖εHJI2‖2
≤ −γ1
2
β1‖x1‖2 + 6g
2
M1β1
γ1
‖φˆu1‖2‖W˜u(t)‖2 − αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2
∥∥∥W˜V 1∥∥∥2
+ 2

3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖2
+ αh
β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2 +
6g2M1β1
γ
L2φu‖Wu‖2

‖m˜2‖2‖W˜m1(t)‖2‖φm1‖2
+ 2

3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖2
+ αh
β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2 +
6g2M1β1
γ
L2φu‖Wu‖2

‖m˜2‖2‖εFPK‖2 + 6g
2
M1β1
γ
‖εu1‖2
− αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2
∥∥∥W˜m1∥∥∥2 − αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2
∥∥∥W˜u1∥∥∥2 + β4εNu1 + β3εNFPK1 + β2εV HJI1
+ 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖W˜V 1(t)‖2‖φˆV 1‖2
+ 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖εHJI1‖2
− γ2
2
β5‖x2‖2 + 6g
2
M2β5
γ2
‖φˆu2‖2‖W˜u2(t)‖2 − αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2
∥∥∥W˜V 2∥∥∥2
+ 2

3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖2
+ αh
β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2 +
6g2M2β5
γ
L2φu2‖Wu2‖2

‖m˜1‖2‖W˜m2(t)‖2‖φm2‖2
+ 2

αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖2
+ αh
β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2 +
6g2M2β5
γ
L2φu2‖Wu2‖2

‖m˜1‖2‖εFPK‖2 + 6g
2
M2β5
γ
‖εu2‖2
− αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2
∥∥∥W˜m2∥∥∥2 − αuβ8
4
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2
∥∥∥W˜u2∥∥∥2 + β8εNu2 + β7εNFPK2 + β6εV HJI2
+ 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖W˜V 2(t)‖2‖φˆV 2‖2
+ 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖εHJI2‖2 (104)
Combine the terms in (104) yields:
· Lsys(t) ≤ −γ1
2
β1‖x1‖2 −
αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2 −
6g2M1β1
γ1
‖φˆu1‖2
 ‖W˜u(t)‖2
−
αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2 − 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖φˆV 1‖2
 ‖W˜V 1(t)‖2
−

αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2 − 2

3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖2
+ αh
β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2 +
6g2M1β1
γ1
L2φu‖Wu1‖2

‖m˜2‖2‖φm1‖2

∥∥∥W˜m1∥∥∥2
+ 2

3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖2
+ αh
β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2 +
6g2M1β1
γ1
L2φu‖Wu‖2

‖m˜2‖2‖εFPK‖2 + 6g
2
M1β1
γ1
‖εu1‖2
+
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖εHJI1‖2 + β4εNu1 + β3εNFPK1 + β2εV HJI1
− γ2
2
β5‖x2‖2 −
αuβ8
4
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2 −
6g2M2β5
γ2
‖φˆu2‖2
 ‖W˜u2(t)‖2
−
αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2 − 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖φˆV 2‖2
 ‖W˜V 2(t)‖2
−

αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2 − 2

3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖
+ αh
β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2 +
6g2M2β5
γ2
L2φu2‖Wu2‖2

‖m˜1‖2‖φm2‖2

∥∥∥W˜m2∥∥∥2
+ 2

3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖
+ αh
β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2 +
6g2M2β5
γ2
L2φu2‖Wu2‖2

‖m˜1‖2‖εFPK2‖2 + 6g
2
M2β5
γ2
‖εu2‖2
+
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖εHJI2‖2 + β8εNu2 + β7εNFPK2 + β6εV HJI2
≤ −γ1β1
2
− γ2β5
2
− κu1‖W˜u1‖2 − κm1‖W˜m1‖2 − κV 1‖W˜V 1‖2 − κu2‖W˜u2‖2 − κm2‖W˜m2‖2 − κV 2‖W˜V 2‖2
+ εCLS1 + εCLS2 (105)
with κ and ε parameters defined as
κu1 =
αuβ4
4
∥∥∥φˆu1∥∥∥2
1 +
∥∥∥φˆu1∥∥∥2 −
6g2M1β1
γ1
‖φˆu1‖2

κm1 =

αmβ3
2
∥∥∥Ψˆm1∥∥∥2
1 +
∥∥∥Ψˆm1∥∥∥2 − 2

3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖2
+ αh
β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2 +
6g2M1β1
γ1
L2φu‖Wu1‖2

‖m˜2‖2‖φm1‖2

κV 1 =
αhβ2
4
∥∥∥ΨˆV 1∥∥∥2
1 +
∥∥∥ΨˆV 1∥∥∥2 − 3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖φˆV 1‖2

κu2 =
αuβ8
4
∥∥∥φˆu2∥∥∥2
1 +
∥∥∥φˆu2∥∥∥2 −
6g2M2β5
γ2
‖φˆu2‖2

κm2 =

αmβ7
2
∥∥∥Ψˆm2∥∥∥2
1 +
∥∥∥Ψˆm2∥∥∥2 − 2

3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖
+ αh
β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2 +
6g2M2β5
γ2
L2φu2‖Wu2‖2

‖m˜1‖2‖φm2‖2

κV 2 =
αhβ6
4
∥∥∥ΨˆV 2∥∥∥2
1 +
∥∥∥ΨˆV 2∥∥∥2 − 3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖φˆV 2‖2

εCLS1 = 2

3
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
L2φv1‖WV 1‖
+ αh
β2
[
LΦ + LΨV 1 ‖WV 1‖2
]
1 +
∥∥∥ΨˆV 1∥∥∥2 +
6g2M1β1
γ1
L2φu‖Wu‖2

‖m˜2‖2‖εFPK‖2 + 6g
2
M1β1
γ1
‖εu1‖2
+
αm β3LΨm1 ‖Wm1‖2
1 +
∥∥∥Ψˆm1∥∥∥2 + αuβ4
∥∥R−11 gT1 (x1)∥∥2
1 +
∥∥∥φˆu1∥∥∥2
 ‖εHJI1‖2 + β4εNu1 + β3εNFPK1 + β2εV HJI1
εCLS2 = 2

3
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
L2φv2‖WV 2‖
+ αh
β6
[
LΦ + LΨV 2 ‖WV 2‖2
]
1 +
∥∥∥ΨˆV 2∥∥∥2 +
6g2M2β5
γ2
L2φu2‖Wu2‖2

‖m˜1‖2‖εFPK2‖2 + 6g
2
M2β5
γ2
‖εu2‖2
+
αm β7LΨm2 ‖Wm2‖2
1 +
∥∥∥Ψˆm2∥∥∥2 + αuβ8
∥∥R−12 gT2 (x2)∥∥2
1 +
∥∥∥φˆu2∥∥∥2
 ‖εHJI2‖2 + β8εNu2 + β7εNFPK2 + β6εV HJI2
Note that the coefficient functions κu1, κm1, κV 1, κu2, κm2, and κV 2 are all positive definite, and the terms εCLS1
and εCLS2 go to zero if the reconstruction errors εHJI1, εFPK1, εu1, εHJI2, εFPK2, εu2 go to zero. The meaning of
reconstruction error goes to zero means that the neural network structure and activation functions are perfectly selected.
In that case, the first derivative of the Lyapunov function is negative definite which means the closed loop system is
asymptotically stable. In the case where the reconstruction error is not zero, the closed loop system is Uniformly Ultimately
Bounded (UUB).
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