Given two n × n integral matrices A and B, they are said to be equivalent if B = S −1 AS, where S is an n × n integral matrix with determinant ±1. If we consider n × n integral matrices with a fixed characteristic polynomial that is irreducible over Q, it is well known from a result by Latimer and MacDuffee that the number of matrix classes (equivalence classes of matrices) is equal to the number of ideal classes (I ∼ = J if I = qJ for some q in the quotient field) of the ring obtained by adjoining a root of the characteristic polynomial to Z. In this paper, we develop an effective version of this result for 2 × 2 matrices. We present an algorithm which given a 2 × 2 matrix finds a canonical representative in its class. In particular this allows us to determine whether two matrices are equivalent.
Introduction
Thematrixsolutionsofanalgebraicequationf (x) ≡ x n + k 1 x n−1 + · · · + k n = 0, with integral coefficients, that is irreducible over Q, were studied by Latimer and MacDuffee in [6] . Denote by M n (Z) all n × n matrices with integral coeficients, by GL n (Z) all n × n matrices with integral coefficients and determinant ±1, and by SL n (Z) all n × n matrices with integral coefficients and determinant 1. If A ∈ M n (Z), then all matrices of the class S −1 AS will again be solutions if S ∈ GL n (Z). In general, all solutions cannot be derived in this way from one solution only. The number of classes of matrix solutions coincides with the number of different classes of ideals in the ring Z [α] , where α is a root of the equation f (x) ≡ x n + k 1 x n−1 + · · · + k n = 0. In [7, Chapter 3] it is stated that the general question of determining unique canonical forms with respect to this equivalence relation is unsolved.
Recent interest in this question has been spurred by results that link it to finding certain wavelet bases in R 2 . Bownik and Speegle [2] show that for any matrix in M 2 (Z), there exists a (multi)-wavelet whose Fourier transform is compactly supported and smooth. A crucial part of their argument hinges on finding special representatives in the equivalence classes of integrally similar matrices.
We will consider the special case of matrices in M 2 (Z), with a fixed characteristic polynomial x 2 − tr x + det = 0. For the most part we will assume that this polynomial is irreducible. So we have that the number of matrix classes is equal to the number of ideal classes of the ring Z[α], where α is a root of the characteristic polynomial. In Section 2, we show how to set up a correspondence between matrix classes and classes of binary quadratic forms. In Sections 3 and 4, we will use known results and definitions from binary quadratic forms to define a reduced form for matrices in M 2 (Z). In the case where the discriminant of the characteristic polynomial is negative, we will have precisely one reduced matrix in each matrix class, and if > 0 and not a square in Z, we will have a cycle of reduced matrices in each matrix class. We will use algorithms from binary quadratic forms, to obtain algorithms to reduce any integral matrix with a given characteristic polynomial, to a reduced matrix. Finally in Section 5, we deal with the case where the matrix has integral eigenvalues, that is the characteristic polynomial factors over the integers.
General results
Let us consider matrices in M 2 (Z) with fixed trace (tr) and determinant (det). We associate with 
In other words, (A, B, C) is equivalent to (A , B , C ) if
for some X ∈ SL 2 (Z). We want to show that φ and ψ can be considered as maps between equivalence classes. To achieve this, we will enlarge our equivalence relation on binary quadratic forms. 
Thus we will also associate (A, B, C) with (−A, B, −C).
Definition 2.2. (A, B, C) is equivalent to (A , B , C ) if
A B /2 B /2 C = X t A B/2 B/2 C X for some X ∈ SL 2
(Z) and (A, B, C) is equivalent to (−A, B, −C).
Next we show that φ and ψ may be considered as maps between classes. Direct
and
Similarly,
From the discussion in this section we have the following theorem. Table 1 h( )
< 0
First we recall some standard definitions on binary quadratic forms (see [1, 3] or [4] ). For < 0 we denote by h( ) (the class number of the discriminant) the number of primitive reduced binary quadratic forms with discriminant .
For future examples and calculations we give a class number and primitive reduced binary quadratic forms for small discriminants as shown in Table 1 .
Using Theorem 2.1 and Definition 3.1 it is clear how we should define reduced matrices if the discriminant of the characteristic polynomial is negative. From the fact that we have exactly one reduced binary quadratic form in each equivalence class if < 0, we have from Theorem 2.1 the following result. How can we find all reduced matrices of a given trace and determinant?
1. Let = tr 2 − 4 det and determine all divisors i of (in Z) with i < 0, i ≡ 0 or 1 mod 4 and = ε 2 i i for some positive integer ε i . Notice that to obtain reduced binary quadratic forms of discriminant , we determine all primitive reduced quadratic forms (A, B, C) with discriminant i . Then (ε i A, ε i B, ε i C) have discriminant . (A, B, C ) of discriminant i , we associate the reduced matrix
With each primitive reduced quadratic forms
These h( i ) matrices will all be the reduced matrices of discriminant . 
Given a matrix a b c d , how can we reduce it?
We use Theorem 2.1 to translate a known algorithm for binary quadratic forms into an algorithm for M 2 (Z). 
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4.
> 0 and not a square in 9 
If A / = 0 and B are integers, we define r(B, A) to be the unique integer such that r ≡ B mod 2A and
. In addition, we define the reduction operator ρ on (A, B, C) by
In order to reduce (A, B, C), we apply ρ until the binary quadratic form is reduced. In general, there will not exist only one reduced form per equivalence class, How can we find all reduced matrices of a given trace and determinant?
This is equivalent to replacing f (x, y)
1. Let = tr 2 − 4 det > 0 ( not a square in Z) and determine all divisors i of (in Z) with i > 0, i ≡ 0 or 1 mod 4 and = ε 2 i i for some positive integer ε i . 2. With each primitive reduced binary quadratic form (A, B, C) with A > 0 and discriminant i , we associate the reduced matrix 
Cycles of primitive reduced binary quadratic forms will correspond to cycles of reduced matrices. There will be h( i ) cycles of reduced matrices of discriminant .
Given a matrix a b c d , how can we reduce it?
At some stage Notice that
and finally
In order to illustrate the reduction algorithm, let us reduce the matrix 1 5 2 1 .
Since n = (r(0, 5)
This time n = (r(0, 4) + 1 − 1)/(2.(2)) = 1, thus
We now consider the case where the characteristic polynomial of the matrix factors over the integers. Let us fix the notation by saying f (x) = (x − a)(x − d), where a d. 
