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Resumo 
Nesta dissertação, o objetivo foi estudar os ideais de tipo linear, que são tais que existe um 
isomorfismo natural entre as álgebras simétrica e de Rees desses ideais. Um primeiro teste para 
verificar se um ideal é de tipo linear é através do cálculo das dimensões das álgebras simétrica e de 
Rees desoe ideal, que foi feito nesse texto. A partir desse cálculo, conseguimos uma cota superior 
para o número mínimo de geradores de um ideal de tipo linear. Essencialmente, estudamos o 
conceito de d-seqüência, que generaliza a noção de R-seqüência, e mostramos que ideais gerados 
por d-seqüências são de tipo linear. Obtivemos ainda uma caracterização dos anéis locais regulares. 
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Introdução 
A álgebra simétrica de um ideal Ul de um anel comutativo R é um par (S( rJL), '!f;a), onde S( flt) é 
uma R-álgebra e '1/Ja: (!},--+ S(Ul) é um R-homomorfismo, que satisfaz a uma propriedade universal. 
Podemos caracterizá-la através dos geradores do ideal e de relações entre eles. Por outro lado, 
a álgebra de Rees de f!l é um subanel de R[T]. Tal álgebra é conhecida como ~'blowup" álgebra, 
pois em termos geométricos ela representa a versão algébrica da explosão de uma variedade ao 
longo de uma subvariedade (Veja [7] e [23]). A teoria das "blowup" álgebras tem despertado muito 
interesse e portanto vem se mostrando ser uma área muito ativa e bem tmcedida dentro da Álgebra 
Comutativa. Essa teoria tenta inve::;tigar várias propriedades algébricas da álgebra de Rees de um 
ideal, compará-la com o anel graduado desse ideal e descrever a álgebra de Rees em termos de 
geradores e relações. Por isso, o estudo que aproxima as álgebras simétrica e de Rees de um ideal 
é relevante, já que dá uma descrição explícita da álgebra de Rees em termos dos geradores do 
ideal e sua.':i relações. Nesta dissertação, estaremos interessados em estudar o epimorfismo natural 
definido entre essas duas álgebras. Mais precisamente, estaremos interessados no caso em que o 
ideal é gerado por uma d-seqüência, no qual o referido epimorfismo é um isomorfismo (sendo um 
isomorfismo, chamamos o ideal QJ, de ideal de tipo linear). 
As álgebras simétricas começaram a ser sistematicamente estudadas nos anos 60, por Micali([16]), 
o qual mostrou que, quando o anel R é domínio, a condição necessária e suficiente para um ideal ser 
de tipo linear é que sua álgebra simétrica seja um domínio. Micali também mostrou que ideais gera-
dos por R-seqüências são de tipo linear. !viuitos autores então se preocuparam em estudar quando a 
álgebra simétrica de um ideal é um domínio, por exemplo [2], [6], [16], [17] e [20]. Em [16], também 
encontramos a caracterização dos anéis locais regulares, isto é, um domínio local (R, m) é regular 
se, e só se, m é de tipo linear. Tal resultado, por exemplo, caracteriza os pontos regulares de uma 
variedade algébrica afim irredutível. Mais tarde, Huneke([9]) e Valla([24]) mostraram que a noção 
de d-seqüências estava conectada com a integridade de álgebras simétricas de ideais. No caso em 
que a álgebra simétrica é um domínio, outras questões foram formuladas: Barshay([2]) estudou se 
ela é Cohen-Macaulay, Samuel([21]) investigou se ela é fatorial e Ribenboim([19]) e Barshay([2]), se 
ela é integralmente fechada. Um primeiro teste para verificar se um ideal é de tipo linear é fazendo 
o cálculo das dimen::>Ões das álgebras simétrica e de Rees. Por isso, o cálculo da dimensão da álgebra 
simétrica de um ideal é importante. Isso foi feito primeiramente por Huneke e Rossi([ll]), quando 
eles associaram a dimensão da álgebra simétrica de um módulo à cota de Forster-Swan. Isso tornou 
a pesquisa pelas fórmulas de dimensão para a álgebra simétrica mais fácil. Mais tarde, usando 
idéias um pouco diferentes, Simis e Vasconcelos([22]) também encontraram a fórmula explícita. 
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No Capítulo I, fazemos uma breve revisão dos principais conceitos e resultados da Álgebra Co-
mutativa1 essencialmente daqueles resultados efetivamente m;ados no texto. A seguir, no Capítulo II, 
introduzimos os conceitos das álgebras simétrica e de Rees de um ideal e fazemos os cálculos de 
suas dimensões. Começmos o estudo dos ideais de tipo linear no Capitulo III, onde observamos 
uma limitação superior para o número de geradores de um ideal de tipo linear. Preocupamo-nos 
principalmente com os ideais gerados por R-seqüências, que são de tipo linear. Como aplicação, 
obtemos a caracterização dos anéis locais regulares descrita no parágrafo anterior. Como o con-
ceito de d-seqüência generaliza o conceito de R-seqüência, focalizamos nosso estudo no último 
capítulo na generalização do resultado para R-seqüência.:;, ou seja, mostramos que ideais gerados 
por d-seqüência.:; são de tipo linear. Todo o trabalho foi baseado essencialmente nos artigos [16], 
[9] e [25]. 
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Capítulo I 
Preliminares 
Neste capítulo, revisaremos os principais conceitos e teoremas da Álgebra Comutativa, que serão 
usados posteriormente. A maioria das provas será omitida, pois se trata de provas de resultados 
clássicos de um primeiro curso em Álgebra Comutativa, mru; elas podem ser encontradas nas re-
ferências [1] e [12], sendo que este resumo se ba:;eia principalmente em [12]. Durante todo o texto, 
consideraremos R -=1 O um anel comutativo com unidade. 
I.l Produto Tensorial e Seqüências Exatas 
Definição 1.1.1 Uma seqüência de R-módulos e R-homomorfismos 
M f, M !i+t ... - i-i - i --+lv1i+l - ... 
é dita exata em lv!i se Im(fi) = Ker(fi+1). A seqüência é exata se ela é exata em cada Mi. 
Assim, temos: 
O --+ M' L M é exata {::} f é injetiva. 
M ~ M" - O é exata {o} 9 é sobrejetiva 
O--+ M' L M ~ M" _,.O é exata{::} f é injetiva, 9 é sobrejetiva, e Imf = Kerg. 
Sejam M, N, P três R-módulos. Uma aplicação f : M x N -+ Pé dita uma aplicação R-bilinear 
se para cada .r E M a aplicação de N em P tal que y 1-1- f(x, y) é R-linear e para cada y E N a 
aplicação de M em P tal que x 1-1- f(x, y) é R-linear. 
Proposição 1.1.2 Sejam M,N dois R-módulos. Então, existe um par (T,g) consistindo de um 
R-módulo T e uma aplicação R-bilinear g: M X N-+ T, satisfazendo a seguinte propriedade: 
Dados qualquer R-módulo P e qualquer aplicação R-bilinear f : M X N -----> P, existe uma única 
aplicação R-linear f': T-+ P tal que f= f' o 9· 
MxNLP 
f' y 
T 
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Além disso, se (T 1 g) e (T 1g') são dois pares satisfazendo essa propriedade, então existe um 
único isomorfismo j : T--+ T' tal que j o g = g'. 
O módulo T construído como na proposição é chamado o produto tensorial de M c N e é 
denotado por M®RN ou simplesmente por }vf®N. Ele~ um R-módulo gerado pelos elementos x®y 1 
onde x EM e y E N. Se (xi)iEI e (yj)jEJ são famílias de geradores de Me N, respectivamente, 
então Xi @ Yi geram Jvf@ N. Em particular, M 0 N é finitamente gerado, se M e N o são. 
Observação 1.1.3 Podemos também definir o produto tensorial de um número finito qualquer 
de R-módulos, por meio de uma proposição análoga à anterior, começando com uma aplicação 
R -multilinear, ao invés de uma R-bilinear: 
Proposição 1.1.4 Sejam M 1 , ·· ·Mr R-módulos. Então existe um par (T,g), que consiste de um 
R -módulo T e uma aplicação R-multilinear g : M1 X · · · X Mr --+ T satisfazendo a seguinte 
propriedade: 
Dados qualquer R-módulo P e qualquer aplicação R-multilinear f : M1 x · · · X Mr --+ P, existe 
um único R-homomorfismo f' : T--+ P tal que f' o g = f. 
M1 X··· X MrLP 
"1 y 
T 
Além disso, se (T,g) e (T',g') são dois pares satisfazendo essa propriedade, então e:r:iste um 
único isomorfismo j : T--+ T'. 
Através da propriedade universal de definição de um produto tensorial, podemos mostrar os 
seguintes homomorfismos e isomorfismos canônicos1 onde M 1 N, P são R-módulos e flL é um ideal 
deR 
L M®NC><N®M 
x®yf--;.y®x 
2. (M®N) ®P e< M® (N®P) e< M®N®P 
(x ® y) 0 z f--;. .T ® (y ® z) f--;. x ® y 0 z 
3. (MfiJN)®Pe<(M®P)fiJ(N®P) 
(J:, y) ® z H (x 0 z, y ® z) 
4. R®M e< M 
r@ x 1---7 rx 
5. (R/IlL) ®R Me< M/I!LM 
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6. (M/N) 0 R"' (M 0 R)/(N 0 R) 
7. Se tt : M _____, N e v : M' _____,. P são R-homomorfismos, então existe um R-homomorfismo 
u®v: lvf ® M'----+ N® P tal que (u® v)(m ®m') = n(m) ® v(m'). 
Veremos agora uma proposição que estabelece a propriedade exata do produto tensorial: 
Proposição 1.1.5 Seja 
uma seqüêncza exata de R-módulos e homomorfismos e se.ia N qualquer R-módulo. Então, a 
seqüêncw 
M' ®N ~ lvf®N 901 M" ®N ___,.O 
{onde l denota a aplicação identidade em N) é exata. 
Corolário 1.1.6 Sejam E, E',E", F, F', F" R-módulos e as seqüências exatas E 1 ....!:::..... E~ E"----+ O 
e F' ~ F ~ F" ___,. O. Então, v ® t : E ® F --t E" ®F" é sobrejetivo e seu núcleo é igual a 
Im(u 0lp) + Im(lE 0 s). 
Dem. : Temos que v 0 t = (v 0 lF") o (lE 0 t). Como, pela Proposição anterior, v® lF" e 
lE ®t são sobrejetivas, segue que v®t é sobrejetiva. Além disso, como as seqüências do enunciado 
são exatas, temos que Ker(v 0 t) = Im(lE 0 s) + Im(u @lp ). De fato, z E Ker(v 0t) se, e só se, 
(lE 0 t)(z) E Ker(v 0lp") = Im(u ®!F''). Como t é sobrejetivo e n 0 t = (11 ® lp") o (lE' 0 t), 
isso é equivalente a (lE 0 t)(z) pertencer a Jm(u 0 t), ou seja, (lE ® t)(z) = (u ® t)(a), onde 
a E E' 0F. Seja b = z- (u®lp)(a). Como (!E 0t) o (u0lp) = u0t, segue que (!E 0t)(b) =O, 
isto é, b E Kcr(le®t) = Im(le ®s). Assim, z E Ker(v0t) se, e só se, z = b+ (u®lp)(a.) E 
o 
1.2 Teorema da Base de Hilbert 
Também estaremoH considerando R um anel Noetheriano, isto é, um anel cujos ideais são 
finitamente gerados. Da mesma forma, dizemos que um R-módulo M é Noetheriano se todo 
submódulo de M é finitamente gerado. 
Exemplos de anéis Noetherianos são os domínios de ideais principais (em particular os corpos), 
o anel dos inteiros- representado aqui por Z, K[X], onde K é corpo e qualquer imagem homomorfa 
de um anel Noetheriano. Pode-se mostrar que R é Noetheriano se, e só se, qualquer cadeia de ideab 
primos de R é estacionária. 
Teorema 1.2.1 (Thorema da Base de Hilbert para anéis) Se R é um anel Noetheriano, então 
R[X] também é. 
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Dem. : Vamos supor que R[X] não é Noetheriano, ou seja, suponhamos que exista um ideal 
I de R[X] que não é finitamente gerado. Seja f1 E I um polinômio de menor grau. Se fk(k 2:: 1) 
já foi escolhido, seja fk+I o polinômio de menor grau em I- (ft, ... , fk)· Sejam nk E IN o grau 
e O.k E R o coeficiente líder de fk, para todo k. Pela escolha de fk temos n1 ::::; n2 ::; · · ·. Além 
disso, (o.I) C (ar,a2) C··· é uma cadeia de ideais de R que não é estacionária e, logo, R não é 
Noetheriano. Com efeito, suponhamo:; que (a~, ... , ak) = (a1 , ... , O.k+I)· Então temos uma equação 
ak+1 = 'E~=l ~Oi,~ E Reg := ik+I - L:'=t b;Xnk+I-n; fi E I- (f r, ... , fk) tem grau menor que 
fk+Ii ou g =O, contradizendo a escolha de fk+I· D 
Corolário 1.2.2 Sejam R um anel Noetheriano e S um anel finitamente gerado sobre R. Então 
S também é Noetheriano. 
Dem. :Como Sé a imagem homomorfa de R[X1, ... 1 Xn], basta mostrar que R[Xr, ... , Xn] é 
Noetheriano, o que segue usando o Teorema 1.2.1 e indução em n. O 
Em particular, temos mais. exemplos de anéis Noetherianos: R[X1 , ... ,Xn], onde R é um 
domínio de ideaitl principais, e suru:; imagens homomorfas, como por exemplo Z[X1, ... , Xn] e 
K[X 1, ... , XnJ, com K corpo. 
Teorema 1.2.3 (Teorema da Base de Hilbert para módulos) Se R é um anel Noetheriano 
e M é um R-módulo finitamente gerado, então M é Noetheriano. 
Dem.: Suponhamos queM= (m1,···,mn)· Então existe uma única aplicação linear sobre-
jetiva tp: Rn __,. M que leva ei em mi, onde (ei)i=I é a base canônica de Rn. É suficiente motltrar 
que qualquer submódulo U de Rn é finitamente gerado, pois todo submódulo de M é a imagem 
homomorfa de um submódulo de Rn. 
Para os elementos u = ( UJ, ... 1 un) E U, as primeiras componentes Ut formam um ideal I de R. 
Pela hipótese, I é finitamente gerado, ou seja, I = ( u~I), . .. , 1Ak)). 
Para n = 1, terminamos. 
No Ca.'io geral, con~ideramos elementos u(i} E U com primeiras componentes u~i), i= 1, ... , k. 
Para um n E U arbitrário, seja nr = LL1 nuii), n E R. Então u - 'Ef==l riu(i) é da forma 
(0, u2, ... 1 u~) e, portanto, é um elemento de U n Rn-I, onde Rn-I denota o :;,ubmódulo de Rn, 
consistindo dos elementos com primeira componente zero. Pela hipótese de indução, U n Rn-I 
t . t fi ., d ·" { } Ent" { (l) (k) } • • t d emums1sema mo egera.uores VJ, ... ,Vl. ao u , ... ,~L ,VJ, •.. ,vl eums1sema e 
geradores de U. o 
Agora, usando o Teorema da Base de Hilbert para módulos, podemos definir o conceito de 
apre:;,--entação finita de um R-módulo M, que será utilizado futuramente para o cálculo da álgebra 
simétrica do módulo M. 
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Definições 1.2.4 • A apresentação de M relativa a um sistema de geradores {m.dAEA de 
M é a seqüência e.rata 
O --t K --t R!'~ M --tO, 
onde a leva o elemento e>. da base canônica deRA em m.-\ e K := Ker(a). 
• Dizemos que M é um módulo finitamente apresentado ou que a seqüência é uma apre-
sentação finita de M se existe um n E IN e uma seqüência exata de R-módulos 
onde K é finitamente gerado. 
Vamoa ver que, se M é um R-módulo finitamente gerado e estamos supondo R Noetheriano, 
então M é finitamente apresentado. 
Com efeito, suponhamos queM= (m1, · ·-, 'Tn.n)- Assim, temoa a aeguinte apresentação de M: 
O ----+ K -+ Rn ~ M -+ O. 
Como K é um submódulo de Ifl' e este último é Noethcriano (pelo Teorema da Base de Hilbert 
para módulos), segue que K = (v1, · · ·, vm)· Logo, M é finitamente apresentado. 
Vamos também associar uma matriz a essa apresentação finita de M. 
Como K é finitamente gerado, podemos definir uma aplicação natural Rm ----+ Rn que leva o 
i-ésimo vetor da base canônica de Rm em Vi. A essa aplicação linear está associada uma matriz 
A, cujas colunas são exatamente os vetores v1 , •.. ,vm que geram K. Podemos então considerar a 
seguinte seqüência: 
que é exata, pois Im(A) = K = Ker(a). Essa matriz A é chamada matriz de relação de M. 
1.3 Anéis Graduados 
Definições 1.3.1 (a) Um anel graduado é um anel R junto com uma decomposição R= EBiEZRi 
(como um 'L-módulo} tal que R;Rj C R;+J• para todos i,j E Z. 
(h) Um R-módulo graduado é um R-módulo M junto com uma decomposição M = EBiEZMi 
(como um ?l-módulo} tal que R;Mj C Mi+j, para todos i,j E íl. 
(c) Uma R-álgebra A é graduada se A= EBiEZAi (como um R-módulo) e AiAj C Ai+j, para 
todos i,j E Z. 
Os elementos x E Mi são ditos homogêneos de grau i, os elementos x E & são também 
chamados i-formas. De acordo com essa definição, o elemento zero é homogêneo de grau arbitrário. 
O grau de um elemento homogêneo .1: é denotado por gr(x). Um elemento arbitrário x EM tem uma 
única apresentação .'C = Li Xi como uma soma de elementos homogêneos Xi E Mi. Os elementos Xi 
são ditos as componentes homogêneas de x. 
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Notemos que Ro é um anel com 1 E ~ (pois ~Ro C Ro e 1 = 1.1 E f4.R C R2i. logo, 
i= O) , que todos os somandos Mt são Ro-módulos (pois R0M; C Mt), e que .M = ffi;Ezlvf; é uma 
decomposição em soma direta de M como um ~-módulo. 
Definição 1.3.2 Sejam R um anel graduado, M = (f)iEZlYfi, N = (f)iEZNi dois R-módulos gradua-
dos. Um homomorfismo 1.p: M -t N é dito homogêneo de grau zero se ~.p(Mi) c Ni, para todo 
i E 7L. 
Definição 1.3.3 Sejam M um R-módulo graduado e N um submódulo de M. N é dito um 
submódulo homogêneo se ele é um módulo gmduado e a aplicação inclusão é um homomorfismo 
homogêneo de N em M. 
Observação 1.3.4 A Definição L3.3 é equivalente à condição Ni = N n Mi, \;fi E Z. 
Com efeito, se estamos supondo que N é um submódulo homogêneo de M, então j(Nt) C Mi, 
onde j é a aplicação inclusão. Logo, Ni c N n Mi. Por outro lado, se x E N n M;, como N 
é graduado, podemos escrever x = LkEZ nk = n; + Lk# nk, com nk E Nk C Mk, Vk. Como 
x, ni E Af;, segue que Lk#i nk E M;. Mas 'Lk#i nk E ffik#Nk C ffikoFilvh. Logo, Lk#i nk = O e 
X= n; E Ni· Portanto, N; = N n M;. 
Reciprocamente, se Ni = N n M, Vi, então j(Ni) C M;, Vi, onde j é a inclusão. Logo, N é 
homogêneo. 
Em outras palavras, N é um submódulo homogêneo de M se, e só se, N é gerado pelos elementos 
homogêneos de M que pertencem a N. Em particular, se x E N, então toda.-; as componentes 
homogêneas de x pertencem a N. Além disso, o quociente M/N é graduado da maneira natural: 
M/N ~ IJJ;ezM./(N n M;). 
Observemos que, se 1.p: M -t N é um homomorfismo homogêneo, então Ker(~.p) e Im(~.p) são 
homogéneoso definamo.s K er( <p) ~ IJJ;ez(K er(<p)) n M; ~ IJJ;ezK; e Im( <p) ~ IJJ;ez(Im( I')) n N;) ~ 
ffiiEZ7i e essas são de fato graduações para Ker(~.p) e Im(~.p). 
Proposição 1.3.5 Para um anel IN -graduado R (isto é, R = EBieN R;) cuja componente de grau 
zero é Ro, são equivalentes: 
i) R é um anel Noetheriano. 
ii) Ro é NoetheTiano e R é uma RD-álgebra finitamente gerada. 
Dem.: 
i) .:::::?- ii) Seja R+= EBn>ORn· Logo R= Ro EEl R+ e Ro Ç;:! R/ ~. 1 Assim, Ro é Noetheriano. Como 
~é um ideal de R, ele é finitamente gerado, digamos R+= (x1 , ... • x 5 ), e podemos tomar 
:r1, ... , Xs elementos homogêneos de R, de graus k1 , . .. , ks > O, respectivamente. Seja R' o 
subanel de R gerado por x 1, ••• ,x5 sobre Ro· Queremos mostrar que Rn C R', Vn;:::: O, onde 
R= ffin;:::oRn, por indução em n. É claro que isso vale para n = O. 
1Basta definir o homomorfismo que leva ro + Z::::n>O rn E R em ro e verificar que seu núcleo é fl+. 
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Seja n > O e seja y E Rn. Como y E R+, y é uma combinação linear dos x.i, digamos 
y = I:::=l n.i.'"Ei, onde ai E Rn-k, (convencionalmente R.n =O, Bem< 0). Como cada ki >O 
(e, logo, n -I; < n), a hipótese de indução mostra que cada a;. é uma polinomial nos x;'s 
com coeficientes em Ro. Assim, o mesmo vale para y e, portanto, y E R'. ABBim, R,, C R' e, 
portanto, R = R'. 
ii) ::::} i) Pelo Corolário I.2.2. o 
Exemplo 1.3.6 Dado um ideal I de um anel R, podemo.'! definir o anel graduado de I, que .'lerá 
Ele é de fato um anel gTaduado: se X = a + J111+1 E Im I rn+I e y = b + In+l E In I p+l) 
então definimo.'! x.y := ab + p+m+I E r+mjp-+m+J e esse resultado é independente da escolha 
dos representantes a, b de .r, y. Isso define o produto de elementos homogêneos de grr(R). Para 
elementos arbitrários, definimos o produto de maneira natural, tal que a lei distributiva valha. 
1.4 Variedades Algébricas Afins - Espectro de um Anel 
Vamos então definir alguns conceitos da Geometria Algébrica, que aqui servem como exemplos 
e aplicação da teoria desenvolvida. 
Definição 1.4.1 Sejam An(L) o n-espaço afim sobre um corpo L e K C L um subcorpo. Um 
subconjunto V C An(L) é chamado uma K-variedade algébrica afim se existem polinômios 
/1, ... , fm E K[XI, ... ,Xn] tais que V é a solução do sistema de equações 
em A!.'(L). 
Exemplos 1.4.2 • O conjunto solução de um sistema de equações lineares é chamado de va-
riedade linear. 
• O conjunto solução de uma equação f(X 1, .•• , Xn) = O, onde f E K[X1 , ... , Xn] é um 
polinômio não constante, é chamada de K-hipersuperfície. 
• O conjunto solução da equação f(X1 ,X2) =O, com f E K[X1,X2] um polinômio não cons-
tante, é chamado de curva algébrica plana. 
• Interseções finitas e uniões finitas de K-variedades afins são variedades afins. 
Definições 1.4.3 • Para um subconjunto V C An(L), o conjunto 
I(V) o~ {F E K[X1, ... ,Xn]; F(.T) ~O, \lx E V} 
é chamado o ideal de V em K[XI, ... ,Xn]· 
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• O conjunto de zeros, em AP(L), de um ideal I C K[X1, ... , Xn] é o conj1tnto 
V(J) :~ {x E A"( L); F(x) ~O, \f F E I}. 
• Dizemos que uma variedade V é irredutível quando temos: se V= V1 U V2 , onde Ví e V2 
são K-variedades, então V= Ví ou V= Vz. 
Observação 1.4.4 Podemos generalizar essa última definição: Um espaço topológico X é irre-
dutível se para qualquer decomposição X= A1 UAz, com A1, Az C X subconjuntos fechados de X, 
tivermos X= A1 ou X= A2. Um subconjunto X' de um espaço topológico X é irredutível se X' 
é irredutível como um espaço com a topologia induzida. Usando os conceitos básicos da topologia, 
concluímos que o fecho de um subconjunto irredutível de um espaço topológico é irredutível. 
Segue então: 
Proposição 1.4.5 A aplicação V f------7 I(V) do conjunto de todas as K-variedades V C An(L) no 
conjunto dos ideais I de K[X1 , ... ,Xn] com Vf =I é injetiva e reverte inclusão. Uma K-variedade 
V C .An(L) é irredutível se, e só se, seu ideal I(V) é primo. 
Usando o Teorema da Base de Hilbert, obtemos o seguinte corolário: 
Corolário 1.4.6 Para um ideal I de K[X1 , ••• ,XnJ, V(I) é uma K-variedade em An(L). 
Dem. : De fato, como K[Xr, ... , Xn] é Noetheriano, temos que I= (h, ... ,Jm). Logo V (I) é 
o conjunto solução do sistema de equações fi(XI, ... ,Xn) =O (i= 1, ... , m). D 
Também usando a definição de variedade, obtemos: 
Corolário 1.4.7 Se (V>.)>..EA é uma famz?ia de K-variedades em An(L), então n>.EA V), é uma 
K -variedade. 
Obtemos, portanto, que o conjunto das K-variedades formam os conjuntos fechados de uma 
topologia em An(L), chamada de topologia de Zariski. Se V C An(L) é uma K-variedade, entiio 
podemos munir V da topologia relativa, ou seja, os subconjuntos fechados W C V, chamados 
de subvariedades, são as K-variedades contidas em V. Obviamente, os subconjuntos da forma 
D(j) := V- V (f), f E K[X], são subconjuntos abertos de V e podemos mostrar, usando as 
propriedades básicas dos conjuntos zeros de um ideal, que esses conjuntos formam uma base para 
a topologia de V, ou seja, todo aberto de V é uma união finita de subconjuntos da forma D(f). 
Vamos enunciar agora o Teorema dos Zeros de Hilbert, para concluir que a aplicação definida na 
Proposição 1.4.5 é uma bijeção, quando L é algebricamente fechado. 
Teorema !.4.8 (Teorema dos Zeros de Hilbert) Se L é um corpo algebricamente fechado e 
I i: K[Xt, ... , Xn] é um ideal, então V(I) é não-vazio. 
Usando esse teorema, podemos demonstrar que: 
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Proposição 1.4.9 Seja LIK uma extensão de corpos1 onde L é algebricamente fechado. A aplicação 
V 1---+ I(V) define uma bijeção do conjunto das K -variedades V C A_n(L) no conjunto dos ideais I 
de I<[X,, ... ,Xn] com viJ ~I. Pam qualquer ideal I de K[X1, ... ,Xn] vale v'I ~ I(V(I)). 
A partir de agora, sempre que fabrmos de variedades afim>, comdderaremos L algebricamente 
fechado. 
Definições !.4.10 
afim. 
• Uma K -álgebra que é finitamente gerada sobre K é chamada K -álgebra 
• Para uma K-variedade V C A_n(L), 
é chamado o anel de coordenadas de V. 
Se V~ An(L), então K[V] ~ I<[X,, ... ,X0 ]. Os elementos f do anel de coordenadas K]V] 
de uma K-variedade V C An(L) podem ser considerados como funções f : V __. L. De fato, 
se f=F+I(VL com F E K[X1, ... ,Xn] ex= (xb ... ,xn) E V, então definamos f(x) = 
F(.r- 1, ... ,xn)· Essa definição é independente da escolha do representante F da classe de f. A 
relação dada em !.4.9 pode ser generalizada considerando as K-subvariedades de uma variedade fi-
xada V e os ideais de K[V]. Podemos falar no conjunto zero V v (I) de I em V (uma K-subvariedade 
de V) e para um subconjunto W C V, podemos falar no ideal anulador Iv(W) de W em K[V]: 
V v (I)'~ {x E V; f(x) ~O, li f E I} 
Iv(W) '~{!E K[V]; f(x) ~O, li f E W} 
Obtemos então: 
Proposição 1.4.11 Seja V C A_n(L) uma K-variedade. A aplicação W 1---+ Iv(W) que leva cada 
K -variedade W C V em seu ideal !v (VV) em K[V] é uma bijeção que reverte inclusão do conjunto 
de todas as K -subvariedades de V sobre o conjunto de todos os ideais I de K[V], com Vi = I. 
Para cada ideal I de K[V] temos -li= Iv(Vv(I)). Uma K-subvaríedade W C V é irredutível se, 
e só se, Iv(W) é um ideal prima de I<[V]. 
Veremos agora o conceito de espectro de um anel e a relação entre uma variedade afim e o 
espectro do seu anel de coordenadas. 
Definições 1.4.12 • Spec(R) é o conjunto dos ideais primos p de R, com p i- R. 
• Max(R) é o conjunto dos ideais maximais m de R. 
• Se I é um ideal de R, o conjunto zero de I em Spec(R) é V (I):= {p E Spec(R);p :J I}. 
• Dizemos que A C Spec(R) é fechado se exíste um ideal I de R tal que A= V(I). 
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• Portanto, está definida uma topologia em Spec(R), chamada topologia de Zariski em 
Spec(R). 
• Para um subconjunto arbitrário A c Spec(R), o ideal de A em R é o ideal I( A)= npEAP· 
Segue facilmente dessas definições que V(I(A)) =A, para qualquer A C Spec(R), onde A é 
o fecho de A em Spec(R). Analogamente ao que foi feito para o Teorema dos Zeros de Hilbert, 
podemos mostrar que: 
Proposição 1.4.13 Seja X= Spec(R). Para qualquer ideal I de R, I(V(I)) =..,fi. Os subcon-
juntos fechados de X cor-respondem bijetivamente aos ideais de R que são iguais aos seus radicais. 
Analogamente à Proposicao I.4.5, temos: 
Proposição 1.4.14 Seja X= Spec(R). Um subconjunto fechado A C X é irredutível se, e só se, 
I(A) é um ideal primo. 
Queremos investigar a relação entre uma variedade algébrica e o espectro do seu anel de coor-
denadas. Sejam LIK uma extensão de corpos, onde L é algebricamente fechado e V C A_n(L) uma 
K-variedade. Para qualquer x E V, o conjunto Px := Iv({x}) de todas as funções f E K[V] com 
f(x) =O é um ideal primo diferente de K[V]. Logo está definida uma aplicação tp: V_,. Spec(K[V]) 
que leva x em Px e que é contínua. Em geral, i.p não é injetiva nem sobrejetiva. Queremos mo::;trar 
que p E Spec(K[V]) está na Jm(<p) se, e só se, sua correspondente subvariedade Vv(P) C V tem 
um "ponto genérico", que é o conceito que definimos a seguir. 
Definição 1.4.15 Seja A um subconjunto fechado de um espaço topológico X. Dizemos que x E A 
é um ponto genérico de A se A = { x}. 
Se A tem um ponto genérico, então A é irredutível, pois A= {x} e {x} é irredutíveL Para 
p E Spec(K[V]), existe um .'1: E V com p = Px = Iv({x}) se, e só se, Vv(p) = {:r}, isto é, 
quando x é um ponto genérico de Vtr(p). Nem toda variedade irredutível tem um ponto genérico; 
por exemplo, se L= K, então {x} = {x}, para qualquer ponto :r E V. Entretanto, se o grau de 
transcendência de L sobre ]( é pelo menos n, então podemos mostrar que qualquer K-variedade 
irredutível V C A_n(L) tem um ponto genérico. 
Proposição 1.4.16 Seja X = Spec(R). Qualquer subconjunto fechado nao vazio e irredutível 
A C X tem um único ponto genérico p, que é p = I(A). 
Dem. 'Se pé um ponto genédco de A, então A~ {p} ~ V(I({p})) ~ V(p), logo I(A) ~ 
I(V(p)). Mas da definição de V e I segue que I(V(p)) ~ VJT ~ p. Logo, p ~I( A). 
Em geral, por L4.14, I(A) = npEA.P é um ideal primo de R. Aplicando a regra {x} = V(l( {.T })) 
para x ~I( A), vemos que {I( A)}~ V(I(A)) ~A~ A, isto é, I(A) é um ponto genérico de A. D 
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Chamamos o radical do ideal zero de um anel R, denotado por Jú, de nilradical de R. Ele 
consiste dos elementos nilpotentes de R. Ainda, dado um ideal I de um anel R, dizemos que o 
ideal primo p de R é um divisor primo de I se p ~ I, e dizemos que p é um divisor primo 
minimal de I se p é o menor ideal primo de R que contém I. Usando a proposição anterior, 
podemos mostrar que, se R tem ::;omente um número finito de ideais primos minimais p 1, ••• ,ps, 
então J0 = nf=t Pi· 
I.5 Dimensão de Krull de Anéis e Altura de Ideais - Teorema do 
"Going-Down" - Teorema da Normalização de Noether 
Definição 1.5.1 Se X f:- 0 é um espaço topológico, a dimensão de Krull de X, denotada por 
dimX, é o suprr;mo dos comprimentos n de todas as cadeias 
de subconjuntos fechados e irredutíveis Xt de X. Por convenção, o espaço topológico vazio tem 
dimensão de Krull -1. Se Y f:- 0, a codimensão codimxY de Y em X é o supremo dos 
comprimentos das cadeias 1.1, com Xo = Y. 
Definições 1.5.2 {a) A dimensão de Krull de um anel R, denotada por dimR, é a dimensão 
de Krull de Spec(R), ou seja, é o supremo dos comprimentos n de todas as cadeias de ideais 
primos 
(!.2) 
em Spcc(R). 
(b) A altura de um ideal primo p E Spec(R), denotada por ht(p), é o supremo dos comprimentos 
n das cadeias de ideais primos com p = Pn em !.2. Paro um ideal arbitrário I i- R, a altura 
de I é definida como o -ínfimo das alturas dos divisores primos de I, ou equivalentemente, o 
ínfimo das alturas dos divisores primos minimais de I. 
(c) Chamamos dim(I) = dim(R/I) a dimensão ou co-altura do ideal I. 
Segue então que dim.(]J) = dim(V(JJ)) e ht(Jb) = codimspeo(R)V(p), Vp E Spec(R). 
Para uma K-variedade V C .An(L), como as cadeias de subconjuntos fechados irredutíveis de 
V correspondem bijetivamente às cadeias de ideais primos de Spec(K[V]), segue que dim(V) = 
dim(K[V]). 
Exemplos 1.5.3 • No anel polinomial K[X1, ... , XnJ, onde K é corpo, temo:; que 
é uma cadeia de ideais primos, logo dim(K[X1, ••• ,Xn]) 2: n. Veremos que na verdade 
dimK[X1, ... ,Xn] = n, com o auxílio do Teorema da Normalização de Noether. Como 
conseqüência, dim(An(L)) = n e, logo, variedades afins são de dimensão finita. 
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• Em um domínio fatorial R, os ideais primos de altura 1 são exatamente os ideais principais 
gerados por elementos primos. Em particular, segue que domínios de ideais principais que 
não são corpos têm dimensão de Krull 1. Logo, dim(Z) = 1 e dim(K[X]) = 1. 
Estudaremos agora algumas proposições que nos levarão ao Teorema da Normalização de 
Noether, de fundamental importância para o cálculo da dimensão de álgebras afins e variedades 
afins. Sejam SjR uma extensão de anéis e I um ideal de R. 
Definição 1.5.4 Dízemos que x E S é integral sobre I se existe um polinômio mônico f de grau 
n, com f- xn E I[ X], tal que f(x) =O. Dizemos que a extensão SjR é inteira se todo x E Sé 
integral 80bre R. 
Proposição 1.5.5 Para x E S as seguintes afirmações são equivalentes: 
a) x é integral sobre I. 
b) R[.Tj é finitamente gerado como um R-módulo ex E jiR[x]. 
c) Existe um subanel S' de S com R[x] C S' tal que S' é finitamente gerado como um R-módulo e 
x E .,JJSi. 
Dern.: 
a) => b) Seja f= X"+ a1xn-l +···+a,, com a; E I tal que f(x) =O. Todo g E R[ X] pode 
ser dividido por f, isto é, g = q.f +r, com q,r E R[X],gr(r) < gr(f), ou r= O. Como 
g(x) = r(x), vemos que {l,x, ... ,xn-l} é um sistema de geradores do R-módulo R[ X]. De 
f(x) =O, segue que xn E IR[X], logo, x E yiiR[X]. 
b) ==?-c) Basta colocar S' = R[x]. 
c) ~ a) Se {w1, ... , w1} é um sistema de geradores do R-móduloS' e .Tm E IS', então podemos 
escrever 
ou 
I 
XmWi = L PikWk 
k=l 
:2)xmÓik- Pik)Wk =O (i= 1, · .. ,/). 
k=l 
Além disso, 1 = Li:=:: i bkwk, para alguns bk E R e logo det(xmbik - Pik) = O. A expansão 
completa do determinante resulta em 
onde n = m.l e a; E I. D 
Corolário 1.5.6 Se x~, ... ,xn E S são integrais sobre I, então R[x1 , .•• ,xn] é um R-módulo 
finitamente gerado e .7:i E J I R[.Tl, ... , Xn], para i = 1, ... , n. 
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Dem. Basta usar a Proposição 1.5.5 e indução. o 
Corolário 1.5. 7 O conjunto R de todo.'J os elementos de S que são integrais sobre R é um subanel 
de S . .Ji'R é o conjunto dos elementos de S que são integrais sobre I. 
Dem. : Para .r, y E R, R[x, y] é um R-módulo finitamente gerado. Pela Proposição 1.5.5, 
.T: + y, x- y, .r:.y E R. Se x E Sé integral t>obre I, então x E .jiR[:r] C ViR, por 1.5.5. 
Reciprocamente, se x E .f?R, então xm E IR[xJ, ... ,xn], para adequados x 1, ... ,Xn E R. 
Como R[x1, ... ,xn] é um R-módulo finitamente gerado, por 1.5.5 segue que x é integral sobre I. O 
Definição 1.5.8 Dizemos que R é o fecho integral de R em S. Dizemos que R é integralmente 
fechado em S se R = R. Um domínio que é integralmente fechado no seu corpo de frações é dito 
normal. 
Exemplo 1.5.9 Qualquer domínio fatorial R é normal. Em particular, Z e R[X1, ... , Xn], :;e R é 
fatorial, são normais. 
De fato, sejam K o corpo de frações de R e x E K integral sobre R. Consideramot> a equação 
e uma representação x = r/ s, r, s E R, s f:. O, onde r e s são primos entre si. Depois de multiplicar 
a equação por i", obtemoii: 
Se existisse um elemento primo de R que divide s, então ele também dividiria r, uma contradição. 
Portanto, s é uma unidade de R e x E R. 
Para uma extensão inteira de anéis SI R, existe uma íntima relação entre as cadeias de ideais 
primos de R e aquelas de S. Essa relação é dada pela Teoremas de Cohen-Seidenberg ( "Going-Up" 
e "Going-Down"), que iremos apenas enunciar. Seja 
cp: Spec(S) 
q 
~ Spec(R) 
~ qnR 
que é uma aplicação contínua. Se q E Spec(S) e p = dJ. n R, dizemos que 1j_ está sobre p. 
Proposição 1.5.10 Seja SIR uma extensão inteira de anéís. 
1. Se ~'icq', com q,q' E Spec(S), então p ~ qnR'icP' ~ q'nR. 
2. Se p E Spec(R), então existe~ E Spec(S) tal que q n R~ p. 
Teorema 1.5.11 (Teorema do "Going-Up") Seja SIR uma extensão inteira de anéis. Para 
qualquer cadeia de ideais primos Po~Pr ~ ··· ~Pn em R e para qualquer· Q}o que está sobre p0 , 
S contém uma cadeia de ideais primos ljo ~ I}_ r S: · · · ~ l}_n 1 com Qj; n R= Jb; (i = O, ... , n). 
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Corolário 1.5.12 Seja SIR uma extensão inteira de anéi8. Então dim(S) = dim(R). 
Proposição 1.5.13 (Teorema de "Going-Down") Seja SIR uma extensão inteira de anéis, 
onde R e S são domínios e R é normal. Seja Po~ ']Ir uma cadeia de primos em Spcc(R) e fj_r um 
ideal primo de S que está sobre p 1 . Então, existe um Q}_o E Spec(S) com Ujo Ç; fj_1 e q0 n R = Po-
Por fim, enunciaremos o Teorema da Normalização de Noether, cuja prova omitiremos por ser 
muito extensa. Antes, porém, veremos os conceitos de elementos algebricamente independentes e 
grau de transcendência, usados no referido Teorema. 
Sejam S um conjunto e R um anel comutativo. Denotaremos por R[S] o anel polinomial de S 
sobre R; seus elementos são da forma La(v)M(v)(S) """"La(v)ITxeSXv(x), onde (v) varia entre as 
aplicações de Sem IN que é O, para quase todo x, e a(v) =O, para quase todo (v). 
Em particular, se S ~ {X1, ... , Xn). então R[S[ ~R[ X~, ... , Xn]. 
Definição 1.5.14 Sejam Klk uma extensão de corpos e S c K. Dizemos que os elementos S 
(ou S) são algebricamente independentes sobre k se sempre que La(v)M(v)(S) =O- onde 
a(v) E k e quase todo a(v) = O - tivermos todo a(v) = O. 
Podemos colocar uma ordem parcial no conjunto dos subconjuntos algebricamente indepen-
dentes de K pela inclusão. Pelo Lema de Zorn, existem elementos maximais nesse conjunto. 
Definição 1.5.15 Um subconjuntoS de K que é algebricamente independente sobre k e é maximal 
com relação à inclusão será chamado base transcendente de K sobre k. 
Observação 1.5.16 a) Se K = k(T), então T contém uma base transcendente de K sobre k. 
b) Se Sé uma base transcendente de K sobre k, então K é algébrico sobre k(S). 
Podemos mostrar que 
Teorema 1.5.17 Seja Klk uma extensão de corpos. Quaisquer duas bases transcendentes de K 
sobre k têm a mesma cardinalidade. 
A partir detlse resultado, podemos definir: 
Definição 1.5.18 O grau de transcendência de K sobre k é a cardinalidade de uma base 
transcendente de K sobre k. 
Teorema 1.5.19 (Teorema da Normalização de Noether) Sejam A uma álgebra afim sobre 
um corpo K, I C A um ideal com I i- A. Existem naturais 6 ~ d e elementos Y1 , ... , Yd E A tazs 
que: 
a) Y1, ... , Yd são algebricamente independentes sobre K. 
b) A é finitamente gerado como um K[Y1, ... , Yd]-módulo. 
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Se K é infinito e A = K[xi, . .. , xn], também temos: 
d) Para i= 1, ... , 6, ~ é da forma Yi =L~= I aikXk, aik E K. 
Definição 1.5.20 Para uma K -álgebra afim A i- O, K[Yí, ... , Yd] c A é dita uma normaliza-
ção Noetheriana, se Y~, ... , Yd são elementos algebricamente independentes sobre K e A é um 
K[Y1 , ... , Yd] -módulo finitamente gerado. 
Do Teorema da Normalização de Noet.her e dos Teoremas de Cohen-Seidenberg seguem im-
portantes resultados a respeito das dimensões de álgebras afins e suas cadeias de ideais primos. 
Dizemos que uma cadeia de ideais primos é maximal se não existe uma cadeia de comprimento 
maior que o dessa cadeia e que contenha todos os ideais primos dessa cadeia dada. 
Proposição 1.5.21 Seja A uma K-álgebra afim.. Se K[lí_, ... , Yd] C A é uma normalização 
Noetheriana, então dim(A) = d. Além. disso, se A é um domínio, então todas as cadeias ma-
ximais de ideais primos de A têm. o mesmo comprimento d. (Em particular, isso vale para a 
álgebra polinomial K[Y1, ... , Yd]-J 
Em particular, segue que álgebras afins sempre têm dimensão de Krull finita. 
Corolário 1.5.22 Sejam p C fj ideais primos da álgebra afim A, com q f:- A. Todas as cadeias 
maximais de ideais primos que começam com p e terminam com l!j têm o mesmo comprimento, 
que édim(A/p) -dim(Ajq). 
Corolário 1.5.23 Sejam. 'Jbi, ... ,'fbs ideais primos minimais da K-álgebra afim A e seja Li o corpo 
de frações de A/'fbi, i= 1, ... , s. Então: 
a) dim(A) = ma.ri=l, ... ,s{gr.tr.K(Li)}. Em particular, dim(A) = gr.tr.K(L), se A é um domínio 
com corpo de frações L. 
b) Se dim(Ajp,) é independente de i= 1, ... ,s, então para todo p E Spec(A): 
dim(A) ~ ht(p) + dim(Ajp). 
Dem. : Como toda cadeia maximal de ideais primos de A começa com um dos pi, é suficiente 
mostrar as afirmações para domínio::;. Se A é domínio e K[Yí, ... , ld] C A é uma normalização 
Noetheriana, então, como AIK[YI. ... , Yd] é inteira, d1:m(A) = d = gr.tr.K K[Y1, ... , ld] = gr.tr.KL. 
A fórmula dim(A) ~ ht(p) + dim(Ajp) segue de 1.5.22. D 
Corolário 1.5.24 Se A é uma K -álgebra afim, então dim(A) é o número má.'Eimo de elementos 
de A que são algebricamente independentes sobre K. Se B c A é outra K -álgebra afim., então 
dim(B) 00: dim.(A). 
Em particular, se B c A são duas K-álgebras afins, então gr.tr.B(A) = dím(A)- dún(B). 
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I. 6 Localização 
Sejam R um anel, S C R um subconjunto fechado multiplicativamente (por convenção, 1 E S) e 
M um R-módulo. Denotaremos, para cada r E R, por /-Lr : M---)- Ma aplicação tal que flr(m) = rm. 
Queremos introduzir os conceitos de módulo e anel de frações, assim como o que existe para o corpo 
de frações de um domínio. 
Definição 1.6.1 Um R-módulo M junto com uma aplicação linear i : M ----> Ms é chamado um 
módulo de fraçõesde M com conjunto denominador S (ou por S) se: 
1. Para todos E S,J-t8 : lvfs---)- Ms é bijetiva. 
2. Se N é qualquer R-módulo para o qual !Js : N----+ N é bijetiva, para todos E S, e se j: lvf--+ N 
é qualquer aplicação linear, então existe uma única aplicação linear l : Ms ---+ N com j = l oi. 
A aplicação i é dita a aplicação canônica no módulo de frações. 
Para construir o módulo de frações de um R-módulo M, denotado por Ms, consideramos a 
relação de equivalência em M x S 
(m, s) "' (m', s') {:::} 3s" E S; s"(ms' - sm') = O. 
e denotamos por ~a classe de equivalência do representante (m, s). Ms será o conjunto das classes 
de equivalência e i : M -+ Ms a aplicação natural m 1------J. m/1, 'r:lm E M. Define-se naturalmente a 
soma e o produto em lvfs: 
m m' ._ s'm+sm' 
8 + 7 .- ss1 e r.m :=!!!!,r E R 
' ' 
e verifica-se que essa construção resulta realmente no módulo de frações de M por S. 
No caso especial em queM= R, temos o anel de frações de R por S. 
Exemplos 1.6.2 • Se R# O é um domínio e S = R- {0}, então Rs é o corpo de frações de 
R e i : R -+ Rs é a imersão de R no corpo de frações que identifica r E R com a "fração 
imprópria" f. 
• Sejam R f O um anel e S o subconjunto fechado multiplicativamente dos elementos regulares 
de R. Nesse caso, Rs é chamado anel total de frações de R, denotado por Q(R). 
• Sejam R um anel e g um elemento de R. Temos que S = {l,g,g2 , ••• ,} é um subconjunto 
fechado multiplicativamente de R. Nesse ca::;o, o módulo de frações de lvf por S será denotado 
por M9 e o anel de frações de R por S, por Rg. 
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.. ' ' ' 
• Seja R qualquer anel. Temos que S := R - p é fechado multiplicativamente. O anel de 
frações de R por S será denotado por Rp e será chamado de anel local do ideal primo p 
de R ou a localização de R em p. Rp é, de fato, um anel local. Seu ideal maximal mp 
consbte dos elementos p/ s, com p E p , s E S e é claro que esses elementos formam um ideal 
de R. Além disso, se r I s E Rp - mp é dado, então r r/. Jb e r I s é uma unidade de Rp com 
inverso slr. Portanto, mp é um ideal maximal de Rp, e não existem outros. 
Usando a propriedade universal de definição do módulo de frações, podemos mostrar que seM é 
um R-módulo e S C R é um subconjunto fechado multiplicativamente de R, então Ms ~ Rs ®R M. 
Vamos estudar agora as principais propriedades dos módulos e anéis de frações. Consideraremos 
R um anel, .M um R-módulo e S C R fechado multiplicativamente. 
Definições 1.6.3 • O submódulo de torção de M é o conjunto 
T(M) = {mE M; ::ls E R regular tal que sm = 0}. 
• Dizemos queM é livre de torção se T(M) =O. 
• Dizemos que um elemento u E lvf é um elemento de torção de lvf se n E T(Jvf). 
Podemos relacionar esse conceito com a aplicação natural i: M--+ Ms, quando considerarmos 
S o conjunto dos elementos regulares de R. Como Ker(i) ={mE M; ::ls E S com sm = 0}, então 
nesse caso Ker(i) = T(M). Logo, M é livre de torção se, e só se, i é injetiva. Em geral, i: R--+ Rs 
é injetiva se, e só se, S não tem divisores de zero de R. 
Podemos conseguir informações locais-globais, ou seja, obter informações globais a partir das 
informações em cada localização: 
Proposição 1.6.4 M =O se, e só se, Mm =O, para todo mE Ma.rc(R). 
Dem. : Se Mm =O, para todo mE Max( R) e nEM é dado, então existes E R- m tal que 
sn =O. Logo, Ann(n) não está contido em nenhum ideal maximal de R. Portanto, Ann(n) =R e, 
logo, 1 E Ann(n), o que significa que n =O. D 
Definição 1.6.5 O suporte de M é o conjunto 
Snpp(M) '= {p E Spec(R); Mp i' 0). 
Proposição 1.6.6 Se M é finitamente gerado, então 
Snpp(M) = V(Ann(M)) = {p E Spec(R);p D Ann(M)). 
Em particular, Supp(M) é um subconjunto fechado de Spec(R). 
Podemos mostrar que: 
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Proposição 1.6.7 SeM é um R-módulo Noetheriano, então Ms é um Rs-módulo Noetheriano. 
Se R é um anel Noetheriano, então Rs também é Noetheriano. 
Proposição 1.6.8 Seja i : R.....,. Rs a aplicação canônica, L o conjunto de todos os p E Spec(R) 
com p n S = 0. Então: 
a) Todo (/ E Spec(Rs) é da forma (/ = p s, para um p E 2: unicamente determinado. 
b) Spec(i) : Spec(Rs) .....,. Spec(R) define um homeomorfismo de Spec(Rs) sobre "E, considerado 
com a topologia relativa da topologia de Zariski. 
c) Para todo p E 2::, temos ht(ps) = ht(p) e para qualquer ideal I de R com ls f. Rs temos 
ht(Is) 2> ht(I). 
d) dim(Rs) :5 dim(R). 
e) Se R é um anel fatorial e O rf. S, então Rs também é fatorial. 
Corolário 1.6.9 Para qualquer p E Spec(R),Spec(Rp).....,. Spec(R) define um homeomorfismo de 
Spec(Rp) sobre o conjunto de todos os ideais primos contidos em p. Temos ht(p) = dim(Rp)· 
Usando a propriedade universal de definição do módulo de frações, temos: 
Proposição 1.6.10 As seguintes regras são válidas: 
• SeU C M são dois R-módulos, então (NI/U)s ~ Ms/Us. 
• Se I é um ideal de R e S' é a imagem de Sem R/I, então (R/I)s' ~ Rs/Is. 
• Se M ~ N _!_.. P é uma seqüência exata de R-módulos e aplicações lineares, então a 
. ._ · d R 'd l M as N ~s P ' t sequencw e s-mo u os s ---'~- s ---'~- s e exa a. 
Exemplos 1.6.11 1. Sejam I um ideal de R, p E Spec(R) contendo I e p' a imagem de p em 
R/ I. TemotJ o seguinte isomorfismo canônico: 
(R/ I)p' "' Rp/ Ip. 
No caso I = p resulta no isomorfismo: 
Q(R/p)"' Rp/PRp 
O corpo residual do anel local Rp pelo ideal maximal p Rp é portanto isomorfo ao corpo de 
frações de Rfp. 
2. Se R f. O é um domínio e (j E Spec(R), então existe um isomorfismo canônico 
Q(R) "'Q(R~). 
Aqui R.g se identifica com o conjunto dos r/s E Q(R), com r E R e s E R- if· Podemos 
considerar os anéis locai::; como subanéis de Q(R); naturalmente eles têm o mesmo corpo de 
frações. 
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Proposição 1.6.12 Se P, Q são submódulos de M, então P = Q se, e só se, Pm = Qm, para todo 
mE Max( R). 
Dern. 'Temos ((P + Q)/Q)m. 9! (Pm. + Qm.)/Pm. e ((P+ Q)/P)m. 9! (Pm + Om)/Pm. Se 
Pm. ~ Qm.,'im E Max( R), então (P+ Q)/Q ~ (P+ Q)/P ~O, po• 1.6.4. Logo, P ~ Q. D 
Corolário 1.6.13 Uma seqüência de R-módulos e aplicações lineares lvf ~ N L P é e.mta se, 
e só se, para todo mE Max{ R), a seqüênáa Mm ""rn Nm .!!!!!:. Pm é exata. 
Dem. : Se K := Ker(f3) eU:= Im(a), vemos facihnente, usando as definições, que Km = 
Ker(f3m) e Um= Im(a.m). Por L6.12, K =Use, e só se, Km =Um, 'rim E Ma.r-(R). O 
1.7 Lema de Nakayama- Cota de Forster-Swan 
Definição 1.7.1 Sejam R um anel eM um R-módulo finitamente gerado. Um sistema de gera-
dores de M com o menor número de elementos dentre os sistemas de geradores de M é dito um 
sistema minimal de geradores de Me seu número de elementos é denotado por J-t(l\l). 
Quando trabalhamos com módulos sobre anéis locais, o seguinte lema é de fundamental im-
portância: 
Lema 1.7.2 (Lema de Nakayama) Seja I um ideal de R que está contido na interseção de todos 
os ideais maximais de R. Sejam M um R-módulo qualquer e N c M um submódulo tal que M/N 
é finitamente gerado. SeM= N +IM, então M = N. 
Dern. : M := M/N tem um sistema minimal de geradores {m1, ... , mt}· Suponhamos t >O. 
Como lvi = IM, existe uma equação 
' 
mt. = L ajmj (aj E I,j = 1, ... 1 t). 
j=l 
Como atE I C m, para todo mE Max( R), então 1- até uma unidade em R. De (1- at}m.t = 
L}:l ajm.j, segue que m 1 E (m1, · · ·, mt-1). Isso contradiz a hipótetle de minimalidade do sistema 
de geradores. Portanto t =O, logo M = N. O 
Corolário 1.7.3 Sejam (R, m) um anel local, K = Rjm seu corpo residual e Jvf um R-módulo 
finitamente gerado. Para elementos m 1 , • • • , mt E 1\II, as seguintes afirmações são equivalentes: 
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(b) As classes residuais m1, ··· ,mt E M/mM dos Tni formam um sistema de geradores do 
K -espaço vetorial M jmM. 
Dem.: De Mjm,}vf = (mi,···,mt} segue queM 
(m1 , · · ·, mt), pelo Lema de Nakayama. 
(m1, · · ·, mt) + mM e assim M 
Do corolário anterior e do~ fato::; conhecidos ::;obre espaços vetoriai::;, resulta: 
Corolário I. 7.4 Sob as mesmas hipóteses do lema anterior, temos: 
(a) p(M) = dimK(MjmM). 
o 
(b) m1, .. ·,mt EM formam um sistema minimal de geradores de M se, e só se, suas classes 
residuais m 1, · · · ,mt E MjmM formam uma base de MjmM. 
(c) Se m1, · · ·, mt é um sistema mini mal de geradores de M e se 
t 
L;r;m; =O (r; E R) 
i= I 
então n Em, para i= 1, · · ·, t. 
(d) Qualquer sistema de geradores de M contém um sistema minimal. 
(e) Os elementos m1, · · · mr EM podem ser estendidos a um sistema minimal de geradores de M 
se, e só se, suas classes residuais m1 , · · ·, m,. E MjmM são linearmente independentes sobre 
K. 
Esses resultados nos dão informações sobre a geração de módulos sobre anéis locai::;. Passamos 
agora para anéis globais. 
Definição 1.7.5 Para p E Spec(R), denotamos por 11-p(M) o número mínimo de elementos em 
um menor sistema de geradores do Rp-módulo lvfp-
Podemos mostrar que 
Teorema 1.7.6 Sejam X= Spec(R) Noetheriano e de dimensão de Krullfinita eM um R-módulo. 
Então 
p(M) <: b(M) := max{!Lp(M) + dim V(p ); p E X n Supp(M)), 
onde b(M) é chamado a cota de Forster-Swan. 
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1.8 Teorema do Ideal Principal de Krull - Aplicações - Anéis Lo-
cais Regulares 
O Teorema do Ideal Principal de Krull dará uma cota inferior para o número de geradores de 
um ideal em um anel Noetheriano. 
Teorema 1.8.1 (Teorema do Ideal Principal de Krull) Sejam R um anel Noetheriano e 
(n) f:- R um ideal principal de R. Então ht(p):; 1, para qualquer divisor primo minimal Jb de (a), 
e ht(p) = 1 se a não é um divisor de zero de R. 
Sua generalização é a seguinte: 
Teorema 1.8.2 (Teorema Generalizado do Teorema do Ideal Principal de Krull) Sejam 
R um anel Noetheríano e I =f R um ideal gerado por m elementos. Para qualquer divisor primo 
minimal Jb de I, ht(p) s; m. 
Como a altura de um ideal I i- (1) é definida como o ínfimo das alturas dos divisores primos 
de I, segue pelo Teorema Generalizado de Krull que um ideal I# (1) em um anel Noetheriano 
sempre tem altura finita, pois ht(I) :::; J.t(J). 
Definições 1.8.3 Seja I ::j:. R um ideal em um anel Noetheriano R. 
a) Dizemos que I é uma interseção completa se ht(I) = j.t(I). 
b) Dizemos que I é localmente uma interseção completa se Im é uma interseção completa 
em Rm, para todo m E M ax(R) com I c m. 
Definição 1.8.4 Um ideal lJ de um anel R é chamado primário se qualquer divisor de zero de 
R/fj é nilpotente. 
Equivalentemente, se a, b E R com a.b E llJ. e a fi llJ., então existe um n E IN com bn. E I!]_. 
Observação 1.8.5 Podemos mostrar, usando as definições, que o radical de um ideal primário é 
um ideal primo. Se fJ. é primário e p = -llJ, dizemos que i[ é um ideal p-primário. 
Proposição 1.8.6 Sejam (R, m) um anel Noetheriano local, i[ um ideal m-primário. Então 
/L(~) 2 dim(R). Em particular, !L(m) 2 dim(R). 
Dem. : Como m = -llJ é a interseção dos ideai:::; primos que contêm "f, supondo que p é 
um divisor primo minimal de q, temos quem C p. Como m é maximal, segue quem = p. 
Logo, m é o único divisor primo minimal de fj_. 
!L( 'f) 2 ht(m) ~ dim(R). 
Pelo Teorema Generalizado de Krull, segue que 
D 
Definição 1.8. 7 Se (R, m) é um anel Noetheriano local, então J.t(m) é chamada a dimensão de 
mergulho de R, e é denotada por edim(R). 
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Como acabamos de ver, edim(R) ~ dim(R). 
Temos a recíproca do Teorema Generalizado de Krull: 
Proposição 1.8.8 Seja R um anel Noetheriano. Se p E Spec(R) tem altura m, então existem 
elementos a1, ... , am E p tais que p é um divisor primo minimal de (a 1, ... , am). 
Para a dimensão de Krull de anéis locais Noetherianos, temos a seguinte descrição: 
Corolário 1.8.9 Em um anel Noetheriano local (R, m) existe um ideal m-primário (j que é uma 
interBeção completa: f.l( idq) = dim(R). Temos dim(R) = min{J-l( fj); f!}_ é m-primário }. 
Dem. : Sejam:= dim(R) = ht(m). Pela Proposição 1.8.8 existem elementos a 1 , ... ,amEm 
tais que ·m é o único divisor primo minimal de Qj := (a1, ... ,am)- Logo, Spec(RjflJ_) tem somente 
um elemento, que é mjq. Como mjfl}_ é o nilradical de R/f/}_, os elementos de mjflJ_ são nilpotentes 
e os elementos fora de m/ flJ_ são unidades. Logo, os divisores de zero de R/ flJ_ são nilpotentes e 
portanto f!J. é primário. Como m é o único divisor primo minimal de I!J., segue que VffJ = m. Assim, 
f.-l(I!J.) ~ m = dim(R) !.8.6 ~ p(I!J.), ou seja, p,(f!J_) = dim(R). Portanto fj é uma interseção completa. 
Como f.l( l!j1) 2': dim(R), para qualquer ideal m-primário l!j1, a fórmula da dimensão também segue. O 
Definição 1.8.10 Um conjunto {a1 , ... , ad} de elementos de um anel Noetheriano local (R, m) de 
dimensão d é chamado um sistema de parâmetros de R se ele gera um ideal m-primário. 
Pelo Corolário !.8.9, tal sistema sempre existe. 
Queremos obter uma caracterização das interseções completas de anéis Noetherianos arbitrários. 
Definição 1.8.11 Um sistema de elementos {a1, ... ,am},m 2': O de um anel R é chamado inde-
pendente se as Be_quintes condições são válidas: 
a) (a1 , ... ,a,) i' R. 
b) Se F E R[Xt, ... ,Xm] é um polinômio homogêneo com F(a1, ... ,am) 
coeficientes de F estão contidos no J(a1 , . .. , am)-
O, então todos os 
Lema 1.8.12 Seja R[X] o anel polinomial sobre um anel Noetheriano R. Para qualquer ideal I 
de R com I i R, temos ht(IR[X]) = ht(I),ht((I,X)R[X]) = ht(I) + 1 e se dimR < oo, então 
dimR[X] = dimR + L 
Teorema 1.8.13 Em um anel Noetheriano R, seja I= {a1 , ... , Um) f R dado. Então ht(I) = m 
(e logo I é uma interseção completa) se, e só se, {a1, ... ,am} é independente. 
Corolário 1.8.14 Sejam a h ... , aa elementos no ideal maximal de um anel Noetheriano local 
(R,m) de dimensão d. {a~, ... ,ad} é um sistema de parâmetros de R se, e só se, {a1, ... ,ad} 
é independente. 
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Vamos agora fazer um estudo dos anéis locais regulares. 
Definição 1.8.15 Um anel Noetheriano local R é chamado regular se edim(R) 
seja. se o ideal maximal de R é gerado por dim(R) elementos. 
dim.(R), ou 
Nessa terminologia, podemos definir o conceito de ponto regular de uma variedade. Considere 
uma variedade afim V C An e um ponto .7: E V. Ao ponto .r,= (a1, ... ,o.n) está associado o ideal 
maximal m = (X1 - a1, ... , Xn -ar,) :,l I( V). Dizemos que x é regular se K[VJm é um anel 
regular, onde m ~ mjl(V). 
Exemplos 1.8.16 Exemplos de anéis locais regulares são os corpos e os anéis locais R{1r)' onde R 
é um anel fatorial e 1r é um elemento primo de R, pois dimR(1r) = 1 e o ideal maximal de R(1r) é 
gerado por :rr. Em particular, os anéis locais Z(vJ' onde pé um número primo, são regulares. 
Mais exemplos são obtidos a partir do seguinte resultado: 
Proposição 1.8.17 Se (R, m) é um anel local regular, então R[X]q também é regular, para todo 
qESpec(R[X]), com.qnR~m. 
Corolário 1.8.18 Se K é um. domínio de ideais principais, então K[X1 , ... , Xn]tJ é regular, para 
qualquer q E Spec(K[X1, ... , Xn]). 
Em particular, se R= K[X1 , ... ,XnJ, onde K é corpo, então Rp é regular, para todo p E 
Spec(R). 
Observação 1.8.19 Anéis locais regulares são domínios e integralmente fechados em seu corpo de 
frações. 
Definição 1.8.20 SejaM um R-módulo. Dizemos que a E R é um elemento M-regular (ou 
não é um divisor de zero de M) se ax =O, com x EM implica que x =O. Uma seqüência 
{a1, ... , am}, m. 2: O de elementos de R é chamada uma seqüência !v/-regular se: 
b) Para i= O, ... , m. -l,n.i+1 não é um divisor de zero de Mj(a 1, ••• ,a..;)M. 
No caso em que !vi= R, também dizemos que a 1 , .•. ,am é uma R-seqüência. 
Observação 1.8.21 Se a 1 , ... ,an são algebricamente independentes sobre o corpo K, então eles 
formam uma K[a1 , ... , an]-seqüência. 
De fato, primeiro observamos que a 1 não é divisor de zero de R= K[a1 , ... , n-n]: 
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Suponhamo::; agora que Oi não seja divisor de zero de Rf(at, ... 1 Cli-t)R. Podemos definir a 
aplicação 
K[ai+L ... , an] 
{
' o 
Uj 
sej=1, ... ,i 
se j =i+ 1, ... , n 
cujo núcleo será o ideal (a.1, ... , a;) de R. 
Logo, Rj(at, .. . , ai) R ~ K[G.iH, ... , nnJ, que é domínio. 
Portanto, supondo que O.i+di+l =O em R/(a1 , ••• , at.)R, devemos ter ]iH =O e segue que O.i+l 
não é divisor de zero de Rj(a1 , ... , a;)R. 
Observação 1.8.22 1. Se (R,m) é um anel local regular, então qualquer sistema minimal de 
geradores { a1, ... , aa} de m é um sistema de parâmetros de R e uma R-seqüência. Qualquer 
subsistema { a-; 1 , ••• , Clid} gera um ideal primo de R. 
2. (R, m) é local regular se, e só se, qualquer sistema minimal a1, ••• ,ande geradores de m é 
independente. 
De fato, se (R,m) é regular, então a1 , ... ,an é um sistema de parâmetros de R e pelo 
Corolário 1.8.14, {a1 , ••• , an} é independente. 
Reciprocamente, se a1, ... ,an são independentes, então, pelo Teorema 1.8.13, ht(m) = n e, 
logo, R é regular. 
1.9 Anéis Cohen-Macaulay 
Sejam M um módulo finitamente gerado sobre um anel Noetheriano R e I um ideal de R 
com IM -=1-M. Para qualquer R-seqüência {at, ... ,am} temos (at, ... ,a;)M -=1- (at, ... ,a;+l)M, 
para i = O, ... , m - 1. Como M é um módulo Noetheriano, :o.-egue que qualquer R-seqüência 
{a1, ... ,am}, com ai E I pode ser estendida a uma seqüência maximal, isto é, uma seqüência 
M-regular {a1 , ... , an} C I, n ~ m tal que qualquer a E I é um divisor de zero de Mj(ai, ... , an)M. 
Podemos mostrar que 
Proposição 1.9.1 Quaisquer duas seqüências maximais M -regularetJ em I têm o mesmo número 
de elementos. 
Definição 1.9.2 SeJ·am R um anel Noetheriano, I um ideal de R com IM f:. Me M um R-módulo 
finitamente gemdo. O número de elementos de uma seqüência M -regular em I maximal é chamado 
a I-profundidade de M, denotada por d(I, M) ou a graduação de M com relação a I. Se R 
é local e I é seu ideal maximal, então chamamos d(I, M) simplesmente de profundidade de .M 
e escrevemos d(M). Em particular, está definido d(R). 
Com esse conceito, obtemos o ::;eguinte critério para interseções completa.s: 
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Proposição 1.9.3 Sejam R um anel Noetheriano e I f:. R um ideal de R com Ji = I. I é 
uma interseção completa em R se, e só se, I é gerado por uma R-seqüência. Em particular, uma 
variedade afim é uma interseção completa se, e só se, seu ideal no anel polinomial é gerado por 
uma seqüência regu!ar. 
Vamot:> agora discutir a relação entre a profundidade de um módulo e sua dimemão de Krull. 
Definição 1.9.4 A dimensão de um módulo M sobre um anel R é a dimensão de Krull de 
R/Ann(M). 
É claro que para M = R, não há nada de novo. Se M é um R-módulo finitamente gerado, então 
os divisores primos minimais de Ann(JVI) são também os elementos primos de Supp(Jvf). Assim, 
temos a fórmula: 
dim.(M) = SUPpESupp(M){dimRjp). 
Proposição 1.9.5 Seja (R, m) um anel Noetheriano local e M ::j: O um R-módulo finitamente 
gerado. Então 
d(M) :S dim(M). 
Definição 1.9.6 Seja M um módulo finitamente gerado .sobre um anel Noetheriano R. Se R é 
local, dizemos que M é um módulo Cohen-Macaulay se M = O ou .se d(M) = dim(M). No 
caso geral, M é um módulo Cohen-Macaulay se Mm, considerado como um Rm -módulo, é 
Cohen-Macaulay, para todo mE Max(R). R é chamado um anel Cohen-Macaulay se, como 
um R-módulo, R é Cohen-Macaulay. 
Com esse conceito e algum; resultados que não convém mostrar aqui, concluímos que 
Proposição 1.9. 7 Sejam (R, m) um anel Cohen-Macaulay e { a 1 , ... , arn} um sistema de elemen-
tos em m. Então { a 1 , ... , am} é uma R-seqüência se, e só se, {ar, ... , am} pode ser estendido a 
um sistema de parâmetros de R. Em particular, os sistemas de parâmetros de R são exatamente 
as R-seqüências maximais em m. 
Exemplos 1.9.8 1. Qualquer módulo finitamente gerado de dimensão O sobre um anel Noethe-
riano é Cohen-Macaulayi em particular, qualquer anel Noetheriano de dimensão O é Cohen-
Macaulay. 
Com efeito, pela Proposição I.9.5, d(Mm) ::; dim(Mm) 
Max( R). Assim, Mm é Cohen-Macaulay, Vm E Max( R). 
2. Qualquer anel Noetheriano regular é Cohen-Macaulay. 
O; logo, d(Mm) O,Vm E 
De fato, se R é regular, ou seja, se Rm é regular, Vm E Ma.r(R), então mRm é uma in-
terseção completa, logo mRm é gerado por uma seqüência regular de comprimento dirn(Rrn)-
Assim, d(mRm) 2: dim(Rm) e logo vale a igualdade. 
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3. Se K é um corpo, então R= K[X1,X2]/(Xf,X1X2) não é Cohen-Macaulay. 
De fato, se m é o ideal g·erado pelas imagens de X 1 e X 2 em R, então é claro que m contém 
e:;tritamente o ideal de R gerado pela imagem de X 1 ; logo, dim(Rm) ~ 1. Por auto lado, 
como X1 e X2 são divisores de zero de R, segue que mRm só tem divisores de zero, logo, 
d(mRm) =O. Portanto, R não é uma interseção completa. 
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Capítulo li 
, 
As Algebras Simétrica e de Rees de 
um Ideal 
Neste capítulo, vamos ver as definições da álgebra simétrica de um módulo e da álgebra de Reet~ 
de um ideal, além de suas principais propriedades. Por fim, faremos o cálculo das dimensões das 
álgebras simétrica e de Rees, esta última no caso em que o anel R é domínio. 
Il.l A Álgebra Simétrica de um Módulo 
Esta seção introduz o conceito da álgebra simétrica de um módulo e estabelece os principais 
resultados ligados a essa definição, bem como fornece o cálculo da álgebra simétrica de um módulo 
qualquer num anel Noetheriano. 
Definição 11.1.1 Dados um anel R e um R-módulo M, a álgebra simétrica de M é uma 
R-álgebra S(M) junto com um homomorfismo de R-módulos 1/JM : M ___.. S(M) que satisfaz a seguinte 
propriedade universal: Para qualquer R-álgebra comutativa A e qualquer homomorfismo de R-módulos 
i.p: M-----> A, existe um único homomorfismo de R-álgebras cf;: S(M) ----->A tal que o diagrama abaixo 
é comutativo. 
Observação 11.1.2 1. Se (S', 1jl) for uma R-álgebra que também satisfaz a propriedade uni-
venml de definição da álgebra simétrica, então existe um único isomorfismo cf; de S(JVI) em S' 
tal que rpo'lj;M = 1);'. (Por isso, podemos usar a notação S(M) para a álgebra simétrica de M.) 
De fato, como (S', 1);1) e (S(M), 1/Jp.J) satisfazem a propriedade universal das álgebras simétricas, 
temos que existem i.p: S' -----> S(M) e rjJ: S(M) -+ S' tais que os seguintes diagramas são co-
mutativo.':l: 
S' 
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M~S' 
''Ml ? 
S(M) 
Logo, temos: 
1/JM = !.p O 'lj/ = (r.p O c/J) O 1/JM 
e 
Obviamente, os diagramas abaixo também são comutativos: 
M ~S(M) 
"'1 if' 
S(M) 
1v1 Ls' 
S' 
Pela unicidade da definição de álgebra simétrica, devemos ter r.p o cp = id = ~o r.p, ou seja, cjJ 
é um isomorfismo. 
2. Se (S(M),'Ij;M) é a álgebra simétrica de M, então 'lj;M(M) é um conjunto de geradores da 
álgebra S(M). 
De fato, considereS' a subálgebra de S(M) gerada por 'lj;M(M). Existe r:f;: S(M) --+ S' tal que 
r:f; o 'lj;M = 1./JM. Podemos considerar t:/J: S(M) --+ S(M). Como ido 'ljJM = 1/JM, pela unicidade 
devemos ter t:/J = ·id. Logo, S(M) = 81• 
M~S' 
"'1 , 
S(M) 
Vamos mostrar que, dado qualquer R-módulo M, existe uma álgebra simétrica de M. Para 
isso, precisamos definir e mostrar a existência da álgebra tensorial de M. 
Definição 11.1.3 Sejam R um anel eM um R-módulo. Sejam dados uma R-álgebra não-comutativa 
T(M) e um homomorfismo de R-módulos (}M : M--+ T(M). Dizemos que (T(M),BM) é uma 
álgebra tensorial de M se a seguinte condição é satisfeita: Se r.p é qualquer homomorfismo de 
R-módulos de M em uma R-álgebr-a A, então e.Ti.ste um único homomorfismo T da álgebra T(M) 
em A tal que r o ()M = r.p. 
Observação 11.1.4 De forma análoga à que foi mostrada para a álgebra simétrica, podemos 
mostrar que: 
1. Se (T', (}') é uma R-álgebra que também satisfaz a condição de definição da álgebra tensorial, 
então existe um único isomorfismo {j: T(M) --+ T' tal que ó o eM= 81. 
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2. Se (T(M),BM) é uma álgebra tensorial de M, então BM(M) é um conjunto de geradores da 
álgebra T(M). 
Afirmação: Dad0 qualquer R-módulo M, existe uma álgebra tensorial em M. 
De fato, consideremos paracadan E IN o R-módulo Tn(M) = M~M e seja T(M) = EBn:::-:oTn(M), 
nvezes 
onde T"(M) ~R, T 1(M) ~ M. Então, 
• T(M) tem uma estrutura de R-álgebra: 
Para cada par de inteiros n, m, ~O, definimos uma aplicação linear Pnm : Tn(lvf) ®Tm(M) --+ 
yn+m(M), que é a associatividade, sem, n > O, e é a multiplicação por escalar canônica, se 
m = O ou n = O. Logo, definimos para Xi E lvf, a E R, que 
(xi® ·· ·®xn).(.Tn+J ®···®xn+m) = Xt® ··· ®xn ®xn+l ® ·· ·®xn+m (II.l) 
<>.(xl 0 .. · 0 Xn) <>(Xl 0 · · · 0 Xn) (11.2) 
e definimos por linearidade uma multiplicação em T(M). Essa multiplicação é associativa e 
tem elemento unidade 1 E R= TÜ(M). 
• Definamos o homomorfismo de R-módulos 
BM •M~ T(M) 
x 1--t (O,x,O, . .. ) 
Então BM é um isomorfismo de M sobre um submódulo de T(M), pois (}M é injetiva. 
Para mostrar que (T(Jvf), BM) é uma álgebra tensorial em M, seja <p : M --+ A um homomorfismo 
de R-módulos, onde A é uma R-álgebra qualquer. Vamos definir uma aplicação T : T(M) --+ A, tal 
que o diagrama abaixo seja comutativo. 
Para qualquer n > O, a aplicação 
<f!n:MX···XM--+ A 
"--...-' 
nvczes 
é R-multilinear. 
Pela propriedade de produto tensorial, existe uma aplicação R-linear 
Tn > T"(M) ~ A 
Xt 0 · · · ®Xn 1--t <p(.7:t). · · · .<p(:rn) 
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e também definamos 
Seja 
Então: 
• roBM=i.p: 
ro: R- A 
a~----'" o:.l 
T' T(M) ~ A 
L~o Yi ~----'" L~o Ti(y;) 
To BM(.x) ~ x(O,x,O, .. . ) ~ n(x) ~ l'(x). 
• r é um homomorfismo de R-álgebras: 
Pela construção, r(l) = 1, logo por linearidade, é suficiente mostrar que r(.Ty) = r(x)r(y), 
para x E Tn(M) e y E -rn(M) (n, m >O) e também podemos supor que .T = Xt 0 · · · ® Xn e 
y ~ Xn+! ® · · · ® Xn+m· Pela fócmula 11.1, x(x)x(y) ~ [~?(xJ) · · ·~?(Xn)].[<p(xn+l) · · · <p(Xn+m)] ~ 
i.p(x1 )···i.p(Xn+m) =r(xy). Sen = Ooum= O, podemossuporquex =a E Rey =Xt®· ·· ®.Tn 
E T"(M) e pela fócmula Il.2, x(x)x(y) ~ a.(x1 ® · · · ® Xn) ~ a(x, ® · · · ® x,.) ~ x(xy). 
• Unicidade de r: 
Para cada fami1ia finita (xi)i=I de elementos de M temos, pela definição de produto em T(M), 
que Xt®· · ·®xn = OM(xt) · · · OM(xn)· De fato, se n =O, isso é verdade. Suponhamos que n >O 
e e::~sa igualdade válida para n -1. Daí, OM(xl) · ··BM(.r.n) = [OM(xt) ···OM(xn-t}]BM(xn) = 
(xt ®· · ·®Xn-d®xn = .Tt ®· · ·®xn· Como ro(}M = r.p, temas r(.Tt®· · ·®.Tn) = tp(.Tt) · · · r.p(xn), 
para n;:::: 1 e r( a)= a.l, logo temos a unicidade de T determinada por tp. 
Portanto, (T(M), OM) é uma álgebra tensorial de M. 
Observação 11.1.5 T(M) é uma álgebra graduada, pois T(M) = EBn;::::oTn(M) e T"(l\1).Tm(!VI) C 
yn+m(M). 
Proposição 11.1.6 Sejam M um R-módulo, (T(M),OM) uma álgebra tensorial de M. Suponha 
que r.p : M--+ A é uma aplicaçdo linear, onde A é ·uma álgebra graduada, e que os elementos de 
1p(M) são homogêneos de grau 1 em A. Então e.'Eiste um único homomorfismo r: T(M) --+ A tal 
que r o (}M = IP e r é homogêneo de grau O. 
Dem. : Se XI,··· ,Xn E M, então r(xt ® · · · ®xn) = r.p(xt) · · ·~.p(xn) é homogêneo de grau nem 
A. Segue que os elementos de r(T"(Jvf)) são homogêneos de grau n, se n >O, e T é homogêneo. D 
Finalmente, vamos mostrar que dado um R-módulo ]1.1, existe uma álgebra simétrica de M. 
Seja (T(M), ()M) uma álgebra tensorial de M. Denote por KM o ideal gerado em T(Jvf) pelos 
elementos eM(x)eu(Y)- Ou(y)OM(x), para quaisquer x, y EM. Sejam S(M) a álgebra T(M)/ KM 
e n: T(M) --+ S(M) a projeção canônica. 
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Sejam 'lj;M = 1!' o OM, A uma álgebra comutativa e r.p: M _____,.A um homomorfismo de R-módulos. 
Como (T(Jvf),BM) é uma álgebra tensorial em M, existe um homomorfi~:~mo de R-álgebras r de 
T(M) em A tal que r o (}M = 1.p. 
M !.M. T(M)--'!..; S(M) 
'!f; Ti ~ 
A 
Se x,y EM, então 7(8M(.r.)BM(y) -OM(y)BM(x)) ~ <p(x)<p(y) -<p(y)<p(x) ~O. Logo, o núcleo de 
r contém o conjunto dos geradores de I<M, e, logo, contém I<M. Assim, existe um homomorfismo 
de R-álgebras~: S(M) ~A tal que 7 ~ ~o1r, definido por t+KM ~ 7(t),t E T(M) (~está bem 
definido pois KM C Ker(r)). 
Temos ifJ o 1/JM = ifJ o 1r o (}M =r o BM = r.p. Como BM(M) é um conjunto de geradores de T(M), 
'lj;M(M) = 1i(OM(M)) é um conjunto de geradores de S(M) (pois 1!' é sobrejetiva) e, portanto, não 
pode existir mais que um homomorfi:;mo t:/J de S(M) em A tal que ifJ o 1/JM = r.p (pois t:P o '1/JM = r.p = 
~'o ~JM => ~(s) ~ ~(1/JM(m.)) ~ <p(m.) ~ ~'(,PM(m)) ~ ~'(s), '<fs E S(M) => ~ ~ ~'). 
Portanto, (S(M),'Ij;M) é uma álgebra simétrica de M. 
Observação II.l. 7 1. S(M) é uma álgebra comutativa. 
De fato, para quaisquer x, y EM, temos: 1/JM(x)I/JM(y) ~ 1r(BM(x)BM(y)) ~ 1r(B,(y)BM(.r.)) ~ 
1f;M(y)1/JM(x) e como 'lj;M(M) gera S(M), temos que S(M) é comutativa. 
2. S(M) é uma álgebra graduada. De fato, como S(M) = T(M)/KM e Ku é gerado por 
elementos homogêneos de grau 2, então I<M é um ideal homogêneo e como T(lv!) é graduado, 
segue que S(M) é graduado. 
3. Se A é uma R-álgebra graduada e r.p : M _____,. A é um homomorfismo de R-módulos, então t:/J é 
um homomorfismo homogêneo, :;e supusermos que os elementos de rp(M) são homogêneos de 
grau 1 de A. 
De fato, 4J(x1 0 · · · 0 xn) = r.p(a:l) · · · r.p(xn) é homogêneo de grau nem A. Logo os elementos 
de 4>(Sn(M)) são homogêneos de grau nem A. Portanto, 4> é homogêneo. 
Exemplo 11.1.8 SeM é um R-módulo livre finitamente gerado de posto n, então S(M) é o anel 
polinomial R[ TI, . .. , Tn]· 
De fato, temos que M ~ Rn e consideremos 1/Jr..[ : M - R[T1 , ... , Tn] um homomorfismo de 
R -módulo:; definido por Ci ~---+ 7;, onde {eii 1:::; i:::; n} é a base canônica de M. Observe que 'lj; está 
bem definido, pois M é livre. 
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Considere qualquer R-álgebra comutativa A e qualquer homomorfismo de R-módulos 1p : M __, A. 
M~A 
~1 P' 
R[1\, · · · ,Tn] 
Definamos <f: R!TJ, ... , Tn] ~A por f(T,, ... , Tn) ~ f('Ph), ... , <p(en)). Temos que <;0(1/,M(e,)) ~ 
cP(T;.) = ip(ei), isto é, cP o 'lj;M = tp. Como cP(Ti) = tp(ei) 1 então cP é unicamente determinado por 
<f o ,PM ~ 'P· Logo, S(M) ~ R!TJ, ... , Tn]. 
Queremos calcular a álgebra simétrica de um módulo qualquer, como fizemos no exemplo ante-
rior. Para isso, as próximas proposições serão fundamentais. 
Proposição 11.1.9 Sejam R um anel, M, N dois R-módulos e u : M ---1- N um homomorfismo 
de R-módulos. Então, existe um. único homomorfismo de R-álgebras u' : S(M) ---1- S(N) tal que o 
diagrama abaixo é comutativo. 
M....!!__.N 
~Ml ~~N 
S(M)~S(N) 
Dem. 
Como (S(M),'Ij!M) é a álgebra simétrica de Me S(N) é uma álgebra comutativa, segue que 
existe um único homomorfismo de R-álgebras u' : S(lvi) ___. S(N) tal que o diagrama acima é 
comutativo, donde segue a proposição. D 
Observação 11.1.10 
por S(u). 
L O homomorfismo n 1 definido na proposição anterior será denotado 
2. Analogamente, definimos o homomorfismo I(u): T(M) ---1- T(N). 
Proposição 11.1.11 Seu: }vf ___. N é um homomorfismo sobrejetivo de R-módulos, então T(u) : 
T(M) - T(N) é sobrejetivo e seu núcleo é o ideal de T(M) gerado pelo núcleo p deu. 
lvf~N 
BM 1 jBN 
T(M)~T(N) 
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Dem.: 
M~N 
8N01L 8
"1 '. l"N 
T(M)!!::J T(N) 
Temos Tn(n): T"(M) ~ T"(N), onde P(n) = n®·· ·®ué sobrejetivo e T"(u): T"(M) ~ 
..__..., 
nvezes 
yü(N) é bijetivo. Além disso, o núcleo Tn de Tn(u) é o submódulo de rn(A-f) gerado pelos produtos 
.r1 0 · · · ® .Tn, onde pelo menos um dos Xi pertence a p. Isso mostra que o núcleo T = Efln;::rTn de 
T(u) é o ideal gerado por p em T(M). O 
Proposição 11.1.12 Seu: M .- N é um homomorfismo de R-módulos sobrejetivo, então S(u) : 
S(M) .- S(N) é sobrejetivo e seu núcleo é o ideal de S(M) gerado pelo núcleo p de ?1 .. 
Dem. :Ponhamos v= T(u): T(M)- T(N), que é sobrejetiva. Temos que v(KM) = KN· 
De fato, 
o v( BM(.x)BM(Y) - BM(y)BM(x)) = BN ( n(x))BN( u(y)) - BN( u(y) )BN( n(x)) => v(KM) C KN 
• BN(x')BN(y')- eN(y')BN(.x') = BN(u(x))BN(u(y))- eN(u(y))BN(u(x)) = v(B,(x))v(BM(y))-
v(BM(y))v(BM(x)) = v(BM(x)BM(y)- BM(y)BM(x)) => KN C v(KM)· 
Se I= Ker(v), temos que v-1(KN) = I+ KM. Como S(u) : T(M)/KM ~ T(N)/KN, 
deduz-se de v por passagem ao quociente que S(u) é um homomorfismo sobrejetivo cujo núcleo é 
I'= (I+ KM)/KM. Como [é gerado pelo núcleo p deu, o mesmo vale para I'. O 
Proposição 11.1.13 Se Af = (rnt, ... , rnn), então 
n 
S(M) ':>' R[Xr, ... , Xn]/q = R[Xr, ... , Xnl/(L a;jX,), 
i""l 
onde A= (aij)nxm e a matriz de relação de Me lJ = (Li""1 CiXi; Li""1 Cimi =O). 
Dem. : SejaM= (m1, · · ·, mn), com R Noetheriano. Temos uma apresentação finita de M: 
onde A= (aij)nxm é a matriz de relação de M, {IJ; 1 _:::; j _:::; rn} e {ei; 1 .:::; i.:::; n} são as bases 
canônicas de Rm e Rn, respectivamente. Pelas proposições vistas acima, temos o diagrama abaixo 
com a::; linhas exata::;: 
Rn i.p M -----7 O 
J l 
R[Xr, · · ·, Xn] ~ S(M)~O 
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Logo, S(M) o, R[ X!, ... , Xn]/ J, onde J é o ideal de R[X1, ... , Xn] gerado por l::i~ 1 c, X; tais que. 
Lr=r e;,mi = o. Logo, 
( :~ ) E Kcr(~) = Im(~) ~ ( ~ ) =A. (: ) m n n m ~ Ci = L"'idj ~ LCiX; = L(L a;;d;)X, j=l i=l !=l j=l 
Por outro lado, A.fi = L?=r a;jei é uma coluna de A e A./j E Im(1/J) = Ker(rp); logo, 
Li=I a;jmi = rp(A.fi) =O e, portanto, L:i=r aijXi E J. 
Astdm, J = (2::7=1 aijXi). O 
Como aqui e:;tamos sempre considerando os anéis Noetherianoo, essa é a descrição da álgebra 
simétrica de um módulo que m;aremos daqui para a frente. A partir disso, podemos tirar duas 
propriedades importantes da álgebra simétrica: Dados M um R-módulo, p um ideal de R e S' um 
subconjunto fechado multiplicativamente de R, temos: 
• SR(M) ®Rjp o, SR/p (MjpM) 
A partir da apresentação finita de M, podemos concluir, usando as propriedades do produto 
tensorial, que: 
onde 1f = 'ljJ ® 1, 7p = rp 01, A= (aij)nxm é a matriz de relação de Me A é a matriz de 
relação de M ® R/p ~ M/pM. Então, considerando {h; 1 _::::; j _::::; m} e {ei; 1 _::::;·i_::::; n} as 
bases canônicas de Rm e Rn, respectivamente, temos: 
n n n n 
Logo, A= (aij)nxm e pelo exemplo II.l.l3: 
= R[ XI, ... , Xn] j = S (M) R/ 
("" ··X·) ®R P R ® p. L..,t=l a11 1 
• SR(M) ® Rs• ""SR,,(Ms•) 
De novo, pela apresentação finita de JI.;J e propriedades do produto tensorial e da localização, 
temos: 
onde 1j} = 'lj; ® 1, lj5 = <p ® 1, A = (aij)nxm é a matriz de relação de lvf e A é a matriz de 
relação de M0Rs' ~ Ms'· Então, considerando as mesmas bases canônicas do caso anterior, 
temos: 
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Logo, A= (f )nxm e 
Il.2 A Álgebra de Rees de um Ideal 
Definição 11.2.1 Dados um anel R e um ideal (/}, de R, chamamos a álgebra de Rees de (/}, ao 
conjunto 'RR((JJ,) = {co+ c1T + · · · + c,.rn E R[T]; e; E (JJ,i, Vi;::: 0}, onde (JJ,0 =R e (JJ,1 = (JJ,, 
Quando está claro qual é o anel R, denotamos a álgebra de Rees simplesmente por R((fL). 
R( UI) é de fato uma R-álgebra: 
o b,cER(&) =>b+cER(&). 
De fato, b = bo + b1T + · · · + &nrn,c =co+ c1T+ · · · + c.nrm, com b;_, e; E (JJ,i. Assim, b+ c= 
(bo+eo)+ (61 +cl)T+···+(bs+cs)T8 , onde s = max{n,m} e bi =O, 'di> n,q =O) 'fi> m. 
Como bi,C.: E (JJ,i, temo~ bi + q E m/. Logo, b+c E R(UL). 
• 1 E 'R(QJ,), pois 1 E R= ULo. 
o b,c E R(&)=> b.c E R(&). 
De fato, b = bo + brT + ··· + bnr'l,c =co+ crT + ··· + c.nrm-, com bi,C; E (JJ,'. Logo, 
b.c =ao+ arT + ·· · + a,.,+nJm+m,onde ak = bock + b1ck-I + ·· · + bk-1c1 + bkC1J- Como 
bi,Ci E m,i, então bick-i E UL' e, logo, ak E ULk e b.c E R((fl). 
o b ~ bo + b1T + · · · + bnT" E R(m), r E R=> r.b E R(m)• 
Como r.b = rbo + rb1T + · · · + rbnrn e rbi E m/, então r.b E R( (fl). 
Como, pela definição, 'R( l!t) = REB &Tffi &2T 2 EB · · ·, segue imediatamente que ela é uma álgebra 
graduada. 
Se OL = (a1 , ... ,a,.,), então R(UL) = R[a1T, ... ,anT]. Como estamos supondo R Noetheriano, 
então teremos R(UL) também Noetheriano, para cada ideal UL de R. Nesse caso, podemos definir o 
epimorfismo homogêneo 
Xi f--1- aiT 
Denotamos o núcleo desse epimorfismo por f!j_00 e sabemos que f!j_00 é um ideal homogêneo. Seja 
f um polinômio homogêneo de R[Xr, ... , Xn], isto é, f= Lv,+--+v,=d Pv1 , ... ,vnxr1 ···X~". Logo, 
f(arT, ... ,anT) = (Lv 1+ .. ·+v.,_=dPv 1 , .. ·,vna~ 1 ···a~n)Td = f(at, ... ,an)Td e segue que f E lJoo {::;> 
f(aJ, ... ,an) ~o. 
Definição 11.2.2 Dado um ideal QL de um anel R, chamamos R( f!L)[T- 1] de anel de Rees gene-
ralizado de OL. 
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Temos que R(m)[T-1] é um subanel de R[T,T-1]. Afirmamos que: 
Com efeito, vamos chamar tal conjuntc. de B. É óbvio que R{m)c B e que y-l E B. Logo, 
R(m)[T-1] c B. Por outro lado, dado b = b-rT-r + ··· + b-rT-1 + bo + btT + · ·· + bs'P, com 
bi E Qlj, b_i E R, temos bo + b1 T + · · · + b5 T 8 E R(QL) e b_i E R C R(QI,). Assim, b E R(QL)[T- 1]. 
II.3 Dimensões da Álgebra Simétrica e da Álgebra de Rees 
Proposição 11.3.1 Seja ifJ : A --+ B um homomorfismo de anéis Noctherianos. Sejam p E 
Spec( B) e q = qF 1 (p) (que denotaremos por p n A). Então 
ht(Jb) S ht(q) + ht(JbjqB). 
Dem. : Substituindo A por A"l e B por B1h podemos supor que (A, q) e (B,p) são anéis locais 
tais que p nA= q. De fato. supondo que ht(JbBp) S ht(l/jA~) + ht(pBp/1/fBp), como ht(p) = 
ht(JbBp),ht(q) = ht(iljA~) e ht(JbBp/1/fBp) = ht((Jb/I!JB)p) = ht(pjqB), então, substituindo na 
desigualdade anterior, teremos ht(p) :::; ht( q) + ht(p I Qj B). A partir dessa redução, devemos mostrar 
que dim{B) S dim(A) + dim(B/I!JB). 
Seja 0.1, .•. , ar um sistema de parâmetros de A e ponhamos I = ( o. 1 , ... , ar). Como .jj = lj e f1J 
é finitamente gerado, então f!jn C I, para algum n >O. Logo, ([jn B c IB C qB. Assim, os ideais qB 
e IB têm o mesmo radical. Segue da definição que dim(BIUJ.B) = dim(BI I B). Se dim(BI IB) = s 
e se {lh, ... , bs} é um sistema de parâmetros de B I I B, então bt, ... , b8 , a 1, ... , ar é um sistema de 
parâmetros de B. Assim, dim.(B) ~r+ s. D 
Lema 11.3.2 Sejam A um subdomínio Noetheriano e B um domínio finitamente gerado sobre A. 
Sejam p E Spec(B) e fJ. = p nA. Então, 
ht(Jb) S ht(ilj) + gr.tr.AB- gr.tr.K(q)K(Jb) 
onde gr.tr ... 1B é o grau de transcendência do corpo de frações de B sobre o corpo de frações de A, 
K(p) = c.fr.(Bjp) e K(q) = c.fr.(Ajq) = A~jqAq 
Dem.: Seja B = A[o:,, ... ,xnl· 
Por indução em n, é suficiente considerar o caso n = 1. Com efeito, suponhamos que o lema 
esteja mostrado para B' = A[.Tt, ... ,.Tn-d· Sendo B = A[xJ, ... ,xn] = A[.r,t, ... ,Xn-tHxn] = 
B'[xn], temos que B é finitamente gerado sobre B' e, pelo Teorema da Base de Hilbert, B' é um 
domínio Noetheriano. Aplicando o cru;o n = 1, concluímo::; que, para f!J' = p n B', vale: 
h.t(Jb) S ht(q') + gr.tr.B'B- gr.tr.K(~')K(p). 
Como 1!J. = p nA = f!J.' nA, aplicando a hipótese de indução, vale: 
ht(ilj') S ht(i!j) + gr.tr.AB'- gr.tr.K(~)K(I!J'). 
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Como gr.tr.AB = gr.t.wB + gr.tr.AB' e gr.tr·K(t!J.)K(p) = gr.tr.K(u]')K(p) + gr.tr.K(qjK(q'), então 
ht(p) S: ht(q) + gr.tr.AB- gr.tr.K(q)K(p). 
Então, seja B = A[:r]. 
Substituindo A por J4 e B por BUJ. = Aq[x], podemos supor que (A, lj) é um anel local. De 
fato, suponhamos que a desigualdade foi mostrada para os anéis locais, ou seja, 
ht(JIBq) S: ht(qAq) + gr.tr.AqBq- gr.tr·K(qAq)K(pBq). 
Como ht(p) = ht(JIBq), ht(q) = ht(l/jAq), gr.tr.AqB, = gr.tr.AB, K(Q[Aq) = c.fT.(Aq/1/fAq) = 
k(l!j), K(pBq) = c.fr.(Bq/PBq) = c.fr.(Bjp) = K(p), segue, substituindo na desigualdade 
aCima, que 
ht(p) S: ht(q) + gr.tr.AB- gr.tr.K(q)K(p). 
Sejam k = K(l/j) = A/1/f e I= {!(X) E A[XJ; f(X) = 0}. Assim, B =A[ X]/ I. 
Caso 1: I= (O) 
EntãD B = A[X],gr.tr.AB = 1 e B/fjB = A[X]jqA[X] = (Ajq)[X] = k[X] (e logo 1/jB é 
primo). Portanto, ht(JI /QJB) S: dim(B/QJB) = 1, isto é, 
ht(JI /QJB) = { 1, se p ~ qB 
O, se p = fJB 
Noprimeirocaso,gr.tr.,K(p) =0. Defato,seqB <;;p,então(O)<;;P =P/1/fB <;;B/I!fB"' 
k[X]. Como k é corpo, k[X] é um domínio de ideais principais e portanto p = (f(X)). Assim, 
k[X]jp ~ k[:r:], onde x é uma raiz de J, ou seja, k[X]/P é algébrico sobre k. Por outro lado, 
k[X]jp = ;~:; = Bjp. 
Logo, gr.tr.,K(JI) = gr.tr.,(c.fr.(B/p)) = gr.tr.,(c.fr.(k[X]/P)) =O. 
No caso em que p = ljB, temos que gr.tr.kK(p) = 1. De fato, como Bjl!j_B = k[X], segue 
que 1 = dim,(BjqB) = gr.tr.;(c.fr.(BjqB)) = gr.tr.,(c.fr.(Bjp)) = gr.tr.,K(p). 
Logo, ht(pjqB) = 1- gr.tr.kf<(JI). Por outro lado, poc 11.3.1, ht(JI) S: ht(q) + ht(JijqB). 
Logo, vale a desigualdade ht(]J):::; ht(f!J_) + 1- gr.tr.kK(]J). 
Caso 2: I # (O) 
Então gr.tr.AB = O, pois, pela hipótese, existe f E A[X] - {O} tal que f(x) = O, bto é, 
x é algébrico sobre A. Seja p* a imagem inversa de p em A[X] pela projeção canônica 
A[XJ-". A[X]/I. Logo, p = P'/I e K(p) = c.fr.(Bjp) = c.fr.(A~~w) = c.fr.(A[X]jp') = 
K(p*). Temos que A n I = (O) (pois i E A n I ::::;.- i = 1r(i) = 0), logo 1r é injetora em 
A (pois 1r(a) = 1r(a') :::::> a -a' E In A => a = a'). Portanto, se K = c.fr.(A), então 
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ht(J) = ht(JK[X]) S dim(K[X]) = 1. Como I # (O) e I é primo, temo' ht(I) = 1. As-
sim, pela Proposição 113.1, ht(]J) ::; ht(p*)- ht(I) = ht(p*) - 1. Por outro lado, como 
p* nA='}} temos pelo Caso 1 que ht(p*) ::; ht(q) + 1-gr.tr.kK(p*) e como já mostramos 
que K(p ') = K(p ), 'egue a afirmação. o 
Lema 11.3.3 Seja B um domínio Noetheriano que é finitamente gerado sobre um subanel A. Su-
ponhamos que e.'tista um ideal primo q de B tal que B = A+ f![ e A n q = O. Então: 
dim(B) = dim(A) + ht(q) = dim(A) + gr.tr.AB 
Dem. : Podemos supor que dim(A) é finita. 
• Primeiramente, vamos supor que A = k, onde k é corpo e vamos mostrar que ht( q) = gr.tr.kB-
Como E= k[x1 , ... ,xn], pelo Teorema da Normalização de Noether, existem Y{, ... , Y~ E B 
algebricamente independentes sobre k tais que a extensão B I k[Y{, .. . , Y~] é inteira. Como 
B = k ffi lf_, então fi' = Yi +a;, com Yi E (fj_ e a; E k. Logo, Yt, ... , Ym são algebrica-
mente independentes sobre k, k[Y{, ... , Y~] = k[Y1 , ... , Ym] e (Y1 , ... , Ym) C Qj. Portanto, 
(Yt, ... , Ym) C 14' n k[Yt, ... , Ym] e como (Yt, ... , Ym) é ideal maximal de k[Yt, ... , Ym], tregue 
que (Y1 , ... , Ym) = ~ n k[Y,, ... , Ym]· Como ht(Y,, ... , Y,n) = m e k[Yi, ... , Ym] é normal 
(pois é fatorial), pelo Teorema do ~'Going-Down", temos que ht(q) ~ m. Por outro lado, 
ht(~) S dim(B) = gr.tr.kB = m. Logo, ht(q) = m = gr.tqB. 
• Agora, vamos supor que A é qualquer subanel e vamos mostrar que ht(tj) = gr.tr.AB· 
Como B = AEBQ], localizando em S= A- {0}, teremos Bs =As EBQ]s = kEBQ]Bs, onde k é 
o corpo de frações de A. Como 1J. n S = 0, então ht(IJ) = ht(fjs) = gr.tr.kBs = gr.tr.AB· 
• Finalmente, vamos mostrar o lema. 
Por hipótese, B =A ElJ fj, logo B/'1 O" A e portanto dim(A) = dim(B/q) S dim(B)- ht(q), 
ou ~eja, dim(B) 2 dim( A) + ht( q). 
Por outro lado, consideremos q;_' E Spec(B) tal que ht(t.I') = dim.(B) (cuja existência é 
garantida pelo fato de B ser Noetheriano). De acordo com o Lema 11.3.2, temos 
dim(B) = ht(q') <; ht(~' nA)+ gr.tr.AB- gr.tr·K(~'nA)K(~') s dim(A) + gr.tr.AB 
dim(A) + hi('l). 
Portanto, dim.(B) = dim(A) + ht('l). O 
Teorema 11.3.4 Se R é um. domínio Noetheriano e I é um ideal não-nulo de R, entào 
dim('R(I)) ~ dim(R) + 1. 
1Como q é o ideal maximal de A. temos que p* nA C(!}_. Por outro lado, se 11 E o/.= p nA, como 1r é injetora em 
A, então 1r-1(y) = y E p~ nA, ou seja, tf C p* nA. 
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Dem. : Sabemos que R (I) = R Ef::l IT EEl ['2'["2 Ef::l· • • e tomemos f!]_ :::: IT EB I 2T2 EB · · ·, ou seja, 
R( I)= f!]_ EB R. Logo, R(I)j(j S::' R e como estamos supondo R domínio, segue que q é primo. Pelo 
Lema II.3.3, 
dim.(R(I)) = dim(R) + ht(o/) = dim(R) + gr.tr.RR(I). 
Como R C R( I) C R[T] e TE c.fr.(R(I)), segue que c.fr.(R(I)) = c.fr.(R[T]) = K(T), onde 
K = c.fr.(R). Logo, gr.tr.R(R(I)) = 1 e portanto dim(R(I)) = dim(R) + 1. o 
Observação 11.3.5 Vamos considerar B um domínio Noetheriano IN -graduado e A sua compo-
nente de grau O. Nesse caso, B = A EB p, onde p = {l::~o .'L'ii x 0 = O} é ideal primo de B e pela 
Proposição I.3.5, B é finitamente gerado sobre A. Pelo Lema II.3.3, para p E Spec(B) e f!J_ = p nA, 
temos 
dim(B/p) dim(A/o/) + gr.tr.A;~B/p 
dim(Bq) = dim(Aq) + gr.tr.AqBq. 
Como c.fr.(B/p) = K(p), c.fr.(A/o/) = K(~), c.fr.(Bq) = c.fr.(B) e c.fr.(Aq) = c.fr.(A), 
temos: 
dim(Bjp) = dim(A/~) + gr.tr·K(q)K(JI) 
dim(Bq) dim(Aq) + gr.tr.AB 
(11.3) 
(11.4) 
Estamos interet:lsados em calcular a dimensão da álgebra simétrica SR(M), onde M é um módulo 
finitamente gerado sobre um anel Noetheriano R. Observamos primeiramente que, se R é um 
domínio, então o R-submódulo de torção T da álgebra simétrica S(M) é um ideal primo de S(M). 
Com efeito, por definição T = {x E S(M); 3r E R com r.T = 0}. Sendo K = c.fr.(R) = Rsr, 
onde S' = R- (0), temos que (SR(M))s• = SR(M) 0 Rs• = SRs' (M 0 Rs•) = SR8 ,(Ms• ), onde 
Msr = .!Yf 0 Rs' = M 0 K é um espaço vetorial de dimensão finita n sobre K. Log·o, Msr é 
um módulo livre de posto n. Portanto, SRsr (Msr) = K[T1, ••• , Tn], que é domínio. Temos uma 
aplicação canônica 
S(M) -!... (S(M))s• 
x 1--t x/1 
e Kcr(<p) = {x E S(M); x/1 = 0/1) = {x E S(M); 3s E R-(0} com sx =O}= T. Pmtanto, temos 
uma imersão canônica S(Jvf)jT <----+ (S(M)) 8 ,, ou seja, podemos considerar S(M)/T um subanel de 
(S(M)) 5 r, que é domínio. Logo, S(M)/T é domínio, ou seja, T é ideal primo de S(M). 
Seja p um ideal primo de R. Denote por T(p) o Rfp-submódulo de torção de S(M) 0 Rjp = 
SR;p(MjpM). Como R/p é domínio, T(JI) é ideal primo de SR;p(M/pM). O submódulo de 
torção de S(M) é simplesmente T(O). Sabemos que existe uma projeção canônica 
~ SR(M) 
SR(M) ~ SR;p(M/pM) = pSR(M), 
logo T(p) = T(p)/PSR(M), onde T(JI) = {x E S(M); 3r it' p com r.r. E pS(M)). Assim, T(JI) é 
ideal primo de S(M). 
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Teorema 11.3.6 Sejam R um anel Noetheriano eM um R-módulo. Então 
dim.(S(M)) = b(M) 
onde b(M) := S1tPpESpec(R){dim(Rjp) ·,'- ,u(lvfp)} é a cota de Forster-Swan. 
Dem. : Seja p um ideal primo de R. Vamos mostrar primeiro que gr.tr.R;pS(M)jT(p) = 
JJ(Mp). Temo::; que 
S(M) 
T(p) 0Rp (
S(M)) _ S(M)p _ S(M)p _ Rp _ 
= T(p) P- T(JJ)p - pS(M)p- S(M) 0 pRp - S(M) 0 Rp 0 K(JJ) 
= S(Mp) 0K(p) = SK(p)(Mp/PMp) = K(p)[TJ, ... ,Tn] 
pois Mp/P Mp é um K(p )-espaço vetorial, logo é um módulo finitamente gerado e então 
n = dimK(p)(Mp/PMp) = /"(Mp)-
Agora, c.fr.((S(M)/T(JJ))0Rp) = c.fr.((S(M)/T(JJ))p) = c.fr.(S(M)/T(JJ)), pois S(M)/T(JJ) 
é domínio e p C T(p). Assim, 
!"(Mp) = n = gr.tr.K(p)K(JJ)[TI, ... , Tn] = gr.tr.K(p)(S(M)/T(p) 0 Rp) = gr.tr.K(p)S(M)/T(p). 
Pela fórmula 11.3, temos dim(S(M)/T(p)) = dim(R/P) + gr.tr.n;pS(M)/T(p) = dim(R/p) + 
!"(Mp) e segue que dim(S(M)) ~ dim(S(M)/T(p)) = dim(R/p) + !"(Mp). Logo, dim(S(M)) ~ 
b(M). 
Reciprocamente, ~eja p um ideal primo de S(M) e ponha q = ]b n R. É claro que T(Qj) C p, 
pois p é ideal primo e 
x E T(~) "'"x E Sn;~(M/~M) e or \i' ~;rx = 0 => rx E~ C p "'"x E p. 
Logo, escolhendo p minimal tal que dim(S(M)/p) = dim(S(M)), temos que dim(S(M)) = 
dim(S(M)/p) S dim(S(M)/T(~)) = dim(R/~) + !"(M~) e logo dim(S(M)) S b(M). D 
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Capítulo III 
, 
As Algebras Simétrica e de Rees de 
um Ideal Gerado por uma R-seqüência 
Vamos agora definir uma aplicação da álgebra simétrica de um ideal qualquer para a sua álgebra 
de Rees e queremos estudar os ideais para os quais essa aplicação é um isomorfismo, que serão 
chamados de ideais de tipo linear de R. Veremos que esses ideais têm no máximo dim(R) + 1 
geradores minimais, quando R é um domínio. O objetivo deste capítulo é demonstrar que ideais 
gerados por R-seqüências são de tipo linear. Daremos exemplos deSBe resultado e contra-exemplos 
da sua recíproca e, por último, uma caracterização de anéis locais regulares usando o conceito de 
álgebra simétrica. 
III.l Comparação das Álgebras Simétrica e de Rees de um Ideal 
Gerado por uma R-seqüência 
Sejam flt um ideal de R, R(Ul) sua álgebra de Rees e S(flt) sua álgebra simétrica. Pela definição 
de S(m;), a aplicação 'P de (!L em 'R(m;) que leva c E (!L em cT E 'R(flL) se prolonga a um único 
homomorfismo (jJ de S(m;) em R( (!L) tal que (jJ o '!j;11, = tp, onde '1/Jo.: (fJ, .....-.t S( (!L) é a aplicação que define 
a álgebra simétrica de QL. 
llL ..:!..; R( llL) 
"·1 r 
S(I!L) 
Vamos ver que cjJ é uma aplicação sobrejetiva. Os elementos homogêneos de grau O de R( (!L) são 
os elementos de R, e é claro que tjJ(R) = R. Seja então cTn E R((JJ,) um elemento homogêneo de 
grau n. Logo, c E dLn e, usando o fato de que 4> é um homomorfismo de R-álgebras, podemos supor 
que c= q. · · ·.Cn, onde c; E UL. Ai:itiim, rjJ(cr. · · · .en) = qT. · · · .enT = c1. · · · .enT" = cT". 
Definição 111.1.1 No caso em que a aplicação cP : dL - S((JJ,) definida acima á uma bijeção, 
dizemos que dL é um ideal de tipo linear. 
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Como conseqüência dessa definição e dos Teoremas II.3.6 e 11.3.4, obtemos: 
Corolário 111.1.2 Sejam I um ideal de R, com R domínio de dimensão n. Se S(I) ~ R(I), então 
!'(!) <:: n + I. 
Dem.: Ternos 11(!) <:: b(I) = dim(S(J)) = dim(R(J)) = n+ I. o 
Lema 111.1.3 Sejam R um domínio e f!L um ideal de R. Então Ker(if;) é o submódulo de torção 
de S(rJL). 
Dem. : Suponhamos que f/L = (n.t, ... , a,) i O e que On i O. Sabemos que S(rJL) = R[Xt, ... , Xn]/~. 
onde 'f. é o ideal de R[Xt, ... ,Xn] gerado pelas formas lineares I:i=l ~Xi tais que Li=I biai =O 
e que 'R(flL) = R[XJ, ... ,Xn]f~=• onde, para f E R[XJ, ... ,Xn] homogêneo, temo:; f E fJ= {:::} 
f(a 1 , ... , an) =O, como foi visto na Seção !!.2. Logo,~ C q= e Ker(,P) = ~=/~. 
Para mostrar que Ker(rjJ) = T(S(lll)), vamos mostrar que para todo f E fj_00 , existe um c E 
R- {O} tal que cf E '1.· Como o ideal Qj_00 é homogêneo, basta tomar f E lf.oo homogêneo. Vamos 
usar indução no grau m de f 
• Como todo elemento homogêneo de grau 1 de ~oo pertence a q_, o lema vale para m = 1 e 
c= I i O. 
• Suponhamos que o lema é verdadeiro para todo polinômio homogêneo de grau S:: m - 1 de 
fj_00 . Temos: 
onde os fi são homogêneos de grau m- 1. Consideremo::; o polinômio homogêneo 
Como g(a1, ... , an) = f(al, ... , an) =O, segue que g E fJoo e, como g tem grau 1, segue que 
g E l[ Por outro lado, 
n.m-If-xm-lg= 
'n n 
a~'- 1 Xrfi(Xt, ... , Xn) + a;;'- 1 X2/2(X2, ... , Xn) + · · · + a;;'- 1 Xnfn(Xn) 
-x:-t Xth(at, ... , an)- x:-tx2f2(a.2, ... ,o.n)- · · ·- X;:'- 1 Xnfn(an) 
=X da~- I fi(Xr, ... 1 Xn)- x:·-I fi(at1 ... ,o.n)] + 
+ X2[a~- 1h(X2, ... ,Xn)- x:-I h(a2, ... 1 an)] + · · · + 
+ Xn-I[a~-I fn-1 (Xn-1 1 Xn) - x:-l fn-I (an-1 1 an)] + 
+ a;;'- 1Xnfn(Xn)- X~n f.,.(a.,.) 
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Como fn(Xn) =r x;_~-I, então a~- 1 Xnfn(Xn)- X;;' fn(an) = a;::-1 Xnr x:;:-1 - X:;'r0:- 1 =O. 
Logo, 
onde os g,· são polinômios homogêneos de grau rn- 1 que anulam a 1 , ... , f1n e, logo, que 
pertencem a f!j00 • Pela hipótese de indução, para cada i = 1, ... , n, existe um Ci E R- {O} 
tal que cigi E f/}_. Logo, e;,Xigi E f!J e q · · · Cn-1(a:-l f- X;:"-1g) E f!J.. Portanto, 
( m-1)/ ( m-1/ xm-1 ) + xm-1 C! ···Cn-la;. = Ct•• ·Cn-1 O'n - n g Cl ···Cn-1 n g E f/}_. 
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Proposição 111.1.4 Sejam R um domínio e llL um ideal de R. As seguintes afirmações são equi-
valentes: 
i) S( llL) é um domínio 
ii) S(llL) é livre de torção 
iii) llL é de tipo linear 
Dem.: 
i) => ii) O ,ubmódulo de to1ção de S(&) é T(S(&)) ~ {n E S(&)/ov E R; n.v ~ 0}. Po1tanto; 
S(&) domínio=> T(S(&)) ~O=> S(&) é liv1e de torção. 
ii) :::} iii) Lema IIL1.3 
iii) ::::} i) Se u.v =O em S(fll,), aplicando 4> à equação, teremos O= rp(u.v) = fj>(n).fj>(v) em 'R(IlL), 
que é um domínio, pois R[T] é domínio. Logo, cj>(u) =O ou rp(v) =O e como e::;tamos supondo 
4> injetiva, segue que n = O ou v = O. Logo, S( f!/,) é domínio. D 
Suponhamos agora que llL = (a1 , ... , fln) e consideremos o homomorfismo homogêneo 
R[X,, ... ,Xn,T] ~ R[T] 
Seu núcleo J é o ideal de R[X1 , ... ,Xn,T] gerado pelos Xi -a;T,i = 1, ... ,n. 
De fato, como J é um ideal homogêneo, basta considerar seus elementos homogêneos. Seja 
então 
J~ 
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Temos que 
Pv1 , ..• ,vn,va~ 1 · · · a~n )Td = f(ar, .. . , an, 1)T'. 
VJ+··+vn+v=d 
Logo, 
Contoideremos I= (Xr-arT, ... ,Xn-anT). Daí: 
-f E I=> f(aJ, .. , ,an, 1) ~ Ü =>f E J 
-f E J =?-f( ar, ... , an, 1) = O. Podemos escrever 
f~ F1(XI,,, ,Xn,T).(XI- a1T) + r1(X,,,, ,Xn, T) e Ü ~ f(aJ,,, ,a,, 1) ~ rl(a,,,, ,an, 1) 
rr = Fz(Xz, ... ,Xn, T).(Xz- azT) + rz(X3, ... ,Xn, T) e O= rr (a2, ... , an, 1) = r-2(a3, ... , an, 1) 
Logo, 
Tn-1 ~ Fn(Xn, T),(Xn- a,T) + rn(T) 
Tn ~ Fn+I(T),(T -1) + S 
e 
e 
0 ~ Tn-J(On, 1) ~ Tn(1) 
o~rn(l)~s 
f ~ F1 (XI,,,, Xn, T).(XI - a1T) + F,(X,,,,, Xn, T).(X, - a,T) +, · + Fn(Xn, T).(Xn- anT) + 
+Fn+I(T).(T-1), 
Como f E J, então O~ f(aJT,,.,anT,T) ~ (T-1)Fn+I(T). Logo, Fn+I(T) ~O, o que implica 
que 
f~ FI(XJ,,,, ,Xn,T).(XI- a1T) + F,(X,,,,, ,Xn, T).(X,- a,T) + · '' + Fn(Xn, T).(Xn- anT) 
Portanto, f E I. 
Além disso, é claro que J n R[X1 , ... , Xn] = f!J=, pela definição de Qj=. 
Definamos Q}s = {2:::7=1 (X i- aiT)f1 E Qj00 ;gry(fi) S s, Vi= 1, ... , n}, onde gry(fi) é o grau de 
fi em relação a T. 
1. 'ls é um ideal homogêneo de R[X1 , ... , Xn]: 
o Lid (X,- a;T)f;, 2::;';,.1 (X, - a,T)g, E ~, => grx(f,), grr(g,) :<:; s => I::'o1 (Xi - a,T)f, + 
I:id (X,-a,T)g, ~ 2::7~ 1 (X,-a,T) (f,+g,), com grr(!;+gi) :<:; max{grrUi), grr(g,)} :<:; s 
=> Ei=I (Xi- aiT)fi + L~r(Xi- aiT)gi E f/js 
• I:i'.o1 (X,-a,T)fi E "J, f E R[ XI,,,., Xn] => f,(I:i~I (X,-a,T)f;) ~ I:i~1 (X,-a,T)f;J, 
onde gry(f;f) ~ grr (f;) + gry(!) :<:; s + O ~ s => J,(I:'i~ 1 (X, - a;T)f,) E 1/f, 
• Li=I(Xi- aiT)fi E f!Js =?- grr(f;) S se escrevendo fi. em componentes homogêneas, 
temos fi = fo,:+ !H+··+ f,,i, onde cada fii é homogêneo de grau j e grrUji) S gry(f;) $. s 
=> Ei=r(Xi -aiT)IJ"i E f/J.s,Vj = 1, ... ,ri::::;} L~1 (Xi -aiT)fi = Li~r(Xi -aiT)foi + 
L~1 (Xi- n.iT)fri + · · · + L~=l (Xi- a;T)Jr,i, onde cada parcela da soma é uma parte 
homogênea da soma Li= I (Xi - aiT)k 
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2. Em R[Xt, ... ,Xn], temos 
~ c fjo c ~~ c · · · c q, · · · c 'f= 
Basta ver a primeira inclusão: Temos que 
n n n 
fjo ~ {2.)x,- a,T)f, E 'f=;grr(!i) ~O, \li~ 1, ... , n) e q ~ (L b,X,; L:b,a, ~O). 
Í=l Í=l i= I 
Logo, para os geradores de fj, como bi E R, podemos escrever 
n n L b,X, ~ b,(X,-a,T)+ .. +bn(Xn -anT)+(L: b,a;)T ~ b,(X,-a,T)+ .. ·+bn(Xn-a,T) E fjo 
i=l i=l 
e, para um elemento qualquer :r de lj, temos x =Li= I (bilXr+ · · binXn)fi, fi E R[Xr, ... , Xn]· 
Assim, grr(fi) = O e já sabemo.s que á; IXI + · · ·+b;nXn E fljo, Vi = 1, ... , n. Portanto, :r E fJ.o. 
3. fjo ~ {2:::f~ 1 X;f, E R[ X,, ... , Xn];/i E R[ X,, ... , Xn] e 'L'i~ 1 a; f, ~O} 
Dado f E l]o, temos que f = Li= I (X; - a.;T)fi E flj001 onde grr(fi) = O, Vi. Assim, fi E 
R[Xt, ... ,Xn] e f= L-~=t Xd; -T('Li=t adi). Como f E f!J= C R[Xt, ... ,Xn], devemos ter 
Ln=I aJ; =O e f= L~I Xdi· 
f E (fjo => f = Lf=t Xd;, onde Lf=r ad; = O, f; E R[Xr, ... , Xn] => f; = Lj Cijmj (X), onde 
Cij E R e mj(X) é um monômio em Xr, ... ,Xn =>O= Li=1 ad; = L?=tUiLjCijmj(X) = 
Lj(Li=t a;c.;j)mj(X) => Li= I G.iCij = O, Vj => Li= I C;jXi E Qj, Vj => f = Li= I Xd; = 
n 
2:::f~ 1 X, 2:::1 C;Jmj(X) ~ 2:::1 (L e;1X,)m1(X) E 'f· 
i=l 
'-v-' E. 
5. Se Q}s = f!Js+l• para algum inteiro s 2 O, então Q}s = f/.s+r• \Ir 2 1. 
Vamos usar indução em r. Por hipótese, flj 8 = UJ.Ht· Suponhamos que t}s = f!Js+r-1 e vamos 
mostrar que 'ls = lJs+r· 
f E IJs+r => f = L7=1(X- a;T)fi E r!Joo, com gry(Ji) ::; s + r,Vi => fi = Tff + 
n(X,, ... ,Xn), onde grr(!D <; s +r -1 e grr(r,) =O"} f~ Z:::f~ 1 (X,- a;T)Tfj + 
Li= 1(X;-a;T)r; => T(Ei= 1 (X;-aiT)f[-L~1 a.;r;) = L~1 (X;-a;T)Tf[-Li=I a.iTri =f-
L~I X;r; E R[Xt' ... 'Xn] => Li=t(X; - a;T)ff = L?= I a;ri E R[Xr, . .. ) Xn] n J = "loo ::::} 
Ei=t (X;- a;T)ff E f/s+r-1, Li=t(X;- a;T)r; E Qjo C fljHr-I =>f= T(Li=l (X;- a;T)ff) + 
Li~ I (X i- G.i.T)rt E lJs+r-I = fJ.s 
Definição 111.1.5 Sejam llL = (a1 , ... ,an) um ideal de R e S(llL) sua álgebra simétrica. Dize-
mos que o ideal (!L obedece à condição (I) se sempre que tivermos Li=l ad; E f!j, com [i E 
R[Xt, ... ,XnJ, isso implicar que Li=l Xdi E q. 
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Exemplo III.1.6 Suponhamos que os geradores do ideal l!t formem uma R-seqüência. Provaremos 
adiante que, nesse caso, o ideal (//,obedece à condição (I). 
Proposição 111.1. 7 Sejam R um anel e I!L = (a1, ... , an) um ideal de R. As seguintes afirmações 
são equivalentes: 
i) f]J, é de tipo linear 
ii) q ~ qoo 
iii) q ~ ql 
iv) (JJ, obedece à condição (I) 
Dern.: 
ii) =? iii) é trivial. 
iii) :::;.. ii) Se f!j = f!Jr, como já sabemos que 'li = 'li+ r, Vi ;=::: O, segue que f!j; = 'f., Vi :2: O. Então 
teremos r!j = fj_00 • Com efeito. 
f E qoo =}f~ l:f~ 1 (X,- a,T)f,, onde f, E R[X~, ... , Xn, T] '* grr(fi) :ô s, \li, onde 
s ~ ma.,{gry(fi); 1 :ô j :ô n) *f E q, ~ q. 
iv) =? ii) Basta provar que "l_oo C f!j. Como f!j00 é um polinômio homogêneo, basta tomar f E fj_00 
homogêneo de grau m. Logo, f= L~1 (X, -UiT)f;, onde os f; E R[Xr, ... ,Xn,T] são 
homogêneos de grau m- 1, isto é, h = bo,iTm-I + bt,irm-2 + · · · + bm-z,;T + bm-I,ú onde 
bj,i E R[Xt, ... , Xn] é homogêneo de grau j. Assim, 
n 
f = ~)Xi- UiT)(bo,iT"'- 1 + br,ii""-2 + · · · + bm-2,iT + bm-I,i) 
n n n n n 
~ (-L bo,,a,)T"' +(L bo,,Xi- L h,iai)T"'-1 +(L bt,iX,- L b,,,a,)T"'-2 + .. · + 
i=l i= I 
n n n 
+ (Lbm-z.iX;- Lbm-!,iUi)T+ Lbm-r,iXt 
Í=l Í=l i=l 
e como f E R[Xr, ... , XnJ, temos 
n n n f= L bm-J,iXi, L bm-r,ia,; =L bm-2,;X;, ... , Li= I b2,;a; = Li= I br,;X;, 
i= I i=l i=l 
n n L bJ,iOi ~ L bo,iXi e 
i=l i=l 
Pela hipótese, temos: 
n n n n n 
L b0,,a., ~O E q =>L b1,,a; ~L bo,iX, E q =>L b,_,a, ~L b,,,x, E q * ···=>f E q 
i=l Í=l i=::! Í=l i;J 
Portanto. l!j = I!J=· 
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ii) ==? iv) Suponhamos que a condição (I) não é verificada. Então, existem fi E R[X1, ... , Xn], 
i = 1, ... , n tais que I:~= I a;.J; E Qj e L:i=I X;.J; rJ. 'f.· Como 2::~1 (X; - a;T)fi E J, 
Lf=I adi E Q} C fJ= C 1 e Li=t Xdi = Li=t(Xi- aiT)fi + T(Li=1 ai fi), então L~1 Xd• E 
J n R[ XI, ... ) Xn] = f!J=· Logo, Li= I X,fi. E rlf.co- flj e "=-I Qj. o 
Lema 111.1.8 Sejam l!t = (a.J, ... ,an) um ideal de R e S(at) = R[X1, .•• ,Xn]/f} sua álgebra 
simétrica. Se n.t, ... ,an é uma R-seqüência, então (j é o ideal de R[Xt, ... ,Xn] gerado pelos 
aiXj- ajXi, (i< j). 
Dern. : Sabemos que (j = (Li=I biXi; Li=I bt.ai = 0). Logo, tomando f = Li=I biXi E f!j, 
temos bnan E (ai, ... , O.n-1) R e como O.n não é divisor de zero módulo ( a1, ... , an-d R, devemos 
ter bn E (ai, . .. , lln-t)R, isto é, bn = Li==-l Ci,nai, onde Ci,n E R, i = 1, ... , n - 1. Agora, 
n-2 n-2 n-1 
bn-Illn-I = -(L biai)- bnan = -(~= bi!li)- (L Ci,nai)an 
i=l i=l i=I 
n-2 
==? Gn-1 (bn-I + Cn-I,n.O.n) = -(L(bi + Ci,nan)a-i) E (ai,···, O.n-2)R. 
i=l 
Como O.n-I não é divisor de zero módulo (ai, ... , an-2)R, temos que bn-1 +cn-I,nan E (ai, . .. , an-2)R, 
isto é, bn-1 = -Cn-t,nO.n +L~/ Ci,n-Iai, com Ci,n-1 E R, 1: = 1, ... , n- 2. Por indução em n, obte-
, b - ("n ) 'C'j-1 , 1 L mos j -- LA=j+l Cj,iGi + L...-i=l Ci,jai,J = , ... , n. ogo, 
n n n j+I 
-L L c;,;a;X; + L L c;,; a; X; 
j=l i=j+l j=l i=l 
n n n j+I 
-L L C;JajXi +L L Ci,jll.iXj(trocamlo i por j na primeira soma) 
i=l j=i+l j=l Í=l 
-"c; a X+ "c; ·a;X L_.,JJI L_.,J J 
i<j i<j 
L Ci,j(aiXj- ajXi) 
i<j 
D 
Teorema 111.1.9 Seja R um anel. Para cada ideal f!L de R gerado por uma R-seqüência, temos 
S(ill) º' 'R(IIl). 
Dern. : De acordo com a Propotlição III.1.7, devemos mostrar que a condição (I) é verificada. 
Seja Li=r a.; fi E fj, com /i E R[Xt,-· .,Xn],i = 1, ... ,nevamos mostrar que Li=1 Xi/i E UJ. Pelo 
Lema III.1.8, temo::; 2::::~ 1 a;f; = Li<j fi,j(a;XJ- ajXi), com /i,j E R[Xt, ... ,Xn]- Então, 
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n 
La>f, 
i=1 
Assim, 
!l,z(a1X2- azX1) + /I,3(a1X3- aaXI) + · · · + /I.n(alXn- aaXI) + 
+ J,,(azX3- a,X,) + · · · + !z,n(azXn- anXz) + · · · + 
+ fn~I,n(an-tXn- anXn-d 
n-1 n-1 n-1 
-an(L fi,nXi) + L fi,j(D.;Xj- a;Xi) +L fi.naiXn 
i<j=2 t=l 
n-1 n-l n-1 n-l 
nn(fn+ L fi,nXi) =-L ai/i+ L kJ(aiXj-UjXi)+ L /i,na;Xi E (ai, ... , an-dR[Xt, ... , Xn]. 
i= I i= I i<j=2 i= I 
Como an não é divisor de zero módulo o ideal (ai, .. . , an-l )R, então an também não é divisor 
de zero módulo o ideal (at, ... , an-I)R[Xt, ... , Xn] e, portanto, fn =- 2::?==-l /i,nXi +E~==-/ a;gi,nt 
com 9i,n E R[Xt, ... , Xn]- Por indução em n, como Ui não é divitlor de zero módulo o ideal 
(at, ... ,a;_t)R[Xt,···,Xn], para i= l, ... ,n, devemos ter fJ = -Lf~J /i,jXi + L{~{ai9iJ + 
Li=J+I fJ,iXi- Li=J+l fli9J,i• com 9J,i E R[Xt, ... , Xn]· Portanto, 
n n j-1 n j-1 n n n n 
- LLX,X;f,; + LL"i9i,;X; +L L X,X;!;,i- L L a,g;JX; 
j=I i= I j=l i= I j=I i=j+l j=l i=j+l 
i<j i<j 
i<j i<j 
- L9i,j(aiXj- ajXi) 
i<j 
n n n n 
i=l j=i+l i=l j=i+I 
i<j i<j 
Logo. de novo pelo Lema III.l.S, L.}=l XjfJ E (j e a condição (I) é verificada. o 
Exemplo III.l.lO Sejam R= K[X,Y,Z] e &= (X,Y,Z), onde K é corpo. Como X, Y,Z é uma 
seqüência regular, veremos no próximo capítulo que S(&) ~ R(Qt). Mas &2 = (X2 , Y 2 , Z2 ,XY, XZ, YZ) 
não tem suas ágebras simétrica e de Rees isomorfas, pois f..L(&2 ) = 6 2: 4 = dirnR + 1. 
111.2 Exemplo 
Vamos mostrar nesta seção um exemplo de ideal de tipo linear num determinado anel e também 
vamos aplicar o Lema III.1.8 para calcular a dimensão de uma certa variedade. Para isso, precisa-
remos de um lema auxiliar, que será provado também nesta seção. 
Exemplo 111.2.1 Sejam K um corpo, a 1 , ... ,an elementos algebricamente independentes sobre 
K, R= K[a,, ... ,o~[, 1/L = (a.1, ... ,a.n) ideal de R. Então S(I!L) S>' 'R.( I/L). 
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Com efeito, .sabemm; que S(QL) = R[X1 , ... , Xn]/q, onde tg é o ideal do anel R[X1 , ... ,X,] gerado 
pelas formas lineares Ef=I biXr tais que Ef=I biGi = O. Como os elementos Oi .são algebricamente 
independentes .sobre K, então a1, ••• ,an formam uma R-seqüência e pelo Teorema III.l.9 segue 
que S( m) =< R( IIL). 
Vamos agora demonstrar o referido lema. 
Lema 111.2.2 Sejam x1, ... ,:r,, u, v elementos algebricamente independentes sobre um corpo K, V 
a variedade do ponto genérico (nx1 , ... ,nx,,vx1, ••• ,v.-rn) e p o ideal do anelK[X1 , ••• ,Xn, Yj, ... , Yn] 
gerado pelos determinantes Xi}j- XjYi, i< j. Então, p é o ideal da variedade irredut{vel V e, 
portanto, p é primo. 
Dem. :Seja IK(V) o ideal da variedade V. Temos 
f E P =? f(ux; w:;) =L Ci,j(1LXiVXj - UXjvxi) =O=? f E II<(V). 
i<j 
Por outro lado, se f E IK(V), sejam fr, 6 suas componentes homogêneas de grau r nos Xr e de 
graus nos Yj. Como f= L Jr,6 , temos O= f(ux; vx) =L fr,s(r.; x)nrvs e portanto fr,s(x; x) =O. 
Observamos que fr,s(x;.T) =O.::;. fr,s(ux;vx) =O. Portanto, podemos supor que f é homogêneo 
de grau (r, s ). Para mostrar que f E p, vamos usar indução sobre o grau total r+ s de f, 
• Se r+ s = 1, temos que f é um polinômio em uma variável e que satisfaz f(x; x) =O. Logo, 
• Suponhamos que r, s ~ 1. Em f(x; x), o termo em xi1 · · · x~n provém dos monômios do 
tipo x;l ... x~n Y/1 ... Y.!" tais que i I +}I = tl, ... , i, + j, = t, e se designarmos por Ci.j 
o coeficiente de um monômio desse tipo em f, então f(x;x) = O ::::} LCi,jXi.Tj = O =? 
L Ci,j = O (onde a .soma é feita nas n-upla.s i = ( Í!, ... , in) e j = UI, . .. ,}n) taiti que 
i1 + j1 = t1, ... , i, + jn = t.,). Também temos i1 = · · · +in = r e j1 = · · · + j, = s. Fixemos 
Xf1 • • ·XI:_nYt · · · YJ'"', ondep1 +q1 = t1,.,, ,p,+q, = f-n,Pl = · · ·+Pn = r,q1 = · · ·+q, =S. 
Seu coeficiente Cp,q satisfaz Cp,q = - 'Li#r>.#q Ci,j· Logo, 
f = 
O polinômio 
.satisfaz 
r_ XPJ ... Xf>n Y,'ll ... y:qn + '""' ro. ·XiL ... Xinyh ... y:in ~p,q 1 n 1 n L...t ._..,J 1 n 1 n 
i#p,j#q 
~c,--X~ ~- -+~c,r• ~~ Y.nk L ·J I n !I ln L ,J l n 1 
ii=P,jM i#J#q 
r ·(XPl ... xr>nyql . .. VQn- x·it. ··Xinyh ... y:jn) 
'-->.J ~ 1 n 1 1 n 1 n 1 n 
if-p,jf:.q 
É suficiente mostrar que g E p. 
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L Se g é múltiplo de uma indeterminada, por exemplo de X 1, então g = X 1h e como .1:1 é 
regular (pois é algebricamente independente sobre k), segue que h(.r,x) =O. Usando a 
hipótese de indução no grau total, temos que h E p e logo g E p. 
2. Suponhamos que g não é múltiplo de nenhuma indeterminada. Sejam 
M = {k E {1,,,. ,n);Pk >O} eM'= {k E {1, ... ,n);q, > 0}. 
Assim, 
k EM::::;. P~· >O::::;. ik =O (pois, cru;o contrário, Xk seria um fator de g) 
k E M' ::::;. Qk > O =? )k = O (pois, caso contrário, Yk seria um fator de g) 
k E {1, ... ,n}::::;. Pk +qk = ik + jk = tk 
Logo, M n M' = 0. De fato, 
k E MnAf' =? Pk,qk >O=? Ík = )k 0=>0 tk = Pk + qk > O, 
absurdo. 
Após uma reenumeração, podemos supor que lVI = {l, ... ,m} eM'= {m+ 1, ... ,m'}, 
onde 1 ~ m ~ m' ~ n. Temos: 
k 1/. M n M' ::::;. Pk = qk = O ::::;. O = Pk + qk = tk = ik + )k ::::;. ik = )k = O 
Logo, 
g = XPl ... XPm y.qm+1 ... yq,, - yjl ... y;jm xÍm+l ... XÍ"'I 1 m rn+1 m 1 1 m m+l m' 
- XPI +qi ... XPm+Qm y:Pm+I +qm+l ..• yPmt+qm'- Y,ii+il ... y:i=+jm xim+I+i:m+! .•. Xi"'l+jm, 
- 1 m m+l m' I m m+l m' 
= xt1,,. xtm Y:tm+! ... ylml _ yt1 ... Y.t"' xtm+I ... xf,.t 
1 m m+I =' 1 m m+l m' 
Além disso, r= t1 + · · · + tm = tm+l + · · · + tm' = s. Como r, s::;::.: 1, podemos supor que 
t1 ::;::.: 1 e tm' ::::: 1. Logo, 
onde 
_ xtJ-1xt~ . , :'(tmytm+I ... yfm'-lytm'-1 91- 1 2 · '"m rn+l m'-1 m' e 
- xh -Ixt~ ... vt,.,y;lm+l . '. ytm'-1 yt,,-1- -v-f·r-Iy;t~ ... y:tm. xt=+l ... xtm1-1 xt,.,-1 
92- 1 2 •\.m m+l m'-1 m' 1 1 2 m m+1 m 1-1 m 1 
Com efeito, 
Além disso, 
pois .T 1 e Xm' são regulares. 
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Como g2 é homogêneo nos Xi e nos 1j, pela hipótese de indução no grau total, segue 
queg2Ep. ComoXrYrn'-Xm'YrEp,segucquegEp. D 
Considerando então V a variedade definida no Lema anterior, o anel de coordenadas de V 
é K[V] = K[Xr, ... ,Xn,Yh···•Yn]/IK(V). Por outro lado, já que Xr, ... ,Xn formam uma 
K[Xr, ... , Xn]-seqüência, então, pelo Lema IIL1.8, S((Xr, ... ,Xn)) = K[Xr, ... , Xn, Yr, ... , Yn]/p, 
onde p é o ideal do anel K[Xt, ... , Xn, Y1 , ... , Yn] gerado pelos determinantes XiYj- Xj Y;, (i< j). 
Pelo Lema 1!1.2.2, K[V] = S( (X r, ... , Xn) ), isto é, o anel de coordenadas de uma variedade V sobre 
K nada mais é do que a álgebra simétrica do ideal (X1 , ... , Xn) do anel polinomial K[Xr, ... ,Xn]· 
Com isso, podemos calcular a dimensão da variedade afim V. Afirmamos que 
dim(V) ~ dim(k[V]) ~ n + 1. 
De fato, dim(K[XI, ... , Xn, Y,, ... , Yn]) ~ 2n e ht(J') ~ n -1 1 Logo, dim.(V) ~ dim(K[V]) ~ 
dimS((X~o ... ,Xn)) ~ dim.(K[X,, ... , Xn, Y,, ... , Yn])- ht(p) ~ 2n- (n -I)~ n + 1. 
III.3 Contra-Exemplos 
Vamos dar alguns exemplos mostrando que em geral a álgebra simétrica não é domínio. 
1. Sejam K um corpo, p um ideal primo homogêneo do anel polinomial K[U1 , ... , Un] tal que 
p C (UI, ... , Un) 2 ,R ~ K[U~o ... , Un]/p ~ K[n,, ... ,nn], onde 1~ ~ U; + p,IIL ~(ui, ... , 1/.n) 
ideal de R. Vamos mostrar que Ker(tjJ) =J:. O (onde tjJ é a aplicação de S((ft) em R(fll) definida 
no início da Seção III.l). 
Temos que S((ft) = R[Xr, ... ,Xn]/~, onde fj = (Li= 1 biXi;Li=rbiui = 0). Tomemos 
f = Li= r à; X; E I!J., considerando o: : K[Ur, .. . , Un] -> R o epimorfismo canônico, temos que 
bi = a.(fi), com fi E K[UJ, ... , Un]· Logo, 
isto é, 
Como p C (U1, ... , Unf, então cada fi é linear na:; variávei:s Uj, Vj e portanto bi_ = a. (fi) E 
UL, 'r/i. Então, mostramo!:! que (j C lll[X1, ... , Xn]. 
A cada polinômio f= L aib···,;nUi1 · · · U~n E K[U1, ... , Un], associamos o polinômio 
Sejap ~{];f Ep). 
1Como p é gerado por X;Yj - XJYi, (i < j), então p C (X1, ... ,Xn) e logo ht(p) 5. ht(X1, ... ,X,) = n. Se 
p = (X1 , ... , X,), então X;Yj E p, o que é absurdo, pois X;}j ~ /x(V) = p. Logo, p 'i(XJ, ... , Xn). Afirmamos 
que não existe um ideal primo q tal que p C (p,X,)Çq Ç(X1 , ... , X,). De fato, X,Yn- XnY. E (P,Xn) C q =? 
X;Y., Eq (poisXn Eq) =>X, E q,i= l, ... ,n-1 (poisYn fj.(XJ, ... ,Xn) => Yn fj.q)=:--q = (XJ, ... ,Xn). 
Portanto, o único ideal primo entre ]IJ e (Xt, ... , Xn) é (X1, ... , Xn). Como ]P é primo, h.t(p) = n- 1. 
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•• ' ' J ' 
• fJ é um ideal de R[X1, ..• 1 Xn]-
- }, ij E p "'> f, g E p "'> f+ g E p => f+ g = j + ij E p 
- j E p,g E R[ X,, ... ,Xn] 
=? { j =L n(a;J, ... ,i,)X;1 ••• X~") onde f= L a;J, ... ,i, ut! ... U~n E p 
g = "rl - X 31 ···XI" onde p'· . E R-::::} p'- . = o-(p· ·) L.., )1,---,)n 1 n 1 )1,-·-,)n )lo--·o)n )1, ··•Jn 
i,j 
'>'a(n. · p· · )Xi 1+11 ···X;·n+j, =h L._. '-"!.J, .... ~n· )J, ... ,)n I n 
i,j 
onde 
h - '>'a· · p · · u'' +h · · · Ui"+in - ('>'a· · "i' · · · Ui")('>' p · · uh · · ·Ui") 
'-L._. lt, ·-·'·n )J, ... ,)n 1 n - L._. q, ... ,•nUl n L... )J, .. ,Jn 1 n 
iJ J 
isto é, h= f.g' E p, pois f E p. Logo, Jg =h E fi. 
o pn11L[X1 , ... ,Xn] =(0). 
Temos a seqüência exata 
O ~ (U,, ... , Un) ~ K[UJ, ... , Un] ~ K 
f(U,, ... , Un) ~ f(O, ... , O) 
Tomando o quocie-nte dessa seqüência por p, obtemos a seqüência exata 
(O) ~ 1/L ~R_'/'_, K ~(O) 
Temos K ~ R ___!_____. K c essa composição resulta na aplicação identidade. Atmim, 
j E p n&[XJ, ... ,Xn] "'>] = L a( a,,,. JJXj' .. ·X~", com I;(a.,,, ,in) E 1/L = Ker('l/') => 
G.i,, ... ,in = '1/'(a(ai,, .. ,in)) =O, 'if(iJ, ... , in) "'>]=O. 
Considere o homomorfismo ifJ: S(t1l)----+ 'R(t1l) definido por Xi + ffJ. f-----;. 14.X. 
Seja f = L b;!,-- ,inu{' ... u~n E p -{O} homogêneo de grau m, isto é, it + ... +in = m. 
Como f E p = Ker(o:), temos O= o-:(!) = Lo-:(bt 1, ••• ,in)u'~ 1 -··uh"· Por outro lado, 
]=l:a(bi,,,i,)Xj' ... X~"#O. Comopn11L[X1 , ... ,Xn] =(O) e j E fi, então j fj 
11L[X1, ... , Xn], logo j fj ~ (pois q C IIL[X,, ... , XnJl· Assim, J (mod ti/; #O e 
Logo, rjJ não é injetiva. 
54 
2. Sejam K um corpo, R= K[u,v] um anel com a relação n3 + u2 + v2 =O e p = (n,v) ideal 
de R. Vamos mostrar que S(JI) não é domínio. 
Temo' S(p) ~ R[ X, Y]/~, onde 1!J ~ (aX + bY; au + bv ~ 0). Logo, v X- v.Y;,,(v + l)X + 
vY E f!j, o que implica que [u(n+ l)X +vY]X -(vX -·uY)Y = 11.((n+ l)X2+ Y2) E f!}_. Temo:; 
q C p[X, Y].2 Logo, como n + 1 ~ p, segue que (11 + l)X2 + Y2 ~ f!j e pela definição, n é um 
elemento de torção de S(p ). Analogamente, mostramos que v é um elemento de torção de 
S(p). Por outro lado, como R= K[U, V]/(U3 +U2 + V 2 ) e U3 + U2+ V 2 é irredutível3 , temos 
que R é um domínio. Observemos que R= K[U, V]/(U3 + U2 + VZ) é o anel de coordenadas 
da variedade definida pelo ideal (U3 + U2 + V2). 
3. Mais geralmente, sejam K um corpo, V uma variedade, K[V] seu anel de coordenadas, p E V 
um ponto e p = lK(P) = {f; f(p) = O} um ideal primo de K[V] = R. É fácil ver que, se o 
ponto p não é regular, então S(p) não é domínio. Para isso, vamos usar o Teorema III.4.3 da 
próxima seção. 
De fato, se S(JI) é domínio, como S(]J)p = S(]JRp), temos que S(pRp) é domínio, e pelo 
Teorema II14.3, Rp é regular, isto é, o ponto pé regular. 
III.4 Uma Caracterização dos Anéis Locais Regulares 
Um caso particular da Definição !.8.11 é a seguinte: 
Definição 111.4.1 Sejam (R,m) um anel local, k = Rjm seu corpo residual e a1 , •.. ,an um 
sistema minimal de geradores de m. Dizemos que CJ, ... ,Ct Em são analiticrunente indepen-
dentes se para cada polinômio homogêneo f de R[X1 , •. . , Xt] tal que f(c 1 , ••. , Ct) = O, todos os 
coeficientes de f estão no ideal m, isto é, f E m[Xt, ... , Xt]· 
Observação 111.4.2 Do Capítulo I, temos 
1. (R, m) é um anel local regular se, e só se, a1, .•• ,an são analiticamente independentes. 
2. Se R é um anel local regular, então a 1, ... , an formam uma R-seqüência. 
Teorema 111.4.3 O anel R é local regular se, e só se, a álgebra simétrica S(m) do R-módulo m 
é domínío. 
Dem. : Se R é local regular, então a 1, ... , an é uma R-seqüência e pelo Teorema III.L9, segue 
que S(m) 9f 'R(m); logo, é domínio (pois já sabemos que R, sendo local regular, é domínio). 
2Como R = K[U, V]j(U3 + U2 + V 2 ), existe um epimorfismo canôrúco a : K(U, V) ---; R Temos que p = 
(aX +bY; au+bv = 0). Logo, a= a(a'), b = a(b') e O= au.+bv = a(a')o:(U)+o:(b')a(V) = a'U+b'V +(U3 +U2 + V2 ). 
Assim, a'U + b'V E (U·~ + U2 + V2 ) e como U, V 'f_ (U3 + U2 + V2 ), segue que a' e b' não têm termo constante, isto 
é, a= a( a'), b = a(b') E p = (n, v). Portanto, q C p[X, Y). 
3Como U 3 + u2 + y 2 = V2 + U 2(U + 1) e U + 1 é um elemento irredutível de K[U), pelo Critério de Eisenstein 
segue que U3 + U2 + V 2 é irredutível em K[U, V). 
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Suponhamos agora que a álgebra S(m) é domínio. Então, S(m) = R[X1, •. • , Xn]/Q}, onde 
'f= CL~1 b,X;; L;~ 1 b;az = 0). Logo, f/j C m[Xr, ... ,Xn], pois caso contrário, existiria b1: r/: m. ou 
seja, bi seria uma unidade de R P como biO?. = - "L#i bjO.j, teríamos ai E (ar, ... 1 Ui-I, O.i+I, .. . , an), 
o que é absurdo, pois a.1 , .•. , an é minimal. Agora, como R e S(m) ~ão domínios, segue, pelas 
Proposições III.l.4 e III.l. 7, que para qualquer polinômio homogêneo f E R[X1, ... , Xn], vale 
f E (j ~ f( O.J, . .. , n.n) = O. Assim, ar, ... , fLn são analiticamente independentes e portanto R é 
local regular. o 
Sejam R um anel Noetheriano e p um ideal primo de R. Como S(]b)p = S(pRp), se S(p) 
é um domínio, segue pelo Teorema III.4.3 que Rp é local regular. A recíproca dessa afirmação é 
falsa, em geral. Para ver um contra-exemplo, vamos demonstrar a seguinte proposição: 
Proposição 11!.4.4 Sejam /{ um corpo, R = K[X1 , •.• ,Xn], p um ídeal homogêneo de R e 
a 1, ... , am um sistema minimal de geradores homogêneos de Jb . Se a álgebra simétrica S(p) é um 
domínio, então a1 , .•• , am são algebricamente independentes sobre I<. 
Dem. ' Temo' que S(p) ~ R[}í, ... , Ym[/(2:::, b;Y;; 2::;';1 b;ai ~ 0). 
Ordenando os ai's pelos graus, I < gr(al) ::; · · · S gr(am), teremos f/j C (Xt, ... , Xn)[Yt, .. . , Ym]· 
De fato, supondo que bj ~ (X1 , ••• ,Xn.)R, para algum 1 S j S m, sejas;::: j o maior inteiro tal que 
gr(aj) = gr(as)· A relação .L~ 1 b;a; =O nos dá f:%== 1 CiG.i =O, onde C; E R, para i= 1, ... ,j -1 
e c; E K, para ·i =j,j+ 1, ... ,s.4 Logo, aj = -L:h,i=l(e;./cj)ai, pois Cj f. O e isso contradiz a 
minimalidade de a1,· .. ,an. 
4 Escreva 
b.- ~.UJ + hU1(X X) Ul ...t. O (h(Jl) > 1 ;-'-'o . 1, ... , n ,com ao r ,gr. -
b1 = a~1 ) + h(IJ (X,, ... , Xn), com a:~IJ E K,gr(h(1)) ;?: 1, l = j + 1, .... 8 
Como b1a1 + · · · + bj-IUj-1 + bjUJ + · · · + bsaB + bs+JUs+l + · · · + bmam =O, substituindo as expressões acima, 
teremos: 
m 
tem grau grfa;) 
tem grau >gr(a;) 
Agora escreva 
b; = b(') + bf•l + .. · + ~;<•J +h(') i = I. .. ,y"- l,onde b\.'lé a componente homogênea de grau k de b, <' O I gr(a, )-gr(a,) ' "" 
gr(hf•l) > gr(a.J)- _qr(a,). Logo. 
~,(il b''' b;a; = uo a; + 1 n., + + ~;<•J + gr(a; )-gr(a; )a; a..;h(i) ,i=l, .. ,j-1 
-tem grau <gr("J) 
'-v--' 
tem grau =ar(aj) tem grau >gr{a;J 
Analisando somente a componente homogênea de grau gr( aJ) da soma, teremos 
(J) (j+l) (s) b(>) 
a 0 a1 +a:o aj+J+···+ao a,+ gr(a,-)-gr(a,)at+ 
{ 
(•I 
_ ao 
Entao tomemos c,= b('l 
yr(<l )-qr(<>;) 
E K, 
ER, 
parai=j, .. ,s 
pa.rai=l,. ,j-1 
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Thmos que Cj =a~) #O e _z;=I C; a; =O. 
Como S(p) é domínio, temos, pelas proposições IILL4 e IIL1.7, que para qualquer f E 
R[Y1, ... , Yrn] homogêneo, f E f!j # f( ai, ... ,an) = O. Assim, para cada polinômio homogêneo 
f E R[Y1, ... .Ym] tal que f( a,, ... , a") =O, temos que f E (X!, ... , Xn)[Yi, ... , Ym]. 
Suponhamos que exista um polinômio nãa-nulo f= Z:::Ci 1 , ••• ~=1íi1 ···, Y~= E K[Y1 ) ••• , Ym] tal 
que f(aJ, ... ,am) =O. Seja (j}, ... ,jm) umam-uplaentre as (iJ, ... ,-im) tal quej1 +···+im 
tenha o menor valor possível e consideremos o polinômio homogêneo de grau j 1 + ... + ]m: 
(onde a soma é feita nas m-upla.s (it, ... , im) tais que (i1 , ... ,im) f:. (j1 , ... ,jm) e i 1 + · · · + Ím .:? 
)I+···+ Jm) e onde it + · · · + is é o menor entre os inteiros it, it + 'i2, it + i2 + ·i3, ... , it + · · · + im 
que são maiores que j 1 + · · · + )-m· Temos 
Logo, g E f!j e todos os coeficientes de g estão em (X1 , ... , Xn)R. Isso é absurdo, pois o 
coeficiente de Y./1 ... Yj,m é ch,···Jm• isto é, o termo Y./ 1 ••• Y,;hm não aparece na segunda parcela da 
soma de g. Caso contrário, teríamos i1 =]I, . .. , Ís-1 = ]s-1 1 is = Ut + · · · + im.)- ( it + · · · + is-r) = 
]s + · · · + )m,)s+l =O, ... ,jrn =O. Assim, ik = )k, Vk, o que é absurdo. Portanto. teríamos que 
Cj], ... Jm E (XI, ... 1 Xn), o que também é absurdo, pois C)J, ••• Jm E K. 
Portanto, n.1 , ... , am são algebricamente independentes sobre K. D 
Exemplo 111.4.5 Sejam K um corpo, R= K[X1 , ... , Xn] e p = (a1 , ... ,a.n)R um ideal primo ho-
mogêneo de R com m > n geradores, cuja existência Macaulay([l4]) demom;trou. Então a 1,, •• , am 
não são algebricamente indt>pendentes sobre K, pois como X 1 , ... , Xn é uma base transcendente de 
R sobre K, qualquer conjunto algebricamente independente sobre K tem no máximo n elementos. 
Pela Proposição III.4.4, S(p) não é domínio. No entanto, Rp é um anel local regular, pois R é um 
anel polinomial. 
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Capítulo IV 
, 
As Algebras Simétrica e de Rees de 
um Ideal Gerado por uma d-seqüência 
Como vimos no capítulo anterior, ideais gerados por R-seqüências são de tipo linear. Neste 
último capítulo, veremos o conceito de d-seqüências, que generaliza o conceito de R-seqüências e 
mostraremos que ideais gerados por ri-seqüências também são de tipo linear. Daremos exemplos 
desse fato e finalmente, exibiremos um contra-exemplo da recíproca, ou seja, exibiremos um ideal 
que é de tipo linear, mas não é gerado por uma d-seqüência. 
IV .1 d-seqüências 
Definição IV.l.l Uma seqüência de elementos -'L'l, ••• 1 Xn em um anel comutativo R é dita uma 
ri-seqüência se 
i) Xi ft (.r.J, ... ,X·i-I,·Ti+J, ... ,Xn), Vi= 1, ... , n. 
ii) Se {i1, ... ,ij} C {l, ... ,n} (possivelmente vazio) e k,m E {l, ... ,n}- {it,---,ij}, então 
((Xi 1, ... , Xii) : :I:kXm) = ((XiJ, ... ,XiJ : Xk)· 
Observação IV.1.2 1. ii) é equivalente a valer iii) para qualquer ordem de x1, ... ,xn, onde 
iii) '1:/k 2: i+ 1 e Vi 2: 1, vale: ((xr, ... , Xi) : Xi+IXk) = ((xr, ... , Xi) : Xk)· 
2. A condição iii) equivale a dizer que Xi+I não é divi::;or de zero módulo o ideal ((x1 , ... ,xi) : xk)-
De fato, se iii) vale, então suponhamos que Xi+Ir E ((xJ, ... ,:rt): Xk)· Logo, Xi+tTXk E 
(x1, ... , xi), isto é, r E ( (x1, ... , x;) : .T·i+t-Tk) = ( (x1, ... , Xi) : Xk)- Então Xi+I não é divisor 
de zero módulo ( (xr, .. . , .Ti) : xk)-
Reciprocamente, se :r:i+l não é divisor de zero módulo ((x1, ... ,xi) : .Tk), então seja r E 
( (.Tr, ... , .Ti) : Xi+tXk). Logo, r.T-i+lXk E (xr, ... , .Ti), isto é, rxt+I E ( (xr, ... , .r.;) : .Tk)- Pela 
hipótese, temos que r E ((.rt, ... ,Xi): Xk)- Como já sabemos que ((.TJ, ... ,x;): .rk) C 
( (.Tr" .. , .r-t) : .Ti+I·T-k ), segue a igualdade. 
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3. Se Xt, ... ,Xn formam uma d-seqüência, então as imagens de Xi, ... , Xn no anel Rj(xi, ... ,Xi-I) 
formam uma d-seqüência. 
• Temos que X.; fJ_ (x1, ... , Xj-I, .'Lj+l, ... , .'Ln). Logo, no anel Rj(.r,1, . .. , Xi-l ), 
Xj fi (XI,··. ,Xj-J,Xj+I 1 · · · 1 .r.n) = (Xi, .. · ,.'rj-1, Xj+l 1 ••• 1 .r.n), 'rfj = Í 1 ••• 1 n. 
• Temos que ((x 1, ... ,xj) .Tj+IXk) = ((x1 , ... ,.-rj): xk),\ik ~ j + 1,\ij ~ 1. Basta 
mostrar que ((.r,i, ... ,xj): :r:j+IXk) C ((.Ti, ... ,.r,j): Xk), pois a outra inclusão é óbvia. 
Então 
r' E ((.'Li, ... ,xj) :xj+I·r,k) ~TXj+IXk E (xi, ... ,Xj) ~TXj+!Xk+s E (.r,i, ... ,Xj),s E 
(XI, ... , .'Li-I) :::::} TXj+1Xk E (Xt, ... 1 Xj) :::::} r E ( (Xt, ... 1 .'E j) : Xj+ 1 Xk) = ( (X!, ... , .T-j) : Xk) 
=? rxk E (xi, ... , .r-j)::::} r.Tk+s' E (.Ti,· .. ,.r-j),s' E (xi, ... ,Xi-d:::::} rxk E (:q, ... ,Xj) =? 
r E ((.r.i, ... ,xi): .Tk). 
Portanto, Xi, ... , Xj é uma d-seqüência. 
4. Um único elemento .T é uma d-seqüência se, e só se, (O: x) =(O: .T2 ). 
5. Qualquer R-seqüência que, permutada, resulta numa outra R-seqüência é uma d-seqüência. 
Seja x1, ... , Xn uma R-seqüência. Como podemo::; permutá-la, restando ainda uma R-seqüência, 
temos que Xi fi (x1, ... , Xi-1, Xi+l, ... , Xn), pois podemos permutá-la considerando Xi = Xn e 
como Xn não é divisor de zero módulo (x1 , ••. , Xn-I), temos que Xn fJ_ ( x 1, ... , Xn-I). Além 
disso, se r.'Li+I E ((xi, ... ,xi): xk), então r.Ti+I·Tk E (x1, ... ,Xi)· Como Xi+l não é divisor de 
zero módulo o ideal (x 1, ... ,xi), segue que rxk E (x1, ... ,xi), isto é, r E ((x1, ... ,:ci): .'I;k)· 
Assim, Xi+I não é divi::mr de zero módulo ((x1, ... ,Xi): Xk). Pela Observação 1, segue que 
XI, ... ,Xn é uma d-seqüência. 
6. Duas d-seqüências maximais em um ideal I não precisam ter o mesmo comprimento. Por 
exemplo, considere o ideal (X) no anel polinomial K[X, Y, Z]. Certamente, X é uma d-seqüfmcia 
maximal em (X), poie f E (O' X 2 ) => X 2 f ~O=> f~ O=> X f~ O=> f E (O' X), logo 
(O: X 2 ) =(O: X). Entretanto, XY,XZ também formam uma d-seqüência no ideal (X), pois 
(XY: XZ) ~ (Y): 
f E (XY: XZ) => fXZ ~ XYg => Y[fZ => Y[f =>f E (Y) 
f E (Y) =>f~ Yg => fXZ ~ XYZg E (XY) =>f E (XY: XZ) 
E XZ não é divisor de zero módulo (Y). 
Exemplo IV.l.3 Seja X= (Xij) uma n x (n + 1) matriz de indeterminadas sobre k, onde k = Z 
ou é um corpo. Seja 1.1ri o determinante da matriz formada desconsiderando a (n + 2- i)-ésima 
coluna de X, chamado de menor maximal de X. Seja R= k[xij]. Então p 1, ... , Jln+l formam uma 
d-seqüência. 
Com efeito, como mudanças na ordem dos menores maximais p 1 , . .. , Jln+1 significam rearranjos 
nas colunas de X, que nada afetam, pois as entradas são variáveis, basta mostrar que p 1 , ... , /in+ I 
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formam uma d-seqüência nessa ordem, isto é, ((J.t1, ... ,J.ti-1) : J-liJ.tk) = ((J.t1 , ••• 1 f.li-d : fli), 'r:lk ~i, 
ou, pela Observação 2, que f-li, ... ,f-ln+l não são divisores de zero módulo o ideal ((tJ1 , ... ,J-li-d : J.ti)· 
Seja Y a nx (n+2-i) matriz obtida desconsiderando as últimas i-1 coluna.<; de X (aqui podemos 
supor i~ 2, pois para i= 1 temos que J.tr, ... ,J.tn+~ não são divisores de zero de (O: J.tl) =O, já 
que f-ll é irredutíveP). Seja À qualquer menor maximal de Y. 
Afimaçoo: À E((!'!, ... , l'i-Il : l'd· 
Temos que À é fixado escolhendo n + 2 -1: linhas de X. Seja tY uma tal escolha. Expandindo À 
sobre a (n + 2- i,)-ésima coluna, obtemos 
À= 2:)-l)n+2-i+jXj(n+2-i)Àj, 
jEa 
(IV.l) 
onde os Àj são menores de ordem n+l-i. Sem# n+l, n, ... , n+2-i, então LjEa( -l)n+2-i+iXjmÀj = 
(-l)n+2-i "'. (-l)j+mx · ' - = 02 e portanto L-JEG ')ml\) 1 1 
~]-l)j+mXjmÀj =O. 
jEu 
T b , ·ab o·q""'n+l( 1)1+1.. --0 3 1 am em s em s u"' '-'j=l - ~Lr3 J.tn+2-J - , ogo 
n+I 2.::) -ly+ixrj/-ln+2-j =O. 
j=l 
(IV.2) 
(IV.3) 
lvlultiplicando a equação IV.3 por Às, onde r= s, temos L,j;!:11(-1) 8 +jÀsXsjf.tn+2-j =O e somando 
para 8 E a, obtemos LsEa Às Lj;!:f( -1)s+J.'Vsj/-ln+2-j =O, logo, 
n+I 
L J.tn+2-J(L( -1r+j ÀsXsj) =O. (IV.4) 
j=l sEu 
Pela equação IV.2, a soma de dentro é zero, para j i-n+ 11 n, ... 1 n + 2- 'i. Para j = n + 2- i, 
LsEa ( -l)s+j À~.'tsJ = À. Assim, a equação IV .4 se torna 
Assim, À E ( (J-L 1 , ... , JLi-l ) : Jli), como afirmamos. 
Seja J o ideal gerado pelos mcnore!:i maximais de Y. 
Notemos que J :J (tJ1 , ... ,tJi-1). De fato, seja k E {1, ... ,i-1}. Calculandof-lk através da 
:ma expansão pela última coluna da matriz que define J.tk, vemos que J.tk é uma combinação linear 
de subdeterminantes de ordem n- 1. Fazendo a expansão de cada um deles sobre a última coluna 
1p.1 é um polinômio em k[.r.,;;j i= n + 1], linear em cada variáve~ logo é irredutíveL 
2Na matriz que tomamoo para calcular À, trocando sua (n + 2 - i)-ésima coluna pela m-ésima coluna de X, 
obtemos wna matriz que tem duas colunas repetidas, logo seu determinante - que, calculado sobre a coluna trocada, 
' " ( 1)"+2-t+J \ ' e L-JEa- - .'Cjm/\j -e zero. 
3 Basta considerar a (n+ 1) X (n+ 1) matriz que tem a primeira linha sendo a r-ésima linha de X e as outras linhas 
sendo todas as linhas de X. Essa matriz, por ter duas linhas repet.idas, tern determinante nulo e se o calcularmos 
pela sua primeira linha, teremos a expressão dada. 
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de suas respectivas matrizes, e assim sucessivamente, vemos que f.Lk é uma combinação linear dos 
menores maximais de Y. 
Mostramos na afirmação acima que J C ((p1 , ... ,f.ti-d: f.ti). 
Notemos também que Jlk ;t J, 'rlk = i, i+ 1, ... , n + 1. Com efeito, como J1i é o determir1ante da 
matriz obtida retirando a (n + 2- i)-ésima coluna de X, então em /-li não aparecem as variáveis 
.Tj(n+2-i)• paraj = 1, . .. ,n, isto é, se pusermos Xj(n+Z-i) = 0,\fj = 1, .. . ,n, então f.Li não se altera. 
Se, por absurdo, /-Li E J, entãü /-Li = L hktlk, onde tlk é menor maximal de Y. Para calcular tlk. 
desenvolvamos em relação à coluna n + 2- i de Y. Então tlk E (x1(n+2-i)• ... , .rn(n+Z-t.)), ou seja, 
b.k = O, se ."Ej(n+2-i) = O, para j = 1, ... , n. Nesse caso, teríamos /-Li = O, o que contradiz o que 
vimos acima. Para k _::::i, vale a mesma coisa, pois a coluna n + 2- k(-:;. n + 2- i) é uma coluna 
de Y. Como J é um ideal primo ([8]) e /'i </. J, então /'i( (J'r, ... , l'i-d : /'i) C (!'r, ... , Jki-rl C J 
implica que ((/'r, ... , /'i-I) : l'i) C J e logo J = ( (J'r, ... , /'i-r) : Jki). 
Como J é um ideal primo e f.LA· ~ J, "ifk = i, i+ 1, ... , n + 1, então f.Lk não é divisor de zero 
módulo J, isto é, Jll, ... ,,Un+l formam uma d-seqüência. 
IV.2 Generalidades sobre d-seqüências 
Os resultados desta Seção serão utilizados na Seção IV.3 para demonstrar o principal Teorema 
desse trabalho, que estabelece que ideais gerados por d-seqüências são de tipo linear. 
Definição IV.2.1 Uma seqüência de elementos a1 , ..• ,an em um anel R é uma seqüência re-
gular relativa se ( (a1 , ... , G.i)I : ai+!) n (at, ... , an) = (at, ... , a;), onde I = (at, ... , an)· Tal 
seqüência é dita incondicionada se qualquer permutação dela é uma seqüência regular relativa. 
Vamos agora estudar algumas propriedades das d-seqüências. 
Proposição IV.2.2 Qualquer d-seqüência x 1, ... ,Xn é uma seqüência regular· relativa. 
Dem. : Basta mostrar que se yr, ... , Yd é uma d-seqüência, ent.ão (U : Yl) n (yr, ... , Yd) 
(0). De fato, ((xJ, ... ,x;)J: .T;+rl nJ = (x,, ... ,Xi) ""(O: Xi+J) n (.r,i+J, ... ,Xn) =(O)"" 
(O: yt) n {y1 , ... , Yd) = (0), onde I= (x1 , ... ,xn), e se x1 , ... , Xn é uma d-seqüência em R, então 
yr = Xi+J, ... ,yd = Xn é uma d-seqüência em Rj(xJ, ... ,xi)· 
Vamos mostrar que so y1 , ... ,yd é uma d-.seqiiência, então (O : Yr) n (YL· .. ,yd) = (O) por 
indução em d. 
• Se d = I, (O: y1) = (O: yf) mo>tra que (O: y1 ) n (yr) = (0): 
x E (0: Yr) n (yr) '* x = YrT E (O: Yr) '* yrr = 0 =>r E (0: yf) = (0: Yr) => .T = YrT = 0. 
• Suponhamos d > 1 e a hipótese de indução. Seja L1=1 'T'iYi E (O : yi) C (O : YdYI) = 
(O: Yd)· Logo, rdyJ E (yt,···,Yd-1) e como Yt 1 ••• ,yd formam uma d-seqüência, segue 
que TdYd E (yJ, ... ,Yd-I), pois ((yl,····Yd-d: y~) = ((yi,····Yd-d: Yd)· Mas então 
Lf=l TiYi E (yr' ... , Yd-d n (O : YI) = (0), por indução. o 
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Proposição IV.2.3 Suponhamos que x 1, ... ,.r.d é uma d-seqüência em R. Então as imagens de 
xr, ... ,.r.d formam uma d-seqüência em R/(0: x1). 
Dem. : É suficiente mostrar que para k ~ j + 1, Xj+l não é um divisor de zero módulo o 
ideal I = (((O : xr),.r.1 , ... , Xj) : .r.k), e it~tiO tiegue imediatamente da hipótese, se mostrarmos que 
I= ((.T1, ... ,xj): x,). 
Seja c E I, isto é, existe uma equação CXk = L:Lr r;_x; + w, onde w:r:r = O. Mas então 
CXk- 2:;{= 1 rix; E (xr, ... , .Td) n (O : x 1) = (O), pela Proposição IV.2.2 e isso mostra que c E 
((.r1 , ... ,.r,): x,). 
Logo, vale a igualdade, pois a outra inclusão é óbvia. O 
Teorema IV.2.4 Sejam R um anel e xr, ... ,Xn uma d-seqüência módulo 11m ideal I de R. Seja 
X= (x1 , ... ,.Tn)- Então 
xm n/ c xm-11, Vm;::: 1. (IV.5) 
Além disso, suponhamos que (R, m) é local, I = (ar, ... , ad) e x1, . .. , .T.n são elementos tais que 
ar, . .. , Qd, xr, .. . , .r:n formam uma d-seqüência. Se X = (x1 , ... , xn), então 
xm n I c mxm-r I, Vm 2:: 1. (IV.6) 
Dem. : (por indução em n) 
• Suponhamos que n = 1. 
Se x!r E (xj) n I, como (I : .r.J) 
m.;:::: 2: 
(I: xi), obtemos x1r E/. De fato, podemos supor 
m I m-2 (I ') (I ) m-I I I x 1 r E =>.r.1 r E :x1 = :xr =?.1::1 r E =?-···=>xrrE . 
Logo, ::cir = x;r'- 1(x 1r·) E xj-1/. Isso mostra o caso n = 1 para a fórmula IV.5. 
Suponhamos que I= (ar, ... , ad) como no enunciado. 
Afirmação: Xrr E I=?- x,r E m/. 
Com efeito, .1:: 1r = L1=r Sia;. Se algum Sj ~ m, então Bj é uma unidade e logo 
aj E (a.1, ... ,aj-r,aj+I•···,ad,xr), o que contradiz o fato de O.J, ••• ,a.d,XI ser uma 
d-t;eqüência. lJt;ando a mesma demonstração anterior, vemos que vale a fórmula IV.6 
paran=l. 
• Agora, suponhamo<J que a fórmula IV.5 vale, para todo k < n, onde n é fixo. Sejam J = 
(x2, ... ,xn) e .T = .'Vj. A hipótese de indução aplicada a (!,.1::) mmotra que .Fn(I,x) C 
yn- 1 (1, .1::), Vm 2:: 1, pois x2 , ••• ,xn é uma d-seqüência módulo (I, x). Além dh;t;o, como pela 
Propo.sição IV.2.2, xmn(I: x) c Xn(I: x) c I, vemos que xmn(I: x) = X"'nl,'Vm. 2:1 
pois Xm n (1: .T) C Xm n/ C Xm n (I: .r). 
Façamos indução em rn: 
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É claro que IV.5 vale param= 1: X n I C I. 
Agora suponhamos que xm- 1 n I c xm-2 I. 
Seja a E Xm n I. Como xm = yn + xm-1x, segue que a= b+ c.T, onde c E xm-l e b E Jm. 
Então b E Jffi n(I,:I:) C Jm-l(J,x). Escrevamos b= n+vx, onde u E Jm- 1I e v E Jm-1. 
Então a= n+x(v +c) e logo v+ c E (I: x) nxm-1 = xrn-1 ni, pelo que vimos acima. Pela 
indução em m, temm; xm-1 n I c xm-2 I. Logo, a = n + x( v+ c) E Jm- 1 I+ xxm-2 I c 
x=-l I. Isso mostra a fórmula IV.5. 
A prova para IV.6 é exatamente a mesma, colocando m em cada passo da indução. D 
Teorema IV.2.5 Seja (R,m) um. anel local. Suponhamos que x 1 , •.• ,xn é um.a d-seqüência. 
Então X r, ... , Xn são analiticamente independentes. 
Dem. : (por indução em n) 
• Se n = 1, temos (O: .r.r) = (O: xi) e segue que .r.1 não é nilpotente: 
De fato, estamos supondo x 1 -=f O. Fixemos r E IN. Suponhamos que xi o:/ O, 'ii ::; r. Então, 
xJ:+l =O=? .TJ:-1 E (O: xi) = (O: x1) =? xí =O, absurdo. 
Se F( X) = cxs é um polinômio homogêneo, com r E R e F(x1) = cxi = O, suponhamos 
por absurdo que c rJ_ m. Como (R, m) é local, segue que c é uma unidade em R e, logo, 
cxi =O=? xj = C 1 .0 =O=? xr é nilpotente. Absurdo. 
Portanto, x 1 é analiticamente independente. 
• Suponhamos o resultado para os anéis locais e todas as d-seqüências de comprimento < n. 
Suponhamos que xr, ... , Xn não são analiticamente independentes, isto é, existe um polinômio 
homogêneo F(Tr, ... , T,.J em n variáveis com um coeficiente unitário em um dos monômios 
tal que F(.T1, ... , x.,) = O. 
Façamos indução no grau de F para todas as d-seqüências de comprimento n em qualquer 
anel local, ou seja, suponhamos que, se G(y1, ... , Yn) = O, onde Y1, ... , Yn é uma d-seqüência 
e G é homogêneo com gr( G) < gr(F), então G E m[Tr, ... , Tn], Podemos ;:;upor que F é uma 
relação de grau mínimo (escolha F de grau mínimo dentre as que satisfazem F(x1 , ••• ,xn) =O 
com um dos coeficientes unitário). 
E::;creverno::; F(Tr, ... , Tn) = TrG(Tr, ... , Tn) + H(T2, ... , Tn), onde H é homogêneo de grau 
d em T2 , ... , Tn· Como .r1 , .•. , Xn são uma d-seqüência, então .T2, ... ,x., são uma d-seqüência 
em R/ Rx 1; logo, pela hipótese de indução f:j, ... , "X;;." são analiticamente independentes em 
R/ Rxr. Como em R/ Rxr, H(x2, ... , Xn) = F(xr, X2, ... , .r.n) = O, então H(T2, ... , Tn) não 
pode ter nenhum monômio com coeficiente unitário, isto é, H(T2, ... , Tn) E m[T1 , ... , Tn]· 
Portanto, G(Tt, . .. , Tn) deve ter um coeficiente unitário. Agora, a equação 
H(x2, ... ,xn) + .r.rG(.rr, ... , Xn) = o mostra que w = H(.r2, ... , Xn) E Jd n (x1), onde J = 
(xz, ... ,x11 ). Pelo Teorema IV.2.4, Jdn(xr) C mJd-lxr, poi::; J é gerado por uma d-seqüência 
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módulo (xi). Assim, existe um polinômio homogêneo H'(Tz, ... , Tn) E m[Tz, ... , Tn] de 
grau d-1 tal que w = XIH'(xz, ... ,xn)· Logo, x 1 , •.. ,.rn é uma solução da equação 
T1G(Tr, ... , Tn) + TrH'(Tz, ... , Tn) =O, mas x1[G(x1, ... ,Xn) + H'(xz, ... ,xn)] =O implica 
que G(x1, ... , .Tn) + H'(xz, . .. , .Tn) E (O : XJ). Se d > 1, Patão G(.Tt, . .. , Xn) + H'(xz, ... , Xn) E 
(.r-l,···•xn), pois G(Tt, ... ,Tn) +H'(Tz, ... ,Tn) é um polinômio homogêneo de grau d-1. 
Pela Propmüção IV.2.2, temos G(x1, ... ,xn) + H'(xz, ... ,.Tn) = O. Como G tem um coefi-
ciente unitário e H' E m[Tz, ... , Tn], então G(T1, •.. , Tn) +H'(Tz, ... , Tn) tem um coeficiente 
unitário e tem grau estritamente menor que o grau de F, o que contradiz a indução. o 
IV.3 Comparação das Álgebras Simétrica e de Rees de um 
Ideal Gerado por uma d-seqüência 
Queremos mostrar que qualquer ideal gerado por uma d-seqüência é de tipo linear. Para isso, 
vamos mostrar uma proposição que generaliza o Teorema IV.2.4. 
Proposição IV.3.1 Se I é um ideal em R e as imagens de x 1, ... ,xn são uma d-seqüência em 
R/ I, então In (xr, ... '.Tn)(XI, ... 'Xk)m c (xr, ... ,Xn)(XI, ... '.Tk)m-l I, se o ::; k::;: n em:::: 1. 
Observação IV.3.2 O Teorema IV.2.4 afirma que In (x1 , ... ,xn)m C I(x1, . .. ,xn)m-l. 
Dem. : (por indução em n- k) 
• Se n- k =O, então o Teorema IV.2.4 citado mostra a veracidade da afirmação. 
• Suponhamos que a proposição foi mostrada para todo m sempre que n- k -1 < t. Queremos 
mostrar a proposição para todo m e n - k - 1 = t. 
Seja .T = .r1. Por indução, como xz, ... ,xn são uma d-seqüência módulo (I,.r-), podemos 
supor que (I, x) n (xz, . .. , .Tn)(.Tz, . .. , Xk)m C (xz, ... , Xn)(Xz, ... , .'L'k)m-l(I, X), \lm. 2': 1. 
Seja 
J1l = 
Rxm+l+xm(xz, ... , Xn)+xm-l(xz, ... ,xk)(xz, ... ,xn)+· · ·+xm+I-u(xz, ... ,xk)u-1(x2, ... ,xn). 
Então afirmamos que J1! n I c I(;r;z, ... 'Xk)"-2(xz, ... 'Xn).Tm+I-u + Jlt-I ni, 1 ::;: 1/. :::; m+ 1. 
-Seu= m + 1, então 
Ju= 
Rr-=+I +xm(x2, ... , Xn)+xm- 1(x2, ... ,xk)(.r-z, ... 1Xn)+· · ·+x(xz, ... , Xk)m- 1(xz, ... ,xn)+ 
(x2, ... , Xk)m(x2, ... , Xn) 
= Jm + (xz, ... ,xk)m(:z:z, ... , Xn)· 
Assim, ser E Jm es E (xz, ... ,xk)m(x2, ... ,Xn) sãotaisquer+s E I, entãocomoJm C (.r) C 
(I,x), vemos que sE (x2, ... ,xk)"'(.T2, ... ,x,..) n (I,x) C (.T2, ... ,xk)m-I(x2, ... ,.Tn)(I,.r-) C 
Jm. + I(xz, ... ,xk)m-I(x2, ... ,xn)· Logo, r+ sE Jm ni + I(xz, ... , .Tk)m-l(.r-z, ... ,xn), como 
queríamos. 
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- Suponhamos que 1 < u < m + 1. Escreva lu = ] 11_ 1 + xm+l-u(x2, ... , xk)u-l (x2) .. . , xn)· 
Suponhamos que y E lu-1, z E xm+l-"(x2, ... , Xk)u- 1 (x2, ... , Xn) são tais que y + z E I. 
Podcmns escrever y = xm+2-uw e z = xm+l-uv, onde v E (.r2, ... ,xk)u-l(x2 , .•• ,xn)· Então, 
xm.+l-u(v + xw) = xm+l-uv + .rm+2-uw = z + y E 1 e assim x(v + xw) E I, pois (I: :r:)= 
(I : x 2) pela definição de uma d-seqüência. Logo, v + xw E (I : .r-) n (x, .r2 , ... , .Tn,l) = I, 
pela Proposição IV.2.2. Isso implica que 
Assim, 
_ m+l-u E m+2-u( )"-2( ) + J( )u-2( ) m+l-•~ Z-X V X xz, ... ,Xk Xz, ... ,Xn xz, ... ,Xk Xz, ... ,Xn .r 
como queríamos. 
-Consideremos J1 = R.xm+1 +xm(xz, ... ,xn)· Se rxm+I +sxm E hni, com sE (.r-z, ... ,xn); 
então, xm(s + rx) E I implica, como fizemos acima, que x(s + rx) E I, isto é, s + rx E 
(I: x) n (I,x, Xz, ... , Xn) =I, ou seja, sE (I, x). Logo, xms E Ixm+(.r-m+ 1) e r.Tm+I +sxm. E 
Rrm+l n I+ Ixm c Ix"', pelo Teorema IV.2.4. Agora, 
.lm+l = Rxm+l+xm(.Tz, ... ,Xn)+xm-l(xz, ... ,Xk)(.Tz, ... , Xn)+· · +(.Tz, ... ,xk)m(.rz, ... , .Tn) 
= (x, xz, ... , Xn)(.'l:, Xz, ... , Xk)m. 
Assim, 
Jm+I n I= (xi,xz, ... ,xn)(Xt,Xz, ... 1 Xk)m n I c lm n I+ I(.r-z, ... , Xk)m-l(.r-z, ... , .rn) c 
c Jm-I n I+ I(xz, ... ,xk)m-l(xz, ... ,xn) + I(xz, ... ,xk)m-2 (xz, ... , Xn)x c 
c ... c lt n I+ I(.Tz, ... ,Xk)m-I(.rz, ... ,.Tn) + ... + I(xz, ... , Xn)Xm-l c 
C xm I+ I(xz, ... ,.Tk)m-l(.Tz, ... ,xn) + · · · + I(xz, ... 1 Xn)xm-l C 
C f(x, Xz, .. . 1 Xn)(.T, Xz, ... 1 .'Lk)m-l, 
o que prova a propos1çao. o 
Teorema IV.3.3 Suponha que I= (z1 , ••• 1zn), onde z1 , ••• ,Zn é uma d-seqüência. Então I é de 
tipo linear-. 
Dem. : Precisamos mostrar que, se H(X1, ... , Xn) é um polinômio homogêneo tal que 
H(zt, ... , Zn) =O, então H( XI, ... , Xn) E Qj = (Li=1 biXi; Li=1 b;zi = 0). 
Primeiro mostraremos isso se H(XI, ... ,Xn) tem grau 1 em todas as variáveis X1, ... , Xn. Seja 
H de grau d. 
• Suponhamos que somente um monômio aparece em H. Então H(X1 , ... , Xn) = aXi1 • • • Xia· 
Como H(zr, ... , zn) = a~: 1 · · · zta =O) a definição de uma d-seqüência mostra que a. E 
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(O: Zi1 ···ZjJ =(O: Zi 1 ) logo azi 1 =O. Definindo F(Xr, ... ,Xn) = aXi 1 , temo~ que 
F(zr, ... ,Zn) = az.:, =O e logo F E f!J.. Mas H= FXi2 • • ·Xid' logo H E q. 
• Agora, lexicograficamente, ordenemos os monômio::; que aparecem em H por 
Façamos indução no maior monômio que aparece em H, ou seja, suponhamos que se um 
monómio etltritamente menor que estle aparece em H, então ele já pertence a q. Seja 
aXi 1 • • • X;d o monómio maximal que aparece em H(Xr, ... , Xn) sob essa ordem (Como e::;::;a 
ordem monomial é total, existe um único monômio maximal). Ponhamos 
Agora H(zr, ... , Zn) = O mostra que azi1 • • • z;d E J pois qualquer outro monômio tem pelo 
menos um Zk que aparece em J. Como Zi1, ... , Zid formam uma d-seqüência módulo J, 
vemos que a E (J : z,; 1 · • • ZiJ = (J : zid) e logo az;d E J. Então, temos uma equação 
azid = Lk bkZk, onde Zk E J. Então, o polinômio F(Xr, ... , Xn) = aXid - Lk bkXk E f!j e, 
portanto, Xi 1 • • • X;d-J F E fJ. e é suficiente mostrar que H - Xi, · · · Xia_ 1 F E 11}_. Mas 
tem somente monómio~ que são estritamente menores que X;, · · · X,d. A indução agora mostra 
que H- Xi, · · · Xid-J F E 11}_, o que mostra o teorema, se H(X1, ... , Xn) tem grau 1 em todas 
as variáveis. 
Vamos proceder agora tentando "tornar" H de grau 1 em todas as variávei!:i. 
Fazemos indução no gTau de H para mostrar que H E Qj. 
Agora, suponhamos que gr(H) =de H(z1, ... , Zn) =O, com H de grau 1 em Xn, ... ,Xi+r· Es-
crevemos H(Xr, ... , Xn) = X;F(Xr, ... , Xn) + G(Xr, ... , Xi-1, Xi+I, ... , Xn), onde F e G têm 
grau 1 em Xn, ... ,Xi+J,gr(F) = d-1 e gr(G) = d. Como H(zr, ... ,Zn) =O, vemos que 
w = G(zr, ... , Zi-1, Zi+l, ... , Zn) E (z;) e logo, como zr, ... , zi-1, Zi+I, ... , Zn são uma d-seqüência 
módulo (zi), pela Proposição IV.3.1, 
A~sim, exi~te um polinômio F'(Xr, ... , Xi-r, Xi+1, ... , Xn) de grau 1 em Xn, ... , Xi+l tal que 
w = Z;F'(zr, ... , Zi-1, Zi+I, ... , zn), onde gr(F') = d- L Agora como H(zr, ... , Zn) = O, temos 
ZiF(z}, ... , Zn)+z;F'(zl, ... , Zi-1, Zi+1) ... 'Zn) =O, e (F+F')(zr, ... , Zn) E (O: Zi) n (z1, .•• , Zn) =o, 
por IV.2.2, isto é, (F+ F')(z1 , ... , zn) =O e como gr(F +F') S: d- 1 <ri., a indução mostra que 
F+ F' E 11}_. Assim, XiF + XiF' E Qj e é tluficiente mo::;trar que 
G- X, F'~ (X,Fv + G)- (X, F+ X, F) E 'J. 
~H 
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lvias G é um polinômio em X,, ... , Xi-I,Xi+L, .. . ,Xn de grau 1 em Xn,· .. ,Xi+t e logo G-XiF' 
tem grau 1 em Xn, ... , Xi+l, Xi. Continuando, podemos cair num polinômio de grau 1 em toda.:; 
as variáveio e aplicar o trabalho anterior para terminar a demonstração. D 
IV.4 Aplicações 
O Teorema IV.3.3 pode ser usado efetivamente para calcular o anel graduado de um ideal gerado 
por uma d-seqüência. Vamos ilustrar isso no caso do exemplo dado na Seção IV.1, onde I é o ideal 
gerado pelos menores maximais de uma matriz n x (n+ 1) genérica X. 
Primeiro, vamos mostrar algum; isomorfismos: 
• Se I = (a1, ... , an), então já vimos que R(I) = R[a1 T, . .. , anT] c R[T] é a álgebra de Rees 
de I e B = R[a1T, ... , a,nT, r- 1] é o anel de Rees generalizado. Vamos ver que 
De fato, também já vimos que 
Logo, definimos o homomorfismo 
B 
- r.p está bem definida: 
Se b= b-rT-r + ·· · +b-rT- 1 +bo +btT+ · ··+bsT8 = b'_r,y-r' + ··· +b'_ly-t + bQ+ 
b'1T + · · · + b~,ys' E B, suponhamos, sem perda de generalidade, que s:::; s1. Então 
b_rT'' + · · · + Ltr+r'-I + bor+r' + b1T"+r'+l + · · · + bsTs+r+r' 
= b'_r' T" + ... + b'_ 1 yr+r' -1 + b~yr+r' + b~ yr+r' +l + ... + b:, rs' +r+r' 
Se s < s' então bj' = O, para .i' = s+ 1, ... , s1• Logo, podemos supor que s = s1 e teremos 
então que bo = b~,b1 = b~, ... ,bs = b:,. Portanto, boEBbr EB··· EBbs = bQEBb~ EB ···EBb:,. 
- r.p é sobrejetiva: 
Dado L~o a;i E grr(R), temos que Xi = O, para quase todo i. Seja s E IN tal que 
Xi = O,Vi > s. Temos .Tj E Ij e r.p(xo+.TtT+···+x5 T") = xoffixt EB· · ·EB.r.s = L~o:ri. 
- Ker(cp) ~ T- 1 s, 
Se boEBbt EB···EBbs =O, então bj E JH1,Vj = 0, ... ,s. Como b_rT-r + ·· ·+ b_ 1T-1 + 
bo + b1T + ··· + b,T' ~ r-1g(T-1) + (boT)T- 1 + (b1T2)T-1 + · · · + (b,T'+l)T- 1 e 
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como bjTi+1 E R[a1T, ... ,anT,T-1 ] c B, segue que (bjT}+l)T- 1 E r- 1B e como 
T-1g(T-1) E T-1 B, ~egue que b_ry-r + · · · + b_Iy-I + bo + btT + · · · + b~T~ E y-I B. 
Reciprocamente, se b = r-1g(a1T, ... ,anT,T-1 ) E r-1B, então g = b_ry-r + ... + 
b_lT- 1 + bo + b1T + · · · + b.qT8 , com b} E Ji; logo, r- 1g = b_ry-r-l + · · · + iLIT-2 + 
b0T- 1 + b1 + b2T + · · · + b,r•-l e 'f'(T-1g) ~ (b1 +I) Ell (b2 + I 2) Ell · · · Ell (b, +I')~ O. 
Portanto, B/BT-1 9:! grr(R). 
• Sejam R um domínio, a, b E R. Consideremos o anel B = R[ajb]. Suponhamos que o núcleo 
da aplicação 'lj! : R[T] ----+ R[ajb], que leva Tem ajb, é gerado por polinômios lineares. Então, 
B/B(a/b) ê'! R/(a o b). 
De fato, defina o homomorfismo rp = 1r o i: 
R -'-. B ~ R[a/b] -"--. B/B(a/b) 
c 
Temos: 
- i.p é sobrejetiva: 
d E B/B(a/b) => d E B => d ~ f(a/b),f E R[T] => f(T) ~ ao+ a1T + · ·· + 
anT", Oi E R=> d ~ f(a/b) ~ ao+ aJ.(a/b) + a,.(a/b) 2 + · · · + an.(a/b)" => d- ao ~ 
(a/b).(a1 + a2.(a/b) + · · · + O.n.(afb)"- 1) ~ (a/b).g(a/b),g E R[T] => d- ao E B(a/b) => 
d =ao = rp(ao), ao E R. 
- Ker('l') ~(a o b)o 
- e E (o o b) => bc ~ ad, dE R C B =>c~ (a/b).d E Ba/b =>c~ O. 
-c~ O=> c E B(a/b) =>c~ d.(a/b),d E B =>c~ (a.fb).f(a/b),f E R[T] => Tf(T)-
c E Kcr(</>) ~(<>i+ f];T; I <:i<: m) => Tf(T)- c~ L;i';,1 f,(T)(ai + f3iT). Como 
ai+ (3iT E Ker('lj;), então ai+ (3i(a/b) =O, ou seja, bai = -a(Ji, isto é, O:i E (a: b). 
Logo, Tf(T)- c~ L:i::d fi(T)(ai + (J;T) =>-c~ L:i';,1 fi(O)ai =>c E (a o b). 
Observação IV.4.1 Se (a: b2 ) = (a: b), então Ker('!j;) é gerado por polinômios lineares: 
(veja a demonstração no apêndice.) 
Feitos esses isomorfismos, vamos considerar o exemplo da Seção IV.l. 
Sejam X = (.Tij) uma n x (n + 1) matriz de indeterminadas sobre k e R = k[.Tül· Sejam 
6.j o menor maximal de X obtido retirando-se a j-ésima coluna de X e I= (Lli, . .. ,.6..~+ 1 ). A 
matriz X acrescida da i-ésima linha tem determinante nulo (pois tem duas linhas iguais), logo se 
expandirmos seu determinante em relação a essa linha, teremos Lj;;;} ( -l)i+}XijLlj = O e chamando 
Ó.j = (-l)i+i6_j, teremos I= (6.1, ... ,6.n+I) e 
n+l I: .Tij/',j ~ Ü. 
j=l 
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S . ""+1 A E' I 'd I - ]' . . " " e.] a 9r = L..,j=l XijUj. con 1ec1 o que as re açoes meares nos menores mrunmam u 1, ... , un+l 
de X são geradas pelas relações 9i =O ([10]). Assim, S(I) = R[T1, ... , Tn+I]/ J = R[T;, ... , Tn+lJ, 
onde J é o ideal gerado por L,j;tl XijTj. Como, pelo Teorema IV.3.3, I é de tipo linear, o iso-
morfismo rj; : S(I) ~ R( I) = R[ó.1T, ... , A.+1T] c R[T] leva Tj em ÓjT e vamos con::;iclcrar 
r- 1 = b. 1j6.1T = b..IfT1. Seja B = S(I)[b.J/TIJ o anel de Rees generalizado. Queremos encontrar 
gTJ(R) e, para isso, vamos usar os isomorfismos anteriores. 
Afirmação 1: I::J.{Tj = ll./Ti 
Seja f(Tt, . .. ,Tn+I) = Ó..iTj- .Ó.jT;. Então f(t:Jq, . .. ,.Ó..,.+t) = b.ib.j- Ó.jb.i =O e como f 
é linear, tlegue que f E J, ou seja, !liTj - fj.j'T;_ = O. 
-2 -Afirmação 2: (t. 1 : T1 ) = (l> 1 :TI) em S(I) 
Aplicando o isomorfismo rj;, basta mostrar que (fl1 : ll~T2 ) = (ó1 : 6. 1T) em R(I). 
É claro que (l>1: l>1T) C (l> 1 : t.JT2). 
Seja f E 'R(J) tal que b.TT2 f= b.. 1h, com h E R( I). Escrevendo f= f o+ ftT + · · · + fsT8 , 
com fi E Ji e h= ho + h1T + · · · + h.-+2ys+2, com hj E Ji (já podemos supor que grr(h) = 
2 + grr(f) pois LliT2 f= b..1h), e, substituindo na igualdade, teremos 
Então: 
b..tho =O=> ho =O 
b..thl =o=> h! =o 
b..1h2 = b..ifo => h2 =~do => h2 E (b..I) n 12 C Ll1J => h2 = b..th2, h2 E I=> fo = h2 E 1 
b..1h3 = !':!.f!t => h3 = l:!..tf1 => h3 E (b..t) n 13 C b..1J2 => ft E ! 2 
Portanto, concluímos que fi E [J+l. Assim, 
l>,Tf = l>I(Tfo + .. · + Ti+l /j + .. · + T'+I f,) E (L; I)=> f E (L; I: l>1T). 
ER(I) 
Logo, (L> I: l>[T2) =(L> I: l>1T) em R( I). 
Afirmação 3: (L> I: T1) = (óJ, ... ,l>n+I)S(I) = IS(I) 
Pela Afirmação 1, segue que Ó.j E (.6. 1 : Tt), logo IS(I) c (.6.1: Tt). Por outro lado, seja f E 
(ói : TI) C S(I), ou ~eja, TJ/ = l>1h, h E S(J), h E R[T1, ... , Tn+I], I= f(TI, ... , Tn+Il· 
Podemos escrever h = ho + h1T1 + · · · + hn+ITn+l> com ho E R. Da igualdade Ttf = b..1h 
segue que Ttf- .Ó.th E J e fazendo Tr = ... = Tn+l =O, teremos O= -tqho e logo ho =O. 
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Logo 
Ttf = f:11Tí = t1rTthl + LlrT2hz + · · · + .Ó.tTn+Ihn+l 
=af.I t1rTrh.r + b..zTrhz + · · · + Ô.n+ITrh.n+I 
Tr(t1.rhr + /:1.zhz + · ·· + !:1.n+lh.n+l) 
Como Tr ~ J, então Tt -=f. O e como S(I) é domínio, segue que 
] = .Ó.rh.r + .Ó.2h2 + · · · + .Ó.n+thn+l E IS(I). 
Portanto, (l'q 'T!) = IS(I). 
Usando a afirmação 2 e os isomorfismos mostrados anteriormente, segue que 
Na referência [8], o seguinte resultado é provado: 
Teorema IV.4.2 Sejam X = (Xij) uma r x s matriz de indeterminadas e Y = (Yjk) uma s x t 
matriz de indeterminadas. Sejam k um corpo e J o ideal em k[.T-ij, Yik] gerado pelas entradas do 
produto matricial XY, todos os (a+ 1) X (a + 1) menores de X e todos os (b + 1) x ( b + 1) menores 
de Y. Se a+ b :::; s, então J é primo e k[xü, Yjk]/ J é Cohen-Macaulay e integralmente fechado. 
AplicandoesseresultadoaX=(Xij),umanx(n+1)matriz,eY= ( ~1 ),uma(n+1)xl 
Tn+I 
matriz, o ideal J' que define a álgebra graduada de I é dado pelas entradas de XY e todos os n x n 
menores de X. Como n-1 ::; n+1, podemos concluir que grr(R) é Cohen-Macaulay e integralmente 
fechado. 
IV.5 Contra-Exemplo da Recíproca do Teorema 4.3.3 
Mostramos, na Seção IV.3, que qualquer ideal gerado por uma d-seqüência é de tipo linear. 
Em geral, a recíproca desse resultado é falsa, e mostraremos um contra-exemplo. Para tanto, 
precisaremos dos seguintes resultados: 
Teorema IV.5.1 Sejam .J C I ideais do anel R tais que SR(I) ~ RR(I). As seguintes afirmações 
siio equivalentes: 
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Dem.: Cont:õideremos I= (a 1 , ... ,an)- Por definição, SR(I) = R[Tt, ... ,Tn]/'1_, onde f!j = 
(L~l c,:T;_; Lf=t CiO:i = 0). Como, pela hipótese, SR(I) S:! 'RR(I), então 1!j_ = iJ.=, onde para 
f E R[TJ, ... ,Tn] homogêneo, vale f E 1}00 {::}f( ai,· .. ,a:n) =O. 
Também pela definição, SR;J(I /JI ~ (R/J)[h ... , T,]/llt ~ R/J[T1, ... , T,;], onde 11t ~ 
(Lf=1 b;T;; L~~~ b;u; = õ). Logo, 
SR/ J(I I J) "'R[Ti, ... , T,]j(J, q'), 
onde fj1 = (2~:~ 1 bSi; L7~ 1 b;a; E J). De fato, vamos definir o homomorfismo sobrejetivo 
R[T1, ... ,T,] ~ SRjJ(I/J) 
T; 1---+ T; 
r ~---+ r 
e vamos ver que I<er(({J) = (J,(). 
- Ker(<p) C (J,q') 
<p(ffTi, ... ,T,)) ~O, com j(T1, ... ,T,) ~ L"IJ1' .. ·T,'t => La/lj' .. ·Tn'" ~O=> 
Laf'l'{' .. · T,n E 11t => La1J1' .. ·'P," ~ L h;(L b,p;), onde h;(Ti, ... , T,) G (R/ J)[T1 , ... , T,] 
e LbwJ:; =o"* LaiTll ·--~"- Lhj(Lbij1i) =o=> 
f- h~ LUJJ1' ... T,':- Lh;(Lbi;TI) E J[TJ, ... ,T,] =>f~ (f- h) +~E (J,q') . 
.._,._, 4 
h EJ!T1 , ... ,Tn) Ef!j' 
- (J, q') C Ker(<p) 
ffTi, ... , T,) E (J, q') => f(h ... , T,) ~ g(TJ, ... , T,)+L h;(L b,,T;), com g E J!TJ, ... , T,] 
e L b,;a, E J => <p(f(T~o ... , T,)) ~ <p(g(T1, ... , T,))+ L(h;(T,, ... , T,,))(L b,;1;) 5 ~O+ O= O. 
Como 
temos 
JR( I) = J ffi J IT ffi J I 2T 2 Ell .. · 
e, sendo JTR(I) o ideal gerado pelos elementos aT, com a E J temos 
Logo, 
(J,JT)R(I) = Jffi (J + JI)TGJ (JI + JI2 )T' EIJ ... ~ JGJJTEBJlT2 GJ JI2T 3 EIJ ... 
ou seJa, 
(J,JT) ~ {:2::enT";c, E JJn-1}. 
n=O 
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Portanto, 
R(I)/(J, JT)R(I) ~ R/J $1/JT$ J2(IJT2 $ J3(J2JT3 fJJ · · · 
Assim, 
(IV. 7) 
Para verificar esse fato, defina o homomorfismo 
R[TI, ... , T,,j _:!:_. RR(J)((J, JT) 
'Fi r-+ a;T 
r r-+ r 
Temos 
Como 1/J é homogêneo, basta tomar elementos homogêneos. 
- Ker(,P) c(J,q') 
Seja f(T1 , •.. , Tn) homogêneo de grau m :2: 1. (Se f tem grau O, então f = r E R e 
1/J(r) =r= O implica que r E J c (J, Qj').) Logo, 
v•(f(TI, ... , Tn)) ~ /(ai, ... , an)T"' ~ O o> j(a1, ... , an) E JI"'-1 o> j(a1, ... , an) ~ 
Lj=1 ajgj(ar, ... ,o:n), com aj E J e 9i(T1, ••• 1Tn) homogêneo de grau m -1 =?-
aj = Li= r b;jO'.i => f(ar, ... , Cl'n) = L}=l Li= r b;jCl'i9j(ar, . .. , an) => h(Tr, ... , Tn) = 
f(Tr, ... ,Tn)- LiLjb;j'Iigj(Tr, ... ,Tn) é um polinômio homogêneo de grau m que 
anula ar, ... ,an =>h E Q}00 = tj = (Li= r Ci'n; Li= I qai =O) C Q}'. Como 
j j 
j(T1, ... , Tn) ~ h(T1, ... , Tn) + ~~ b,;T,g;(TI, ... , Tn) E q' C (J, q'). 
i j 
- (J, q') c Kedv•) 
f E (J,q') o> jtTJ, ... ,Tn) ~ g(TJ, ... ,Tn) + L;h;(TI,---,Tn)(Libi;T,), onde g; E 
J(T!, ... ,Tn) e LbijOCi E]""> 1/•(f(TJ, ... ,Tn)) ~ f(l"f!T, ... ,a;;T) ~ g(l"f!T, ... ,õ;;l )+ 
L hj(l"f!T, ... , C<nT)(Lbi;aii') ~ g(aiT, ... , C>S)+ L h;(C>IT, ... , aS)( L b,;a,)T ~O. 
• '<f é sobrejetiva 
Dado r= ro + TlT + T2T2 + · ·· + r8 T 8 E R(I)j(J,JT), temos que 'ri E Ji, logo r; = 
Ri(at,· .. ,an), onde R;'é um polinômio homogêneo degrau i. Logo, '1/J(ro+Rr(Tt, ... ,Tn)+ 
R,(TI, ... ,Tn) + · · · + R,(T1, ... , Tn)) ~ ro + R1(a1, ... ,an)T + Rz(a!, ... ,an)T2 + · · · + 
Rs(ar, ... , an)T8 = ro + TlT + r::;T2 + · · · + r;rs =r. 
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Por outro lado, é claro que 
(IV.8) 
onde J' é o ideal de RR(I) dos elementos E~=Ü enT't com Cn t::: J n r•. Para tanto, basta definir o 
homomorfbmo sobrejetivo 
RR(I) ...!..., RR/l(I(J) 
E~=o enr' ~---+ L~•=D enT' 
que tem núcleo T: 
Obtiervemos que (J,JT) c J', pois Jr-1 c Jnr. 
Poltanto, SR/J(I I J) ~ RRjJ(I I J) ""(J, JT) = J'"" J n r = Jr-'. o 
Proposição IV.5.2 Sejam a1, ... ,at uma R-seqüência e f = Lf=l a;b; um elemento do ideal 
J = (a,, ... , at) tal que, pam algum j = 1, ... , t, (J: b;) = J. Então SRjJ(J /(f)) Co< RR11 (Jf(f)). 
Dem. : Suponhamos que f E .P, isto é, :LL1 aibi = z=;=I ai c;, com q E J, Vi. Assim, 
Ll=t (bi - ci)Ui = O. Como (bt - Ct)a.t = - L!;:;Ub; - Ci)a; E (ai, ... ,at-d e a1, ... , O.t são uma 
R-seqüência, então bt - Ct = L~:i d;,tai E J e como Ct E J, segue que b1 E J. Por indução 
em k, segue que bk - ck E J e como Ck E J, segue que bk E J, Vk = 1, ... , t. Isso é absurdo, 
pois bj E J.:::::? 1 E (J: bj) = ]. Logo, a maior potência de f que pertence a J é 1. Portanto 
(f) n Jn = (f).r-r.fi Pelo Teorema IV.5.1, segue que Jf(f) é de tipo linear, como queríamos. O 
Exemplo IV.5.3 Vamos ver agora que a recíproca do Teorema IV.3.3 é falsa, com um contra-
exemplo. 
Sejam R~ k[X, Y, Z, T]f(XT- Y2 Z) = k[x, y, z, t] e I= (x, y) = (X, Y)/(XT- Y2 Z). Pela 
Proposição IV.5.2, considerando f= XT- Y 2Z e J =(X, Y), temos que I é de tipo linear, pois 
X, Y é uma k[X, Y, Z, T]-seqüência e (J: T) = J. 7 
No entanto, x,y não é uma d-seqüência, pois como y2z = xt E (x) então z E (x: y2 ); mas 
z ~ (x : y), pois, caso contrário, teríamos zy = xf(.rc, y, z, t) e, logo, ZY = Xf(X, Y, Z, T) + 
(XT-Y2Z)g(X,Y,Z,T). Se pusermos X= O, seguiria que ZY = -Y2Zg(X,Y,Z,T), o que é 
absurdo. 
" 
• fr E (f) n r=> r E r- 1 => fr E (f).r- 1 
• .~f. r E (f)J-1, r E r-l =>.~f. r E (f) n J'' (pois f E.!) 
7É claro que .J C(.!: T). Se f E (.J · T), então Tf E J =(X, Y) e como X, Y, T é uma k[X, Y, Z, T]-scqüência, 
segue que f E .J. Logo, .] = (.J : T). 
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Apêndice A 
Condições para Ker(R[T]---+ R[a/b]) ser 
Gerado por Polinômios Lineares 
Neste apêndice, nosso objetivo é mostrar que, dados a, b elementos regulares de um anel comuta-
t.ivo R, T uma indeterminada c o homomorfismo natural de anéis '!j; : R[T] ----4 R[ajb] que leva Tem 
ajb, se (a: b2 ) =(a: b), então Ker('I/J) é gerado por polinômios linearetl. Para tanto, provaremos 
alguns resultados. 
Vamos considerar K = Ker('!j;). Então, K é gerado por polinômios lineares se K é gerado por 
B = {dT- e; d,e E R, O i be = ad}. Para cada n E IN, consideremos Tn = (b, a)n n (bn+l: a.). 
Teorema A.l As seguintes afirmações são equivalentes: 
Li) K = BR[T], isto é, K é gerado por polinômios lineares. 
l.ii) (K, T)R[T] n R~ (n: b) 
l.iii) Tn C (b"), \In> O 
Dem.: 
Li) "" l.ii) (K, T)R[T] n R g (B, T)R[T] n R~ ((a: b), T)R[T] n R~ (a: b). 
A segunda igualdade vale, pois: 
• f+Tg E (B,T)R[T] ""f~ (dT-e)J',J' E R[T] e be ~ ad"" f+Tg ~ (dT-e)f'+Tg ~ 
-e f'+ T(g + df') e e E (a: b) ""f+ Tg E ((a: b),T)R[T] 
• c f+ Tg E ((a: b),T)R[T],c oJ O, c E (a: b) ""br ~as oJ,s E R"" r f+ Tg ~ 
(sT- r)(- f)+ T(sf + g) E (B, T)R[T] 
l.ii) ::::} l.iii) Seja t E Tn, logo i = Tn+lan + rnan-lb + · · · + r2abn-1 + rtbn, Ti E R c atfbn+! = 
~ro E R. Seja f(T) = Tn+lyn+I + · · · + r1T + ro. Temos bn+If(ajb) = at + robn+l =O, isto 
é, f(T) E K. Logo, ro E (K,T)R[T] nR ~(a' b) e -bro ~ (at/bn+l)b E (a). A~sim, tE (bn) 
e, portanto, Tn C (bn). 
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l.iii) :::::;,. Li) Seja f(T) = r,.,rn + · · · + ro E K. Para mostrar que f(T) E BR[T], vamos usar 
indução em n e podemos supor que n > 1. Seja t = rnan-l +rn-lan-2b+· · ·+T2abn-2+r1 bn-1. 
Entào, O = bn f(ajb) = rnan + · · · + r1abn-1 + robn = at + robn, logo at = -r0bn, o que 
implica que tE (bn,a). Portanto, t E Tn-l = (b,a)n-l n (bn : a) c (bn- 1 ) por l.iii) e 
-rob/a ~ tfbn-l E R. Asoim, g(T) ~ rnT"-1 + · · · + r,T +(r,+ ro(bfa)) E K, pois g(afb) ~ 
rn(a.n-1/bn-1) + ... + 1'2 (a/b) + TJ- rn(an-1/bn-1)- ... - r2(abn-2/bn-l)- TJ w-1/bn-1) ~ Q 
e pela indução g(T) E BR[T]. Podanto, f(T) ~ Tg(T)- (ro(b/a.)T- r 0 ) E BR[T]. O 
Corolário A.2 As seguintes afirrnações são equivalentes: 
2.i) K é gerado por polinômios lineares 
2.ii) (a/b)R[a/b] n R~ (a' b) 
2.iii) U(a(b, a)" • b"+l) ~ (o • b) 
Dem.: 
2.i) {:::} 2.ii) Pelo Teorema A.l, temos que 2.i) {::} l.ii). Vamos então mostrar que l.ii) {=} 2.ii). 
l.ii) ==> 2.ii) 
o r E (a • b) ~ (K, T)R[T] n R=> <fi( r)~ r E (afb)R[a/b] n R 
• afbf(afb) E R n (a.fb)R[a.fb] => a/bf(a/b) ~r E R=> af(a/b) ~ br => f(afb) E 
(b • a) C R=> b[a/bf(a/b)] ~ af(a/b) E (a) => afbf(afb) E (a • b) 
2.ii) ::::} l.ii) 
o r E (a.' b) =>r E a.fbR[a/b] n R=> r~ 1r1(r) E TR[T] n R C (K, T)R[T] n R 
o r E (K, T)R[T] n R=> r~ f+ Tg, f E K =>r~ V'( r) ~ a.fbg(a/b) E afbR[a.fb] n R 
2.ii) .,. 2.iii) Basta mostmr que U(a(b, a)n • b"+l) ~ (afb)R[afb] n R. 
• a/bf(a/b) E R, f(T) E R[T] => f(T) ~ao+ a,T + · · · + anT" => f(a/b) ~ao+ cqa.fb+ 
· · ·+ <>n(a.fb)" => afbf(a/b) ~ aoa/b+ cqa2 /b2 + · · · +nna"+lfb"+l => bn+l [afbf(a/b)] ~ 
o:oabn + Cl'ta2bn-l + ... + Cl'nan+l = a(aobn + O:ta.bn-1 + ... + O:nan) E a(b,a)n =} 
a/bf(a/b) E U(a(b, a)" • bn+J) 
• r E U(a(b,a)n: bn+l) ;;=} bn+lr E a(b,a)n =} bn+lr = a(robn + r1abn-I + ··· + rnan) =? 
r~ a.fb(ro + r,afb+ ··· + rn(a/b)n) ~ afbf(afb),f E R[X] =>r E afbR[a/b] O 
Corolário A.3 Se (a: b) = (a: b2 ), então K é gerado por polinômios lineares. 
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Dem.: 
Afirmação 1: (a: b) = (a: b2 ) => (a: b) = (a: bn), 'in> 1. 
De fato, é claro que (a.: b) C (a: bn) e temos que: 
r E (a.: bn) => bnr = b2 (b"-2r) E (a) => bn- 2r E (a: b2) =(a: b) => bn-lr E (a) => · · · => 
br E (a) =>r E (a: b) 
Afirmação 2: U(a(b,a)n: b"+1) =(a: b) 
• r E U(a.(b, a)n : bn+l) ==? :ln; bn+lr = a(robn + rtbn-la + · · · + rnan) ==? bn+lr E (a) ==> 
r E (a: bn+l) =(a: b). 
• r E (a.: b) => br E (a)=> br = ad,d E R= (b,a) 0 =>r E (a(b,a) 0 : b) c 
U(a(b,a)n: bn+l). 
Pelo Corolário A.2, segue que K é gerado por polinômios lineare~. 
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