We consider a large-scale service system model proposed in [14] , which is motivated by the problem of efficient placement of virtual machines to physical host machines in a network cloud, so that the total number of occupied hosts is minimized. Customers of different types arrive to a system with an infinite number of servers. A server packing configuration is the vector k = {ki}, where ki is the number of type-i customers that the server "contains". Packing constraints are described by a fixed finite set of allowed configurations. Upon arrival, each customer is placed into a server immediately, subject to the packing constraints; the server can be idle or already serving other customers. After service completion, each customer leaves its server and the system.
in the stationary regime, as the customer arrival rates grow to infinity. (Here α > 0, and X k denotes the number of servers with configuration k.) In particular, when parameter α is small, and in the asymptotic regime where customer arrival rates grow to infinity, Greedy solves a problem approximating one of minimizing k X k , the number of occupied hosts. In this paper we introduce the algorithm called Greedy with sublinear Safety Stocks (GSS), and show that it asymptotically solves the exact problem of minimizing k X k . An important feature of the algorithm is that sublinear safety stocks of X k are created automatically -when and where necessary -without having to determine a priori where they are required. Moreover, we also provide a tight characterization of the rate of convergence to optimality under GSS. The GSS algorithm is as simple as Greedy, and uses no more system state information than Greedy does. 
Categories and Subject Descriptors

INTRODUCTION
We consider a service system model [14] motivated by the problem of efficient placement of virtual machines (VMs) to physical host machines (servers) in a data center (DC) [6] . A service policy decides to which server each incoming VM will be placed. We are interested in service policies that minimize the total number of occupied servers in the system. It is further desirable that the policy be simple, so that placement decisions are made in real time, and depend only on the current system state, but not on system parameters.
Consider the following description of a DC. It consists of a number of servers. While servers may potentially have different characteristics, in this paper we assume that they are all the same. More specifically, let there be N different types of resources (for example, type-1 resource can be CPU, type-2 resource can be memory, etc). For each n ∈ {1, 2, . . . , N}, a server possesses amount Bn > 0 of type-n resource. I types of VMs arrive in a probabilistic fashion, and request services at the DC. Arriving VMs will be placed into the servers, occupying certain resources. More specifically, for i ∈ {1, 2, . . . , I}, a type-i VM requires amount bi,n > 0 of type-n resource during service, where n ∈ {1, 2, . . . , N}. Once a VM completes its service, it departs the system, freeing up corresponding resources. We assume that service times of different VMs are independent.
For each i ∈ {1, 2, . . . , I}, let ki be the number of type-i VMs that a server contains. Then the following vector packing constraints must be observed at all times. Namely, a server can contain ki type-i VMs (i ∈ {1, 2, . . . , I}) simultaneously if and only if i kibi,n ≤ Bn,
for each n ∈ {1, 2, . . . , N}. In this case, the vector k = (k1, . . . , kI ) is called a server configuration.
The model considered in this paper is similar to the DC described above, but different in the following two aspects.
1. While vector packing constraints (cf. Eq. (1)) arise naturally in the context of VM placement, we make the more general assumption of so-called monotone packing constraints (cf. Section 2.1) in our model.
2. We consider a system with an infinite number of servers, where incoming VMs will be immediately placed into a server. For large-scale DCs, the number of servers is not a bottleneck, hence an infinite-server system reasonably approximates such DCs.
We would also like to remark that an important assumption of our model is that the service requirement of a VM is not affected by potentially other VMs occupying the same server. This is a reasonable modeling assumption for multicore servers, for example. There can be different performance objectives of interest. For example, we may be interested in minimizing the total energy consumption [6] , or maximizing system throughput [9] . In this paper, we are interested in minimizing the total number of occupied servers. These objectives are different but related. For example, by switching off idle servers, or keeping them in stand-by mode, we can reduce energy consumption by minimizing the number of occupied servers.
In the main results of the paper, we introduce the policy called Greedy with sublinear Safety Stocks (GSS) and show that it asymptotically minimizes the total number of occupied servers in steady state, as the input flow rates of VMs grow to infinity. More precisely, we prove the asymptotic optimality of GSS for a closed version of the system model, and that of its variant, GSS-M, for the actual (open) system model (Theorems 6 and 7). GSS is a simple policy that makes placement decisions in real time, and based only on the current system state. Informally speaking, GSS places incoming VMs in a way that greedily minimizes a Lyapunov function, which asymptotically coincides with the total number of occupied servers. GSS maintains non-empty safety stocks at every server configuration k whenever X k becomes "too small", so as to allow flexibility on VM placement. In other words, under GSS, there is a non-zero number of servers of every configuration, so that an incoming VM can potentially be placed into a server with any configuration. These safety stocks correspond to the discrepancy between the Lyapunov function and the total number of occupied servers, and grow "sublinearly" with the input flow rates. We also provide a characterization of the rate of convergence to optimality under GSS, which is tighter than the conventional fluid-scale convergence rate.
Related Works
In this section, we discuss related works, and put our results in perspective.
The most closely related work is [14] , where the model considered in this paper was proposed, and a related problem was studied. In both this paper and [14] , the asymptotic regime of interest is when the input flow rates grow to infinity, and the system is considered under the fluid scaling, i.e., when the system states are scaled down by the input flow rates. In [14] , the problem of interest is minimizing
, where α > 0, and X k is the number of occupied servers with configuration k. A simple policy called Greedy was introduced, which asymptotically minimizes the sum k X 1+α k , for any α > 0, in the stationary regime. Policies Greedy and GSS differ in two important aspects. First, they try to minimize different objectives -k X 1+α k (α > 0) and k X k , respectively. When α > 0 is small, Greedy approximately solves the problem of minimizing the total number of occupied servers k X k , in the asymptotic regime where the input flow rates grow to infinity, and at the fluid scale. However, if minimizing k X k is the "true" desired objective, α > 0 need to be chosen carefully, depending on the system scale (input flow rates), which may be difficult to do. Therefore, we believe that asymptotically solving the exact problem of minimizing k X k is of substantial interest. Moreover, the policy GSS proposed in this paper is as simple as Greedy, and uses no more system state information than Greedy does. Second, at a technical level, to prove the asymptotic optimality of Greedy, [14] considered only the fluid scaling and the corresponding fluid limits. In this paper, to prove the asymptotic optimality of GSS, it is no longer sufficient to consider the fluid-scale system behavior alone; a local fluid scaling is also considered, needed to study the dynamics of safety stocks. In addition, this allows us to derive a tighter characterization of the rate of convergence to optimality under GSS, as opposed to the fluid-scale convergence shown in [14] for Greedy.
On a broader level, the model considered in this paper is related to the vast literature on classical stochastic bin packing problems. In a bin packing system, random-sized items arrive, and need to be placed into finite-sized bins. The items do not leave or move between bins, and a typical objective is to minimize the number of occupied bins. A packing problem is one-dimensional if sizes of the items and bins are captured by scalars, and multi-dimensional if they are captured by vectors. Problems with the multidimensional packing constraints (1) are called vector packing. For a good review of one-dimensional bin packing, see for example [2] , and see for example [1] for a recent review of multi-dimensional packing. In bin packing service systems, items (customers) arrive at random times to be placed into a bin (server), and leave after a random service time. The servers can process multiple customers as long as packing constraints are observed. Customers get queued, and a typical objective of a packing algorithm is to maximize system throughput. (See for example [4] for a review of this line of work.) Our model is similar to the latter systems, except there are multiple bins (servers) -in fact, an infinite number in our case. Models of this type are more recent (see for example, [8, 9] ). [8] addresses a joint routing and VM placement problem, which in particular includes packing constraints. The approach of [8] resembles Markov Chain algorithms used in combinatorial optimization. [9] considers maximizing throughput of a queueing system with a finite number of bins (servers), where VMs can wait for service. Very recently, [7] has new results on the classical one-dimensional online bin packing; it also contains heuristics and simulations for the corresponding system with item departures, which is a special case of our model.
As mentioned earlier, we consider the asymptotic regime where the input flow rates scale up to infinity. In this respect, our work is related to the (also vast) literature on queueing systems in the many servers regime. (See e.g. [12] for an overview. The name "many servers" reflects the fact that the average number of occupied servers scales up to infinity as well, linearly with the input flow rates.) However, packing constraints are not present in earlier works (prior to [14] ) on the many servers regime, to the best of our knowledge.
The idea of maintaining sublinear safety stocks to increase system flexibility, and hence avoid "resource" starvationthe approach taken by GSS, the policy proposed in this paper -has also appeared in other works. For example, see [10] and the references therein for an overview. However, to the best of our knowledge, the following feature of GSS is novel, and has not appeared in algorithms proposed in earlier works. Namely, GSS creates safety stocks automatically, in the sense that it does not require a priori knowledge of the subset of configurations for which the sublinear safety stocks need to be maintained. As a result, GSS does not require any a priori knowledge of the system parameters, because the safety stocks automatically adapt to parameter changes. We remark that the policy Greedy proposed in [14] also creates safety stocks, but they scale linearly with the input flow rates, whereas GSS creates sublinear safety stocks.
Finally, an overview of some resource allocation issues that arise from VM placement in the context of cloud computing can be found in [6] .
Organization
The rest of the paper is organized as follows. In Section 1.3, we introduce the notation and conventions adopted in this paper. The precise model and main results are described in Section 2. The model is introduced in Section 2.1. Here we describe two versions of the model, the closed and open system. In Section 2.2, we describe the asymptotic regime of interest. The GSS policy is described in Section 2.3, and the main results, Theorems 6 and 7, are stated in Section 2.4, for the closed and open system, respectively. Sections 3 and 4 are devoted to proving Theorems 6 and 7, respectively. A discussion of the results in this paper and some future directions is provided in Section 5.
Notation and Conventions
Let R be the set of real numbers, and let R+ be the set of nonnegative real numbers. Let Z be the set of integers, let Z+ be the set of nonnegative integers, and let N be the set of natural numbers. R n denotes the real vector space of dimension n, and R n + denotes the nonnegative orthant of R n . Z n and Z n + are similarly defined. We reserve bold letters for vectors, and plain letters for scalars and sets. For a scalar x, let |x| denote its absolute value, and let x denote the largest integer that does not exceed x. For two scalars x and y, let x ∧ y = min{x, y}, and let x ∨ y = max{x, y}.
We use ei to denote the i-th standard unit vector, with only the ith component being 1, and all other components being 0. For a set N , let 1N be the indicator function of N . For a finite set N , let |N | be its cardinality. For two sets N and M, let N \M denote the set difference of N and M, i.e., N \M = {x ∈ N : x / ∈ M}. For a set N ⊂ R n , let N denote its convex hull, i.e., the set of all x ∈ R n such that there exist γ1, . . . , γm ∈ R+ and v1, . . . , vm ∈ N with x = m j=1 γjvj and m j=1 γj = 1. Symbol → means ordinary convergence in R n , and =⇒ denotes convergence in distribution of random variables taking values in R n , equipped with the Borel σ-algebra. The abbreviation w.p.1 means convergence with probability 1. We often write x(·) to mean the function (or random process) {x(t), t ≥ 0}. We write iff as a shorthand for "if and only if", i.o for "infinitely often", LHS for "left-hand side" and RHS for "right-hand side". We also write WLOG for "without loss of generality", w.r.t for "with respect to", and u.o.c for "uniformly on compact sets". Throughout this paper, if x(·) is a random process (which in most cases will be Markov), we will denote by x(∞) its random state when the process is in stationary regime; in other words, x(∞) is equal in distribution to x(t) (for any t) when x(·) is stationary. We use the terms steady state and stationary regime interchangeably.
MODEL AND MAIN RESULTS
Infinite Server System with Packing Constraints
We consider the following infinite server system that evolves in continuous time. There are I types of customers, indexed by i ∈ {1, 2, . . . , I} ≡ I, and an infinite number of homogeneous servers. A server can potentially serve more than one customer simultaneously. We use k = (k1, k2, . . . , kI ) ∈ Z I + , an I-dimensional vector with nonnegative integer components, to denote a server configuration. The general packing constraints are captured by the finite setK ⊂ Z I + of feasible server configurations. Thus, a server can simultaneously serve ki customers of type i, i ∈ I, iff k = (k1, k2, . . . , kI ) ∈ K. From now on, we drop the word "feasible", and simply callK the set of server configurations.
In this paper, we assume that the setK is monotone. A simple consequence of the monotonicity assumption is that 0 ∈K. We now let K =K\{0} denote the set of non-zero server configurations.
Vector Packing is Monotone. An important example of monotone packing is vector packing. Consider the vector packing constraints in (1). It is clear that if the server configuration k = {k1, . . . , kI } satisfies (1), and if k ≤ k component-wise, then k also satisfies (1). On the other hand, not all monotone packing is vector packing. For example, when I = 2,K = {(0, 0), (0, 1), (0, 2), (1, 0), (2, 0)} is monotone, but is not described by vector packing constraints. In the sequel, we will only assume monotone packing in our model, and all our results hold under this general setting.
To exclude triviality, we also assume that for all i ∈ I, ei (the i-th standard unit vector) is an element ofK.
As discussed in the introduction, we make the following important assumption in this paper. We assume that simultaneous services do not affect the service distributions of individual customers; in other words, the service time of a customer is unaffected by whether or not there are other customers served simultaneously by the same server. Let us also remark that before we consider an open system, where each arriving customer is immediately placed for service in one of the servers, and leaves the system after service completion, we will first consider a "closed" version of this open system. The reason is twofold. First, the analysis of the closed system is a stepping stone to that of the open system, and illustrates the main ideas more clearly. Second, we will see shortly that the closed system can be used to model job migration in a cloud, and is therefore of independent interest.
Denote by X k the number of servers with configuration k ∈ K. The system state is then the vector X = {X k , k ∈ K}. By convention, X0 ≡ 0 at all times.
Closed System. Here we describe the "closed" version of the model. Let r ∈ N be given. Suppose that there are in total r customers in the system, and no exogenous arrivals. For each i ∈ I, we suppose that there are ρir customers of type i in the system at all times. This in particular implies that i∈I ρi = 1. It is convenient to index the system by r its total number of customers, and we use X r = (X r k , k ∈ K) to denote a system state. The system evolves as follows. Each customer is almost always in service, except at a discrete set of time instances (which may be customer dependent), where it migrates from one server to another (possibly the same one), subject to the packing constraints imposed bȳ K. For a customer, the time between consecutive migrations is called its service requirement. Thus, one can alternatively think of a customer as departing the system after its service requirement, and then immediately arriving to the system, to be placed into a server. For each i, we assume that the service requirements of type-i customers are i.i.d. exponential random variables with mean 1/μi, and that the service requirements are independent across different i ∈ I. A (Markovian) service policy ("packing rule") decides to which server a customer will be placed after its service requirement, based only on the current system state X r . A service policy has to observe the packing constraints. Under any well-defined service policy, the system state at time t, X r (t), is a continuous-time Markov chain on a finite state space. Hence, for each r, the process {X r (t), t ≥ 0} always has a stationary distribution.
Open System. In the open system, customers of type i arrive exogenously as an independent Poisson flow of rate λir, where λi is fixed and r is a scaling parameter. Each arriving customer has to be placed for service immediately in one of the servers, subject to the packing constraints imposed byK. Service times of all customers are independent. Service time of a type-i customer is exponentially distributed with mean 1/μi. After a service completion, each customer leaves the system. If we denote ρi = λi/μi, then in steady state, the average number of type i customers in the system is ρir, and the average total number of customers is i ρir. We assume, WLOG, that i ρi = 1 -this is equivalent to re-choosing the value of parameter r, if necessary. A (Markovian) service policy ("packing rule") in this case decides to which server an arriving customer will be placed, based only on the current system state. A service policy has to observe the packing constraints. Similar to the closed system, we let X r k (t) denote the number of servers with configuration k at time t in the rth system. However, for the policy that we will study, X r (t) = (X r k (t)) k∈K will not be a Markov process. We postpone the discussion of a complete Markovian description of the system and the existence of the associated stationary distribution to Section 2.3.2.
Asymptotic Regime
We are interested in finding a service policy that minimizes the total number of occupied servers in the stationary regime. The exact problem is intractable, so instead we consider asymptotically optimal service policies. For both the closed and open systems, the asymptotic regime of interest is when r → ∞. Informally speaking, in this limit, the fluid-scaled system state satisfies a conservation law (cf. Eq. (4)), and the best that a policy can do is solving a linear program, subject to this conservation law. We now describe the asymptotic regime in more detail.
First, we defined the so-called fluid scaling. Recall that both the closed and open systems are indexed by r, and X r (t) is the vector that denotes the numbers of servers of various configurations at time t, in the rth system. The fluid scaled process is x r (t) = X r (t)/r. For each r, in the closed system, X r (·) has a (not necessarily unique) stationary distribution, so x r (·) also has a stationary distribution. We will see shortly that in an open system, X r (·) also has a stationary distribution (see Lemma 5) . Denote by X r (∞) and x r (∞) the random states of the corresponding processes in a stationary regime. (Recall the convention in Section 1.3.)
We now argue that as r → ∞,
In a closed system, for each i ∈ I, there are ρir customers of type i in the system at all times, so on all sample paths, 
subject to
Denote by X the set of feasible solutions to LP:
Then X is a compact subset of R |K| + . Let X * denote the set of optimal solutions of LP, and let u * denote its optimal value. In light of Eqs. (2) and (4), a service policy is asymptotically optimal if, roughly speaking, under this policy and for large r, k∈K x r k (∞) ≈ u * with high probability (cf. Theorems 6 and 7).
The following characterization of the set X * by dual variables will be useful. The proof is elementary and omitted.
* iff x is a feasible solution of LP, and there exist ηi ∈ R, i ∈ I, such that
The following lemma relates the distance between a point x ∈ X and the optimal set X * to the objective value of LP evaluated at x.
Lemma 3. There exists a positive constant
Note that D ≥ 1 is necessary, since for every
Proof. See [15] .
Greedy with sublinear Safety Stocks (GSS)
Now we introduce the service policy, Greedy with sublinear Safety Stocks (GSS), along with a variant, which we will prove to be asymptotically optimal.
GSS Policy in a Closed System
Under GSS, a customer of type i is placed into a server with configuration k − ei where X k−e i > 0 or k − ei = 0, such that Δ (k,i) (X) is minimal. Ties are broken arbitrarily.
Note that the GSS policy makes decisions based only the current system state. The parameter r which it uses is nothing else but the total number of customers in the system, which is, of course, a function of the state, and which happens to be constant in the closed system.
We now provide an intuitive explanation of the policy. Let f r be the anti-derivative of w r , so that
Let F r (X) = k∈K f r (X k ). Then w r and Δ r (k,i) capture the first-order change in F r . Suppose that the current system state is X = (X k ) k∈K . Then, placing a type-i customer into a server with configuration k − ei only changes X k−e i and X k : X k−e i decreases by 1 (if X k−e i > 0), and X k increases by 1. Thus, the first-order change in
In this sense, GSS decreases F r greedily, by placing a customer into a server that results in the largest (first-order) decrease in F r . The next lemma states that F r (X) only differs from k X k by O(r p ). The proof is straightforward and omitted.
Under the fluid scaling described earlier, the difference O(r p ) between F r (X) and k∈K X k becomes negligible, as it is of order o(r). Thus, for a fluid-scaled process, minimizing F r (X) (what GSS tries to do) is "equivalent" to minimizing k∈K X k , when r is large.
GSS Policy in an Open System
First, we describe the "pure" GSS policy.
GSS. Let
, 1). For a given system state X, let Z = Z(X) denote the total number of customers in the system. For a system with parameter r, define a weight functionw r (X) =w r (X; Z) as follows:
r (X) generalizes the corresponding weight function w r (X) = 1 ∧ X r p for the closed system, because in the closed system with parameter r the total number of customers is constant Z ≡ r.) Let M denote the set of all pairs (k, i) ∈ K × I such that k ∈ K and k − ei ∈K. Given
Under GSS, an arriving customer of type i is placed into a server with configuration k − ei where X k−e i > 0 or k − ei = 0, such thatΔ (k,i) (X) is minimal. Ties are broken arbitrarily.
In this paper, for the open system, we will analyze not the "pure" GSS policy, described above, but its slight modification, called Modified GSS (GSS-M).
GSS-M.
Under this policy, a token of type i is generated immediately upon each service completion of type i, and is placed for "service" immediately according to GSS. The system state X = {X k , k ∈ K} account for both tokens of type i as well as actual type-i customers for all i ∈ I. Each arriving type i customer first seeks to replace an existing token of type i already in "service" (chosen arbitrarily), and if there is none, it is placed for service according to GSS. Each token that is not replaced by an actual arriving customer before an independent exponentially distributed timeout with mean 1/μ0, leaves the system. (This modification is the same as the one introduced in [14] for the Greedy algorithm, to obtain the Greedy-M policy. ) We emphasize that GSS and GSS-M do not require the knowledge of parameter r.
Since the system evolution under the GSS-M involves both actual customers and tokens, we need to define the Markov chain describing this evolution more precisely. A complete server configuration is defined (in the same way as in [14] ) as a pair (k,k), where vector k = (k1, . . . , kI ) ∈ K gives the numbers of all customers (both actual and tokens) in a server, while vectork ≤ k, k ∈K, gives the numbers of actual customers only. The Markov process state at time t is the vector {X r (k,k) (t)}, where the index (k,k) takes values that are all possible complete server configurations, and superscript r, as usual, indicates the system with parameter r. Note that X r (t) = {X r k (t), k ∈ K} can be considered as a "projection" of {X Remark. Informally, the reason (which is the same as in [14] ) for considering a modified version of GSS instead of pure GSS in an open system is as follows. Recall that in a closed system, a customer migration can be also thought of as its departure followed immediately by an arrival of the same type. As such, departures and arrivals in a closed system are perfectly "synchronized", which in particular means that in a closed system, for every departing customer, we always have the option of putting it right back into the server which it has just departed from. This means that a greedy control, pursuing minimization of a given objective function, cannot possibly increase (up to a first-order approximation) the objective function at every customer migration. In contrast, in an open system, departures and arrivals are not synchronized. Therefore, it is not immediately clear that a greedy algorithm will necessarily improve the objective. The tokens are introduced so that, informally speaking, the decisions on placements of new type-i arrivals are made somewhat "in advance", at the times of prior type-i departures. In this sense, the behavior of an open system "emulates" that of a corresponding closed system. 
Main Results
and
Consequently, we have fluid-scale asymptotic optimality: 
CLOSED SYSTEM: ASYMPTOTIC OPTIMALITY OF GSS
We restrict our attention to closed systems and prove Theorem 6 in this section. As mentioned earlier, it is not sufficient to consider only the system states at the fluid scale, defined in Section 2.2. We also need the concept of local fluid scaling, introduced below. Proposition 9 -a key step in the proof of Theorem 6 -is established in Section 3.2. In Section 3.3, we construct an appropriate probability space, quantify the drift of F r under GSS (cf. Propositions 14 and 15), and prove Theorem 6.
Local Fluid Scaling
Besides the fluid-scaled processes x r (t) defined in Section 2.2, it is also convenient to consider the system dynamics at the local fluid scale. More precisely, for each r and t, define the corresponding local fluid scale process x r (t) by
In the asymptotic regime r → ∞, recall that the fluid scale process x r (·) always lives in the compact set X (defined in Section 2.2). This is no longer true for the local fluid scale processes x r (·): for a fixed t, { x r (t)}r can be unbounded. However, at the local fluid scale, we will always consider the following weight function w, which remains bounded.
Define the local-fluid-scale weight function w : R∪{∞} → R+ to be w( x) = 1 ∧ x. By convention, 1 < ∞, so w is welldefined. Note that for every r, w( x r ) = w r (X r ), where
we can also define the weight difference at the local fluid scale to be
Remark. In the sequel, we will always use lower case x (or x) to denote quantities at the fluid scale, x (or x) to denote quantities at the local fluid scale, and upper case X (or X) to denote quantities without scaling.
Key Proposition
For a vector x ∈ (R+ ∪ {∞})
|K| with components being possibly infinite, we can define the concept of a Simple Improving (SI) pair associated with x.
Definition 8 (Simple Improving (SI) pair). For
The idea of SI pairs is as follows. Suppose that the current system state is X r , and a type-i customer just completed its service requirement at a server with configuration k. Then the first-order change in F r is −Δ r (k,i) (X r ). Suppose that this customer is then placed into a server with configuration k , under GSS. Then, the total (first-order) change in F r after this transition is Δ
. The existence of an SI pair ensures that we can always improve (up to first order) the current value of F r . Recall that for any feasible system state X r , x r = X r /r denotes the fluid-scale system state, and x r = X r /r p denotes the associated state at the local fluid scale. The following proposition establishes that whenever x r is sufficiently far away from optimality, an SI pair exists. 
Proposition 9 follows from the two lemmas below. Proof of Lemma 10. Suppose that there is no SI pair associated with x. We will show that x ∈ X * , i.e., x is an optimal solution of the linear program LP. To this end, we will use Lemma 2. In particular, we will construct ηi ≥ 0, i ∈ I such that (i) i∈I kiηi ≤ 1 for all k ∈ K, and (ii) if i∈I kiηi < 1, then x k < 1.
Note that condition (ii) here is stronger than condition (ii) in Lemma 2.
Let ηi = w( xe i ) for all i ∈ I. Then clearly ηi ∈ [0, 1] for all i ∈ I. We first show that condition (i) holds. To this end, we prove the following stronger statement: if k ∈ K is such that ki ≥ 1 implies ηi > 0, then i∈I kiηi = w( x k ). Suppose not. Let k ∈ K be a minimal counterexample, so that
and for each i ∈ I, ki ≥ 1 implies ηi > 0. Note that i∈I ki ≥ 2, since ηi = w( xe i ) for each i ∈ I, by definition. Thus, there exists i ∈ I such that ηi > 0, k = k − ei ∈ K, and
Subtracting Eq. (9) from Eq. (8), we get that We also have ki ≥ 1, so condition (a) in Definition 8 is also satisfied. If Δ (k,i) < ηi, we verify that {(ei, i), (k, i)} is an SI pair associated with x. First, condition (c) in Definition 8 is automatically satisfied. Second, since ηi > 0, xe i > 0. Thus condition (a) in Definition 8 is satisfied. Finally, ki ≥ 1 by assumption, so to verify condition (b), we only need to verify that x k−e i > 0. Since i∈I ki ≥ 2, i∈I k i ≥ 1. This implies that there exists i ∈ I such that k i ≥ 1. Thus
In either case, we have an SI pair associated with x, contradicting the assumption that there is no SI pair associated with x. Thus, for all k ∈ K such that ki ≥ 1 implies ηi > 0,
For all k ∈ K, we can find k ≤ k such that k ∈ K, k i ≥ 1 implies ηi > 0, and i∈I kiηi = i∈I k i ηi. Thus,
This establishes condition (i).
We now establish condition (ii). Suppose that condition (ii) does not hold. Let k ∈ K be minimal such that x k ≥ 1, and i∈I kiηi < 1.
First, note that k = ei for any i ∈ I, because if ηi < 1, then
Thus i∈I ki ≥ 2. Second, if ηi > 0 for all i ∈ I with ki ≥ 1, then from the proof of condition (i), we have that
so we have x k < 1, reaching a contradiction. Thus, there exists i ∈ I such that ηi = 0 and ki ≥ 1. Let
By minimality of k, we must have x k < 1. Thus, w( x k ) = 1 ∧ x k < 1, and w( x k ) = 1 ∧ x k = 1. This implies that
and that {(k, i), (ei, i)} is an SI pair associated with x. This is a contradiction, so condition (ii) is established. Proof of Lemma 11. We prove the lemma by contradiction. Suppose that the lemma is not true, then for suffi-
, and there is no SI pair associated with x. By Lemma 10, x is an optimal solution of LP, and from the proof of Lemma 10, η = (ηi)i∈I is an optimal dual solution of LP, where ηi = xe i for all i ∈ I.
For a given r, consider the following linear program, which we call LP r .
Minimize k∈K x k (10) subject to k∈K ki x k = ρir 1−p , for all i ∈ I, (11)
LP r is just a scaled version of LP, defined in Section 2.2. For each r, the feasible set of LP r is r 1−p X , its set of optimal solutions is r 1−p X * , and its optimal value is r 1−p u * . r 1−p x is an optimal solution of LP r , and η is an optimal dual solution. Furthermore, by Lemma 3, for sufficiently large n,
For each n, consider the Lagrangian L( x rn , η) of LP rn , evaluated at x rn and η:
We calculate the Lagrangian in two ways. First, by feasi-
The first term on the RHS equals r 1−p n u * , by the dual optimality of η. For the second term on the RHS, note that in the proof of Lemma 10, we have established that for all k ∈ K, i∈I kiηi ≤ 1, and if i∈I kiηi < 1, then x k < 1. Since x rn → x, for all sufficiently large n, if i∈I kiηi < 1, then x rn k ≤ 1. Thus for all sufficiently large n,
contradicting the fact that
for sufficiently large n. This establishes Lemma 11.
Proof of Proposition 9. We are now ready to prove Proposition 9. Suppose that the proposition does not hold. Then for all ε > 0, there exist infinitely many r and x
Thus, we can find a subsequence {rn} of {r} and states x rn such that
2. x rn → x as n → ∞, with some components of x being possibly infinite,
for all n, and
From Property 4, we can deduce that x does not have an SI pair. But by Property 3, this contradicts Lemma 11. This establishes Proposition 9. 2
Proof of Theorem 6
We will assume WLOG the following construction of the probability space. For each (k, i) ∈ M, consider an independent unit-rate Poisson process {Π (k,i) (t), t ≥ 0}. Assume that, for each r, the Markov process X r (·) is driven by this common set of Poisson processes Π (k,i) (·), as follows. , and for each of them write the probability that the average increase rate of Π (k,i) lies outside (1 − ε, 1 + ε) . These probabilities are exp (−poly(r)), and we only have poly(r) such subintervals (here poly(r) means a polynomial in r). This is true for any ε > 0. We can then cover any subinterval of length r 2p−1 by these subintervals of length r p−1/2 . We omit a detailed proof here.
The following corollary is a simple consequence of Lemma 12.
Corollary 13. Let T be fixed. With probability 1, the following holds. For sufficiently large r,
whereμ = maxi∈I μi, and μi is the service rate for type-i customers.
Proof. Consider the probability-1 event in Lemma 12, in which we can and do replace T with 2μT . (We do this because the total "instantaneous" rate of all transitions is upper bounded by 2μr.) The rate of departure of type-i customers is ρiμir ≤ ρiμr, and the total rate of customer departure is no greater than i∈I ρiμr =μr. Thus, for each k ∈ K, the rate of change in X k is at mostμr. For an interval of length r p−1 , the total change in X k is at most O(r · r p−1 ) = O(r p ). More precisely, with probability 1, for each k ∈ K,
Thus, for sufficiently large r, and for each k ∈ K,
Summing over the above expression establishes the corollary. 
Proof. The proof idea is as follows. Consider the increase in F r at each state transition. For concreteness, suppose that the current system state is X r , and a type-i customer just completed its service requirement on a server with configuration k, and is placed into a server with configuration k . Then it is a simple calculation to see that the increase in F r is at most
captures the first-order increase in F r , and the term 4r −p bounds the second-order increase in F r . We will see that over an interval of length r p−1 , the increase in F r due to first-order terms is at most −O(r 2p−1 ), and the increase due to second-order terms is at most a constant. We now proceed to the formal proof.
From now on, we work with the probability-1 event defined in Lemma 12, under which
as r → ∞, uniformly over t0, ξ, and (k, i). Let C1 = 2(μ + D)|K|, whereμ = maxi∈I μi and D is the same as in Lemma 3. Let ε > 0 be the same as in Proposition 9, and let δ > 0 be such that δ < 1 8 μiε 2 for all i ∈ I. Claim that for all sufficiently large r, and for any interval
Suppose the contrary. Then there exist a subsequence of {r} (which, with an abuse of notation, we still index by r), along which we have some [t r 0 , t
First, for sufficiently large r, and for all ξ ∈ [0, 1], there exists a SI pair {(k , i), (k, i)} associated with x r (t r 0 +ξr p−1 ) (possibly depending on r and ξ), such that 
OPEN SYSTEM: ASYMPTOTIC OPTIMALITY OF (MODIFIED) GSS
We prove Theorem 7 in this section. The proof "extends" that of Theorem 6. The main additional step is Theorem 18, which shows that in steady state, for each i ∈ I,Ỹ r i (t) the number of tokens of type-i, remains o(r p ) with high probability, over O(r 1−p )-long intervals. As a starting point, we need the following facts. 
In turn, to prove the latter statement it suffices to show that there exists a construction of the underlying probability space, for which the statement holds. We will need some estimates, which can be obtained from a strong approximation of Poisson processes, available in, for example, [ 
|Π(t) − t − W (t)|
If in the above statement we replace T with rT , and u with r 1/4 , we obtain P sup 
Note also that for a fixed δ ∈ (0, q − 1/2) and all large r,
