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ON SOME OPERATORS AND DIMENSIONS IN MODULAR
MEET-CONTINUOUS LATTICES
MAURICIO MEDINA BA´RCENAS, JOSE´ RI´OS MONTES AND ANGEL ZALDI´VAR
CORICHI
Abstract. Given a complete modular meet-continuous lattice A, an inflator
on A is a monotone function d : A→ Asuch that a ≤ d(a) for all a ∈ A. If I(A)
is the set of all inflators on A, then I(A) is a complete lattice. Motivated by
preradical theory we introduce two operators, the totalizer and the equalizer.
We obtain some properties of these operators and see how they are related to
the structure of the lattice A and with the concept of dimension. lattices and
inflators and preradicals and radicals
1. Introduction
In the study of rings and module categories certain kind of lattices emerge nat-
urally. These lattices control many behaviors that appear on rings and module
categories, for instance, the lattices of submodules, lattices of classes of modules
(specially hereditary torsion classes) and the lattices of preradicals. Most of these
lattices have an extra operation, via this operation one can define interesting el-
ements. For example it is known that in the case of the lattice of preradicals
over an associative ring with unit, there is a product and a coproduct. The prod-
uct of preradicals τ and σ is just the composition (στ)(M) = σ(τ(M)) and the
coproduct is the preradical (σ : τ) given by the submodule (σ : τ)(M) such that
(σ : τ)(M)/σ(M) = τ(M/σ(M)) with M a module. The authors in [8] introduce
for a preradical σ two prearadicals associated to each one of these two operation
respectively, these preradicals are the equalizer of σ, the annihilator of σ (these two
associated to the product); the co-equalizer of σ and the totalizer of σ (these asso-
ciated to the coproduct). In particular for the coproduct the following comparison
holds σ ∨ τ ≤ (σ : τ) as in [8] and [9] this new preradicals are useful for describing
certain kind of intervals of preradicals and characterize left exact preradicals in
terms of some classical elements in a lattice for example pseudocomplements. Now
starting with a complete modular meet-continuous lattice A consider a monotone
function d : A → A such that a ≤ d(a) for all a ∈ A call this function an inflator
and let I(A) be the set of all inflators on A. I(A) is a complete lattice in the usual
way and I(A) have an extra operation namely the product of inflators this product
is the composition. With his product I(A) becomes a non-commutative ordered
monoid and for two inflators d and k the comparison d ∨ k ≤ dk, kd holds. Thus
in some-way the product of inflators acts like the coproduct of preradicals. This
analogy suggest most of the content in the paper. Now we give a brief organization
of this: Section 2 is devoted to recall most of the concepts that are required for the
rest of the investigation, in section 3 we introduce the equalizer and the totalizer
Key words and phrases. lattices,inflators, preradicals, radicals.
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of an inflator, we prove some properties of these and after that, we specialize in
totalizers. Via this we give certain partitions in the set of inflators and we see that
this correspond with some intervals of inflators and it is observed that these inter-
vals are the key to give a characterization of strongly atomic lattices in our sense.
In section 4, we link the totalizers with the concept of dimension of an inflator. In
section 5 we give some observations related with the uses of totalizers and some
insights of the uses of equalizers.
2. Preliminaries
In this paper we assume that each lattice (A,≤,∨,∧, 1¯, 0) is complete, it has
a top 1¯ and a bottom 0, we write ∨ and ∧ the binary supremum and infimum
operations respectively, on A and ≤ for the carried comparison. We deal with
modular lattices, that is,
(a ∨ c) ∧ b = a ∨ (c ∧ b)
for all a, b, c ∈ A such that a ≤ b. Now recall that a subset X ⊆ A is directed if it
is non-empty and for each x, y ∈ X there is some z ∈ X with x ≤ z and y ≤ z.
A lattice A is meet-continuous if
(IDL) a ∧ (
∨
X) =
∨
{a ∧ x | x ∈ X}
for all a ∈ A and X ⊆ A any directed set; here, for a set X ,
∨
X =
∨
x∈X x;
similarly for
∧
X . Following Simmons [10] we call a complete, modular, meet
continuous lattice A an idiom. Two fundamental examples are the following: Given
a ring R and any left R-module M , the lattice SubR(M) of all submodules of M is
modular and meet-continuous, hence it is an idiom. Much of the analysis we will
describe is inspired by this lattice. We remark that since the lattice of submodules
of a given module in general is not a distributive lattice.
An idiom is a distributive lattice precisely when it is a frame, i.e., a complete
lattice A that satisfies
(FDL) a ∧ (
∨
X) =
∨
{a ∧ x | x ∈ X}
for all a ∈ A and X ⊆ A any subset. It follows that each frame is an idiom.
Frames are the algebraic version of a topological space. Indeed if S is a topological
space then its topology, O(S) is a frame, these kind of frames have been extensively
studied, for example see [4] and [5].
Remember that in any lattice A an implication in A is a two placed operation
( ≻ ) given by x ≤ (a ≻ b) ⇔ x ∧ b ≤ a, for all a, b ∈ A. For a proof of the
following fact, see [11].
Proposition 2.1. A complete lattice A is a frame if and only if A has an impli-
cation.
It follows that in a frame A any element a ∈ A has a pseduocomplement or
negation (a ≻ 0) or simply ¬a. For general background on idioms and frames, see
[15] and [16].
An inflator on an idiom A is a function d : A → A such that x ≤ d(x) and
x ≤ y ⇒ d(x) ≤ d(y). A prenucleus d on A is an inflator such that d(x ∧ y) =
d(x) ∧ d(y). A stable inflator on A is an inflator such that d(x) ∧ y ≤ d(x ∧ y)
for all x, y ∈ A. Let us denote by I(A) the set of all inflators on A and let
P (A) be the set of all prenuclei and S(A) the set of all stable inflators. Clearly,
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P (A) ⊆ S(A) ⊆ I(A). Note that from the definition of inflator, the composition
of any two inflators is again an inflator. I(A) is a poset with the order given for
d, d′ ∈ I(A) by d ≤ d′ ⇔ d(a) ≤ d′(a), for all a ∈ A. The identity of A, denoted by
d0 and the constant function d¯(a) = 1¯ for all a ∈ A, are inflators (in fact these two
are prenuclei).
For an arbitrary idiom A and any subset I of inflators on A, the infimum
∧
I
of I is the function on A given by (
∧
I)(a) =
∧
{f(a) | f ∈ I} for each a ∈ A. It
is immediate that this function is again an inflator, and in fact it is the infimum of
the family I. Hence, the poset I(A) is a complete lattice. Moreover:
(1) If I ⊆ S(A), then
∧
I ∈ S(A).
(2) If I ⊆ P (A), then
∧
I ∈ P (A).
The top of I(A) is d¯ and the bottom is d0. For an idiom A and a non-empty subset
S ⊆ I(A), the supremum of S is the function given by (
∨
S)(a) =
∨
{f(a) | f ∈ S},
for each a ∈ A. Also, if S is directed, then:
(3) If S ⊆ S(A), then
∨
S ∈ S(A).
(4) If S ⊆ P (A), then
∨
S ∈ P (A).
We require that S 6= ∅ because the supremum of the empty set is not an inflator.
For two inflators d and d′ on A and for all a ∈ A we have a ≤ d(a). From the
monotonicity of d′ it follows that d′(a) ≤ d′(d(a)) and we have that d(a) ≤ dd′((a)).
So, for any two inflators d, d′ ∈ I(A) we have that d′ ∨ d ≤ d′d. It follows that if A
is an idiom and d, d′, k are inflators on A, then:
(5) If d ≤ d′, then kd ≤ kd′ and dk ≤ d′k.
(6) kd′ ∨ kd ≤ k(d′ ∨ d) and k(d′ ∧ d) ≤ kd′ ∧ kd.
(7) Moreover, if D ⊆ I(A) is non-empty, then:
• (
∨
D)k =
∨
{dk | d ∈ D},
• (
∧
D)k =
∧
{dk | d ∈ D}.
Given an inflator d ∈ I(A), let d0 := d0, dα+1 := d ◦ dα for a non-limit ordinal
α, and let dλ :=
∨
{dα | α < λ} for a limit ordinal λ. These are inflators, and from
the comparison d ∨ d′ ≤ dd′, we have a chain of inflators
d ≤ d2 ≤ d3 ≤ . . . ≤ dα ≤ . . . .
By a cardinality argument, there exists an ordinal γ such that dα = dγ , for α ≥ γ.
In fact we can choose the least of these ordinals, say ∞. Thus, d∞ is an inflator
such that d ≤ d∞ but more important, this inflator satisfies d∞d∞ = d∞, that is,
d∞ is an idempotent or a closure operator on A. Denote by C(A) the set of all
closure operators. This is a poset in which the infimum of a set of closure operators
is again a closure operator. Hence, it is a complete lattice, and the construction
we have just made defines an operator ( )∞ : I(A) → C(A). It is clear that this
operator (in the second level) is inflatory and monotone. The supremum in C(A)
of an arbitrary family of closure operators can be computed as follows: first, take
a non-empty subset of closure operators C on A. The supremum,
∨
C is an inflator
so we can apply the construction above and obtain a closure operator (
∨
C)∞; this
is the supremum of the family C in C(A). For an inflator j on an idiom A, we
say that j is a nucleus if it is an idempotent pre-nucleus. By induction and idiom
distributivity it follows that if A is an idiom, then:
(8) If f is a pre-nucleus on A, then fα is a pre-nucleus for all ordinal α; in
particular f∞ is a nucleus.
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(9) If f is a stable inflator, then each fα is a stable for all ordinal α, and for
limit ordinals λ, fλ is a pre-nucleus; in particular f∞ is a nucleus.
The set N(A) of all nuclei on A is a poset, and the infimum of a family of nuclei
is again a nucleus; thus it is a complete lattice. For the supremum of any family of
nuclei we require the constructions above and item 4 in the list before: first we take
a family of nuclei N , then we consider the family of all compositions of elements of
N , say N ◦; this is a direct family, hence
∨
N ◦ is the supremum in P (A); then we
apply the ∞ construction, and this new inflator (
∨
N ◦)∞ is a nucleus. In fact, it
is the supremum of the family N .
Each nucleus j determines a quotient of A given by the set of fixed points of
j in A, that is, Aj = {x ∈ A j(x) = x}. There is a surjective idiom morphism
j∗ : A → Aj given by j∗(a) = j(a). When the idiom A is a frame then Aj is a
frame (in this way one constructs sublocales of a locale see [4]). We will need the
following:
Theorem 2.2. For any idiom A, the complete lattice N(A) is a frame.
For more details, we refer the reader to [4], [11] and [13].
There is another approach to congruences for an idiom, we will recall some of
that material. In [10] and [14] the author describes a module theoretic like technique
to construct inflators, stable inflators, prenuclei and nuclei, via the base frame of
the idiom A. To construct the base frame of an idiom A one needs the set of all
intervals of A, that is, given a, b ∈ A such that a ≤ b, the interval [a, b] is the set
[a, b] = {x ∈ A | a ≤ x ≤ b}. Denote by I(A) the set of all intervals of A. Now to
compare two intervals I, J , we say that I is a subinterval of J , denoted by I → J ,
if I ⊆ J , that is, if I = [a, b] and J = [a′, b′] with a′ ≤ a ≤ b ≤ b′ in A. We say
that J and I are similar, denoted by J ∼ I, if there are l, r ∈ A with associated
intervals
L = [l, l ∨ r] [l ∧ r, r] = R
where J = L and I = R or J = R and I = L. Clearly, this a reflexive and
symmetric relation. Moreover, if A is modular, this relation is just the canonical
lattice isomorphism between L and R. Now we are going to impose some closure
proprieties in sets of intervals:
We say that a set of intervals A ⊆ I(A) is abstract if is not empty and it is closed
under ∼, that is,
J ∼ I ∈ A ⇒ J ∈ A.
An abstract set B is a basic set of intervals if it is closed by subintervals, that is,
J → I ∈ B ⇒ J ∈ B
for all intervals I, J . A set of intervals C is a congruence set if it is basic and closed
under abutting intervals, that is,
[a, b][b, c] ∈ C ⇒ [a, c] ∈ C
for elements a, b, c ∈ A. A basic set of intervals B is a pre-division set if
∀x ∈ X [a, x] ∈ B ⇒ [a,
∨
X ] ∈ B
for each a ∈ A and X ⊆ [a, 1¯]. A set of intervals D is a division set if it is a
congruence set and a pre-division set. Put D(A) ⊆ C(A) ⊆ B(A) ⊆ A(A) the set
of all division, congruence, basic and abstract set of intervals in A.
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Note that B(A) is closed under arbitrary intersections and unions, hence it is a
frame. The top of this frame is I(A) and the bottom is the set of all trivial intervals
of A, denoted by O(A) or simply by O. The frame B(A) is the base frame of the
idiom A.
The family C(A) is closed under arbitrary intersections, but suprema are not
unions; to correct this we take in any basic set B the least congruence set that
contains it. From this one can show that C(A) is a frame.
For the set D(A) and for any B ∈ B(A) we can describe the least division set that
contains it. Since D(A) is closed under arbitrary intersections, denote by Dvs(B)
that division set that contains it. In [10] it is proved that Dvs(B) is a nucleus on
B(A) and the quotient of this nucleus is D(A). In fact, there is a relation with
this frame and the frame N(A): To describe this relation, take any basic set B
and a ∈ A; define |B|(a) =
∨
X , where x ∈ X ⇔ [a, x] ∈ B. This produces the
associated inflator of B. Moreover, if the basic set B is a congruence set, then |B|
is a pre-nucleus in A, and if it is a division set, then |B| is a nucleus. In this way
we have for every division set a nucleus. Now, given a nucleus j we can construct
a division set [a, b] ∈ Dj ⇔ j(a) = j(b). This correspondences are bijections and
moreover they define an isomorphism between D(A) and N(A). The details of all
these are in [10], and a more recent account is given in [14] and [15].
There are interesting examples of all this: An interval [a, b] is simple if there is
no a < x < b that is [a, b] = {a, b}. Denote by Smp be the set of all simple intervals.
An interval [a, b] of A is complemented if it is a complemented lattice, that is, for
each a ≤ x ≤ b there exist a ≤ y ≤ b such that a = x ∧ y and b = x ∨ y. Let Cmp
be the set of all complemented intervals. In fact, for every B we can define Smp(B)
and Cmp(B): the former is the set of intervals that are B-simple, that is, the set
of all [a, b] such that for each a ≤ x ≤ b, [a, x] ∈ B or [x, b] ∈ B, and the latter is
the set of all intervals that are B-complemented, that is, [a, b] such that for every
a ≤ x ≤ b exists a ≤ y ≤ b such that [a, x∧ y] ∈ B and [x∨ y, b] ∈ B. With this, we
have that Smp = Smp(O) and Cmp = Cmp(O).
In fact one can generalize the above sets of intervals: Given any B ∈ B(A) denote
by Crt(B) the set of intervals such that for all a ≤ x ≤ b we have a = x or [x, b] ∈ B;
this is the set of all B-critical intervals. Note that Smp(O) = Crt(O) and for any
B ∈ B(A), Crt(B) ≤ Smp(B).
We are interested in the simple like intervals:
A interval [a, b] is atomic if for each a < d ≤ b exists a < z ≤ d such that
[a, z] ∈ Smp. A interval [a, b] is strongly atomic if each subinterval a ≤ c < d ≤ b is
atomic, that is, exists c < z ≤ d with [c, z] ∈ Smp and we say that the idiom A is
strongly atomic if each interval is strongly atomic. Let SA be the set of all strongly
atomic intervals in A.
Now if we set soc = |Smp| and cdb = |Cmp| call this inflators the socle derivative
and the Cantor-Bendixson derivative of the idiom A, this are the fundamental
inflators associated to every idiom and one can see that soc and cbd are stable
inflators on A (6.13 and 6.17 of [14]), even more if the idiom A is a frame the cdb
it is know that this inflator is a pre-nucleus. We know that soc∞ is a nucleus so
by the assignment mentioned before, it corresponds a division set D ∈ D(A), this
division set is exactly the set SA (7.11 of [14]).
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3. Operators in I(A)
In [8] the authors introduce four operators in the (big) lattice R-pr. They as-
sociate two operators to the product of preradicals τ · σ, and two operators to the
coproduct of preradicals (τ : σ). For a general lattice A we introduce two operators,
t( ) and e( ) on I(A).
Definition 3.1. Let d ∈ I(A) an inflator we define:
Ie(d) = {z ∈ I(A) | zd = d}
and
It(d) = {z ∈ I(A) | zd = d¯}
and we call them the set of equalizers of d and the set of totalizers of d, respectively.
Note that Ie(d) and It(d) are non-empty, since d0 ∈ Ie(d) and d¯ ∈ It(d). We can
consider ∨
Ie(d) := e(d)
and ∧
It(d) := t(d)
and we call these inflators the equalizer of d, and the totalizer of d, respectively.
Note that from the definition and item 7 of Section 3, we have that t(d)d = d¯ and
e(d)d = d.
Lemma 3.2. Let A be any idiom, d, d′ ∈ I(A) any two inflators, and I a non-
empty family of inflators. Then:
(1) If d ≤ d′ then t(d′) ≤ t(d).
(2) t(d0) = d¯ and t(d¯) = d0.
(3) t(
∨
I) ≤
∧
{t(d) | d ∈ I}.
(4) t(
∧
I) ≥
∨
{t(d) | d ∈ I}.
(5) e(d) is an idempotent inflator.
(6) e(d) ≤ d.
(7) e(d) = d if and only if d is idempotent.
Proof. The properties concerning the totalizers are straightforward.
For 5, we have e(d) ≤ e(d)e(d) and [e(d)e(d)]d = e(d)[e(d)d] = e(d)d = d, that
is, e(d)e(d) ≤ e(d). Now note that for each z ∈ Ie(d), from the comparison of
supremum and the product of inflators, we have that z ≤ d.
Finally, 6 and 7 follow directly from 5 and the fact that if d is idempotent then
d2 = d, and so d ≤ e(d).

Remark 3.3. Notice that the operator e : I(A) → C(A) and t : I(A) → I(A), is
not monotone.
Now, fix b ∈ A and let a ∈ A. We define:
Ob(a) =
{
1¯ if a ≥ b
a otherwise.
Clearly Ob is an inflator.
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Theorem 3.4. Let A be an idiom. Then,
Od(0) = t(d)
for each d ∈ I(A).
Proof. Take any inflator d on the idiom A and consider its value d(0), and then
take the inflator Od(0). Then, Od(0)d = d¯, because d(0) ≤ d(a) for any a ∈ A and
hence t(d) ≤ Od(0).
On the other hand, consider
h =
∧
{z ∈ I(A) | z(d(0)) = 1¯}
and note that this h totalizes d. Therefore, t(d) ≤ h, but clearly h ≤ t(d) so
h = t(d). Now observe that for any a ∈ A, by the definition of Od(0) we have that
for an inflator z such that zd(0) = d¯ then Od(0)(a) ≤ z(a) , thus Od(0) ≤ h, that is,
h = Od(0).

Denote by Tot(I(A)) the set of all the inflators of the form Od(0). Observe that
this set is a poset.
Proposition 3.5. Let A be an idiom, and Tot(I(A)) the set of all totalizers, let G
be a non-empty family of totalizers with D its set of associated inflators then:
(1) O∧D(0) is the supremum of the family G.
(2) O∨D(0) is the infimum fo the family G.
Proof. Take a non-empty family of these inflators G and let D be the set of inflators
given by d ∈ D ⇔ Od(0) ∈ G. Then, consider the supremum ,
∨
D of D. This
inflator has totalizer O∨D(0), and by construction we have that O
∨
D(0) ≤ Od(0)
for every d ∈ D. Note that if there is a totalizer Oz(0) such that Oz(0) ≤ Od(0), for
all d ∈ D, then d(0) ≤ z(0) for all d ∈ D. Thus,
∨
D(0) ≤ z(0) and from this we
conclude that O∨D(0) ≤ Oz(0), that is, O
∨
D(0) is the infimum of the family G in
Tot(I(A)). For the description of the supremum of an arbitrary family of totalizers
we proceed symmetrically. 
Remark 3.6. From the description of totalizer, t(t(d)) = 1¯. We also note that
(z ∨ Oa)(b) = z(b) ∨ Oa(b), from where it follows that the supremum (z ∨ Oa)(b)
is 1¯ or z(b). Therefore, this supremum is actually zOa for any inflator z. These
observations tell us that the product of two totalizers is commutative, as inflators.
Another important observation is that Tot(I(A)) satisfies a reversed idiom distribu-
tivity law of A, and if A is a frame then Tot(I(A)) also satisfies a reversed frame
distributivity law.
Given any a ∈ A define
ιa(b) =
{
a if b = 0
1¯ if b 6= 0.
This is clearly an inflator. Moreover the assignment a 7→ ι(a) is an embedding from
A to I(A). Now, note that ιaιb = d¯, and for any inflator d, dιa = ιd(a), and then
dι0 = ιd(0). By definition of these inflators we have that d ≤ ιd(0), in particular
ιd(0)d = d¯. Then, by construction of the totalizer t(d) ≤ ιd(0).
To proceed with the study of totalizers as in [8], we following relation in I(A):
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Given two inflators d and d′ we say that d ∼t d′ ⇔ t(d) = t(d′). This is clearly
an equivalence relation. Denote by [d]t an equivalence class of this relation.
Observe that d ∈ [d0]t ⇔ t(d) = t(d0) = d¯, and d ∈ [d¯]t ⇔ t(d) = d0, that is,
d = d0d = d¯. Hence, [d¯]t = {d¯}.
Proposition 3.7. If A is any idiom and d an inflator on A, then [d]t is an interval
of the form
[
∧
Td,
∨
Td]
Moreover, there is a bijective correspondence between Tot(I(A)) and the set of these
intervals.
Proof. Now, let Td = [d]t and consider the supremum
∨
Td and infimum
∧
Td of
this family. By the above description of the totalizers, we know that the totalizers
of these two inflators are O(
∨
Td)(0) and O(
∧
Td)(0). But we also know that these
two inflators are the infimum and the supremum of the family of totalizers Od′(0)
with d′ ∈ Td. This means that O(
∨
Td)(0) =
∧
{Od′(0) | d
′ ∈ Td} and O(
∧
Td)(0) =∨
{Od′(0) | d
′ ∈ Td}. But
∨
{Od′(0) | d
′ ∈ Td} = Od(0) and
∧
{Od′(0) | d
′ ∈ Td} =
Od(0). This shows that
∨
Td and
∧
Td are in [d]t.
For the bijection, observe that [d]t = [d
′]t if and only if d(0) = d
′(0) if and only
if Od(0) = Od′(0). 
Theorem 3.8. Let A be an idiom and d any inflator on A. Then the intervals of
the form [ud(0), ιd(0)] are collapsed by taking totalizers. Moreover, these intervals
are just the blocks of the partition ∼t, and there is a bijection between Tot(I(A))
and the set of intervals of the form [ud(0), ιd(0)].
Proof. Take any element a ∈ A with A an idiom, and set ua(b) = a ∨ b. It is
immediate that ua is an idempotent inflator on A (if A is a frame this inflator is
a nucleus). Now suppose we have an inflator d on A and consider d(0) and ud(0).
By the construction of the totalizer we know that t(ud(0)) = Oud(0)(0). Now, since
ud(0)(0) = d(0), then t(ud(0)) = t(d). For the inflator ιd(0), its totalizer is just Od(0).
Hence, from the definitions we have d ≤ ιd(0) and ud(0) ≤ d.
By last Proposition we have the bijection. 
Example 3.9. For any associative ring with unit R consider the category R-Mod
of left R-modules. Let R-tors be the frame of all hereditary torsion theories. Most
of the interplay between the structure of the ring R and the category R-Mod is
related to this frame. See [3] and [16]. We are interested on the various notions
of dimension associated to the category R-Mod as in [1], [2] and [14]. Now recall
that for τ ∈ R − tors a module M is τ-cocritical if M is τ -torsion free and M/N
is τ -torsion for every 0 6= N ⊆M . M is said cocritical if it is τ -cocritical for some
τ ∈ R-tors. Put R-sp={χ(M) |M is cocritical}.
Let g : R-tors→ R-tors given by
g(τ) = τ ∨ (
∨
{ξ(N) | N is τ -cocritical}).
This is an inflator in R-tors. Moreover, it is not hard to see that g is a pre-
nucleus, in fact if g∞ = d¯ then R has Gabriel dimension. The next two propositions
characterize g(τ):
Proposition 3.10. Let R be an associative ring with unit. The next statements
are equivalent:
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(1) ug(ξ) = g.
(2) R-sp = {χ(S) | S ∈ R-simp}, where R-simp is a complete set of represen-
tatives of isomorphism classes of simple R-modules.
Proof. (1)⇒ (2): Let τ ∈ R-sp, then there is an M , τ -cocritical such that χ(M) =
τ . By the definition of g, we have:
τ∨(
∨
{ξ(N) | N is τ -cocritical}) = g(χ(M)) = χ(M)∨g(ξ) = χ(M)∨(∨S∈R−simpξ(S)).
Then, there exists S simple such that tξ(s)(M) 6= 0 and so S ≤M . Now, since S is
essential in M , then E(S) = E(M), that is, χ(S) = χ(M).
(2) ⇒ (1): Again take any proper torsion theory τ , and let M be a τ -cocritical
module. Then χ(M) ∈ R-sp, and by (2) there exist a simple S such that χ(M) =
χ(S). Hence, S ∈ Fτ and so S is τ -cocritical. Therefore, τ ∨ ξ(M) = τ ∨ ξ(S).
Notice that a simple R-module is τ -torsion or τ -torsionfree, hence ug(ξ) = g.

Recall that in a left semiartinian ring R, every hereditary torsion theory ξ 6= τ ∈
R-tors is a supremum of atoms.
Corollary 3.11. For any ring R the following are equivalent.:
(1) R is left semiartinian.
(2) g = ιg(ξ).
(3) ug(ξ) = g = ιg(ξ)
Now we give a generalization of the above result into the idiomatic case, for that
purpose we need to recall some facts about certain kind of nuclei associated to any
interval on an idiom A. In [10] and [12] the author introduces the following inflator,
given an interval [a, b] in an idiom A, consider the set F = {f ∈ P (A) | f(a)∧b = a},
this is non-empty and in [10] Lemma 4.3 or Lemma 5.1 of [12] it is proved that F
satisfy:
(1) F is directed.
(2)
∨
F ∈ F .
(3)
∨
F is a nucleus.
Name this nucleus χ(a, b), from the above j ≤ χ(a, b) ⇔ j(a) ∧ b = a for all
j ∈ N(A). This nucleus is the idiomatic analogue of the torsion theory cogenerated
by a module M . This nucleus gives some interesting intervals.
Definition 3.12. An interval [a, b] with a < b is inert if for any a < x ≤ b then
χ(a, x) = χ(a, b)
Definition 3.13. An interval [a, b] is uniform if it is non-trivial and if x ∧ y = a
then x = a or y = a for all x, y ∈ [a, b].
Remark 3.14. (1) For each inert interval [a, b], the nucleus χ(a, b) is a point
(a ∧-irreducible element) in N(A).
(2) All uniform interval are inert.
(3) Let C be a congruence set in A. If [a, b] ∈ Crt(C) − C then [a, b] is uniform
and hence inert.
Remark 3.15. Given an interval [a, b] on A by the completeness of D(A) we can
consider the least division set that contain the interval [a, b], denote this division
set by D(a, b) and the corresponding nucleus ξ(a, b) ∈ N(A) then ξ(a, b) ≤ k ⇔ b ≤
k(a).
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We can consider the inflators Dvs, Crt on the base frame B(A). Denote Gab =
Dvs ◦ Crt. We know that for every nucleus j on A correspond a unique division
set on A, Dj . Consider the division set Gab(Dj) = Dk for some k ∈ N(A). This
defines a pre-nucleus on N(A), denote this two pre-nuclei by Gab.
In in [15] Theorem 3.7 is probed next description of Gab:
Theorem 3.16. Let A be an idiom and consider any nucleus j ∈ N(A). Then
Gab(j) =
∨
{ξ(a, b) | [a, b] ∈ Crt(Dj)}
Following Simmons (Definition 7.8 of [15]), we say that a point π ∈ N(A) is
a G-point if π < Gab(π). With all this we can perform the idiomatic version of
Proposition 3.10 and Corollary 3.11.
Proposition 3.17. The following are equivalent for an idiom A
(1) uGab(d0) = Gab.
(2) Gpt(N(A)) = {χ(a, b) | [a, b] ∈ Smp} Here Gpt(N(A)) denote the G-points
of N(A) given by j-critical interval for some nucleus j.
Proof. Suppose (1), and consider any [a, b] ∈ Crt(Dj) − Dj for some nucleus j
on A, then [a, b] is inert so χ(a, b) is a point in N(A), in fact this point is a G-
point, that is, Gab(χ(a, b)) 6= χ(a, b), and for (1) Gab(χ(a, b)) =
∨
{ξ(x, y) | [x, y] ∈
Crt(Dχ(a,b))} = χ(a, b)∨
∨
{ξ(x, y) | [x, y] ∈ Smp} hence, there is an interval [x, y] ∈
Smp such that ξ(x, y) do not collapse the interval [a, b], then a ≤ ξ(x, y)(a) ∧ b ≤
b therefore [a, ξ(x, y)(a) ∧ b] ∈ Dξ(x,y) and by construction, this division set is
Dvs(B(x, y)). Then we can find a proper sub-interval of [a, ξ(x, y)(a) ∧ b] similar
to [x, y] (therefore it is a subinterval of [a, b]), because the interval [x, y] is simple.
Now if we have χ(a, b)(x) ∧ y = y then ξ(x, y) ≤ χ(a, b), which is a contradiction
of the above argument. Thus one necessarily have j ≤ χ(a, b) ≤ χ(x, y). To see
the other comparison suppose a < χ(x, y)(a) ≤ b, since [a, b] is j-critical, we obtain
[χ(x, y)(a) ∧ b, b] ∈ Dj , that is, b ≤ j(χ(x, y)(a)) ≤ b thus j(b) ≤ χ(x, y)(a) (by
j ≤ χ(x, y) and both are idempotent) but this implies that the interval [a, b] is
collapsed by χ(x, y) and consequently [x, y] so is, which is a contradiction to the
property of χ(x, y), therefore χ(x, y)(a) ∧ b = a, that is, χ(x, y) = χ(a, b).
If we suppose (2), take any [a, b] ∈ Crt(Dj)−Dj with j a nucleus different of d¯,
this interval is uniform hence inert so χ(a, b) is a point in N(A), then by (2) exists
a simple interval [x, y] such that χ(a, b) = χ(x, y), from this we have j ≤ χ(x, y).
Observe that for the nucleus ξ(a, b) we have x ≤ ξ(a, b)(x) ∧ y ≤ y, by simplicity
of the interval and the construction of ξ(a, b) we conclude that ξ(a, b)(x) ∧ y = y,
that is, [x, y] is collapsed by this nucleus, therefore ξ(x, y) ≤ ξ(a, b). If we have
ξ(x, y)(a) ∧ b < b then [ξ(x, y)(a) ∧ b, b] ∈ Dj because [a, b] ∈ Crt(Dj), thus b ≤
j(ξ(x, y)(a)), that is, b ≤ j∨ξ(x, y)(a) then ξ(a, b) ≤ j∨ξ(x, y), but ξ(x, y) ≤ ξ(a, b),
therefore j∨ξ(x, y) ≤ j∨ξ(a, b) and then j∨ξ(x, y) = j∨ξ(a, b), which is the same
that Gab(j) = uGab(d0)(j). 
As a corollary of this we have:
Corollary 3.18. The following are equivalent for an idiom A
(1) A is SA.
(2) uGab(d0) = Gab = ιGab(0).
(3) Gab = ιGab(d0)
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4. Dimensions of inflators and totalizers
Take any s ∈ S(A) and consider the set St(s) = {s
′ ∈ S(A) | s′s = d¯}. Then,
St(s) ⊆ It(s) (Definition 3.1). Hence, t(s) ≤
∧
St(s) = t(s). This new stable
inflator t(s) is the partial totalizer of s in S(A). This construction can be applied
to any pre-nucleus and any nucleus: set t(f) =
∧
Pt(f) =
∧
{k ∈ P (A) | kf = d¯}
and (j) =
∧
Nt(j) =
∧
{k ∈ N(A) | kj = d¯}. From this and item 9 in Section
2 we have that (t(s∞))∞ = (s∞) for any stable inflator s. Note also that these
observations give us a chain of inflators t(s∞) ≤ t(s) ≤ t(s) ≤ (t(s))∞.
We know that if j is a nucleus on A, then Aj is an idiom, so if we take an inflator
dAj on Aj we have a diagram
A
j∗
// Aj
d
Aj
// Aj
j∗
// A
where j∗(a) = j(a) and j∗ is the inclusion, then j∗ · dAj · j∗ is an inflator on A.
From j∗j∗ = idA we get (j∗t(d
Aj )j∗)(j∗d
Aj j∗) = j∗t(d
Aj )dAj j∗ = j∗d¯
Aj j∗ = d¯.
With this the following is straightforward.
Proposition 4.1. Let A be an idiom and j any nucleus. For any dAj ∈ I(Aj) we
have that
t(j∗d
Aj j∗) ≤ j∗t(d
Aj )j∗.
Now, take any inflator k and define µk : I(A) → I(A) by µk(d) = dk. Then,
from item 7 of Section 2, µk is a pre-nucleus. If the inflator k is idempotent, then
µk is a nucleus on I(A). Moreover, if we start with S(A), then it is an idiom, thus
by the above we have that µ( ) transforms any stable inflator into a pre-nucleus on
S(A). Note that µ( ) : I(A)→ P (I(A)) is an embedding. Now consider any inflator
s ∈ I(A). Then, the pre-nucleus µs has a negation ¬(µs) and this is a nucleus on
I(A).
Proposition 4.2. Let s be any inflator on an idiom A. Then, ¬(µs) ≤ µt(s) in
N(I(A)).
Proof. We know that ¬(µs) ∧ µs = idI(A), from item 7 of Section 2, ¬(µ
s)µt(s) ∧
µsµt(s) = µt(s). Now, take any inflator d on A we have, (µsµt(s))(d) = µs(dt(s)) =
(dt(s))s = d(t(s)s) = dd¯ = d¯ so µsµt(s) = Tp is the top in N(I(A)). From this we
obtain that ¬(µs)µt(s) = µt(s), that is, ¬(µs) ≤ µt(s). 
Compare the above with Lemma 20 of [6].
Corollary 4.3. If s is any stable inflator on an idiom A, then ¬s ≤ t(s) in C(A).
In particular, ¬s ≤ (s∞) in N(A), and for any nucleus j on A we have ¬j ≤ (j)
in N(A).
Proof. From Proposition 4.2 we have that ¬(µs) ≤ µt(s). Evaluating in d0 we obtain
that ¬(µs)(d0) ≤ µt(s)(d0) and so ¬(µs)(d0) ≤ t(s). Now, for the element
¬(µs) =
∨
{̺ ∈ S(I(A)) | ̺ ∧ µs = idI(A)} =
∨
P
we have that
(∨
P
)
(d0) =
∨
{̺(d0) | ̺ ∈ P}, that is, for any ̺ ∈ P we have that
̺(d0) ∧ µs(d0) = d0. But since µs(d0) = s, then
∨
P(d0) ≤ ¬s, and since µ¬s ∈ P ,
then ¬s =
∨
P(d0), and therefore ¬s ≤ t(s). The last affirmation follows from
the fact that ¬s∞ = ¬s, then ¬s∞ ≤ t(s∞) ≤ t(s∞) ≤ (s∞) and for a nucleus
¬j ≤ t(j) ≤ j. 
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Proposition 4.4. If s is an inflator on an idiom A and if ¬(µs) = µt(s), then s is
idempotent. In particular, if s is a stable inflator, then it is a nucleus.
Proof. Since ¬(µs)∧µs = µt(s)∧µs = idI(A), evaluating in d0 we find that t(s)∧s =
d0 and thus t(s)s ∧ s
2 = s. But since t(s)s = d¯, then s2 = s. The last statement is
direct. 
Proposition 4.5. Let A be an idiom. Then, for any stable inflator s ∈ S(A) the
following are equivalent:
(1) ¬s = t(s).
(2) s ≤ ¬t(s).
Proof. If ¬s = t(s), then ¬¬s = ¬t(s), and since s ≤ ¬¬s, then s ≤ ¬t(s). Now, if
s ≤ ¬t(s) implies that s ∧ t(s) = d0, then t(s) ≤ ¬s, and the other comparison is
just the Corollary 4.3. 
Corollary 4.6. Let A be an idiom. Then, the following are equivalent:
(1) ¬s = t(s) for all s ∈ S(A).
(2) S(A) is a boolean algebra.
Proof. (1) ⇒ (2): From Proposition 4.4 we obtain that S(A) = P (A) = N(A).
Now, since the product of any two pre-nuclei is a pre-nucleus then ss′ is idempotent,
in particular s ∨ s′ = ss′. Hence, from (1) we have that (¬s)s = d¯ = ¬s ∨ s, that
is, ¬s = t(s) is the complement of s, and thus S(A) is boolean.
(2)⇒ (1): Every s has a complement ¬s, and this implies that (¬s)s = d¯, that
is, t(s) ≤ ¬s. 
Definition 4.7. Let d be an inflator on A. We say the idiom A has d-length if
d∞(0) = 1¯.
Remark 4.8. Note also that if d′ is any other inflator with d ≤ d′, then d∞ ≤ d′∞.
Hence, if d∞ = d¯, then d′∞ = d¯, that is, A has d′-length. In terms of totalizers this
observation can be rephrased as follows: An idiom A has d-length if t(d∞) = d0.
There is other aspect of this theory: Consider any stable inflator St on N(A).
Following Simmons (Definition 5.4 of [15]) we said that a nucleus j on A has St-
dimension if St∞(j) = d¯. If d0 has St-dimension, we say that A has St-dimension.
Since d
Aj
0 = j, then a nucleus j has St-dimension if and only if Aj has St-dimension.
Proposition 4.9. Let A be an idiom and St any stable inflator on N(A). Then,
̂µSt
∞(d0) ≤ St∞
where ̂µSt
∞(d0) is the idempotent closure of the composition (( )∞ ◦ µSt
∞(d0)).
Proof. We have St∞(d0) ≤ St∞(j) for all nuclei j and j ≤ St∞(j). This last
inequality implies that jSt∞(j) = St∞(j) because St∞(j) is in particular idem-
potent. Then, the first comparison implies that jSt∞(d0) ≤ St∞(j), that is,
µSt
∞(d0) ≤ St∞, and hence ̂µSt
∞(d0) ≤ St∞. 
Remark 4.10. Proposition 4.9 implies that every nucleus j on A, with ̂µSt
∞(d0)-
dimension has St∞-dimension.
Now, recall that for every stable inflator s on A we can consider the pre-nucleus
µs
∞
on S(A). Note also that if k is a pre-nucleus on A such that µs
∞
(k) = d¯, then
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t(s∞) ≤ k. Then k has µs
∞
-dimension. From µs
∞
≤ ( )∞ ◦µs
∞
≤ µ̂s∞ we see that
every t(s∞) ≤ k has µ̂s∞ -dimension.
Theorem 4.11. Let A be an idiom. The following affirmations are equivalent for
a stable inflator s ∈ S(A) and J ∈ S(S(A)):
(1) Ξ(µs
∞
)(J∞) = Tp.
(2) t(µs
∞
) ≤ J∞.
(3) s∞ has J-dimension.
Here Ξ(µs
∞
)(K) = Kµs
∞
and Tp is the top in S(S(A)).
Proof. (1)⇔ (2): Ξ(µs
∞
)(J) = tp⇔ Jµs
∞
= tp⇔ t(µs
∞
) ≤ J .
(2)⇒ (3): J(s∞) = d¯ by (2) and evaluation on d0. Thus J∞(s∞) = d¯.
(3) ⇒ (2): By (3) we have J∞(s∞) = tp. Then, J∞((µs
∞
)(d0)) = tp and thus
J∞µs
∞
= tp. 
5. Some final remarks
In this section we set down some observations about totalizers and questions
related to equalizers.
Recall that for every idiom A we have two fundamental inflators the socle, soc =
|Smp| and the Cantor-Bendixson derivative cbd = |Cmp| and this two are compared
soc ≤ cbd thus t(cbd) ≤ t(soc). The following is not entirely new, the first two
equivalences are proved in [10] and the third is just a consequence of our analysis.
Lemma 5.1. Let A be an idiom then the next statements are equivalent.
1 A is strongly atomic, that is, every interval of A, [a, b] contains a sub-
interval, a ≤ c < d ≤ b such that there is some c < z ≤ d with [c, z] ∈
Smp(O)
2 soc∞(0) = 1¯.
3 t(soc∞) = d0.
The above result is also related to Corollary 3.18.
Now from the preliminaries we have that for every idiom A, Gab ≤ Soc and
Boy ≤ Cbd, and all this inflators are below Cbd, here Soc and Cbd are Socle
inflator and the Cantor-Bendixson derivative on N(A) and for the construction of
Boy see for instance [15]. The proof of the following is straightforward.
Proposition 5.2. The following comparison holds for every idiom A.
1 t(Soc∞) ≤ t(Soc) ≤ t(Gab).
2 t(Cbd∞) ≤ t(Cbd) ≤ t(Boy).
3 t(Boy) ≤ t(Gab).
4 t(Cbd) ≤ t(Soc) and t(Cbd∞) ≤ t(Soc∞).
Remark 5.3. (1) Suppose t(Gab) = IdN(A) then by 1 of Proposition 5.2 we
have Gab = Soc = Soc∞ = Tp, that is, N(A) have Soc-length, in particular
Gab(d0) = d¯ and by Theorem 2.3 of [15] we obtain that Gab(d0) = d¯ =
soc∞, that is to say A has soc-length. In this case 3 of the above proposition
say Gab = Boy which implies that soc∞ = cbd∞.
(2) FromGab ≤ Soc we haveGab(j) ≤ Soc(j) for every nucleus, thus t(Soc(j)) ≤
t(Gab(j)) and t(Gab∞(j)). If t(Gab(j)) = d0 then Gab(j) = d¯ in particular
j has Gab-dimension and soc∞j = tp, in this case Aj is strongly atomic.
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This situation also implies that t(Soc(j)) ≤ t(soc∞j ) ≤ j∗t(soc
∞
Aj
)j∗ where
the last comparison is for Proposition 4.1 so if Aj is strongly atomic then
Soc(j) = tp in particular t(Soc(d0)) ≤ t(soc∞) ≤ t(soc).
It is important to mention that this kind of analysis can be applied to the (big)
idiom R-pr of all preradicals over a module category R-Mod, in particular this can
be applied to the idiom R-lep of all left exact preradicals, note also that for every
left exact preradical τ we can consider the next function (τ : ) : R- lep → R- lep
and from [7] (τ : ) is a pre-nucleus then t(t((τ : ))(τ)) ≤ t(τ) ≤ t((τ : ))(t(τ))
where t(τ) is the totalizer of τ in the sense of [8].
As the reader may notice, we do not have an analogue treatment like in the case
of totalizers for equalizers thus further investigation is needed, but so far we can
set down some properties of equalizers that give some lines for uses of these and
insights to look at it.
Definition 5.4. An inflator d 6= d¯ on an idiom A is ∧-prime if k∧ l = d then k = d
or l = d, for inflators k and l.
From this we have that every ∧-irreducible inflator is ∧-prime.
Lemma 5.5. If d is an idempotent inflator and ∧-prime then, d is ∧-irreducible.
Proof. Let be k1, k2 ∈ D(A) such that k1 ∧ k2 ≤ d, set z1 = k1 ∨ d y z2 = k2 ∨ d
thus d ≤ z1 ∧ z2 = (k1 ∨ d)∧ (k2 ∨ d) ≤ (k1d)∧ (k2d) = (k1 ∧ k2)d. Therefore, since
d is idempotent d = z1∧z2. From the fact that d is ∧-prime we have the result. 
Proposition 5.6. Suppose that d is ∧-prime then e(d) is ∧-prime.
Proof. Note that being d ∧-prime then e(d) 6= d¯, suppose d1 ∧ d2 ≤ e(d) then
(d1 ∧ d2)d = d, thus d1d = d or d2d = d, that is, d1 ≤ e(d) or d2 ≤ e(d). 
By Lemma 3.2 we know that for an inflator d on an idiom A its equalizer e(d)
is always idempotent, e(d) ≤ d; and e(d) = d if and only if d is idempotent.
Definition 5.7. Let d be an inflator on an idiom A, the idempotent interval of d
is
[e(d), d∞]
where d∞ is the least idempotent above d.
This interval is trivial if and only if d is idempotent.Recall that an element
a 6= e ∈ [a, b] in an interval, is large or essential if e ∧ y = a ⇒ y = a for all
a ≤ y ≤ b.
Lemma 5.8. Let d be a stable inflator on A, then d is an essential element of
[e(d), d∞]. This interval is considered in the set of stable inflators
Proof. Let k be a stable inflator such that e(d) ≤ k ≤ d∞ and d ∧ k = e(d) in
this case the inflator ( )∞ is stable then e(d) = (d ∧ k)∞ = d∞ ∧ k∞ = k∞ thus
e(d) ≤ k ≤ k∞ = e(d), that is, e(d) = k. 
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