Abstract. Let (Φ, M n ) be an effective smooth action of (Z 2 ) k on an n-dimensional smooth closed connected manifold having a finite fixed set. One can associate to this action a regular graph of valency n. If the action is nonbounding one uses this graph to obtain a lower bound for the number of fixed points. Furthermore, this result is applied to a general nonbounding (Z 2 ) k -action fixing a finite fixed set. With the help of graphs and the Kosniowski-Stong formula, up to cobordism all (Z 2 ) k -actions fixing three isolated points (resp. four isolated points) are classified completely, and at the same time, the Smith problem for (Z 2 ) k -actions fixing three isolated points (resp. four isolated points) is also solved.
Introduction
Let k be a positive integer, and G = (Z 2 ) k . Suppose that (Φ, M n ) is a smooth G-action on an n-dimensional smooth closed manifold M n . In this paper, we are only concerned with the case in which the fixed point set M G is formed by isolated points. With respect to such G-actions, some works have been done (see, e.g. [CF] , [D] , [KS] , [S] , [DJ] , [BGH] , and [L1] ). If the fixed point set Mn = 0, there is a trivial action on a single point which is nonbounding, and an action is nonbounding if and only if it has an odd number of fixed points. Implicitly one will have n > 0 throughout.
Suppose that (Φ, M n ) is a nonbounding G-action on a smooth closed manifold M n with |M G | < +∞. Then there must be a connected component N n of M n such that the G-action on N n is nonbounding, and N n is invariant under the action of G, and |N G | ≤ |M G |. Thus, first one will assume that M n is connected. To avoid that the action is not an action of a smaller group, one also assumes that the G-action on M n is effective. Because the action is effective the representation on the tangent space at a fixed point must be faithful and that implies n ≥ k. The result is then stated as follows. Theorem 1.2. Suppose that (Φ, M n ) is a nonbounding effective smooth G-action on a connected closed smooth manifold M n with |M G | < +∞. Then the number |M G | is at least 1 + l.i.g.( ) ≥ 1 + 2 = 3, so any nonbounding G-action has at least 3 fixed points.
In addition, one also analyzes nonbounding G-actions (Φ, M n ) with |M G | = 3 and 4. In particular, one completely classifies up to cobordism all G-actions (Φ, M n ) with |M G | = 3 and 4. Let ∆ k−2 (RP 2 ,(Z 2 ) 2 ) be the (Z 2 ) k -action induced by the standard linear (Z 2 ) 2 -action on RP 2 and ∆ operation (for the definition of ∆, see Section 3), and let ∆ k−2,A (RP 2 ,(Z 2 ) 2 ) denote the action obtained by applying an automorphism A of (Z 2 ) k to ∆ k−2 (RP 2 ,(Z 2 ) 2 ) , where A ∈ GL(k, Z 2 ) and GL(k, Z 2 ) is the general linear group over Z 2 . Theorem 1.3. Let (Φ, M n ) be an effective smooth (Z 2 ) k -action on an n-dimensional closed connected smooth manifold with three fixed points. Then n = 2 ℓ ≥ 2 k−1 and (Φ, M n ) is cobordant to the diagonal action of 2 ℓ−k+1 copies of ∆ k−2,A (RP 2 ,(Z 2 ) 2 ) for some A ∈ GL(k, Z 2 ). Remark 3. For the general case, any (Z 2 ) k -action fixing three isolated points must be nonbounding, and it is cobordant to a (Z 2 ) k -action (Ψ, N) with N connected for which there is an integer j with 2 ≤ j ≤ k such that the (Z 2 ) j -action on N is effective. Thus, applying Theorem 1.3, the cobordism classification of all (Z 2 ) k -actions fixing three isolated points can be settled. Theorem 1.4. Let (Φ, M n ) be an effective nonbounding smooth (Z 2 ) k -action on an ndimensional closed connected smooth manifold with four fixed points. Then
(1) k ≥ 3 and n is in the range 3 · 2 ℓ ≤ n ≤ 5 · 2 ℓ for every ℓ ≥ k − 3;
A v which appears in Theorem 1.4 is originally induced by the standard linear (Z 3 )
3 -action on RP 3 . For its construction, see Section 5. 2) For the general case, we shall see that any nonbounding (Z 2 ) k -action fixing four isolated points must be cobordant to a (Z 2 ) k -action (Ψ, N) with N connected, so the cobordism classification of all (Z 2 ) k -actions fixing four isolated points can also be settled by Theorem 1.4.
As one of the fundamental problems in transformation groups, the original Smith problem [Sm] says that if a smooth closed manifold M homotopic to a sphere admits an action of a finite group such that the fixed point set is formed by only two isolated points p, q, then are the tangent representations at p and q isomorphic? The problem was completely solved by Atiyah-Bott [AB] and Milnor [M] when M is a homology sphere with a semi-free H-action for H an arbitrary compact Lie group. More generally, if M is not restricted to be a homology sphere but a closed manifold and if the number |M H | of fixed points is greater than two, as stated in [GZ3] , the question of how the tangent representations of H at distinct fixed points are related to each other is still open and is known as the Smith problem. Theorem 1.1 and Lemma 2.1 tell us that for a (Z 2 ) k -action (Φ, M n ) having a finite fixed point set, its prime representation set is a complete equivariant cobordism invariant of (Φ, M n ), as indicated in Remark of Lemma 2.1, so that our arguments on the equivariant cobordism classification of all (Z 2 ) k -actions fixing three isolated points (resp. four isolated points) in Sections 4 and 5 may directly lead to the solution of the Smith problem for (Z 2 ) k -actions fixing three isolated points (resp. four isolated points). Specifically speaking, Proposition 4.2 with Lemmas 4.1 and 4.3 together gives the answer of the Smith problem for (Z 2 ) k -actions fixing three isolated points, and Proposition 5.1 with Lemmas 5.1-5.3 and 5.6-5.9 together also gives the answer of the Smith problem for nonbounding (Z 2 ) k -actions fixing four isolated points. For a bounding (Z 2 ) k -action fixing four isolated points, the tangent representations at the four fixed points must appear in pairs up to isomorphism since there cannot be any (Z 2 ) k -action fixing only one isolated point. Note that the Smith problem for (Z 2 ) k -actions fixing two isolated points can easily be solved by the Kosniowski-Stong formula [KS] , i.e., the tangent representations at the two fixed points are isomorphic.
The proofs of Theorems 1.2, 1.3 and 1.4 will mainly be based upon a regular graph of valency n induced by the G-action. The idea that the equivariant topology is associated with regular graphs was first indicated by Goresky, Kottwitz and MacPherson in 1998 . In their work [GKM] , they studied a special kind of complex T -manifolds M with 0 < |M T | < ∞ (now these T -manifolds are often called the GKM manifolds), each of which can determine a unique regular graph with some properties (also called the GKM graph), so that this gives a link between GKM manifolds and GKM graphs, and thus many interesting results were obtained, where T is the torus. For example, the equivariant cohomology of each GKM manifold can be explicitly described in terms of its associated GKM graph. Recently, more work along these lines have been carried on by many mathematicians (see, e.g. [BGH] , [GH] , ).
k , we shall see that the above idea can still be carried out, and in particular, an interesting thing is that any effective G-action on a closed connected smooth manifold M n having a finite fixed set can let us induce regular graphs with some properties (for more details, see Section 2). Thus, this provides us a way by using regular graphs to study G-actions.
The paper is organized as follows. In Section 2 we shall review some basic notations for graphs, G-representations, and then show how to get regular graphs from G-actions. Theorem 1.2 will be proven in Section 3. In Sections 4 we shall discuss the equivariant cobordism classification for nonbounding G-actions fixing three isolated points, and prove Theorem 1.3. The equivariant cobordism classification for nonbounding G-actions fixing four isolated points will be considered in Section 5, and Theorem 1.4 will be finished there.
The author expresses his gratitude to Professor R.E. Stong for his valuable suggestions and comments, and also to Professor M. Masuda for helpful conversations.
Preliminaries
Let Γ be a graph. By E Γ one denotes the set of all edges of Γ, and by V Γ one denotes the set of all vertices of Γ. For each vertex p ∈ V Γ , let E p denote the set of all edges containing p, and for each edge e ∈ E Γ , E e the set of all edges joining the two endpoints of e. The graph Γ is said to be a regular graph of valency n if
k , and let Hom(G, Z 2 ) be the set of all homomorphisms ρ : G −→ Z 2 = {±1}. One agrees to let ρ 0 denote the trivial element in Hom(G, Z 2 ), i.e., ρ 0 (g) = 1 for all g ∈ G. Every irreducible real representation of G is one-dimensional and has the form λ ρ : G × R −→ R with λ ρ (t, r) = ρ(t) · r for some ρ ∈ Hom(G, Z 2 ). Obviously there is a 1-1 correspondence between all irreducible real representations of G and all elements of Hom(G, Z 2 ), so one often represents irreducible real representations of G in terms of elements of Hom(G, Z 2 ). The homomorphisms ρ i : (g 1 , ..., g k ) −→ g i give k nontrivial irreducible representations. The set of irreducible representations Hom (G, Z 2 ) is an abelian group where addition in the group is given by tensor product of representations (ρ · σ)(g) = ρ(g) · σ(g). Then Hom(G, Z 2 ) = H 1 (BG; Z 2 ) is the Z 2 vector space with basis α 1 , ..., α k where α i is given by the homomorphism ρ i . There are then 2 k − 1 nontrivial irreducible representations corresponding to the sums α i 1 +α i 2 +· · ·+α ir , i 1 < i 2 < · · · < i r . With this understood, throughout the following Hom(G, Z 2 ) will be regarded as being a Z 2 -vector space.
Let ρ ∈ Hom(G, Z 2 ) be a nontrivial irreducible representation of G. Then the kernel Kerρ is a subgroup of G isomorphic to (Z 2 ) k−1 . Choose an element g ∈ G with ρ(g) = 1, so that G is Kerρ × N where N is generated by g, and this Z 2 summand N of G is actually G/Kerρ. The other nontrivial irreducible representations of G occur in pairs ρ ′ , ρ ′′ ∈ Hom(G, Z 2 ), which are the same homomorphism on Kerρ such that ρ ′ (g) = 1 and ρ ′′ (g) = −1. Of course, the trivial representation of G and ρ form a similar pair, restricting to the trivial representation of Kerρ. Generally, let
k−r , where r is the dimension of subspace of Hom(G, Z 2 ) spanned by ρ
(1) , ..., ρ (l) , and there exist r elements g (1) , ..., g (r) ∈ G with ρ (i) (g (j) ) = 1 such that G = H × N with the (Z 2 ) r summand N generated by g (1) , ..., g (r) . Now let (Φ, M n ) be an effective smooth G-action on a connected smooth closed manifold with 0 < |M G | < +∞. At a fixed point p in M n , the tangent space is a direct sum σ 1 ⊕ σ 2 ⊕ · · · ⊕ σ n of irreducible representations of G and these are nontrivial. Note that trivial representations give tangent vectors to the fixed set. One can also write this as a list {β 1 , ..., β n } of nonzero elements of Hom(G, Z 2 ) = Span{α 1 , ..., α n }. Then the condition that the action is effective gives the following property:
Property A. β 1 , ..., β n span Hom(G, Z 2 ).
If p and q are two fixed points with the same tangent representation {β 1 , ..., β n }, one can cut out neighborhoods of p and q, each of which looks like the disc in the associated representation space. One then glues the resulting boundaries together to obtain a new action (Φ ′ , M ′ ), which is cobordant to the action (Φ, M n ). This reduces the number of fixed points by two. Thus one has Lemma 2.1. If (Φ, M n ) is nonbounding, then it is cobordant to a G-action (Ψ, N) such that the tangent representations at all fixed points of N G are all different.
Remark. In Lemma 2.1, the collection of all different tangent representations at fixed points of N G is called the prime representation set of (Φ, M n ), and if (Φ, M n ) is bounding, then the empty set is defined as its prime representation set. Then by Theorem 1.1 and Lemma 2.1, the prime representation set of any G-action (Φ, M n ) having a finite fixed point set is a complete equivariant cobordism invariant of (Φ, M n ).
Now one wants to construct a regular graph Γ (Φ,M ) associated with the action (Φ, M n ), such that the set of vertices of the graph is M G and the valency of the graph is just n.
Being given a nontrivial irreducible representation ρ, let C be a component of the fixed set of Kerρ ∼ = (Z 2 ) k−1 and let d = dim C. The group G/Kerρ ∼ = Z 2 acts on C and the fixed points of the resulting involution will be fixed points of G. If p is one of those fixed points then the representation ρ occurs as a summand exactly d times in the tangent space at p. Assuming d > 0, Conner and Floyd [CF] tell us that the number of fixed points of the G/Kerρ-action on C is even. One may choose a connected regular graph Γ ρ,C with vertices the fixed points of that involution with d edges meeting at each vertex as follows. If d = 1, C is a circle with precisely two fixed points, and one chooses an edge joining these two fixed points. If d > 1, let p 0 , p 1 , ..., p 2l−2 , p 2l−1 be all fixed points of G/Kerρ-action on C. Choose one edge joining p 2i−1 and p 2i (p 2l = p 0 ) and choose d − 1 edges joining p 2i to p 2i+1 -for example.
Our graph Γ (Φ,M ) is now the union of all of these subgraphs Γ ρ,C chosen for each ρ and C. Because the tangent representation at a fixed point p has n irreducible summands, exactly n edges meet at p, so Γ (Φ,M ) is a regular graph of valency n.
Remark. 1) It should be pointed out that there can be many choices for our graph Γ (Φ,M ) . Here for our purpose, it is enough for us to only choose one of them. Of course, if for each ρ and C, dim C = 1, then Γ (Φ,M ) is uniquely determined.
2) Unlike GKM graphs, the orientation of associated regular graphs in our case will not be considered.
3) Generally, there may be several edges having the same endpoints in Γ (Φ,M ) , i.e., the number |E e | for some edge e ∈ E Γ (Φ,M ) may not be 1.
By the construction of Γ (Φ,M ) , there is a natural map from E Γ (Φ,M ) to Hom(G, Z 2 ) such that each edge of Γ (Φ,M ) is labelled (or colored) by a nontrivial element in Hom(G, Z 2 ). Actually, given an edge e in E Γ (Φ,M ) , there exists a nontrivial element ρ in Hom(G, Z 2 ) and a component C of M Kerρ such that e ∈ Γ ρ,C . Then e is labelled by ρ. Further, each vertex of Γ (Φ,M ) can be labelled by n nontrivial irreducible representations of Hom(G, Z 2 ).
Let e be an edge of Γ (Φ,M ) with two endpoints p and q. Then there is a nontrivial irreducible representation ρ in Hom (G, Z 2 ) such that e is labelled by ρ, and p and q are two points of C (a component of M Kerρ ), so the tangent representations at p and q are the same when restricted to Kerρ. As we have noted that both tangent representations have d copies of the representation ρ where d = dim C. If σ is another nontrivial irreducible representation occurring at p or q of G, then σ and σ + ρ become the same nontrivial representation when restricted to Kerρ. Thus one has Property B. The sum of the number of times which σ and σ + ρ occur in the tangent representations at both p and q is the same.
Lemma 2.2. Let e ∈ E Γ (Φ,M ) be an edge joining p and q such that p and q have different tangent representations. Then the number |E e | of such edges is at most n − k + 1.
Proof. Label the points p and q using nontrivial elements of Hom(G, Z 2 ) so that
′ being nonzero elements in Hom(G, Z 2 ) where β 1 , β 2 , ..., β t are the representations for the t edges joining p to q and suppose that t ≥ n − k + 2.
Choose γ 1 , γ 2 , ..., γ s to be a maximal linearly independent set from {γ 1 , ..., γ n−t } (labelling them as the first s elements), where s ≤ n − t ≤ k − 2. Since the representations occurring at p span Hom(G, Z 2 ) by Property A, one can choose at least two of the β's, say β 1 and β 2 so that the set {β 1 , β 2 , γ 1 , ..., γ s } is linearly independent.
Since the representations at p and q are different, there must be some nonzero element δ in Hom(G, Z 2 ) which occurs more times in the representation at p than at q. Since the representations for the β i occur the same number of times in both p and q, one has that δ ∈ {γ 1 , ..., γ n−t }. Since the sum of the number of times δ and δ + β 1 occur in p and q is the same by Property B, δ + β 1 must occur more times in p than in q. Then δ + β 1 + β 2 must occur more times in p than in q. Thus one has δ + β 1 + β 2 ∈ {γ 1 , ..., γ n−t }. Then β 1 + β 2 is in the span of {γ 1 , γ 2 , ..., γ s } contradicting the linear independence of {β 1 , β 2 , γ 1 , ..., γ s }. 
This gives
Fact. Let (Φ, M n ) is a nonbounding action of (Z 2 ) 2 . Then n is even and M n has at least 3 r fixed points where r is the number of terms in the 2-adic expansion of n.
Of course, 1 + l.i.g.( n n−1 ) = 3, so the bound in Theorem 1.2 is now precise exactly for n = 2 s .
Finally, one gives the proof of Corollary 1.1.
Proof of Corollary 1.1. If the action (Φ, M n ) has no fixed points then it bounds, so the action must have fixed points. Any connected component with a fixed point in M n is invariant under G and there must be at least one such component which is nonbounding. The action on that component need not be effective, but it will be an effective action of some quotient group (Z 2 ) j of G, 0 ≤ j ≤ k. For j = 0 the entire component is fixed and the action does not have finite fixed set. For j = 1, Conner and Floyd [CF] have shown that the number of fixed points is even and the action bounds. Thus 2 ≤ j ≤ k, and the theorem then follows from Theorem 1.2.
Actions with three fixed points
The objective of this section is to classify up to cobordism all (Z 2 ) k -actions fixing only three isolated points. One knows from the argument of Section 2 that if two fixed points of a (Z 2 ) k -action have the same representation, then one can cancel this pair of fixed points, and up to equivariant cobordism, the action is unchanged. Since there cannot be any (Z 2 ) k -action fixing exactly an isolated point by [CF] or [L1] , one has that any (Z 2 ) kaction fixing only three isolated points has three different representations at the three fixed points, so the action must be nonbounding. Actually, more generally any (Z 2 ) kaction fixing an odd number of isolated points must be nonbounding by the classical Smith Theorem. Now, throughout this section one assumes that (Φ, M n ) is a (Z 2 ) k -action with exactly three fixed points. With no loss one may assume that M n is connected since one nonbounding component of M n must contain all three fixed points, and that the action is effective (taking a smaller k value if necessary).
Let p, q, r be the three fixed points, and Γ the graph of the action. Then V Γ = {p, q, r}. Suppose that p, q are connected by a edges; p, r by b edges; and q, r by c edges.
so n must be even and
If one now considers an irreducible nontrivial representation ρ and a fixed component C of Kerρ, (Z 2 ) k /Kerρ ∼ = Z 2 fixes an even number of points of C. Thus, if C has a fixed point, then it has exactly two fixed points. Every edge for C must connect those two points.
Thus there are three disjoint sets of representationsβ = {β 1 , ..., β n/2 },γ = {γ 1 , ..., γ n/2 }, δ = {δ 1 , ..., δ n/2 } with the representations at p = {β,γ}, q = {β,δ}, r = {γ,δ}, where β, γ, δ are written in Hom((Z 2 ) k , Z 2 ). See Figure Further, for the fixed component C with representation ρ, the two representations at the ends have the same restriction to Kerρ, so for any β ∈β, γ ∈γ, and δ ∈δ, one has that β + γ ∈δ, γ + δ ∈β, and β + δ ∈γ sinceβ,γ,δ are all disjoint. Thus one has Property i). For any β i ,
and for any δ î
Note that Property i) means thatβ,δ,γ have the same structure. Thus, one will mainly analyze the property ofβ. Now choose one γ ∈γ. Thenδ = {γ + β 1 , γ + β 2 , ..., γ + β n/2 } by (2). Choosing any i, γ = {γ+β 1 +β i , γ+β 2 +β i , ..., γ+β n/2 +β i } by (1). Similarly,δ = {δ+β 1 +β i , ..., δ+β n/2 +β i } for any δ inδ and any i. Thenβ ∪γ = {β 1 , ..., β n/2 , γ + β 1 + β i , ..., γ + β n/2 + β i } is spanned by β 1 , ..., β n/2 , and γ = γ + β i + β i . Sinceβ ∪γ spans Hom((Z 2 ) k , Z 2 ) by Property A, one has that at least k − 1 elements of the β j must be linearly independent. Thus n/2 ≥ k − 1 (which is the inequality n ≥ 2k − 2 needed to give 1 + l.i.g.(
The setβ has really the following unusual properties.
Property ii). Every sum of an odd number of elements ofβ is again an element ofβ and no sum of an even number of elements ofβ is again inβ. The elements γ+ even sum of β's all belong toγ and the elements γ+ odd sum of β's all belong toδ.
In fact, for any i and j, one has that
Or one has thatδ = {γ + β j , ..., γ + β n/2 } andδ = {δ + β 1 + β i , ..., δ + β n/2 + β i } for any δ ∈δ, so taking δ = γ + β j gives
for any i and j.
Property iii).
There are exactly k −1 elements of the β's which are linearly independent.
Actually, one knows from Property ii) that an odd sum of the β's is again inβ and if γ ∈γ is an even sum of β's, then any δ inδ is an odd sum of β's, so one has that δ ∩β = ∅. But this is impossible. Thus, γ ∈γ cannot be a linear combination of elements ofβ, so exactly k − 1 elements of the β's are linearly independent. Now let V be the vector space spanned by the elements ofβ. Then, by Property ii), V is a (k − 1)-dimensional vector space over Z 2 and thusβ contains k − 1 elements forming a basis of V. With no loss one assumes that β 1 , ..., β k−1 are linearly independent so they form a basis of V. The set of elements of V belonging toβ must then be the sums of an odd number of the elements β 1 , ..., β k−1 (all odd sums belong toβ and no even sums can belong toβ). Thus one has Property iv).β contains 2 k−2 different elements.
Since any two odd sums of the elements ofβ differ by an even sum, and adding an even sum permutes the elements ofβ, the elements ofβ must occur with the same multiplicity by (4). Sinceβ contains 2 k−2 different elements, one has that n/2 = m·2 k−2 so n = m·2 k−1 , where m is the common multiplicity. This gives Property v). All elements ofβ occur with the same multiplicity m so n = m · 2 k−1 .
Combining Properties i)-v), one has
Lemma 4.1. Suppose that (Φ, M n ) is an effective (Z 2 ) k -action on a connected closed manifold having three fixed points with representations {β,γ}, {β,δ}, and {δ,γ}. Then there exists an integer m ≥ 1 and a basis {β 1 , ...,
2)β consists of all odd sums formed by β 1 , ..., β k−1 , each with multiplicity m; (3)γ = {γ + β 1 + β |β ∈β}; (4)δ = {γ + β |β ∈β}.
One sees from Lemma 4.1 that the representations of three fixed points of (Φ, M n ) are completely determined by the basis β 1 , ..., β k−1 , γ. On the other hand, any basis of Hom((Z 2 ) k , Z 2 ) can be translated into a given basis by an automorphism of (Z 2 ) k . Thus by Theorem 1.1 and Lemma 2.1 one has
k -actions with three fixed points, where
2 ) to switch representations around.
Next, let us focus our attention on the case m = 1.
When m = 1, one has that n = 2 k−1 . In this case, Example 3.2 in Section 3 provides an example ∆
k -actions fixing three isolated points exist. For k = 2, it is well-known that up to cobordism, ∆ 0 (RP 2 ,(Z 2 ) 2 ) (i.e., the standard linear (Z 2 ) 2 -action on RP 2 ) is a unique (Z 2 ) 2 -action fixing three isolated points. However, for k > 2, by applying automorphisms of (Z 2 ) k to ∆ k−2 (RP 2 ,(Z 2 ) 2 ) to switch representations around, one may obtain more (Z 2 ) k -actions with three fixed points, denoted by ∆
for A ∈ GL(k, Z 2 ), where GL(k, Z 2 ) is the general linear group over Z 2 . For example, for k = 3, up to cobordism there are seven different (Z 2 ) 3 -actions in {∆ 1,A (RP 2 ,(Z 2 ) 2 ) |A ∈ GL(3, Z 2 )} with representations at fixed points being
respectively, where Hom((Z 2 ) 3 , Z 2 ) = Span(α 1 , α 2 , α 3 ) as stated in Section 2.
By Lemma 4.2 one has
Proposition 4.1. Suppose that (Φ,
Proposition 4.2. Letβ,γ andδ be three subsets of Hom((Z 2 ) k , Z 2 ) with |β| = |γ| = |δ| = 2 k−2 . Then the necessary and sufficient condition that {β,γ}, {γ,δ}, and {δ,β} are the fixed data of an effective (Z 2 ) k -action on a 2 k−1 -dimensional closed connected manifold is that there is a basis {β 1 , ...,
Proof. It suffices to show the sufficiency by Lemma 4.1. One uses induction on k. When k = 2, one has thatβ = {β 1 },γ = {γ}, andδ = {γ + β 1 }. Since Hom((Z 2 ) 2 , Z 2 ) contains only three nontrivial elements, clearly {β 1 , γ}, {γ, γ + β 1 }, and {γ + β 1 β 1 } can be regarded as the fixed data of the standard linear (Z 2 ) 2 -action on RP 2 . When k = l ≥ 2, suppose inductively that {β,γ}, {β,δ}, {γ,δ} are the fixed data of a (Z 2 ) k -action, which is cobordant to some ∆ l−2,A (RP 2 ,(Z 2 ) 2 ) by Proposition 4.1. When k = l + 1, letβ 1 denote the set of all sums of an odd number of the β 1 , ..., β l−1 . Thenβ 1 ⊂β andβ 1 contains 2 l−2 different elements. Letβ 2 denote the set formed by all elements β 1 + β l + β, β ∈β 1 . Then,β 2 ⊂β andβ 2 contains 2 l−2 different elements, too. Since β 1 , ..., β l are linearly independent, one has that the intersection ofβ 1 andβ 2 is empty soβ =β 1 ∪β 2 . Then one haŝ γ =γ 1 ∪γ 2 withγ 1 ∩γ 2 = ∅ whereγ 1 = {γ + β 1 + β|β ∈β 1 } andγ 2 = {γ + β 1 + β ′ |β ′ ∈β 2 }, and δ =δ 1 ∪δ 2 withδ 1 ∩δ 2 = ∅ whereδ 1 = {γ + β|β ∈β 1 } andδ 2 = {γ + β ′ |β ′ ∈β 2 }. Now let us look atβ 1 ,γ 1 , andδ 1 . Obviously,β 1 ,γ 1 , andδ 1 are formed by β 1 , ..., β l−1 , γ, and they still satisfy (1), (2) and (3). Since β 1 , ..., β l−1 , γ span a l-dimensional subspace of Hom((Z 2 ) l+1 , Z 2 ), which is isomorphic to Hom((Z 2 ) l , Z 2 ), by induction {β 1 ,γ 1 }, {γ 1 ,δ 1 } and {δ 1 ,β 1 } are the fixed data of some (Z 2 ) l -action, denoted by (Ψ, N 2 l−1 ). Then by applying ∆ operation to (Ψ, N 2 l−1 ), as in the proof of [L2, Lemma 4 .1], by Lemma 4.2 there exists an automorphism A ∈ GL(l + 1, Z 2 ) of (Z 2 ) l+1 such that {β 1 ∪β 2 ,γ 1 ∪γ 2 }, {γ 1 ∪γ 2 ,δ 1 ∪δ 2 } and {δ 1 ∪δ 2 ,β 1 ∪β 2 } exactly become the fixed data of ∆
. Now let us look at the general case m ≥ 1. Proof. Assume that β 1 , ..., β k−1 are linearly independent. Let β 1 , ..., β 2 k−2 be 2 k−2 different elements inβ, which are formed by sums of an odd number of the elements β 1 , ..., β k−1 , and γ ∈γ. Following Kosniowski-Stong [KS] , one considers 1 as a symmetric function in n variables and evaluates it on the fundamental homology class [M n ]. Then by Lemma 4.1 one has that 1
Taking the common denominator
Since the numerator has smaller degree than the denominator, this is only possible if the numerator is zero. Thus, one has
By Proposition 4.2 there is an action fixing three isolated points such that representations at three fixed points are {β 1 , ..., β 2 k −2 }, {γ+β 1 , ..., γ+β 2 k −2 }, {γ+β 1 +β 1 , ..., γ+β 1 +β 2 k −2 }, respectively, so one has
and then
If m is not a power of 2, then there is a largest j, 0 < j < m, with m j = 0 and this sum has a nonzero coefficient for (
This is a contradiction. Thus m must be a power of 2.
Finally, let us give the proof of Theorem 1.3.
Proof of Theorem 1.3. Suppose that (Φ, M n ) is an effective (Z 2 ) k -action on an ndimensional closed connected smooth manifold with three fixed points p, q, r. By Lemmas 4.1 and 4.3, one has n = 2 ℓ with ℓ ≥ k − 1. Then one may label three points p, q, r as follows: p = {β 1 , ..., β n/2 , γ 1 , ..., γ n/2 }, q = {γ 1 , ..., γ n/2 , δ 1 , ..., δ n/2 }, r = {δ 1 , ..., δ n/2 , β 1 , ..., β n/2 } such thatβ = {β 1 , ..., β n/2 },γ = {γ 1 , ..., γ n/2 }, andδ = {δ 1 , ..., δ n/2 } satisfy Lemma 4.1(2)(3)(4). With no loss one assumes that β 1 , ..., β 2 k−2 are 2 k−2 different elements inβ, and similarly, γ 1 , ..., γ 2 k−2 are 2 k−2 different elements inγ, and δ 1 , ..., δ 2 k−2 are 2 k−2 different elements inδ. One has proved in Proposition 4.2 that there exists a (Z 2 ) k -action denoted by (Ψ, N), which is cobordant to some ∆ k−2,A (RP 2 ,(Z 2 ) 2 ) where A ∈ GL(k, Z 2 ), such that representations at three fixed points are {β 1 , ..., β 2 k−2 , γ 1 , ..., γ 2 k−2 }, {γ 1 , ..., γ 2 k−2 , δ 1 , ..., δ 2 k−2 }, and {δ 1 , ..., δ 2 k−2 , β 1 , ..., β 2 k−2 }, respectively. By taking a diagonal action on 2 ℓ−k+1 copies of (Ψ, N) and cancelling pairs with same representation, one obtains an action of (Z 2 ) k on an n-dimensional closed connected manifold having just three fixed points such that the fixed data of this action is {β,γ}, {β,δ}, {γ,δ}, and this action is cobordant to the diagonal action of 2 ℓ−k+1 copies of ∆
. This completes the proof. As a direct consequence one has Corollary 4.1. If n is not a power of 2, then every nonbounding (Z 2 ) k -action on an n-dimensional closed manifold has at least four fixed points.
Actions with four fixed points
Throughout the following, suppose that (Φ, M n ) is a nonbounding (Z 2 ) k -action with 4 fixed points. Then (Φ, M n ) is cobordant to a (Z 2 ) k -action (Ψ, N) with N connected since any connected component with a fixed point in M n is invariant under G and there must be one such component which is nonbounding and contains all four fixed points (note that there cannot be any (Z 2 ) k -action fixing just one isolated point, and any (Z 2 ) k -action fixing two isolated points is always bounding). Thus, one may assume that M is connected, and with no loss one also assumes that (Φ, M n ) is an effective (Z 2 ) k -action. By the work of Conner and Floyd [CF] (also see Section 3), any nonbounding action of (Z 2 ) 2 cannot exactly fix four isolated points, so the rank k must be more than 2.
Let p, q, r, s be the four fixed points of the action (Φ, M n ), and Γ the regular graph of the action (Φ, M n ). Then, first let us observe how edges and vertices of Γ are labelled by nontrivial elements in Hom((Z 2 ) k , Z 2 ).
Consider a nontrivial irreducible representation ρ in Hom((Z 2 ) k , Z 2 ) and a component C of fixed set of Kerρ. Then C must contain an even number of fixed points of (Φ, M n ), so C contains either all 4 fixed points or 2 fixed points.
If C contains all 4 fixed points, then ρ appears the same number of times in the tangent representation at each fixed point. The dimension of C must be more than 1 (else 2 fixed points) so ρ occurs more than one time in the tangent representation at each fixed point. Letω = {ω 1 , ..., ω w } be the set of representations written in Hom((Z 2 ) k , Z 2 ) occurring for such components C (with multiplicities).
If C contains 2 fixed points, then ρ appears the same number of times in the tangent representations at these two fixed points. Denote the representations occurring for such components C for the edges connecting p and q byβ, p and r byγ, p and s byδ, q and r byε, q and s byη, r and s byλ, respectively, as shown in Figure 2 . Then one has thatβ,γ,δ are disjoint and disjoint fromω so p is labelled byω ∪β ∪γ ∪δ, andβ,ε,η are disjoint and disjoint fromω so q is labelled byω ∪β ∪ε ∪η. Similarly, r is labelled byω ∪ε ∪γ ∪λ and s is labelled byω ∪δ ∪η ∪λ. The only possible nonempty intersections areβ ∩λ,γ ∩η, andδ ∩ε.
Furthermore, one has that          n = |ω| + |β| + |γ| + |δ| n = |ω| + |β| + |ε| + |η| n = |ω| + |ε| + |γ| + |λ| n = |ω| + |δ| + |η| + |λ| and thus |β| = |λ|, |γ| = |η|, |δ| = |ε|.
Now letβ 0 =λ 0 be the common part ofβ andλ; i.e., if ρ occurs a times inβ and b times inλ then ρ occurs min(a, b) times inβ 0 andλ 0 . Then letβ 1 =β −β 0 andλ 1 =λ −λ 0 . If a = b then ρ occurs in precisely one ofβ 1 andλ 1 and occurs |b − a| times. Thus ρ belongs toβ 1 if ρ occurs more times inβ 1 than inλ 1 . By (5) one then has
Similarly one formsγ 0 ,γ 1 ,δ 0 ,δ 1 , etc. Then p, q, r, s are labelled bŷ ω ∪β 0 ∪γ 0 ∪δ 0 ∪β 1 ∪γ 1 ∪δ 1 , ω ∪β 0 ∪γ 0 ∪δ 0 ∪β 1 ∪ε 1 ∪η 1 , ω ∪β 0 ∪γ 0 ∪δ 0 ∪ε 1 ∪γ 1 ∪λ 1 , ω ∪β 0 ∪γ 0 ∪δ 0 ∪δ 1 ∪η 1 ∪λ 1 , respectively, and obviously the setsβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 are all disjoint.
Lemma 5.1. (a) The setsω,β 0 =λ 0 ,γ 0 =η 0 ,δ 0 =ε 0 ,β 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 are all disjoint.
(b)β 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 have the same number of elements.
(c) The elements ofβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 all occur with the same multiplicity.
Proof. Since no two of the fixed points have the same representation, one of the setŝ β 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 must be nonempty. Sayβ 1 = ∅ (then alsoλ 1 = ∅). Then by comparing p and q one ofγ 1 ,δ 1 ,ε 1 ,η 1 must be nonempty. Sayγ 1 = ∅ (then alsoη 1 = ∅).
Let β ∈β and γ ∈γ 1 , and consider β + γ. The representation γ occurs more times in p than in q, but the number of times γ and β + γ occur in p and q is the same, so β + γ must occur more times in q than in p. Thus β + γ belongs toη 1 ∪ε 1 . If β ∈β 0 , then β ∈λ and γ occurs more times in r than in s, so β + γ occurs more times in s than in r, and then β + γ belongs toδ 1 ∪η 1 . But β + γ is in bothη 1 ∪ε 1 andδ 1 ∪η 1 , so β + γ belongs toη 1 . If β ∈β 1 , then β occurs more times in p than in r so β + γ must occur more times in r than in p, and β + γ belongs toλ 1 ∪ε 1 . But then β + γ is in bothη 1 ∪ε 1 andλ 1 ∪ε 1 , so β + γ belongs toε 1 . Since one had supposed thatβ 1 andγ 1 were nonempty, one has thatε 1 is nonempty so all of the setsβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 are nonempty.
Further, if β ∈β 0 and β ∈β 1 , then β +γ belongs to bothη 1 andε 1 , which is impossible. Thusβ 0 andβ 1 must be disjoint. Similarly,γ 0 andγ 1 are disjoint, and so on. Thus, the setsω,β 0 =λ 0 ,γ 0 =η 0 ,δ 0 =ε 0 ,β 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 are all disjoint. Now for γ ∈γ 1 and β ∈β 1 , the number of times γ occurs in p is the same as the number of times β + γ occurs in q, so the number of times γ occurs inγ 1 is the same as the number of times β + γ occurs inε 1 . Also, if ε ∈ε 1 , then β + ε ∈γ 1 . Thus ifγ 1 = {γ 1 , ..., γ t } then ε 1 = {γ 1 + β, ..., γ t + β}. Thus |β 1 | = |ε 1 | and all of the setsβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 have the same number of elements.
Moreover, the number of times β + γ occurs inε 1 is the same as the number of times γ occurs inγ 1 and is the same as the number of times β occurs inβ 1 . Thus, the elements ofβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 all occur with the same multiplicity. Now let t = |β 1 | so t = |γ 1 | = |δ 1 | = |ε 1 | = |η 1 | = |λ 1 | by Lemma 5.1. Let d be the number of all different elements inβ 1 orγ 1 and so on. Then t = md by Lemma 5.1, where m is the multiplicity with which the elements ofβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 all occur. Further, n = 3md + |ω ∪β 0 ∪γ 0 ∪δ 0 |.
With the above understood, writeβ 1 = {β 1 , β 2 , ..., β t },γ 1 = {γ 1 , γ 2 , ..., γ t },δ 1 = {δ 1 , δ 2 , ..., δ t } and so on. Then one has that for any i and ĵ
In particular,ε 1 = {γ + β 1 , γ + β 2 , ..., γ + β t } for any γ ∈γ 1 and adding any element of ε 1 to β 1 , β 2 , ..., β t will giveγ 1 sô
Similarly,δ 1 = {δ + β 1 + β i , δ + β 2 + β i , ..., δ + β t + β i } for any δ ∈δ 1 . Also, adding any element γ + β i ofε 1 toη 1 = {δ + β 1 , δ + β 2 , ..., δ + β t } givesλ
Now choose γ ∈γ 1 and δ ∈δ 1 . One then has that Lemma 5.2. All odd sums of elements ofβ 1 are again inβ 1 and             γ 1 = {γ + even sums of elements inβ 1 } δ 1 = {δ + even sums of elements inβ 1 } ε 1 = {γ + odd sums of elements inβ 1 } η 1 = {δ + odd sums of elements inβ 1 } λ 1 = {γ + δ + even sums of elements inβ 1 } and γ, δ are linearly independent of the span ofβ 1 .
Proof. It suffices to show that γ, δ are linearly independent of the span ofβ 1 . This is equivalent to proving that γ + δ cannot be a sum of elements ofβ 1 . If γ + δ is an odd sum of elements ofβ 1 , then γ + δ ∈λ 1 ∩β 1 soλ 1 ∩β 1 is nonempty. This is impossible by Lemma 5.1(a). If γ + δ is an even sum of elements ofβ 1 , then γ ∈δ 1 ∩γ 1 , but this is also impossible.
From Lemmas 5.1 and 5.2 one has known the structures ofβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 . Now let us considerω,β 0 =λ 0 ,γ 0 =η 0 , andδ 0 =ε 0 . Naturally, one wants to ask whether any of ω,β 0 ,γ 0 , orδ 0 is nonempty.
Example 5.1. Consider the standard linear action of (Z 2 ) 3 on RP 3 by 
α 1 p q s r Figure 3 .
Lemma 5.3. When ℘ > 0, every element inω ∪β 0 ∪γ 0 ∪δ 0 has the form γ + δ+odd sums of elements ofβ 1 , where γ ∈γ 1 and δ ∈δ 1 .
Proof. Let ξ ∈ω ∪β 0 ∪γ 0 ∪δ 0 , γ ∈γ 1 and δ ∈δ 1 . If ξ ∈ω ∪β 0 ∪δ 0 but ξ ∈γ 0 , since γ ∈ p and γ ∈ q, one then has that γ + ξ ∈ q so γ + ξ ∈ε 1 ∪η 1 by Lemma 5.1. On the other hand, γ ∈ p but γ ∈ s, so γ + ξ ∈ s and γ + ξ ∈λ 1 ∪η 1 . Thus γ + ξ ∈η 1 . Further, by Lemma 5.2, γ + ξ = δ+odd sums of elements inβ 1 , so ξ = γ + δ+odd sums of elements inβ 1 . If ξ ∈γ 0 , since δ ∈ p but δ ∈ q and δ ∈ r, similarly to the above argument, one has that δ + ξ ∈η 1 ∪ε 1 and δ + ξ ∈γ 1 ∪ε 1 , so δ + ξ ∈ε 1 and then δ + ξ = γ+odd sums of elements inβ 1 . Thus ξ = γ + δ+odd sums of elements inβ 1 .
Note. 1) The sum of two elements inω ∪β 0 ∪γ 0 ∪δ 0 is an even sum of elements inβ 1 and cannot occur as a tangential representation.
2) From the proof of Lemma 5.3 one sees that adding any element ofω ∪β 0 ∪γ 0 ∪δ 0 toβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 gives an element of the opposite set.
Let c denote the dimension of the Z 2 -vector space spanned by elements ofβ 1 . With no loss one assumes that the set {β 1 , ..., β c } forms a basis of the span ofβ 1 . Thenβ 1 contains 2 c−1 different elements given by the odd sums of elements in that basis, each with multiplicity m. By Lemmas 5.2 and 5.3, each ofω ∪β 0 ∪γ 0 ∪δ 0 ,β 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 is spanned by {β 1 , ..., β c , γ, δ}. Since β 1 , ..., β c , γ, δ are linearly independent, one has
Similarly to the argument of Lemma 4.2, one has k -action obtained by applying an automorphism of (Z 2 ) k to (Φ 2 , M n 2 ) to switch representations around. Now let us return to Example 5.1. This example can be modified to obtain new actions withω ∪β 0 ∪γ 0 ∪δ 0 nonempty. Claim 1. There exists an action of (Z 2 ) 3 with four fixed points
Proof. For any symmetric function f (x 1 , x 2 , x 3 , x 4 ) of four variables one must show that
and because there is an action on RP 3 (see Example 5.1) each term
Clearly,f belongs to Z 2 [α 1 , α 2 , α 3 ] if and only iff 0 in Z 2 [α 1 , α 2 , α 3 ] is divisible by α 1 + α 2 + α 3 . To check if this is true, one puts α 1 + α 2 + α 3 = 0 and then
which is zero since f 0 is symmetric.
Claim 1 provides a 4-dimensional example withω ∪β 0 ∪γ 0 ∪δ 0 = {α 1 + α 2 + α 3 } nonempty. Actually, adding two edges to the graph of Example 5.1 gives the graph of this action, which is just one of three graphs in Figure 4 .
Next, by doing an improvement one may modify the example of Claim 1 to get an action withω ∪β 0 ∪γ 0 ∪δ 0 = {α 1 + α 2 + α 3 , α 1 + α 2 + α 3 }. This actually is carried out by adding two edges to the graph of the 4-dimensional example in Claim 1. Note that by Claim 2. There exists an action of (Z 2 ) 3 on a 5-dimensional manifold with four fixed points, as labelled in Figure 5 . Proof. Let f (x 1 , x 2 , x 3 , x 4 , x 5 ) be a symmetric polynomial function in 5 variables over Z 2 and
.
It suffices to show thatf ∈ Z 2 [α 1 , α 2 , α 3 ]. For this, write
By the argument of Claim 1, one knows that for any i and l,f i,l belongs to
and is divisible by σ = α 1 + α 2 + α 3 . Thusf ∈ Z 2 [α 1 , α 2 , α 3 ] if and only iff 0,0 is divisible by σ 2 . To show that this is true, one will write f 0,0 (y 1 , y 2 , y 3 ) in terms of elementary symmetric functions σ 1 (y 1 , y 2 , y 3 ) = y 1 + y 2 + y 3 , σ 2 (y 1 , y 2 , y 3 ) = y 1 y 2 + y 1 y 3 + y 2 y 3 and σ 3 (y 1 , y 2 , y 3 ) = y 1 y 2 y 3 , and one will work modulo σ 2 .
Now on the four fixed points, one has that
, and σ 1 (α 3 , α 1 + α 3 , α 2 + α 3 ) = α 3 + (α 1 + α 3 ) + (α 2 + α 3 ) = α 1 + α 2 + α 3 so σ 1 = σ on each of the four summands. Thus f 0,0 = σ 1 f ′ giveŝ f 0,0 = σf ′ and sincef ′ is divisible by σ,f 0,0 is divisible by σ 2 .
So it suffices to only consider f 0,0 = σ v 2 σ w 3 . Write α 3 = α 1 + α 2 + σ and consider everything in Z 2 [α 1 , α 2 , σ]. Then one has that 
Also,
where ϕ = α 1 α 2 (α 1 + α 2 ), and
Beginning with the easiest case, take f 0,0 = σ v 2 σ w 3 with w ≥ 1. This cancels the denominators and
For the case f 0,0 = σ v 2 , it is convenient to take the common denominator inf 0,0 to be the product of the four choices for σ 3 ; i.e.,
and then the numerator inf 0,0 becomes (modulo σ 2 )
Thusf 0,0 is always divisible by σ 2 .
Note. In the proof of Claim 2, when f 0,0 = σ 2 σ 3 , one has that
Thus, one cannot improve the divisibility off 0,0 . This implies that by the above method, one cannot further modify Example 5.1 to obtain a 6-dimensional example with four fixed points and |ω ∪β 0 ∪γ 0 ∪δ 0 | = 3.
Example 5.1 and the 4-dimensional and 5-dimensional examples in Claims 1 and 2 provide us quite a bit of information. This will play an important role on studying the general case.
First let us look at the most special case in which m = 1 andω ∪β 0 ∪γ 0 ∪δ 0 = ∅.
Proposition 5.1. If m = 1 andω ∪β 0 ∪γ 0 ∪δ 0 = ∅, then the necessary and sufficient condition that p = {β 1 ,γ 1 ,δ 1 }, q = {β 1 ,η 1 ,ε 1 }, r = {ε 1 ,γ 1 ,λ 1 }, and s = {λ 1 ,η 1 ,δ 1 } are the fixed data of an effective (Z 2 ) k -action on a 3 · 2 k−3 -dimensional connected closed manifold is that there is a basis {β 1 , ..., β k−2 , γ, δ} of Hom((Z 2 ) k , Z 2 ) such that (i)β 1 consists of all odd sums formed by β 1 , ..., β k−2 soβ 1 contains exactly 2 k−3 different elements;
(ii)γ 1 = {γ + β 1 + β |β ∈β},δ 1 = {δ + β 1 + β |β ∈β},ε 1 = {γ + β |β ∈β},η 1 = {δ + β |β ∈β}, andλ 1 = {γ + δ + β 1 + β |β ∈β}.
It suffices to merely show the sufficiency of Proposition 5.1 by Lemmas 5.1, 5.2, and 5.4. Since the argument is similar to that of Proposition 4.2, one would like to leave it as an exercise to the reader.
Note. Actually, by Lemmas 5.1, 5.2, and 5.4, for the general case each ofβ 1 ,γ 1 ,δ 1 ,ε 1 , η 1 , andλ 1 still contains 2 k−3 different elements. In particular, those different elements, which contain inβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 , andλ 1 , respectively, play an essential role on our argument in the general case. Proposition 5.1 just indicates their nature when m = 1 and ω ∪β 0 ∪γ 0 ∪δ 0 = ∅.
Next, one returns to the general case. To keep the notation manageable, letβ 11 (resp. γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 ) denote the set of consisting of all 2 k−3 different elements inβ 1 (resp. γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 ), and letω denoteω ∪β 0 ∪γ 0 ∪δ 0 . Also, β 11 means β∈β 11 β, and similarly for γ 11 , δ 11 , ε 11 , η 11 , λ 11 . By Lemmas 5.1 and 5.2,β 11 ,γ 11 ,δ 11 ,ε 11 , η 11 , andλ 11 clearly satisfy the necessary and sufficient condition of Proposition 5.1.
Lemma 5.6. m is a power of 2.
Proof. Using the formula of Kosniowski and Stong, one considers 1 as a symmetric polynomial in n = 3m · 2 k−3 + |ω| variables and evaluates it on the fundamental homology class [M n ]. Then one has
m must belong to the polynomial algebra Z 2 [β 1 , ..., β k−2 , γ, δ] where {β 1 , ..., β k−2 , γ, δ} is a basis of Hom((Z 2 ) k , Z 2 ) andβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 ,ω are formed by β 1 , ..., β k−2 , γ, δ in the way of Lemmas 5.2 and 5.3. Because the degree of the numerator is smaller than the degree of the denominator, this means the numerator must be zero so
Sinceβ 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 , andλ 11 satisfy the necessary and sufficient condition of Proposition 5.1, one has ( ε 11 )( η 11 )( λ 11 ) + ( γ 11 )( δ 11 )( λ 11 ) + ( β 11 )( δ 11 )( η 11 ) + ( β 11 )( γ 11 )( ε 11 ) = 0 and then
Next, one wants to show that if m is not a power of 2, then ( * ) does not hold. Let m = 2 pr + 2 p r−1 + · · · + 2 p 1 = j + 2 p 1 where p r > p r−1 > · · · > p 1 . Using the 2-adic expansion of m and write ( γ 11 )( δ 11 )( λ 11 ) + ( β 11 )( δ 11 )( η 11 ) + ( β 11 )( γ 11 )( ε 11 ) m = ( γ 11 )( δ 11 )( λ 11 ) + ( β 11 )( δ 11 )( η 11 ) + ( β 11 )( γ 11 )(
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In this one seeks the terms of largest degree in γ and δ. For this one has              γ 11 = γ 2 k−3 + terms of lower degree δ 11 = δ 2 k−3 + terms of lower degree ε 11 = γ 2 k−3 + terms of lower degree η 11 = δ 2 k−3 + terms of lower degree λ 11 = (γ + δ) 2 k−3 + terms of lower degree and β 11 has no γ's and δ's. In the j-th power, the term of largest degree in γ and
occurring in the monomial ( γ 11 )( δ 11 )( λ 11 ) j . In ( * ) this monomial is multiplied by
Thus, in ( * ) the term with largest degree in γ and δ is
which is nonzero. But this is impossible, so m must be a power of 2.
Now one divides our argument into two cases: (I)ω∪β 0 ∪γ 0 ∪δ 0 = ∅; (II)ω∪β 0 ∪γ 0 ∪δ 0 = ∅.
Case (I):ω ∪β 0 ∪γ 0 ∪δ 0 = ∅.
Ifω ∪β 0 ∪γ 0 ∪δ 0 is empty, then one has that n = 3m · 2 k−3 . Since m is a power of 2, one may easily give a cobordism classification of all actions of this type.
Actually, let ∆ 0 (RP 3 ,(Z 2 ) 3 denote the standard linear (Z 2 ) 3 -action on RP 3 in Example 5.1.
with four fixed points, which belongs to the actions of the type with m = 1 andω ∪β 0 ∪ γ 0 ∪δ 0 = ∅ by Lemma 5.4 (note that dim ∆
. Then, by Lemma 5.5 one has that any an effective nonbounding (Z 2 ) k -action on a connected closed manifold with four fixed points is cobordant to one of {∆
. Then the diagonal action of m copies of any ∆ k−3,A (RP 3 ,(Z 2 ) 3 ) still fixes four isolated points. Thus one has Proposition 5.2. Let (Φ, M 3m·2 k−3 ) be an effective nonbounding (Z 2 ) k -action on a connected closed manifold with four fixed points. Then m is a power of 2 and (Φ,
Note. It is easy to see that ifβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 satisfy the properties stated in Lemmas 5.1 and 5.2, and if the multiplicity m is a power of 2, sinceβ 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 satisfy the necessary and sufficient condition of Proposition 5.1, then there is an action fixing four isolated points such that the representations at four fixed points are
respectively.
Case (II):ω ∪β 0 ∪γ 0 ∪δ 0 = ∅.
For this case, by taking powers of the 4-dimensional example in Claim 1 (resp. 5-dimensional example in Claim 2) with or without the twist one then obtains two kinds of actions withω ∪β 0 ∪γ 0 ∪δ 0 = ∅. However, one still does not know whether there exist only such two kinds of actions. Thus, the remaining question is to determine the possible setsω ∪β 0 ∪γ 0 ∪δ 0 .
Throughout the following argument, by Lemma 5.5 one may use a convention thatβ 1 , γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 are chosen and satisfy the properties stated in Lemmas 5.1 and 5.2, and the multiplicity m is a power of 2. Also, {β 1 , ..., β k−2 , γ, δ} is a basis of Hom((Z 2 ) k , Z 2 ), and it producesβ 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 by the way of Proposition 5.1(i)(ii).
Using the formula of Kosniowski and Stong [KS] , one has that for any symmetric function f (x 1 , ...,
. When k = 3 and m = 1, as seen in the examples of Claims 1 and 2, the polynomialf is a key point of determining whether one can add nonzero elements of Hom ((Z 2 ) k , Z 2 ) intoω ∪β 0 ∪γ 0 ∪δ 0 and how many nonzero elements one can add.
Given a set Θ formed by β 1 , ..., β k−2 , γ, δ such that each element of Θ occurs with some multiplicity, and suppose thatf is divisible by Θ for any symmetric function f (x 1 , ..., x 3m·2 k−3 ) in 3m · 2 k−3 variables. Consider any symmetric function g(x 1 , ..., x n ) in n variables where n = 3m · 2 k−3 + |Θ|. Since g(x 1 , ..., x n ) can be written as a sum
. Thus one has
Lemma 5.7. Iff is divisible by θ∈Θ θ for any symmetric function f (x 1 , ..., x 3m·2 k−3 ) in 3m · 2 k−3 variables, where Θ is stated as above, then there is an action (Z 2 ) k of the typê ω ∪β 0 ∪γ 0 ∪δ 0 = Θ on a (3m · 2 k−3 + |Θ|)-dimensional connected closed manifold.
Remark 5.1. By Lemma 5.3, each of Θ must be only chosen in the set {β+γ+δ |β ∈β 11 }, sof can never be divisible by any even sum of elements ofβ 1 .
Lemma 5.8. For any symmetric function f (x 1 , ...,
Proof. Applying ∆ operation k − 3 times to the example of Claim 2 gives an action of (Z 2 ) k on a 5 · 2 k−3 -dimensional connected closed manifold fixing four isolated points. This is an action for which m = 1 and |ω ∪β 0 ∪γ 0 ∪δ 0 | = 2 k−2 and each element ofω ∪β 0 ∪γ 0 ∪δ 0 occurs exactly two times. Then, since m is a power of 2, by taking m power of this action and applying an automorphism of (Z 2 ) k to this action (if necessary), one may obtain a (Z 2 ) k -action (Ψ, N 5m·2 k−3 ) such thatβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 of its fixed data are the same as that one has chosen, and ω ∪β 0 ∪γ 0 ∪δ 0 = {β + γ + δ |β ∈β 1 } ∪ {β + γ + δ |β ∈β 1 }, i.e., each element of {β + γ + δ |β ∈β 11 } occurs 2m times inω ∪β 0 ∪γ 0 ∪δ 0 . Also, for convenience byω one denotesω ∪β 0 ∪γ 0 ∪δ 0 .
Taking the following polynomial function over Z 2 which is symmetric in variables x 1 , ..., x 5m·2 k−3 g(x 1 , ..., x 5m·2 k−3 ;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 ) = h(x 1 , ..., x m·2 k−2 ;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 )f (
where h(x 1 , ..., x m·2 k−2 ;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 )
(x i +β 11 ) (x i +γ 11 ) (x i +δ 11 ) (x i +ε 11 ) (x i +η 11 ) (x i +λ 11 ) and x i +β 11 = {x i + β|β ∈β 11 } (similarly for x i +γ 11 , x i +δ 11 , x i +ε 11 , x i +η 11 , x i +λ 11 ), one then has that g = g(ω,β 1 ,γ 1 ,δ 1 ;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 ) ω β 1 γ 1 δ 1 + g(ω,β 1 ,η 1 ,ε 1 ;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 ) ω β 1 η 1 ε 1 + g(ω,ε 1 ,γ 1 ,λ 1 ;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 ) ω ε 1 γ 1 λ 1 + g(ω,λ 1 ,η 1 ,δ 1 ;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 ) ω λ 1 η 1 δ 1 = h(ω;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 )f (β 1 ,γ 1 ,δ 1 ) ω β 1 γ 1 δ 1 + h(ω;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 )f (β 1 ,η 1 ,ε 1 ) ω β 1 η 1 ε 1 + h(ω;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 )f (ε 1 ,γ 1 ,λ 1 ) ω ε 1 γ 1 λ 1 + h(ω;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 )f (λ 1 ,η 1 ,δ 1 ) ω λ 1 η 1 δ 1 = h(ω;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 )f ω = h(ω;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 )f β∈β 11
(β + γ + δ) 2m which belongs to Z 2 [β 1 , ..., β k−2 , γ, δ] by [KS] . By the note 2) of Lemma 5.3, one has that for any β ∈β 11 β + γ + δ +β 11 =λ 11 , β + γ + δ +γ 11 =η 11 , β + γ + δ +δ 11 =ε 11 , β + γ + δ +ε 11 =δ 11 , β + γ + δ +η 11 =γ 11 , β + γ + δ +λ 11 =β 11 so h(ω;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 ) = ( λ 11 )( η 11 )( ε 11 )( δ 11 )( γ 11 )( β 11 )
Obviously, h(ω;β 11 ,γ 11 ,δ 11 ,ε 11 ,η 11 ,λ 11 ) is not divisible by β∈β 11 (β + γ + δ) 2m . Thus one must have thatf is divisible by β∈β 11 (β + γ + δ) 2m . This completes the proof.
Lemma 5.9. Let f (x 1 , ..., x 3m·2 k−3 ) be the product Proof. Since deg f = 5m · 2 k−3 , one has that degf = 2m · 2 k−3 = m · 2 k−2 . Thus, in order to prove thatf = β∈β 11 (β + γ + δ) 2m , by Lemma 5.8 it suffices to show that f is nonzero. Since σ m·2 k−2 (x 1 , ..., x 3m·2 k−3 ) and σ 3m·2 k−3 (x 1 , ..., x 3m·2 k−3 ) are elementary symmetric functions and m is a power of 2, one has that f = f (β 1 ,γ 1 ,δ 1 ) β 1 γ 1 δ 1 + f (β 1 ,η 1 ,ε 1 ) β 1 η 1 ε 1 + f (ε 1 ,γ 1 ,λ 1 ) ε 1 γ 1 λ 1 + f (λ 1 ,η 1 ,δ 1 ) λ 1 η 1 δ 1 = σ m·2 k−2 (β 1 ,γ 1 ,δ 1 ) + σ m·2 k−2 (β 1 ,η 1 ,ε 1 ) + σ m·2 k−2 (ε 1 ,γ 1 ,λ 1 ) + σ m·2 k−2 (λ 1 ,η 1 ,δ 1 ) = σ 2 k−2 (β 11 ,γ 11 ,δ 11 ) + σ 2 k−2 (β 11 ,η 11 ,ε 11 ) + σ 2 k−2 (ε 11 ,γ 11 ,λ 11 ) + σ 2 k−2 (λ 11 ,η 11 ,δ 11 ) m = (σ 2 k−2 ) m so it suffices to consider the case m = 1, i.e., it only needs to show thatσ 2 k−2 = 0 for k ≥ 3.
One uses induction on k. When k = 3, by Claim 2 one knows thatσ 2 is nonzero. When k = l, suppose inductively thatσ 2 l−2 = 0. Now consider the case in which k = l + 1. 3 -action on RP 3 . This is an action of the type m = 1 andω ∪β 0 ∪γ 0 ∪δ 0 = ∅. By Proposition 5.1, there is a basis {β 1 , ..., β k−2 , γ, δ} such that labelsβ 1 ,γ 1 ,δ 1 ,ε 1 ,η 1 ,λ 1 on the graph of ∆ k−3 (RP 3 ,(Z 2 ) 3 ) are given as in the (i) and (ii) of Proposition 5.1. Note that such basis is the standard basis of Hom((Z 2 ) k , Z 2 ) only when k = 3. Of course, one can change this basis {β 1 , ..., β k−2 , γ, δ} into the standard basis by using an automorphism to the action ∆ (RP 3 ,(Z 2 ) 3 ) without twist gives an action of (Z 2 ) k , which is cobordant to a nonbounding (Z 2 ) k -action with four fixed points such that labels on the graph Γ of this action arê andω ∪β 0 ∪γ 0 ∪δ 0 = ∅, respectively. By Lemmas 5.8 and 5.9 one can put each element β + γ + δ of {β + γ + δ|β ∈β 1 } at most 2m times intoω ∪β 0 ∪γ 0 ∪δ 0 such that ω ∪β 0 ∪γ 0 ∪δ 0 becomes nonempty. Visually, this is equivalent to that one can add at most 2m even number of edges with label β + γ + δ into the graph Γ such that the result graph is still regular. 2 k−3 one means that one chooses |v| elements with multiplicities in {β + γ + δ|β ∈β 1 } such that the first element in {β + γ + δ|β ∈β 1 } is chosen v 1 times, the second element in {β + γ + δ|β ∈β 1 } is chosen v 2 times, and so on, where |v| = v 1 + v 2 + · · · + v 2 k−3 and each v i is regarded as being an integer rather than an element of Z m in this sum. Furthermore, putting these |v| elements intoω ∪β 0 ∪γ 0 ∪δ 0 , one may obtain a new (Z 2 ) k -action denoted by [∆ k -actions with four fixed points in every dimension n with 3 · 2 ℓ ≤ n ≤ 5 · 2 ℓ for every ℓ ≥ k − 3.
Combining the above arguments, one completes the proof of Theorem 1.4.
As a consequence of Sections 4 and 5 one has
Corollary 5.1. Let n, k be integers. If n is not in the range [3 · 2 ℓ , 5 · 2 ℓ ] for every ℓ ≥ k − 3 and n is not a power of 2, then every nonbounding effective (Z 2 ) k -action on an n-dimensional connected closed manifold has at least five fixed points.
Observation. One has found the minimum number of fixed points with n and k satisfying 1) n = k ≥ 2, or 2) n = 2 ℓ ≥ 2 k−1 , or 3) 3 · 2 ℓ ≤ n ≤ 5 · 2 ℓ for every ℓ ≥ k − 3 ≥ 0.
