Abstract. In this paper, we formulate the problem of dynamical sampling in shift-invariant spaces and study its connection to the dynamical sampling in 2 (Z). We show that, in some cases, we can reduce the problem of dynamical sampling in a shift-invariant space to the problem of dynamical sampling in 2 (Z). In other cases, this reduction is not possible. In the latter cases, we provide specific reconstruction results.
introduction
The standard problem in sampling and reconstruction is to recover a function f ∈ V ⊂ L 2 (R) from a set of samples {f (x i ) : i ∈ Λ}, where V is a suitable set of functions and Λ is a countable indexing set. For example, if V is the PaleyWiener space (see (1.7) below), then it is well-known that any function f ∈ V can be recovered from f (Z) := {f (k) : k ∈ Z}. Sampling and reconstruction theory is important because it bridges the modern digital world and the analog world of continuous functions. Many applications of digital signal processing begin by converting a continuous function to a sequence of real or complex numbers. This process is called analog-to-digital conversion or sampling. The inverse process, converting a sequence of numbers to a continuous function, is called reconstruction.
Reconstruction of a function from discrete samples can be viewed as an inverse problem. This type of inverse problems is common in many applications such as medical imaging, geological exploration, and weather prediction [2] . For such inverse problems to be solvable, the function to be reconstructed must be known to belong to a certain class of functions. Moreover, the sampling set X = {x i } i∈Λ ⊂ R must be chosen appropriately, e.g., X = Z.
In many applications, taking samples on an appropriate sampling set X is not practical or even possible. For example, when samples of a function f can only be obtained at positions X = mZ for some m > 1 but the samples f (X) do not give us enough information to recover f . However, if f is an initial state of a physical process evolving in time under the action of an operator A t , then we may be able to recover f from its samples f (X) and the subsequent samples of its evolutions f t (X) := (A t f )(X). For example, if f = f 0 is an initial temperature distribution and A t is the heat diffusion operator, then f t is the temperature distribution at time t. For this case, samples can be taken at different times, and the reconstruction of f = f 0 , if possible, would use samples of these various states, f 0 , f t1 , . . . , f tn . Thus, a new sampling problem emerges as stated below. The dynamical sampling problem: Can we undersample the function f = f 0 and still recover f by sampling its states f ti , i = 1, . . . , N , at appropriate sampling sets
This new way of sampling, which we call dynamical sampling, differs from standard sampling since it is not only the function f that is sampled but also its various states at different times ({t 0 , t 1 , . . . , t n }). Also, at any fixed time t i there are not enough samples to recover the function f or its state f ti . Dynamical sampling also differs from the typical inverse problems in which f T (X) = (A T f )(X) is known at a single time T and we wish to find f . This is the typical inverse problem in which a main assumption is that f T (X) is enough to completely determine f . Dynamical sampling also differs from wavelet sampling in several fundamental ways. In the context of wavelet theory, A t can be associated with a low pass filter. Moreover, the sampling sets X i at various resolutions have a specific structure. Finally, another operator B t (the high pass filter) is needed for the sampling at various times (resolutions) to provide enough information for the recovery of f .
This new problem is related to sensing networks [12, 11] and the work in [8, 9] . In [8] Lu and Vetterli study the problem of dynamical sampling for the specific case of bandlimited functions and when the evolution operator is the heat kernel.
The question above has recently been answered for special cases. One such case is when f ∈ 2 (Z), the evolution operator A is a power of discrete convolution denoted by
and the sampling is uniform. Specifically, let
be the subsampling operator by some fixed factor m ∈ N, i.e., for z ∈ 2 (Z), (S m z)(l) = z(mk), when l = mk and (S m z)(l) = 0 otherwise. For this case, the necessary and sufficient conditions for stable reconstruction of x are described by the following proposition [4] .
Then a vector x ∈ 2 (Z) can be recovered in a stable way, i.e. the inverse is bounded, from the measurements y n = S m A n−1 x, n = 1, . . . , m, if and only if there exists α > 0 such that the set {ξ : | det A m (ξ)| < α} has zero measure.
Although there are convolution operators A that satisfy the assumptions of Proposition 1, many natural operators in practice do not satisfy these conditions. For example, consider a typical operator whose Fourier transform is a low pass filter, i.e., a is real, symmetric andâ is strictly monotonic on [0, 1.1. Shift-Invariant Spaces. In shift-invariant spaces, analog functions can be represented by discrete sequences. By studying this connection, we hope to reduce the problem of dynamical sampling in shift-invariant spaces to that of dynamical sampling on 2 (Z). Shift-invariant spaces (SIS) are the typical space of functions considered in sampling theory [1, 2, 10, 13, 14, 15, 17] . Specifically, a shift invariant space V has the form:
The sum in (1.3) can be viewed as the semi-discrete convolution between a sequence c ∈ 2 (Z) and
In this paper, we use the notation c * sd φ := k∈Z c k φ(· − k) to describe this semi-discrete convolution.
Certain assumptions must be imposed on the function φ in order for the sampling to make sense and for the space V (φ) to be well defined. Typically, the function φ is assumed to be continuous, to have sufficient decay, and to form a Riesz basis for span{φ(· − k) : k ∈ Z}. The Riesz basis condition in Fourier domain states that there exist m, M > 0 such that
dt is the Fourier transform of φ ( see e.g., [2] ). The local behavior and global decay of φ can de described in terms of the Wiener amalgam spaces [2, 6] .
Because ideal sampling makes sense only for continuous functions, we work in the
. Thus, under these conditions on φ, any function f ∈ V (φ) is continuous and can be sampled at any x ∈ R. Moreover, there exists C > 0 such that
It is known that if jφ (ξ + j) = 0, then any function f ∈ V (φ) can be recovered from its samples on Z, i.e., from f (Z) [1, 16] .
There are other conditions on φ that result in a useful sampling theory. One such condition is that the support ofφ is compact. In this case, V (φ) is a space of entire functions. For example, when φ = sinc (sinc(x) = sin(πx)
. However, the sinc function belongs to W 0 (L 2 ), and the generated shiftinvariant space can also be described as
This space is sometimes called the Paley-Wiener space, or the space of 1/2-bandlimited functions. Clearly, ideal sampling of functions in V (sinc) is well-defined.
Organization and contribution.
One of the goals of this paper is to extend the results of dynamical sampling for functions in 2 (Z) and a convolution operator b ∈ 2 (Z) acting on function in 2 (Z) to the dynamical sampling problem in a shift-invariant space V (φ) and a convolution operator a ∈ L 2 (R) acting on functions in V . This extension is provided in Section 2.1. In particular, Theorems 3 and 5 are the analogs for shift-invariant spaces to Proposition 1 and Theorem 1 in the introduction. In Section 2.2 we find conditions on the generator φ of a shift-invariant space V (φ) and on the convolution operator a ∈ L 2 (R) acting on functions in V such that the dynamical sampling problem for functions in V (φ) and operator a reduces to one in 2 (Z) and a convolution operator b a ∈ 2 (Z) acting on functions in 2 (Z). This reduction is described by Theorems 6 and 7 and Corollary 1. Section 2.3 gives a description of dynamical sampling problems in shift-invariant spaces that are not reducible to ones in 2 (Z) but have some similarities to those in 2 (Z).
Dynamical Sampling in Shift-Invariant Spaces
The dynamical sampling problem in shift-invariant spaces is to reconstruct the function f ∈ V (φ) from the coarse samplings {g 0 = S(Ω 0 )f, g n = S m A n−1 f, n = 1, . . . , m}, where Ω 0 is a "small" and possibly empty set. Although all separable Hilbert spaces are isometrically isomorphic, the connection between dynamical sampling in shift-invariant spaces and that in 2 (Z) still needs to be elucidated. When the operator A is a spatial convolution, i.e. Af = a * f , then even if f is in V (φ), f 1 = a * f is not necessarily in V (φ). For this reason, the dynamical sampling problem in SIS is not reducible to the one in
2.1. General case. In this subsection, we explore the problem of dynamical sampling in a shift-invariant space in the general setting.
Let f ∈ V (φ). Then the series of samples of f on Z,
On the Fourier side, we then have F(f | Z ) = c · d where F is the Fourier transform operator and for any g ∈ 2 (Z),ĝ(ξ) = k g(k)e −2πikξ . Let Af := a * f . If a j = a * a * ... * a and φ j = a j * φ for j = 1, ..., m − 1, we have
and the samples of A j f are well defined. The following lemma, whose proof is postponed until the end of this section, is useful for tackling the dynamical sampling problem in SIS.
using Lemma 2.1 we get
In short notation, we have
We can solve this equation with respect toĉ m (ξ) (which we use to produce f ) if A m (ξ) is invertible. To see how, we note thatĉ(ξ) is 1-periodic. Moreover, from (2.3), it is not difficult to see thatŷ l is 1 m -periodic. Thus, by solving the above system for each ξ ∈ [0, 1/m], we can recoverĉ over ξ ∈ [0, 1].
Then a vector f ∈ V (φ) can be recovered in a stable way, i.e. the inverse is bounded, from the measurements y n , for n = 0, . . . , m−1, if and only if det A m (ξ) = 0 for any ξ ∈ [0, 1].
Although there are cases in which the conditions of Theorem 2.2 are satisfied, there are many situations in practice for which the hypotheses of Theorem 2.2 are not satisfied. Thus, we need additional samples. The number of additional samples that we need and their locations in order to reconstruct the original signal f will constitute the remainder of this section.
SinceΦ j (ξ), j = 0, . . . , m−1, are 1-periodic, it is sufficient to study the behavior of A m (ξ) for |ξ| ≤ 
It is easy to see that the second and last colums of A m (0) coincide. In fact, the third and (m − 1)-th column coincide, and so on. Considering A m ( Thus, it is clear that the conditions of Theorem 2.4 are not satisfied wheneverâ andφ are real and symmetric, which is a case of practical importance. Therefore, in order to solve the dynamical sampling for this case, we need to take extra samples. But where do we take the extra samples and how large is this extra sampling set? We answer this last question when A m (ξ) has only finitely many singularities. For this case, it is possible to stably recover the original signal f by taking some additional samples. Again, let T c be the operator that shifts a vector in 2 (Z) to the right by c units so that T c z(k) = z(k − c). Let S mn T c represent shifting by c and then sampling by mn for some positive integer n. We have Theorem 2.4. Suppose A m (ξ) is singular only when ξ ∈ {ξ i } i∈I with |I| < ∞. Let n be a positive integer such that |ξ i − ξ j | = k n for any i, j ∈ I and k ∈ {1, . . . , n − 1}. Then the additional sampling given by {S mn T c } c∈{1,...,m−1} provides enough additional information to stably recover any f ∈ V (φ).
Note that the finite nature of I guarantees the existence of an n satisfying the conditions of theorem 2.4. The proof is similar to one in [4] and will not be given here.
2.1.1. Proof of Lemma 2.1. In the light of (2.2), basic convolution properties and using the Poisson summation formula
where F is the Fourier transform operator andĥ = k h(k)e −2πikξ , we get that for all j = 0, 1, ..., m − 1 (2.7) . Then, using the 1-periodicity of c we get
2.2. Reduction to the 2 (Z) case. Under the appropriate conditions on φ, the dynamical sampling in SIS reduces to the discrete case described by Proposition 1 and Theorem 1.1 above. To establish this connection we use the following theorem
Taking the Fourier transform of both sides of the (2.12), for
we getâ (ξ)φ(ξ) =b(ξ)φ(ξ) which is the same as (2.11), sinceb is 1-periodic. (4) ⇒ (3) From (2.11), we get
Sinceâ ∈ L ∞ , using (1.4) we get
The conclusion follows by multiplying both sides of (2.11) bŷ c(ξ), whereĉ
and taking the inverse Fourier transform.
, we see clearly that the right hand side of (2.10) is in V (φ).
The implication (2) ⇒ (1) is straight forward.
Note that we can reduce the dynamical sampling problem in V (φ) to the one in 2 (Z) using the theorem above. Specifically, if φ ∈ W 0 (L 1 ) and the condition that Φ 0 (ξ) = kφ (ξ + k) = 0, then for each f = c * sd φ we associate x ∈ 2 by x = f (Z). The map f → x from V (φ) to 2 is well defined, since φ ∈ W 0 (L 1 ). Note that the convolution operator a * f corresponds to the discrete convolution b * d x where b is obtained from a as in Theorem 2.5. Hence S m (a n f ) = S m (b n x). By solving the dynamical system on 2 to obtain x, we can recover f by findingĉ =x/ Φ 0 . Since Φ 0 is continuous and nonzero,ĉ ∈ L 2 [0, 1].
As a particular case of Theorem 2.5, if the sets E k = {suppφ(ξ + k), ξ ∈ [−1/2, 1/2]} are disjoint it is a sufficient conditions for the (2.11) to hold, as we can
As an example, when φ is the sinc function, as discussed in Section 1.1, we get the following corollary. The condition under which the dynamical sampling problem in SIS can be reduced to that in 2 (Z) can be further elucidated by the following theorem which can be proved by solving (2.11). Theorem 2.6. Let φ ∈ L 2 be such that {φ(· − k) k ∈ Z} is a Riesz basis for its closed span V (φ) with E = suppφ. For a convolutor a such thatâ ∈ L ∞ , and any of the equivalent conditions (1)-(4) of Theorem 2.5 is satisfied, then there exists g ∈ L ∞ such that
Conversely, if (2.13) holds, for a 1-periodicb ∈ L ∞ , some g ∈ L ∞ and a measurable set E such that j χ E (ξ + j) ≥ 1 a.e. ξ then clearlyâ ∈ L ∞ . In addition, for any φ with E = suppφ satisfying (1.4) (i.e., {φ(· − k) k ∈ Z} is a Riesz basis for V (φ)), the four equivalent conditions of Theorem 2.5 are satisfied. The matrix B m (ξ) is the same type of matrix that appears when solving the dynamical sampling problem in 2 (Z) [4] . If it is known thatΦ 0 = jφ (ξ + i) = 0, then the invertibility of A m (ξ) is equivalent to the invertibility of B m (ξ). Moreover, ifΦ 0 (ξ) = jφ (ξ + i) = 0, then under the assumption of Theorem 2.2, we get |Φ 0 (ξ)| > δ > 0 for some positive δ. Hence, the invertibility and stability of B m (ξ) will imply the invertibility and stability of A m (ξ).
Notice that if the condition (2.11) holds then from the Poisson summation formula it follows that A m (ξ) is a Vandermonde-like matrix, but the inverse is not always true. For example, takê φ(ξ) = −1χ [0,1) + χ [1, 2) + χ [2, 3] andâ (ξ) = χ [0,1) + 2χ [1, 2) + χ [2, 3] . ThenΦ Hence, in this case A m (ξ) is a Vandermonde-like matrix withb(ξ) = 2χ [0, 1] , but obviously the condition (2.11) fails.
