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One of the most important and difficult parts of constructing a multidimensional nu-
merical simulation of flame acceleration and deflagration-to-detonation transition (DDT)
in a reacting flow is finding a reliable and affordable model of the chemical and diffu-
sive properties. For simulations of realistic scenarios, full detailed chemical models (with
hundreds of chemical reactions and many species) are computationally prohibitive. In ad-
dition, they are usually inaccurate for high-temperature and high-pressure shock-laden
flows. This paper presents a general approach for developing an automated procedure to
determine the reaction parameters for a simplified chemical-diffusive model to simulate
flame acceleration and DDT in stoichiometric methane-air and ethylene-oxygen mixtures.
The procedure uses a combination of a genetic algorithm and Nelder-Mead optimization
scheme to find the optimal reaction parameters for a reaction rate based on an Arrhenius
form for conversion of reactants to products. The model finds six optimal reaction param-
eters (ratio of specific heats, activation energy, preexponential factor, heat release rate,
thermal conductivity coefficient, and overall molecular weight) that reproduce six target
flame and detonation properties (adiabatic flame temperature, constant volume equilib-
rium temperature, laminar flame speed, laminar flame thickness, Chapman-Jouguet det-
onation velocity, and detonation half-reaction thickness). Results from the optimization
procedure show that the optimal reaction parameters, when used in 1-D reactive Navier-
Stokes simulations, closely reproduce the target flame and detonation properties for the
stoichiometric methane-air and ethylene-oxygen mixtures. The effects of uncertainties in
the values of target flame and detonation properties can be minimized to have little ef-
fect on the resulting optimal reaction parameters, and the reaction parameters can be
tailored, if necessary, for the different regimes of flame acceleration and DDT. When the
reaction parameters are used as input in a 2-D simulation of flame acceleration and DDT
in an obstacle-laden channel containing stoichiometric methane-air, the simulation results
closely follow the transition to detonation observed in experiments. This automated pro-
cedure for finding parameters for a proposed reaction model makes it possible to simulate
the behavior of flames and detonations in large, complex scenarios, which would otherwise
be an incalculable problem.
Keywords: chemical reaction mechanism; deflagration-to-detonation transition; genetic
algorithm; chemical-diffusive model; optimization procedure
1. Introduction
Deflagration-to-detonation transition (DDT) appears as a sudden change in the prop-
agation mode of a combustion wave from an accelerating deflagration to a detona-
tion [1]. This transition usually occurs in the presence of shock waves, turbulence, and
boundary layers. After the transition to a detonation, there are substantial increases
in the velocity of the combustion wave and in the temperatures and pressures that
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follow it. For this reason, DDT is both dangerous if it occurs accidentally in industrial
environments, such as coal mines and fuel storage facilities [2–4], and useful when the
energy it produces can be harnessed for propulsion devices, such as pulse detonation
engines [5], microscale thrust generators [6], and rotating wave detonation engines
[7]. In the context of astrophysical combustion, DDT can help explain the origin of
supernovas [1].
There have been many computational studies performed to clarify the physical
mechanisms leading to flame acceleration and DDT. These studies require appropri-
ate numerical models of the combination of fluid dynamics, chemical reactions and
energy release, and a number of physical diffusion processes, such as molecular dif-
fusion and thermal conductivity. The basis for the solution is the set of unsteady
compressible Navier-Stokes equations, which need to be solved “accurately enough”
to resolve acoustic, shock, and turbulence phenomena and all of their interactions.
One major problem in solving these equations is finding adequate models of the
chemical reactions, heat release, and physical diffusion processes that are required
source terms for modeling flames and detonations using the Navier-Stokes equations.
For many gaseous fuels, the most complex and detailed chemical reaction mechanisms
proposed have been sets of elementary reactions that attempt to describe all of the
major and intermediate chemical species and all of the chemical interactions among
them. Such reaction mechanisms can become inordinately expensive to use when in-
cluded in a simulation of DDT. For example, the mechanism proposed by Wang et al.
[8] for ethylene and acetylene combustion contains 50 reacting species and over 350
chemical reactions, and that proposed for sooting ethylene flames by Kazakov et al. [9]
contains 100 species and 500 reactions. Calculations including this many reaction rates
and tracking changes in concentration of this many reacting species increase the CPU
requirement dramatically for adequately resolved unsteady shock-laden multidimen-
sional calculations. This has led to the question of whether simpler chemical-diffusive
models suffice.
But there is another issue that is perhaps more challenging, and one that cannot be
addressed as easily as saying, “Well, we just need a larger computer.” The currently
available chemical reaction mechanisms, to say nothing of diffusive processes, are inad-
equate for describing the high temperatures and pressures encountered in shock-laden,
high-temperature, high-pressure environments that arise before and through DDT and
in a propagating detonation. As shown by Taylor et al. [10], these conditions lead
to situations in which excited molecular states are formed, and interactions among
molecules in excited states may occur. These types of processes may alter the struc-
ture and timing of energy-release during the autoignition period, a topic that requires
considerably more examination and research.
In summary, it appears that currently available detailed chemical reaction mecha-
nisms are both computationally prohibitive and inaccurate for high-temperature and
high-pressure shock-laden flows. Thus, there is now an important question to ad-
dress: What type and level of chemical-diffusive models would be adequate to use for
modeling flame acceleration and DDT? In prior work, we made a significant effort to
develop what we believe is an adequate level of representation of the chemical-diffusive
processes for computing the initial flame development through DDT. This approach
involves a simplified exponential form that looks like an Arrhenius reaction with a
series of adjustable, calibrated parameters. The generic form of this reaction is:
ω˙ = −AρY e−Ea/RT (1)
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where ω˙ is the reaction rate, A is the pre-exponential factor, ρ is the fluid density, Y
is the fuel mass fraction, Ea is the activation energy, R is the universal gas constant,
and T is the fluid temperature. In addition, it is necessary to define physical diffusion
parameters to model laminar flame propagation. This approach was used for flame
acceleration and DDT by Khokhlov and Oran [11], where the model parameters were
set for low-pressure acetylene-air, by Gamezo et al. [12] for low-pressure ethylene-air
mixtures, by Gamezo et al. [13–15] and Ogawa et al. [16,17] for hydrogen-air mix-
tures at atmospheric conditions, and recently by Kessler et al. [18,19] for atmospheric
methane-air. The sum of these computations and the surprisingly good comparison
with results from large- and small-scale experiments has given us confidence that this
is, in fact, a valid approach for large-scale computations involving complex physical
processes and their interactions.
When this approach was originally used, the only attempt was to use “physically
reasonable” model parameters. The results were expected to be qualitatively interest-
ing, but not quantitative. Subsequently, when it was shown that the approach was
giving quantitatively correct descriptions of DDT, efforts were made to optimize the
parameters to select the best representations of flames and detonations, as determined
from experiments, theory, and with input from existing detailed chemical reaction
models. For example, Gamezo [15] and Kessler [18] discuss approaches to finding good
model input parameters, when, in fact, there are many sets that reproduce the correct
overall flame and detonation properties.
This paper presents a general approach for developing an automated procedure to
determine the input parameters for a model chemical-diffusive system. The procedure
is based on using a standard form of conversion from reactants to products, as given
in equation 1, and using a combination of a genetic algorithm and an optimization
scheme to find the best parameters [20]. Here we describe the procedure in some detail
and then use it to find parameters for stoichiometric methane-air and ethylene-oxygen
mixtures at atmospheric conditions. Use of the procedure to find reaction parameters
for other fuels, other mixtures with spatially varying equivalence ratios, and more
complex (possibly multistep) forms for representing the evolution of the energy release,
will be described in future papers.
2. Background
2.1. Reactive-Flow Navier-Stokes Equations
Simulation of flame acceleration and DDT in obstacle-laden channels containing fuel-
oxidizer mixtures is carried out by solving the unsteady, fully compressible, reactive
Navier-Stokes equations:
∂ρ
∂t
+∇ · (ρU) = 0, (2)
∂(ρU)
∂t
+∇ · (ρUU) +∇P +∇ · τˆ = 0, (3)
3
∂E
∂t
+∇ · ((E + P )U) +∇ · (U · τˆ) +∇ · (K∇T ) + ρqω˙ = 0, (4)
∂(ρY )
∂t
+∇ · (ρYU) +∇ · (ρD∇Y )− ρω˙ = 0, (5)
τˆ = ρν
(
2
3
(∇ ·U)I− (∇U)− (∇U)†
)
, (6)
closed with the ideal gas equation of state
ρ =
PMw
RT
. (7)
In these equations, t is time, U is the velocity vector, P is pressure, τ is the viscous
stress tensor, E is the fluid energy density, K is the thermal conductivity, T is tem-
perature, q is the chemical energy release, Y is the mass fraction of reactants, D is
the diffusion coefficient, ν is viscosity, I is the identity matrix, Mw is the molecular
weight, and the superscript † is the transpose notation for a matrix.
As discussed in Section 1, the level of representation of the chemical reaction terms,
the ω˙, can vary from detailed chemical reaction mechanisms to simplified forms. In this
work, we extend the approach used in previous studies [11–19], in which the reaction
rate is based on a single equation with an Arrhenius form representing the conversion
of a mixture of fuel and oxidizer to product:
dY
dt
= ω˙ = −AρY e−Ea/RT . (8)
During flame acceleration leading to DDT, the temperature changes substantially,
so viscosity (ν), mass diffusivity (D), and thermal diffusivity (α) have the following
temperature dependent form:
ν = ν0
Tn
ρ
, (9)
D = D0
Tn
ρ
, (10)
α =
K
ρcp
= κ0
Tn
ρ
. (11)
In these expressions, ν0, D0, and κ0 are constants, and cp is the heat capacity at
constant pressure,
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cp =
γR
Mw(γ − 1) (12)
where γ is the specific heat ratio. The exponent n is chosen to be 0.7, which has been
shown to emulate the typical temperature dependence for the system [18].
The set of equations given above require certain input parameters, namely γ, A, Ea,
q, κ0, D0, ν0, and Mw. These parameters define the chemical and diffusive properties
of the gas and control the amount and rate of heat release locally and temporally
within the flow. By setting the Lewis number equal to unity and using a user-defined
value of the Prandtl number, the list of required input reaction parameters reduces to
six variables: γ, A, Ea, q, κ0, and Mw. These are the six reaction parameters used in
this study.
As will be discussed in detail in Section 3 below, the optimization procedure en-
sures that when these six reaction parameters are used to find solutions to the full set
of Navier-Stokes equations, they should reproduce important properties of the flame
and detonation. These flame properties include the adiabatic flame temperature (Tb),
laminar flame speed (Sl), laminar flame thickness (xft), and constant-volume equilib-
rium temperature (Tcv), while the detonation properties include the Chapman-Jouguet
detonation velocity (DCJ), and half reaction thickness (xd).
In the following section, we discuss a graphical approach which has been used [18]
to find a set of reaction parameters for a stoichiometric methane-air mixture. Then,
in Section 3, we present a new approach that uses a combination of genetic and op-
timization algorithms to find optimal reaction parameters for stoichiometric mixtures
of both methane-air and ethylene-oxygen.
2.2. Graphical Approach for Determination of Reaction Parameters
Here we use the term “graphical approach” to describe the procedure developed by
Kessler et al. [18] to find the reaction parameters for a stoichiometric methane-air
mixture. The model parameters are found by creating curves of constant properties
of the mixture, and then choosing parameters at the intersection of the curves. This
procedure searches for a set of reaction parameters, γ, A, Ea, q, κo, and Mw for which
the computed values of Tb, Sl, DCJ , and xd match a set of prespecified target values.
This procedure is represented in Fig. 1 and described below. The graphical approach
[18] is discussed here in detail because it gives the background for the more complex
approach that follows in section 3.
First, initial values of κo and Mw are estimated. Then target values of Tb, Sl, DCJ
and xd are selected. For example, for stoichiometric methane-air mixtures, Tb = 2210K,
Sl = 38.02 cm/s, DCJ = 1820 m/s, and xd = 0.229 cm are reasonable values based on
experimental data and computations using existing detailed chemical mechanisms.
Next, values for q and γ are determined, as they are related to Tb for laminar flames
[21] and to DCJ for detonations [22], by:
Tb = T0 +
q
cp
. (13)
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Figure 1. Graphical approach procedure from Ref [18]
DCJ = c0
(√
1 +
q
P0
ρ0(γ2 − 1)
2γ
+
√
q
P0
ρ0(γ2 − 1)
2γ
)
(14)
where c is the sound speed, and the subscript o corresponds to ambient conditions. As
indicated by the third block in Fig.1, various combinations of q and γ that give the
target Tb=2210K are calculated from Eqs. 12 and 13, and combinations of q and γ that
give the target DCJ=1820 m/s are calculated from Eq. 14. Then, on a graph of γ vs.
q, two parametric curves are drawn: one curve represents values of q and γ for which
Tb =2210K and the other curve represents values of q and γ for which DCJ=1820 m/s.
The values of q and γ at the intersection of these two curves are the values chosen for
the chemical-diffusive model. As indicated in Ref [18], these values are γ=1.197 and
q=39.0RTo/Mw.
Once q and γ are determined, a similar procedure is used to determine A and
Ea, as shown in the fourth block in Fig.1. The properties of a 1-D laminar flame are
computed by solving Eqs. 15-17, which describe thermal conduction and energy release
inside a steady state reaction wave. An iterative procedure, discussed in detail in Ref
[18], is used to determine Sl such that the computed 1-D flame profile satisfies the
condition that T = Tb = 2210K when the 1-D temperature gradient becomes zero.
This procedure is used to determine the values of Ea and A for which Sl = 38.02 cm/s.
6
dFt
dx
= ρ
(
Ulcp
dT
dx
− qω˙
)
, (15)
Ft = K
dT
dx
, (16)
K = κ0T
0.7cp. (17)
In these equations, Ft is the conductive heat-transfer flux, and Ul is the velocity of
the flame at a given point along x. Since the flame is assumed to be planar, Ul can be
found from the continuity equation,
Ul =
Slρ0
ρ
, (18)
Finally, the properties of a 1-D detonation are computed using a Zeldovich-von
Neumann-Doering (ZND) model [22–24]. Values for PZND, ρZND and eZND are ob-
tained from expressions for a 1-D planar shock wave moving at DCJ . These ZND
parameters are used as initial conditions for the integration of equations describing
the reaction zone of a 1-D detonation, Eqs. 19-22, from the initial conditions to the
position where the detonation velocity reaches the sound speed.
dρ
dt
=
qω˙ρ(γ − 1)
U2 − c2 , (19)
dE
dt
=
P
ρ2
dρ
dt
+ qω˙, (20)
dx
dt
= U, (21)
U =
DCJρ0
ρ
, (22)
The ZND reaction zone profile is then used to find the half-reaction thickness, xd,
defined as the distance between the leading shock wave and the point where half of
the fuel has been consumed in the flame zone. This procedure is used to determine the
values of A and Ea for which xd =0.229 cm. On a graph of Ea vs. A, two curves are
drawn: one showing values of Ea and A for which xd=0.229 cm and another showing
values of Ea vs. A for which Sl =38.02 cm/s. The values of A and Ea at the intersection
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of these two curves are the values chosen for the chemical diffusive model. As indicated
in Ref [18], these values are A=1.64x1013cm3/g·s and Ea=67.55RTo.
Once values for A, Ea, q and γ are determined, it is necessary to check these to
ensure that these reaction parameters are physically reasonable. Examples of possible
unphysical parameters include instances where the activation energy may be negative,
or if the computed γ > 1.4 or γ < 1.0. It is possible for the reaction parameters to be
unphysical if the initial estimates of κo or Mw are inaccurate. Another issue that may
lead to unphysical reaction parameters is due to the fact that the method determines
six reaction parameters (γ, A, Ea, q, κo and Mw) by matching four target values (Tb,
Sl, DCJ , and xd). This inequality can lead to nonunique solutions, such that more than
one set of reaction parameters can produce the given target values. As indicated in
the last block of Fig. 1, if any of the reaction parameters are physically unreasonable,
then new values for Mw or κo are chosen, or the target values (for Tb, Sl, DCJ , and
xd) are changed, and the calibration procedure is repeated.
3. Optimization Procedure
As discussed above, the graphical approach can give unphysical values for the model
parameters. To avoid this problem and make it possible to generalize the model equa-
tions, we have developed an automated procedure, based on a combination of a Genetic
Algorithm and Nelder-Mead optimization scheme. This new procedure, called GA-NM,
is presented below.
As before, we need to determine values for the six reaction parameters γ, A, Ea, q,
κo and Mw that reproduce prespecified flame and detonation properties of the mixture.
Now, we have included two additional target properties, so that there are six target
quantities and six reaction parameters. That is, in addition to the target quantities Tb,
Sl, DCJ , and xd matched in the graphical method, we also include the laminar flame
thickness, xft, and constant volume equilibrium temperature, Tcv, defined as:
xft =
Tb − T
max
(
dT
dx
) . (23)
Tcv = T0 +
q
cv
, (24)
where cv is heat capacity at constant volume, cv = R/Mw(γ − 1). Tcv is chosen because
DDT is generally a result of autoignition of the mixture, and autoignition is often
modeled as a constant-volume process [1,11]. This way, the formulation takes into
account the effects of constant volume combustion.
3.1. Application of a Genetic Algorithm
A genetic algorithm [25] adapts principles of Darwinian natural selection to find an
optimum or viable state. The theory is based on a principle of “survival of the fittest,”
where individuals in a population with the most appropriate or optimal traits have a
higher chance of survival and of breeding to produce new individuals. In the context
of development of this chemical-diffusive model, each “individual” in a population
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has a set of traits corresponding to the reaction parameters γ, A, Ea, q, κo and Mw.
As the genetic algorithm proceeds, some of these traits are passed along to future
“generations,” some are completely discarded, and others mutate, such that an optimal
set of traits is determined.
Figure 2. Overall procedure for the Genetic Algorithm
The new procedure for finding parameters for the chemical diffusive model is shown
in Fig. 2. For a specific fuel and oxidizer mixture, initial ambient conditions (e.g.,
To = 298K and Po = 1atm) are selected, and prespecified target flame (Tb, Sl, xft, and
Tcv) and detonation (DCJ , xd) properties were calculated using the Gordon McBride
chemical equilibrium software [26], Cantera [27], and the Shock and Detonation Tool-
box [28].
As indicated in the second block of Fig.2, a population is created in which each in-
dividual has a set of traits, γ, A, Ea, q, κo, and Mw. For each individual, the value of
each trait is chosen randomly (using normally distributed random numbers) within an
upper and lower bound. Because the upper and lower bounds cover a large range, each
range for each trait is also subdivided, to ensure that there are enough individuals
covering the full range of values. For the methane-air and ethylene-oxygen calcula-
tions discussed here, the upper and lower bounds and number of subdivisions for each
parameter are shown in Table 1.
Then, separate genetic-algorithm calculations are carried out within each subdivi-
sion. For each individual in each subdivision, using the individual’s values of γ, A, Ea,
q, κo, and Mw, the flame properties are found by solving Eqs.15-17, and the detonation
properties are found by solving Eqs.19-22. These calculated flame and detonation prop-
erties are then compared to the prespecified target flame and detonation properties
(calculated from chemical equilibrium software), and an error is defined as:
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Table 1. Upper and lower bound for each reaction param-
eter, and the number of subdivisions for each.
Upper and Lower Bound Number of Subdivisions
for Each Trait
1.17 < γ < 1.30 2
20 < Ea/RTo < 100 4
30 < qMw/RTo <80 2
1.0 × 1010 < A < 1.0x1016 5
1.0 × 10−6 < κo < 1.0x10−5 2
23 < Mw < 30 2
Error =
[
ntargets∑
i=1
(
ξi − ξi,target
ξi,target
)2]1/2
(25)
where ξi represents each trait (Tb, Sl, xft, Tcv, DCJ , and xd). A fitness function, f , is
then calculated as a measure of how well adapted the individual is. The fitness function
is essentially the inverse of the error, such that the individual’s fitness is highest when
it is closest to its flame and detonation property target values:
f =
1
error + ε
, (26)
where ε is a very small number used to prevent division by zero.
New generations are then created, in which there is a 60% probability of crossover
and a 10% probability of mutation. Crossover occurs when traits from two fit indi-
viduals are transferred to the next generation, forming an even more highly adapted
individual. Mutation occurs when random changes in certain traits are passed to the
next generation, resulting in either stronger or weaker individuals. In this way, the
characteristics of those individuals with high fitness functions are passed on to the
next generation, while weak individuals are eliminated.
The procedure described above is applied to each of the subdivisions for a user-
specified number of generations. Then, as indicated in the third block of Fig.2, all
of the individuals from each subdivision are combined into one main population, and
the procedure is repeated for all of the individuals in the main population for a user-
specified number of generations. The individual with the highest fitness function is
then chosen as the best set of reaction parameters from the GA.
A genetic algorithm is a good optimization tool because it is able to search over
a wide range of parameter combinations for a best solution, and because it does not
depend on initial estimates, which prevents the solution process from being trapped
in local optima. This independence arises partly because a genetic algorithm uses
random-number generation when calculating the values of reaction parameters in the
initial population and in the crossover and mutation probabilities. The optimal traits of
an individual however, may be in a narrow region, which is missed due to this random
number generation. Because of this, the GA might find solutions close to an optimum,
rather than the optimum itself. Therefore, to improve the optimization procedure, the
result from the GA is used as input into a Nelder-Mead (NM) optimization scheme.
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3.2. Application of a Nelder-Mead Optimization Scheme
The NM algorithm [30] is an optimization scheme developed for multivariable mini-
mization problems. Unlike the GA, the NM procedure is sensitive to the initial esti-
mate, such that it can find a local optimum, rather than a global one. Therefore, NM
is used here to find the optimal solution after GA has provided a sufficiently close
solution.
Figure 3 shows the NM procedure. First, a simplex is created around an initial
estimate. This simplex is a geometric structure consisting of n+1 edges, where n rep-
resents the number of variables. In this case, there are six reaction parameters (γ, A,
Ea, q, κo, and Mw), and so there are seven edges. The first edge is defined by the initial
estimate, which is the genetic algorithm result. Each of the other edges represents an
individual created by adding 5% to the value of one of the variables, while keeping
the others the same. For example, edge 2 is formed by increasing the value of γ from
the initial estimate by 5% and keeping the values for the other other variables same,
while edge 3 is formed by increasing value of A by 5%, while keeping the values for
the rest of the parameters, including γ, the same as in the initial estimate. Once the
7-D simplex is created, these individuals are sorted based on their error, defined by
Eq.25. A new individual is formed by averaging the values, while neglecting the value
with highest error. This individual is used to determine a point called the “reflection
point.” Based on the error of this reflection point, compared with the initial estimate,
the following actions are taken: reflection, expansion, contraction, inside contraction,
or shrinking around this point. With these steps, the algorithm moves and deforms
the simplex to find a minimum.
Figure 3. Overall procedure for the Nelder-Mead optimization scheme
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Table 2. Pre-specified target flame and detonation
properties for stoichiometric methane-air and ethylene-
oxygen mixtures.
Target Property Methane-Air Ethylene-Oxygen
Tb (K) 2224 3173
Sl (cm/s) 37.7 482.2
xft (cm) 4.46 x 10
−2 6.51 x 10−3
Tcv (K) 2585 3731
DCJ (m/s) 1800 2373
xd (cm) 1.68 2.15 x 10
−3
4. Results
4.1. Procedure Setup
Here, we use the GA-NM procedure to calculate optimal reaction parameters appropri-
ate for simulations of flame acceleration and DDT in stoichiometric methane-air and
ethylene-oxygen mixtures. For both mixtures, the initial ambient conditions are Po =
1 atm, and To = 298 K. As discussed below, prespecified target flame and detonation
properties are calculated and are shown in Table 2.
Flame temperatures, Tb and Tcv are determined from Cantera [27] chemical equi-
librium software, using the GRI 3.0 [29] mechanism, and validated with the Gordon
McBride [26] equilibrium program. Laminar flame speed and thickness, Sl and xft,
are calculated from Cantera’s [27] freely-propagating premixed flame software, where
xft is calculated from the 1-D flame profile, using Eq. 23. The Chapman-Jouguet det-
onation velocity DCJ is calculated using the Shock and Detonation Toolbox software
[28], using the GRI 3.0 [29] mechanism, and validated with the Gordon McBride [26]
equilibrium program. The half reaction thickness, xd is set equal to the distance to
peak thermicity calculated from the ZND profile [28].
Following the procedure discussed in Section 3, an initial population is created.
The upper and lower bounds and number of subdivisions for each parameter have
been shown in Table 1. Forty individuals are created within each subdivision, and
each subdivision undergoes its own GA procedure for 100 generations. Then all of
the individuals from all subdivisions are combined into one main population, which
undergoes a GA procedure for 1000 generations. During the GA procedure, as each
new generation is formed, the probability of crossover and mutation are 60% and 10%,
respectively. As discussed in Section 3, the result from the genetic algorithm is used
as the starting point for the Nelder-Mead procedure.
4.2. Optimal Reaction Parameters for Stoichiometric Methane-Air and
Ethylene-Oxygen Mixtures
The results from the GA-NM procedure for stoichiometric methane-air and ethylene-
oxygen mixtures are shown in Table 3. These are the optimal reaction parameters
that reproduce the prespecified target flame and detonation properties listed in Table
2. Table 4 compares the target flame and detonation properties and the value of
these properties when the reaction parameters are used in 1-D flame and detonation
fluid dynamics codes. The error, as described by Eq. 25, is 0.61% for stoichiometric
methane-air and 1.27% for stoichiometric ethylene-oxygen. This indicates that the
reaction parameters computed from GA-NM, when used in Navier-Stokes simulations,
successfully reproduce the target flame and detonation properties.
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Table 3. Optimal reaction parameters from GA-NM pro-
cedure for stoichiometric methane-air and ethylene-oxygen
mixtures.
Optimal Reaction Methane-Air Ethylene-Oxygen
Parameters
γ 1.18 1.19
A (cm3/g·s) 8.76 x 1013 2.16 x 1015
Ea 79.17RTo 92.80RTo
q 42.29RTo/Mw 57.85RTo/Mw
κ0 (g/s·cm·K0.7) 6.89 x 10−6 8.63 x 10−6
Mw (g/mole) 27.29 23.67
Table 4. Comparison between target properties (from Cantera [27] and Shock & Deto-
nation Toolbox [28]) and properties obtained when using the optimal reaction parameters
in a 1-D fluid code.
Methane-Air Ethylene-Oxygen
Target Property when Target Property when
properties using optimal properties using optimal
from reaction parameter from reaction parameter
Table 2 in 1-D fluid code Table 2 in 1-D fluid code
Tb (K) 2224 2229 3173 3167
Sl (cm/s) 37.7 37.7 482.2 483.5
xft (cm) 4.46 x 10
−2 4.48 x 10−2 6.51 x 10−3 6.47 x 10−3
Tcv (K) 2585 2579 3731 3739
DCJ (m/s) 1800 1800 2373 2359
xd (cm) 1.68 1.67 2.15 x 10
−3 2.17 x 10−3
Error = 0.61% Error = 1.27%
The amount of CPU time required for the GA-NM procedure depends heavily on the
number of subdivisions of each reaction parameter, the number of individuals in each
subdivision, and the number of generations computed within each subdivision and for
the entire main population. For the GA-NM calculations shown here, the wall-clock
time is approximately four hours on a single core of a Dell mini-cluster.
5. Discussion
5.1. Evaluation of Optimal Reaction Parameters in a Fluid-Dynamics
Code
The GA-NM procedure finds six optimal reaction parameters (γ, A, Ea, q, κo, and Mw)
that reproduce six target flame and detonation properties (Tb, Sl, xft, Tcv, DCJ , and
xd). Because these target parameters include both flame and detonation properties,
these optimal reaction parameters should theoretically reproduce the major charac-
teristics of the system when used in a fluid code to simulate flame acceleration and
DDT. As shown below, however, flame acceleration and DDT are complex processes,
and, in this section, we examine if one set of optimal reaction parameters is consistent
or correct for the whole evolution of the flow.
Goodwin et al. [33,34] have simulated DDT in long rectangular channels containing
a mixture of stoichiometric ethylene-air. The channel contained regularly spaced ob-
stacles and the simulations were used to quantify the effects of decreasing the blockage
ratio of those obstacles on the DDT mechanism [33]. Details of the computational ge-
ometry and simulation conditions can be found in [33,34]. Figure 4 shows a sequence of
temperature images from a simulation in which the obstacle blockage ratio is 0.5. The
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Figure 4. Sequence of temperature images from a simulation of flame acceleration and DDT for a stoichiometric
mixture of ethylene-air, in a channel with a blockage ratio of 0.5. Figure courtesy of Gabriel Goodwin [33,34].
images are labeled by physical time, in ms, in the lower left hand corner of each frame,
and the obstacles are labeled by number. The computational domain has a symmetry
boundary condition at the top and a wall boundary condition along the bottom of
each frame, and the obstacle surfaces are walls. As shown in the first frame, 1.54 x
10−6 ms, the flame is initiated at the upper left boundary. Subsequent frames show
that the flame accelerates as it passes over obstacles, and its surface area increases
due to expansion and fluid instabilities (Rayleigh-Taylor, Richtmyer-Meshkov, and
Kelvin-Helmholtz). At 0.1126 ms, a shock forms ahead of the flame, and by 0.1262
ms, the flame has become increasingly turbulent due to the fluid instabilities. The
strong leading shock propagates into the unburned gas, diffracts over obstacles and
reflects from the channel floor, eventually forming a Mach stem at 0.1350 ms, in front
of obstacle 7. At 0.1355 ms, the Mach stem reflects from obstacle 7, causing a pressure
and temperature increase behind the Mach reflection, which then leaves a hot spot in
a gradient of reactivity. Finally, the detonation occurs in the hot, unburned gas behind
the Mach stem reflection.
The process of DDT can be separated into five phases, as listed below, and as
annotated in Fig. 5:
• Slow deflagration phase, in which the flame speed is subsonic and increases ap-
proximately to the speed of sound in the mixture. The increase of deflagration
speed is primarily due to the development of background turbulence and its in-
teraction with the deflagration front. This corresponds to the first three frames
in Fig 4 in which 0 < t < 0.0671 ms and at the earliest segment of the line plot
in Fig 5.
• Fast deflagration phase, also called the fast flame stage, and which can be seen
in Fig 4 at 0.0956 ms. Here the accelerating turbulent flame is supersonic and
begins to generate shock waves. The shock waves compress the background flow
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Figure 5. Reaction front position vs. speed for the image sequence shown in Fig. 4. Figure courtesy of Gabriel
Goodwin [33,34].
ahead of the deflagration, and decrease the reaction time. The result is that the
turbulent deflagration speed increases further, to the point where it is 0.5DCJ
of the fuel-air mixture.
• Predetonation phase, in which shocks and shock interactions create conditions in
which a detonation might occur. This can be see in Fig 4 at 0.1126 < t < 0.1355
ms and immediately before the sharp spike in Fig 5.
• Overdriven detonation, which occurs when conditions behind a leading shock
front reach a critical value and the system transitions to a detonation. Immedi-
ately after this transition, the detonation is originally overdriven and the local
pressure at the DDT site can become very large, as shown in 0.1358 < t < 0.1362
ms and at the peak in Fig 5.
• Stable detonation propagation, in which the steady detonation propagates at a
speed of around DCJ , until it runs out of fuel or is disrupted in some way, as
shown at 0.1378 ms and the last annotation in Fig 5.
As shown above, flame acceleration and DDT involves thermal expansion, turbu-
lence, fluid instabilities, shock-flame interactions, shock collisions and reflections. The
GA-NM procedure produces one set of reaction parameters, (γ, A, Ea, q, κo, and Mw)
to simulate all five phases of flame acceleration and DDT. As indicated in Table 3, for
ethylene-oxygen mixtures, the overall optimal γ is 1.19, and the overall Mw is 23.67
g/mole. In actuality, quantities such as γ and Mw vary throughout the entire compu-
tational domain and throughout the different phases of DDT. One-dimensional flame
and detonation programs using detailed chemical mechanisms produce different values
for γ and Mw for the burned and unburned regions. For example, Gordon-McBride
[26] and Shock & Detonation Toolbox [28] detonation calculations using the GRI
mechanism [29] predict that γ in the unburned and burned gases are 1.34 and 1.14,
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Table 5. Comparison of reaction parameters from the Graphi-
cal Approach [18] and from GA-NM for stoichiometric methane-
air.
Reaction Parameter Graphical Approach GA-NM
γ 1.197 1.181
A (cm3/g·s) 1.64 x 1013 8.76 x 1013
Ea 67.55RTo 79.17RTo
q 39.0RTo/Mw 42.3RTo/Mw
κ0 (g/s·cm·K0.7) 6.25x 10−6 6.89 x 10−3
Mw (g/mole) 27.0 27.3
respectively. The Cantera [27] constant-enthalpy and constant-pressure equilibrium
calculations using the GRI mechanism predict that Mw for reactants and products are
31.01 g/mole and 23.17 g/mole, respectively. This indicates that the single, overall γ
and Mw predicted by GA-NM (γ=1.19 and Mw=23.67 g/mole) are shifted towards
the products, rather than the reactants. Therefore, it may be that different values for
overall γ and Mw would be appropriate for the different phases of flame acceleration
and DDT shown in Figs. 4 and 5, and that the GA-NM model could be tuned to
calculate optimal reaction parameters for different regions of the flow.
5.2. Comparison between GA-NM, Graphical Approach and
Experimental Measurements for Stoichiometric Methane-Air
Mixtures
To evaluate the reaction parameters computed by their graphical approach, Kessler
et al. [18] used their parameters in 2-D simulations of flame acceleration and DDT
in obstacle-laden channels containing stoichiometric methane-air and compared their
results with available experimental measurements [31,32]. Simulations were conducted
with various blockage ratios to match the experimental configurations [31,32]. Their
results [18] showing reaction front velocity vs. reaction front position for a case in
which the channel has a diameter of 17.4 cm and a blockage ratio br = 0.3 [31],
indicate that their reaction parameters reproduce the experimental observations, both
qualitatively and quantitatively. They [18] showed that varying the model parameters
to produce relatively small (10-15%) changes in individual laminar flame properties
had little impact on the observed flame acceleration and DDT and surmised that any
differences were due to chance fluctuations in the thermodynamic conditions within
the hot spots that initiate detonations.
Table 5 shows a comparison of the reaction parameters found by the graphical ap-
proach [18] and those found in this study using the GA-NM procedure. The most
significant differences are in the values of the preexponential factor, A and and activa-
tion energy Ea. Although the GA-NM activation energy is higher (which would lower
the reaction rate), the preexponential factor is also higher (which would increase the
reaction rate), and therefore the differences in these two parameters have competing
effects. It is important to note that multiple sets of reaction parameters can reproduce
the flame and detonation target values, and that the reaction parameters produced
by the GA-NM procedure here correspond to the set of parameters that maximize the
genetic algorithm’s fitness function, as specified in Eq. 26.
The differences in the reaction parameters may also be attributed to differences in
some of the values of the target parameters used by the two methods. As discussed in
Sec. 4.1, the target parameters used in this study, which are shown in Table 2, were
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obtained from equilibrium calculations, and 1-D flame and detonation calculations [26–
28]. The target parameters used in the graphical approach [18] were based primarily
on experiments, and are: Tb=2210K, Sl=38.02 cm/s, DCJ=1820 m/s, and xd=0.229
cm. Hence, the target values used in the graphical approach for Tb, Sl, and DCJ are
very similar to those used here in the GA-NM procedure, but the target value used
for xd is very different. (In the graphical procedure [18], experimental measurements
of detonation cell size, λ were used [31], and then xd was estimated based on the
relationship that 50 < λ/xd < 100; whereas, in this study using the GA-NM procedure,
the half reaction thickness, xd is set equal to the distance to peak thermicity calculated
from the ZND profile [28].)
The reaction parameters from the GA-NM procedure and from the graphical ap-
proach were used as inputs in 2-D simulations of flame acceleration and DDT in an
obstacle-laden channel, containing stoichiometric methane-air. The channel had a di-
ameter of 17.4 cm and blockage ratio br = 0.3 to match the experimental configuration
of Kuznetsov [31]. Figure 6 shows reaction front position vs. reaction front speed for
these simulations using FAST (Flame Acceleration Simulation Tool) [35], in which the
mesh was dynamically refined around shocks, flame fronts and in regions of large gra-
dients of density, pressure or composition. In addition to the simulation results, Fig. 6
also shows reaction front location vs. reaction front speed data from the experiments
[31]. Despite the differences in the GA-NM vs. graphical approach reaction param-
eters, the simulations using parameters from both methods closely agree with each
other, and both follow the transition to detonation observed in the experiments. This
is most likely because both sets of reaction parameters reproduce the target flame and
detonation properties, even though some the parameters are different.
Figure 6. Reaction front position vs. reaction front speed from a 2-D simulation of flame acceleration and
DDT
17
5.3. Uncertainties in Target Values
The reaction parameters shown in Table 3 are strongly affected by the target param-
eters on which they are based, shown in Table 2. That is, the user provides values for
the target parameters (these are inputs to the GA-NM algorithm), based on reason-
able or best numbers available, such as from experiments or simulations using detailed
chemical reaction mechanisms. The GA-NM output is the set of reaction parameters
that most closely match the target parameters and have the smallest formal error,
based on Eq. 25.
As discussed in Section 4.1, the prespecified target flame and detonation properties
are calculated using the Gordon McBride chemical equilibrium software [26], Cantera
[27], and the Shock and Detonation Toolbox [28], using the GRI 3.0 [29] mechanism.
Changing the target values has a significant effect on the resulting optimal reaction
parameters calculated by the GA-NM algorithm, because the fitness of a set of reaction
parameters is based on how closely matched the target values are to the prespecified
values. To the extent that different chemical reaction mechanisms produce different
values for some flame and detonation properties, the choice of which mechanism to use
to calculate target properties can affect the resulting GA-NM reaction parameters.
Most of the target quantities used in the GA-NM algorithm (Tb, Sl, xft, Tcv, and
DCJ) are fairly well established quantities for hydrocarbon-air mixtures. The quantity
with the most uncertainty is the half-reaction thickness, xd. As discussed in Sections 4.1
and 5.2, for the GA-NM calculations presented in this paper, the value for xd is taken
to be the distance to peak thermicity, as calculated in the ZND profile from the Shock
and Detonation Toolbox [28] program. Other studies [18,20] have used experimental
measurements of detonation cell size, λ, and then estimated xd. For target quantities
with large uncertainties, it is beneficial to minimize the effect of that lesser-known
quantity on the error (Eq. 25) that is used to calculate the fitness function (Eq. 26).
In GA-NM, this is done by incorporating a weighting factor, wfi:
Error =
[
ntargets∑
i=1
(
wfi · ξi − ξi,target
ξi,target
)2]1/2
. (27)
This weighting factor can be set to a small value (less than unity) for quantities with
larger errors, which will reduce the impact of the uncertainty in the target parameter
on the GA-NM optimal reaction parameters.
Although the six target quantities used in this study were Tb, Sl, xft, Tcv, DCJ ,
and xd, any other quantity can be used as a target property. As part of the GA-NM
procedure during which flame and detonation properties are calculated (corresponding
to Eqs. 15-17 and Eqs. 19-22), the algorithm tracks other properties such as CJ quan-
tities TCJ , PCJ , ρCJ , and post-shock quantities TZND, PZND, ρZND. These could be
used as target quantities, either in place of or in addition to the six used here. Another
useful quantity to use as a target property is detonation cell size, λ, which could be
obtained from experimental measurements [31]. Using λ as a target property would
ensure that correct detonation cell sizes would be obtained when the corresponding
optimal reaction parameters are used in Navier-Stokes solvers.
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6. Conclusions and Future Work
One major problem in simulating flame acceleration and DDT is finding adequate
models of the chemical reactions, heat release, and physical diffusion processes that
are required source terms in the Navier-Stokes equations. Currently available detailed
chemical reaction mechanisms are both computationally prohibitive and inaccurate
for high-temperature and high-pressure shock-laden flows. This paper has presented
an automated procedure to determine the reaction parameters for a chemical-diffusive
model to simulate flame acceleration and DDT in stoichiometric methane-air and
ethylene-oxygen mixtures.
The new procedure uses a combination of a genetic algorithm and Nelder-Mead
optimization scheme (GA-NM) to find the optimal reaction parameters for a reaction
rate based on a simplified Arrhenius type form of conversion of reactants to products.
The model finds six optimal reaction parameters, γ, A, Ea, q, κo, and Mw that repro-
duce six target flame and detonation properties, Tb, Sl, xft, Tcv, DCJ , and xd. Values
for the target flame and detonation properties for methane-air and ethylene-oxygen
mixtures were obtained from chemical equilibrium software and from 1-D flame and
detonation calculations using detailed chemical reaction mechanisms.
Results from this study show that the optimal reaction parameters, when used to
solve the 1-D reactive Navier-Stokes equations, closely reproduce those target flame
and detonation properties for both mixtures. The effects of uncertainties in the values
of target flame and detonation properties can be minimized to have little effect on the
resulting optimal reaction parameters, and the reaction parameters can be tailored, if
necessary, for the different regimes of flame acceleration and DDT. The GA-NM opti-
mal reaction parameters, when used as input in a 2-D simulation of flame acceleration
and DDT in an obstacle-laden channel containing stoichiometric methane-air, closely
follow the transition-to-detonation observed in experiments [31]. This automated pro-
cedure to determine reaction parameters for any fuel-air mixture makes it possible
to simulate flame acceleration and DDT in large channels, calculations that would
otherwise be incalculable.
Near-term future work includes evaluation of using alternative properties for target
parameters, such as detonation cell size, λ. Additional future work includes using
the GA-NM method to find optimal reaction parameters for fuel-air mixtures with
spatially varying equivalence ratios. This would be applicable to simulate scenarios
of flame acceleration and DDT in coal mines containing regions with high- and low
concentrations of methane. In addition, future studies will use the GA-NM procedure
to find reaction parameters for other fuels, and more complex (possibly multistep)
forms for representing the evolution of the energy release.
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