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Abstract
Given a data stream with many attributes and high fre-
quency of events, how to cluster similar events? Can it be
done in real time? For example, how to cluster decades
of frequent measurements of tens of climatic attributes to
aid real time alert systems in forecasting extreme climatic
events, such as floods and hurricanes? The task of clustering
data with many attributes is known as subspace cluster-
ing. Today, there exists a need for algorithms of this type
well-suited to process multidimensional data streams,
for which real time processing is highly desirable. This
paper proposes the new algorithm Haliteds – a fast, scalable
and highly accurate subspace clustering algorithm for mul-
tidimensional data streams. It improves upon an existing
technique that was originally designed to process static (not
streams) data. Our main contributions are: (1) Analysis
of Data Streams: the new algorithm takes advantage of the
knowledge obtained from clustering past data to easy clus-
tering data in the present. This fact allows our Haliteds to
be considerably faster than its base algorithm, yet obtaining
the same accuracy of results; (2) Real Time Processing: as
opposed to the state-of-the-art, Haliteds is fast and scalable,
making it feasible to analyze streams with many attributes
and high frequency of events in real time; (3) Experiments:
we ran experiments using synthetic data and a real multidi-
mensional stream with almost one century of climatic data.
Our Haliteds was up to 217 times faster than 5 representa-
tive works, i.e., its base algorithm plus 4 others from the
state-of-the-art, always presenting highly accurate results.
Keywords: subspace clustering, moderate-to-high dimen-
sional data streams, real time processing, climatic streams
1 Introduction
The volume of information generated or collected in di-
verse areas of science has been increasing not only in
the quantity of data objects, but also in the number
of attributes used to describe each object as well as
in the complexity of each of these attributes [8, 1, 3].
Gathering the data is also in many cases a continu-
ous, repetitive and potentially infinite process, in which
the attributes of interest are measured in distinct times-
tamps. The resulting datasets are known as multidi-
mensional data streams [16, 15, 7, 10], according to
Definition 1.1. In this scenario, clustering techniques
are among the most useful tools available to help us to
∗ This work was funded by FAPESP, CAPES and CNPq.
analyze, to comprehend and to discover knowledge from
the data. For example, how to cluster decades of fre-
quent measurements of tens of climatic attributes, like
temperature, precipitation of rain and so on, aimed at
aiding real time alert systems in forecasting extreme
climatic events, such as floods and hurricanes?
Definition 1.1. One multidimensional data
stream is a potentially unbounded sequence of events
< e1, e2, . . . > ordered in time. Each event ei is a list
of d attribute measurements, i.e., ei = (a1, a2, . . . ad).
d is the dimensionality of the stream.
It is easy to note that any data stream can be seen
as a static dataset, as long as a limited period of time is
specified for the analysis. Thus, traditional algorithms
that were originally developed to analyze static data
can also be used for streams, by processing in sepa-
rate data subsets that correspond to specific time inter-
vals already in the past, in such a way that the analy-
sis of consecutive intervals allows us to understand the
temporal evolution of the data. Nevertheless, this ap-
proach has one central limitation: the knowledge ob-
tained from previous analyses is usually ignored when
analyzing newer data, thus increasing the overall com-
putational cost and decreasing the accuracy of results.
As a consequence, new analytical algorithms have
been developed for streams, mainly targeted at mini-
mizing the aforementioned limitation. When consider-
ing the task of clustering multidimensional data with
more than five or so attributes – known in literature
as subspace clustering [9], it is easy to note the need
for novel algorithms well-suited to process streams, pro-
vided that the vast majority of works addressing this
subject focuses on static data only [15]. Additionally,
none of the few existing approaches that target streams
is scalable. Therefore, to the best of our knowledge, it is
currently unfeasible to process data streams with many
attributes and high frequency of events in real time.
This paper proposes the new algorithm Haliteds:
one fast, scalable and highly accurate subspace clus-
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tering algorithm well-suited to analyze multidimen-
sional data streams of moderate-to-high dimension-
ality. It improves upon an existing technique named
Halite [1, 2] that was originally designed to cluster static
(not streams) datasets. Our main contributions are:
1. Analysis of Data Streams: our new Haliteds
takes advantage of the knowledge obtained from
clustering past data to easy clustering data in the
present. This fact allows Haliteds to be consider-
ably faster than its base algorithm, yet obtaining
the same accuracy of results;
2. Real Time Processing: As opposed to the state-
of-the-art, our Haliteds is fast and scalable, making
it feasible to analyze data streams with many
attributes and high frequency of events in real time.
3. Experiments: We ran experiments on synthetic
data and on a real multidimensional stream with
almost one century of climatic data. Haliteds was
up to 217 times faster than 5 representative works,
i.e., its base algorithm plus 4 others from the state-
of-the-art, always presenting top-quality results.
The rest of this paper follows a traditional organiza-
tion: background concepts and related works (Sections
2 and 3); proposed thechniques (Section 4); experimen-
tal evaluation (Section 5); and conclusions (Section 6).
2 Background Concepts and Related Works
Real data of dimensionality above five or so tend to have
many local correlations, as some points are commonly
correlated with regard to a given set of attributes, while
other points are correlated in distinct attributes [5, 9].
As a consequence, the data usually have clusters that
exist only in subspaces of the original feature space
(i.e., sets of orthogonal vectors formed from original at-
tributes or from subset combinations thereof) and each
cluster may exist in a distinct subspace [12, 14, 13, 9].
Many algorithms perform subspace clustering in static
(not streams) datasets. One well-known survey is in [9].
There are two distinct approaches: bottom-up and top-
down. Bottom-up methods, like P3C [13] and EPCH
[14], divide 1-dimensional data projections into a user-
defined number of partitions and merge dense partitions
to spot clusters in subspaces of higher dimensionality.
On the other hand, top-down methods like LAC [5],
STATPC [12] and our base algorithm Halite [1, 2] an-
alyze the “full dimensional” space looking for patterns
that may lead to clusters. The data distribution sur-
rounding these patterns allow the algorithm to confirm
the clusters and to spot their subspaces – the axes in
which a cluster is denser form its subspace.
Subspace clustering algorithms aimed at analyzing
multidimensional data streams are rare in the lit-
erature. StreamPreDeCon [11], ST-Tree [10, 17], δ-CC-
Cluster [21], HDDStream [15] and PreDeConStream [6]
are among the state-of-the art. StreamPreDeCon fo-
cuses specifically on the detection of anomalous data
packages in streams of packages from communication
networks. ST-Tree combines grid-based clustering and
frequent itemset mining to analize streams. δ-CC-
Cluster is an incremental algorithm with a model to de-
scribe clusters and to detect possible changes in cluster-
ing assignments with regard to specific subsets of events.
HDDStream is a density-based clustering algorithm that
summarizes both the input events and the subspaces in
which these events are grouped together. It keeps the
summaries in RAM to process new events that arrive
over time, also considering that old events expire due
to aging. PreDeConStream uses a two phase mode for
mining streams: the online phase keeps one microclus-
ter data structure updated, which is periodically passed
to the oﬄine phase to refine the clustering model.
Algorithms designed to perform traditional cluster-
ing (i.e., not subspace clustering) in multidimensional
data streams also exist. Relevant examples are [4], [20]
and [18]. Note, however, that the algorithms in this cat-
egory are not well-suited to process streams with more
than five or so attributes, since they do not spot clusters
that only exist in subspaces of the original data space.
It is worth noting similarities among our proposed
Haliteds and algorithm SID-meter [19]. Both Haliteds
and SID-meter use a quad-tree-like data structure to an-
alyze streams, which is made possible by self-adjusting
the tree. Note, however, that SID-meter focuses on esti-
mating intrinsic dimensionality by means of fractal data
analysis – it does not perform clustering.
After revising the literature, we conclude that:
to the best of our knowledge, there is no subspace
clustering algorithm for multidimensional data
streams that scales linearly in runtime and in mem-
ory usage with regard to the data size and dimension-
ality. This paper tackles this relevant limitation aimed
at making it feasible to process streams with many at-
tributes and high frequency of events in real time.
3 The base algorithm
The base algorithm Halite [1, 2] is a state-of-the-art,
subspace clustering algorithm well-suited to process
static (not streams) datasets of moderate-to-high di-
mensionality in a fast, scalable and accurate manner.
It has two main phases: the first one builds a multidi-
mensional, quad-tree-like structure from the input data;
in the second phase, the tree is analyzed to spot clusters
formed in subspaces of the original feature space.
Copyright © by SIAM 
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3.1 First phase The initial phase reads one static
dataset dS containing n = | dS | objects with d
attributes each. Accounting the objects as points in
the d-dimensional space, one multidimensional, quad-
tree-like structure is built in main memory to indicate
how the input objects are distributed in that space. The
resulting structure is named as the Counting Tree. It is
assumed that each attribute value in the input dataset
dS is a real, normalized value within the range [0, 1).
Thus, dS is included in the unitary hypercube [0, 1)d.
The number H of tree levels (or resolutions) is
defined according to the needs of the application. H = 4
is the default. The root node (level 0) represents the
entire dataset, i.e., the unitary hypercube [0, 1)d. This
node is divided in 2d hypercubes in the next tree level
(level 1) following a process that splits it in half with
regard to each one of the d dimensions, so that each new
hypercube has a side size that is half of the root’s side
size. Then, each hypercube of level 1 is also divided in 2d
hypercubes for the next tree level (level 2). The division
is performed recursively until the last level H−1. Each
hypercube in the tree stores the count of points that
fall within it, being known as a counting cell. The cell
structure has fields loc, n, P [ ], usedCell and ptr. The
cell position loc locates the cell inside its parent cell.
It is a binary number with d bits of the form [bb . . . b],
where the j-bit sets the cell in the lower (0) or upper
(1) half of axis j relative to its parent. n is the count
of points that fall within the cell. P [ ] is an array of d
integers that stores the count of points within the lower
half of the cell, regarding each one of the d dimensions.
usedCell is a boolean value used in the clustering phase
only. And, ptr is a pointer to the next tree level.
In our notation, bh is a counting cell b from tree
level h. Its “ancestral” cells in the previous levels
are bh−1, bh−2, . . . b0. Cell b0 is always the tree root.
Figure 1a illustrates the 2-dimensional space divided
into cells of distinct resolution levels, together with their
corresponding values for loc. Let the cell highlighted in
gray be b3. Cell b3 is in level 3, and it has loc = 11. Its
“ancestors” b2, b1 and b0 are the cell with loc = 11 in
level 2, the cell with loc = 01 in level 1 and the tree root,
respectively. In the Counting Tree, any data point that
falls within any cell bh is also counted in its “ancestors”
from all previous levels. The counting of points is
exemplified in Figures 1b and 1c. Figure 1b shows nine
points plotted in the 2-dimensional space divided up to
resolution level 3. The corresponding Counting Tree is
in Figure 1c, whose nodes have 2d = 22 = 4 cells. Note
that field usedCell is omitted for better visualization.
The tree is created in main memory, and each of its
nodes is usually implemented as a linked list of cells, or
a memory-based, key-value index structure like a red-
root
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Figure 1: 2-dimensional hypercube cells and the corre-
sponding Counting Tree.
black tree using loc as the key. Although the number of
regions to divide the space “explodes” at O(2dH), the
tree only stores/subdivides the cells with at least one
point. Thus, each tree level has in fact at most n cells.
3.2 Second phase The second phase takes the
Counting Tree as input – there is no additional pass over
the data objects. The tree is used to spot clusters based
on the variation of the data density over the feature
space in a multi-resolution way, dynamically changing
the partitioning size of the analyzed regions. Distinct
resolutions are represented by distinct tree levels. A
convolution process using Laplacian filters is performed
on each tree level to spot bumps in the data distri-
bution regarding each resolution. Given a tree level,
the filter is applied to find the regions in the “full di-
mensional” space with the largest changes in the point
density. They may indicate clusters that only exist in
subspaces of the analyzed space. The neighborhoods of
these regions are then analyzed to define if the regions
stand out in the data in a statistical sense, thus con-
firming the clusters, and a compression-based analysis
of the data distribution spots each cluster’s subspace.
Finally, alternative cluster entropies are evaluated to
create both “hard” and “soft” clustering results.
4 Proposed method
Here, we present the new algorithm Haliteds. It adds
a series of improvements on the base algorithm’s first
Copyright © by SIAM 
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phase to take advantage of the knowledge obtained
from clustering past data to easy clustering data in the
present. The second phase is reused unaltered. As a
consequence, our Haliteds is considerably faster, yet ob-
taining the same accuracy of results. The improvements
that we propose are described as follows.
4.1 Dealing with one sliding window of time
The base algorithm was designed to process static
datasets. It reads the input data objects one by one
to build the Counting Tree. The clustering itself is
initiated only after reading the entire dataset. On the
other hand, data streams are potentially infinite by their
very definition, which means that one cannot pass by
all events from an input stream for posterior analysis.
In many applications, it is also useless/meaningless to
analyze streams as a whole. To make the analysis
possible, one must be able to spot clusters in subsets
of events, instead of reading the whole set first.
Our proposed Haliteds deals with multidimensional
data streams following Definition 1.1. To analyze one
stream over time, it uses a sliding window of time that
bounds successive events to be considered in the search
for clusters. The window is divided into np periods, each
one containing a predetermined number of events ne (or
units of time), such that whenever ne new events arrive,
the ne oldest ones are discarded and the clustering
results are updated. Therefore, np ∗ ne is the length
of the window and ne is the step by which it moves.
The size of the window and its movement step are user-
defined parameters, and they can easily represent time
intervals, such as monthly windows/periods according
to the needs of the application1.
The original Counting Tree must be improved to
implement the sliding window model. After carefully
studying the base algorithm described in Section 3, we
noticed that the time required to build the tree refers
to nearly 90% of the entire clustering process. Thus,
the base algorithm’s first phase is by far the main bot-
tleneck. See Figure 6 and the upcoming experimental
Section 5 for details. In our setting with streams of
data, this fact clearly indicates that we should be able
to analyze consecutive time intervals without having to
reconstruct the tree for each new interval. In this way,
it would be possible to take advantage of the knowledge
obtained from clustering past data to easy clustering
data in the present. Unfortunately, the base algorithm
does not support this procedure.
As we previously described in Section 3.1, field n
of each tree cell stores the count of incident points in
1 The smallest window used in our experiments has ∼ 1k
events, from which meaningful clusters were successfully found.
the cell, while field P [ ] stores partial counts of points,
i.e., it counts the points that fall within the lower half
of the cell with regard to each attribute. Note that
these counts alone are not enough to efficiently deal with
a sliding window, since they do not indicate the time
period in which each point counted occurred. Here, we
overcome this limitation by replacing field n in each cell
of the tree with a circular list of np independent counts
of points, so to keep track of the points occurring in each
time period to be considered in the analysis. Similarly,
each partial count P [j] referring to each attribute j also
becomes a circular list. For a given position of the
window, the head of each one of these lists always stores
the count of points referring to its oldest time period,
while the tail represents the newest period. A movement
of the window is efficiently performed by overwriting the
head of each list with the correspondent point count
for the new time period to be considered, also setting
the next element of the list to be the new head, and
defining the former head element as the new tail. In
our current implementation, an array n[ ] of np integer
values replaces field n from the original tree, while field
P [ ] is replaced by a 2-dimensional matrix P [ ][ ] with
d ∗ np integer values.
By improving the tree to implement one sliding
window of time, we make our Haliteds able to analyze
the most recent events from a data stream without
the need to reconstruct the whole tree at each new
movement of the window, thus minimizing the main
bottleneck of the entire process. In fact, the larger
is the number of periods in the window the larger is
our gain, provided that we overwrite the oldest period
previously considered with a new one in each movement
of the window, always leaving all the intermediary
periods intact in the tree. In this way, we efficiently
support applications that receive intermittent events
to be clustered without the need to perform relatively
expensive operations that were originally developed for
the analysis of static datasets. Note, however, that we
still must answer two relevant questions to make this
improvement feasible for real applications:
1. How to work with non-normalized data in the
Counting Tree? In real streams of data, we rarely
know the minimum and maximum values that each
attribute will assume in the future, thus, we cannot
work with previously defined normalization, as it is
done in the base clustering algorithm.
2. How to efficiently represent in the tree expansions
and contractions of the attribute space? Provided
that we cannot forecast the attributes’ minimum
and maximum bounds, new arriving events may
force us to expand the attribute space covered
Copyright © by SIAM 
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by the root of the tree, while the removal of old
events can lead to space contractions, which must
be efficiently represented in the tree.
Algorithm 4.1 has the pseudo-code that we propose
to efficiently move the sliding window, already taking
into account solutions that we developed to answer both
questions. Our solutions are detailed in the following.
4.2 Non-normalized data analysis The base al-
gorithm takes as input normalized data objects with
real values between 0 and 1 in all of their attributes.
Then, the objects are represented in the Counting Tree,
always setting the root node to cover the unitary hy-
percube [0, 1)d. The spatial bounds of each tree cell
are therefore invariant and predefined, regardless of
the dataset received as input. Nevertheless, many real
streams of data have unknown minimum and maximum
limit values for their attributes, making it impossible
to normalize their events on the fly. How to efficiently
represent non-normalized events in the Counting Tree,
dealing with attributes that can assume any real value?
In other words, how to define the initial attribute space
to be covered by the tree, and how to make it dynamic,
without rebuilding the tree at each new expansion or con-
traction of the space?
Algorithm 4.1. Moves the sliding window.
Procedure moveWindow(tree, newEvents)
Input: tree: Counting Tree for the window in its
previous position;
newEvents: set of events occurring in the new
time period to be considered;
Output: tree: modified tree, now representing the
window in its new position;
begin
Discard events of the oldest period in tree
for each event ei in newEvents do
if ∃ aj ∈ ei : (aj < tree.Lj ∨ aj > tree.Uj) then
// ei is outside the coverage of tree
expandTree(tree, ei); //expand coverage
Insert event ei in tree counting it for the new
time period to be considered;
end
if tree.root has one single “child” only then
contractTree(tree); // contract coverage
end
To answer these questions, we propose here another
improvement on the original Counting Tree. In the
new algorithm Haliteds, the root of the tree represents
one hypercube of varying side size r0. The position
of the root’s hypercube also varies into the infinite d-
dimensional space Rd. The idea is to allow the actual
Before 
slide
(a) 
Space 
preservation
(b)
Space 
expansion
(c)
Space 
contraction
After 
slide
Dispose Preserve Insert
Figure 2: Dynamic evolution of the attribute space ver-
sus tree coverage. Depicting events taken into account
before (top) and after (bottom) the time window slides.
(a): the space covered by the Counting Tree is still ad-
equate; (b): coverage must be expanded; (c): coverage
should be contracted for better representation.
attribute space covered by the tree to change as new
events are received and old ones are discarded, thus
dynamically representing the temporal evolution of the
data. Both the initial value of r0 and the initial position
of the root’s hypercube are defined by the attributes’
active domains in the first set of events read, i.e., those
events in the first period of the sliding window at its
initial position. Parameter r0 is initialized by Equation
4.1, in which largestj and smallestj are respectively
defined in Equations 4.2 and 4.3. The position of the
root’s hypercube into space Rd is defined by parameters
Lj and Uj , respectively referring to its minimum and
maximum limits in each attribute j. The root’s initial
position is Lj = smallestj and Uj = Lj + r0, for every
attribute j. As we mentioned before, the attribute space
covered by the Counting Tree must vary on the fly to
analyze streams, and so we allow the initial values of
r0, and of Lj and Uj for each attribute j to change
over time, by following two novel algorithms that we
propose latter, in Section 4.3. The current values are
always stored along with the tree itself.
r0 = max( {largest1 − smallest1,(4.1)
largest2 − smallest2, . . .
largestd − smallestd} )
largestj = max({e1.aj , e2.aj , . . . ene .aj})(4.2)
smallestj = min({e1.aj , e2.aj , . . . ene .aj})(4.3)
4.3 Efficiently representing space expansions
and contractions The attribute space covered by one
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data stream evolves in time, which may expand, con-
tract or even remain untouched while old events are
disposed and new ones arrive. Figure 2 illustrates the
three possible categories of evolution: (a) space preser-
vation; (b) space expansion, and; (c) space contraction.
In our illustration, the top row represents the events
taken into account before one movement of the time
window; the grids indicate the attribute space covered
by the corresponding Counting Tree, and; the bottom
row depicts the new reality after the movement. In all
categories of evolution, old events are discarded (regions
in light-gray), not-so-old events are preserved (in dark-
gray) and new events arrive (in black).
Algorithm 4.2. Expands the coverage of the tree.
Procedure expandTree(tree, ei)
Input: tree: current Counting Tree;
ei: the new event to be represented;
Output: tree: expanded Counting Tree, now
well-suited to represent event ei;
begin
if ∃ aj ∈ ei : (aj < tree.Lj ∨ aj > tree.Uj) then
// ei is outside the coverage of tree
tree.initialLevel++; //used in 2nd phase only
tree.H++; // increments tree’s height
for each coordinate aj ∈ ei do
OLj = tree.Lj ; // backups value
if aj < tree.Lj then
tree.Lj = tree.Lj − tree.r0;
else
tree.Uj = tree.Uj + tree.r0;
end
end
tree.r0 = tree.r0 ∗ 2;
b = tree.root; // backups root
tree.root = new(cell); //creates new root
tree.root.n = b.n; tree.root.ptr = b;
for each coordinate aj ∈ ei do
for each time period p in tree do
if aj < OLj then
tree.root.P [j][p] = 0;
else
tree.root.P [j][p] = b.n[p];
end
expandTree(tree, ei); // recursive call
end
end
In Figure 2a, none of the new events fall outside
the already represented attribute space, and the vast
majority of that space is still covered by events after
the window slides. Thus, the existing coverage can be
preserved. Unfortunately, more challenging cases exist,
as we illustrate in Figures 2b and 2c. Note that some
of the new events in Figure 2b fall outside the attribute
space covered by the tree, while in Figure 2c only a small
portion of the space is still covered after the slide. To
implement the sliding window model, we must therefore
be able to expand the coverage of the tree, for cases
similar to (b), while in cases resembling (c), we should
contract the space for better representation. How to
efficiently expand/contract the coverage of one Counting
Tree? Can it be performed by updating a few nodes only,
without rebuilding the entire structure?
To answer these questions, we propose here another
improvement on the original Counting Tree. Our new
method Haliteds includes two novel algorithms to effi-
ciently implement a self-adjusting coverage: algorithms
expandTree and contractTree. Figure 3a illustrates our
proposed strategy for space expansion. The full pseudo-
code is in Algorithm 4.2. The expansion occurs at each
slide of the time window in which the new arriving
events fall outside the current coverage of the tree. We
propose to adaptively expand the coverage by: (i) cre-
ating a new root node for the tree, while setting the
old root to be one of the new root’s “children”, thus
representing a broader space, and; (ii) recursively per-
forming this procedure until covering all new events to
be inserted. In this way, we efficiently expand the cov-
erage of an existing tree to represent any future event.
Algorithm 4.3. Contracts the coverage of the tree.
Procedure contractTree(tree)
Input: tree: current Counting Tree;
Output: tree: contracted tree, now well-suited to the
new set of events under consideration;
begin
if tree.root has one single “child” only ∧
tree.H > value of H originally chosen by the user
then
tree.initialLevel−−; //used in 2nd phase only
tree.H−−; // decrements tree’s height
b = tree.root.ptr; // root’s single “child”
r0 = r0/2;
for each dimension j do
if j-bit in b.loc is 1 then
tree.Lj = tree.Lj + tree.r0;
else
tree.Uj = tree.Uj − tree.r0;
end
tree.root = b // copies entire cell (all fields)
delete(b);
contractTree(tree); // recursive call
end
end
In the opposite way, Figure 3b illustrates our pro-
posal for space contraction. The full pseudo-code is in
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(a) Space expansion
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(b) Space contraction
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Figure 3: Examples of expansion and contraction of the
attribute space covered by a Counting Tree, and how to
efficiently implement them.
Algorithm 4.3. The contraction occurs whenever one
single “child” is left for the tree root, due to the disposal
of old events in an slide of the window. We propose to
adaptively contract the coverage by: (i) removing the
tree root node, while setting its single “child” to be the
new root, thus representing a smaller space, and; (ii)
recursively performing this procedure until obtaining a
new root with two or more “children”. In this way, we
efficiently contract the coverage of an existing tree to
better represent the new reality after the window slides.
5 Experiments
This section reports the experiments performed to eval-
uate our proposed Haliteds. We compared it with five
related works from the state-of-the-art: HDDStream,
EPCH, CFPC, LAC and the base algorithm. We aimed
to answer two main questions:
• Q1 – How fast is the new method Haliteds?
• Q2 – How accurate is the new method Haliteds?
5.1 System configuration The experiments used a
2.83GHz processor from a machine with 8GB of RAM
and Linux OS. Both Haliteds and its base algorithm
used fixed values for their input parameters in all ex-
periments: H = 4 and α = 1.0E − 10. These are the
default values suggested in the base algorithm’s origi-
nal proposal. Note that α is used only in the search
for clusters, i.e., the second phase described in Section
3.2, which is not modified in this paper. The other
algorithms were tuned as follows. LAC and CFPC re-
ceived the number of clusters present in each dataset.
As opposed to our proposal, they demand the user to es-
timate this number, even for unknown data. The extra
parameters of the previous works were tuned as in their
original authors’ instructions. CFPC used its default
values: w = 5, α = 0.05 and β = 0.15. HDDStream
was tuned with values 5, 10, 50 and 500 for µ, values
0.00001, 0.0001, 0.001, 0.01 and 0.1 for γ, values 1.8k,
10k, 20k, 40k, 60k and 80k for InitPoints, β = 0.5,
 = 0.2 and λ = 0.5. LAC was tested with integer
values from 1 to 11, for the parameter 1/h. However,
its runtime differed considerably with distinct values of
1/h. Thus, a time out of 5 hours was specified for all
LAC executions. EPCH was tuned with several integer
values between 1 and 100 for the maximum number of
clusters, integer values from 1 to 10 for the dimension-
alities of its histograms and several real values varying
from 0.1 to 1 for the outliers threshold.
Note that: (a) we ran each non-deterministic re-
lated work 5 times in each possible configuration and
averaged the results. The averaged values were taken
as the final result for each configuration; (b) all results
reported refer to the configurations that led to the best
clustering accuracy, over all possible parameters tuning.
5.2 Experiments on synthetic data To evaluate
our proposed method on synthetic data, we generated
one multidimensional data stream with 15 attributes
and 1 million events2. The events are organized in
100 time periods of ∼10k events each. To generate
each time period we followed the same procedure used
for data generation in the base algorithm’s original
experiments, i.e., Algorithm 6 from [2]. Specifically,
each time period contains 5% of outlier events, and
its remaining events form 10 clusters. The clusters
exist only in axis-aligned subspaces of the original 15
dimensional space, i.e., they are subspace clusters,
with subspaces formed by randomly chosen attributes.
2 The stream follows Definition 1.1, so it can also be interpreted
as a set of 15 unidimensional streams with simultaneous events.
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Each cluster has random size and its data distribution in
each attribute is: (a) attribute of the subspace: normal
distribution with random mean and random standard
deviation; (b) other attributes: random data. Finally,
given that the time periods must represent the evolution
of one single dataset, each cluster of the first period has
its counterpart in every subsequent period, with similar
size, subspace and data distribution.
Figures 4, 5 and 6 report the results for the syn-
thetic stream. One sliding window of size 200k events
(np = 20 and ne = 10k) was used. Figure 4 reports
the clustering accuracy obtained by each competing al-
gorithm as the stream evolves. We plot accuracy versus
the initial period of the window as it slides. As we can
see, both our Haliteds (in black squares) and its base
algorithm (blue circles) presented the highest accuracy
obtaining values around 92%, while all other methods
were considerably less accurate. Note that our Haliteds
provided accuracy results so close to the base algorithm,
that its curve practically overwrites the base algorithm’s
curve. To compute the accuracy we used the same strat-
egy applied in the base algorithm’s original proposal (see
Section 8.1 in [2]), in which precision and recall values
are computed by comparing the clustering results pro-
vided by each algorithm with the ground truth that is
known for the synthetic data.
Figure 5 reports the runtime required by each
algorithm as the stream evolves. We plot runtime (log
scale) versus the initial period of the window as it slides.
Note that our Haliteds was considerably faster than all
others, being respectively 4, 39, 109 and 217 times faster
than CFPC, LAC, EPCH and HDDStream in average.
Our Haliteds was also 3.4 times faster than its base
algorithm. Provided that both algorithms achieved
similar accuracy, these results empirically demonstrate
the advantages of using the knowledge obtained from
clustering past data to easy clustering data in the
present. To better understand the results, we highlight
in Figure 6 the time required by both algorithms to: (a)
build the Counting Tree, and; (b) to spot clusters. Note
that we omitted the time required to load the data from
disk to avoid cluttering the illustration, as it is always
the same for both algorithms. For the base algorithm, to
spot clusters is in average 8.4 times faster than to build
the tree. Thus, the latter is clearly the bottleneck. On
the other hand, our Haliteds is 13.6 faster than its base
algorithm to build the tree, at the price of being solely
2.3 times slower to spot clusters. Haliteds considerably
shrinks the bottleneck by reusing the tree as the stream
evolves, thus corroborating its expressive improvements.
5.3 Experiments on real climatic data We also
studied a real multidimensional stream containing al-
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Figure 4: Accuracy in synthetic stream.
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most one century (i.e., from 1917 to 2010) of frequent
measurements for the climatic attributes: minimum
and maximum temperatures, and precipitation of rain.
The stream was collected in a real weather station at
ESALQ-USP, Piracicaba, Brazil. The total number of
events is 33, 217. Figure 7 reports runtime as the stream
evolves. One 60th month sliding window was used with
np = 60 and ne = ∼30. All methods were tested with
the real data. However, LAC is not reported since it
exceeded the timeout of 5 hours in all tested configura-
tions. Again, the new method Haliteds was the fastest
one, being respectively 2.2, 3.3, 3.7 and 40 times faster
than EPCH, the base algorithm, CFPC and HDDStream
in average. No clustering ground truth exists for these
data, so we cannot report results on clustering accuracy.
6 Conclusion
This paper proposes the new algorithm Haliteds – one
fast, scalable and highly accurate subspace clustering
algorithm for multidimensional data streams. It
improves upon an existing technique that was originally
designed to process static (not streams) datasets. Our
main contributions are: (1) Analysis of Data Streams:
the new algorithm takes advantage of the knowledge ob-
tained from clustering past data to easy clustering data
in the present. This fact allows our Haliteds to be con-
siderably faster than its base algorithm, yet obtaining
the same accuracy of results; (2) Real Time Process-
ing: as opposed to the state-of-the-art, Haliteds is fast
and scalable, making it feasible to analyze streams with
many attributes and high frequency of events in real
time. (3) Experiments: we performed experiments us-
ing synthetic data and a real multidimensional stream
with almost one century of climatic data. Our Haliteds
was up to 217 times faster than 5 works from the state-
of-the-art and it always presented top-quality results.
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