Acceleration schemes for the method of alternating projections  by Gearhart, William B. & Koshy, Mathew
Journal of Computational and Applied Mathematics 26 (1989) 235-249 
North-Holland 
235 
Acceleration schemes for the method 
of alternating projections 
William B. GEARHART and Mathew KOSHY 
Department of Mathematics, California State University, Fullerton, CA 92634, U.S.A. 
Received 27 July 1987 
Abstract: In this paper, we develop and analyze schemes for accelerating the convergence of the alternating projections 
method for finding the projection of a point onto the intersection of a finite number of subspaces of a Hilbert space. A 
special method for the case of two subspaces is developed, and two general schemes are determined for the case of an 
arbitrary number of subspaces. Proofs of convergence and acceleration are given for each method. Finally, techniques 
for constructing test problems are outlined and the results of computational experiments are reported. 
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1. Introduction 
The basic idea behind the method of alternating projections appears in a variety of contexts. 
Stated simply, the problem is this: given a point x in a metric space X, find the best 
approximation to x from the intersection of a finite number of given subsets of X. The subsets 
are ordered and the method proceeds by finding the best approximation to x from the first set, 
then finding the best approximation to that point from the second subset and so on. After 
passing through all the subsets, the process starts again with the first subset, and continues in 
this fashion until convergence occurs. The method has special appeal when approximation from 
each subset is much easier than working with the intersection of the subsets directly. 
Often, as will be the case in this paper, the subsets are closed linear varieties in a Hilbert 
space. However, the use of this technique has been studied in other vector spaces [8,15], and also 
for convex subsets [3,10]. As noted by Deutsch [5], the idea of alternating projections appears in 
many applications including approximation theory [8,15], solution of linear systems of equations 
[14,21], also huge sparse systems [2,22] and tomography [12,19,20]. 
In this paper, X will be a Hilbert space, with inner product denoted by (x, v) and associated 
norm J]x](. For each i=l, 2 ,..., k, let H, be a closed linear variety in X. Then, H, is the 
translation of a closed linear subspace M, of X. Denote the intersection of these varieties by H. 
We will suppose H is nonempty, and consider the following problem. Given an element x in X,- 
find the best approximation, or closest point, to x out of H. Denote by Rj the projection of X 
onto Hi. For x Rix is the closest point to x out of H,. Let R = R,R,_, . . . R, be 
the composition of the Ri. Then, the method of alternating projections is to set x0 = x, and 
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compute the sequence { x, } by x,+ 1 = Rx,,. Since x, = R”x, the convergence question for this 
method amounts to analyzing the pointwise convergence of the powers of R. 
To simplify the analysis, let us represent each operator R, in terms of the projection of X onto 
the subspace M,. Denote by P, the projection of X onto M,. Let h be a fixed element of H. Then 
we can write H = h + M, where M is the intersection of the M,. Now, by definition, Rix is the 
closest point to x of the form h + u, where u is an element of M,. Hence, the best choice of u out 
of IW, is the one closest to x - h, or, P,(x - h). For any x in X, therefore, Rix = h + P,(x - h). 
Let Q be the composition of the projection operators Pi. Thus, 
Q=P,P,_, ..‘P,. 
Then a direct calculation shows that for x in X and any integer n 2 1, 
R”x = h + Q”(x - h). 
The pointwise convergence of the powers of R, therefore, can be reduced to the pointwise 
convergence of the powers of Q. The classic result of Von Neumann [23], Halperin [ll] and 
Amemiya and Ando [l], is that for any x in X, Q”x + Px, as n + cc, where P is the projection 
of X onto M. Thus, as n -+ 00, R”x converges to h + P(x - h), which equals the closest point to 
x out of H = h + M. Moreover, under mild conditions, the rate of convergence is linear. 
Theorem 1.1 (Smith et al. [19]). Suppose that for each i z 1, the cosine of the angle between the 
subspace M, and the intersection of M, + , , M, + 2, . . . , Mk is less than one (see Definition 2.1). Then, 
there is a constant c, 0 < c < 1, such that for any x E X and integer n > 1, 
In this paper, we will focus on the subspace M, and the operator Q. Given x E X, then, we 
seek the projection, Px, of x onto M. The method of alternating projections is to set x0 = x, and 
form the sequence { x, } in X by x,+r = Qx,. Then, x, + Px as n + 00, with a linear rate of 
convergence under the conditions of Theorem 1.1. The actual rate of convergence, however, can 
be very slow when the angles between the subspaces are small. The principal concern of this 
paper will be in methods to accelerate the convergence. 
Motivated by a recent work of Deutsch [5], we consider first the case k = 2, and give a new 
proof of the convergence of (2”~ to Px which yields a simpler error bound. Next, again for the 
case k = 2, a scheme for accelerating the convergence of the method is given. For the general 
case, k > 2, two acceleration schemes are developed. One is an extension of a method of De 
Pierro [4] which searches along a line at each iteration to find the point closest to the solution. 
The next scheme considered is a generalization of the well-known Aitken acceleration method. 
The convergence of these schemes will be established. Finally, test cases will be shown which 
compare the various acceleration ideas. In particular, we develop in this section methods to 
construct test problems in which it is possible to specify angles between the subspaces. 
Notation. If U is a subspace of the Hilbert space X, we will denote by Ul the subspace 
orthogonal to U. Also, if L is the projection of X onto U, then the projection of X onto U1 will 
be denoted Ll . 
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2. The two subspace case 
We consider here the case k = 2 so that Q = P2 P, and M = Ml n Ml. The analysis of the 
method of alternating projections hinges upon the notion of the angle between two subspaces. 
Definition 2.1. Let U and I’ be closed subspaces of the Hilbert space X, and set W= U n V. 
Define c( U, I’) to be the supremum of (x, y) over all x E U n WI and y E V n W L , such that 
)I x 11 < 1, and ]I y II < 1. When U # V, c( U, V) can be viewed as the cosine of the angle between 
the subspaces U and V. 
As shown by Deutsch [5], 0 G c(U, V) G 1, and c( U, V) < 1 if and only if (U n W’) + (I/n 
W’) is closed. In the following, set (Y = c( M,, M2). To show convergence for k = 2, we will need 
a few preliminary results. 
Lemma 2.2. (a) If u E ML , then P,u E ML for each i = 1, 2. 
(b) IfxaqnM~, then (I P2x II d (Y II x 11. Similarly, if x E M2 n ML, then II P,x II G (Y 11 x II. 
Proof. (a) Let y E M. Then for each i = 1, 2, 
(Pi% r> = (u, PY) = (u, r) = 0. 
Thus P,u E ML as was to be shown. 
(b) Let xEM,nM’. Then 
II p2x II 2 = (4x, p24 = (x, p24. 
But P2x E M2 n ML. Thus II P2x II 2 = (x,, P2x) < (~11 x II 11 P2x 11, f rom which the conclusion 
follows. 0 
Lemma2.3. LetuEML. Thenfornal, 
II Qnu II < a2n-1 II u II. 
Proof. Consider first n = 1. Then QU = P2 ( P1u), and P1u E M1 n A4 i . Thus 
II Qu II = II P20’,4 II G a II f’lu II G a II u II. 
Suppose now that the result holds for some n > 1. Then we can write Q”+~u = P2( P,Q”u). But, 
Q”uEM2nM’, P,Q”tiEA4,nM”I, and P2( P,Q”u) E M2 n M* _ Thus 
II Qn+‘u II = II P,(P,Q”4 II G alI P,Q”u II G a2 II Q’u II, 
from which the conclusion of the lemma follows. q 
Theorem 2.4. For x E X and n >, 1, 
1) Q’x - Px JI < a2”-l (1 x - Px 11. 
Proof. It suffices to observe that x - Px E M* and that Qnx - Px = Q”(x - Px). The conclu- 
sion then follows from Lemma 2.3. 0 
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Thus, the alternating projection method for k = 2 converges linearly with rate constant of 
approximately (Y’, provided CY -C 1. As noted earlier, this condition holds if and only if (Mi n 
M ‘) + ( M2 n M ‘) is closed. 
It is known, however, that the method can be slow when the angle between the subspaces is 
small. We consider next a scheme for accelerating the convergence. Briefly, the scheme works as 
follows: first, in one of the subspaces, two successive iterates of the method are found. Then a 
search is made along the line passing through these two iterates to find a point which is closest to 
the other subspace. 
Acceleration Scheme 2.5. The two subspace case. 
Step 1. Let x E X and set x(O) = x. 
Step 2. Let xCn) E M2 denote the n th iterate. Form QxCn) E M,. 
Step 3. Set x(“+‘) = t,Qx(“) + (1 - t,)x(“), where t, E R is chosen so that 
11 P;x@+l) )I G/#‘I’Qx(“$ 
where 0 < f, G 1, and PIi denotes the projection of X onto Mll. Then x(“+‘) E M2. 
Return to Step 2. 
We now establish the convergence of this scheme, and show how the reduction factors f, 
influence the rate of convergence. 
Lemma 2.6. Let x E M2. Then 
I(P,IQxli G ~2\lPtxtI- 
Proof. By direct calculation, and using x E M2: 
P,‘P2~P,*x=P,~P2~(x-P,x)=P,I(P2~x-P*~P,x) 
=P,l(-P21Plx)=P,1(-P,x+P2Plx)=P,~Qx. 
Now, we apply Lemma 2.2, but with the subspaces Ml1 and M21. Observing that x E M2 C 
(Mt n Mt) I, it follows that 
)IptQx)( =~~p,Ipz’p,~x~~ <Pilp#llx)I/ G2(1ptxll, 
where fi = c( M,l , Mk). However, as shown in [6], /3 = (Y, and thus the proof is complete. •I 
Now let xc”) E M2 be the n th iterate. Then 
1) P;x(“+‘) (1 .fnllP:Qx’“‘II, 
and using Lemma 2.6 yields 
IIP/x(“+‘)(l <f,a2l\P,Ix(“))I. 
Hence, for n > 1, 
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Further, from Step 3 of Acceleration Scheme 2.5, the norm on the right can be bounded above to 
obtain 
Now, for n > 1, set e(“) = xCn) - Px. Then we can write 
(( PI1e(“)j( < a2+-l)ll Pt Q(x - Px) /I, 
since Pt Px = 0, and x(O) = x. Also, since x - Px E ML , we can apply Lemma 2.3 (with n = 1) 
to the norm on the right. Thus, 
)/ P$ Q(x - Px) // G II Q(x - Px) II G (Y II x - px II. 
We now have 
To complete the convergence analysis, we need the following two results. 
Lemma 2.7. For each n 2 1, e(“) E M2 n M ’ . 
Proof. By construction, e (n) E M2 for all n. Observe next that e(l) = P2( x - Px), so that by 
Lemma 2.2, e(l) E Ml. Now, suppose that eCn) E M 1 for some n, and consider e(“+‘). Then 
Qx(“) - Px = Q( xcn) - Px) E ML . 
Thus, 
xCn+‘)- Px = t,(Qx Cn) - Px) + (1 - t,)(x(“) - Px) E ML ) 
which completes the proof. q 
Lemma 2.8. Assume a = c( M,, M2) < 1, and set k = (1 - (~*)-l’~. Then for any x E M2 n ML, 
llxll ~+‘~‘x~~. 
Proof. Let XEM~~MI. Then 
II x II * = II PIX II * + II ply2 G a2 II x II 2 + II PI- II*. 
Hence, 
(1 - a’> (1 x II 2 i // P+ J12, 
from which the conclusion follows. 0 
The error bound for the nth iterate can now be obtained. 
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Theorem 2.9. Let { x, } be the sequence generated by Acceleration Scheme 2.5. Suppose a = 
c(M,, M2) < 1, and define k as in Lemma 2.8. Then, for n >, 1, 
n-l 
IId”‘-PxII <k nf, CY~~-~~~X-PXI\. 
( 1 i=O 
Proof. Consider the last inequality prior to Lemma 2.7. The conclusion of the theorem follows by 
applying the results of Lemma 2.7 and Lemma 2.8 to the norm on the left. 0 
Thus, if (Y = c(M1, M2) -C 1, the convergence of Acceleration Scheme 2.5 is established. 
3. Acceleration methods for k subspaces 
In this section, we consider two schemes for accelerating the convergence of the alternating 
projections method for the general case k >, 2. Now Q = Pk Pk_ I . - . P,, and M is the intersec- 
tion of the M,, i = 1, 2,. . . , k. It will be helpful to first establish some properties of the operator 
Q. 
In the sequel, we set 
c=sup{ ]]Qu]]: UEMI, IIuI( =l}. 
Then, 0 G c G 1, and under the conditions of [19, Theorem 1.11, we have c < 1. 
Lemma 3.1. (a) For any x E X, x - Qx E M 1 . 
(b) IfxGMl, then QxEMI. Further, x = Qx if and only if x E M. 
(c) ForxEMI, II x - Qx II 2 (1 - c) II x II. 
Proof. (a) Let u E M. Then 
(u, x - Qx) = ( u, x> - (u, Qx). 
However, using the self-adjointness of the projections P,, we have 
(u, Qx) = (PIP2 m.0 Pku, x) = (u, x), 
where the last equality follows since u E M, for each i. Thus, the conclusion of part (a) is 
obtained. 
(b) Let XEMI. By part (a), x - Qx E Ml. Hence Qx E M 1 also. Next suppose x = Qx, 
but x is not in M. Let i be the smallest index such that x is not in Mi. Then, 
II QX II = )( PkPk_l . . . Pi . . . POX (1 ~ I( Pi - . . POX II = 1) P;x 1) < )( X 11. 
Thus, x could not equal Qx, contradicting our hypothesis. (See [21] for a proof of a related result 
in finite dimensions.) The other part of the proof is straightforward. 
(c) Let x E M 1 . Then, 
Ilx-Qxll 2 Ilxll-IIQxll 2 llxll--cIlxlI =(1-c)llxlI. I-J 
We are prepared now to consider the acceleration methods. The first is an extension of an idea 
of De Pierro (see [4], and also [7]). Let x cn) denote the n th iterate. Then Qxcn) would be the next 
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iterate with the alternating projections method. To accelerate, we search along the line through 
the points x(“) and Qx(“) to find the point closest to the solution Px. A point on this line can be 
represented as 
x@) = tQx(“) + (1 - 1)x’“), f 
for some real number t. Let t, be the value of t for which this point is closest to Px. Then, 
(x;“” - Px, x(“) - Qx(“)) = 0. 
However, from Lemma 3.1(a), xc”) - Qx(“) E Ml. Hence, Px can be eliminated from this 
equation since Px E M. Thus, 
i 
x(“), ,(n) _ 
f” Qx(“)) = 0. 
Now, using this last equation to solve for 1,, gives 
t, = 
(,b), x(“) _ Qx’“‘) 
II x 
(n) _ Qx(“) 11 2 . 
To summarize, we have the following steps. 
Acceleration Scheme 3.2. Closest point method. 
Step 1. Let x E X, and set x(O) = x. 
Step 2. Let xcn) be the nth iterate. Compute t, from 
t, = 
(,(d, ,(n) _ Qx’“‘) 
II x 
(“) _ Qx(“) I( 2 ’ 
Step 3. Set xcn+r) = x:“‘), and continue. 
To prove convergence of this method, and to show the effect of the acceleration scheme, 
define f, by 
11 xcnfl) - Px (1 = f, I( Qx@) - Px (I, 
for each integer n 2 0. By construction, 0 G f, s 1, and we note that f, measures the improve- 
ment obtained by acceleration compared to one step of the alternating projections method. 
Theorem 3.3. Let {x(“)} be the sequence generated by Acceleration Scheme 3.2. Then, for any 
x E X and integer n > 1, 
n-l 
[Ix(")-Px)) < IIX-Px() I-If, cn. 
i i i=O 
Proof. For each n 2 0, 
11 xcn+‘) - Px II = f, (1 Qx@) - Px II = f, (1 Q(x@) - Px) (I. 
However, since x - Px E M 1 , it follows from Lemma 3.1(b) and an induction argument similar 
to the one used for Lemma 2.7, that x(“) - Px E M’- for each n > 0. Hence, 
11 Q(x@) - Px) (1 < c II xcn) - Px 11, 
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and therefore, 
11 X@+l) - Px (1 < f,c 11 dn) - Px II) 
for each n 2 0. The conclusion of the theorem now follows. q 
From this theorem, we see that the rate of convergence under closest point acceleration is 
linear, but the rate constant, which would be c for the original method, is reduced by the factors 
f, at each step. 
Next we consider an acceleration scheme which is a generalization of the classical Aitken’s 
method. This scheme searches along the line through xCn) and Qx(“) to determine the point x,‘~) 
so that it is as close as possible to QxI (n), the next iterate under the alternating projections 
method. 
Acceleration Scheme 3.4. Generalized Aitken ‘s method. 
Step 1. Let x E X, and set x(O) = x. 
Step 2. Let xCn) E X be the n th iterate. Set 
xCn) = tQxcn’ + (1 - t)x(“). f 
Select t, E R so that 
Step 3. Set xc”+‘) = xt’,“), and continue. 
Observe that QxCn+‘) is computed in the process of forming xCn+‘). Thus, only one new 
application of Q is needed at each iteration. 
It is interesting to note that if t, is chosen to minimize 
II+’ - Q+)/, 
then Acceleration Scheme 3.4 is seen to be a generalization of the Aitken A*-method. Indeed, for 
this case 
t,= (A 
,(“), A*-#‘) 
11 A*x’“’ )I * ’ 
where 
and 
Ax(“) = ,(n) _ Qxb) = ,(“) _ X(‘J+l), 
A*x(“) = ,(n) _ 2Qx’“, + Q’x(n) = ,(“) _ 2x(“+‘) + X(‘J+2), 
where X(n+l) = Qx@) and X(n+*) = Qzx(‘O are the iterates which would be obtained with the 
original alternating projections method. Thus 
xl:) = t,Qx(“) + (1 - t,)x(“) = xc”) - t, Ax(“). 
Now, for the case in which the iterates { xcn)} are real numbers, we see that xi:“’ is the expression 
for the accelerated iterate obtained by the Aitken A2-method (see [13, p. 721). 
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We note also that Acceleration Scheme 3.4 turns out to be one of the reduced rank 
extrapolation methods analyzed recently by Sidi [16] (see also [17,18]). Acceleration is shown in 
[16] under certain general assumptions about the iterates. For Acceleration Scheme 3.4, we will 
give a convergence proof which does not appeal to these assumptions. Also, this proof will 
indicate the effect of the factors f, on acceleration. 
Theorem 3.5. Let {x, } be the sequence of iterates generated by Acceleration Scheme 3.4. Assume 
cdl. Then, forxEXandintegern>l, 
II xCn) - px II < II 
Proof. For each n > 0, 
II x 
(n+l) _ Qx’n+” II Gfn((x? - Q-$)II. 
But x1(“) = QxCn), so that 
II x (n+l) _ Qxb+l) 1, <f 11 Qx(“) _ Q2,b) n II Gf, II Q(+) - Qx’“‘> II. 
However, by Lemma 3.1(a), xc”) - QxCn) E Ml. Thus, for each n > 0, 
II x (n+l) _ Qxb+l) II <f c I( ,(“I _ Qx(“) II 
Now, for n 2 0, set eCn) = xCn) - ix. Then 
xc”) - Qx (n) = e(n) _ Q&” 
for each n > 0. Thus, 
II e (n+l) _ Qe’n+” II <f c II e(n) _ Qe(“) II ” 
Applying this inequality for successive values of n, starting with n = 0, yields 
n-l 
II e (n)- Qe(“)II G ni. c”l)x- QxII. 
i 1 i=O 
Further, by an induction argument, as in the proof of the previous theorem, it follows that 
e(“)EM1, for each n. Therefore, by Lemma 3.1(c), we have 
II e (n) - Qe(“) I( > (1 - c) ]I eCn) ]I. 
These last two inequalities, then, yield the conclusion of the theorem. •I 
Let us close with an observation which unifies and compares the two acceleration schemes in 
this section. We have two ways to characterize points in the subspace M. One states that a point 
x belongs to M if and only if x = Px or x - Px = 0. In a sense, the closest point acceleration 
scheme is based on this characterization. For this scheme, I, is chosen to minimize 
l/xi”)- Px)i. 
However, it can be shown by induction that for each n, Px(~) = Px. Also, by Lemma 3.1(a), we 
have x(‘) - QxCn) E Ml. Thus, it follows that for any n and t, 
Pxjn) = Px. 
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Hence, for closest point acceleration, t, is actually chosen to minimize 
IIX;“’ - Pxjn)ll. 
Thus, the linear search is attempting to come as close as possible to a solution of the equation 
x - Px = 0. 
In contrast, another characterization of points in M is given in Lemma 3.1(b); that is, a point 
x belongs to M if and only if x = Qx, or x - Qx = 0. In a sense, Acceleration Scheme 3.4 is 
based on this characterization. From Step 3 of this scheme, t, is chosen to minimize 
/j xi”’ - Qx;“i\. 
Thus, the linear search is attempting to come as close as possible to a solution of the equation 
x-Qx=O. 
4. Test problems and numerical results 
To study the performance of the acceleration schemes numerically, we developed methods for 
constructing subspaces in which the cosines of the angles between the subspaces could be 
specified. In this way, we were able to form test problems with varying rates of convergence 
under the alternating projections method. 
4.1. The two subspace case 
The methods in this case were tested in Euclidean space, for varying dimensions n. To 
describe the procedure for constructing test problems, suppose M1 and M2 are given subspaces. 
Let 
n, = dimension of M,, 
n2 = dimension of M2, with n2 < n,, 
and let 
m = dimension of M = Mi n M2. 
Following Golub and Van Loan [9, pp. 425-4301 we define the cosines of the nonzero principal 
angles between Mi and M,. 
Definition 4.1 (Golub and Van Loan [9]). Set u0 = u0 = 0, and for k = 1, 2,. _ . , n2 - m, define 
recursively the kth cosine by 
cCk)=max{(u, u): uEM,nM’, uEM2nML} =(uk, uk), 
s.t. )] u ]I = 1, ]I UI] = 1, 
(u, ui)=O, i=O ,_.., k-l, 
(u,z+)=O, ,..., k-l. i=O 
It is evident that co) is the cosine of the angle between Mi and M, as given in Definition 2.1. 
To determine a pair of subspaces, however, we need to specify also the additional cosines. 
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Theorem 4.2 (Golub and Van Loan [9]). Let Q, and Q2 be matrices whose columns are 
orthonormal bases for M, and M, respectively. Set C = QTQ,. Then the singular value decomposi- 
tion of C is given by 
[ 
I, 0 0 
YTCZ= o c_ 
*2 m 1 
where I,,, is the m X m identity matrix, and Cnz_,, is an (n2 - m) x ( n2 - m) diagonal matrix with 
ith diagonal element c (I). The first m columns of Q, Z and Q2Y coincide, and form an orthonormal 
basis for M. Further, let ui, i = 1, 2,. . . , n2 - m, denote columns m + 1 through n 2 of Q,Z, and let 
V I) i=l,2,...,n,- m denote columns m + 1 through n2 of Q,Y. Then these vectors satisfy the 
above definition for the principal cosines. 
Suppose now that we wish to find subspaces M, and M2, for given values of n,, n *, m and 
&I) , i=l,2 ,..., n, - m. In view of this theorem, it suffices to construct the matrices Q, and Q2 
so that the matrix C = QTQ, has the singular value decomposition form shown in the theorem. 
The columns of Q, and Q2 can then be taken as the bases of M, and M, respectively. One way 
to form these matrices is as follows. Let e, denote the ith column of the n X n identity matrix, 
and set B= {e,,...,e,}. Then let 
B, =Bu {e,+,,...,e,,}, B,=Bu {vi,-..,+,,}, 
where 
v, = dJ’e,+, +Jl-(&))‘e,,+,, j=l,..., n2-m. 
Now let Q, be the matrix whose columns are the vectors in B, in the given order, and let Q2 be 
the matrix whose columns are the vectors in B, in the given order. A direct calculation shows 
that the matrix QPQ, has the desired form. 
The test problems were constructed for various choices of dimensions n, n,, n2, m and the 
cosines c(l), i = 1, 2,. . . , n2 - m. We compared the performance of the basic alternating projec- 
tions method with the acceleration methods. The same starting values were used for each 
method, and the iterations were stopped when 
II x (‘+l) - XC’) I < o 5 . 1o-6 
IIx(‘)I) . ’ 
where the norm is the usual Euclidean norm. The methods were evaluated in terms of the 
following criteria: (1) the number of iterations (NITER), (2) the average rate of convergence 
(AVG. ROC) defined as the NITERth root of 
II x (NITi=) _ px’O’ 1, 
]I x(O) - PX’O’ I] 
and (3) the total CPU time in seconds (CPU SECS.) used by the method. 
The results are in Table 1. Each problem presented is designated by the symbol n - n, - n2 - 
m, where n is the dimension of the Euclidean space, n, is the dimension of MI, n2 is the 
dimension of MI, and m is the dimension of MI n M2. All computations were done on a 
CYBER 170/730 computer. It is seen that a significant speedup of convergence is achieved by 
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Table 1 
The two subspace case 
Method a NITER 
Problem 1 b 
40-35-35-30 
AVG. ROC of APM = 0.598 
APM 21 
AS 2.5 8 
AS 3.2 8 
AS 3.4 8 
Problem 2 b 
40-35-35-30 
AVG. ROC of APM = 0.806 
APM 61 
AS 2.5 8 
AS 3.2 8 
AS 3.4 8 
Problem 3 b 
60-40-30-10 
AVG. ROC of APM = 0.890 
APM 126 
AS 2.5 46 
AS 3.2 44 
AS 3.4 44 
Problem 4 b 
100-60-60-30 
AVG. ROC of APM = 0.826 
APM 62 
AS 2.5 31 
AS 3.2 30 
AS 3.4 29 
AVG. ROC 
0.598 
0.213 
0.130 
0.167 
0.806 
0.235 
0.149 
0.188 
0.890 
0.740 
0.729 
0.750 
0.826 
0.639 
0.619 
0.643 
CPU SECS. 
,’ 
4.20 
1.25 
1.44 
1.26 
9.69 
1.23 
1.37 
1.25 
44.97 
17.00 
16.21 
16.40 
58.60 
29.54 
29.40 
27.75 
a Methods: APM-alternating projections method. 
AS 2.5-Acceleration Scheme 2.5. 
AS 3.2-Acceleration Scheme 3.2. 
AS 3.4-Acceleration Scheme 3.4. 
b Problem designation: n - nl - n z - m. 
the acceleration methods. The savings in the number of iterations and in the total cost of 
computation become more impressive for cases in which the alternating projections method 
converges very slowly or the problem size is large. It is interesting to note that all three 
acceleration methods converge at about the same rate, although Acceleration Scheme 3.4 seems 
slightly faster than the others. 
4.2. The k subspace case 
The test problems constructed for this case were formed using subspaces M, which were each 
of dimension n - 1. A subspace of dimension n - 1 can be represented as the space orthogonal 
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to a unit vector. Thus, given values cij for the cosines c(M,, M,), we determine this unit vector 
for each subspace M,. The method is based on the following theorem. 
Theorem 4.3. (a) Let q, u2,. . ., uk be given unit vectors, and for each i, let M, be the subspace 
orthogonal to vi. Denote by A the n X k matrix whose ith column is vi. Then, c( M,, M,) is the 
absolute value of the (i, j) th element of ATA. 
(b) Let C = ( cij) b e a k X k symmetric positive definite matrix, with each diagonal element equal 
to one. Then there is an n X k matrix A such that ATA = C. For i = 1, 2,. . . , k, denote the ith 
column of A by ui, and let M, be the subspace orthogonal to u,. Then for i Zj, c( M,, M,) = ) cij 1. 
Proof. (a) It is shown in [6] that for i f j, c( Mi, Mj) = c( Mjl, M,*). However, for each i, M,l 
is simply the space spanned by vi. Thus, it is immediate from Definition 2.1, that c( M,I, Mjl) 
= ((ui, uj) 1. H owever, ( ui, uj) is the (i, j)th element of ATA. 
Table 2 
The k subspace case 
Method NITER AVG. ROC CPU SECS. 
Problem 1 
n=lO, k=5 
AVG. ROC of APM = 0.751 
APM 45 
AS 3.2 19 
AS 3.4 17 
Problem 2 
n=lO, k=5 
AVG. ROC of APM = 0.632 
APM 30 
AS 3.2 17 
AS 3.4 17 
Problem 3 
n = 20, k = 20 
AVG. ROC of APM = 0.974 
APM 659 
AS 3.2 110 
AS 3.4 97 
Problem 4 
n=20, k=15 
AVG. ROC of APM = 0.605 
APM 29 
AS 3.2 22 
AS 3.4 23 
0.751 0.71 
0.512 0.51 
0.407 0.48 
0.632 0.47 
0.461 0.47 
0.407 0.46 
0.974 33.54 
0.856 8.88 
0.835 7.58 
0.605 1.16 
0.518 1.43 
0.498 1.46 
Problem 5 
n=20, k=15 
AVG. ROC of APM = 0.956 
APM 264 
AS 3.2 66 
AS 3.4 63 
0.956 10.69 
0.814 4.30 
0.798 4.10 
248 W. B. Gearhart, A4. Koshy / Acceleration of alternating projections method 
(b) Let R be the Choleski factor of C; that is, R is the k X k matrix such 
Define A to be the n x k matrix 
that RTR = C. 
Then ATA = C, and because the diagonal elements of C are each one, the columns of A are unit 
vectors. The rest of the proof of part (b) follows from part (a). q 
The first part of this theorem tells us that we cannot select the cosines of the angles between 
the subspaces arbitrarily. Indeed, these cosines are the absolute values of the elements of the 
matrix ATA, which is symmetric and positive definite when the vectors u, are linearly indepen- 
dent. However, the second part of the theorem gives us a way to determine the vectors u,. Take a 
k X k symmetric positive definite matrix C with unit diagonals, and compute the Choleski factor 
R of C. Then, as in the proof of part (b), form the n x k matrix A by appending n - k rows of 
zeros to R. The columns of A can then be taken as the vectors u,, i = 1, 2,. . . , k. In our work, we 
found it convenient to take C to be tridiagonal, as in this way it is relatively easy to maintain 
positive definiteness. 
The methods were tested using the same performance criteria as with the test problems for two 
subspaces; namely, the number of iterations (NITER), the average rate of convergence (AVG. 
ROC), and the total computational time (CPU SECS.). The results are given in Table 2 and 
indicate that both acceleration schemes provide significant savings in computational cost over 
the alternating projections method. As in the two subspace problems, the rates of convergence 
for these schemes are about the same, although again Acceleration Scheme 3.4 seems slightly 
faster. For each of these acceleration methods, the extra work per iteration consists only in the 
computation of two inner products and a linear combination of vectors. No additional projec- 
tions are needed per iteration. Thus, these acceleration methods can be expected to have a lower 
computational cost for problems with large k, or for which the projections require a large 
amount of computation compared to the additional vector operations required for acceleration. 
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