Purpose -Service robots need to be programmable by their users who are in general unskilled in the art of robot programming. We have explored the use of spoken language for programming robots. Design/methodology/approach -Two applications domains were studied: that of route instructions and that of game instructions. The latter is work in progress. In both cases work started by recording verbal instructions representative of how human users would naturally address their robot. Findings -The analysis of these instructions reveals references to high-level functions natural to humans but challenging for designers of robots. The instruction structure reflects assumptions about the cognitive abilities of the listener and it is likely that some human capabilities for rational thinking will be required in service robots. Research limitations/implications -Some of the high-level functions called for by natural communication stretch current capabilities and there is a clear case for more effort being devoted in some areas. Instruction analysis provides pointers to such research topics. Practical implications -It is proposed that service robot design should start with investigating the way end-users will communicate with the robot. This is encapsulated in the "corpus-based" approach to robot design illustrated in this paper. This results in more functional service robots. Originality/value -The paper stresses the importance of considering human-robot communication early in the robot design process.
Introduction
The development of human-robot communication (HRC) systems is an important factor in the development of the service robot market. Effective communication between user and robot is essential to enable access to the full functional capabilities of such robots. User-friendly communication will in itself add to the perceived value and social acceptability of the robot.
Service robotics, e.g. personal assistants, poses specific and new problems of HRC that are very different from those in industrial robotics. In industrial robotics, human-robot interface are designed to enable skilled workers to generate execution programs for the robot and to command the activation of such programs. In service robotics, robots are likely to be frequently re-assigned new tasks by users who are mostly unskilled in the art of robot programming. Thus the problem becomes very much one of providing the robot with communication capabilities compatible human with natural communication channels. Typically, these channels will include both verbal and gesture inputs.
Two experiments in the design of natural language interfaces (NLIs) are summarized here. Both experiments show that requirements of natural communication constrain the design of a robot in its hardware as well as software aspects. As a consequence, the systematic use of a "corpusbased" design method is suggested. The corpus is a sample of communication acts between the user and the planned robot. Its analysis is the first step in the corpus-based robot design process.
Programming service robots using natural language
Service robots will need to be programmable by their users in new ways in order to have any chance of commercial success. This is especially true for personal assistant robots which will have as many different tasks as users. These tasks can vary in the details of their execution or constitute totally new sequences of actions. Thus, assistant robots can clearly not be fully pre-programmed by the manufacturer. Instead, they need capabilities to acquire new tasks or task specifications from their users, e.g. which pieces of furniture can be moved during cleaning, the place where items are stored, how to prepare a given variety of tea, etc.
An important constraint in the design of userprogrammable service-robots is that few of the future users are likely to have the ability or inclination to learn formal programming languages. They are also likely to lack basic knowledge in robot kinematics, sensor data processing, control, etc. However, they will be experienced in instructing other humans using natural language. For that reason, we have explored the use of unconstrained spoken natural language for robot programming. There has been comparatively little research in the area of programming robotic helpers by using spoken-language. Early work includes Crangle and Suppes (1994) , Torrance (1994) , Huffman and Laird (1995) and Matsui et al. (1999) . All these previous approaches used a constrained language that the user had to learn. The research described in this paper deals with issues arising from the use of unconstrained utterances generated by naïve users, i.e. those lacking technical expertise. The focus of this paper, however, is not on natural language processing or program generation, but on the implication for robot design of the use of unconstrained language.
Speech recognition has made great progress in recent years and does not constitute the bottleneck it once did. Instead, the challenge is dealing with the tight interlocking of human language and human mental and physical capabilities. This is illustrated by the findings of two projects described below. A first project focused on giving route instructions to a mobile robot. A second project, which is ongoing, focuses on game instructions. Both projects reveal that the particularities of human language have a major impact on robot design.
Instruction-based learning (IBL) for a mobile robot
In the IBL project, a robot is instructed on how to travel from one place to another in a miniature town. On the basis of the user's instructions, a computer program script is created which is then used to navigate between the two places. Route instructions were expected to contain all the main structures found in computer programs: selection, sequence and repetition. Thus, results obtained were expected to generalize to other domains.
A miniature urban environment was built on a 170 £ 120 cm area suitable for navigation by a miniature 8 £ 8 cm robot. Subjects were placed in front of the town and were asked to instruct the robot (Plate 1). The sessions were filmed and the verbal instructions were recorded digitally with a good quality headset microphone.
Subjects were told that the recordings would be used later by a human operator driving the robot by remote control using only the images acquired from the on-board camera. This was aimed at generating robot-centric spatial references that would be appropriate for use by a computer program controlling the robot using only information from the onboard camera. By specifying that the user of the instructions would be a human, the need for users to second-guess what a robot might be able to understand was avoided. This eliminated any distortion of the subjects natural expressions.
The project also investigated how subjects would refer to routes previously instructed to the robot. This is because, in principle, once a given procedure has been explained to a robot, a user would normally re-use it and refer to it when explaining more complex procedures. Therefore, routes given to subjects were organized so that certain routes would be extensions of previous routes with a few more turns or intersections. Subjects were instructed that, when appropriate, they could save time by referring to previously explained routes, instead of re-explaining all of the steps. Twenty-four subjects were used, instructing six routes each. The recordings of these 144 instructions constitute the IBL corpus.
Corpus analysis
The analysis of the corpus had two purposes: 1 to customise the speech recognition and natural language processing system for the domain of the application; and 2 to define the functional primitives of the robot.
On the natural language side, the recorded instructions were first divided automatically into shorter sections by detecting naturally occurring silences. These silences tend to fall naturally between functional chunks. This method produced meaningful chunks in most of the cases. The sound files were then transcribed by hand into text files. The transcripts were used to automatically generate a restricted grammar comprising the subset of all the rules of a wide-coverage grammar hit by the corpus. This restricted grammar is then used to train a speech recognition system[1] for this route instructions domain (Bos, 2002; Bos et al., 2003) .
On the robot primitive side, the corpus transcripts were annotated by hand, as there is no off-the-shelf tool for doing this automatically. The annotation process starts with identifying actions classes in the user instructions and then deciding upon an annotation format (Table I) .
This annotation of instructions is a somewhat subjective process guided by the knowledge that formal programs would have to be written for each action. Thus there was a bias towards grouping actions into a small number of "primitive" procedures. The consequence was that each primitive accepts a number of parameter combinations, e.g. "turn left, turn Plate 1 A subject instructing the robot during corpus collection. Inset: remote-brained miniature robot right, take the second right, turn left after the church" are all grouped as one primitive "turn ( p1, p2, p3, p4, . . .)", where p1, p2,. . . are parameters such as direction, ordinal, etc. It should be noted that during the project, the specifications of primitives slightly changed as other constraints appeared, e.g. when details of robot behaviour or speech interpretation were considered. Another bias came from the need for a termination condition for each primitive. For instance, when subjects say "keep going", this is a non-terminated action that would set the robot into an infinite loop. In practice, such instructions can be ignored. The reason is that each of the other terminating functions has a "keep going" function already built into it. For instance, "turn left" functionally means "keep moving until you reach the left turn, and then take the turn".
The 13 primitives found in the corpus and details about their implementation are given in Kyriacou et al. (2005) (Table II) .
Robot design constraints
The corpus analysis raises a number of points relevant to service robot design: 1 action primitives are determined by natural language; 2 primitives are complex functions; 3 primitives must be very robust; 4 error handling is an open problem; 5 human instructions contain many errors; and 6 spoken input affects the computational architecture of the controller.
. Action primitives are determined by natural language. For a roboticist, the standard action primitives that come to mind are actions such as "rotate left", "rotate right", "move forward" and "move backward". In contrast, users refer to functions such as "park near to . . . ", "turn right after . . . ", "cross the road to . . . ". Human language is economical with words. Often, few simple words are used to describe complex procedures. A service robot must be able to execute such procedures to "understand" natural-language instructions. Corpus collection and analysis is a useful method for acquiring such information.
. Primitives are complex functions. Take the example of a typical final command in route instructions. This is often a statement like "and you will see it there on your left". This command is highly under-specified and requires significant autonomy from the robot which must visually locate the destination and then plan a path towards it. In a real urban environment the final command would pose vision and control challenges that are at, or beyond, the limits of current technical capabilities.
.
Robustness.
Primitives must be very robust in the sense of coping with a variety of environmental variations. When a robot is sent out to "take the next left" its user needs to be confident that the robot will be able to find the turn and take it. It is a major challenge for a programmer to design such a robust function. There may also be effects from one primitive to the next in a sequence. Here again, the corpus is useful in Commands the robot to move forward on the road until a specified location 2 turn (ordinal_1, relation_1, object_1, relation_2, object_2)
Commands the robot to take a turn from the current road 3 location (object_1, relation_1, ordinal_1, object_2 ¼ 'road', object_3, destination_1) Specifies the location of an object. If the object is the destination the robot moves to it otherwise the robot stops as soon as it locates the object 4 exit_roundabout (ordinal_1, relation_1, object_1)
Commands the robot to take an exit off the roundabout. If the robot has not entered the roundabout then it follows the road until it meets the roundabout, enters it turning left (clockwise around the roundabout) and takes the designated exit 5 Go (relation_1, object_1)
Commands the robot to execute a previously explained route 6 Go_until (object_1, relation_1, object_2)
Commands the robot to use part of a previously explained route 7 enter_roundabout (direction_1, relation_1, object_1)
Commands the robot to enter the roundabout in a specific direction 8 cross (object_1, relation_1, object_2)
Commands the robot to cross the road to an object (usually the car park) ahead or to just cross to the opposite road at a crossroads, for example 9 rotate (relation_1, object_1)
Commands the robot to rotate about itself 10 take_road (relation_1, object_1)
Commands the robot to take a road in view. Usually used when the robot is at an intersection and needs to get on an opposite road 11 exit_object (object_1)
Commands the robot to exit from a place. Usually used for exiting the car park 12 park (relation_1, object_1)
Commands the robot to park either on/by a specific location 13 bear (relation_1, object_1)
Commands the robot to take one of the two directions at a y-junction that it defines a number of situations on which to test sequences of primitives. In the IBL project, one half of the corpus was used for system development and one half was used to test its robustness (Kyriacou et al., 2005 Computational architecture. Almost all references to previous routes found in the corpus required only a partial use of the instruction sequence, e.g. "take the route to the station, but after the bridge turn left".
One of the problems is that the bridge may not even be mentioned in the instruction of the route to the station. How to generate an execution program from such instruction? A possible solution is to implement a multi-threaded concurrent processing scheme where the robot would "follow the road to the station" and at the same time try to "take the left turn after the bridge". The latter process would remain the sole active as soon as the turn is found (Lauria et al., 2002) . It remains to be seen if this solution is general enough, but it is interesting to note that the way users express themselves could end up dictating the computational architecture of the robot controller.
It was also found that the route-instruction domain is not generic in the computation sense, as almost all instructions only comprised sequences. There were many cases of implicit decision and loops. For instance, a function such as "turn left" can be decomposed into "keep moving until a left turn is seen, then take the turn". However, there were no explicit references to IF-THEN-ELSE structures in the corpus. Therefore, instructions in another domain were investigated where more conditions were expected. This work is described below.
Game instruction
When humans give instructions on how to play a card game, these instructions are structured differently from other instructions such as how to follow a route. Game instructions such as card games or board games usually comprise, in the main, rules to apply with fewer sequences of action. They are also expected to be multi-modal processes where gestures such as pointing play an important part. To collect a corpus of game instructions, an environment was designed where an instructor uses verbal instructions and a touch-screen to point to a card or game piece (Plate 2). An Italian card game was selected to ensure that the subjects of the experiment have no prior knowledge of the game. Each subject-learner became subject-instructor a few days later. The first instructors learnt the game from written instructions provided in random order, to avoid any initial bias in the structure of the instructions (Wolf and Bugmann, 2005) . As in the IBL project, the instruction dialogues were filmed and recorded. The analysis of the corpus resulting from these experiments is presently underway.
Preliminary findings of the corpus analysis are:
. Instruction type. Instructions include action rules (e.g. "when it is your turn, put down a card with the same value"), informative statements (e.g. "the king is worth 10 points") or imaginary situations (e.g. "suppose this card is a 4, then you can take . . . "). Such instructions do not lend themselves easily to the construction of classical imperative programs. Declarative programming techniques may be need to be considered here, as they are well adapted to deal with knowledge represented as a set of rules. How to deal with the sequences found in route instructions and other tasks requires further analysis.
Functional primitives.
In the IBL project, the functional primitives were the action commands found in instructions. Here we find physical actions such as "deal cards", "capture cards" or "turn over cards". However, some instructions contain no physical action commands. Instead, they invoke knowledge-management functions (e.g. "associate a value with a card", "create a rule", "start an imaginary situation"). These knowledge-management primitives (or "mental actions") will require appropriate designs of knowledge representation methods.
Plate 2 Setup for collecting a corpus of card game instructions.
. Implicit functionality. The structure of game instructions reflects the teacher's assumption that the student has capabilities for rational thinking and will be able to use acquired knowledge for generating a purposeful sequence of game moves. For instance, in the corpus, the instructor often reinforces a rule statement with examples. This assumes some generalization powers from the learner. The designer of a learning robot will need to build such capabilities in the robot. It is unclear at present how much details on these capabilities can be inferred from the corpus and if these will be consistent with what we know about human rationality.
Corpus-based robot design
In the area of computer software development, it is a recognized practice to specify the user interface early in the design process and then to design the software around the interface. In robotics, this is a new concept, as spoken interfaces were traditionally seen as the last component to be added to a robot. In the traditional approach to robot human-robot interface design, termed "robot-centred" in Figure 1 , the design team starts with as specification of the user's needs, then designs a robot as functional as possible, then defines the vocabulary to access the functionality. Finally, a NLI is built to deal with that vocabulary. The traditional approach requires the user to learn the specific language and keywords prepared by the robot designer, i.e. a "constrained language". However, if one expects the robot to understand unconstrained spoken language, then the interface question needs to be considered prior to robot design. This is because of the functional implication of spoken interfaces illustrated above.
In the proposed "corpus-based" approach, the design process starts with sampling sentences representative of how users intend to address the robot (Bugmann et al., 2004) . Once the words that the user likes to use are known, the design of a NLI that deals with them can start. At the same time, analysing user utterances also informs on the functions that users like to refer to. This then specifies the functionality to be built into the robot. The end product is a system well tuned to the user's language and needs.
In general, analysing samples of dialogues between humans representative of future human-robot interactions (such as instructions dialogues in the projects described above), provides key information to the designer of a service robot. This was illustrated above mainly on the software side, however, there are also hardware implications. Let us assume that a user of a domestic robot-cook needs to give an instruction involving the expression "a pinch of salt". This will clearly exert constraints on how the robot's manipulators are to be designed. Similarly, if a mobile robot needs to understand the command "turn right at the blue sign", it will need to be provided with colour vision.
Whether this method can be of use in industrial robotics needs exploring. For instance, is there a saving by designing interfaces requiring less training from the operators? Are there aspects of scheduling and planning which could benefit? While this is an open question, there is no doubt that corpusbased design has a clear place in service robotics.
Conclusion
A number of experiments have demonstrated the close relationship between the way humans speak and think and the impact this has on service robot design. Therefore, it is suggested that an analysis of HRC should be the first step in the design process. This is encapsulated in the proposed corpus-based design method.
Overall, speech interfaces require a high level of functional competence from the robot, as humans commonly refer to high-level functions in their everyday language. It, therefore, follows that, in order to understand human language, robots need to mimic some functional capabilities of human listeners. This includes aspects of rational thinking and robust perception. The corpus-based approach, described here, provides a method to specify such functional competences. Figure 1 Robot-centred vs corpus-based robot design. In the robotcentred approach, the functionality is defined first, then the access vocabulary, then the NLI. In the corpus-centred approach, the content of samples of dialogues between humans defines at the same time the vocabulary to be dealt with by the speech interface and the required functionality of the robot
