ABSTRACT Accurate and simple time synchronization is a crucial requirement for decentralized wireless sensor networks (WSNs) to function well specially in harsh environments. The averaging consensus control protocol (ACCP), that uses single hop communication, performs well in such environments. This paper provides rigorous analysis of its time synchronization error which is by basic definition the difference between the gateway node time and the average virtual times of the other nodes in the network. Also, the paper presents a modified synchronizer protocol of the ACCP that further improves the precision of the time synchronization in WSNs. The improved time precision protocol is achieved reducing the forced response part of the time synchronization error. The proposed protocol is compared by simulations and by experiments and shown to achieve a synchronization error that is orders of magnitude less than these resulted from other known protocols which are. Finally, the proposed protocol was found to utilize the least memory and consume the least energy relative to some existing protocols.
I. INTRODUCTION
Wireless Sensor Networks (WSNs) are infrastructureimpoverished networks composed of small sensors that are deployed usually in remote locations to sense particular conditions and send information pertaining to these conditions to a Central Control Room (CCR). WSNs work with limited resources and have certain limitations such as low communication range, small node battery sizes, and network structures which require very resource efficient algorithms [1] - [4] .
The concept of time synchronization has been a crucial part of almost every existing distributed system. Wireless Sensor Networks (WSNs) being distributed systems also need an accurate and efficient time synchronization to meet their operational goals. Several factors have to be addressed in order to achieve flexible and robust time synchronization for a WSN [5] , [6] . WSNs are usually deployed in harsh environments where there is limited communication and high node failure making multi-hop communication or a fixed communication topology unrealistic. Also, since communication drains the node battery, it must be kept to minimum. A myriad of studies has gone into developing different methods of time synchronization of WSNs with the goal of optimizing networks parameters like energy utilization, precision, lifetime, scope, scalability, size and cost.
The development of time synchronization algorithms started with centralized protocols [7] , [8] . These schemes achieve global network time-synchronization by synchronizing all network nodes to a root reference node in a hierarchical tree fashion or in a clustered manner. Some of such known protocols are the Reference Broadcast Synchronization (RBS) [9] , Timing-synch Protocol for Sensor Networks (TPSN) [10] , Lightweight Time Synchronization (LTS) [11] , Hierarchical Time Synchronization Time Synchronization (HRTS) [12] , the Flooding Time Synchronization Protocol (FTSP) [13] and the Flooding Proportional Integral Time Synchronization Protocol (FloodPISync) [14] . These centralized protocols don't function well in WSNs where the hardware of the node is cheap, node failure is high, changing network topology is frequent, resources are scarce, and intermittent connectivity is high.
Distributed synchronization algorithms, on the other hand, have better ability to address the difficulties faced by centralized methods [15] . Distributed synchronization algorithms, in general, are based on consensus. Consensus based schemes do not require a root (leader) node or a spanning tree for time synchronization. They assume the time of each node is parameterized by offset and skew value of the clock. The protocol in each node of such distributed network attempts to reach to agreed values of these two parameters with the other nodes in order to synchronize the network. Some of such consensus protocols are: Average Proportional Integral Time Synchronization Protocol (AvgPISync) [14] , the Gradient Time Synchronization Protocol (GTSP) [16] and the Average Time Synch (ATS) protocol [17] . There are also some other distributed synchronization protocols such as Time Synchronization Protocol using the Maximum And Average Values (TSMA) [18] , Time Diffusion Protocol (TDP) [19] , External Gradient Time Synchronization Protocol (ExGTSP) [20] , Reach-Back Firefly Algorithm (RFA) [21] , and Weighted Maximum Time Synchronization Protocol(WMTS) [15] . Also, Schenato and Fiorentin [22] proposed time synchronization based on consensus protocol by modeling the drift and the offset of the physical clock using time averaging. Moreover, Energy Efficient Gradient Time Synchronization protocol (EGTSP), in [23] , is a localized algorithm that achieves a global time consensus and gradient time property using effective drift compensation and incremental averaging estimation. Distributed protocols address to a certain extent the shortcomings of centralized protocols. However, they still suffer from issues that prevent them from operating reliably in harsh environments. For example, in ATS and GTSP, communication delays are not taken into consideration in the protocol design. Other distributed protocols, such as PISync, consider communication delays. However, communication overhead required for synchronization tends to be high because nodes must constantly transmit and receive synchronization messages within short time intervals across multiple hops. This, in turns, causes the process to be susceptible to communication links and node failures plus the energy consumption is usually high. WMTS and ExGTSP do not take convergence time into consideration when designing and evaluating the protocols, and the accuracy at convergence is relatively low. This causes nodes' times to drift quickly calling for frequent resynchronization. As a result of the above discussion, there is still a need for reliable and accurate distributed synchronization procedures for networks comprised of inexpensive nodes with limited resources operating in harsh environments.
Al-Shaikhi and Masoud [24] proposed averaging consensus control protocol (ACCP) for time synchronization for a virtual clock. The protocol does not model the clock parameters: offset and skew. The variables used to represent the clock time are the states of a discrete dynamical systems. The protocol was shown to drive the virtual clocks of each network node to the time of the gateway node provided a spanning tree to the gateway node exists. The synchronizer in each node updates its clock by averaging the times messages relieved, in a asymmetric synchronous manner, from the nearest single hop neighbor nodes in an iterative manner and its function stems from the resistive network metaphor. Once a network node achieves a minimum synchronization error with respect to the gateway node, it halts communications and the local physical(logical) clock of each node is reset to the time estimate at this minimum error. The task of detecting the instant of minimum synchronization error is carried out using a stopping criterion derived from the dynamic nature of the local time series estimate. At this instant of minimum error, the nodes stop updating so as to conserve energy and memory. The nodes are made to resume update once the nodes' clocks drift beyond a certain threshold or after a predetermined period. This is done by the master node by flooding a message passing (Asymmetric) to start synchronization to all nodes in the network. This paper proposes a modified synchronizer protocol that improves the time precision of the network by reducing the forced response term of the synchronizer. The rest of the paper is organized as follows. Section II reviews the averaging consensus control protocol (ACCP). Section III presents rigourous error analysis of the ACCP. Then, Section IV presents the modified protocol that improves the error precision. Simulation and experimental results of the proposed protocol is presented in Section V. Section VI compares the proposed protocol to some existing protocols while Section 24 discusses energy consumption and memory requirements needed in the proposed protocol relative to other protocols. Section VIII concludes the paper by summarizing the main points. 
II. THE AVERAGING CONSENSUS CONTROL PROTOCOL (ACCP)
Consider a network represented by a graph G = (V , E), where V = {1, . . . , N } is the vertex set representing nodes in a wireless sensor network, with 1 gateway node, g and N − 1 ordinary nodes as shown in Fig. 1 . Assuming a node i ∈ V can exchange its logical clock information with node j in a single-hop, i.e. (i, j) ∈ E and j ∈ N i , where N i describes the neighborhood set of node i. If there exist a spanning path from a certain node i in the network to the gateway node g [24] , the update of its time estimate can be expressed as an average of the neighborhood time values, t j (k) and the gateway time, t g (k). We would like to stress here that the gateway no serves just as node that we need all other nodes to synchronized to its time. It provides the reference time only, so, we can compare the timing results of the nodes of the network.
At the k th communication time instant when the node receives t j (k − 1), a new time average at node i denoted by t i (k) is calculated using the relation:
Where |N i | denotes the neighborhood cardinality of the set N i . In this synchronization procedure, it is assumed that the gateway node ticks as a perfect clock given by t g (k) = k, where is the ticking rate of the gateway clock. The update is expressed in terms of both neighbors' time estimate and gateway clock as;
Where b i is 0 or 1 if node i is not connected or connected, respectively to the gateway node. At the k th iteration, each node yields time estimates T k . Hence a general linear state equation relating all values in the iterative process can be given by:
Hence the network acts like a discrete linear dynamic system with a discrete-time ramp input signal with an increment of , where the output of the first component of the synchronizer is a time series of individual node time estimates, representing the virtual clocks of all network nodes, i.e. T k which is a vector of the entire network time estimates also expressed as:
B is an (N − 1)x1 matrix representing the connectivity matrix between nodes and the gateway node and A is an (N − 1)x(N − 1) matrix representing the connectivity matrix between nodes excluding the gateway node. The entries of matrices A and B are respectively given by;
, if nodes i and j are neighbors 0, otherwise
, if node i is connected to the gateway node
0, otherwise
The error in time synchronization, at iteration k, is the difference between the node time and gateway time and is given by:
It is shown in [24] that the synchronization algorithm represented by (2) can drive all network nodes' times to the clock of the gateway node with a very small error margin. It is observed, however, from the evolution of node local clock value with respect to the gateway clock that, there exist a certain time estimate, t i (k), where the node's local time curve intersect with that of the gateway clock curve as illustrated by Fig. 2 . This phenomenon is observed in node error profile curves with respect to the gateway time as a dip region before steady state as shown in Fig. 2 . Ideally, at this point of intersection labeled as Transient Error in Fig. 2 , a node i in the network is very well synchronized to the gateway node. However, for a certain number of communication cycles, an absolute error well below can be achieved between the clock of node i and the gateway node [24] .
To exploit the dip nature of the evolving node time estimates, a stopping criterion was used to halt the iterative process of each node before steady state is reached. This was done by a detection filter which operates on each node's time series to detect the minimum error at the dip region. This filter produces a signal to indicate where in the time series a node's time estimate is closest to the gateway time. In [24] , a heuristic finite impulse response filter which exploits the turning point of the time curve is employed to provide the indicator signal for detecting the dip region. An example of such a filter is a one that has an impulse response, h(n) given by,
where δ is the Khronecker delta function. The above filter is a typical example of a difference filter of length 7. Next, rigourous error analysis of this protocol is presented. This step is important for understanding the devised improved protocol.
III. ERROR ANALYSIS OF ACCP
However, the network connectivity matrices are such that,
Hence,
Which Implies that,
This can be rewritten as;
Equation (7) shows that, at some discrete time, k + 1, the error vector, E k+1 depends on the network connectivity matrices A and B, the previous error vector, E k and the constant rate, of the gateway clock.
To further probe the nature of the error vector, we solve (8) iteratively. This goes as follows:
which can be reconfigured as;
Hence we have,
From (9), the error vector, E k could be described as the solution of the state equation of a discrete linear time varying system with input given by u(k) = 1 for k ≥ 0 [25] and simplified as;
We note from (12) that this solution has two distinct parts: a homogeneous part, U k = A k E 0 depends only on the initial state error E 0 and the other,
A k−j−1 R depends on the gateway connectivity matrix, B and the rate of the gateway node, . These terms could be respectively called the natural or unforced or zero-input error response, and the zero-state error response [17] , [25] - [27] . With a constant input, u(k) = 1, for k ≥ 0, the system stability could be said to mainly depend on the natural error response [25] . It is worth noting here that, the zero-state response, V k has a form that is reminiscent of a convolution sum. From stability theory [15] , [25] , the nature of E k is such that, the system is asymptotically stable if U k converges to zero, which occurs if and only if the magnitude of all the eigenvalues, λ i of the connectivity matrix A are less than 1 [25] , [26] . The method can be proven to be unconditionally, marginally stable through the use of Gershgorin circle theorem along with the fact that the elements of the A matrix are all positive and the sum of its rows are less than or equal to one
IV. IMPROVED PRECISION PROTOCOL
It can be observed that (7) or (10) has a constant vector of the gateway clock rate, 1 and since is always known, we predict that if we include a fraction of in each node average during the local time update, the first part of V k is reduced and this will decrease the overall node error with respect to the gateway clock. Hence the local update in (2) and (3) are modified to include a parameter, e, which is a fraction of . These are given by;
and
If a similar logic of derivation is followed, the vector R becomes, R = B − 1 + e1. Equations (7) and (10) then respectively become;
Remark: It is expected that, an increase in the variable e towards will lead to a corresponding decrease in overall error and since (16) is general, the decrease in error is expected to also occur in the dip region. Since an in-depth mathematical analysis of the dip feature is not yet complete, we use simulations and experimental experiments to investigate this behavior.
In order to implement the system described above, we present a fully distributed protocol for local time update using synchronous average consensus named Synchronous Time Update (STU) where each node computes its time estimate in a synchronous manner. The pseudo-code of STU is given by Algorithm.
Initially, when the node is powered on, two variables, clockSum and numReceived required to calculate the average synchronization time estimate to the neighboring nodes Although the crucial aspect of the proposed synchronizer is the dip region, it is worth mentioning that, with the inclusion of e, the steady state error vector becomes;
Also, if e = , where this is the case of the original equation as if we did not add the parameter e, then R = B and (15) and (16) respectively become;
The steady state error vector then becomes;
It is observed from simulations that the dynamic system represented by (13) and (14) does not exhibit the dip phenomenon and from (20) , the steady state error vector, E ss is always 1 irrespective of the network size and topology, i.e., if e = , E ss = 1, ∀i ∈ N . This case should be avoided and e shall not be ever taken to be ≥
V. SIMULATION AND EXPERIMENTAL RESULTS OF THE PROPOSED PROTOCOL
In this section, the simulation and experimental results of the proposed protocol compared to the ACCP are presented. Particularly, we assess how the variations in the added parameter, e, of the proposed protocol affects the minimum error in the dip region and the number of communication cycles or iterations. This is done by plotting the error profiles of node time error as e varies from 0.1 to 0.9 and comparing the minimum error in the dip region and the number of iterations needed to reach that error. The assessment is done using both simulations on Matlab and experiments on MicaZ motes on networks of different sizes and topologies. However, we show here the results of only grid topologies of sizes 4 nodes as shown in Fig. 3, 9 nodes as shown in Fig. 4 , and 16 nodes as shown in Fig. 5 . We would like to mention here that the grid topology was used merely as an example and for the ease of comparison with other algorithms that use mainly this topology. Also, when the grid topology is used, VOLUME 6, 2018 the algorithm did not use its known structure at all. Moreover, we did intensively explore all possible topologies that we can think of even random topology with different probability of node failures. All results were consistent and actually the designed protocol even withstands harsh of node failure probability of 0.75. Also, the complexity of such protocol is O (N ) where N is the number of nodes. This is theoretically the lowest possible complexity any algorithm or procedure can achieve. This means that the protocol is scalable to higher sizes.
An example of the mathematical representation and node distribution of a 9 node network for grid topology is shown here.
[
All networks follow the same state equation with differences only in the entries of the matrices A and B plus the sizes of these matrices. for the 9 node grid topology, 8 slave nodes and 1 master node are connected in a grid topology as shown in Fig. 4 . The connectivity matrices A and B are given respectively by: 
For the sake of clarity and without loss of generality, the error profiles for the node closest to the gateway node is plotted for each test. We show the error profiles of Node 3 for the 4 node grid network, Node 8 for the 9 node grid network, and Node 15 for the 16 node grid network. It is worth noting that although all nodes in a network show almost same error profile and accuracy but the ones closest to gateway node exhibit the most accurate synchronization.
A. SIMULATION RESULTS
In each simulation, it is assumed that there are perfect network conditions with no delays, jitters, fading and noise. Each node time is initialized as a random scalar between 0 and 1, i.e. t i (k = 0) = rand[0 − 1] and the gateway time is initialized to 0, i.e. t g (k = 0) = 0. The incremental time step and ticking rate of the gateway node is taken to be 1 ms. The results of simulating the above three networks are shown in Table 1 . Figure 6 shows the simulation error profiles for the 4 nodes grid topology. It is observed that as e is increased from 0.1 to 0.9 , the synchronization error in the dip region decreases consistently and there is a corresponding increase in the number of communication iterations needed to reach that dip. For e = 0, the error (E) and number of iterations (k) obtained are 4 × 10 −4 and 13, respectively. For e = 0.5 , E and k are 3 × 10 −5 and 13, respectively. For e = 0.9 , E and k are 2 × 10 −7 and 27, respectively.
The simulations are also carried out on a 9 node grid network and a 16 grid network. The results are shown in Fig. 7 and Fig. 8 , respectively. The two figures show a similar pattern in the error profile as the ones described for the 4 node grid network. Generally speaking, by comparing the results for e = 0.9 and e = 0 (representing the original ACCP), it is observed (for any of the above networks) that there is a reduction in error by approximately a factor of more than 10 3 but at twice the number of iterations.
B. EXPERIMENTAL RESULTS
In our experiments, the platform is based on a network comprising of MicaZ nodes manufactured by Memsic TM , FIGURE 7. Simulation error profiles for varying added parameter for 9 node grid topology. instrumented with 7.37MHz 8-bit Atmel Atmega128L microcontrollers are employed. The MicaZ nodes are equipped with 4kB RAM, 128kB program flash and Chipcon CC2420 radio chip which provides a 250 kbps data rate at 2.4 GHz frequency. The 7.37MHz quartz oscillator on the MicaZ board is employed as the clock source for the timer used for timing measurements. This timer operates at 1/8 of that frequency and thus each timer tick occurs at approximately every 921 kHz (approx. 1 µs). TinyOS-2.1.2 installed on Ubuntu Linux Distribution 14 is used as the base operating system for all experimental work. The CC2420 transceiver on the MicaZ board has the capability of timestamping synchronization packets at MAC layer with the timer used for timing measurements. This is a well-known method that increases the quality of time synchronization by reducing the effect of non-deterministic error sources arising from communication [20] , [28] . Packet level time synchronization interfaces provided by TinyOS are utilized to timestamp synchronization messages at MAC layer [29] , [30] . The TMilli timer [31] is used for all timing and timestamping operations in our implementation source codes. In each experiment, the test-bed is composed of Memsic TM MicaZ sensor nodes which are placed in the communication range of a reference broadcaster. The reference node periodically broadcasts query packets which are received approximately at the same time by all nodes. Each sensor node then transmits a reply packet carrying its logical clock value at the reception time of the query packet to its neighboring nodes and the base station node. The base station node is connected to a PC that collects these reply packets and forwards them through the serial port for logging. At the end of each experiment, we analyze the logged experimental data and plot error profiles using MATLAB. The realization of specific network topologies is done by forcing nodes to accept only the packets from their neighboring nodes. The experimental results of the same above three networks are shown in Table 2 . Figure 9 shows the experimental error profiles for the 4 nodes grid topology. It is observed that as e is increased from 0.1 to 0.7 , the synchronization error in the dip region decreases and there is a corresponding increase in the number of communication iterations needed to reach that dip although consistently is not as clear as the simulation results. It is also observed that, no dip appears for 0.8 and 0.9 . This is expected for a small network, although we see the steady state error approaching as predicted by the analysis in Section IV. For e = 0, the error (E) and number of iterations (k) obtained are 8 × 10 −4 and 17, respectively. For e = 0.7 , E and k are 2 × 10 −5 and 24, respectively.
The experiments are also carried out on a 9 node grid network and a 16 grid network. The results are shown in Fig. 10 and Fig. 11 , respectively. The two figures show a similar pattern in the error profile as the ones described for the 4 node grid network. Generally speaking, by comparing the results for e = 0.9 and e = 0 (representing the original ACCP), it is observed (for 9 and 16 grid networks) that there VOLUME 6, 2018 FIGURE 9. Experimental error profiles for varying added parameter for 4 node grid topology. is a reduction in error by approximately a factor of more than 200 but at the number of iterations that is nearly twice the ACCP. 
VI. COMPARISON RESULTS
In this section, we show an interesting simulation comparison of the proposed improved precision time synchronization protocol with ACCP. Also, the proposed protocol is compared experimentally with AvgPISync and EGTSP.
First, it may appear that the improved precision can be achieved by the original ACCP by reducing the communication rate . Figure 12 shows the comparison simulation results in 16 node network for node 15 for five cases: ACCP with 1 ms, ACCP with 0.1 ms, ACCP with 0.01 ms, ACCP with 0.001 ms, and the proposed improved precision protocol with e = 0.9 operating at = 1 ms. It can be observed from Fig. 12 that the proposed protocol outperforms the others with a notable margin for the synchronization error. ACCP needs to use a communication rate less than = 1µs to achieve the same error performance of the proposed protocol operating at = 1 ms. It should be noted that working with this very small communication rate of = 1µs is absolutely impractical in realtime application using simple node sensors. The communication iterations needed using the proposed protocol at e = 0.9 operating at = 1 ms is around 170 compared to 100 iterations for ACCP operating at = 1 ms and 360 iterations for ACCP operating at = 0.001 ms = 1µs. The proposed protocol is now compared experimentally with the two fully distributed protocols: AvgPISync and EGTSP. To compare the proposed protocol with these reported protocols in the literature, the main parameters considered for evaluation is the global and local synchronization errors [15] , [23] , [29] . To evaluate the synchronization accuracy for each protocol, the differences in clock values of network nodes has to be observed. We accomplish this by collecting all nodes' clock values at each communication instant, k. Network-wide synchronization error at each communication instant is then calculated using the maximum global synchronization error, E G max and the average global synchronization error, E G avg . These two error metrics provide error measures of the global synchronization accuracy for all nodes given by (22) and (23) respectively [14] .
where V is the global network vertex set and N is the number of nodes in the network. For our proposed protocol V = N while for the other compared protocol, V is not necessary same as N . V is most of the time less than N . Figure 13 shows the comparison experimental results in 16 node network using the maximum global synchronization error, E G max . Figure 14 shows the comparison experimental results in 16 node network using the average global synchronization error, E G avg . It can be observed from the two figures that the proposed protocol outperforms AvgPISync and EGTSP by a notable factor of more than 1000. Also, there is a clear dip region appearing in the proposed protocol to halt communication and save energy while there is no clear stoping region even in the steady state for AvgPISync and EGTSP.
It is worth noting that the simulation results are generated from the system equations or the theoretical algorithmic models, where there are no delays at/between the processing, update, transmission and reception of clock values. Also, in simulations, if the initial values have a large variance, the dip error is normally not as low as when the variance is small. The experimental results, however, are generated from the real-time network which is subject to latency and jitters due to both channels impairments and/or processing and update delays. Therefore, the minimum error might occur at a higher iteration. Moreover, The clock values are initiated as 32bit integers and scaled down for updates, and converted back to integer form (float values cannot be transmitted in TinyOS) before transmission and therefore has more digits as compared to the simulations where initial values are normally at 2 or 3 decimal places.
VII. ENERGY CONSUMPTION AND MEMORY REQUIREMENTS
In this section, we present an evaluation of the performance of the proposed protocol in terms of memory requirements and energy consumption. For a time synchronization protocol to operate efficiently, it must conserve resources which are deemed scarce for WSN nodes. The Random Access Memory (RAM) is the memory used to store node information obtained from the network during the execution of the protocol and therefore determines the main memory requirements of the protocol (Memsic MicaZ nodes are equipped with 4kB RAM). For each node to store the main protocol application source code, the auxiliary codes, and interfaces required to carry out synchronization, the Read-Only Memory (ROM) is needed (a limited resource that must be conserved). The core heuristics and main applications of the protocol must be effective to synchronize all network nodes but simple enough to fit on the ROM (each Memsic MicaZ node is equipped with 128kB program flash memory). Each protocol must also conserve the energy consumption of network nodes. The following parameters are crucial in conserving energy: the number of communication cycles, the CPU overhead (the CPU overhead is the time in ticks taken for a recently received synchronization message to be processed and used to update the clock of a node where 1 tick = 1 µs), and the length of synchronization messages. In Table 3 , we present the CPU overhead, the message length, the main memory (RAM), and the flash memory (ROM) requirements for the proposed algorithm relative to FTSP and FloodPISync. The table shows that the proposed protocol outperforms the other protocols. To calculate the total energy consumed, we need to combine the total required energy for transmission, reception and processing. For the Memsic MicaZ nodes employed in this work, the minimum voltage, v min required, the current consumed in transmission, i TX , the current consumed in reception, i RX and the current consumed by the microcontroller in active mode, i MCU are given in Table 4 . Given a default 11 bytes header and 7 bytes footer for TinyOS packets, the total packet length, L, of FTSP, FloodPISync, and the proposed protocol is 27, 27, and 24 bytes, respectively. Given a CPU overhead, c, and a data rate, R, of 250 kbps (Chipcon CC2420 radio chip provides a 250 kbps data rate at 2.4 GHz frequency), the total energy, E T required for each protocol can be given by;
Based on (24), the energy consumptions required for FTSP, FloodPISync, and the proposed protocols are given respectively as 130.4 µJ , 16.1 µJ , and 14.53 µJ . Therefore, it can observed that the proposed protocol consumes the least amount of energy.
VIII. CONCLUSION
In this paper, an improved precision protocol for time synchronization using average consensus control was proposed. Rigourous error analysis was first presented for the ACCP from which the proposed protocol was deduced. The proposed protocol introduces a control parameter that is a fraction of the clock rate capable of further reducing the synchronization error. The added parameter was shown to work by reducing the forced response of the synchronization error. The proposed protocol was compared with the original ACCP, AvgPISync, and EGTSP both by simulation and experiments for various grid network sizes. All results showed that the proposed protocol outperforms all these protocols by orders of magnitude less synchronization error. Also, it consumes the least amount of memory and energy relative to some existing protocols. The proposed protocol was observed to present a trade-off between synchronization accuracy and convergence time. Therefore, the proposed protocol gives flexibility in the protocol design and adds more practicality to further reduce the error at relatively large communication rate.
