Formation control deals with the design of decentralized control laws that stabilize agents at prescribed distances from each other. We call any configuration a target configuration if it satisfies the inter-agent distance conditions. It is well known that when the distance conditions are defined via a rigid graph, there is a finite number of target configurations modulo rotations and translations. We can thus recast the objective of formation control as stabilizing one or many of the target configurations. A major issue is that such control laws will also have equilibria corresponding to configurations which do not meet the desired inter-agent distance conditions; we refer to these as undesired equilibria. The undesired equilibria become problematic if they are also stable. Designing decentralized control laws whose stable equilibria are all target configurations in the case of a general rigid graph is still an open problem. We provide here new approaches to this problem, and propose a partial solution by exhibiting a class of rigid graphs and control laws for which all stable equilibria are target configurations.
I. INTRODUCTION
The design of control laws stabilizing a group of mobile autonomous agents has raised a number of issues related to the number and the type of equilibria and their relations to the level of decentralization of the system. In rigidity-based formation control, one assigns agents to the vertices of a rigid graph and specifies the target distances between the pairs of agents linked by edges. We refer to any configuration of the agents that satisfies these distance requirements as a target configuration. The rigidity of the graph thus ensures that there is a finite number of target configurations up to rotations and translations of the plane. A decentralized formation control law is thus designed to either locally or globally stabilize a subset of the target configurations. However, the decentralization constraints and geometry of the state-space make the appearance of ancillary, undesired configurations inevitable [1] . We call a control law essentially stabilizing if it only stabilizes target configurations.
The relationship between the level of decentralization and the existence of essentially stabilizing control laws has been studied in [1] , where it was shown that a certain pattern in the information flow of a formation control systems implied the existence of undesired yet stable equilibria. In [2] , it was shown that one could not locally stabilize all target configurations for a class of directed formations. Among positive results, it was shown in [3] that the triangle formation is essentially stabilizable; in [4] , [5] that if the formation graph is a tree, then the target configurations are essentially stabilizable; and in [6] , [7] that a class of acyclic directed formations is similarly essentially stabilizable. We further refer to [8] - [10] for other control models which have also addressed the issue of global convergence towards the target configurations. In general, the problem of characterizing the set of essentially stabilizing control laws is challenging; indeed, it is still an open question of classifying the rigid graphs for which there exist essentially stabilizing control laws. The contribution of this paper is thus to exhibit a class of undirected graphs, termed triangulated Laman graphs, and an associated class of essentially stabilizing control laws for which all stable equilibria are target configurations. Moreover, along the analysis, we provide a new approach for investigating this type of problems, which may be of independent interest.
We now describe the model in precise terms. Let G = (V, E) be an undirected graph with vertex set V := {1, · · · , N} and edge set E. Two vertices are said to be neighbors if there is an edge joining them. We denote by V i the set of neighbors of vertex i. Let x i ∈ R 2 , i = 1, . . . , N, be the coordinate of agent i. With a slight abuse of notation, we refer to agent i as x i . For every edge (i, j) ∈ E, we let d i j be the distance between agents x i and x j :
and denote by d i j the target distance. The equations of motion of the N agents x 1 , · · · , x N in R 2 are given bẏ
Each function u i j d i j , d i j is assumed to be continuous differentiable in both arguments. For a fixed d i j > 0, the function u i j d i j , d i j takes the distance d i j as the state feedback. Often, the feedback control laws u i j are designed so that each u i j ·, d i j has a unique zero at d i j , i.e.,
In other words, if all pairs of agents x i and x j , with (i, j) ∈ E, reach their target distances d i j , then the entire formation is at an equilibrium. It is known that system (1) is a gradient dynamics (the potential function will be given in section II). We can thus rephrase our goal of obtaining an essentially stabilizing control law as designing a potential function whose local minima are all target configurations. The remainder of the paper is organized as follows. In section II, we recall some known facts about the system convergence and the associated potential function. We also introduce the triangulated Laman graph, and state the main result of the paper. Specifically, the main theorem characterizes a set of control laws for the formation control system, which essentially stabilize the target configurations. Sections III is devoted to the proof of the theorem. A detailed organization of the section will be given after the statement of the main theorem. We provide conclusions in Section IV.
II. PRELIMINARIES AND THE MAIN THEOREM
A. The control laws and the system convergence Let G = (V, E) be an undirected graph with N vertices. We define the configuration space P G of the system as
Equivalently, P G is the set of embeddings of the graph G in R 2 whose adjacent vertices have distinct positions. We call a pair (G, p) a framework. Let G = (V , E ) be a sub-graph of G, and we denote by (G , p ) the framework obtained from (G, p) by only considering vertices and edges of G . We refer to p the sub-configuration associated with G .
We now introduce the class of control laws that is studied in this paper. Let R + be the set of positive real numbers, and let C 1 (R + , R) be the set of continuous differentiable functions from R + to R. We assume the following condition is satisfied for the remainder of the paper: We assume that the control laws u i j ·, d i j in (1) are functions in U .
An example of a control law u i j ·, d i j ∈ U , satisfying conditions C1 and C2, is given by:
which is similar to the gradient control law [11] scaled by 1/ x i − x j 2 . We provide below some explanations of the two conditions in Assumption 1. For convenience, we let
First, note that the function x f (x) shows up in both conditions C1 and C2 because if f is an interaction law between a pair of agents, then x f (x) represents the actual attraction/repulsion between them. Also, condition C1 implies that x f i j (x) is a monotonically increasing function, so it is a repulsion at a short distance, and an attraction at a long distance. Condition C2 is introduced because it prevents collisions of adjacent agents along the evolution, so then the solution of system (1), with any initial condition in P G , exists for all time. Moreover, we have established in [12] the following fact: Lemma 1. If each f i j is in U , then the set of equilibria of system (1) is a compact subset of P G . Furthermore, for any initial condition p(0) ∈ P G , the solution p(t) of system (1) converges to the set of equilibria.
B. The potential function and its invariance
An important property of the class of systems (1) is that the dynamics of the agents are gradient flows. The associated potential function is given by
Note that the potential function Φ depends only on the relative distances d i j , thus it is invariant if we translate and/or rotate the entire configuration in R 2 . We will now describe this property in precise terms. The special Euclidean group SE(2) has a natural action on the configuration space. Recall that γ in SE(2) can be represented by a pair (θ , v) with θ a rotation matrix, and v a vector in R 2 . With this representation, the multiplication of two elements
The action of SE(2) on P G mentioned above is defined as follows: given γ = (θ , v) in SE(2) and p = (x 1 , · · · , x N ) in P G , we let
Let O p be the orbit of SE(2) through p ∈ P G :
Then, the potential function Φ is invariant over an orbit:
Denote by ∇Φ the gradient of Φ. An immediate consequence of the invariance of Φ under the group action (3) is that
where diag(θ , · · · , θ ) is a block diagonal matrix with N copies of θ . Since diag(θ , · · · , θ ) is invertible, when p is an equilibrium of system (1), then so is p in O p . We thus refer to the orbit O p as a critical orbit if ∇Φ(p) = 0. Let O p be a critical orbit, and denote by H p the Hessian of Φ at p, i.e.,
The following Lemma presents well-known facts about the Hessian matrix of an invariant function: We refer to [13] for more facts about equivariant dynamical systems. In our case, if p = γ · p for γ = (θ , v), then
Also, each critical orbit O p for p ∈ P G is of dimension 3. From Lemma 2, there are at least three zero-eigenvalues of H p . A critical orbit O p is said to be nondegenerate if there are exactly three zero eigenvalues of H p , and further, exponentially stable if all the other eigenvalues are positive. A potential function Φ is said to be an equivariant Morse function if there are only finitely many critical orbits, and moreover, each critical orbit is nondegenerate.
C. Triangulated Laman Graphs
Let G = (V, E) be an undirected graph. Let the distance function ρ G :
is a finite set modulo translations and rotations. The graph G is called minimally rigid if it is not rigid after taking out any of its edges [14] . A Laman graph is a minimal rigid graph in R 2 .
It is well known that every Laman graph can be obtained via a so-called Henneberg sequence; a Henneberg sequence {G i } is a sequence of minimally rigid graphs obtained via two basic operations: edge-split and vertex-add. Precisely, start with a graph G 0 of only two vertices joined by an edge. Then, the graph G i has (i + 2) vertices and (2i − 3) edges, obtained from G i−1 by applying one of the two operations. We refer to [15] for more details about these operations.
We define triangulated Laman graphs as those graphs obtained by imposing constraints on the type of operations allowed: we start with a graph G 0 with two vertices connected by one edge. The graph G i in the sequence is obtained from G i−1 by adding a vertex and attaching it to two adjacent vertices with two new edges. In other words, only the operation of vertex-add is allowed in the Henneberg construction, and in addition, the new vertex cannot be adjacent to two arbitrary vertices, but rather to two vertices connected by an existing edge. See Figure 1 for an illustration.
Let G be a triangulated Laman graph. We say that a subgraph G of G is a 3-cycle if G is a complete graph of three vertices. A framework (G, p) is said to be strongly rigid (or simply p is strongly rigid) if p satisfies the following condition: if vertices i, j and k of G form a 3cycle of G, then the triangle formed by agents x i , x j and x k is nondegenerate, i.e., Note that if p is strongly rigid, then so is any p ∈ O p . Hence, there is no ambiguity by saying that an orbit O p is strongly rigid. Let ρ G be the distance map defined by (4). A framework (G, p) is said to be infinitesimally rigid [15] (or simply, p is infinitesimally rigid) if
We here note a fact without proof that strongly rigid configurations are infinitesimally rigid, and they form an open dense subset of P G . Let p be a strongly rigid configuration. Suppose that vertices i, j and k form a 3-cycle of G; then
We say that the distances d i j | (i, j) ∈ E satisfy the triangle inequalities associated with G. Conversely, if the set of target distances d i j | (i, j) ∈ E satisfy the triangle inequalities, then there are strongly rigid configurations satisfying the condition that d i j = d i j for all (i, j) ∈ E; indeed, by following a Henneberg construction, we see that there are 2 N−2 strongly rigid orbits of configuration satisfying these conditions. We note here that this triangularised formation structure has also been considered in a class of acyclic directed formation control models (see, for example, [6] , [7] , [16] ), and the authors there have also addressed the issue of global convergence of target configurations. However, the analysis there can not be applied here; indeed, in an acyclic directed formation control model, there is a leader-follower structure which implies that the dynamics of the system has a triangular structure, i.e., the dynamics of the leader feeds into the dynamics of the follower but not the other way around. Yet, in an undirected formation control model, there does not exist such a leader-follower structure, and hence system (1) does not have a triangular structure.
With the preliminaries above, we state the main result of the paper: Theorem 1. Let G = (V, E) be a triangulated Laman graph and let the target distances d i j | (i, j) ∈ E satisfy the triangle inequalities associated with G. Let u i j ·, d i j ∈ U , for all (i, j) ∈ E, be such that the potential function Φ defined in (2) is an equivariant Morse function. Then, 1) A critical orbit O p of system (1) is exponentially stable if and only if it is strongly rigid. There are 2 N−2 stable critical orbits each of which satisfies the condition that d i j = d i j for all (i, j) ∈ E. 2) For almost all initial conditions p(0) ∈ P G , the trajectory p(t) converges to one of the 2 N−2 stable critical orbits.
The implication of the above is that the control laws considered in Theorem 1 are essentially stabilizing the target configurations. The next section is devoted to the proof of Theorem 1. In Section III-A, we introduce an edge-set partition (called the independence partition), which decomposes a framework (G, p) into sub-frameworks {(G i , p i )} m i=1 with each G i a triangulated Laman graph and p i a line subconfiguration. We also describe relevant properties of this edge-set partition. In Section III-B, we compute the Hessian of Φ at critical points. In particular, we provide a formula for computing the signature of the Hessian, which might be of independent interest.
III. INDEPENDENT PARTITION AND EVALUATING THE SIGNATURE OF THE HESSIAN A. Independent partition
In this section, we introduce the independent partition of a framework (G, p), for G a triangulated Laman graph and p ∈ P G . It is a partition of the edge-set of G such that, roughly speaking, edges that are aligned (with respect to the embedding p) are belong to the same subset. Specifically, the independent partition associated with (G, p) can be defined via a Henneberg construction for G, and we give below a precise definition: Definition 1. Let (G, p) be a framework, with G a triangulated Laman graph and p ∈ P G . Choose a Henneberg construction of G, and label the vertices of G with respect to the order in which they appear in the sequence. We constructed the independent partition of (G, p) as follows:
1) Base case. Start with the subgraph G of G comprised of vertices {1, 2}. Since there is only one edge (1, 2) , the partition is trivial. 2) Inductive step. Assume that G = (V , E ) is the subgraph of G comprised of vertices V = {1, · · · , n − 1}, and that we have partitioned E as
Suppose that in the chosen Henneberg construction, vertex n links to vertices i and j via edges (i, n) and ( j, n). Without loss of generality, we assume that (i, j) ∈ E 1 . Then, there are two cases: a) If x i , x j and x n are aligned; then update the partition by adding (i, n) and ( j, n) into E 1 . b) If x i , x j and x n are not aligned; then update the partition by adding two singletons as
Following the Henneberg construction, we derive the independent partition of (G, p). Fig. 2 . An example of the independent partition. We see from the left figure that the graph G is a triangulated Laman graph as we label the vertices with respect to a Henneberg construction, and p is a planar configuration with x 1 , x 2 , x 3 aligned, and x 3 , x 4 , x 5 aligned. Then the independent partition of (G, p) is given by the right figure. An illustration of the independent partition is made in Fig. 2 . We here note that the independent partition of (G, p) does not depend on the choice of a Henneberg construction of G, and hence is well defined. We refer to [17] for a proof of this fact. We now describe some relevant properties about the independent partition. We first have the following definition: E ) be a subgraph of G. A formation control system is said to be induced by G if it is a sub-system of (1), comprised of agents x i , for i ∈ V , together with the interaction laws f i j , for (i, j) ∈ E . Specifically, the equations of motion for the agents in the induced sub-system are given by:ẋ
with V i the neighbors of i in G .
Note that the sub-system (5) is also a gradient system, with the potential function given by:
and we call Φ the potential function induced by G .
Let (G, p) be a framework, and let {E 1 , · · · , E m } be the disjoint subsets of edges associated with the independent partition of (G, p). Let G i = (V i , E i ) be a subgraph of G, with V i the set of vertices incident to edges in E i . We call {(G i , p i )} m i=1 the frameworks associated with the independent partition of (G, p). With the definitions and notations above, we establish the following fact: Proposition 1. Let (G, p) be a framework, with G a triangulated Laman graph and p ∈ P G . Let {(G i , p i )} m i=1 be the frameworks associated with the independent partition of (G, p). Then, the following properties hold:
1) Each G i is a triangulated Laman graph.
2) Each (G i , p i ) is a line framework.
3) If p is an equilibrium of system (1), then each p i is an equilibrium of the sub-system induced by G i .
We refer to [17] for more properties of the independent partition, as well as a proof of Proposition 1.
B. Evaluating signature of the Hessian
In this section, we provide a proof of Theorem 1. We first provide a formula for computing the signature of the Hessian matrix. We have the following definition: Definition 3. Let p be in P G , and H p be the Hessian of Φ at p. Let n + (H p ), n 0 (H p ), and n − (H p ) be the numbers of positive, zero, and negative eigenvalues of H p , respectively. We define the signature of H p as n(H p ) := (n + (H p ), n − (H p ), n 0 (H p )) Note that from Lemma 2, the signature of H p is invariant as p varies over O p . Also, note that in terms of the signature, a critical orbit O p is exponentially stable if and only if n(H p ) = (2N − 3, 0, 3).
Let (G, p) be a framework, with G a triangulated Laman graph and p ∈ P G . Let
, be the frameworks associated with the independent partition of (G, p). Let V i = {i 1 , . . . , i |V i | }; for each i = 1, . . . , m, we let
Similarly, we let the special Euclidean group SE(2) act on P G i , and denote by O p i the orbit of p i in P G i . Denote by S i the sub-system of (1) induced by G i . We recall that each S i is a gradient system, with the potential function Φ i given by
Note that from Proposition 1, if O p is a critical orbit, then each O p i ⊂ P G i is a critical orbit of S i . Let H p i be the Hessian of Φ i at p i , and n(H p i ) be the signature of H p i . With the definitions and notations above, we state the following fact: Proposition 2. Let (G, p) be a framework, with G a triangulated Laman graph and p ∈ P G an equilibrium of system (1) .
be the frameworks associated with the independent partition of (G, p). Let Φ i be the potential function induced by G i , and H p i be the Hessian of Φ i at p i . Then,
In particular, O p is exponentially stable if and only if each O p i is exponentially stable.
We refer to [17] for a proof of Proposition 2. From Proposition 2, we see that to establish Theorem 1, it suffices to understand the signature of H p for p either a strongly rigid configuration, or a line configuration. The next corollary deals with the first case: Corollary 1. Let O p be a critical orbit of system (1), and assume that p is strongly rigid. Then, under the assumption of Theorem 1, O p is exponentially stable. Moreover, the distance between x i and x j in p is the target distance d i j for all (i, j) ∈ E.
be the frameworks associated with the independent partition of (G, p). Since p is strongly rigid, each subgraph G i = (V i , E i ) has only two vertices. In particular, we have m = 2N − 3. Also, note that each p i is a sub-configuration of two agents, and by Proposition 1, is an equilibrium of the sub-system induced by G i . Hence, for all (i, j) ∈ E, we have f i j (d i j ) = 0, which implies that d i j = d i j .
We now compute the signature of H p i . Suppose that p i consists of agents x j and x k ; then the potential function Φ i induced by G i is given by
From Lemma 2, we may rotate and/or translate p so that both x j and x k are on the first coordinate. Then, by computation, H p i is a 4-by-4 matrix given by
and moreover, from condition C1 in Assumption 1, we have Now, appealing to Proposition 2, we obtain
Then, by the argument of dimensionality, we conclude that
which implies that O p is exponentially stable.
We now focus on the case where p ∈ P G is a critical line configuration. We compute below the Hessian matrix H p . It is computationally convenient to collect the same coordinates of agents. To this end, we re-arrange the entries of p as follows: write x i = (a i , b i ), for a i and b i scalars, and define a := (a 1 , . . . , a N ) and b := (b 1 , . . . , b N ) , we then let p := (a, b)
By Lemma 2, we can assume, without loss of generality, that the line configuration p is on the first coordinate, i.e., we assume that b = 0. Then, by computation, the Hessian H p is a block-diagonal matrix:
where D p and F p are N-by-N symmetric, zero-row/columnsum matrices. The off-diagonal entries of D p and of F p are given by
and
The diagonal entries of D p and F p are then determined by the condition that their rows/columns sum to zero. Note that from condition C1 in Assumption 1, all offdiagonal entries of D p are non-positive. Hence, D p is the negative of an infinitesimal stochastic matrix, and hence the eigenvalues of D p are non-negative. Yet, for the matrix F p , we have the following fact:
Proposition 3. Let G be a triangulated Laman graph of N vertices with N ≥ 3. Suppose that each interaction law f i j = u i j ·, d i j is in U , with d i j | (i, j) ∈ E satisfying the triangle inequalities associated with G. Let p be a critical line configuration of system (1) , which lies on the first coordinate. Let F p be defined in (8) , then n − (F p ) ≥ 1.
We refer to [17] for a proof of Proposition 3. With the results above, we are now in a position to prove Theorem 1.
Proof of Theorem 1. Let p be an equilibrium of system (1) . From Corollary 1, if p is strongly rigid, then O p is exponentially stable. We now assume that p is not strongly rigid, and show that O p is unstable. Let {(G i , p i )} m i=1 be the frameworks associated with the independent partition of (G, p); without loss of generality, we assume that p 1 contains at least three agents. Since p is an equilibrium of system (1), from Proposition 1, p 1 is an equilibrium of the sub-system induced by G 1 . Then, from Proposition 3, we have n − (H p 1 ) ≥ 1. Now, appealing to Proposition 2, we have n − (H p ) ≥ n − (H p 1 ) ≥ 1, which implies that the orbit O p is unstable. We have thus proved that a critical orbit of system (1) is stable if and only if it is strongly rigid. From Corollary 1, the set of stable critical orbits is characterized by the condition that d i j = d i j for all (i, j) ∈ E, and hence there are as many as 2 N−2 stable critical orbits in total. The convergence of system (1) follows from Lemma 1. This completes the proof.
IV. CONCLUSIONS
Design of control laws that only stabilize the target configurations of a formation is known to be a challenging problem. Indeed, the conjunction of the decentralization constraints and the nonlinear nature of the dynamics lead to the appearance of undesired equilibria in the system. Counting these equilibria in general is a difficult and open problem, let alone characterizing them. Some efforts have been made (see, for example, [18] - [20] ), yet not complete. In this paper, we have provided a partial solution by exhibiting a class of undirected graphs and control laws for which only desired configurations are stable. We have furthermore derived a formula (6) in Proposition 2, computing the signature of the Hessian, which may be of independent interest. Future work may focus on characterizing the essentially stabilizing control laws for an arbitrary rigid graph.
