S U M M A R Y Polso synthetic seismograms were computed for a variety of oceanic structures in order to model data from an t?zb = 5.7 earthquake, recorded during the OSS IV seismic experiment. Satisfactory modelling of Polso waveshapes and frequency content was achieved with no lateral heterogeneity, but with a small random vertical heterogeneity in the mantle, superimposed on a mean velocity structure which is consistent with seismic refraction data. The random heterogeneity in the P and S velocities appears to be about 2 per cent with a scale length of 5 km. This kind of heterogeneity is easily achieved by varying slightly the major mineral components in either the peridotite or eclogite mantle mineralogy and can be another cause of observed upper mantle anisotropy.
Philippine Sea and many other parts of the deep ocean basins. References to most of these studies may be found in Molnar & Oliver (1969) , Walker (1977) , Talandier & Bouchon (1979) , McCreery (1981) , Ouchi (1981) , Ouchi, Nagumo & Koresawa (1981) , Bibee (1983) and . It is now generally believed that these phases travel very efficiently throughout the laterally homogeneous geophysical provinces of the world oceans, such as the deep ocean basins. However, their propagation is quite inefficient across ocean ridge systems, trenches and island arcs. So far Po and So have been recorded at least to distances of 3680 and 3660 km, respectively (Walker & Sutton, 1971) .
Polso phases are unusual in comparison to other seismic phases. First, they are much more prominent, and have much higher signal-to-noise ratios, than the direct P or S phases. Second, their frequency content is much higher than that of other phases. At 2000 km distance, the observed frequencies of Po and So are as high as 30 and 35Hz, respectively, and at 3300 km, they are as high as 15 and 20 Hz, respectively. Third, although So has a slightly higher frequency content than Po, the former is often completely absent and the Po wavetrain is usually much longer than the So wavetrain. Fourth, observations suggest that Polso velocities depend on lithospheric age. An account of these observations may be found in Walker (1977 Walker ( , 1981 Walker ( , 1982 Walker ( , 1984 , Sutton & Walker (1972) , Walker et al. (1978) , Walker, McCreery & Sutton (1983) , Walker & McCreery (1985 , 1987 and McCreery (1981) . Recent observations also suggest anisotropic propagation velocities in Po /So (Shimamura & Asada 1983; Butler 1985) .
Some attempts to explain the generation and propagation of Polso have been made through qualitative studies and quantitative computer modelling. The nearly constant propagation velocity and low attenuation of these phases led scientists to regard PolSo as guided waves in the high-Q lithosphere, overlying the low-Q and low-velocity asthenosphere (Shurbet 1962 (Shurbet , 1964 Bath 1966; Oliver & Isacks 1967; Molnar & Oliver 1969; Mitronovas, Isacks & Seeber 1969; Walker & Sutton 1971; Sutton & Walker 1972; Barazangi, Isacks & Oliver 1972; Hart & Press 1973; Talandier & Bouchon 1979) . Kind (1974) used the reflectivity method of Fuchs & Muller (1971) to generate phases similar to Polso, simply by assuming that the lower part of the lithosphere consists of alternating high-and low-velocity layers. Fuchs & Schultz (1976) used the same technique to explain that such phases could be generated if the lower part of the lithosphere consists of thin high-velocity layers and overlies a low-velocity asthenosphere. Stephens & Isacks (1977) showed that the Earth's sphericity creates an effective waveguide for SH above the low-velocity zone of the upper mantle. They also showed that modes with group velocity maxima greater than 4.7kms-' (the group speed of So) have substantial displacements in the low-velocity zone for periods above lSseconds, but not for periods of less than this. They suggested that this sphericity waveguide permits high frequency propagation up to a distance of 4500km. Mantovani et al. (1977) carried out similar computations to show that So could be generated both with or without low-velocity zones and that in the case of models without low-velocity zones, the later part of the So wavetrain samples structure as deep as the 420-km discontinuity. Menke & Richards (1980) interpreted Po as a sum of whispering gallery waves for models similar to those of Stephens & Isacks (1977) . All these efforts explained some of the features exhibited by PolSo in terms of their velocities and arrival times. However none could successfully model the long coda duration that characterizes these phases. Gettrust & Frazer (1981) first used the reflectivity technique to correctly model the traveltime as well as the first 15-20 s of the Po wavetrain up to a distance of 900 km, for a typical oceanic model obtained from seismic refraction studies in the Pacific. Though their computation was over-simplified, as they included only one free surface multiple, it matched the data well. Menke & Chen (1984) , from their studies of acoustic wave propagation in a randomly layered medium, suggested that Polso might consist predominantly of forward scattered coda off a randomly layered mantle. Sereno & Orcutt (1985) used a model similar to that used by Gettrust & Frazer (1981) and computed synthetics for both Po and So up to a distance of 1OOOkm and a frequency of 6.4Hz. Their analysis of both real and synthetic PolSo signals showed that multiple reverberations within the sediment and the water column can explain many features of the Polso spectra. However, all the conclusions of Sereno & Orcutt (1985) were based on a single velocity model, the same model used by Gettrust & Frazer (1981) . Moreover, Sereno & Orcutt (1985) Gettrust & Frazer (1981) model with a more appropriate frequency-dependent Q structure in the lithosphere to model PolSo data collected from the 1983 Ngendei Seismic Experiment in the southwest Pacific. Their modelling showed that the characteristic shapes of PolSo spectra are due to water-sediment reverberation. The modelling experiments presented in this paper (discussed below), indicate that although watersediment reverberation is important in lengthening the PolSo coda, the fine-scale vertical structure in the oceanic lithosphere is equally important. The fine-scale lithospheric structure homogenizes the PolSo coda in the time domain, spreading coda energy into the gaps between the water-sediment reverberations. So far, there has been no oceanic velocity model that is able to fit the observed Polso wavetrain in the time domain, or in the time-frequency display often used to display Po /So observations. Computer runs using more realistic models than that used by Gettrust & Frazer (1981) and Sereno & Orcutt (1985 ,1987 up to much higher frequencies and greater distances are required for this purpose. Unfortunately, the cost of computing such synthetics is large even for stratified models, partly because of the large source-receiver distances, measured in wavelengths, and partly because of the observed frequency dependence of Po and So Q's. It is known that reflectivity codes can be vectorized if the frequency dependence of velocities is neglected (Phinney, Odom & Fryer 1988; Odegard, M. E., personal communication) . However, as the Q, and the fall-off rate, of PolSo appear to vary with frequency (Brandsdottir 1986; Novelo-Casanova & Butler 1986 , Sereno & Orcutt 1987 it seems desirable to take account of the frequency dependence of seismic velocities. Recently, Mallick & Frazer (1986 showed how reflectivity codes can be made to vectorize even when the seismic velocities are frequency dependent. Applications of their method to the modelling of marine seismic refraction data were given in Duennebier & Mallick (1985) , Duennebier et al. (1987), and Sen et al. (1988) . In this paper their method is used to synthesize Polso seismograms for a variety of oceanic models for comparison with PolSo data recorded during the OSS IV experiment ).
A REFLECTIVITY CODE FOR MODELLING P o / S o
Computation of PolSo synthetic seismograms with present hardware requires a relatively efficient reflectivity code. The factors which affect the speed of computation are:
(1) the reflectivity function must be adequately sampled in wavenumber, in order to avoid distance aliasing on transformation into the offset domain, (2) often a time series much longer than the signal of interest must be computed in order to avoid time aliasing, (3) velocity gradient zones are often approximated by many thin layers.
The experience of many workers, reviewed and summarized by Mallick & Frazer (1985 ,1987 , has shown that:
(1) the use of a generalized Filon's method (e.g. Frazer 1978; Frazer & Gettrust 1984) for wavenumber integration allows a larger step size in wavenumber, (2) the use of complex frequencies (Phinney 1965 ) avoids computing a time-series longer than the signal of interest, (3) the careful use of phase integrals in gradient zones enhances the computation speed without loss of accuracy.
Mallick & Frazer (1986 have also shown that if the wavenumber loop is made the innermost loop and the frequency loop is made the outermost loop, with the layer loop intermediate to these two loops, then reflectivity codes can be efficiently vectorized on a CRAY X-MP system, even when frequency-dependent velocities are used. The speed and efficiency of this type of code make it suitable for modelling PolSo wavetrains.
MODELLING OF P o l s o D A T A RECORDED AT O S S I V
In this section, we present a series of numerical experiments using the reflectivity code described above. Our objective was to model the PolSo signal recorded from an earthquake during the OSSIV seismic experiment. The details of this seismic experiment have been reported elsewhere (see Duennebier et al. 1987; but are briefly summarized here for completeness.
The ocean sub-bottom seismometer (OSS IV) was emplaced by HIG scientists at hole 581 C, following DSDP Leg88. The hole drilled through 356m of sediment and about 22m of basalt. The instrument package, which consisted of a vertical 4.5Hz geophone stack and two orthogonal horizontal 4.5 Hz geophone pairs, was clamped about 20m above the basalt. During a period of 64 days, from 1982 September 11 to 1982 November 17, OSSIV recorded 660 earthquakes, of which 59 were reported by the National Earthquake Information Service (NEIS). Many of these earthquakes generated distinct PolSo arrivals. Fig. 1 shows a location map of the OSSIV site. The data, originally recorded on analogue magnetic tapes, were later digitized at a rate of 80 sampless-'. Fig. 2(a) 39 km, best double couple; M, = 9.3 X NP1: strike = 204", dip = 19", slip = 50". NP2: strike = 66", dip = 76", slip = 103". The reported epicen'tre Lies at a distance of 8.47" (-941 km) and at an azimuth,of 274.9" from the OSSIV site. This data trace is of extremely good quality and many of the numerical experiments described below were made in an attempt to model this Polso trace. Since the recorded horizontal motions were clipped and relatively noisy for this earthquake, as well as for the other earthquakes whose focal mechanisms solutions are reliably known, we restricted our modelling to the vertical geophone response only. In Fig.  2 (b-f), this vertical response is replotted after filtering with frequency-domain Hanning windows of 0-25.6, 0-12.8, 0-6.4, 0-3.2 and 0-1.6Hz [see Mallick & Frazer (1987) for the details of the Hanning window]. This allowed us to determine approximately the maximum frequency content of the data and the frequency window within which Po and So are clearly observed. A comparison of the raw data and the data filtered with different windows shows that there is little energy above noise beyond 25 Hz and that 6 Hz energy must be included in order to observe distinct So arrivals. We therefore computed synthetics for all the trial models up to 6.4 Hz, convolved the computed response with the OSS IV instrument response function (Fig. 3 shows the instrument response function with formula), filtered with a 0-6.4 Hz Hanning window, and compared the results with the observed data filtered in the same way. For the model which best fits the data up to 6.4 Hz, synthetics were computed to higher frequencies. Unless otherwise specified, all the synthetics shown are scaled so that each trace has the same maximum amplitude. We now review some earlier seismic velocity models for the area of the OSS IV site. The model used by Gettrust & Frazer (1981) to compute Po synthetics was consistent with prior refraction studies in this area. As very little information about Q was available at that time, Gettrust & Frazer (1981) used a constant Qp of 5000 and Q, of 2500 throughout the crust and lithosphere. Sereno & Orcutt (1985) modified the model of Gettrust & Frazer (1981) (1987) , studied the OSSIV refraction data and nearby OBS data obtained from the Soviet airgun shots and obtained a crustal model for the OSS IV area (Fig. 4) . Even the fine-scale features of the OSS IV model of Duennebier et al. (1987) were very strongly constrained by the data, and so the OSS IV model shown in Fig. 4 is thought to be an accurate model for the crust in this area. This model also used a frequency-dependent Q structure, using a generalized Strick's power law with a reference frequency of 1 Hz, a = 0 . 1 and E =0.001. A detailed account of these parameters may be found in Strick (1967 Strick ( ,1970 and Mallick & Frazer (1987) . It was therefore thought reasonable to fix the OSSIV model for the crust and to vary the mantle structures, from GF(SOQ), PREM and AS models, in our preliminary trials. These three preliminary models are shown in Fig; 5 (a), (b) and (c) and a comparison of the observed data with the synthetics computed using these models is shown in Fig. 6 . It can be seen that none of these models generates enough So amplitude. Even though the velocity gradient in the PREM mantle was extended to great depth, there is not much difference between the Po coda Downloaded from https://academic.oup.com/gji/article-abstract/100/2/235/802821 by guest on 15 April 2019 
P-wave velocity (CL), P-wave Q(QL), S-wave velocity (CT), S-wave Q(QT), density (RHO) and Poisson's ratio (POISSON RAT)
as a function of depth for (a) GF(SOQ), (b) AS, and (c) PREM models. obtained from the GF(S0Q) mantle and that from the PREM mantle, with the indication that only the first few hundred kilometres of the mantle are involved in the propagation of Polso. Neither the GF(S0Q) nor the PREM mantle gives a long enough Po coda. The AS model
gives a longer Po coda, but its traveltimes are inconsistent with the data. The longer Po coda obtained from the AS model suggests that the upper mantle structure given by this model may be more correct, although the velocities must be changed in order to match the traveltimes correctly. The relatively low amplitude ratio of So to Po suggests that the ratio of Q, to Q p in the lithosphere may be too low in all three models. In all the above models, a frequency dependence of Q similar to that of the OSS IV crustal model was assumed, with Q p and Q, set at 600 and 300, respec .ively, at the reference frequency of 1 Hz. In the AS model, where there is a low-velocity zone, Q p and Q, of 200 and 100, respectively, were used with a similar frequency dependence.
In the next modelling attempt the frequency dependence remained the same, but Q p and Q, were raised at the reference frequency to loo0 and 800, respectively, except in the LVZ, where Q p and Q, were raised to 600 and 300, respectively. After a few trials we obtained model NM-1, shown in Fig. 7 , which improved the quality of the Po and A possible explanation for the long coda duration of Polso was first given by Fuchs & Schultz (1976) . Their computation suggested that such coda could be generated if the lower part of the lithosphere consists of thin high-velocity layers overlying a low-velocity asthenosphere. Wenzel, Sandmeier & Walde (1987) explained the complex nature of the seismic reflection and refraction data by using thin random layers in the lower crust. In order to improve upon the coda, we hypothesize that upper mantle velocities are random, with a certain standard deviation from mean velocity-depth functions; this randomness is due to a variable intermixing of two mineral assemblages with velocities at the upper and the lower limits of the randomness. This means that a uniform probability density function for velocity variations is more appropriate than a Gaussian distribution. Furthermore, because temperature and pressure gradients in the mantle are nearly vertical, the scale length of mantle heterogeneity is likely to be much larger in the horizontal direction than in the vertical direction. Thus our model of the mantle consists of many thin horizontal layers, which behave like thin lenses, with aspect ratios greater than about fifty. Technically the seismic response of such a mantle cannot be modelled with a reflectivity code because the code assumes the layers to be infinite in length. However, scattering studies using random layers (Menke 1983; Menke & Chen 1984; Menke, W., personal communication) have shown that a surprisingly small number of layers is needed before one random velocity process gives the same seismic response as another such process. This being the case, a reflectivity code may safely be used to model the thin lens medium described above providing the vertical scale length of the heterogeneity, i.e. the thickness of the lenses, does not change with x. To understand this point, consider the velocity function beneath the source and the velocity function beneath the receiver. In general their random components will be different, but, as both random components give the same seismic response, just one of them may be used at both the source and the receiver and the same seismogram will still be obtained.
The probability density function used here for the random component of velocity in each mantle layer is
in which v, is the variation of velocity in per cent and d is the standard deviation of the distribution p(vl). For example, if V, in a layer is 8.1 and a value of v1 is drawn from the distribution p(vl) then the value of V, used in place of 8.1 is 8.1(1+ v,/100).
As V, and V, are assumed to be correlated, the same value of v1 is used for both. Therefore two parameters are supplied to the computer: (i) the standard deviation, d, from the mean velocity value (in per cent) and (ii) the thickness of each layer having random velocities, i.e. the vertical scale length of the randomness. A random model is generated from a given mantle background velocity model by introducing thin layers with thicknesses equal to the vertical scale length, and with velocities randomly distributed about the mean given by the background model velocities. When P-and S-wave velocities are random the density is also expected to be random. However, any such randomness in density is expected to be too small to affect the computed synthetics. Therefore, the density was not randomized.
The vertical scale length was finally fixed at 5 km after various scale lengths had been tried, and subsequently only the percentage of randomness was changed. To the model NM-1 shown in Fig. 7 , d = 1 per cent randomness was introduced in the mantle, and the result is shown in Fig. 8 . This gave only a small increase in the coda from that of the equivalent non-random model. Fig. 9 shows the results of increasing the randomness to d = 2 per cent in model NM-1. Although it still decays too rapidly, the Po coda of the synthetic now resembles the Po coda of the data to a much greater extent. The So coda of the synthetic still contains far less energy than the So of the data. Earlier modelling experience, with non-random models, suggested that changing the behaviour of Q as a function of frequency could be used to improve the So amplitude. Changes in Q that were uniform across the frequency band gave incorrect relative amplitudes of Po to So. Moreover, as mentioned earlier, model NM-1 does not give very accurate Po and So arrival times. Either model NM-1 must be modified or we must begin with a different model that gives better arrival times. Inspection of the GF(S0Q) model (Fig. 5a ) and the synthetics computed using this model (Fig. 6) shows that even though this model does not generate good coda, it does give fairly accurate arrival times. The result of randomizing GF(S0Q) is shown in Fig. 10 . The randomized GF(S0Q) has good codas and arrival t i~e s .
However, a careful look at the record section plot, (Fig. lob) , reveals that the randomized GF(S0Q) mantle has a new phase, travelling with a velocity greater than 8.5 km s-'. As this high-velocity phase is not present in the data, we rejected the GF(S0Q) mantle and continued work on NM-1.
To improve the arrival times and amplitudes, both the mantle velocities and the Q structure of NM-1 were modified. The resulting model is referred to as NM-2. The Q structure for NM-2 was taken from the recent observational work of Butler et al. (1987) who used Po/So data from the Wake Island array to estimate mantle Qp and Q, as a function of frequency. They found that mantle Qp is roughly proportional to f " ' (f = frequency) and rises from 300 at 2.5Hz to 1500 at 17.5Hz. Mantle Q, on the other hand was reported to be roughly proportional to f'.', rising from about 400 at 2.5 Hz to about 3000 at 22.5 Hz. In order to treat frequency-dependent attenuation it is convenient to make use of some attenuation law, e.g. the absorption band law (Liu et al. 1976) or Strick's power law (Strick 1967 (Strick , 1970 and to choose parameters such that Q, and Q, come out as desired. For example, Butler el al. (1987) fitted an absorption band model to data from the western Pacific. As in our earlier computations, we used an extended Strick's power law and found that the choices u=0.7, ~= 0 . 0 0 1 , and Qp=300 (at fr=2.5Hz) for P-waves and u = 1.1, (4) At around 60km below Moho, V, and V, drop to 8.0065 and 4.5796kms-', respectively. Q, in this zone vanes from 100 at f = 1 Hz to about 180 at f = 15 Hz whereas Q, varies from 50 at f = 1 Hz to about 100 at f = 15 Hz. For P, this low-velocity low-Q zone extends down to 85 km, whereas for S it continues to 160 km below Moho (see Fig. 13a for details) .
( 5 ) Below the LVZ, V, and V, increase gently with depth, at a rate which is difficult to infer from the Polso data. Qp and Q, in this zone seem to have a frequency dependence similar to that of the LID. Modelling indicates that the gentle gradient in this zone is required by the observations.
The agreement of data and synthetic in Fig. 12 , while not perfect, is significantly better than the agreement in any of the other figures. Fig. 14 shows the data and synthetic of Fig. 12c in the time-frequency domain and the agreement there is also very good. While the modelling does not prove that the characteristic codas of Po and So are caused by vertical heterogeneity in a high-Q upper mantle, it does show that such a mantle is consistent with PolSo observations.
While there are undoubtedly many kinds of heterogeneity that contribute to Polso coda waves it is of interest to know which kinds of heterogeneity contribute the most. Sereno & Orcutt (1985) showed that the sediment and the water column play a significant role in the generation of Polso. Drilling results at hole 581C suggest that the ocean sediments there contain 2 per cent thin (-locm) high-velocity chert layers and, that if PolSo were controlled mainly by the water column and the sediment, these chert layers might have a signficant effect on its coda. Also, it was suggested that Polso might be generated by a randomly layered lower crust. In order to investigate these possibilities, we first computed synthetics for model NM-3 with a non-random upper mantle. These are shown in Fig.  13 . We then introduced chert layers (V, = 6 km s-l, V, = 3.5 km s-l) of 10-cm thickness randomly distributed as 2 per cent of the sediment. To do this, the entire sediment column was first sub-divided into 5-m thick zones. Each 5-m zone was then divided into 50 layers, each having a thickness of 10 cm. Then, by generating a random number between one and 50, one 10-cm layer in each 5-m zone was randomly selected as a chert layer. Fig. 15(b) shows the computed synthetic seismograms for this model. Comparison of Fig. 15(b) with Fig. 13(c) indicates that Polso codas are not caused by scattering from chert layers within the sediment column. The lower crustal velocities were then randomized with a standard deviation of d = 5 per cent. To do this, each layer of the lower crust (see Fig. 4 ) was randomized using the probability density function given by equation (1). The synthetics for this random lower crust are shown in Fig.  15 mantle) with Fig. 15 (c) (random crust, non-random mantle) indicates that PolSo codas are probably not generated by scattering from vertical heterogeneity within the lower crust.
The fact that there is almost no difference in the computed seismograms presented in Figs 13(c), 15(b) and (c), but there is a drastic improvement in PolSo coda in the synthetics shown in Fig. 12(c) , indicates that it is the heterogeneity of the upper mantle and not that of the sediment or the lower crust which plays the most significant role in the generation of the characteristic Polso wavetrains. The crust and the water column lengthen the duration of Polso wavetrains, but without mantle heterogeneity these wavetrains still do not resemble the data. The synthetics shown in Figs 13, 15(b) and 15(c) were computed up to a maximum frequency of 10 Hz.
The calculations discussed above indicate that a randomly layered mantle is consistent with our observations of Polso, coda, but many questions remain. Do two processes of the same mean mantle velocity model generate synthetics that are exactly alike? Are the Po and So codas sensitive to the value chosen for the scale length of the upper mantle heterogeneity? What effect does the degree of randomness have on the PolSo coda? In our best-fit model of Fig. 12 , what happens to the Polso coda if the model at the top of the LVZ is terminated or the LVZ removed altogether? Does the mantle randomness needed to account for the PolSo coda affect the waveshapes of long-period body wave phases? What are the effects of errors in the focal mechanism of the source and the time behaviour of the source? How would our conclusions be affected if the data were clipped? The calculations shown in Figs 15(d)-(j) and 16 address these questions. Unless specified, the synthetics shown in the following figures were computed up to a maximum frequency of 10 Hz. Figure 15(d) shows the computed synthetic seismogram up to 15Hz for another version (different set of random layers) of the model NM-3 of Fig. 12(a) . Since the synthetics of Figs 12(c) and 15(d) are nearly alike, it may be concluded that, for the calculation of synthetic seismograms, one choice of our random velocity is as good as another; in particular, then, the same version may be used for all distances between the source and receiver.
Figures lS(e) and ( f ) show the effect of using vertical scale lengths of 2.5 and 10km respectively and a randomness of d = 2 per cent, with model NM-3. A comparison of Figs 12(c), lS(e) and 15(f) suggests that the synthetics computed with a 5-km vertical scale length of randomness match the data better than those computed with a vertical scale length of 2.5 km or 10 km. Though the result with a 2.5-km vertical scale length (Fig. 1%) is reasonable, especially for Po, a 10-km vertical scale length (Fig. 15f) gives a very poor match of the synthetic to the data. Computations using these and other vertical scale lengths, not included here, suggest that the best estimate of vertical scale length is 5 f 1.5 km. However, our estimate of vertical scale length is based on modelling up to a frequency of 15Hz. Since the data contain energy up to 25Hz (see (Fig. 15h) is reasonable. Computations using other randomness, not included here, suggest that our best estimate of mantle randomness is 2 s d s 4 per cent. and 15(j) suggests that when the LVZ is removed from our model by continuing the gradient down to greater depths the agreement of the Po synthetic with the data is significantly degraded. As the overall match of synthetics to the observed data is better in Fig. 12 (c) than in Figs 15(i) and (j), it appears that we can neither terminate the model at the top of the LVZ, nor remove the LVZ altogether, and still get the same synthetics as in Fig. 12 . The LVZ is a necessary part of the earth model for Polso modelling.
In order to investigate the sensitivity of our results to errors in the earthquake focal mechanism the strike of the source was varied by f5", and the dip of the source by f5".
Synthetics (not shown here) for these four sources were slightly different from the NEIS-supplied source. Since the stereographic plot of our earthquake source and receiver locations on a focal sphere (not shown here) does not indicate that we are near a nodal plane, we do not believe that the uncertainties in focal mechanism could strongly affect most of our conclusions regarding the mantle velocity structure and the Q. As the time function of this earthquake is not known, a unit step was used as our time domain source function. This gives a far-field wavefront with a 6-function displacement behaviour. If, as seems likely, the actual source were more complicated as a result, say, of multiple smaller events, then the effect would be to make the coda of our synthetics slightly more dense and to improve the agreement of the synthetic and the observation in Fig. 12 .
Finally, the similarity in synthetics up to 0.2 Hz computed with the non-random and random versions of NM-3 shown in Figs 16(a) and (b), respectively, shows that the randomness required to explain the Polso coda does not significantly affect the shapes of long-period body waves.
The PolSo data used in this study were carefully tested for signs of hard clipping and soft clipping but no evidence of clipping could be found. However, to see how unknown clipping would affect our conclusions, look again at the comparison of synthetic with observation at the bottom of Fig. 12 . If we had clipped the high amplitudes off the synthetic and then rescaled it so that its maximum amplitudes were the same as the observation then Po and So codas of the synthetic would be larger and denser and decay more slowly. In short, the clipped synthetic would resemble the observation much better than the unclipped synthetic. We conclude that the effect of unknown clipping would be an increase in the apparent randomness, and that the correct degree of randomness is within the error bounds of our estimate, 2 s d s 4 per cent.
If the characteristic PolSo codas are caused by a vertically heterogeneous upper mantle then PolSo data give an estimate of this heterogeneity, not in a deterministic sense but rather in a statistical sense of standard deviation in percent, from a mean velocity-depth function. Both Po and So contain direct as well as converted forward scattered phases off the randomly layered mantle. For Po, P to S converted arrivals tend to stretch the coda to longer duration. For So, on the other hand, S to P converted arrivals tend to shorten the coda duration. As a result, on the seismograms, it is expected that Po will have a longer coda duration than the So (this is usually the case, even though this is not indicated by the data we have modelled). In order to match the observed Po and So amplitudes satisfactorily, it was necessary that, in the mantle, the frequency-dependent Q, be higher than Q,. Thus it is not surprising that the So signal contains higher frequencies than the Po signal. Our modelling experiments also suggest that the So coda is very sensitive to Q, in the mantle. As an example, in Fig. 15(k) , synthetic seismograms are shown for a model similar to NM-3 of Fig. 12(a) , except that in the top 20 km of the mantle Q, is slightly less than Qp. The poor quality of the So coda in Fig. 15(k) indicates that So is very sensitive to Q,. A slight decrease of Q, in a small zone of the lithosphere significantly reduces So amplitudes. We believe that this is the reason why So is often missing from seismograms.
PETROLOGICAL INTERPRETATION
In the previous section it was shown that Polso can be modelled fairly well when the mantle is taken to be vertically heterogeneous with a 2 per cent random velocity variation. Apart from this fine structure, our velocity models are not remarkably different from other velocity models of the oceanic crust and lithosphere. The obvious question therefore arises: how can we petrologically account for such a random velocity variation in the upper mantle?
Present knowledge on the composition of the upper mantle is based on two possible mineral assemblages: (1) peridotite and (2) eclogite. Constraints on upper mantle velocity, anisotropy and density, from observations in ophiolite complexes and kimberlite pipes, tend to favour the peridotite upper mantle composition over the eclogite (e.g. Ringwood 1975 ). On the other hand, observed velocity jumps at the 400-km seismic discontinuity and the nearly isotropic behaviour of the upper mantle below 220 km are better explained by an eclogite assemblage (Bass & Anderson 1984; Estey & Douglas 1986) . Controversy still exists regarding the possible composition of the upper mantle and we therefore consider each of the above two compositions separately. The calculations in the following paragraphs are based on isotropic (randomly oriented minerals) velocities of peridotitic and eclogitic mineral assemblages; however, our conclusions on mantle randomness would be the same if each assemblage were anisotropic due to preferentially oriented minerals.
Peridotite is mainly 'an olivine-and orthopyroxenebearing rock with some garnet, clinopyroxene and other minor constituents. A typical mantle composition, garnet lherzolite, is 57 per cent olivine, 17 per cent orthopyroxene, 12 per cent clinopyroxene (diopside) and 14 per cent garnet (Bass & Anderson, 1984) . Using the P-and S-wave velocities of these minerals for typical upper mantle conditions by extrapolating the experimentally determined curves in fig. 1 of Bass & Anderson (1984) , the above composition yields P-and S-wave velocities of about 8.0 and 4.59 km s-l respectively. If we now use a composition of 57 per cent olivine, 10 per cent orthopyroxene and 33 per cent garnet, which is still a valid peridotitic composition, garnet harzburgite, and follow a similar procedure, we get P and S velocities of about 8.3 and 4.8 km s-' respectively. These two sets of V, and V, are, respectively, 2 per cent lower and higher than our mean velocities of 8.1654 and 4.7233 km s-'. Therefore for a peridotite upper mantle, a 2 per cent variation in V, and V, can easily be achieved by varying slightly the relative proportion of its constituents.
Eclogite is a garnet-clinopyroxene-bearing rock with some olivine and orthopyroxene and other minor minerals. It can be seen that randomness in mantle velocities is easily achieved by slightly varying the mineral composition of either a peridotite or an eclogite upper mantle model. Such a variation is quite probable (Anderson, D. L., personal communication) . Conventional seismic methods used so far in the study of the structure of the upper mantle will fail to detect this fine-scale structure because of their relatively low resolving power.
It is generally believed that upper mantle anisotropy is due to preferentially aligned olivine and orthopyroxene crystals. Can the random layering, suggested by our studies, be another cause of upper mantle anisotropy? A method for the calculation of long-wavelength anisotropic elastic constants from periodic sequences of thin isotropic layers was given by Schoenberg (1983) . The most anisotropic version of our random mantle model that is possible with a 2 per cent standard deviation is a periodic sequence of two thin layers having velocities 2 f i per cent less and 2 f i per cent more, respectively, than the mean mantle velocities. Calculations following Schoenberg (1983) indicate that this maximum anisotropy is about 0.2 per cent and that to obtain the long-wavelength anisotropy of 2 per cent observed by Anderson & Regan (1983) , it is necessary to have a randomness at least as high as d = 6 per cent in the upper mantle. As noted earlier, our best estimate of mantle randomness is 2 G d G 4 per cent. Using a similar procedure with d = 4 per cent randomness, the maximum anisotropy is about 1 per cent. Thus the random layering required to satisfy Polso observations also contributes to upper mantle anisotropy in a small but significant way.
-

DISCUSSION
In the previous sections, it has been shown that the Polso can be well modelled using an upper mantle with a small random component of velocity. We have also noted that such randomness in the upper mantle is petrologically feasible, either from a peridotite or an eclogite mantle mineralogy. Our model NM-3, which gives the best match of the synthetics to the observed data is characterized by a high-velocity, high-Q lithosphere with a gentle gradient in the P and S velocities, followed by a low-velocity, low-Q zone, followed by a high-velocity, high-Q mantle (Fig. 13a) . While the LVZ for P-waves extends from 60km below Moho down to about 85 km, for S-waves it continues further down to a depth of 160km below Moho. It has been a common observation from surface-wave studies and other studies that there exists a global LVZ below the oceans and sometimes below the continents, and that this LVZ is generally better developed for S-waves than for P-waves. It has also been observed that this zone is usually present from Po/So synthetics for oceanic models Oliver (1960) , Burdick & Helmberger (1978) , Given & Helmberger (1980) and Bott (1982) . In view of the above, the model NM-3 does not contradict what is normally observed globally. The only departure of the model from more standard earth models is the upper mantle randomness, required to explain the Polso coda. As we h e e seen earlier (see Fig. 16 ), the long-period waves used to obtain the structure of the Earth's deep interior would fail 'to detect such fine structure except indirectly as an apparent transverse isotropy. However Polso waves, because of their high frequency content, are able to directly sense this detailed structure. The fine-scale vertical variation in mantle velocities can be different at different ranges, but if the statistics of the variation are range independent then a single version may be used for all ranges. The error inherent in this procedure is the lack of scattering from one ray parameter into another. Rays travelling near the horizontal in a mantle containing thin-lens heterogeneities will be deflected away from the horizontal into lower values of ray parameter and non-minimum time paths. These deflected rays, and the energy they carry, are missing from all our synthetics. Their absence may be the reason that the codas of the PolSo synthetic in Fig. 12 (c) fall off more rapidly than the codas in the data trace. Also, a 3-D scattering structure might produce the same amount of scattered energy with less than a 2 to 4 per cent velocity variation.
In all our computations a unit step was used as our time domain source function. This gives a far-field wavefront with a delta function displacement behaviour. But, it is likely that the time behaviour of the actual source is far more complicated. How will such complicated source-time behaviour affect our conclusions? If the source duration is about 1-5s long, such a source will make the coda of our synthetic slightly denser, which will improve the agreement of the synthetic with the data. If the source duration is 10-30s long, then the POISO coda will be long even if the mantle is smooth. Near-source observations on land using short-period instruments indicate that the source duration at high frequencies can sometimes be as long as 30 s. Although source complexity and near-source scattering undoubtedly make some contribution to PolSo codas, this contribution must be small in comparison to the contribution of scattering effects along the path of propagation. If source complexity were the dominant effect then Po and So codas would not exhibit the characteristic build-up and decay rates observed for many different source mechanisms in different regions of the world (Brandsdottir 1986 ). Furthermore if Polso codas were due largely to source complexity then the coda build-up and decay rates would not decrease with increasing source distance, which they are observed to do.
Another point which must be noted regarding the behaviour of the source is its spectral characteristics. In all our computations, we assumed that the far-field amplitude spectrum of our earthquake source was flat within the band of interest. However it is known (see e.g. Kasahara 1981) that the amplitude spectrum of an earthquake source is flat only below a certain frequency, known as the corner frequency (Brune 1970) . Beyond this corner frequency the amplitude spectrum decays rapidly with increasing frequency. This behaviour of the source will affect our estimates of Q p and Q , as functions of frequency. Because of the corner frequency effect, the source used in our computations probably contains more energy at higher frequencies than the actual source. As a result, the Q's which give the best fit of the synthetic to the observed data will be lower than the true Q's for frequencies above the corner frequency and larger than the true Q's for frequencies below the comer frequency. At first glance, this appears to explain why our estimates of Q are higher, at low frequency, and lower, at high frequency, than those obtained by Butler et al. (1987) . However, our estimates of Q , when corrected for a corner frequency of 1 Hz, appear to be much higher, at high frequency, than those obtained by Butler et al. (1987) . In fact, these differences are well explained by comparing the apparent Q's of our synthetic record sections with the apparent Q's measured from data by Butler et al. (1987) .
Although many researchers have believed that the apparent Q's estimated from the data are close to the intrinsic Q's, it has never been established that this is indeed the case. As for each model we always computed a full synthetic record section out to offsets of 2000 km (e.g. Fig.  12b ), instead of a single seismogram at the distance of interest, we were able to estimate apparent Q's from our synthetic record sections and compare these apparent Q's with the intrinsic Q values used to compute them. To do this, we corrected each record section for geometrical spreading, filtered the spreading corrected record section with a narrow-band Hanning window centred at the frequency of interest, and then computed the envelope function of the filtered output (Fig. 17a) . Next, the amplitude of the envelope was estimated as a function of range for different group velocities. For example, the lines drawn across Fig. 17 (a) correspond to group velocities of 8.1 and 4.7 km s-'. To estimate the amplitudes corresponding to different group velocities, the envelope function was averaged at each range over ten samples centred around the sample number closest to the arrival time of the particular group velocity. Having obtained the amplitude, A, as a function of range, r, and gmup velocity, u, for a frequency, f, we used the relation A a exp (-nfr/Qu) to compute the apparent Q for that group velocity and frequency from the slope of the In(A) versus r plot (Figs 17b and c) . To estimate Q p , we averaged the Q values from group velocities in the range of 8.2-7.5 km s-l and to estimate Q,, we averaged the Q values from group velocities in the range of 4.8-4.6 km s-'. Comparison of our estimates of apparent Q p and Q, with the intrinsic Q p and Q, used to compute the record sections indicates the following.
(1) For all models, apparent Q's and intrinsic Q's vary together, that is, apparent Qp and Q, increased when the intrinsic Q p and Q , used in computing the synthetic seismograms were increased.
(2) For the best models, such as model NM-3, apparent Q p and Q, are lower, below f = 5 Hz, and higher, above f = 5 H z , than the intrinsic Q p and Q , of the lid. For example, at 2 Hz Q:pp= $ Q F and Q:pp= fQFtr. On the other hand, at 12 Hz, Q"p"" = 2 Q F and Q I P = 1.3QF".
(3) Apparent Q p and Q, estimated from our best model NM-3 (Fig. 12 ) agree with Q p and Q , obtained by Butler et al. (1987) , to within 10 per cent throughout the 2 to 12Hz band. Where differences approached 10 per cent our Q's were higher.
Not surprisingly, our results indicate that apparent Q is not intrinsic Q. The fact that the apparent Q's obtained from our best model NM-3 agree so well with the Q's obtained by Butler et al. (1987) suggests that our intrinsic Q values are probably correct.
This last point is important, for without a relation between intrinsic and apparent Q our conclusions would be based on the analysis of a single seismogram. For example, in our best model, NM-3 of Fig. 12(a) , if we change the mantle Q p and Q , so that the relative Po to So amplitudes are preserved, then we may still get a good fit of the synthetic to the data for a model with a completely different Q structure than that of model NM-3. To see this in more detail, note that the amplitude ratio APIAs, for P-and S-wave displacement fields at a range r and at a frequency f is given by )I> 1 +=exp[ -nfr (
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where Vp and Vs stand for the P-and S-wave velocities, respectively. In order to have APIA, constant at a range r, so that we get the same Polso amplitude on our computed seismogram, we must have constant, estimates of Q p and Q,, we can generate a new set of Q p and Q, from equation (3) above and still preserve the relative Po/So amplitude at our distance of interest. When we did this by cutting Q p in half, and adjusting Q , in our model NM-3, the computed synthetic (not shown here) did not agree as well with the data in Fig. 12(c) . Although it is possible that some other set of mantle velocities and Q structures would model our single seismogram, we have not been able to find other structures that give record sections whose apparent Q's agree so well with Butler et a1.k (1987) measurements of apparent Q. Nevertheless, in order to improve upon our estimates, it would be desirable to directly model with synthetic seismograms the same data set used by Butler et al. That data set was gathered in 1981 by Walker & McCreery (1987) using a 1500-km linear hydrophone array and a magnitude (mb) 6.6 earthquake at a distance of 2740 km from the nearest array element. The work summarized in this paper started as a feasibility study for the analysis of this larger data set, for the reason that 15-Hz synthetic seismograms are far more economical to compute for source-receiver offsets of lo00 km than for source-receiver offsets of 3000 km. Modelling of this larger data set will almost certainly improve the precision of our estimates of mantle velocities, Q structure and heterogeneity.
