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Abstract 
In this paper we develop a set of sufficient conditions in terms of 
controllability and observability functions under which a given state 
space realization of a formal power series is minimal. Specifically, it 
will be shown that positivity of these functions, plus a few technical 
conditions, implies minimality. In doing so, connections are estab- 
lished between Hamilton-Jacobi type optimal control theory and the 
well known necessary and sufficient conditions for minimality in 
terms of Kalman type rank conditions on the accessibility and ob- 
servability distributions. 
1 Introduction 
The problem of determining when the dimension of a state space 
realization for a given input-output map is minimal is a fundamen- 
tal problem in systems. Its connects to many other topics in real- 
ization theory like similarity invariance, controllability and observ- 
ability properties, model reduction and balanced realizations. The 
theory is quite complete in the case of linear systems. For example, 
it is well known that minimality is equivalent to joint controllability 
and observability, and for stable systems, this is further equivalent 
to the positive definiteness of the controllability and observability 
Gramians. These Gramian matrices naturally appear in balanced re- 
alization theory, and are related to optimal control problems. In the 
nonlinear case, minimality theory is not nearly as well developed. 
For example, there are several existing theories for minimality de- 
pending on the exact nature in which the input-output mapping is 
described, i.e., in terms of a set of input-output differential equa- 
tions (see [18] and the references therein), a Volterra series [6,7, 81 
or a formal power series/Chen-Fliess functional expansion [6].  At 
present, the exact connections between these different approaches 
are not completely understood. Furthermore, motivated by the lin- 
ear case, we might expect that minimality should have connections 
to the nonlinear extensions of the Gramians, which have been de- 
veloped for nonlinear balancing [ l]-[4],[ 101-[13]. But these connec- 
tions are also largely unknown at present. 
The specific purpose of this paper is to develop a set of sufficient 
conditions in terms of controllability and observability functions un- 
der which a given state space realization of a formal power series is 
minimal. Specifically, it will be shown that positivity of these func- 
tions, plus a few technical conditions, implies minimality. Of course 
there exists well known necessary and sufficient conditions for min- 
imality in terms of Kalman type rank conditions on the accessibility 
and observability distributions. So the novelty of the approach taken 
here is in establishing a connection between these differential geo- 
metric type minimality conditions and properties of functions that 
are connected with Hamilton-Jacobi type optimal control theory. As 
an added benefit, it also seems possible to use this new minimal- 
ity characterization to further develop the nonlinear notions of sim- 
ilarity invariance [13], the Kalman decomposition [12], and Hankel 
operators. 
The paper is organized as follows. In Sections 2, the background 
material pertaining to all the relevant subjects is briefly reviewed, 
specifically: the main definitions and rank conditions associated 
with reachability and observability, the definitions and known prop- 
erties of controllability and observability functions, and minimality 
theory for state space realizations of formal power series. In Section 
3.1 we then develop a relationship between positivity of the control- 
lability function and the accessibility rank condition. The analogous 
connections between positivity of the observability function and the 
observability rank condition are covered in Section 3.2. The main 
result of the paper involving minimality, plus some concluding re- 
marks, are presented in the final section. 
The mathematical notation used throu hout is fairly, standard. 
represents the set of Lebesgue measurable functions, possibly 
vector-valued, with finite Lz norm I l x l l~ ,  = Jm. If 
L : Rfl I+ R is a differentiable function, then its partial derivative 
will be the row vector of partial derivatives e where i = 1, . . . , n. 
Vector norms are represented by llxll = 2- x*x for x E ]w . Lz(a, b)  
2 Background 
2.1 Controllability and observability functions 
Controllability and observability functions play an important role in 
balancing and model reduction for stable nonlinear systems [lo, 121. 
In this section we give a brief review of the results that are important 
for the minimality theory presented in Section 3. 
Consider a smooth, i.e., Coo, nonlinear system of the form 
i = f ( x )  + g(x)u, y = h(x) (1) 
where U = ( ~ 1 , .  . .,um) E E", y = ( y l , .  . . , y p )  E Rsp and x = 
(XI,. . . ,x,) are local coordinates for a smooth state space manifold 
denoted by M. Throughout we assume that the system has an equi- 
librium. Without loss of generality we take this equilibrium to be at 
0, i.e. f(0) = 0, and we also take h(0) = 0. 
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Definition 2.1 [lo] The controllability and observability function 
of a system (1) are defined as 
(3) 
for x(0)  = q, u(t) 5 0, 0 5 t < 03, respectively. 0 
The value of the controllability function at xo is the minimum 
amount of control energy required to reach the state q, and the value 
of the observability function at q is the amount of output energy 
generated by q. We assume throughout that Lc and Lo are3nite. 
Also, for the rest of this paper we assume that Lc and Lo are smooth 
functions of x. 
Theorem 2.2 [IO] I f f  (x )  is asymptotically stable on a neighbor- 
hood W of 0, then for all x E W, Lo (x) is the unique smooth solution 
of the following Lyapunov type equation: 
aLo 1 
-(x) f ( x )  + zh*(x)h(x) = 0, Lo(0) = 0. ax (4) 
Furthermore for all x E W ,  Lc(x) is the unique smooth solution of 
the following Hamilton-Jacobi equation: 
aTLc 
ax with - ( f ( x ) +  g (x )g*(x ) - (x ) )  asymptotically stable on W. 0 
Remark 2.3 [I21 If we assume that f (x) is asymptotically stable 
and that (4) has a smooth solution, it then follows that Lo, as in (3), 
exists, i.e., is finite. Furthermore, if we assume that (5) has a smooth 
solution Lc that is anti-stabilizing (i.e., -( f (x )  +g(x )g (x )T  % ( x ) )  
is asymptotically stable), it follows that Lc, as in (2), exists. 0 
Theorem2.4 [ I O ]  Assume f ( x )  is asymptotically stable on a 
neighborhood W of 0 and (5) has a smooth solution Lc on W.  
Then I%(.) > 0 for x E W ,  x # 0, if and only if - ( f ( x )  + 
0 
For the definitions of (strong) accessibility and observability, see, 
g(x)g*(x)%(x)) is asymptotically stable on W .  
e.g.,[51, 161, 171, or P I .  
Definition 2.5 Consider the system (1). 
The system is zero-state observable if any trajectory where u(t) 
O,y(t)~Oimpliesx(t)zO,i .e. ,forallx~M, h(cp(t,O,x,O))=O,t> 
The system (1) is locally zero-state observable, if there exists a 
neighborhood W of 0 such that for all x E W ,  h(cp(t,O,x,O)) = 0, for 
0 
0 =+ cp(t,O,x,O) = 0,t > 0. 
all t 2 0 + cp(t,O,x,O) = 0 for all t 2.0. 
Remark 2.6 The definitions are standard, but usually given in the 
context where only piecewise constant inputs are admissible. How- 
ever, the effects of approximations of more general inputs by piece- 
wise constant inputs has been considered in earlier work [16], and 
statements about these properties holding for larger classes of inputs 
0 can be found in [IS, 171. 
The following definition is an addition to the well-known defini- 
tions of the (strong) accessibility distribution and observability co- 
distribution [7]. 
Definition 2.7 Consider the system ( 1 ) .  
The zero-observation space 00 is the linear space of functions 
on M containing hl, . . . , hp and all repeated Lie derivatives L;hi, 
j €  1 ,.", p,k= 1,2 ,.... 
The zero-observability codistribution duo is given by dOo(q) = 
span{dH(q)I H E OO}, where q E M. 0 
Theorem 2.8 [7] Consider the system ( I ) .  Let C and CO denote 
the accessibility and strong accessibility distributions, respectively, 
and dO and dO0 be the observability and zero-observability co- 
distributions, respectively. 
IfdimC(x0) = n, then the system is locally accessiblefrom ng. 
I f  dimCO(%) = n, then the system is locally strongly accessible 
Ifdimdo(%) = n, then the system is locally observable at ng. 
IfdimdOo(0) = n, then the system is locally zero-state observ- 
able. 0 
from ng. 
Remark 2.9 A consequence of this theorem and Definition 2.7 is 
that local zero-state observability implies local observability a t  0. 
Furthermore, it follows that local strong accessibility at xg implies 
The following theorems are closely related to results that appear in 
[5] and [9]. They reveal important properties of the system (1) in 
terms of the relationships between zero-state observability, positive 
definiteness of the observability function, and asymptotic stability 
of the equilibrium at 0. 
Theorem 2.10 [lo] Assume f (x )  is asymptotically stable on a 
neighborhood W of 0. Ifthe system (I) is zero-state observable on 
0 
Theorem 2.11 [lo] I f  the system ( I )  is zero-state observable and 
Lo is well-dejined, smooth and positive dejinite, then the system x = 
f (x )  is locally asymptotically stable. IfLo is propel; then f = f (x) 
local accessibility at q. 0 
W ,  then Lo(x) > 0, Vx E W ,  x # 0. 
is globally asymptotically stable. 0 
2.2 A more general observability function 
Local zero-state observability is certainly more restrictive than lo- 
cal observability. In order to extend the previous results to a more 
general setting, a more general observability function needs to be 
considered in which the input plays a direct role. Given the sys- 
tem ( f ,  g, h), the corresponding homogeneous system is denoted by 
( f , g , h ) ,  where g(x) = g(x)  - g(0). It is easily shown that (f,g,h) 
and it homogeneous counterpart always have the same observability 
spaces, and thus have basically the same observability properties. 
Consider the following definition. 
Definition 2.12 [I]-[4] The natural observability function for the 
system (1) is defined as 
where a 2 0 is a fixed real number, and Y is the output response of 
the corresponding homogeneous system. 0 
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Clearly L f ( q )  is the maximum output energy one could expect from 
initializing the homogeneous system at x(0) = xo and applying any 
input with energy bounded by a. When a = 0, we have the ob- 
servability function given in Definition 2.1. The following theorem 
provides a defining equation for L f  analogous to equation (4). 
Theorem 2.13 [ 11-14] For anyf ied  xo in a neighborhood W of 0, 
L ~ ( x Q )  is uniquely determined by evaluating the smooth solution of 
(7) 
with Lo(O,xo) =-Cl at x = XQ and under the assumptions that a 
smooth solution Lo(x,q) exists on W ,  and 0 is an asymptotically 
stable equilibrium on W off := ( f -p - ' (~ )&$%~( . ,q ) )  with 
p(q) := -Ilf(4)* a- ($,xo)IIh a negative real number when 4, = 
fc4x N O )  = xo. 0 
The following theorem describes a sufficient condition for having 
L f ( x )  > 0 on Vx E W ,  x # 0, in terms of an observability condition 
on the set of inputs Ba := {U E L2[O,ca) : I(u11h 5 a}. 
Theorem 2.14 [1]-[4] Suppose 0 is an asymptotically stable equi- 
librium of the system (f, g ,  h) on a neighborhood W of 0 and 
h(0) = 0. r f  the system (f, g, h) is observable with respect to Ba 
D 
Remark 2.15 It is clear that the property of zero-state observability 
in the previous section is playing the same role as observability with 
0 
Remark 2.16 [2,4] It is also known that when the system (f , g ,  h) 
is observable with respect to Ba then Lf has a strong local mini- 
mum equal to zero at x = 0, i.e., L f ( 0 )  = 0, $(O) = 0 and the 
Hessian 3 (0) > 0. This last property is critical in the balancing 
0 
then L f ( x )  > 0 when x E W ,  x # 0. 
respect to the trivial input class Bo. 
aLN 
transformation theory presented in [2]. 
2.3 Minimality via formal power series 
In this section we briefly review a theory of minimal state space real- 
izations for input-output systems that can be represented by a formal 
power series (Chen-Fliess functional expansion). A detailed treat- 
ment may be found in [6]. Ultimately this leads to rank conditions 
as in Theorem 2.8, which are necessary and sufficient conditions for 
a given realization to be minimal. 
Let S be a given input-output map represented by a convergent gen- 
erating series 
where I* is the set of multi-indices for the index set 1 = (0, 1, . . . , m},  
c(q) E Rp, and 
Eik.. . iO[~](t , t~) = St uik(z)Eik-,...io[u](2,t0) d2 (9) 
fort E [to,T] with Eo(t,t0)[u] := 1 and w(t) := 1. The mapping S 
muting monomials 2 = {zo, z1, . . . , zm} via 
to 
can then also be represented by a formal power series in noncom- 
c =  c c(rl)zq, 
q € I *  
where ZT, = zik . . .zio when q = ( ik  . . . io) .  Now define the sets: 
R < 2 > : the set of polynomials in 2 over R; 
Rp <Z>> : the set of formal power series in 2 over Rp. 
Then the (block) Hankel mapping associated with c is defined to be 
the ]W-vector space morphism ?! : R < 2 >-+ Rp <<2 >>, uniquely 
specified by the generalized shifting property [X(z<)]  (q) = c(q C,) 
where q, 5 E I * .  In this context we have the following definition. 
Definition 2.17 The Lie rank of a formal power series c is defined 
as pt(c) := dim(?!(t(2))), where L ( 2 )  denotes the smallest Lie 
An analytic state space realization (f, g, h) defined locally about xo 
is said to realize a formal power series c if 
algebra containing 2. 0 
c(ik. .  .io) = Lx. Lx. . . .Lx. h(Q)  (1 1) '0 '1 'k 
for every ( i k  . . .io) E Z*, where Xi, i E tk, in the set {f,gl,. . . , g m } .  It 
is well known that if a certain growth condition on the coefficients 
{c(q)},,,p is satisfied, then there exists a realization of c if and 
only if the Lie rank of c is finite. The following results characterize 
minimality. 
Theorem 2.18 An analytic realization (f, g ,  h) about q of a formal 
power series c is minimal ifand only if its dimension is equal to the 
Lie rank p ~ ( c ) .  0 
Theorem 2.19 An analytic realization (f, g ,  h) about xo of a for- 
mal power series c is minimal if and only i f  dim C(q) = n. and 
dim d o ( - )  = n. 0 
Finally any two minimal realizations (f , g ,  h) about and ( f , j ,  A) 
about 4 are necessarily related by a diffeomorphism T : V --t p 
where V and neighborhoods of no and 9, respectively. Thus min- 
imal realizations of formal power series are unique modulo a diffeo- 
morphism. 
3 Minimality and Energy Functions 
3.1 Accessibility 
In this section we study the controllability function and characteriza- 
tions that are important for obtaining the accessibility rank condition 
in order to use Theorem 2.19. It can be easily deduced that we have 
the following relation (following the lines of the proof of Theorem 
13 in [9]) 
r y  0 
x(-m) = O,x(O) =.VI 
and clearly reachability from q implies Lr is well-defined for all x E 
M, and thus, likewise for Lc. However, reachability is not implied 
from a well-defined and positive definite L,. For our application it 
is sufficient (as observed from Theorem 2.4) to consider only the 
anti-stabilizability of the solution of the Hamilton-Jacobi equation 
(9, which is a condition that can be seen as reachability from 0 in 
infinite time (so called asymptotic reachability from 0). We formally 
define this notion below. 
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Definition 3.1 A system (1) is said to be asymptotically reach- 
able from xg on a neighborhood W of q if Vx E W there ex- 
ists a U E L2(O,m) such that cp(z,O,q,u) E W for all z 2 0, and 
lim-+oocp(t,O,xg,u) = x, i.e., Vx E W ,  VE > 0, 3K < 00, s.t. 
cp(z ,O,~ ,u)  E W for all z 5 K ,  and s.t. Iq(K,O,xg,u) - X I  < E .  
A system (1) is said to be locally asymptotically reachablefrom xg if 
there exists a neighborhood W of xg such that the system is asymp- 
totically reachable from xg on every neighborhood V C W of xg. 0 
In the following theorem, we obtain the relation between local 
asymptotic reachability from xo and local accessibility from xg. 
Theorem 3.2 Assume that the accessibility distribution C has con- 
stant dimension about xg. Then local asymptotic reachability from 
xg implies that the system is locally accessible from xg. 
Proof Suppose that the system is not locally accessible from xg, 
then we know from standard results in the literature (e.g., [7]) 
that dimC(q)  = k < n. Hence from Proposition 3.12 in [7] we 
know that there exists a neighborhood V of xg and local coordinates 
X I ,  ..., xn suchthatthesubmanifoldS, = {qEVlx,(q) =xi(xg),i= 
k +  1, . . . , n} contains RF(xg) (where RV (q, T )  is the reachable set 
from q at time T > 0, following the trajectories which remain in the 
neighborhood V o f q  fort 5 T ,  and thenRF(q) := UT5~Rv(q,z)) 
for any neighborhood P c V of xg and for all T > 0. This implies 
that all q E V such that q $ Sxo are not asymptotically reachable 
from xg on V ,  and thus the local asymptotic reachability from xg is 
contradicted. 
Our main aim is now to relate the positive definiteness and well- 
definedness of the controllability function to the accessibility rank 
condition. 
Lemma 3.3 Assume that f is asymptotically stable on a neighbor- 
hood W of 0. Then the controllabilityfunction Lc(x) is smooth, finite 
and satisfies Lc (x) > 0 for x E W ,  x # 0, ifand only ifthe system (1) 
is asymptotically reachable from 0 on W. 
Proof The result follows immediately from the definition of asymp- 
totic reachability and Theorem 2.4. w 
The previous two results, combined with Proposition 3.12 and 
Corollary 3.13 of [7], give rise to the following corollary: 
Corollary 3.4 Assume that the accessibility distribution C has con- 
stant dimension about 0, and assume that f is locally asymptotically 
stable. Ifthere exists a neighborhood W of 0 such that the control- 
labilityfunction Lc(x) is smooth, finite and satisfies Lc(x) > 0 for 
o x E V ,  x # 0, for all V C W ,  then dimC(0) = n. 
Remark 3.5 The above corollary is restricted by local requirements 
on Lc, since we need local asymptotic reachability from 0 in order to 
use Theorem 3.2. Only asymptotic reachability on a neighborhood 
W of 0 does not suffice. An example of a smooth system that is 
asymptotically reachable on a neighborhood W of 0 and that is not 
locally accessible is easy to construct. However, if we assume that 
the system (1) is analytic, then we can relax the local requirements 
on Lc to requirements on a neighborhood W of 0. This is due to the 
fact that asymptotic reachability from xg implies local accessibility 
from xg for analytic systems, e.g., [15]. Analyticity is actually not a 
strong restriction in our setting, i.e., it is also an assumption for the 
0 realization theory presented in the previous section. 
Corollary 3.6 Let the system (1) be analytic. Assume that the ac- 
cessibility distribution C has constant dimension about 0, and as- 
sume that f is asymptotically stable on a neighborhood W of 0. I f  the 
controllabilityfunction Lc(x) is smooth, jinite and satisfies Lc(x) > 0 
0 for x E W ,  x # 0, then dimC(0) = n. 
So far, we have been concentrating on the concept of local acces- 
sibility. However, for state space analysis of similarity invariants, 
which is closely related to the analysis of this paper, see e.g [14], 
the nonlinear counterpart of the Kalman decomposition is consid- 
ered. Therefore, it is also of interest to consider the concept of !ocal 
strong accessibility. The local strong accessibility version of Theo- 
rem 3.2 is given below. 
Theorem 3.7 Assume that the strong accessibility distribution CO 
has constant dimension about xg. Then local asymptotic reachability 
from xg implies that the system is locally strongly accessible from xg. 
Proof Suppose that the system is not locally strongly accessible 
from no, then we know from standard results in the literature (e.g., 
[7]) that dimCO(%) = k < n. Hence from Proposition 3.22 in [7] we 
know that there are two possibilities: 
(i) Iff (q) E Cg(xo), then it follows similar to the proof of Theorem 
3.2. 
(ii) Iff (xg) 4 CO(%), then by continuity f (q )  4 Cg(q) for all q E 0, 
0 C U neighborhood of X O ,  and dim C(q) = dim Cg(q) + 1 for all 
q E 0. In this case, we can select the coordinates &+I , .  . . ,,fn in such 
a way that Sz = {q  E 012k+1(q) = T,%+2(4) = ... = %(q)  = 0)  
contains I?'(-, 7') for any T > 0. Again, we have two cases: (a) 
If dim CO(-) < n - 1, then this implies that all q E 6 such that 
q $ S; are not asymptotically reachable from xo on V ,  and thus 
the local asymptotic reachability from xo is contradicted. (b) If 
dim CO (xg )  = n - 1, then all q E 0 such that = - K ,  K > 0, are not 
asymptotically reachable from q on 6. This concludes the proof. w 
This theorem gives rise to corollaries similar to Corollary 3.4 and 
3.6, except with accessibility replaced by strong accessibility. . 
3.2 0 bservability 
For the observability counterpart of the previous section we consider 
the observability functions as defined in (3) and (6). We begin with 
the observability function in (3) for which zero-state observability 
plays an important role. 
Lemma 3.8 Assume that the observability function (3) is smooth 
andjnite for system (1)  on a neighborhood W of 0. Then L,(x) > 0 
for x E W ,  x # 0 implies that the system (1) is zero-state observable 
on W .  
Proof Assume that the system is not zero-state observable on W .  
Then there exists a trajectory x( t )  = $(t, O , q ,  0)  E W ,  t 2 0 such that 
X ( T )  # Ofor 0 5 z 5 tfor some 0 < f <  00 and such that h(x( t ) )  = 0, 
u(t) = 0, Vt 2 0. Hence, by definition of Lo, Lo(x(t))  = 0 for all 
t ,  which gives the contradiction with the positivity of Lo, and thus 
proves the lemma. w 
In the following lemma, we present the relationship between local 
zero-state observability and local observability at 0. 
Lemma 3.9 Assume that the zero-state observability codistribution 
has constant dimension about 0. Then local zero-state observability 
implies local observability at 0. 
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Proof Along the same lines as for local observability in 171, it can be 
proven that local zero-state observability implies that dimdOo(0) = 
n. This implies that dimdO(0) = n, and by Theorem 2.8 it follows 
directly that the system is locally observable at 0. 
Motivated by the minimality conditions of Theorem 2.19, we obtain 
the following corollary. 
Corollary 3.10 Assume that the zero-observability codistribution 
dO0 has constant dimension about 0. If the observability func- 
tion (3) is smooth, jinite and satisfies Lo(x) > 0, x E W ,  x # 0, then 
dimdOo(0) = n. 0 
In the event that system (1) is not zero-state observable, it still may 
be locally observable at 0. In which case the natural observability 
function given in Definition 2.12 gives the following result analo- 
gous to Lemma 3.8. 
Lemma 3.11 Let Lf (x) be the natural observabilityfunction (6) for 
some a > 0. Assume that Lf(x) is smooth andjnite for system ( I )  
on a neighborhood W of 0. Then L f ( x )  > 0 forx  E W ,  x # 0, implies 
that the system ( I )  is locally observable at 0 with respect to Ba. 
Proof Assume that the system (1) is not locally observable at 0 with 
respect to Ba. Then the corresponding homogeneous system is also 
not locally observable at 0 with respect to Bn. Hence there exists an 
initial statexu # 0 such that h($(t,O,O,u)) = h(@(t,O,xU,u), t 2 0, 
Vu E Ba, where $(.) denotes the solution to homogeneous system. 
By definition of the natural observability function, we have that 
L f ( 0 )  = 0 and by the positivity of Lf it follows that L f ( x u )  > 0. 
However, from equation (6) it follows immediately that the maxi- 
mum over U E Ba for both states 0 and xu results in the same opti- 
mal input U. This implies that Lo(0) = Lo(xu), and yields the desired 
contradiction to prove the lemma. 
This lemma gives the analogue of Corollary 3.10 in terms of the 
general observability function as follows. 
Corollary 3.12 Assume that the observability codistribution d O  
has constant dimension about 0. If the natural observability func- 
tion (6) is smooth, jnite and satisfies Lf(x) > 0 for x E W ,  x # 0, 
then dimdO(0) = n. 0 
Remark 3.13 We may now compare the results of this section to 
the previous section. It is clear that they do not completely follow 
along similar or "dual" lines. Specifically, the results related to the 
observability functions as given by (3) and (6) are given in terms of 
the zero-state observability and observability rank condition, respec- 
tively. Starting with the rank conditions the converse of these results 
also holds by the Theorems 2.2, 2.8, and 2.10. However, for the 
controllability function, we are considering asymptotic reachability 
which implies local accessibility, and which can be related to the 
accessibility rank condition. The reverse direction is far less clear 
in this case, mainly because accessibility from 0 is not sufficient for 
asymptotic reachability from 0. However, if asymptotic reachability 
can somehow be assumed for a given system, then the converse of 
these results also follows for the controllability function. 0 
4 Sufficient conditions for minimality 
Briefly summarized we have obtained the following main result. 
Theorem 4.1 Assume that the observability codistribution d O  (or 
the zero-observability codistribution dOo, respectively) and the ac- 
cessibility distribution C of a system ( f ,  g ,  h) each have constant 
dimension about 0. Furthermore, assume that the analytic sys- 
tem ( f ,  g ,  h) is a realization of the formal power series c. Then, if 
0 < Lc(x) < CO and0 < L f ( x )  < CO (or0  < Lo(x) < CO) forxE W ,  
0 
The necessity of these conditions is not obtained due to the fact that, 
contrary to the linear case, accessibility and controllability are not 
equivalent in general. Only under additional assumptions can a con- 
verse result be obtained. 
The use for and relation with similarity invariants for balanced real- 
izations of nonlinear systems may be found in [ 141. 
x # 0, then (f, g,  h) is a minimal realization of c. 
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