The paper purposes to introduce a new method in order to determine all rank two Nichols algebras of diagonal type over fields of positive characteristic.
Introduction
The theory of Nichols algebras was dominated and motivated by Hopf algebra theory. In 1978, W. Nichols [19] first introduced bialgebras of type one, which leads to the notion of Nichols algebra described in [2, 17, 20] . Nichols algebras play an important role in the classification of pointed Hopf algebras with certain finiteness properties in papers by N. Andruskiewitsch and H.-J. Schneider, see for example [3, 6] . Several authors have already classified both infinite and finite dimensional Nichols algebra of Cartan type, see [5, 13, 17] . N. Andruskiewitsch [1] stated the following question.
Question 5.9. Given a braiding matrix (q ij ) 1≤i,j≤θ whose entries are roots of 1, when B(V ) is finite-dimensional, where V is a vector space with basis x 1 , ..., x θ and braiding c(x i ⊗ x j ) = q ij (x j ⊗ x i )? If so, compute dim k B(V ), and give a "nice" presentation by generators and relations.
The first half of Question 5.9 was answered by I. Heckenberger [9] when the characteristic of the field is 0. With this result, N. Andruskiewitsch and H.-J. Schneider [7] obtained a classification theorem about finite-dimensional pointed Hopf algebras under some technical assumptions. On the other hand, it is natural and desirable to analyse the structure of Nichols algebras for arbitrary fields. In this paper, all rank 2 Nichols algebras of diagonal type with a finite root system over fields of positive characteristic are classified. The main theoretical tools of the classification are the Weyl groupoid of a braided vector space of diagonal type and the root system associated to a Nichols algebra of diagonal type, see [13, 10, 11] . Another new and important technique is on rank 2 Cartan graphs. Thm. 4.13 characterizes finite connected Cartan graphs of rank two in terms of certain integer sequences. This theorem simplifies substantially the calculations needed to check that the Weyl groupoids of the Nichols algebras in Tables 1 − 6 of our classification are finite. Indeed, using the theorem, these calculations can be done by hand within a very short time, in contrast to the calculations based on the definition of the Weyl groupoid W or using a longest element of W. The main result of this paper is Thm. 5.1. Tab. 6 illustrates all the exchange graphs of the corresponding Cartan graphs in Thm. 5.1.
The structure of the paper is as follows. In Section 2 we recall the definition of Cartan graphs, their Weyl groupoids and root systems. Some well-known results are also recalled.
In Section 3, Thm. 3.1 associates a semi-Cartan graph C(M) of rank θ to a tuple M of finite-dimensional irreducible Yetter-Drinfel'd -modules. Further, C(M) is a Cartan graph if the set of real roots of M is finite. The Dynkin diagram for a braided vector space of diagonal type is recalled in Section 3.1 and some corollaries are also obtained, see Lemma 3.4 and Prop. 3.6. In Section 4 we recall certain integer sequences and prove a local property of them in Thm. 4.5. This is another main technical part for the classification.
Finally, with Thm. 5.1 in Section 5, the main assertions of this paper are formulated. In this section, all rank two Nichols algebras of diagonal type with a finite root system over fields of positive characteristic are classified. Since many subcases have to be considered, this is the largest part of the paper. To simplify the results, this paper ends with 5 tables containing all the generalized Dynkin diagrams of rank two braided vector spaces with a finite root system for all fields of positive characteristic.
Throughout the paper k denotes a field of characteristic p > 0. Let k * = k \ {0}. The set of natural numbers not including 0 is denoted by N and we write N 0 = N {0}. For n ∈ N, let G ′ n denote the set of primitive n-th roots of unity in k, that is G ′ n = {q ∈ k * | q n = 1, q k = 1 for all 1 ≤ k < n}.
for all X ∈ X and i, j ∈ I.
The cardinality of I is called the rank of C, and the elements of I the labels of C. The elements of X are called the points of X . Semi-Cartan graphs are called Cartan schemes in [8] . We change the terminology in order to increase the recognizability of our structures, to avoid possible confusion with other mathematical concepts, and in order to shorten the notation for our main objects, the Cartan graphs. We thank N. Andruskiewitsch and H.-J. Schneider for a very fruitful discussion on this issue.
Let C = C(I, X , r, (A X ) X∈X ) be a semi-Cartan graph. We say that C is connected if there is no proper non-empty subset Y ⊆ X such that r i (Y ) ∈ Y for all i ∈ I, Y ∈ Y.
The exchange graph of C is a labeled non-oriented graph with vertices corresponding to points of C, and edges marked by labels of C, where two vertices X, Y are connected by an edge i if and only if X = Y and r i (X) = Y (and r i (Y ) = X). For simplification, instead of several edges we display only one edge with several labels.
Let C = C(I, X , r, (A X ) X∈X ) be a semi-Cartan graph. We fix once and for all the notation (α i ) i∈I for the standard basis of Z I . Then there exists a unique category D(X , I) with objects ObD(X , I) = X and morphisms Hom(X, Y ) = {(Y, f, X)|f ∈ End(Z I )} for X, Y ∈ X , such that the composition is defined by
for all X, Y, Z ∈ X , f, g ∈ End(Z I ). For any X ∈ X and any i ∈ I, let
for all j ∈ I. We write W(C) for the smallest subcategory of D(X , I) which contains all morphisms (r i (X), s X i , X), where i ∈ I and X ∈ X . The morphisms (r i (X), s X i , X) are usually abbreviated by s i (X), or by s i , if no confusion is possible. Since all generators are invertible W(C) is a groupoid.
We say that R = R(C, (∆ X ) X∈X ) is a root system of type C if C = C(I, X , r, (A X ) X∈X ) is a semi-Cartan graph and for all X ∈ X , the sets ∆ X ⊂ Z I satisfy all the following properties:
For any category D and any object X in D, let Hom(D, X) = ∪ Y ∈D Hom(Y, X). For all X ∈ X , the set ∆ X re = {wα i ∈ Z I |w ∈ Hom(W(C), X)} is called the set of real roots of C at X. 
We say that C is a Cartan graph if the following hold:
(1) For all X ∈ X the set ∆ X re consists of positive and negative roots.
(2) Let X ∈ X and i, j ∈ I. If t
In that case, W(C) is called the Weyl groupoid of C.
Remark 2.1.
(1) A semi-Cartan graph C is a Cartan graph if and only if R = R(C, (∆ X re ) X∈X ) is a root system of type C.
Proof. The first claim follows from [4] , see [10, Thm. 6 .10] for details. If ∆
[M ] re is finite and M admits all reflections, then
) is a root system of type C(M) by [11, Coro. 6.16] . Hence C(M) is a Cartan graph because of [14, Prop. 2.9] .
Therefore if M admits all reflections then we can attach the groupoid W(M) := W(C(M)) to M.
Small Cartan graphs for Nichols algebras of diagonal type
Let G be an abelian group and let V be a Yetter-Drinfel'd module of diagonal type over kG of rank θ with a basis {x i | i ∈ I}. Let . : kG ⊗ V → V and δ : V → kG ⊗ V denote the left action and the left coaction of kG on V , respectively. More precisely, let {g i | i ∈ I} be a subset of G and q ij ∈ k * for all i, j ∈ I, such that
Then V is a braided vector space of dimension θ [1, Def. 5.4] and the braiding c ∈ End(V ⊗ V ) is of diagonal type, that is c(x i ⊗ x j ) = q ij x j ⊗ x i for all i, j ∈ I. Then (q ij ) i,j∈I is the braiding matrix of V with respect to the basis {x i | i ∈ I} . The braiding matrix is known to be independent of the basis {x i |i ∈ I}, up to permutation of I.
The Nichols algebra B(V ) generated by V is said to be of diagonal type [1, Def. 5.8].
For ρ ∈ B(V ), the braided commutator ad c takes the form ad c
be a tuple of one-dimensional Yetter-Drinfel'd modules over kG and let x i be a basis of M i , for all i ∈ I. Let m ∈ N 0 . For all i, j ∈ I with i = j, the following are equivalent. (1) there is a bijective map φ from I to the vertices of D, (2) for all i ∈ I the vertex φ(i) is labeled by q ii , (3) for all i, j ∈ I with i = j, the number n ij of edges between φ(i) and φ(j) is either 0 or 1. If q ij q ji = 1 then n ij = 0, otherwise n ij = 1 and the edge is labeled by q ij q ji . Let i ∈ I. Assume that M is i-finite. By definitions of R i (M) and M, the tuple (y j ) j∈I is a basis of R i (M), where 
Hence the first claim holds.
The second claim follows from the definitions of ∆ X re and C s (M).
Finite Cartan graphs of rank two
In this section we simplify slightly the fundaments of the theory presented in [8] and give a characterization of finite Cartan graphs of rank two.
From the definition of A + , we get the following Lemma.
Enumerate the vertices of a convex n-gon by 1, . . . , n such that consecutive integers correspond to neighboring vertices. Let T n be the set of triangulations of a convex n-gon with non-intersecting diagonals. Let T = ∪ n≥2 T n . For any triangulation t ∈ T n and any i ∈ {1, . . . , n}, let c i be the number of triangles meeting at the i-th vertex.
Then the map ψ :
Proof. We proceed by induction on n. For n = 2, a triangulation of a convex 2-gon is itself. Then (c 1 , c 2 ) = (0, 0). Hence the claim is true for n = 2. For n ≥ 3, the definition of A + corresponds bijectively to the construction of a triangulation of a convex (n + 1)-gon by adding a new triangle between two consecutive vertices of a convex n-gon, but not at the edge between the first and the last vertex. By adding one triangle between two consecutive vertices of a convex n-gon, one increases the number of triangles at the two adjacent vertices and the number of triangles at the new vertex becomes 1. (1) (c n , c n−1 , . . . , c 1 ) ∈ A + and (c 2 , c 3 , . . . , c n ,
Proof. (1) and (2) We say that two consecutive entries of a sequence in A + are neighbors.
or their transpose, where 1 ≤ a ≤ 3 and 3 ≤ b ≤ 5.
Remark 4.6. The claim becomes false by omitting one of the sequences from the theorem. In Table 0 Proof. Let c = (c 1 , . . . , c n ) ∈ A + such that the claim does not hold for c. Then n ≥ 5 and c has no subsequence (2, 1, 2). Otherwise c = (1, 2, 1, 2) or c = (2, 1, 2, 1) by Corollary 4.4(2),(4). We define E = {ν ij | i, j ∈ {1, 2}}, where the sequences ν ij are given by (1) No entry ν ij of d, where i, j ∈ {1, 2}, has 2 or ν kl with k, l ∈ {1, 2} as a neighbor.
By applying Corollary 4.4(2) we get further reductions of d:
where i, j ∈ {1, 2}. Thus we can perform such reductions at all places in d, where an entry ν ij with i, j ∈ {1, 2} appears. After decreasing them, we get d m ≥ 2, where 1 < m < k. Indeed, we get the following conditions. Hence the value of d m after reduction is at least 2.
Hence d can be reduced by at most 2. Recall that (α 1 , α 2 ) is the standard basis of Z 2 . We define a map
By induction on k, we get the following.
The following theorem will be used in the proof of Thm. 4.13. It was proven partially in [8] .
Theorem 4.8. Let n ≥ 2 and (c i ) 1≤i≤n ∈ Z n . Then the following are equivalent.
Proof.
(1)⇒(2). We apply induction on n. If n = 2, then (c 1 , c 2 ) = (0, 0), η(0) 2 = −id, β 1 = α 1 , and β 2 = α 2 . Assume that n ≥ 3. By the definition of A + , there is a (c
Then (2) follows.
(2)⇒(1). Again we proceed by induction. If n = 2, then
. Hence c k ≥ 1 for all 1 ≤ k < n. Moreover, there is 1 < i < n satisfying c i = 1. Indeed, β n+1 = c n β n − β n−1 = (c n − 1)β n + (β n − β n−1 ) by Lemma 4.7(1). Assume that c i ≥ 2 for all 1 < i < n. Then β n+1 ∈ N 2 0 if c n ≥ 1 and −β n+1 ∈ N 2 0 \ {0, α 1 } if c n ≤ 0 by Lemma 4.7(2), since n ≥ 3. This is a contradiction to
Hence there is (c
Definition 4.9. Let C = C(I, X , r, (A X ) X∈X ) be a connected semi-Cartan graph of rank two and let X ∈ X and i ∈ I. The characteristic sequence of C with respect to X and i is the infinite sequence (c X,i k ) k≥1 of non-negative integers, where
By the definition of a characteristic sequence, we get the following remark.
Remark 4.10. Let C = C(I, X , r, (A X ) X∈X ) be a connected semi-Cartan graph of rank two and let X ∈ X and i, j ∈ I with i = j. Let (c k ) k≥1 be the characteristic sequence of C with respect to X and i.
(1) The characteristic sequence of C with respect to r i (X) and j is (c k+1 ) k≥1 .
(2) Suppose that (r j r i ) n (X) = X for some n ≥ 1. Then the characteristic sequence of C with respect to X and j is (c 2n+1−k ) k≥1 .
Definition 4.11. Let C = C(I, X , r, (A X ) X∈X ) be a connected semi-Cartan graph of rank two and let X ∈ X and i ∈ I. Let (c k ) k≥1 be the characteristic sequence of C with respect to X and i. The root sequence of C with respect to X and i is the infinite sequence (β k ) k≥1 of elements of Z 2 , where
for all k ≥ 1. In particular, β 1 = α 1 .
Let C = C(I = {1, 2}, X , r, (A X ) X∈X ) be a semi-Cartan graph. For all X ∈ X , the maps s 
for any a, b ∈ Z. One obtains
for all X ∈ X .
Lemma 4.12. Let C = C(I = {1, 2}, X , r, (A X ) X∈X ) be a connected semi-Cartan graph of rank two and let X ∈ X . Let (β k ) k≥1 be the root sequence of C with respect to X and 1 and let (γ k ) k≥1 be the root sequence of C with respect to X and 2. Then
Proof. Let (c k ) k≥1 be the characteristic sequence with respect to X and i = 1. By Eq. (5) and the definition of the root sequence, one obtains that
The claims
For a finite sequence (v 1 , . . . , v n ) of integers or vectors, where n ≥ 1, let (v 1 , . . . , v n ) ∞ = (u k ) k≥1 be the sequence where u mn+i = v i for all 1 ≤ i ≤ n, m ≥ 0. Theorem 4.13. Let C = C(I = {1, 2}, X , r, (A X ) X∈X ) be a connected semi-Cartan graph of rank two such that |X | is finite. Let X ∈ X and let n be the smallest positive integer with (r 2 r 1 ) n (X) = X. Let (c k ) k≥1 be the characteristic sequence of C with respect to X and 1, and let l = 6n − Σ 2n i=1 c i . The following are equivalent.
(1) C is a finite Cartan graph. In this case 12n/l = |∆ X re
Proof. Let (β k ) k≥1 be the root sequence of C with respect to X and 1 and (γ k ) k≥1 the root sequence of C with respect to X and 2.
(1)⇒(2). Let q = t 
Thus −η(c 1 ) · · · η(c q ) = id. Indeed, if we set w := −η(c 1 ) · · · η(c q ) and w(α 2 ) := aα 1 + bα 2 , then b = 1 since det(w) = 1. If q is odd then −wτ ∈ Hom(Y, X) by Eq. (3) and Eq. (5), where Y = r 1 (r 2 r 1 ) (q−1)/2 (X). In the same way, one gets −w ∈ Hom((r 2 r 1 ) Further, we apply the first part of the proof for r 1 (X) and the label 2 instead of X and the label 1, respectively. Then (c 2 , . . . , c q+1 ) ∈ A + by Remark 4.10 and Σ q+1 i=2 c i = 3q − 6. Hence c q+1 = c 1 . By induction, (c k ) k≥1 = (c 1 , c 2 , . . . , c q )
∞ . In particular, we obtain that Σ (c 1 , c 2 , . . . , c q ) ∈ A + . Since l|12, q is a multiple of n. Hence (c q , c q−1 , . . . , c 1 ) ∞ is the characteristic sequence of C with respect to X and 2. By Lemma 4.12, we get that
0 for all X ∈ X by Lemma 4.12. Hence C is finite.
By the definition of t by assumption and (r 2 r 1 ) t X 12 (X) = X. Therefore, C is a Cartan graph.
Classification of rank two Nichols algebras of diagonal type over fields of positive characteristic
In this section we classify all the two-dimensional braided vector spaces V of diagonal type over fields of positive characteristic such that the Nichols algebra of V has a finite root system. The proof uses the characterization of the finite Cartan graphs of rank two. Let I = {1, 2} and G an abelian group. Let V be a braided vector space of diagonal type with a basis {x 1 , x 2 } and the braiding c(x i ⊗ x j ) = q ij x j ⊗ x i , i, j ∈ I. Then V is a Yetter-Drinfel'd module over kG. Let B(V ) denote the Nichols algebra of V .
The following theorem determines whether W(kx 1 , kx 2 ) is finite in terms of the Dynkin diagram of V .
Theorem 5.1. Let V be a two-dimensional braided vector space of diagonal type with the braiding c(
where i, j ∈ {1, 2} and {x 1 , x 2 } is a basis of V . Let M := (kx 1 , kx 2 ). Assume that the characteristic p of k is positive. Then the following are equivalent.
(1) B(V ) is decomposable and ∆ M is finite. In this case, the row of Table 6 containing D consists precisely of the Dynkin diagrams of the points of C s (M). Further, the corresponding row of Table 7 contains the exchange graph of C s (M). (3, 1, 5, 1, 3, 1, 5, 1, 3, 1, 5, 1) in Table 7 .
Proof. (2)⇒ (3). By Lemma 3.3 one obtains that M is i-finite for all i ∈ I. For i ∈ I, one can determine the Dynkin diagram of R i (M) by Lemma 3.4. One observes that it appears in the same row of Table 6 as D. Doing the same for all the Dynkin diagrams in the same row of D implies that M admits all reflections. Hence C s (M) is well-defined by Prop. 3.6. Now, we identify the objects of C s (M) with their Dynkin diagrams.
Assume that D appears in row r of one of Tables 1 − 6. Then by the above calculations, the exchange graph of C s (M) appears in row r of Table 7 . Then we calculate the smallest integer n with (r 2 r 1 ) n (D) = D and we observe that it appears in the third column of row r of Table 7 .
Then we compute the characteristic sequence (c k ) k≥1 with respect to the first Dynkin diagram in row r and the label 1. We observe that (c k ) k≥1 is the infinite power of the sequence in the fifth column of row r of Table 7 . Further, we get the numbers l = 6n − Σ 2n i=1 c i . They appear in the fourth column of Table 7 (3)⇒ (2). Since M admits all reflections, the tuple
1 is a semi-Cartan graph. In particular,
by Lemma 3.2 and (q ′ ij ) i,j∈I is the braiding matrix of X. Then ∆ M is finite since W(C(M)) is finite. Hence all roots are real by [10, Prop. 5.2] . Then C(M) is a finite Cartan graph by Thm. 3.1. Hence C s (M) is a finite Cartan graph by Prop. 3.6. We can apply Thm. 4.13 to C s (M).
By the implication (2)⇒ (3), it is enough to prove that the Dynkin diagram of at least one point in C s (M) is contained in Table 6 . 5, one of (1, 1), (1, 2, a), (2, 1, b), (1, 3, 1, b) (c 1 , c 2 , . . . , c m ) . Let n be the smallest integer with (r 2 r 1 ) n (X) = X. Then n|m by Thm. 4.13. Since c m+k = c k for all k ∈ N, we have the freedom to assume any position in (c k ) k≥1 , where any of these subsequences is starting. Let c 0 = c m and q 0 = q 12 q 21 .
We may assume that i = 1, j = 2, but change the labels if necessary. Next we proceed case by case:
Step 1 Step 2. Assume that (c 0 , c 1 , c 2 ) = (1, 2, a ′ ), where a ′ ∈ {1, 2, 3}. Then we obtain that a 
≤ −2 since (−q 2 )q −1 = −q = 1, and −q 2 = −1. Case 2bba1. If p = 3 and a ′ = −a
Case 2bba2. If p = 3 and a ′ = −a
Case 2bbb. We now suppose that p = 3. Set ζ := q 11 and q := q 0 . Hence the Dynkin diagram of r 1 (X) is ❡ ❡ ζ (ζq)
, 2, 3}, we distinguish three cases: 
Hence the Dynkin diagrams of r 1 (X), X and r 2 (X), respectively, are
with ζ ∈ G Case 2bbb3a2c. If p = 6s + 1 (s ≥ 2), then the Dynkin diagrams of r 1 (X), X, r 2 (X), r 1 r 2 (X), r 2 r 1 r 2 (X), and (r 1 r 2 ) 2 (X), respectively, are
with ζ ∈ G Case 2bbb3a2d. If p = 6s + 5, where s ≥ 1, then the Dynkin diagrams of r 1 (X), X, r 2 (X) and r 1 r 2 (X), respectively, are
with ζ ∈ G 11 . Case 3a. If p = 3, then by setting q := q 0 , the Dynkin diagrams of X and r 2 (X), respectively, are 
. Then q 2 = 1 since p = 3 and q = 1, which is a contradiction to (6). Case 3b. We now consider the cases in which the condition p = 3 holds. Set ζ := q 11 and q := q 0 . The Dynkin diagram of r 2 (X) is
Case 3b1. If p = 3 and b ′ = 3, then one gets (−ζq) 
and D = D 10,2 . The equation Case 4ab. Set q := q 11 . If q 11 3 q 0 = 1 and q 22 = −1, then the Dynkin diagrams of X, r 1 (X) and r 2 r 1 (X), respectively, are
Then −a r 2 r 1 (X) 12
= c ′ ∈ {3, 4, 5}. Hence we distinguish three cases: 4ab1, 4ab2 and 4ab3. Case 4ab1. If c ′ = 3, then (−q −2 ) 3 q 3 = 1 or
, where 
= −2, which is a contradiction. Then p = 3 and 
