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The structure of the three-boson bound state in Minkowski space is studied for a model with con-
tact interaction. The Faddeev-Bethe-Salpeter equation is solved both in Minkowski and Euclidean
spaces. The results are in fair agreement for comparable quantities, like the transverse amplitude
obtained when the longitudinal constituent momenta of the light-front valence wave function are
integrated out. The Minkowski space solution is obtained numerically by using a recently proposed
method based on the direct integration over the singularities of the propagators and interaction
kernel of the four-dimensional integral equation. The complex singular structure of the Faddeev
components of the Bethe-Salpeter vertex function for space and time-like momenta in an example of
a Borromean system is investigated in detail. Furthermore, the transverse amplitude is studied as a
mean to access the double-parton transverse momentum distribution. Following that, we show that
the two-body short-range correlation contained in the valence wave function is evidenced when the
pair has a large relative momentum in a back-to-back configuration, where one of the Faddeev com-
ponents of the Bethe-Salpeter amplitude dominates over the others. In this situation a power-law
behavior is derived and confirmed numerically.
I. INTRODUCTION
The Bethe-Salpeter (BS) approach is an impor-
tant and efficient tool to investigate relativistic few-
body systems. Solving the BS equation with a re-
alistic interaction, especially for a three-body system,
is technically a rather complicated problem. However,
the principal qualitative properties can be understood
through models that retain the main features of the
physical system. One of these models, fundamental in
nuclear physics and described (in the two-body case)
in any textbook, is the zero-range interaction.
The three-body BS equation in Minkowski space
with zero-range interaction was derived in Ref. [1] in
1992. Later on, in 2017, the equation was solved in
Euclidean space [2] for the first time and then, quite
recently, directly in Minkowski space [3]. Concerning
the Euclidean space solution, the reasons of this time
lag was due to the fact that, though the BS equation
was given in Ref. [1] in a simple and transparent form,
as it was there presented the equation did not allow
to make the Wick rotation directly. Whether the ro-
tating integration contour crosses the singularities or
not, this depends on the point around which it is ro-
tated. To determine the safe point one must make a
shift of variables in the BS equation [1], as proposed
in Ref. [2]. This was the key to success. As for the
Minkowski space solution [3], the methods were ab-
sent until recently. In Ref. [3] the method developed
in Ref. [4] was used.
The aforementioned method is based on the direct
integration of the singularities of the propagators and
interaction kernel [4]. It does not resort to the Nakan-
ishi integral representation [5, 6] and light-front (LF)
projection. In the present paper we will follow this
method and explore it for obtaining information on
the structure of relativistic three-body systems.
However, the corresponding equation in the light-
front dynamics (LFD) was derived and solved already
in Ref. [1]. Then the stability of the solution was
thoroughly explored in Ref. [7]. Finding the solu-
tion of the BS equation fully in Minkowski space is
rather important for applications when used to cal-
culate observables like parton distributions and elec-
tromagnetic form factors (see e.g. Ref. [8]). The Eu-
clidean solution, though it provides the bound state
spectrum, requires a careful analytical extension of
the Euclidean BS amplitude, and for large enough
momentum transfers overlapping cuts turns the task
cumbersome, preventing to explore the whole range
of momentum transfers. Besides that, the compari-
son between the BS and the LFD solutions provides
valuable information about the structure of the sys-
tem, i.e., regarding contribution of the higher Fock
components etc.
As it was shown in Ref. [2], the effect coming from
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2higher Fock components on the binding energy and
transverse amplitude is huge, even for weakly bound
states. This is different from the two-body case, where
the truncation at the valence state does not present
such a dramatic effect (see e.g. Refs. [9, 10]). This dif-
ference in a three-body system is explained by the con-
tribution of effective three-body forces of relativistic
origin, as investigated in Ref. [11]. Noteworthy that
the BS equation for three bosons has a kernel anal-
ogous to the contribution provided by the quark ex-
change diagrams in quark-diquark models in the con-
stituent quark picture [12], making even more appeal-
ing the outcomes of the Minkowski space approach to
be presented as follows.
The conclusion that the effect coming from higher
Fock components is sizable leads to raise doubts re-
garding the range of validity of valence inspired mod-
els, which are widely applied to hadron physics, as
they might be inappropriate to describe certain fea-
tures of the bound state dynamics, particularly for
three-body systems. It is worth mentioning that even
for two-boson bound states the contributions coming
from higher Fock components, as shown by the cal-
culations [9, 13], can constitute more than 30% of
the normalization. The BS equation and LFD ap-
proaches have already been used as a suitable frame-
work in phenomenological applications. For instance,
the calculation of the LF amplitudes in a simplified
pion model with strongly bound constituent quarks
was done through the solution of the BS equation di-
rectly in Minkowski space [14] and also the final state
interaction in heavy meson decays was studied using
a relativistic LF model [15, 16].
As mentioned, the comparison of the binding en-
ergies calculated within LFD and BS equation for a
one-boson exchange kernel presents a significant dis-
cordance [11], unlike what happens for two-body sys-
tems [17]. In Ref. [11] there was found an increasing
effect of the three-body forces as the exchanged boson
mass µ grows, what is relevant for the zero-range case,
which corresponds effectively to µ → ∞. Although
that work was quite instructive, the three-body forces
were taken into account only perturbatively, produc-
ing a significant contribution to the bound state en-
ergy, what indicates the necessity to go beyond per-
turbation theory. It is essential to obtain the non-
perturbative solution of the three-body BS and LFD
equations, including three-body forces, in order to
have a thorough understanding of the physical sys-
tem.
In the non-relativistic approach, within the
Schro¨dinger equation, it is well known that the bind-
ing energy of a three-boson system with the two-body
zero-range interaction is not bound from below, what
is known as the Thomas collapse [18]. As shown in
Ref. [1], and further explored numerically in Ref. [7],
the relativistic effects result in an effective repulsion at
small distances that prevents the Thomas collapse in
the relativistic case. This result was found for the va-
lence truncation, within the LFD framework. There-
fore, exploring the complete amplitude by means of
the BS equation, which includes higher Fock contri-
butions, is necessary to describe such a relativistic
three-body system.
Furthermore, the approach for three-boson systems
allows one to explore within the relativistic context
a wide and important field of research that is already
very well established non-relativistically, known as the
Efimov physics [19, 20]. The three-body approach de-
veloped here paves the way to explore many interest-
ing relativistic phenomena and it is expected to bring
more remarkable outcomes as further studies are done.
This paper is devoted to a detailed study of the
Minkowski space solution of the three-boson Faddeev-
BS equation in the case of the two-body zero-range
interaction. As the goal is to address the zero-range
interaction case, a major point is the influence of rel-
ativistic effects on the stability of the three-body sys-
tem and the impact on its structure. To accomplish
such a goal we focus on Borromean systems and the
Faddeev-BS equation is solved both in Minkowski and
Euclidean spaces. The choice made for Borromean
states simplifies the computations in Minkowski space,
as the bound state pole is absent in the two-body scat-
tering amplitude, which is an input to the kernel of the
Faddeev-BS equation.
The Minkowski space solution is obtained by the
direct integration of the singularities of the propaga-
tors and interaction kernel [3], what allows to explore
in the space and time-like momenta regions the com-
plex singular structure of the Faddeev components of
the BS vertex function of such a Borromean state.
We study in detail the numerical solutions by showing
that both methods produce results in fair agreement
for the Faddeev component of the transverse ampli-
tude obtained from the corresponding component of
the valence wave function, after integration over the
longitudinal LF momentum fractions. In addition, the
double-parton content of the transverse amplitude is
studied, and we evidenced the two-body short-range
correlation contained in the valence wave function.
The kinematical condition to expose the pair short-
range correlation was set for large relative momentum
in a back-to-back configuration, in such situation the
3Faddeev component of the BS amplitude that brings
the pair interaction is the dominant one. We also
found, as expected for large relative momentum, a
power-law behavior, that was confirmed numerically.
The paper is organized as follows. The theoreti-
cal formalism for the two-body scattering amplitude,
3-body BS equation and transverse amplitudes is out-
lined in Secs. II-VI. In Sec. VII the Wick rotation
of the three-body BS amplitude is revisited to clarify
that the transverse amplitude is independent of that.
In Sec. VIII the numerical results are presented and
discussed. The conclusions are then drawn in Sec. IX.
Some of the more lengthy derivations, and also a brief
summary of the numerical methods, are available in
appendices.
II. TWO-BODY SCATTERING AMPLITUDE
For the contact interaction (with the four-leg vertex
iλ), the two-body amplitude F(M212) is determined
by the equation shown graphically in Fig. 1 (see also
Ref. [1]). Iterating, we find that the first contribution
is simply iλ, the second one is (iλ)2B, where B is the
amputated from (iλ)2 the bubble graph, etc. That is:
iF(M212) = iλ+ (iλ)2B + (iλ)3B2 + . . . =
iλ
1− (iλ)B(M212)
=
1
(iλ)−1 − B(M212)
,
(1)
or
F(M212) =
1
i[(iλ)−1 − B(M212)]
, (2)
where
B(M212) =∫
d4k
(2pi)4
i
(k2 −m2 + i)
i
[(k − P )2 −m2 + i] .
(3)
Here m denotes the boson mass, and P is the total
four-momentum of the two-body system, P 2 ≡ M212,
whereM212 denotes the squared effective off-shell mass.
FIG. 1. Diagrammatic representation of the integral equa-
tion for the two-body scattering amplitude (1) of Ref. [1].
The loop integration (3) has a log-type ultraviolet
divergence that has to be regularized and renormal-
ized by fixing the scattering amplitude at some physi-
cal value, which will be given by the bound state pole
or scattering length. Although it is a well known and
standard procedure, we will present it in the follow-
ing for the sake of completeness as well as to fix our
notation.
A. Normalization of the scattering amplitude
In the derivation of the two-body amplitude, we
follow the definitions and normalization of Ref. [21].
According to it, the partial wave amplitude of angular
momentum L is defined as
FL(kv) =
1
32pi
∫ 1
−1
dz PL(z)F (kv, z) , (4)
where kv = |~k| is the magnitude of the particle mo-
mentum in the rest-frame, z is the cosine of the center-
of-mass (c.m.) scattering angle and PL(z) is the Leg-
endre polynomial. For a z-independent amplitude (2):
F0(kv) =
1
16pi
F(M212). (5)
In the given normalization, the scattering amplitude
is related to the phase shift by [4]
F0(kv) =
εk
kv
exp(iδ0) sin δ0 = εkf0(kv), (6)
with εk =
√
k2v +m
2. The S-matrix is unitary if the
phase-shift δ0 is real and
f0(kv) =
1
kv cot δ0 − ikv , (7)
is the standard non-relativistic form of the scattering
amplitude. The expansion in powers of k2v in the low
energy region, gives:
kv cot δ0 = −1
a
+
1
2
r0k
2
v + · · · , (8)
where a is the scattering length and r0 the effective
range. The relation to F(M212) is
f0(kv) =
1
16piεk
F(M212), (9)
and the two renormalization conditions to be used in
the following, are based either on fixing the bound
state pole or the scattering length. The latter condi-
tion reads
f0(kv = 0) =
1
16pim
F(4m2) = −a, (10)
that fixes the scattering amplitude at the continuum
branch point.
4B. Renormalization via bound state pole
One way to calculate B(M212) is to use the standard
Feynman parametrization:
1
a b
=
∫ 1
0
du
[ua+ (1− u)b]2 , (11)
with a = k2 −m2 + i, b = (k − P )2 −m2 + i, and
then compute the 4D integral in the Euclidean space.
However, for M212 ≥ 4m2, the integrand of this inte-
gral becomes singular and this method is not so con-
venient.
Therefore, to calculate the amplitude (especially for
M212 > 4m
2) we use the initial integral (3) (written in
the c.m. frame ~P = ~0) and start by performing the
integration over k0 by residues, i.e.
B(M212) = −
∫
dk0d
3k
(2pi)4
1
(k20 − k2v −m2 + i)
× 1
[(k0 −M12)2 − k2v −m2 + i]
=
2pii(res1(M12) + res2(M12)).
(12)
Here res1,2 are the residues of the integrand in one of
the two poles in the upper half plane of the complex
variable k0. The positions of the poles are
k
(1)
0 = −εk + i, k(2)0 = M12 − εk + i,
and the corresponding residues are given by
res1(M
2
12) =
∫ Λ
0
k2vdkv
(2pi)3
1
εk
1
[(εk +M12)2 − ε2k + i]
,(13)
res2(M
2
12) =
∫ Λ
0
k2vdkv
(2pi)3
1
εk
1
[M12(M12 − 2εk) + i] , (14)
where the integrals are regularized by the momentum
cut-off Λ. If −∞ < M212 < 4m2, the integrals (13)
and (14) are non-singular ones. Contrary to this, if
M12 > 2m, the second residue is represented as a
sum of two contributions: the principal value of the
integral over kv and the delta-function contribution,
i.e.
res2(M
2
12) = res2a(M
2
12) + res2b(M
2
12)
= PV
∫ Λ
0
k2vdkv
(2pi)3
1
εk
1
M12(M12 − 2εk)
+
∫ Λ
0
k2vdkv
(2pi)3
1
εk
(−ipi)δ[M12(M12 − 2εk)]
= res2a(M
2
12) +
1
2pii
y′′
16pi
,
(15)
where the delta function is integrated out by taking
Λ→∞ and y′′ is defined below, in Eq. (21).
As the contribution res2a(M
2
12) in (15) is divergent
in the ultraviolet limit, it is necessary to perform a
regularization process. By renormalizing we can ex-
press the bare parameters (in this work, the coupling
constant λ) via observables (usually, in the field the-
ory, via a “physical” coupling constant). From the
condition that the two-body system has a bound state
with the mass M2 and the amplitude (2) has a pole
at M12 = M2, one finds for the coupling constant λ
(iλ)−1 = B(M22 ) = 2pii(res1(M22 ) + res2(M22 )). (16)
The denominator in (2) then becomes
i[(iλ)−1 − B(M212)] = i[B(M22B)− B(M212)]
= i PV
∫ ∞
0
(M22 −M212)
32pi2 εk
[
k2v −
(
1
4M
2
12 −m2
)]
× k
2
vdkv[
k2v +
(
m2 − 14M22
)] − y′′
16pi
. (17)
In Eq. (17), the principal value (PV) integral takes
into account the singularity at kv =
√
1
4M
2
12 −m2
and the limit of Λ → ∞ is taken since the integral is
ultraviolet finite.
Now the integral (17), (in which the bare coupling
constant λ is expressed via the two-body bound state
mass M2) is finite and its calculation in different do-
mains of the variable M12 results for F(M212) in:
(i) If −∞ < M212 ≤ 0 (1 ≥ y ≥ 0), then:
F(M212) =
[
1
16pi2y
log
1 + y
1− y −
arctan y′M2
8pi2y′M2
]−1
. (18)
(ii) If 0 ≤M212 ≤ 4m2 (0 ≤ y′ <∞), then:
F(M212) =
[
arctan y′
8pi2y′
− arctan y
′
M2
8pi2y′M2
]−1
. (19)
(iii) If 4m2 ≤M212 <∞ (0 ≤ y′′ ≤ 1), then:
F(M212) =
[
y′′
16pi2
log
1 + y′′
1− y′′ −
arctan y′M2
8pi2y′M2
− i y
′′
16pi
]−1
.(20)
Here y′M2 =
M2√
4m2−M22
and
y =
√
−M212√
4m2 −M212
, y′ =
M12√
4m2 −M212
,
y′′ =
√
M212 − 4m2
M12
.
(21)
5We have not yet introduced the scattering length a
in F(M212) instead of the two-body bound state mass,
which will allow to generalize the scattering amplitude
for the case where no bound state exists. This will be
discussed in detail in the next subsection. It should be
also noticed that above the threshold M12 > 2m, the
amplitude obtains in the denominator an imaginary
part −i y′′16pi .
C. Renormalization via scattering length
The two-body scattering amplitude (18)-(20) was
obtained by fixing a bound state pole at M12 = M2.
However, it can happen that the two-body bound
state is absent, hence, the two-body scattering am-
plitude has no any bound state pole. Besides that,
the three-body bound state may exist in absence of
the two-body one. In this situation a different condi-
tion will be used: the requirement that the scattering
amplitude at zero energy is equal to −a, where a is the
two-body scattering length. The (non-renormalized)
two-body amplitude F(M212) still has the form of Eq.
(2). Its argument can be written as M212 = 4ε
2
k. By
using (2) and (10) we obtain
1
16pim
1
i[(iλ)−1 − B(4m2)] = −a, (22)
and therefore
(iλ)−1 = B(4m2)− 1
16ipima
. (23)
The two-body amplitude is then given by
F(M212) =
1
i
[
B(4m2)− B(M212)
]
− 116pima
. (24)
The two-body scattering amplitude is obtained af-
ter substituting 2m for M2 in Eq. (17), and in the
different regions of M212 it reads:
(i) If −∞ < M212 ≤ 0 (1 ≥ y ≥ 0), then:
F(M212) = 16pi
[
1
piy
log
1 + y
1− y −
1
ma
]−1
. (25)
(ii) If 0 ≤M212 ≤ 4m2 (0 ≤ y′ <∞), then:
F(M212) = 16pi
[
2
pi
arctan y′
y′
− 1
ma
]−1
. (26)
(iii) If 4m2 ≤M212 <∞ (0 ≤ y′′ ≤ 1), then:
F(M212) = 16pi
[
y′′
pi
log
1 + y′′
1− y′′ −
1
ma
− iy′′
]−1
.(27)
For negative scattering length a this amplitude has no
poles.
The two-body amplitude can be written from
Eq. (27) in terms of the c.m. frame momentum as:
F(M212) = 16pi
[
kv
εkpi
log
εk + kv
εk − kv −
1
ma
− ikv
εk
]−1
,
(28)
and then:
kv cot δ0 =
kv
pi
log
εk + kv
εk − kv −
εk
ma
, (29)
which is real showing the unitarity of the model am-
plitude. The power expansion for small kv and com-
parison with (8) allows to identify the effective range
as
r0 =
4
mpi
− 1
m2a
, (30)
which is determined by the terms ∝ 1/m, 1/m2, re-
flecting the relativistic origin of the model.
In the case when the bound state exists, one finds
that
a =
piy′M2
2m arctan(y′M2)
,
r0 =
2
[
2y′M2 − arctan(y′M2)
]
pimy′M2
,
(31)
and Eqs. (25)-(27) then coincide with (18)-(20). Fur-
thermore, for small binding energy B  m the vari-
able y′M2 increases as y
′
M2
∼ √m/B. The scattering
length a also increases for B → 0 with
a→ 1√
mB
and r0 → 4
mpi
, (32)
whereas the effective radius r0 tends to a constant.
III. THREE-BODY BETHE-SALPETER
EQUATION
The solution of the zero-range three-body BS equa-
tion for three identical spinless particles using the Fad-
deev decomposition of the full BS amplitude can be
reduced to the solution of one single integral equation
for the spectator vertex function vM (q, p) (external
propagators are excluded). In the zero-range interac-
tion case vM (q, p) depends upon both the total mo-
mentum p and on the four-momentum of the spectator
6particle q. The equation reads [1]:
vM (q, p) = 2iF(M212)
∫
d4k
(2pi)4
i
[k2 −m2 + i]
× i
[(p− q − k)2 −m2 + i]vM (k, p).
(33)
Notice that the momentum of the spectator particle,
q, determines the effective mass of the two-boson sub-
system, M12, due to the four-momentum conserva-
tion (see below). Therefore, the vertex function does
not depend on other momenta besides q and the to-
tal four-momentum p. The other two components
of the integral equation (33) can be easily obtained
through the cyclic permutation of the momentum of
the constituent particles. The full BS amplitude in
Minkowski space is recovered by multiplying the ver-
tex function by the three external propagators and
summing up the components, i.e.
iΦM (k1, k2, k3; p) =
i3
vM (k1) + vM (k2) + vM (k3)
(k21 −m2 + i)(k22 −m2 + i)(k23 −m2 + i)
,
(34)
where vM (k) ≡ vM (k, p) (to simplify our notation)
and the four-momenta obey the relation
k1 + k2 + k3 = p. (35)
The relativistic two-body zero-range scattering am-
plitude F(M212) in (33) was derived in Sec. II and,
being renormalized via scattering length, is given by
equations (25), (26) and (27). Its argument M212 is
expressed via three-body momenta as M212 = (p− q)2.
One major simplification in Eq. (33) happens due to
the fact that the amplitude F(M212) does not depend
on the loop integration variable k in the zero-range
case. Due to that the two-body amplitude factors out
in the integral equation, what does not happen for a
finite-range interaction kernel like the one-boson ex-
change or the cross-ladder one.
Notice that in Refs. [1, 7] the regime M212 > 4m
2 of
F(M212) (27) was not presented, due to the range of
the variables considered in those works. The ampli-
tude in terms of the bound state mass, as presented
in Refs. [1, 7], is given in Eq. (19) (i.e. in the physical
domain, 0 ≤M12 ≤ 2m).
Such a link is very important to understand the
range covered by the results obtained previously, in
Refs. [1, 7], by considering only the situation where
the two-body state is bound (i.e. a > 0) producing
a real M2 through Eqs. (31)), and the full support
covered by equations (25), (26) and (27), including
also virtual two-body bound states (i.e. a ∈ R). In
other words, as mentioned, in the region for which a <
0 the amplitude F(M212) has no pole in the physical
domain and, therefore, the two-body bound state does
not exist. The three-body system can still be formed
though, as a Borromean bound state.
The goal now is to solve the scalar three-body BS
equation (33), derived in Ref. [1], for the lowest an-
gular momentum bound state, with zero-range inter-
action, fully in Minkowski space and retaining implic-
itly the Fock-space composition beyond the valence
truncation. The adopted method is the direct inte-
gration of the singularities of the four-dimensional in-
tegral equation, developed recently for the two-body
BS equation in Ref. [4]. The method does not rely on
any ansatz, as e.g. the Nakanishi integral representa-
tion used for the solution of the two-body equation in
Ref. [9]. No three-dimensional reduction of the covari-
ant 4D equation, as the one done by performing the
projection onto the LF plane, is adopted. Part of what
is exposed here was published in Ref. [3]. Further com-
parisons with results obtained in the Euclidean space
calculations will be provided to test the reliability of
the method.
One interesting example of a calculation within the
approach used here is the electromagnetic transition
form factor [22], which quantifies the breakup of a
two-body bound state. This highly complex calcu-
lation was performed through the direct integration
method in Minkowski space, using as inputs the solu-
tions, obtained by the same method [4], of the scat-
tering and bound state BS equations. The transition
form factor, including the final state interaction, was
calculated in the whole kinematical region. It satis-
fied the non-trivial condition of current conservation
explicitly verified numerically.
Equation (33) is a singular integral equation and
solving it numerically is a very challenging task. For
that reason, the equation requires a proper treatment
to be rewritten in, at least, a less singular form be-
fore its numerical solution in the c.m. frame, ~p = ~0.
The propagators, containing the strongest singulari-
ties of the BS equation kernel, are represented in the
customary form [4]
1
k2 −m2 + i =
1
k20 − k2v −m2 + i
= PV
1
k20 − ε2k
− ipi
2εk
[δ(k0 − εk) + δ(k0 + εk)],
(36)
where PV denotes the principal value. The terms like
7PV
∫
. . . dk0
k20−ε2k
contain the singularities at k0 = ±εk
which are removed by subtracting integrals from the
equation, with appropriate coefficients, in such a way
that the final equation is not affected. For that, the
following identities are used
PV
∫ 0
−∞
dk0
k20 − ε2k
= PV
∫ ∞
0
dk0
k20 − ε2k
= 0. (37)
The second propagator in Eq. (33) can be integrated
over the angles analytically. Denoting z = cos
(
~k·~q
kvqv
)
and recalling that d3k = k2vdkv dz dϕ, one can write
that
Π(q0, qv, k0, kv) =
∫
idzdϕ
[(p− q − k)2 −m2 + i]
=
ipi
qvkv
{
log
∣∣∣∣ (η + 1)(η − 1)
∣∣∣∣− ipiI(η)} , (38)
with
I(η) =
{
1 if | η | ≤ 1
0 if | η | > 1 , (39)
and
η =
(M3 − q0 − k0)2 − k2v − q2v −m2
2qvkv
, (40)
where M3 denotes the bound state mass of the three-
body system. The BS equation (33) turns, after in-
tegration over the angles, into an integral equation
with the kernel (38), that is still singular. However,
these singularities are weakened by integration and
become logarithmic ones and discontinuities, that will
be treated numerically.
Once the propagators are expressed as in Eq. (36),
the principal value singularities are subtracted and the
angular integrations are performed, Eq. (33) acquires
the following form:
vM (q0, qv) =
F(M212)
(2pi)4
∫ ∞
0
k2vdkv
{
2pii
2εk
[Π(q0, qv; εk, kv)vM (εk, kv) + Π(q0, qv;−εk, kv)vM (−εk, kv)]
− 2
∫ 0
−∞
dk0
[
Π(q0, qv; k0, kv)vM (k0, kv)−Π(q0, qv;−εk, kv)vM (−εk, kv)
k20 − ε2k
]
− 2
∫ ∞
0
dk0
[
Π(q0, qv; k0, kv)vM (k0, kv)−Π(q0, qv; εk, kv)vM (εk, kv)
k20 − ε2k
]}
. (41)
This equation has now, besides the unknown analyti-
cal behavior of vM (q0, qv) that will be discovered nu-
merically, only weak singularities and discontinuities,
but unlike (33) the singularities in k0 = ±εk no longer
exist.
The logarithmic singularities of the kernel (38),
Π(q0, qv, k0, kv), at η = ±1 can be found for fixed
values of q0, qv and kv, what makes the numerical
treatment in k0 easier. Their positions with respect
to the variable k0 are
k0 = (M3 − q0) +
√
m2 + (kv ± qv)2,
k0 = (M3 − q0)−
√
m2 + (kv ± qv)2. (42)
Analogously, the position of the singularities can
be found for the variable kv, so that the integration
over this variable can be optimized numerically. The
positions of the singularities of Π(q0, qv,±εk, kv) as a
function of kv are given by
kv =
±
√
M212(M
2
12 + q
2
v)(M
2
12 − 4m2)± qvM212
2M212
,
(43)
where M212 = (M3 − q0)2 − q2v . The expression under
the square root is non-negative if
M212 ≥ 4m2 or M212 ≤ 0, (44)
and, therefore, for existing real singularities in kv one
needs to ensure one of the following conditions for q0:
q0 < M3 −
√
q2v + 4m
2 or M3 − qv < q0 < M3 + qv or
q0 > M3 +
√
q2v + 4m
2. This means that the branch-
ing points that need to be considered while fixing the
mesh numerically to separate the regions with and
8without singularities in kv are
q
(1)
0 =M3 −
√
q2v + 4m
2,
q
(2)
0 =M3 − qv,
q
(3)
0 =M3 + qv,
q
(4)
0 =M3 +
√
q2v + 4m
2,
(45)
with q
(1)
0 < q
(2)
0 < q
(3)
0 < q
(4)
0 . As it can be seen
from Eqs. (18)-(20), these branching points are also
present in the two-body amplitude F(M212). For more
details on the behavior of the F(M212) amplitude, see
Sec. C 2.
IV. RELATION BETWEEN THE BS
AMPLITUDE AND LF WAVE FUNCTION
In this section and in Appendix A, we establish the
relation between the three-body BS amplitude and the
three-body LF wave function (LFWF). It generalizes
to the three-body system the relation (3.57) or (3.58)
from Ref. [23] for the two-scalar system and can be
easily generalized to the arbitrary n-body case.
The three-body BS amplitude is defined analo-
gously to the two-body one, namely:
ΦM (x1, x2, x3; p) = 〈0
∣∣∣T(ϕ(x1)ϕ(x2)ϕ(x3))∣∣∣ p〉 .
(46)
As is shown in Appendix A, the three-body LFWF
can be related to the BS amplitude through
ψ(~k1⊥, ξ1;~k2⊥, ξ2;~k3⊥, ξ3) =
(p+)2√
2pi
ξ1ξ2ξ3
×
∫
dk−1 dk
−
2 ΦM (k1, k2, k3; p),
(47)
where ξ1 + ξ2 + ξ3 = 1 and the plus and minus mo-
mentum components are given by p± = p0 ± p3, with
analogous definitions for the other momenta.
Similarly, one has for the two-body case that
ψ(~k1⊥,ξ1;~k2⊥, ξ2) =
=
p+√
2pi
ξ1ξ2
∫
dk−1 ΦM (k1, k2; p).
(48)
By introducing the relative variable k = 12 (k1 − k2),
ΦM ≡ ΦM (k, p), Eq. (48) can be written on the form:
ψ(~k⊥, ξ) =
p+√
2pi
ξ(1− ξ)
∫
dk−ΦM (~k⊥, k
+, k−; p). (49)
It differs from Eq. (3.57) of Ref. [23] by the degrees
of pi due to the presence of the factor (2pi)−3/2 in
Eq. (3.53) of Ref. [23] which we did not introduce
above.
Noteworthy that the support of the function
ψ(~k⊥, ξ) in the variable ξ, or of the integral∫
dk−ΦM (~k⊥, k+, k−; p),
is 0 < ξ < 1, as it should be. This follows from the
fact that ΦM is not an arbitrary function, but it is
defined, in the coordinate space, by
ΦM (x1, x2; p) = 〈0
∣∣∣T(ϕ(x1)ϕ(x2))∣∣∣ p〉 ,
analogously to the three-boson BS amplitude defined
in Eq. (46). This support is also automatically ob-
tained if one represents the BS amplitude in the
Nakanishi form (see Ref. [24], Appendix D). The same
conclusion is also valid for the three-body case, when
using Eq. (47).
V. NON-RELATIVISTIC LIMIT
In this section, the non-relativistic limits of the
three-body Euclidean BS and valence LF equations,
i.e. Eqs. (7) and (10) of Ref. [2], are considered. The
Euclidean BS equation will be first analysed. Repre-
senting the three-body mass M3 as M3 = 3m − B3,
with B3 denoting the three-body binding energy, and
truncating the denominator in Eq. (7) of Ref. [2], and
the terms in the fraction of the argument of the log in
Eq. (8) of the aforementioned reference, to the leading
terms of momenta and the binding energies, one gets
K =
ΠE(q4, qv, k4, kv)(
k4 − i3M3
)2
+ k2v +m
2
=
1
2 log
(k4+q4+ i3M3)
2
+(qv+kv)
2+m2
(k4+q4+ i3M3)
2
+(qv−kv)2+m2(
k4 − i3M3
)2
+ k2v +m
2
⇒ Knr ≈
1
2 log
2
3B3+
(kv+qv)
2
2m +i(k4+q4)
2
3B3+
(kv−qv)2
2m +i(k4+q4)
2m
(
1
3B3 − ik4
) .
(50)
At the first glance, one could neglect the terms
(kv±qv)2
2m in comparison to (k4 + q4), however, this
would result in Knr ≡ 0, and therefore it is neces-
sary to keep them.
9Following Ref. [1], one can write E2 through M
2
12 =
(2m−E2)2, the two-body bound state mass as M2 =
2m− B2 and introduce them in the two-body ampli-
tude F(M212) in the physical domain (0 ≤M212 ≤ 4m2)
(see Eq. (19)) to elaborate the non-relativistic limit.
In such case, m → ∞, and the F(M212) amplitude
becomes
F(M212) =
16pi
√
m√
E2 −
√
B2
, (51)
or, alternatively,
F(−M212) =
16pi
√
m√
2m−
√
−M212 −
√
B2
. (52)
Since M212 =
(
2
3p− iq4
)2 − q2v = −( 23 iM3 + q4)2 − q2v
in the limit m→∞ one gets
E2 = 2m−
√
−
[
2
3
i(3m−B3) + q4
]2
− q2v
≈ 2
3
B3 + iq4 +
q2v
4m
.
(53)
Substituting it in (51), one finds for the scattering
amplitude
F(M212) =
16pi
√
m√
2
3B3 + iq4 +
q2v
4m −
√
B2
. (54)
After these manipulations, Eq. (7) of Ref. [2] obtains
the form
v˜′E(q4, qv) =
1
pi2
√
m
1√
2
3B3 + iq4 +
q2v
4m −
√
B2
×
∫ Λ
0
dkv
∫ ∞
−∞
dk4(
1
3B3 − ik4
)
× log
2
3B3 +
(kv+qv)
2
2m + i(k4 + q4)
2
3B3 +
(kv−qv)2
2m + i(k4 + q4)
v˜′E(k4, kv),
(55)
where it was introduced a cutoff Λ to prevent the
Thomas collapse [18]. In order to obtain the time
independent equation, the integration over k4 needs
to be performed. Since this is a lengthy derivation, it
will not be done here explicitly.
For the three-body LF equation given by Eq. (10)
of Ref. [2], the non-relativistic limit, obtained by fol-
lowing the same steps as before, reads
Γnr(~q) =
1
pi2m3/2
1√
E2 −
√
B2
×
∫
Γnr(~k)d
3k
B3 +
q2v
2m +
k2v
2m +
(~q+~k)2
2m
,
(56)
where
E2 = 2m−M12 ≈ B3 + 3
4
q2v
m
. (57)
Here the factor 1√
E2−
√
B2
is originating from the two-
body amplitude (51) when m→∞.
Eq. (56) is the same as Eq. (18) of Ref. [1]. This
equation is known as the Skornyakov-Ter-Martirosyan
equation [25]. The non-relativistic equation can be
also written in the form
Γnr(~q) =
1
pi2
√
m
1√
B3 +
3
4
q2v
m −
√
B2
×
∫
Γnr(~k)d
3k
k2v +
~k·~q + q2v +mB3
,
(58)
and, for the s-wave, after integrating over the angles,
it reads
Γnr(qv) =
2
pi
√
m
1√
B3 +
3
4
q2v
m −
√
B2
×
∫ Λ
0
log
(
k2v + kvqv + q
2
v +mB3
k2v − kvqv + q2v +mB3
)
Γnr(kv)
kvdkv
qv
.
(59)
The above equation, like (55), and in contrast to (33),
requires a cutoff in order to allow a physical solution
avoiding the Thomas collapse [18].
VI. TRANSVERSE AMPLITUDES
The vertex function v(q0, qv) is fundamentally de-
pendent on the metric (Euclidean or Minkowski one)
adopted to define the integral equation. The trans-
verse amplitude is, instead, an useful quantity for
comparison between calculations performed in Eu-
clidean and Minkowski spaces. Furthermore, it gives
information on the valence wave function integrated in
the longitudinal momenta in the present model, where
an infinite number of Fock-components are taken into
account implicitly by the Bethe-Salpeter framework.
The rich structure of the three-boson bound state
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transverse amplitude is investigated numerically in
Sec. VIII B, as it is a mean to exploit the double par-
ton momentum dependence of the valence wave func-
tion, and also gives access to the dynamical correlation
between the constituents.
The derivation of the expressions for the Minkowski
transverse amplitude is presented below in Sec. VI A.
The final amplitude, computed with the BS ampli-
tude obtained from the solution of the BS equation
in Minkowski space (41), is expected to coincide with
the one defined in Euclidean space. The expressions
for the latter one will be derived in Sec. VI B.
A. Minkowski space
As mentioned, the BS amplitude ΦM can be written
in terms of the three vertex components by introduc-
ing the external propagators. It is given above by
Eq. (34).
The transverse amplitude can be defined via ΦM as
L(~k1⊥,~k2⊥) =
L1(~k1⊥,~k2⊥) + L2(~k1⊥,~k2⊥) + L3(~k1⊥,~k2⊥) =∫ ∞
−∞
dk10
∫ ∞
−∞
dk1z
∫ ∞
−∞
dk20
∫ ∞
−∞
dk2z
× iΦM (k10, k1z, k20, k2z;~k1⊥,~k2⊥).
(60)
However, in the three identical boson case, only one
of its Faddeev components Li is enough for the com-
parison with the transverse amplitude derived from
the Euclidean BS solution. The first Faddeev compo-
nent is given by
L1(~k1⊥,~k2⊥) = i
∫ ∞
−∞
dk10
∫ ∞
−∞
dk1z
vM (k10, k1v)
k21 −m21 + i
× χ(k10, k1z;~k1⊥,~k2⊥),
(61)
with
χ(k10, k1z;~k1⊥,~k2⊥) =
i2
∫
d2k2
(k22 −m22 + i)[(p′ − k2)2 −m23 + i]
,
(62)
where the following quantities enter: ki = (ki0, kiz)
and d2ki = dki0dkiz with i = 1, 2. Moreover,
m22 = m
2 + |~k2⊥|2, m23 = m2 + (~p⊥−~k1⊥−~k2⊥)2, (63)
and p′ = (p′0, p
′
z) = p− k1 = (p0 − k10, pz − k1z).
The two-dimensional integral in (62) can be
performed by first introducing the Feynman
parametrization (11) and then making the transfor-
mation k2 → k2 + (1−u)p′. After integration over k2,
using a Wick rotation as k0 = ik4, we find
χ(k10, k1z;~k1⊥,~k2⊥) = i2
∫ 1
0
du
∫
d2k2
(k22 +D + i)
2
= −pii3
∫ 1
0
du
D + i
,
(64)
with
D = u(1− u)p′2 −m22u− (1− u)m23. (65)
The denominator D is zero at
u∓ =
1
2p′2
[
p′2 −m22 +m23
∓
√
((m2 −m3)2 − p′2)((m2 +m3)2 − p′2)
]
,
(66)
but for p′2 < (m2 +m3)2, the equality D = 0 is never
satisfied in the interval 0 < u < 1, so the term i
can be dropped out in Eq. (64) and the integral over
the Feynman parameter u can be performed safely
analytically, giving the following
χ(k10, k1z;~k1⊥,~k2⊥) =
pii3
p′2(u− − u+)
×
∫ 1
0
du
[
1
u− u− −
1
1− u+
]
=
− ipi
p′2(u− − u+) [log(1− u−)
− log(−u−)− log(−1 + u+) + log(u+)],
(67)
with u± defined in (66).
In the situation where p′2 > (m2 +m3)2, the zeroes
of the denominator, u±, are placed on the real axis
for the interval u ∈ [0, 1]. For that reason, one can
separate χ in two terms, analogously to what was done
in (36), i.e.
χ(k10, k1z;~k1⊥,~k2⊥) =
χ′(k10, k1z;~k1⊥,~k2⊥) + χ′′(k10, k1z;~k1⊥,~k2⊥),
(68)
where
χ′(k10, k1z;~k1⊥,~k2⊥) =
pii3
p′2(u− − u+)
×
[
PV
∫ 1
0
du
u− u− − PV
∫ 1
0
du
u− u+
]
, (69)
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and
χ′′(k10, k1z;~k1⊥,~k2⊥) =
pii3
p′2(u− − u+)
×
[
−ipi
∫ 1
0
duδ(u− u−)− ipi
∫ 1
0
duδ(u− u+)
]
=
2pi2√
[p′2 − (m2 −m3)2][p′2 − (m2 +m3)2]
.
(70)
The principal value integrals in Eq. (69) can be car-
ried out analytically and one obtains for χ′ the follow-
ing expression
χ′(k10, k1z;~k1⊥,~k2⊥) =
ipi
log
m22+m
2
3−p′2−
√
[p′2−(m2−m3)2][p′2−(m2+m3)2]
m22+m
2
3−p′2+
√
[p′2−(m2−m3)2][p′2−(m2+m3)2]√
[p′2 − (m2 −m3)2][p′2 − (m2 +m3)2]
.
(71)
The contribution L1(~k1⊥,~k2⊥) can subsequently be
written in the form
L1(~k1⊥,~k2⊥) =
−i
∫ ∞
−∞
dk1z
{
ipi
2k˜10
[
χ(k˜10, k1z;~k1⊥,~k2⊥)vM (k˜10, k1v)
+χ(−k˜10, k1z;~k1⊥,~k2⊥)vM (−k˜10, k1v)
]
−
∫ ∞
0
dk10
[
χ(−k10, k1z;~k1⊥,~k2⊥)vM (−k10, k1v)
k210 − k˜210
−χ(−k˜10, k1z;
~k1⊥,~k2⊥)vM (−k˜10, k1v)
k210 − k˜210
]
−
∫ ∞
0
dk10
[
χ(k10, k1z;~k1⊥,~k2⊥)vM (k10, k1v)
k210 − k˜210
−χ(k˜10, k1z;
~k1⊥,~k2⊥)vM (k˜10, k1v)
k210 − k˜210
]}
, (72)
where
k˜10 =
√
k21z + |~k1⊥|2 +m2. (73)
Similarly to the treatment of the BS equation in
Sec. III, propagators like [k21 − m21 + i]−1 were ex-
pressed in the form (36) and subtractions were made
to eliminate the principal value singularities at k0 =
±k˜10.
It should be noticed that the function χ in Eq. (72)
has square-root singularities at p′2 = (m2±m3)2. The
functions χ(±k˜10, k1z;~k1⊥,~k2⊥) are thus singular at
k1z = ± 2
M3
√
(M3 +m1)2 − (m2 +m3)2
×
√
(M3 −m1)2 − (m2 +m3)2. (74)
Furthermore, for fixed k1z, the positions of the singu-
lar points of the functions χ(−k10, k1z;~k1⊥,~k2⊥) and
χ(k10, k1z;~k1⊥,~k2⊥) are given by
k10 = −M3 +
√
k21z + (m2 +m3)
2, (75)
and
k10 = M3 ±
√
k21z + (m2 +m3)
2, (76)
respectively. In this case only the singular points lo-
cated on the positive k0 axis need to be considered (see
Eq. (72)). In fact, it turns out that the integrands in
Eq. (72) are symmetric with respect to k1z → −k1z.
Therefore, one needs to consider only the region where
k1z > 0 and multiply the equation by a factor 2. Fur-
thermore, only the positive solutions of Eq. (74) are
needed.
B. Euclidean space
The expressions for the transverse amplitudes in the
Euclidean space, presented in Ref. [2], will be derived
in detail in this section and in Appendix B. As men-
tioned in that paper, the following change of variables
in the original equation (33) was performed,
ki = k
′
i +
p
3
, (i = 1, 2, 3), (77)
in order to allow the Wick rotation without crossing
any singularities. The primed momenta satisfy the
relation
k′1 + k
′
2 + k
′
3 = 0. (78)
The BS amplitude in Minkowski space can be written
as
iΦ˜M (k
′
1, k
′
2, k
′
3;M3) = i
3 v˜M (k
′
1) + v˜M (k
′
2) + v˜M (k
′
3)
(k′1 +
p
3 )
2 −m2 + i
× 1
[(k′2 +
p
3 )
2 −m2 + i][(k′3 + p3 )2 −m2 + i]
=
i3
v˜M (k
′
1) + v˜M (k
′
2) + v˜M (−k′1 − k′2)
[(k′1 +
p
3 )
2 −m2 + i][(k′2 + p3 )2 −m2 + i]
× 1
(k′1 + k
′
2 − p3 )2 −m2 + i
,
(79)
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where
Φ˜M (k
′
1, k
′
2, k
′
3; p) = ΦM
(
k′1 +
p
3
, k′2 +
p
3
, k′3 +
p
3
; p
)
,
(80)
and
v˜M (k
′
i) = vM
(
k′i +
p
3
)
. (81)
Now, in new (shifted) integration variable one can
perform the Wick rotation in the equation (33) and
transform this equation into the Euclidean space. For
the full Euclidean BS amplitude one gets:
iΦ˜E(k
′
14, k
′
1z,
~k′1⊥; k
′
24, k
′
2z,
~k′2⊥) =
−i3 v˜E(k
′
14, k
′
1v) + v˜E(k
′
24, k
′
2v) + v˜E(k
′
34, k
′
3v)
(k′14 − iM33 )2 + k′21z +m21
× 1
(k′24 − iM33 )2 + k′22z +m22
× 1
(k′14 + k
′
24 + i
M3
3 )
2 + (k′1z + k
′
2z)
2 +m23
,
(82)
where
k′iv =
√
|~k′i⊥|2 + k′2iz,
m2i = |~k′i⊥|2 +m2, (i = 1, 2, 3)
~k′3⊥ = −(~k′1⊥ + ~k′2⊥).
(83)
The full Euclidean transverse amplitude, corre-
sponding to the Minkowski one given by (60), reads
L(~k′1⊥,~k
′
2⊥) =
L1(~k
′
1⊥,~k
′
2⊥) + L2(~k
′
1⊥,~k
′
2⊥) + L3(~k
′
1⊥,~k
′
2⊥) =
−
∫ ∞
−∞
dk′14
∫ ∞
−∞
dk′1z
∫ ∞
−∞
dk′24
∫ ∞
−∞
dk′2z
× iΦ˜E(k′14, k′1z, k′24, k′2z;~k′1⊥,~k′2⊥).
(84)
By insertion of Eq. (82) in (84), it is found that
one of the contributions to the transverse amplitude
is given by
L1(~k
′
1⊥,~k
′
2⊥) = −
∫ ∞
−∞
dk′1z
∫ ∞
−∞
dk′14
× χ(k′14, k′1z;~k′1⊥,~k′2⊥)v˜(k′1v, k′14)
× i
(k′14 − iM33 )2 + k′21z +m21
,
(85)
where the function χ is derived in Appendix B and
reads
χ(k′14,k
′
1z;
~k′1⊥,~k
′
2⊥) = −pi
∫ 1
0
du
A
. (86)
Here the denominator A is given by
A = au2 + bu+ c, (87)
with
a = −k′21z −
(
k′14 +
2
3
iM3
)2
,
b = k′21z +
(
k′14 +
2
3
iM3
)2
+m22 −m23,
c = m23,
(88)
where the mi’s are defined by Eqs. (63) and (83).
VII. WICK ROTATION IN THE
THREE-BODY BS EQUATION
It was shown in Ref. [2] that the three-body BS
equation (33), after the introduction of the shifted
variables (77) allows the Wick rotation without cross-
ing any singularities. The validity of this rotation in
the complex plane is a key for the equivalence between
the Minkowski- and Euclidean-space transverse ampli-
tudes. Therefore, we outline in this section some of
the main points related to the Wick rotation of (33).
The BS equation (33) enclosing the shifted variables
takes the form
v˜M (q
′, p) =2iF(M ′212)
∫
d4k′
(2pi)4
i
[(k′ + p3 )
2 −m2 + i]
× i
[(p3 − q′ − k′)2 −m2 + i]
v˜M (k
′, p),
(89)
where M ′212 = (
2
3p− q′)2 and v˜M is defined by (81).
In the center-of-mass frame the pole in the upper
half of the k′0 complex plane of the first propagator is
located at
k
′(+)
01 = −
M3
3
−
√
k′2v +m2 + i, (90)
and for the second one the position of the pole is
k
′(+)
02 = η
′ − q′0 + i, (91)
with
η′ =
M3
3
−
√
(~k ′ + ~q ′)2 +m2. (92)
Consequently, as seen from (90), the first propagator
does not have any poles in the first quadrant. More-
over, since M3 < 3m one has that η
′ < 0. The Wick
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rotation of (89) can thus be done safely without cross-
ing any singularities.
Contrary to this, for the BS equation in the form
(33), written in terms of the unshifted variables (i.e. k
and q), the second propagator has a pole at
k
(+)
02 = η − q0 + i, (93)
where
η = M3 −
√
(~k + ~q)2 +m2, (94)
and if M3 > m, there exist ~k and ~q such that η > 0,
and the Wick rotation is thus not permitted.
Each of the three Faddeev components of the trans-
verse amplitute, given by (60), is like the right-hand
side of the BS equation (33), an integral over a ver-
tex function times a product of propagators. It is
therefore clear that the Wick rotation (after introduc-
tion of the shifted variables) also should hold for the
transverse amplitude. The propagators entering the
definition of the BS amplitude (79) have poles of the
form (90), and should therefore not cause any addi-
tional problems in this respect. The expected equiv-
alence between the transverse amplitudes computed
in Minkowski and Euclidean spaces respectively, is
confirmed by the numerical results to be presented
in Sec. VIII B. Though, in this paper the transverse
amplitudes, depending on kx, ky, are compared, we
want to stress that the aforementioned arguments are
also applicable to the more general amplitudes, not
integrated over kz, i.e., depending on kx, ky, kz.
VIII. RESULTS AND DISCUSSION
A. Vertex function in Minkowski space
The Faddeev component of the vertex function is
quantitatively studied in Minkowski space, as it car-
ries the dynamical content of the relativistic three-
body model. From it the full BS amplitude of the
system can be constructed. In Minkowski space it has
a nontrivial analytic structure since several branch
points given by (45) are present in the kernel of
Eq. (41) , and reflected in the cusps appearing in the
vertex function, as will be presented in what follows.
Evidently, the Euclidean equation, obtained after the
Wick rotation (see Ref. [2]) does not present in its
integration path any singularity as well as the corre-
sponding solution. Despite of this, both solutions can
be compared as we are going to present.
We solved Eq. (41) adopting a spline decomposition
of the vertex function vM (q, p) used in Ref. [3], see
Appendix C. The inputs are the scattering length a
and the three-body binding energy B3, the same as
in the Euclidean calculations performed in Ref. [2].
In the numerical solution of (41), we multiplied the
right-hand side of it by a parameter (eigenvalue) λ. A
consistent solution then corresponds to an eigenvalue
of λ = 1.0.
Three results for the eigenvalue are given in Ta-
ble I, for the following values of the two-body scat-
tering length: am = −1.280, am = −1.500 and
am = −1.705. The results for the eigenvalue λ, ex-
pected to be real and equal to one, present small de-
viations from the unity and also an imaginary part.
Nevertheless, it is important to mention another po-
tential source of error: cutoffs were introduced to con-
strain the domains of the variables qv and q0. It is very
difficult to reach a reasonable convergence considering
the full domains, as the size of the region where the
singularities (given by Eqs. (42) and (43)) appear is
enlarged along the axes. Moreover, the asymptotic
regions start at larger momenta.
The actual values used to truncate the variables
were qmaxv /m = 6.0 and q
max
0 /m = 13.0, for the two
smallest binding energies, or qmax0 /m = 15.0, for the
case where B3/m = 1.001. Regardless, the conver-
gence was reached within about 10% for the worst
case. On the other hand, in the Euclidean calculations
it is possible to take into account the whole range of
the involved variables qv, q4, kv and k4 through a map-
ping procedure. The fact that in the Minkowski ap-
proach cutoffs were applied while the whole domains
were used in the Euclidean calculations makes the re-
sults not fully comparable. This might be one of the
reasons why in λ small non-zero imaginary parts ap-
pear and for the deviations from 1 obtained in the real
part.
B3/m am λ
0.006 −1.280 0.999− 0.054i
0.395 −1.500 1.000 + 0.002i
1.001 −1.705 0.997 + 0.106i
TABLE I. Eigenvalues of the three-body ground state for
three scattering lengths, a, computed in [3] by using the
Euclidean three-body binding energies.
The rest of this section will be devoted to a detailed
study of the representative case with B/m = 0.395
and am = −1.5. Though, important to point out
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that many of the stated conclusions are valid also for
the other cases in Table I.
In Fig. 2 it is shown the calculated real and imagi-
nary parts of the vertex function vM (q0, qv) versus q0
for three fixed values of qv. For all three cases there is
a quite good agreement between the numerical peak
positions and the analytical ones, given by Eq. (45).
Though, worth to mention that, due to the scale of
the figure, some of the peaks for the case qv/m = 2.5
are not clearly visible. The peaks in Fig. 2 appear
as branching points of the kernel Π(q0, qv,±εk, kv),
defining its singularities, as discussed in Sec. III. In-
terestingly, the aforementioned positions correspond
to M212 = 0 and M
2
12 = 4m
2, which give the branching
points of the two-body scattering amplitude F(M212).
In Fig. 2 it is seen that for small values of qv a sin-
gularity appears at q0 ≈ M3. The distance between
the external peaks, corresponding to M212 = 4m
2, is
equal to 2
√
q2v + 4m
2, an increasing function with re-
spect to qv. This fact makes things more complicated
from the numerical point of view, as for large values
of qv a very wide region of q0 has to be covered. This
imposes the need of cutoffs for the variables.
Similarly, in Fig. 3 we present the real and imagi-
nary parts of vM (q0, qv) with respect to qv, for q0 = m.
In the figure is seen a peak (both in the real and imag-
inary part) which corresponds to the branching point
qv = M3 − q0. However, for the other points given
by Eq. (45), no solution exists such that q0 = m and
qv > 0. It can be seen in the figure that the amplitude
asymptotically goes to zero for large values of qv, as
expected.
Furthermore, in Fig. 4, we compare for q0 = M3/3
the calculated real and imaginary parts of vM (q0, qv)
versus qv with the corresponding Euclidean results for
v˜E(q
′, p) = vE(q′ + p/3, p), i.e. q′4 = 0. It is seen that
the results for both real and imaginary parts are prac-
tically the same for small values of qv. However, the
Minkowskian amplitude has a peak at the branching
point qv = 2M3/3 and the amplitudes also differ sig-
nificantly at larger values of qv, a difference coming
from the contribution of the cut necessary to be taken
into account to match the limit of q′4 → 0 with the
Minkowski point. For the sake of comparison both
amplitudes are normalized to 1 for q′4 = 0 and qv = 0.
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FIG. 2. Real (upper panel) and imaginary (lower panel)
parts of the vertex function, vM (q0, qv) with respect to q0.
For each value of qv the analytical positions of the peaks,
given in Eq. (45), are shown with the vertical dotted lines.
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FIG. 3. Real and imaginary parts of the vertex function,
vM (q0 = m, qv) with respect to qv.
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FIG. 4. Real and imaginary parts of the Minkowski space
vertex function, vM (q0 = M3/3, qv) versus qv, compared
with the corresponding Euclidean results for v˜E(q
′
4, q
′
v).
B. Transverse amplitude
Although the transverse amplitude has a different
meaning with respect to the standard distribution am-
plitude (see Refs. [26, 27]), it shares in common with
the distribution amplitude the valence wave function
content of the full LFWF in Fock space. However,
the transverse amplitude has a distinctive feature with
respect to the distribution amplitude as it can be ob-
tained as well from the BS amplitude in Euclidean
space, making it a useful quantity to compare with the
corresponding Minkowski space quantity. The demon-
stration of equivalence between the transverse ampli-
tude obtained in Minkowski and Euclidean spaces has
been given in Ref. [28] resorting to the Nakanishi inte-
gral representation of the BS amplitude [5, 6] in a two-
boson system. Furthermore, as discussed in Sec. VII,
the Wick rotation of the BS equation (33) can be per-
formed without crossing any singularities and should
also hold for the transverse amplitude. Consequently,
the transverse amplitudes computed in Minkowski and
Euclidean spaces should agree with each other also for
the three-body system, which is confirmed by the re-
sults presented in this section.
In what follows we will exploit the structure of
the transverse amplitude associated with one Faddeev
component. The reader has to keep in mind that the
full transverse amplitude from the three-body wave
function is a coherent sum of the three components.
However, to expose the consequences of our dynamical
assumptions it is simpler to look individually to each
Faddeev component, as the sum of Li(|~ki⊥|, |~kj⊥|, θij)
where θij denotes the angle between ~ki⊥ and ~kj⊥, will
present a much more complex 3D landscape as a func-
tion of the two independent transverse momenta.
In Fig. 5 it is displayed the modulus of the con-
tribution L1(|~k1⊥|, |~k2⊥|, θ) to the transverse ampli-
tude versus |~k1⊥|, calculated from Eq. (72). It is also
shown, for comparison, the corresponding Euclidean
results calculated through Eq. (85). It is seen that
the Minkowski and Euclidean results are in fair agree-
ment with each other. The non-smooth behavior of
the BS solution in Minkowski space, shown in Fig. 2,
is washed out and makes the agreement between the
Euclidean and Minkowski space transverse amplitudes
even more remarkable.
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FIG. 5. Transverse amplitude modulus, |L1| for θ = 0
versus |~k1⊥|/m for |~k2⊥|/m = 0.0, 0.5, 1.0, obtained in
Minkowski space compared with the one calculated in Eu-
clidean space.
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FIG. 6. Transverse amplitude modulus, |L1| as a function
of cos(θ) for (|~k1⊥|/m, |~k2⊥|/m) = (0.5, 0.5), (2.0, 0.5), ob-
tained in Minkowski space compared with the one com-
puted in Euclidean space.
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The dependence of the modulus of the transverse
amplitude |L1| on the angle θ between ~k1⊥ and ~k2⊥
is also displayed, in Fig. 6. The modulus of L1 is a
slowly decreasing function with respect to cos θ. As
seen in the figure, a satisfactory agreement is again
found between the Euclidean (lines) and Minkowski
(symbols) calculations. Although the interaction is
active in the s-wave and the vertex function is depen-
dent only on the time component and the modulus of
the spatial momentum in the rest-frame, the Faddeev
component of the BS amplitude acquired a weak angu-
lar dependence, as we illustrated, due to the presence
of the individual propagators and momentum conser-
vation, essentially containing both s- and p-wave de-
pendencies. The mixing of higher waves appears as
the binding energy increases, which is expected as the
bound state mass becomes smaller increasing the sen-
sitivity of the denominator in Eq. (86) to variations
of the relative angle, as it is transparent in the case of
the transverse amplitude in Euclidean space.
The three-dimensional structure of the transverse
amplitude is further exposed in Fig. 7, where we plot
the absolute value of the amplitude L1(|~k1⊥|, |~k2⊥|, θ)
with respect to |~k1⊥| and |~k2⊥| for different fixed val-
ues of θ. The computations were for simplicity per-
formed in Euclidean space, since it has already been
shown above that the Euclidean and Minkowski cal-
culations give the same results for the transverse am-
plitude. One can conclude from the figure that the
transverse amplitude becomes wider when the value
of is θ is increased, due to correlations proportional to
~k1⊥·~k2⊥. This effect is clearly visible, in particular, for
the anti-aligned case (θ = pi), i.e. when the transverse
momenta obey the relation |~k3⊥|2 = (|~k1⊥| − |~k2⊥|)2.
For θ = pi and along |~k1⊥| = |~k2⊥| there is a clear
enhancement of the transverse amplitude which ex-
hibits a bump due to the vanishing value of ~k3⊥. The
development of this pattern is seen by inspecting the
evolution of the amplitude with θ and comparing the
results for the pi/2 and pi angles. This feature is fur-
ther enhanced when the three-body bound state mass
decreases for a strongly bound system.
C. Short-range correlation
The two-body short-range correlation (in the
context of non-relativistic nuclear physics, see
e.g. Ref. [29]) is exhibited by the model for large rela-
tive momentum, |~k2⊥ − ~k3⊥|, and a back-to-back mo-
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FIG. 7. Transverse contribution, L1(|~k1⊥|, |~k2⊥|, θ) with
respect to |~k1⊥| and |~k2⊥|, for θ = 0, pi/4, pi/2, pi calculated
in Euclidean space.
mentum configuration of particles 2 and 3, where the
transverse amplitude is dominated by the component
L1. Note that this amplitude is also symmetric by the
exchange of ~k2⊥ and ~k3⊥ due to the bosonic nature
of the system with equal masses. In the relativistic
context the concept of the short-range two-body cor-
relation has not yet been developed, but its emergent
imprints are observed in the transverse amplitude.
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line indicating the asymptotic behavior.
The plot for L1 as a function of |~k2⊥ −~k3⊥| for the
back-to-back configuration (|~k1⊥| = 0) is shown in
Fig. 8. In the situation when |~k2⊥−~k3⊥| is large, only
L1 dominates in the full three-body transverse am-
plitude, being the counterpart of the factorization of
the non-relativistic wave function as a two-body term
depending on the relative distance between the two
particles times a function of the relative coordinates
of the other N − 2 particles [29]. In the model with
contact interaction, the denominator in Eq. (86) pro-
vides the momentum dependence of the “wave func-
tion” of the short-range correlated pair in the va-
lence LFWF of the three-body system. The relative
momentum behavior shown in the figure reflects the
free propagators of the bosons, as the contact interac-
tion does not bring any momentum dependence. This
property is shared by the non-relativistic three-body
model with a zero-range potential. Furthermore, for
|~k1⊥| = 0 the denominator of Eq. (86) provides the
large momentum behavior as L1 ∼ |~k3⊥|−2 that leads
to L1 ∼ |~k2⊥ − ~k3⊥|−2 in the back-to-back configura-
tion, as confirmed by our results. The scale for the
asymptotic behavior is naturally fixed by the individ-
ual boson mass, as it can be seen in Fig. 8, where L1
shows an accentuated drop in this momentum range.
In the inset plot the asymptotic behavior for large rel-
ative momentum is shown.
The asymptotic property of L1 also follows from the
structure of the valence LFWF, which has the three-
body LF propagator as the dominant factor for the
contact interaction and at large momentum is just the
inverse of the free three-body mass, i.e.
M20 =
∑
i
~k2i⊥
ξi
.
Note that M−20 ∼ |~k2⊥ − ~k3⊥|−2 for |~k1⊥| = 0, which
is the power-law behavior seen in Fig. 8. Such asymp-
totic form is expected to change for models with finite
range interactions.
IX. CONCLUSIONS
The three-body BS equation has been solved, di-
rectly in Minkowski space, by standard analytical and
numerical methods, where (i) no ansatz or assump-
tion has been introduced to represent the BS am-
plitude and (ii) the singularities from the kernel are
treated analytically and numerically directly in the
four-dimensional equation. The application of the di-
rect integration method to the three-body Faddeev-
BS equation was already presented in Ref. [3]. How-
ever, in the present paper the Minkowski-space struc-
ture of the three-body system has been analyzed in
far greater detail and brings up the structure of the
short-range correlated pair in the Borromean system.
The computed amplitude turns out to be highly
peaked, indicating the presence of a singular behavior,
as shown in Sec. VI. This is very different from what
was found for the amplitude computed through the
Wick-rotated equation in Ref. [2], due to the presence
of branching points and the associated cuts. In one
example we expose the cut contribution to the ampli-
tude comparing results from Minkowski and Euclidean
calculations.
Although the BS amplitudes obtained from the so-
lution in Euclidean and Minkowski spaces are funda-
mentally different, they can be compared by means
of the transverse amplitude. The comparison shows
a notable agreement, giving more confidence on the
reliability of the direct integration method. Further-
more, the transverse amplitude reveals the structure
of the short-range correlated pair in the valence wave
function, which was found when the pair has large
relative momentum in a back-to-back configuration.
We found that the Faddeev component of the BS am-
plitude defined with the pair interaction dominates
over the others, and a power-law behavior of the type
∼ |~ki⊥−~kj⊥|−2 is found for the associated transverse
amplitude and confirmed by our numerical results.
In this work, we show that the results obtained by
the direct integration in Minkowski space agree well
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with the Euclidean results for comparable quantities,
however this method is quite demanding from the nu-
merical point of view. One possible way to improve
on this and additionally be able to treat more real-
istic kernels and/or the spin degree of freedom is to
transform the BS equation into a non-singular form
by using the Nakanishi integral representation [5, 6].
The formulation of the BS approach to the three-
body problem via Nakanishi integral representation
is already in progress and computations based on this
method will be undertaken in the near future. Once
the BS amplitude of the three-body state is known
in Minkowski space it can be used to investigate elec-
tromagnetic form factors, the diversity of parton lon-
gitudinal and transverse momentum distributions, as
well as the space-time structure of the pair short-range
correlation.
Furthermore, one interesting direction for future
explorations of the three-body system is to consider
particles with non-equal masses, as a framework, for
example, to study baryons with a heavy-light con-
tent. Of course still many steps have to be con-
sidered to include the subtle physics of Quantum-
Chromodynamics (QCD) in a continuum model (see
e.g. Refs. [12, 30]), but now in Minkowski space. We
expect that the formulation will also allow to explore
excited states and, through it, in the low energy re-
gion, the Efimov phenomena relativistically.
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Appendix A: Derivation of the relation between
the BS amplitude and LFWF
In this Appendix, we derive in detail the relation
between the three-body BS amplitude and the three-
body LFWF.
The three-body BS amplitude is defined by
Eq. (46). Let us define the integral
I3 =
∫
d4x1 d
4x2 d
4x3 δ(ω·x1) δ(ω·x2) δ(ω·x3)
× ΦM (x1, x2, x3; p) exp(ik1·x1 + ik2·x2 + ik3·x3) ,
(A1)
where ω = (ω0, ~ω), ω
2 = 0 and k1,2,3 are the on-shell
momenta, i.e. k21 = k
2
2 = k
2
3 = m
2. The delta func-
tions in (A1) restrict the variation of the arguments
of the coordinate space BS amplitude to the LF hy-
perplane ω·x = 0.
We now represent the δ-functions in (A1) in the
integral form
δ(ω·xi) = 1
2pi
∫
exp(−iω·xi τi)dτi. (A2)
Due to translation invariance, when all xi’s are shifted
by a: x → x + a, the BS amplitude obtains a factor
exp(−ia·p):
ΦM (x1 + a, x2 + a, x3 + a; p) =
= exp(−ia·p)ΦM (x1, x2, x3; p), (A3)
like the non-relativistic wave function.
We introduce then the BS amplitude (46) in mo-
mentum space. We define it, extracting the delta func-
tion, responsible for conservation of momenta:
ΦM (x1, x2, x3; p) =
(2pi)4
(2pi)12
∫
d4k′1 d
4k′2 d
4k′3
× exp(−ik′1·x1 − ik′2·x2 − ik′3·x3)
× δ(4)(k′1 + k′2 + k′3 − p) ΦM (k′1, k′2, k′3; p).
(A4)
Because of the delta-function in (A4) the amplitude
ΦM (x1, x2, x3; p) satisfies the relation (A3). We em-
phasize that here, in contrast to Eq. (A1), all the argu-
ments k′1,2,3 of the BS amplitude are the off-mass-shell
momenta.
We substitute (A4) and (A2) in (A1) and integrate
over x1,2,3 and k
′
1,2,3. The result reads:
I3 =
1
(2pi)3
∫
dτ1dτ2dτ3 (2pi)
4
× δ(k1 + k2 + k3 − p− ωτ1 − ωτ2 − ωτ3)
× ΦM (k1 − ωτ1, k2 − ωτ2, k3 − ωτ3; p) ,
(A5)
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where the variables τ1,2,3 ∈ ]−∞,∞[. To avoid confu-
sion, we emphasize again: the four-momenta k1,2,3 in
this formula are the on-shell momenta, according to
the definition of (A1), whereas, the arguments of the
BS amplitude are the off-shell momenta, like k′1,2,3 in
(A4); namely: (k1 − ωτ1)2 = m2 − 2(ω·k1)τ1 6= m2
since τ1 6= 0 and similarly for other arguments except
for p2 = M23 .
We subsequently introduce the variable τ = τ1 +
τ2 +τ3 and represent the integral (A5) in the following
three equivalent forms:
I3a =
(2pi)4
(2pi)3
∫
dτ δ(k1 + k2 + k3 − p− ωτ)
×
∫
dτ1dτ2
× ΦM (k1 − ωτ1, k2 − ωτ2, k3 − ω(τ − τ1 − τ2); p),
I3b =
(2pi)4
(2pi)3
∫
dτ δ(k1 + k2 + k3 − p− ωτ)
×
∫
dτ2dτ3
× ΦM (k1 − ω(τ − τ2 − τ3), k2 − ωτ2, k3 − ωτ3; p),
I3c =
(2pi)4
(2pi)3
∫
dτ δ(k1 + k2 + k3 − p− ωτ)
×
∫
dτ1dτ3
× ΦM (k1 − ωτ1, k2 − ω(τ − τ1 − τ3), k3 − ωτ3; p).
(A6)
It can be also represented as:
I3 =
(2pi)4
(2pi)3
∫
dτ δ(k1 + k2 + k3 − p− ωτ)
×
∫
dτ1dτ2dτ3 δ(τ1 + τ2 + τ3 − τ)
× ΦM (k1 − ωτ1, k2 − ωτ2, k3 − ωτ3; p),
(A7)
where by means of the delta function δ(τ1+τ2+τ3−τ)
one can exclude any τi and obtain Eq. (A6). Depend-
ing on the convenience, one can chose any of the forms
in (A6) to calculate the double integral over τi, τj .
With the standard choice ωµ = (1, 0, 0,−1), i.e., in
the LF coordinates, ~ω⊥ = 0, ω+ = 0, ω− = 2, these
integrals are reduced to the integrals over the k−i com-
ponents. The value of τ is determined from the con-
servation law k1 + k2 + k3 = p + ωτ . For example,
squaring this equation, we find
τ =
(k1 + k2 + k3)
2 −M23
2(ω·p) =
1
2(ω·p)
(
k21⊥ +m
2
x1
+
k22⊥ +m
2
x2
+
k23⊥ +m
2
x3
−M23
)
≡ 1
2(ω·p)
(
M20 −M23
)
.
(A8)
On the other hand, the integral (A1) can be ex-
pressed in terms of the three-body LFWF. We assume
that the LF plane is the limit of a space-like plane,
therefore the operators ϕ(x1), ϕ(x2), ϕ(x3), commute
with each other, and, hence, the symbol of the T prod-
uct in (46) can be omitted. In the considered repre-
sentation, the Heisenberg operators ϕ(x) in (46) are
identical on the light front ω·x = 0 to the Schro¨dinger
ones (just as in the ordinary formulation of field theory
the Heisenberg and Schro¨dinger operators are identi-
cal for t = 0). The Schro¨dinger operator ϕ(x) (for the
spinless case, for simplicity), which for ω·x = 0 is the
free field operator, is given by:
ϕ(x) =
1
(2pi)3/2
∫
d3k√
2εk
×
[
a(~k) exp(−ik·x) + a†(~k) exp(ik·x)
]
.
(A9)
We represent the state vector |p〉 ≡ φ(p) in (A1) in
the form of the expansion via the Fock states:
|p〉 = (2pi)3/2
∫
ψ(k1, k2, k3, p, ωτ)
× δ(4)(k1 + k2 + k2 − p− ωτ)2(ω·p)dτ
× d
3k1
(2pi)3/2
√
2εk1
d3k2
(2pi)3/2
√
2εk2
d3k3
(2pi)3/2
√
2εk3
× a†(~k1)a†(~k2)a†(~k3)|0〉+ · · · .
(A10)
In (A9) and (A10) the four-momenta k1,2,3 are on
mass-shells. We substitute this expression in
ΦM (x1, x2, x3; p), Eq. (46). Since the vacuum state on
the light front is always “bare”, the creation operator,
applied to the vacuum state 〈0| gives zero, and in the
operators ϕ(x) the part containing the annihilation
operators only survives. This cuts out the three-body
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Fock component in the state vector. We thus obtain:
ΦM (x1, x2, x3; p) = (2pi)
3/2
∫
ψ(k1, k2, k3, p, ωτ)
× δ(4)(k′1 + k′2 + k′2 − p− ωτ)2(ω·p)dτ
× exp(−ik′1x1 − ik′2x2 − ik′3x3)
× d
3k′1
(2pi)32εk′1
d3k′2
(2pi)32εk′2
d3k′3
(2pi)32εk′3
.
(A11)
Then we substitute this ΦM (x1, x2, x3; p) in (A1) and
integrate over x1,2,3. The integration, for example,
over x1 and then over k
′
1 is fulfilled as follows∫
d4x1d
3k′1
(2pi)42εk′1
exp(−ik′1x1) exp(−iω·x1τ1)dτ1
× exp(ik1x1)
=
∫
δ(4)(k1 − k′1 − ωτ1)dτ1
d3k′1
2εk′1
=
∫
δ(4)(k1 − k′1 − ωτ1)dτ1d4k′1θ(ω·k′1)δ(k′21 −m2)
=
∫
θ(ω·k1)δ((k1 + ωτ1)2 −m2)
=
∫
dτ1δ(2(ω·k1)τ1) = 1
2(ω·k1) ,
(A12)
and similarly for the integrations over x2, k
′
2 and
x3, k
′
3. We used here that θ(k
′
10) = θ(ω·k′1) for k′10 > 0.
Then for I3 we get (cf. Eq. (3.56) from Ref. [23]):
I3 =
(2pi)3/22(ω·p)
2(ω·k1)2(ω·k2)2(ω·k3)
∫
dτψ(k1, k2, k3; p, ωτ)
× δ(4)(k1 + k2 + k3 − p− ωτ) .
(A13)
Comparing (A13) and (A7), we find:
ψ(k1, k2, k3, p, ωτ) =
1√
2pi
2(ω·k1)2(ω·k2)2(ω·k3)
2(ω·p)
×
∫
dτ1dτ2dτ3 δ(τ1 + τ2 + τ3 − τ)
× ΦM (k1 − ωτ1, k2 − ωτ2, k3 − ωτ3; p).
(A14)
As mentioned, in ordinary LFD, Eq. (A14) corre-
sponds to the integration over k−. This equation
makes the link between the three-body BS amplitude
ΦM and the wave function ψ defined on the light front
specified by ω. As it is seen from the above derivation,
it is generalizable (with the same coefficient 1/
√
2pi)
for arbitrary number of particles. Simply the number
of the factors 2(ω·ki) and of the arguments increases.
In the LF coordinates Eq. (A14) obtains the form:
ψ(~k1⊥, ξ1;~k2⊥, ξ2;~k3⊥, ξ3) =
1√
2pi
(p+)2
2
2ξ12ξ22ξ3
×
∫
dτ1dτ2dτ3δ(τ1 + τ2 + τ3 − τ)ΦM (k˜1; k˜2; k˜3; p).
(A15)
where k˜i ≡ {~ki⊥, k+i , k−i − 2τi} and 0 < ξi < 1
(ξ1 + ξ2 + ξ3 = 1) denotes the longitudinal momen-
tum fraction of particle i.
We introduce now new integration variables:
k′−1 = k
−
1 − 2τ1, etc, and then
ψ(~k1⊥, ξ1;~k2⊥, ξ2;~k3⊥, ξ3) =
(p+)2√
2pi
ξ1ξ2ξ3
×
∫
dk−1 dk
−
2 ΦM (k1, k2, k3; p)
=
(p+)2√
2pi
ξ1ξ2ξ3
∫
dk−1 dk
−
2 ΦM (k1, k2, k3; p).
(A16)
In the last line, we omitted the integration over the
3rd argument since it is not independent. In the above
formula it is understood that k3 = p − k1 − k2. One
can chose any pair of arguments: (12), (13) or (23),
depending on the convenience.
Appendix B: Calculating the Euclidean
transverse amplitude
In this Appendix we derive in detail the function χ
occurring in the expression for the Euclidean trans-
verse amplitude, Eq. (85).
From Eqs. (82) and (84), we define χ as the integral
χ(k′14,k
′
1z;
~k′1⊥,~k
′
2⊥) =∫ ∞
−∞
dk′20
∫ ∞
−∞
dk′2z
i
(k′24 − iM33 )2 + k′22z +m22
× i
(k′14 + k
′
24 + i
M3
3 )
2 + (k′1z + k
′
2z)
2 +m23
.
(B1)
The two propagators in (B1) can then be put to-
gether by using the Feynman parametrization (11)
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leading to the result
i
(k′24 − iM33 )2 + k′22z +m22
× i
(k′14 + k
′
24 + i
M3
3 )
2 + (k′1z + k
′
2z)
2 +m23
= −
∫ 1
0
du
D2
,
(B2)
where the denominator reads
D = k′224 + k
′2
2z + (1− u)
[
k′214 + k
′2
1z
]
+
2
3
iM3k
′
24
+ 2(1− u)k′1zk′2z +
2
3
(1− u)k′14(3k′24 + iM3)
− 4
3
iuM3k
′
24 + (1− u)m23 + um22 −
M23
9
=
k′224 + k
′2
2z + (1− u)
[
k′214 + k
′2
1z
]
+
2
[
(1− u)k′14 −
iM3
3
(−1 + 2u)
]
k′24
+ 2(1− u)k′1zk′2z +
2
3
iM3(1− u)k14 + (1− u)m23
+ um22 −
M23
9
.
(B3)
We subsequently eliminate the terms linear in k′24
and k′2z, by performing in Eqs. (B1), (B2) and (B3)
the transformations
k′24 −→ k′24 − α,
k′2z −→ k′2z − β,
(B4)
with
α = (1− u)k′14 −
iM3
3
(−1 + 2u), (B5)
and
β = (1− u)k′1z. (B6)
By these transformations the denominator (B3) is
changed into
D −→ D˜ = k′224 + k′22z +A, (B7)
where
A = u(1− u)[k′214 + k′21z]+ (1− u)m23 + um22
+
4
3
iM3u(1− u)k′14 −
4
9
M23u(1− u).
(B8)
The integrals over k′24 and k
′
2z in (B1) can now be
performed analytically, and the result is
χ(k′14, k
′
1z;
~k′1⊥,~k
′
2⊥) = −
∫ 1
0
du
×
∫ ∞
−∞
dk′20
∫ ∞
−∞
dk′2z
(k′224 + k
′2
2v +A)
2
=
− 2pi
∫ 1
0
du
∫ ∞
0
k′dk′
(k′2 +A)2
= −pi
∫ 1
0
du
A
.
(B9)
Alternatively, one can write the quantity A in the
form
A = au2 + bu+ c, (B10)
with
a = −k′21z −
(
k′14 +
2
3
iM3
)2
,
b = k′21z +
(
k′14 +
2
3
iM3
)2
+m22 −m23,
c = m23.
(B11)
Appendix C: Numerical methods
We solve in this work Eq. (41) by expanding the
amplitude vM (q0, qv) in a bicubic spline basis, on a
finite domain Ω = Iq0×Iqv = [−qmax0 , qmax0 ]×[0, qmaxv ],
i.e.
vM (q0, qv) =
2Nq0+1∑
k=0
2Nqv+1∑
l=0
AijSk(q0)Sl(qv), (C1)
where the unknown coefficients Aij are to determined.
In the numerical implementation, the interval Ix (x =
q0, qv) is partioned into Nx subintervals, so that good
convergence was reached. The adopted spline func-
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tions, Sj(x) are given by [31]
S2i(x) =

3
(
x−xi−1
hi
)2
− 2
(
x−xi−1
hi
)3
,
if x ∈ [xi−1, xi]
3
(
xi+1−x
hi+1
)2
− 2
(
xi+1−x
hi+1
)3
,
if x ∈ [xi, xi+1]
0, if x 6∈ [xi−1, xi+1]
S2i+1(x) =

[
−
(
x−xi−1
hi
)2
+
(
x−xi−1
hi
)3]
hi,
if x ∈ [xi−1, xi][(
xi+1−x
hi+1
)2
−
(
xi+1−x
hi+1
)3]
hi+1,
if x ∈ [xi, xi+1]
0, if x 6∈ [xi−1, xi+1]
(C2)
with hi = xi − xi−1.
By using (C1), Eq. (41) can be transformed to a
generalized eigenvalue problem of the form∑
i′j′
Fiji′j′Ai′j′ = λ(M3)
∑
i′j′
Viji′j′Ai′j′ , (C3)
where
Fiji′j′ = Si′(q
(i)
0 )Sj′(q
(j)
v ), (C4)
and the array Viji′j′ is the right-hand side of (41)
with vM replaced by Si′(q
(i)
0 )Sj′(q
(j)
v ). The variable
q0 (qv) has here been discretized on a mesh consisting
of 2Nq0 + 2 (2Nqv + 2) points. The three-body mass
M3, or equivalently the three-body binding energy B3,
can subsequently be obtained from the condition
λ(M3) = 1. (C5)
Eq. (C5) constitutes a non-linear equation relative
to M3 and is rather time-consuming to solve. For
simplicity, we use thus instead as inputs in the cal-
culations the scattering length a and the M3, ob-
tained from the solution of the Euclidean BS equa-
tion. Eq. (C3) is then solved for the eigenvalue λ and
the coefficients Aij .
The kernel Π(q0, qv, k0, kv) (see Eq. (38)), which en-
ters Eq. (41) has logarithmic singularities, and the an-
alytic expressions for the singular points are given by
Eqs. (42) and (43). In the present work, the integrals
over k0 and kv are computed by dividing a given inte-
gration interval into subintervals Ii = [ai, bi], so that
each subinterval contains at most one singular point
which is just one of the end points of the subinterval.
For each subinterval, the integrand singularity is sub-
sequently weakened by adopting a change of variables
of the form
∫ bi
ai
f(x)dx =
∫ √bi−ai
0
2tf(ai + t
2)dt, (C6)
for a subinterval with a singularity at ai, and
∫ bi
ai
f(x)dx =
∫ √bi−ai
0
2tf(bi − t2)dt, (C7)
if the singularity is at the end point bi. The result-
ing integrals involving smooth functions can then be
performed by Gauss-Legendre integration.
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FIG. 9. Convergence of the real (left panel) and imagi-
nary (right panel) parts of the vertex function vM (q0, qv =
0.5m) with respect to the size of the basis, Nqv ×Nq0 . In
the calculations we used B3/m = 0.395.
23
1. Numerical convergence
As mentioned, in this work the three-body BS equa-
tion is solved by using an expansion of the amplitude
vM (q0, qv) in terms of a finite number of spline func-
tions. Evidently, it is important to check that the
adopted number basis functions is enough.
For this purpose, we show in Fig. 9 the real and
imaginary parts of vM (q0, qv = 0.5m), computed by
using different number of subintervals Nqv and Nq0 ,
corresponding to the variables qv and q0. In the cal-
culations we used the parameters am = −1.5 and
B3/m = 0.395. It is seen in the figure that for Nqv ≥
40 and Nq0 ≥ 80, the solution is well-converged.
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FIG. 10. Real and imaginary parts of F(M212) with respect
to q0 for different fixed values of qv.
2. Behavior of F(M212)
For negative a, the function F(M212) is non-singular
and continuous. However, the function may change
rapidly in the neighbourhood of the transition points
M212 = 0 and M
2
12 = 4m
2. In terms of q0 (for a given
qv) these are
q0 = M3 ± qv, q0 = M3 ±
√
q2v + 4m
2. (C8)
In the Fig. 10 the real and imaginary parts of F
are shown as functions of q0 (for selected values of
qv) in the case of M3/m = 2.605 corresponding to
am = −1.5. It is seen in the figures that close to q0 =
M3 ±
√
q2v + 4m
2 (i.e. M212 = 4m
2), the amplitude
has a non-smooth behavior.
Although the non-smoothness exists, this was
shown to not be problematic in solving the equation.
To show that, we tested solving the problem proposing
a factorization of the form
vM (q0, qv) = F(M212(q0, qv)) v˜M (q0, qv), (C9)
by introducing
Π˜(q0, qv; k0, kv) = F(M212(q0, qv)) Π(q0, qv; k0, kv),
(C10)
and obtaining an integral equation in terms of the
function v˜M instead of vM . The resulting equation
was solved by expanding v˜M in splines. The result
showed no significant difference between the solutions
with and without the decomposition, with the con-
vergence being achieved with a similar set of basis
functions and integration points.
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