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SUMMARY
This study investigates the application of adaptive 
time-suboptimal positional control to an electrical machine 
with a wide range of loading conditions. These 
unpredicatable load conditions included variable system 
parameters, such as inertia variations and nonlinear 
amplification gain in the servo driver, as well as external 
disturbances, including viscous frictional force, coulomb 
frictional force and static loading torque. The design 
objective was to provide an extremely fast positional 
movement to the desired target without overshoot and zero 
steady-state error over these loading conditions.
The resultant microcontroller-based adaptive controller 
consists of an on-line parameter estimator and a robust 
time-(sub)optimal position controller. The system parameters 
are estimated by an recursive least squares (RLS) estimator 
during the acceleration phase. The sampling frequency used 
by the RLS algorithm is determined adaptively. During the 
crusing phase of the positional movement, the estimates are 
further improved by feeding intersample data (stored during 
the acceleration phase) through an off-line RLS estimator. 
The coulomb friction and the static loading torque are 
effectively compensated by a simple mechanism. Another novel 
mechanism which takes account of nonlinear amplifier gain 
has also been developed. The time-(sub)optimal position 
controller calculates the desired reference trajectory in 
real-time and directs the system state to the reference 
trajectory.
The above adaptive control scheme was implemented on a 
microcontroller-based system and was applied to an 
experimental system consisting of a 500W DC permanent magnet 
motor fed by a pwm servo driver. Experimental results 
revealed that the proposed controller adapted well to 
changes in inertia, viscous friction, coulomb friction and 
amplifier nonlinearity, and the desired time-suboptimal 
respones were obtained in all these loading conditions.
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1. Introduct ion
Electromechanical converters, in the form of electrical 
drives, are of particular importance in the utilization of 
electrical energy in an industrial country. The growing 
importance of automated flexible manufacturing, assembling 
and storing systems has led to an increasing demand for high 
performance motion control and positioning systems. The more 
stringent operating conditions and specifications as well as 
the higher requirements on production efficiency, 
flexibility and accuracy have led to the development of 
newer and better controllers. Many of these new controllers 
involve the application of modern control theory, and in 
particular, adaptive and optimal control theories. 
Industrial implementations of these control schemes are made 
possible due to the increasing availability of powerful 
microprocessors, microcontrollers and dedicated signal 
processors.
One of the important features of servo systems is their 
ability to achieve high speed (i.e. time-optimal or time- 
suboptimal) motions. Faster movements imply higher system 
throughput and are vital to industry in terms of efficiency 
and productivity. In addition, a high performance servo 
system is commonly required to provide a zero overshoot 
response as well as a high steady-state accuracy. 
Servomechanism designs which optimise these features require 
a reasonably accurate plant model. In applications where the 
system dynamics can vary over a wide range, it is difficult 
to meet these requirements satisfactorily when using 
controllers with fixed settings. This is indeed the case for 
many present day servo systems, where the choice of the 
controller settings is based on the worst case payload, 
system configuration and environmental disturbances. 
Consequently, the actuators may not be utilized to their 
maximum capability in most of their operating conditions, 
leading to a sluggish dynamic performance.
However, if the controller characteristics can be
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altered to cope with the current load conditions, then the 
performance can be optimised over a wider range of working 
conditions. In cases where the system structure is well 
defined, as in electromechanical systems, the control 
problem can be formulated as a deterministic one. 
Nevertheless, the values of the dynamic parameters have 
still to be estimated in real-time. Such control problems 
can be viewed as adaptive control problems in which 
substantial a priori knowledge of the system exists, and 
only one or more parameters, such as inertia and friction, 
are poorly specified and in need of identification.
Introduced here is an adaptive time-optimal servo 
controller for a d.c. permanent magnet motor with 
unpredictable load conditions. It is directly applicable to 
other motion control systems having only one degree of 
freedom, such as auto loaders, as well as multi-joint robot 
manipulators having weak coupling forces. Although the 
controller is tailored to control a d.c. machine, it is 
readily adaptable to other types of electromechanical 
converters.
2. A short review of the theory and applications of 
adaptive control of electromechnical systems
In this chapter, an overview of adaptive control in
general is followed by a discussion of the adaptive control
of electromechanical systems; the characteristics of 
electromechanical systems are stated and different 
approaches of adaptive control are discussed. Then the time- 
optimal control problem is stated. Real-time adaptive 
control requires identification of the controlled processes, 
thus various on-line parameter estimation schemes are 
introduced. Lastly, various approaches to time-(sub)optimal 
control problems are reviewed and discussed. In the
subsequent chapters, our approach to this problem is
described and compared with the above approaches.
2.1 Overview of Adaptive Control
Ever since the beginning of the research on adaptive 
control in the 1950s, there have been numerous attempts to 
define the term "adaptive control". The main difficulty is 
in determining a clear division between conventional fixed 
control and adaptive control. Although /Saridis (1973)/ has 
reported and summarized some possible definitions, a 
universal definition is still missing. In general, however, 
it is widely accepted that an adaptive control system will 
adapt its behaviour to the change in the properties of the 
controlled process, its signals and disturbances.
Feedforward adaptation (Fig. 2.1) can be applied if (i) 
the auxiliary process variables, which are functions of the 
variations in process behaviour, are measurable; and (ii) 
the required changes in the controller characteristic, as a 
function of the auxiliary process variables, are known in 
advance. Thus it is useful in eliminating or reducing the
influence of measurable operational and environmental
disturbances. This approach is also known as "gain
scheduling" because only the system gain was changed in its
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pioneering applications in aeronautical engineering. Since 
feedforward adaptation is in fact an open-loop compensation 
method, it may also be envisaged as a fixed feedback control 
system with feedforward compensation. Hence, the controversy 
on whether feedforward adapation should be considered as an 
adaptive control method or as a conventional fixed control 
method still remains.
Feedback adaptation (Fig. 2.2), on the other hand, has 
to be used if (i) auxiliary process variables are unknown or 
unmeasurable or (ii) the relationships between the required 
adaptations and the auxiliary process variables are too 
complex. As the auxiliary process variables are not 
measurable, information on the process behaviour has to be 
inferred by measuring the process input and output signals 
or by determining some closed-loop performance index. Based 
on this information, an adaptation mechanism will then 
design an appropriate closed-loop controller. In other 
words, feedback adaptation is a closed-loop adaptation which 
is composed of two steps: process identification and control 
design calculation. By combining different process 
identification schemes with different control strategies, 
numerous adaptive controller schemes can be proposed. The 
choice of which is to be used depends mainly on the aspects 
of the application.
Adaptive feedback controllers may be divided into two 
main classes: self tuning adaptive controllers (STAC) and
model reference adaptive controllers (MRAC).
Self tuning adaptive controller (Fig. 2.3) may be 
envisaged as comprising of two loops; The inner loop, which 
is a conventional linear feedback control loop, consists of 
the controlled process and a feedback controller. The 
parameters or algorithms of the feedback controller itself 
are tuned or re-designed by an adaptation mechanism in the 
outer loop. The outer loop comprises of a process identifier 
and a controller designer and is therefore a nonlinear time- 
varying control loop operating at a slower rate. Numerous 
control design schemes can be used. At present, most self
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tuners are based on pole-placement, minimum variance, LQG- 
control and PID control. The objective of most of these 
design schemes is to optimise the closed loop performance in 
terms of a predetermined design criterion or cost function.
Self tuning adaptive controllers can also be sub­
divided into two main categories: explicit and implicit. In
an explicit controller, the design calculation is based on 
an explicitly identified process model; the adaptation 
mechanism is thus a two step process. However, in some 
cases, it is possible to re-express the design criterion in 
terms of the estimated process parameters. In this way, the 
adaptation mechanism can be transformed into a direct 
function of the process parameters. Since only an implicit 
model is used, it is called an implicit self tuner.
Model reference adaptive controllers (Fig. 2.4), like 
the self tuning adaptive controller, may also be envisaged 
being composed of two loops; The inner loop is also a 
conventional linear feedback loop. However, a reference 
model, instead of a process identifier, exists in the outer 
loop. An error signal (e) is produced by comparing the 
closed loop performance (e.g. process output (y)) with that 
of the reference model for a given input signal (e.g. input 
reference (r)). The adaptation mechanism will then drive the 
feedback controller in such a way that the error signal (e) 
is minimised for the given input signal. Therefore, 
adaptation can only occur when the input signal changes.
The design specification for MRAC is expressed in terms 
of a reference model. Hence, if the reference model is 
fixed, the closed loop response of the model reference 
adaptive controller will approach that of the fixed model 
and so may not neccessarily be the optimal response within 
the permissible range of input signals.
Although the model reference adaptive controller and 
the self tuning adaptive controller are approached from 
different points of view, comparison of their structures and 
control algorithms shows that they are closely related to 
each other. Whereas the STAC was approached as a stochastic
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regulation problem, the MRAC was orginally developed for a 
deterministic servo problem C/Astrom (1983)/). In the recent 
years, with progress made on both of these approaches, it 
becomes clear that a unified framework exists between both 
schemes. Both are closed loop adaptation methods made up of 
two loops: A faster inner loop consisting of a linear
feedback controller and the controlled process; The 
parameters of the inner loop controller are, in turn, 
determined by the slower outer loop. Certainly different 
adaptation mechanisms and different design calculations will 
result in different controllers. However, when the same 
design principle is used, the MRAC and the STAC are 
equivalent. In fact, /Egardt (1979), (1980)/ has shown that 
the MRAC can be derived from the STAC approach. If the 
subsequent design calculation is based on parameters 
estimated through a reference model, the approach is called 
an indirect MRAC and is directly related to the explicit 
STAC. Alternately, if the design is updated directly, it is 
known as a direct MRAC and is equivalent to the implicit 
S T A C .
A recent survey on the applications of adaptive control
by /Parks et. a l . (1980)/ shows that even though there has
been intense research and numerous publications in the field 
of adaptive control, the number of significant applications 
is really quite small. Although the increasing availability 
of powerful microprocessor and dedicated signal processors 
have allowed the implementation of many adaptive control
schemes, Parks reported that the gap between hypothetical 
problems and real world problems has yet to be filled.
Adaptive controllers are inherently more complex and 
expensive than conventional fixed gain' controllers. Hence, 
adaptive control methods would only be accepted by the 
industry if it can be shown that they are much superior to 
fixed control schemes in order to justify their additional 
cost. There are many cases where a conventional fixed con­
troller can solve the problems as well as an adaptive co n ­
troller. As an example, a feasiblity study of adaptive
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autopilots by the /IEEE (1977)/ showed that the aircraft in 
their study could be easily controlled by fixed control­
lers. Indeed /Higham (1985)/ reported that 95 percent of all 
control loops can be controlled adequately by conventional 
PID controllers. In situations where the dynamic behaviour 
is too complicated, such as chemical and aerodynamic 
processes, it is not difficult to understand why the well- 
proven PID control is still widely accepted. The fact that 
adaptive control has no complete theory also hinders its 
applications in situations where high reliablity is 
critical. To the industrial engineer, it is not the level of 
sophistication, but the properties of robustness, economy 
and simplicity that are of paramount importance.
2.2 Adaptive control of electromechnical systems
2.2.1 Characteristics of electromechanical systems
The dynamic behaviour and system equations of 
electromechanical systems - in contrast of chemical and 
thermal processes - are in general well understood. Based on 
the knowledge of their physical behaviour, well defined 
model structures can be found, and the control problem can 
therefore be formulated as a determinstic one. Moreover, 
small units would usually be modelled adequately by low 
order models. Of course, the required complexity of the 
model depends ultimately on its application. Although the 
measurement of physical quantities in electomechanical 
systems is easier than in process control applications, 
certain physical variables, such as torque and acceleration, 
still require expensive transducers.
A recent survey of computer control systems by /Sandoz
(1984)/ reported that the advent of electronic hardware has 
led to the current trend of distributed/hierarchical 
computer control configuration, replacing the traditional 
centralized approach. In the booming area of flexible 
manufacturing systems and robotics, microprocessor-based
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servo controllers are most likely to serve in the lowest 
level. These dedicated drive units will then be linked 
together and to their higher supervisory level by 
communication links. One of the features of high performance 
electromechanisms is that their time constants are rather 
short (in the order of milliseconds) and so a high sampling 
rate is required for direct digital control. Consequently, 
in order to implement adaptive control schemes in these 
dedicated drive units, the system identification and control 
algorithms must be kept fairly simple to achieve a high
sampling r a t e .
2.2.2 Approaches to adaptive servo control
In the area of adaptive control of electromechanical 
system, both open loop and closed loop adaptation are being 
used. Model reference adaptive control (MRAC) and self 
tuning adaptive control (STAC) are the two main closed loop 
adaptation techniques.
/Courtiol (1975)/ derived an adaptive speed controller 
based on the MRAC and designed using the Popov-Landau 
method. The main problem was to ensure that the adaptive 
system remained stable for all defined inputs and so
stability analysis techniques were the main design tools. An
overview on the state of art of industrial robots control
techniques by /Kuntze (1984)/ documentated that MRAC has 
been one of the most important methods for robot control . 
With the increasing emphasis on distributed computer c o n ­
trol, /Dubowsky (1981)/ has proposed a decentralized single­
input single-output MRAC based on the assumption that there 
are only weak coupling forces between joints. For strong 
coupling forces, where each joint cannot be described 
separately by a single variable model, it is necessary to 
decouple the multivariable model by introducing a sensibly 
reduced inverse system model (See /Kuntze (1984)/).
Numerous self tuners of various type have been dev e ­
loped by Astrom, Clarke and Gawthrop (/Astrom (1983)/). The
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underlying design strategies of STAC are very flexible and 
therefore numerous extensions have been suggested. 
Generally, a self tuner incoporates a predictor and a con­
troller designer which is based on the minimisation of a
predetermined cost function.
Another adaptive control approach stemmed from the 
Variable Structure System (VSS) techniques pioneered by 
/Utkin (1966)/. The VSS technique provides robustness to 
parameter variations and disturbances by operating in a 
sliding mode. /Morgan (1985)/ has developed a decentralized 
variable structure control algorithm for robotic 
manipulators. One of the problems of the VSS is to ensure 
that the system state will reach the sliding plane before it 
becomes unstable. /Balistrino (1983)/ suggests an adaptive
model following technique designed via hyperstability
theory. Discontinous control signals are used to yield 
particular trajectories in the sliding mode. Adaptive VSS 
involving adaptive switching hyperplanes has been reported 
by /Zinober (1975)/. .The strategy is largely based on 
heuristic reasoning.
The implementation of these techniques usually requires 
sophisticated parameter identification and design 
algorithms. As the parameter identification and controller 
design calculation will usually have to be carried out at 
every sampling period, the use of powerful microprocessors 
or even floating point arithmetic processors are required 
for real-time implementation with high performance servo 
systems.
At the other end of the spectrum lie the heuristic 
approaches to adaptive control. Most of them are table-based 
techniques. For example, /Hayashida (1982)/ implemented an 
adaptive controller for dc motor on an 8-bit single chip 
microprocessor. The algorithm estimated the torque/ inertia 
ratio during the acceleration phase and then retrieved the 
appropriate deceleration profile from a pre-calculated 
table. While /Comstock (1983)/ proposed a method which 
records the acceleration profile; the deceleration pattern
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then being generated by reversing the image of the 
acceleration pattern. These heuristic approaches are simple 
because they involve a lot of assumptions and 
simplifications. In both of the above cases, the load torque 
is assumed to be very small compared to the inertial torque.
At present, most of the industrial control loops are 
still general purpose PID type controllers. PID self tuners, 
which combine a conventional PID controller with some sort 
of automatic tuning mechanism, are the natural extensions of 
the well-proven PID controllers and have become one of the 
most popular approaches in industrial applications for
process industry. The adaptation mechanism can either be 
activated continuously or periodically. In some cases, they 
may just be used as tuning aids for manual tuning. The 
identification mechanism may be based either on pattern
recognition (See /Higham (1985)/) or on a parameter 
estimation technique (See /Kofahl (1985)/). The tuning rules 
include modified Ziegler-Nichols methods (e.g. /Kofahl
(1985)/,/Higham (1985)/), Astrom's phase and amplitude 
marigin criteria /Astrom (1984)/ or frequency response based 
calculation (/Vogel (1980)/. While /Radke (1985)/ use real­
time numerical parameter optimization, /Kersic (1985)/ 
selects sets of pre-calculated controller parameters from 
look-up tables.
The adaptive control techniques mentioned above are not
inherently time-optimal. MRAC aims at following the closed
loop response fixed by the reference model. The capability 
of the plant actuators will not be utilised effectively as 
the reference model must be non-optimal in all but the worst 
case load conditions. For self tuners, the transient 
response and regulation behaviour are dictated by the cost 
function used in the controller design. Unfortunately, the 
choice of the cost function is often not a simple problem 
due to the loss of insight into the actual system 
constraints. Variable structure systems (VSS) strategies are 
in general not time-optimal. Pragmatic approaches using 
look-up tables require a large amount of memory space even
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with a low resolution system and thus are not applicable to 
systems with a wide range of parameter variations.
2.3 Adaptive time-(sub)optimal motion control of 
electromechanical systems
2.3.1 Introduction to the time-optimal motion control 
problem
For a point-to-point position control system, such as a 
Pick and deliver manipulator, the time-optimal control 
problem can be formulated as follows:
Given the initial position [x(0)3 and initial velocity 
[v(0)3, find the control strategy that would minimise the 
final time ttrl such that x(tf) = x f and v( t f) = 0, subject 
to pre-determined constraints.
With no position and velocity constraints, optimal
control theory reveals that, to minimise t f, the control
strategy should be bang-bang or relay control such that the 
controller always demands either its maximum or its minimum 
values (See /Knowles (1981)/). Therefore a stable second- 
order system would require one switch-on, one switch-over 
and one switch-off of the maximum controller output signal. 
The time-optimal control problem thus amounts to the
evalutaion of the switch-over instant [tM 3 at which the 
system switches between maximum acceleration and maximum
decelerat ion.
In a case where a maximum velocity constraint exists, 
maximum available torque is first applied to accelerate the 
motor to the maximum velocity (.acceleration phase). If the 
maximum velocity is reached, the controller will then 
maintain it by switching its output either fully on or off 
(cruising phase) until it finally switches over to maximum 
braking (deceleration phase) which brings the motor to a 
stop. However, an inappropriate switching time, e.g. as a 
result of poor knowledge of plant parameters, would lead to 
overshoot, a hunting motion and a long settling time. The
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first task of an adaptive time-optimal controller would 
therefore be the determination of the current system 
parameters. Subsequently, the unknown parameters in the
control algorithms are replaced by the estimated parameters, 
as if they are known parameters. Adaptive controllers of 
this type are referred to as Certainty Equivalent.
Measuring and monitoring system variables directly is 
often not desirable in industrial applications. Transducers 
are expensive and sometimes fragile. In some cases, the 
transducers, e.g. torque transducers, can not be
conveniently installed in the most appropriate positions. 
Certain variables are difficult to measure due to the 
limited frequency response of their corresponding sensors 
and certain variables may not be measurable at all. As an 
alternative, the system parameters can be identified by 
means of a recursive parameter estimation procedure based on 
the plant's input and output measurements and a priori 
knowledge of the plant's structure. Advances in
microprocessor and VLSI technology have made implementation 
of recursive parameter estimation possible at a moderate 
cost. In addition, the processor's computational cap acity 
can be used to full advantage by calculating the time- 
optimal trajectory with the same microprocessor. The control 
strategy thus consists of two main steps : <i) On-line
identification of the unknown system variables during the 
acceleration and cruising phase; (ii) Execution of the time- 
optimal algorithm based on the current plant variables 
estimated in the first step.
2.3.2 Introduction to on-line identification procedures
For recursive estimation of linear parametric model, 
several methods can be used, such as :
Recursive Least Squares (RLS)
Recursive Extended Least Squares (RELS)
Recursive General Least Squares (RGLS)
Recursive Instrumental Variables (RIV)
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Recursive Maximum Likelihood (RML)
Stochastic Approximation (STA)
Recursive Correlation & Least Squares (RCOR-LS)
The principle of these methods are described in a 
number of sources (/Sinha (1975)/, /Soderstrom (1978)/, 
/Isermann (1980) (1981)/). /Ljung (1984)/ showed that most 
of the important identification methods can be unified into 
a general framework. Different algorithms can be derived by 
choice of suitable design variables.
Comparison of the properties of different parameter 
estimation algorithms has been carried out by simulation 
(/Saridis (1974), /Sinha (1975)/), analytical studies 
(/Soderstrom (1978)/) and applications on real processes 
(/Park (1980)/, /Kallstrom (1981)/). However, there seems to 
be no unique way of comparing the performance of different 
algorithms; while simulation studies may not be considered 
realistic, analytical methods provide asymptotic behaviour 
information which is only valid for long identification 
times and theoretical models. Results of applications are 
specific to the particular system. Further difficulties 
arise as different definitions of “model error" can effect 
the final results of a comparison. However, attempts have 
been made to summarise all these comparison by /Isermann 
(1980)/ to provide some guidelines for the choice of 
appropriate algorithms. In practice, it is often the goals 
of an application that would ultimately determine the type 
of plant model and identification method.
For the purpose of real-time adaptive control of 
electromechanical system, the recursive least squares (RLS) 
algorithm is of particular interest due to its simplicity. 
Presented in Appendix A.l is an introduction to the 
principle of the RLS algorithm and a discussion of the 
relative merits of using the RLS in electomechanical system 
identification.
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2.3.3 Review of time-(sub)optimal control algorithms
Investigation of the solutions of time-optimal control 
problems dates back to the early 50's. In the late 50's, the 
results of these heuristic-based attempts were summarised, 
leading to the development of a general theory. Bellman, 
Glicksberg and Gross (1956) presented the well-known bang- 
bang principle of time-optimal control: for minimum time
response, the inputs should take on maximum available levels 
only. Subsequent researches in dynamic programming and the 
maximum principle of Pontryagin has led to the development 
of a general theory of optimal control. Various approaches 
to the implementation of time-optimal control are discussed 
below:
(a) continuous-time control schemes
Although the existence and structure of a time-optimal 
solution can be determined from the conventional optimal 
control theory, the actual calculation of the switching 
times is far from trival. In most practical circumstances, 
the switching curve equations have to be solved numerically 
or iteratively. Additionally, for high order systems, the 
complexity of the solution increases enormously. Therefore 
generally, these methods require so much computation power 
that they are, basically, off-line methods. In particular, 
they can hardly be applied to real-time microprocessor-based 
electromechanical systems.
To meet this difficulty, one approach is to calculate 
some typical sets of optimal trajectories offline which are 
then stored in memory in the form of a look-up table. 
However, in applications where the system parameters vary 
over a wide range, this method would require huge amounts of 
memory space even with a fairly low resolution system. One 
further point is that these methods are essentially open-loop 
control strategies and are thus susceptible to disturbances, 
non-linearity and inaccurate modelling. Nevertheless, a
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distinct advantage of these analog optimal control approaches 
is the ability to specify complex state constraints. As an 
example, /Bobrow <1983)/ presented an optimal control 
strategy that allows the user to specify the working areas 
of a robotic manipulator, and the nonlinear dynamics and 
torque constraints as arbitrary functions of the 
manipulator's joint positions and velocities. All these 
specifications are then transformed into nonlinear state 
constraints on the acceleration along the path and are 
solved subsequently as a mathematical time-optimal problem. 
In review, these techniques are more suitable to off-line 
time-optimal problems with sophisticated constraints.
(b) digital time-optimal controllers
Advances in microprocessors and VLSI technology since 
the late 70's have led to intensive researches in sampled 
data systems and applicability studies. The increasingly 
powerful specifications together with the reducing cost of 
microprocessors and signal processors has made it possible 
to implement fairly complex algorithms in most digital 
controllers. Consequently, digital control systems become 
immensely popular. Digital control algorithms are either 
derived from the established continuous-time schemes or 
devised directly from the sampling theory.
A first approach is to translate existing analog 
control algorithms to their digital equivalents using 
bilinear transform or similar techniques. While this 
approach offers the advantages of the retention of 
accustomed analog design techniques and at the same time, 
the acquisition of the merits of digitial systems(e.g. more 
flexibility, no drift, better reliability etc.), it produces 
additional problems like quantisation noise, computation 
time-delay, roundoff errors, numerical instability etc.). 
The fact that most high performance servo systems - in 
contrast to chemical and thermal processes - have very large 
bandwidths also imposes additional difficulties for software
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controllers. In particular, the bandwidth of a current 
control loop could be 3kHz, which requires an extremely fast 
control cycle. In such situations, the justification for the 
implementation of a digital control algorithm, which is 
being translated from an analog one, can be questionable.
The second approach of digital time-optimal control is 
derived from the sampling theorem. /Verbruggen (1980)/ has 
compared a number of on-line time-(sub)optimal control 
algorithms: minimum settling-time control, deadbeat control, 
modified deadbeat controllers, finite settling-time control 
and algorithms based on 1 inear programming techniques.
The minimum settling-time control, deadbeat control and 
its various modified versions are basically cancellation 
type controllers and are thus restricted to sufficiently 
damped, asymptotically stable processes. Particularly, the 
minimum settling-time controller cancel s all the stable 
process poles and zeros to achieve a minimum settling time 
which is independent of the order of the process. However, 
its implicit assumption of unlimited actuator power and the 
resulting large inter-sample oscillations or ripples 
responses are its serious drawbacks. To avoid the ripples 
between the sampling points, the deadbeat controller imposes 
a finite settling time for both the controlled variable and 
the manipulated variable. The main difficulty of the 
deadbeat controller is that the values of the manipulated 
variable are unbounded and after a sharp change in input 
would generally give rise to large values which drive the 
actuators into saturation. To overcome this problem, one 
method is to increase the sampling period until the 
calculated controller signals are within bounds. However, an 
increased sampling period implies an increased delay in 
counteracting disturbances. In cases where the sampling time 
is too large, the process dynamic may not be described 
sufficiently and instability will result. Numerous more 
sophisticated remedies have been proposed to overcome the 
actuator overload problem. One possible solution is to 
insert a moving-average filter between the setpoint and the
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system such that a setpoint change is converted to a stair­
case function. This leads to a response which is far from 
time optimal, but does have low actuator drive levels.
The deadbeat algorithm of increased order by Iserraann 
/Isermann (1981)/ increases the settling time by one 
sampling period so that it is possible to prescribe one 
value of the manipulated variable. Since the first control 
signal after an input demand change is usually largest, it 
can be kept within bound by prescribing it. There is however 
no guarantee that the remaining values are within bounds. 
Kruit (1978) proposed a deadbeat algorithm in which the 
settling time is increased by an arbitrary number of 
periods. The actual number of additional sampling periods is 
found by solving for the control signal values iteratively 
until all are within bounds. /De Vlieger (1979)/ and /Lok 
(1979)/ attempted to allow bounds on time optimal problems 
via the state space approach. Linear programming techniques 
are used to solve the sets of state equation and bounds 
inequalities to obtain the control sequence. The settling 
time has to be increase iteratively until a bounded solution 
is found.
In summary, though the design of the unbounded 
constraints controllers require few calculations and are 
thus suitable for real-time control implementation, they 
generally produce large amplitude control signals and are 
susceptible to external disturbance. Algorithms with bounded 
constraints either calculate the control values iteratively 
or successively during each sampling period. This leads to a 
heavy computation burden. A further point is that all these 
algorithms require a known process model.
(c) learning algorithm for repeated motion systems
A technique, often referred to as a learning algorithm, 
can be applied to a time-invariant system in which the 
motions are repeated under the same physical conditions. It 
is particularly useful when a precise description of the
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process dynamics is unavailable or too complex. /Dunskaya 
(1983)/ proposed iterative procedures which generate 
piecewise-continuous control that moves a manipulator from 
an initial to final position. /Arimoto (1984)/ presented an 
iterative learning rule of producing a better control 
sequence based on knowledge of the previous trial and the 
desired output response. The main drawbacks are that it is 
restricted to repeated motion with constant loads and is 
only applicable to situations where bad performance is 
tolerable during the learning period.
(d) non-iterative techniques
The time-(sub)optimal strategies discussed so far are 
either iterative procedures or off-line algorithms. Since 
most high performance servo systems have short time 
constants, they would require heavy computational effort and 
storage requirements in real-time microprocessor control. In 
view of these considerations, non-iterative algorithms have 
been proposed by several researchers. All these algorithms 
applied to simplified linear low-order models and have 
assumed that the system parameters remain unchanged during 
each movement.
/Claussen (1980)/ presented a microprocessor-based 
adaptive time-optimal position control solution. The method 
is based on the special case of a second-order servo system 
where the friction term is neglected. This assumption 
produces a simplified equation of motion such that the time- 
optimal state trajectory can be expressed as a linear 
function of the positional error against the velocity. The 
variable inertia and loading torque are inferred by 
measuring the steady state output of the controller together 
with the positional error after a test period. The 
corresponding linear function of positional error against 
velocity is then implemented as the transfer characteristic 
of the position controller, which acts as a velocity 
commander to provide a velocity reference signal for the
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speed control loop. The unknown parameters are considered to 
remain constant within each movement. In addition to the 
assumption that friction is negligible, noise and other 
random disturbances are not taken into account. However, 
these simplifications may not be tolerable for a lot of 
practical servo systems.
/Brickwedde (1984)/ investigated microprocessor-based 
adaptive speed and position control of an electrical drive 
with variable load parameters. Recursive least squares
algorithm is applied to estimate the system parameters on­
line. Whereas a pole-assignment controller is used in the 
speed control loop, time-optimal or quasi-time-optimal
position control is provided by a superimposed position 
control loop. In other words, the speed reference signal is 
provided by the outermost position control loop and the 
position control is thus operating as a speed director. 
Brickwedde extended Claussen's implementation by including 
the friction term. The inclusion of the frictional
coefficient, however, gives rise to a nonlinear, instead of 
a linear, characteristic of speed against positional error. 
To avoid solving it iteratively, an off-line simulation is 
used to generate the nonlinear characteristic based on the 
fact that the identification would provide a discrete model 
of the controlled system. The drawback is that each
characteristic is only applicable to one set of identified 
system parameters and so this method suffers from low 
resolution and a huge memory requirement. Brickwedde has 
implemented the proposed scheme on a microprocessor system 
based on two INTEL-8086 microprocessors. Experimental 
results are also presented in the above reference.
A non-adaptive microprocessor-based time-suboptimal
control algorithm with asymmetrical bounds was presented by 
/Serra (1984)/. Load disturbances are compensated by bang- 
bang method incorporating an asymmetrical control strategy. 
By calculating the desired trajectory off-line based on a 
nominal braking torque which is less than the physical
limit, spare torque is available to counteract load
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disturbances. The controller will then be able to direct the 
system state towards the switching curve and so would be 
able to compensate for deviations from the pre-calculated 
switching curves. Extensive computations are therefore not 
necessary at each sampling period. For this reason, it is 
particularly suitable for microprocessor implementation. The 
degradation of the optimum time response, which depends on 
the sampling period, the asymmetrical bounds and amplitude 
disturbances, is also studied. Experimental results on a 
second order process are presented.
Presented in the next chapter is our approach to the 
adaptive time-optimal problem. The method is based on that 
of Brickwedde, but has avoided using off-line simulation to 
generate the controller characteristic. Several methods of 
implementing the time-optimal controller are proposed and 
discussed. To take into account the fact that time-optimal 
algorithms are particularly sensitive to modelling errors 
and load disturbances, cautious suboptimal braking responses 
are adopted by using asymmetrical bounds with a bang-bang 
control strategy. In the final braking phase, a linear 
control scheme replaces bang-bang control in order to 
eliminate ringing and to increase the final positional 
accur a c y .
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3. Design of a microprocessor-based adaptive time-optimal 
position control system
The design objectives and assumptions are first 
presented. The rationale of the control system structure and 
the control scheme are then discussed. Finally in section 
3.2, the design of the control algorithms is described.
3.1 Method Description
3.1.1 Requirements of a positioning manipulator with 
actuator constraints
A servocontroller is required to drive the endpoint of 
a manipulator as rapidly as possible from point 1 to point 2 
via an unconstrained (i.e. collision free) path. A typical 
motion might just involve the movement of one degree of 
freedom and this is the case that is considered below. A 
maximum velocity constraint is imposed and the saturation 
level of the actuator is assumed to be constant. The 
effective payload of the manipulator is assumed to vary over 
a wide range from one movement to another.
The performance requirements are characterised by the 
following:
(1) Extremely fast transition of the manipulator to the 
desired target (time optimality).
(2) The target is reached without overshoot (well- 
damped landing phase).
(3) No steady-state position error exists in spite of 
the effects of stiction and disturbances.
(4) The manipulator performance is insensitive to a 
wide range of loading conditions. In other words, the
first three requirements (high speed of response, no 
overshoot and high static-accuracy) should be met 
satisfactorily throughout the possible range of loading 
and environmental conditions.
3.1.2 Control system structure
Fig. 3.1 Block diagram of the positional control system
Fig. 3.1 shows a block diagram, representing the 
mathematical model of the positional control system under 
consideration. It should be noted that the model used is by 
no means the true model, but is a simplified one, used 
solely for practical control purposes. The validity of the 
simplified model must always be checked for a particular 
application. In cases where the electrical transients decay 
considerably faster than the mechanical transients, the 
transfer function of the motor and load may be approximated 
by a first order lag. This will be true for most medium and 
high power machines with significant inertia (i.e. 
mechanical time constant >> electrical time constant). The 
comparatively large viscous friction over stiction and n o n ­
linear brush friction also helps to justify the use of a 
linear model. Also, by using a converter-type PWM driver, 
such that the effective lag of the torque control loop is
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considerably smaller than that of the plant, the servo 
amplifier may be approximated by a constant gain (Ki>. 
Hence, the Laplace transfer function of the motor and load 
is given by :
X(s) _ 1 
V(s) s
  (3.1)
V(s) KiKt K
 = ----- = ------= G(s)
U(s) Js + F 1 + sT
where vis the angular velocity (rad/s) 
u is the input voltage demand (V)
Kt is the amplifier transconductance gain (A/V)
Ft is the torque constant (Nm/ A)
J is the inertia (kgm2)
F is the viscous friction coefficient (Nm/rad/s)
K is the static gain 
T is the system time constant
As stated in section 3.1.1, the system time constant 
(T) is assumed to be varying over a wide range after each 
position movement but would remain unchanged during each 
movement; whereas the static gain (K) is assumed to be 
fairly constant.
Since the controller reference control signal remains 
constant within one sampling period (To), the step-invariant 
transformation is exact. Hence, the corresponding discrete 
model ( H(z“1) ) is the z-transform of the cascade combination 
of a zero-order hold and the continuous model (G(s)) and is 
given by :
H(z-‘) = — — -----  —  (3.2)
1 - aiz'1
where ai = ezp(-To/T)
6i = K(l-a1)
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Presented in the next two sections are modifications of 
the elementary bang-bang strategy so that all the 
requirements for a high performance servomechanism are met 
satisfactorily.
3.1.3 Dual mode controller : Bang-bang plus Pl-action
To ensure a near time-optimal performance, a bang-bang 
control strategy will be used in the large signal range. In 
the ideal case, the endpoint of the manipulator movement 
will be on the optimal switching curve as determined by the 
optimal control theory. However, bang-bang control is prone 
to disturbances, non-linearities and switching-time errors 
(due to either switching delay or inaccuracy of the 
estimated plant model), and as a consequence, overshoot and 
limit cycles may occur. Furthermore, when the manipulator 
converges to the close proximity of the target position, the 
effect of stiction becomes more pronounced. Nonlinearities, 
together with possible load disturbances, may introduce 
additional positional errors during the final approach to 
the required position and thus degrade the steady-state 
accuracy.
In order to avoid these defects, the jump-action of the 
controller, from maximum deceleration to null force, which 
occurs when the manipulator reaches the target position will 
be taken over by a linear Pl-behaviour (dual mode) in the 
proximity of the target. The use of a high gain with 
integral action at this phase produces a well-damped landing 
behaviour with high static-accuray. The linear controller 
with a high gain over the small signal range effectively 
compensates for the effect of stiction at the expense of 
increasing measurement noise effects.
In summary, the deceleration phase is sub-divided into 
two sub-phase : (1) Approaching phase - where a nominal
deceleration force is applied and the manipulator tip 
follows the pre-determined switching curve, (2) Landing 
phase - where linear PI control takes over in the proximity
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of the target.
3.1.4 Redesign of the optimal switching curve to obtain
robustness against load disturbances and plant
parameters estimation errors
Displayed in Fig. 3.2 are the time-optimal and 
sub-optimal switching trajectories which correspond to an 
initial negative positional error. Let us suppose that the 
system state is moving at its maximum velocity constraint 
(V ) along the state trajectories (R) towards the origin 
of the phase plane (Fig. 3.2). For the time-optimal c a s e , 
when the state reaches the switching boundary (T), the 
controller will apply the maximum permissible deceleration 
signal (-Um ) until the positional error falls below a pre­
determined level. From then on, as described in section
3.1.3, a linear PI controller takes over which brings the 
state to the origin (0). However, the strategy described 
above has not taken into account the effects of
disturbances and modelling errors. If a negative disturbance 
occurs when the state is travelling on the optimal switching 
curve (T), the state will be pushed to the right hand side 
of the curve (T). Due to the constraint (-Um ) on the control 
signal, the state might not be able to reach the origin 
without overshoot or limit cycles. In effect, the trajectory 
CTO) imposes a boundary on the attainability of the origin 
such that the state should not be allowed to migrate to the 
right hand side of the boundary (TO).
In order to ensure smooth (i.e. no overshoot) landing 
to the origin, /Serra (1984)/ proposed that a new switching 
curve (S), which corresponds to a new control signal (u = - 
XUm, where X < 1), could be used instead of the limiting 
signal (-Um)» In this way, the controller can have an 
additional control signal (AU = -Um + JLUm ) at its disposal 
to compensate for the effect of disturbances. In fact, the 
controller will be able to direct every state in the region 
(0iO&z) towards the switching curve (S). It is worthwhile
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Fig. 3.2 Time-optimal & suboptimal trajectories 
in the phase plane
( v )
under-estimation of 
payload & damping
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Fig. 3.3 Illustration of overshoot as a result of
estimation errors of the system parameters
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noting that the problem of attainability of the target only 
occurs during the deceleration phase. Maximum control effort 
(+Um ) can be applied in the acceleration phase to minimize 
the transition time while a reduced control effort (-lUm ) is 
used in the deceleration phase to allow compensation for 
disturbances. This strategy is, therefore, characterized by 
its asymmetrical bounds.
It is interesting to compare this asymmetrical bounds 
strategy with a variable-structure system CVSS) controller. 
The curve (S) is analogue to the "switching hyperplane" in 
the VSS. While a VSS controller would vary the system 
structures (such as controller gains) to direct the system 
state towards its switching hyperplane (sliding mode), the 
asymmetrical bounds controller will dispose a command value 
(U = -lUm AU) to retain the system state along the
switching curve (S). Another way of looking at the 
asymmetrical bounds controller is to consider it as a model 
reference adaptive controller (MRAC). The reference model in 
each positional movement is based upon the results of the 
on-line identification. The role of the controller is thus 
to direct the actual plant state along the pre-determined 
trajectory (as predicted by the reference model).
So far we have considered only the effect of load 
disturbances on the attainability of the origin, but similar 
problem will arise as a result of any error in the plant 
parameter estimates. Suppose that the load inertia is under­
estimated by the on-line identification algorithm. If the 
calculation of the reference trajectory is based on these 
under-estimated parameters and the maximum control signal (- 
Um) is also used, then the system state will not be able to 
reach the origin as shown by curve (V) in Fig. 3.3. On the 
other hand, if a reduced control signal (-XUm , where X < 1) 
is used, an additional signal (AUm ) can thus be used to 
compensate for these estimation errors. In effect, the plant 
parameter estimation errors (including round-off errors and 
quantisation of the switching curve) can also be interpreted 
as forms of load disturbance.
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Of course, the use of a reduced control signal (-iUm ) 
leads to a sub-optimal performance. The degradation of 
performance, w.r.t. the minimum transition time, is 
determined by the value of 1. The determination of the value 
of X is, in turn, affected by the magnitude of load 
disturbances, the desired safety factor, the sampling period 
of the controller and the magnitude of the estimation errors 
of the plant variables.
3.1.5 Summary of the control scheme
Shown in Fig. 3.4 are the state trajectories of a 
typical positional movement. In summary, the sequence of the 
control strategy is as follows :
a to b : acceleration phase
b to c : cruising phase (large hysteresis)
c to d : cruising phase (small hysteresis)
d to e : approaching phase
e to f : landing phase
„ / __
hysters is
" AX 1 lnear
Fig. 3.4 Phase trajectories of a typical positional movement
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(1) Acceleration phase --- As a positional movement of
distance <+Ax) is demanded, the controller applies the 
maximum effort (+Um > to accelerate the motor to the 
maximum permissible velocity. The on-line
identification algorithm is also activited; the system 
input and output signals are being measured and are fed 
into the algorithm at e a c h .sampling instant.
(2) Cruise phase --- When the maximum velocity is
reached, the controller uses multiple-switching to 
maintain speed within a hysteresis band. The hystersis 
is kept fairly high in order to provide enough 
excitation persistency so that better parameter 
estimates can be obtained. After sufficiently accurate 
estimates have been obtained, the on-line 
identification algorithm will stop and tighter 
hystersis band can then be used. The distance required 
for deceleration (AX<d«x=) corresponding to a control 
effort of -2.Um is then calculated. The desired 
deceleration trajectory (S) is also calculated and 
s t o r e d .
(3) Approaching phase --- As the distance error (-AX)
falls below the limit <-AX«d*c:>, i.e. when the system 
state reaches the curve (S), the controller applies a 
deceleration command value of (U = -2.Um ) . Afterwards it 
will apply a control value of (-lUm AU) accordingly 
in order to compensate for any deviation from the 
calculated reference trajectory <S).
(4) Landing phase --- Finally, a linear PI control
algorithm with pre-calculated setting takes over when 
the positional error falls below a pre-determined 
value (-AXim*«r).
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3.2 Design of the control algorithm
3.2.1 Calculation of the reference switching curve
To derive the reference switching curve, the time 
functions of both the velocity and position trajectories are 
first calculated. Illustrated in Fig. 3.5 are the velocity 
and acceleration transients with bang-bang control. The 
control function is shown by the dotted line.
i h i t i i i t u i t t i i i i t M i max
v<t>
Vref
d istance 
travelled
area
-U<
Fig. 3.5 Velocity and acceleration tiae-profiles 
for bang-bang control
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As shown in Fig. 3.5, a control function ( i(t) = -Un ) 
is applied at the instant £3 = 0 to bring the system to the 
target. Solving <Eq. 3.1) gives the velocity-time profile :
v(t) = [i<0) + U»K]e*pHA>-O»K ___ (3.3)
Integrating (Eq. 3.3) with the limit from t to £4 gives the
position error :
Aa#) = -Ti#) + UnK(£4-£) —  (3.4)
Eq. (3.4) relates the position error at any time (t) to the
instantaneous velocity (v(t)) and the deceleration time 
(£4 ). To obtain the relationship between the Ax(t) and v(t), 
we express the velocity-time equation (Eq. 3.3) at time 
as shown below :
v(U) = [i<0) + U„K]exj>(-f4/T) -U „K  _ .  _ ( 3 . 5 >
And since the system arrives the target state at f . ,
v{U) = 0   (3.6)
Using (Eq. 3.3), (Eq. 3.5) & (Eq. 3.6)
[i<t) + UnK]/UnK = expiiU-t)/!)   (3.7)
Hence, by eliminating (£4 ~£) from (Eq. 3.4), we obtain the
switching curve corresponding to a step input of -Un :
Ai(£) = -T jv(£) - UnKin[|(v(£) + UnK)/UnK|]| —  (3.8)
Subsituting t = 0 in (Eq. 3.7), the deceleration time is :
£4 = T ln[{v(0) + UnK)/UnK] (3.9)
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(Eq. 3.8). However, since it is not possible to express 
the velocity v(t) as a function of the position error 
analytically, (Eq. 3.8) cannot be used directly to implement 
the position controller. To overcome this problem, one way 
is to solve (Eq. 3.8) iteratively. Another approach is to 
perform a numerical simulation of the currently identified 
system (See /Brickwedde (1984)/). In effect, both methods 
involve off-line computation which produce a look-up table.
By using a look-up table, the desired speed command
corresponding to a position error can be retrieved. The 
resolution of the table will depend on the required
positional accuracy.
Introduced here is a third approach for the
implementation of the reference switching curve but has 
avoided using off-line computation. It is noteworthy that 
given K, T and Un > (Eq. 3.8) gives the position error Ax(t) 
at time (t) as a non-linear function of the velocity v(t). 
Hence, by measuring the velocity v(t) at each sampling 
instant, the desired position error can be calculated. The 
difference between the desired position error and the actual 
position error represents deviations from the reference
switching curve. The controller could then uses a
proportional-type algorithm to adjust the control signal in
order to direct the system state to the reference switching
trajectory.
The major advantage of this proposed scheme is that it 
can be implemented as a control algorithm without previous 
off-line computation of a look-up table or iterative 
numerical analysis. In this way, the requirement on computer 
memeory are relatively small. Furthermore, the accuracy of 
the computation does not depends on the resolution of the 
look-up table. It is noteworthy that (Eq. 3.8) would require 
an evaluation of a natural logarithmic function. However, 
since the computation time required for the evaluation of 
(Eq. 3.8) is comparatively small compared to that of the 
real-time recursive parameter estimator, the constraint on 
the computation power depends solely on the requirement of
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the on-line parameter estimation scheme.
Up to now, we have only considered the reference 
switching curve in the continuous time domain. However, 
since the on-line parameter identification algorithm is 
based on sampled input and output measurements and is thus 
in discrete form, it is necessary to convert the estimated 
discrete system parameters to their continuous equivalents.
3.2.2 Calculation of the continuous system parameters from 
the estimated discrete system parameters
The recursive parameter estimation scheme is based on a 
discrete model ( H(z_1) ) in the form of a linear difference 
equation :
y(k) = a,iy(k-l) + biv(k-l)  (3.10)
As stated in section 3.1.2, the discrete transfer model 
is given by (Eq. 3.2) :
biZ~l
H(z~1) = ----------  (3.2)
1 -  ai z~l
where a* = erp(-To/T)
6i = K(l-ai)
Hence, the transformation equation is given by :
K = 61/(l-a1)  (3.11)
T = -T0/ln(ai)  (3.12)
As will be described later in section 3.1(d), the 
sampling time (To) is determined adaptively in real-time 
before the identification algorithm begins. This additional 
procedure of choosing the sampling time on-line offers a 
number of advantages including higher robustness, better
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accuracy, faster convergence speed and better initial 
estimates. Now, the transformation equation (Eq. 3.12) 
further illustrates the importance of the adaptive sampling 
time determination mechanism. As an numeric example, Table 1 
shows the effect of sampling time on the variation of the 
system time constant.
Table 1. The effect of the sampling time ( Tp ) on the 
sensitivity of the system time constant (T)
To (sec) T(sec) ai
0.1 10.00 0.99
0.1 4.95 0.98
2.23 10.00 0.80
2.23 9.46 0.79
3.0 10.00 0.74
3.0 9.53 0.73
As shown in Table 1, if the sampling time ( To > is 
fairly small compared with the system time constant (T), 
then the pole (ax) will be close to z = 1. In this case, 
even a small uncertainty in the estimation of bi will 
introduce a large variation in the estimate of T.
Intuitively, with too small a sampling time, the change 
in magnitude between successive samples becomes smaller and 
thus gives rise to a lower signal to noise ratio as well as 
a poorer parameter estimation. Consequently, the sampling 
time must be chosen very carefully; especially in 
applications where the system time constant could vary over 
a wide range.
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4. Simulations and results
This chapter is divided into two main parts. The first 
section describes the general aspects of the process 
parameter estimation program whereas simulation results are 
presented in the second section.
4.1 The description of the parameter estimation program
To illustrate the effectiveness of the recursive least 
squares (RLS) algorithm, a simulation program written in 
Pascal (Appendix A . 3) has been developed. The implementation 
of the RLS is based on the U-D algorithm of Bierman and 
Thornton (/Bierman (1977)/). Implementation aspects of the 
RLS algorithm are briefly presented below:
(a) the choice of the system model
The structure of, the process is considered to be 
modelled by a second order positional servo:
y(k) = aiy(k-l) + biirijc-l) + bzv(k-2) + 1$)  (4.1)
The parameters should be estimated under normal working 
conditions, generally with a step demand change. With a step 
excitation, all models with ai = ai°, (bx + b2 ) = (bx° + 
b2°) will give an exact description of the system (where 
ai°, bi° & b2° are the true values of the parameters). This 
implies that under the experimental condition of u(k) = 1 ,
convergence to the true model cannot be guaranteed(/Ljung 
(1984)/). Therefore, a step input of u(k) = 1 is not
sufficient to determine the model uniquely.
To overcome this difficulty, the velocity output of the 
plant is monitored instead of the position. The velocity 
sub-system can be described by a first order linear 
difference equation as shown in (Eq. 4.2).
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y(k) = aiy(k-l) + biit(k-l) + t(fc)  C4.2)
1
where i^fc) = n(fc) + £  bin(fc-l)
m
and n(k) is a zero-mean normally-distributed, 
statistically independent noise with a standard 
deviation.
The system order Cm) is thus one. The dimensions of 
both the parameter vector (jJ) and observed data vector (j£) 
reduce from 3 to 2, requiring less computation and memory 
space. The experimental condition of u(k) = 1 will now just 
be adequate as long as there are large enough variations in 
the output signal. However, as will be explained later, for 
better convergence speed, the actual excitation signal 
applied is not merely a single step.
Cb) the noise model
The noise is generated by a random noise generator with 
a normal (Gaussian) noise distribution (G05DDF) which is 
initialised by the routine (G05CBF). Both of which are 
provided by NAG fortran library (/NAG (1983)/). By 
initialising the G05CBF routine with different constants, 
different but repeatable noise sequences can be produced. In 
order to increase the frequency content of the noise, the 
noise generator routine is pre-sampled at ten times faster 
than that of the system model.
In addition to the system noise (similar to that of an 
analog controller), digital quantisation noise is simulated 
by restricting the resolution of the measured data.
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<c) filtering
In practice, all sensors require analog prefiltering to 
eliminate potential aliasing in sampled signals. For this 
reason, a digital first order low pass filter is inserted 
between the faster sampler of the noise generator and the 
synchronised process simulation sampler. Fig. 4,0displays the 
structure of the filtering and signal conditioning in block 
diagrams. A remark has to be made at this point is that the 
process simulation sampling frequency ( Tain* ) is a lot faster 
than the actual process sample frequency (To), as seen by 
the RLS rountine. In fact the actual process sampling 
frequency is chosen adaptively by a sample time 
determination routine which will be described in the next 
subsection. The 3db cut-off frequency of the first order low 
pass filter is chosen to be 50Hz, running at 0.001 second, 
but is sampled at 0 . 0 1  second and is simulated by the 
difference equation below :
7^ Jb) = 033337u<fc) + 0.7165 Vfc-1) —  (4.3)
Furthermore, to reduce the noise content of the 
discrete sampled data, i.e. process input and output, an 
averaging filter with limited memory is used. Alternatively, 
it can be considered as a N-point linear regression filter; 
(N-l)/2 measurements before and after the actual sample 
instant, together with that at the sample instant are 
averaged with equal•w e i g h t .
(d) on-line sample time determination
Before starting to identify a discrete time model, the 
sampling time has to be chosen, because it cannot be 
decreased afterwards. On the other hand, it is still 
possible to increase the sampling time by selectively 
discarding data. This interesting property is used to 
improve the identification and controller design procedure.
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In practice, the smallest sampling time possible is often 
limited by the computation time required per identification 
cycle. The choice of the sampling time depends on a number 
of factors and a compromise has to be reached in practice. 
These factors are discussed in more detail in Appendix A . 2. 
In short too small a sampling time will reduce the 
achievable accuracy of the resulting model, increase 
problems due to unmodelled high frequency dynamics and may 
lead to numerical problems (ill-conditioning) in the 
identification algorithm. On the other hand, too large a 
sampling time will result in an unrealistic and unacceptable 
mode 1 .
In order to tackle this problem, a real-time sampling 
time determination procedure has been developed. As has been 
stated in section 3.2.2, the recursive parameter estimation 
algorithm is based on a discrete model ( H(z-1) ) in the form 
of a linear difference equation:
V(fc) =  a1i/(fc-l) + bi'u(ifc-l)  (3.10)
By comparing the discrete time model with its
corresponding Laplace transform model, the relationship 
between the discrete parameters and the physical parameters 
can be found to be given by (Eq. 3.11) & (Eq. 3.12).
K = 6i/(l - at)  (3.11)
T = -T0/ln(a1)  (3.12)
where K is the static gain
T is the system time constant
To is the sampling interval
With a step change from the steady state, i.e. u(0) = 1 
and y(0) = 0, (Eq. 3.10) implies that y (1) = b i . If it can
be assumed that the previously estimated static gain (K) 
remains unchanged, a x is given by Eq. 3.11.
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This procedure, which is executed at each sample 
instant during the beginning phase of the identification
program, selects an appropriate sampling time from the 
measured system response. Once the sampling time is 
determined, the RLS algorithm is run thereafter. The 
sampling interval is increased in steps of the process 
simulation model sampling period until the parameter al is 
equal to or less than 0.75 (the low-1imit). Meanwhile, the 
sampling interval when the parameter al is first equal to or 
less than 0.85 (the high-1imit) has also been recorded. The 
sampling determination procedure will then choose a sample 
interval which is an average of the above two. It is
worthwhile noticing that al represents the location of the 
open-loop pole on the z-plane which is to be identified.
This choice of pole position can be justified by 
recalling that according to /Isermann (1980)/, 5 to 15
samples per 95% settling time is a proper choice for To . 
Let, for example :
T95/T0 = 15
For a first-order system, T« = 3T where T is the 
system time constant. Therefore,
3(T/To) = 15
i . e .  ezp(-T0/T) = Ofi = cii
( e )  intersampling data recycling
As has been stated in section 3.1.4, the sequence of 
control comprises three states: acceleration, cruise, and
deceleration phase. In the cruise phase, maximum velocity is
maintained within a hystersis band through multiple-
switching. Whereas the hystersis band should be kept fairly
wide to provide enough excitation persistency for better 
parameter estimates, it should be kept small to prevent
4.6
excessive control action which leads to mechanical wear and 
tear. To resolve this dilemma, it is worthwhile recalling 
that the on-line sampling time determination procedure has 
in fact required a much faster data sampling time than the 
final sampling time employed by the RLS algorithm. If these 
intersampling data are stored in the memory instead of 
discarded, the RLS algorithm can recycle these stored 
intersampling data in the cruise phase. Accordingly, the 
hystersis band can be chosen purely for good system control.
( f ) additional identification cycle
Let us consider a potential application of the adaptive 
time-optimal controller - a pick & deliver positioning 
system. The microprocessor-based controller first identifies 
the system and then calculates the switch-over time, at 
which the controller should changes from demanding maximum 
acceleration to maximum deceleration. After the switch-over 
time has been computed, the microprocessor is then free to 
perform additional identification cycles. The data required 
for this additional identification procedure can either be 
taken from new measurements or by cycling the stored data 
though the recursive algorithm. The objective of this extra 
identification cycle is to provide better estimates of the 
friction and the gain of the current amplifier which are 
assumed to remain unchanged for the next positional 
movement. These estimates are required for the sampling time 
determination procedure which is executed at the beginning 
of the next positional displacement.
4.2 Simulation results and discussions
4.2.1 Basic simulations
In order to provide a reference base for comparing the 
performance of the RLS algorithm under different conditions, 
a digital simulation under a set of standard conditions is
performed. The simulation program modelled the process by a 
first-order linear difference equation :
y(lt) = 0399000y(/c-l) + 0.009995u(fc-l) —  (4.4)
Equation 4.4 corresponds to the z-transform equivalent 
of a first-order lag with :
Static gain, K = 10
Time constant, T = 10
Sampling interval, Tsim  = 0.01 second
The on-line sample time determination procedure is set 
to search for a sampling interval such that a x is equal to 
0.80 approximately. The initial estimated static gain <K) is 
assumed to have an error of -2%. Note that the sampling 
interval (To) used by the RLS algorithm is a multiple of the 
simulator sample interval ( Trim ) •
Digital quantisation noise, simulated by a reduction on 
the resolution to 3 decimal places, is applied to the 
measured data. In addition to quantisation noise, white 
noise is simulated by a Gaussian-noise generator routine 
(G05DDF) running at 0.001 second, but is sampled at 0.01 
second; and is initialised by the routine (G05CBF(0)). The 
Gaussian-distributed noise has a mean of zero and a standard 
deviation of 0.25. The simulated white noise is then 
filtered by a first order low-pass filter at a sampling 
interval of 0 . 0 1  sec. :
njjc) = 033337ii(fc) + 0.71657io(Jk-l) —  (4.3)
Subsequently, a seven-point linear regression filter 
running at an interval of 0 . 0 1  second is applied as a p r e ­
filter for the output velocity data to the RLS routine.
The actual sampling interval (To) as seen by the RLS 
algorithm is chosen on-line and is found to be 1.95 seconds 
for this particular case. The system model assumed by the
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RLS algorithm can be written in a linear regression form
yik) = f(k)e_  (4.5)
where jjrT = [u(fc-l) 3/(k-l)] 
eT = [fli 82]
Initial value of the two-by-two covariance matrix 
diagonal elements Pu & P22 is 1.0 & 0.5 respectively. A
constant forgetting factor of 1 is used. The initial value 
of is made equal to y at the first sample instant and is
determined by the on-line sample time determination 
procedure. Subsequently the initial value of fa is 
calculated as :
Bz = l- Bi/K  (4.6)
where K is the estimated static gain
A unit step is applied to the process until its output 
y(t> is greater than 5.0. The reference input then becomes 
zero for 3 consecutive intervals, but changes back to unity 
afterwards. This stepwise switching of control action is to 
provide richer excitation so that faster convergence speed 
and better accuracy are achieved. Finally, the simulation 
stops when the value of y(t) is greater than 9.0. At this 
point, the stored intersampling data are used instead. The 
performance of the RLS algorithm under the above set of test 
conditions is shown in Fig. 4.1.
4.2.2 The effect of quantisation noise
The effects of quantisation noise are investigated 
using three different resolutions of 3, 1 and 0 decimal
places ,which correspond approximately to the use of a 14 
bit, 10 bit and 7 bit bipolar analog-to-digital converter. 
The simulation results are shown in Fig. 4.2(a), (b) and <c)
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respectively. The standard deviation of the normal noise is 
kept at 0.25 for all cases.
Figure 4.2(b) shows only a slightly degraded
performance in the first ten iterations when compared with 
Figure 4.2(a). On the contrary, it is clear in Figure 4.2(c) 
that there is, initially, a substantial parameter estimation 
error and hunting effect, which levels off as the number of 
iterations increases. Accordingly, the performance shown in 
Figure 4.2(c) indicates a limit on the resolution of the 
analog-to-digital converters. It is worth noting that the 
effect of digital quantisation noise becomes less pronounced 
as more iterations are performed, as the RLS algorithm
effectively averages out this high frequency noise.
4.2.3 The effect of system noise
The effect of system noise - in contrast to digital 
quantisation noise - on the performance of parameter 
estimates is illustrated in Fig. 4.3(a), (b) & (c) where the 
standard deviation of the Gaussian-distributed noise is 
0.50, 0.75 & 1.00 respectively. By comparing with Fig. 4.1
where the standard deviation is 0.25, it is clear that a 
higher noise level leads to a degraded parameter estimation. 
As the system noise level becomes higher, the speed of 
convergence becomes slower, especially during the first tens 
of iterations where the hunting of estimates is more
obv i o u s .
It is also noted that an increased amount of bias on 
the final estimates is shown in Fig. 4.3(c). As has been 
stated in Appendix A . 2, the RLS algorithm would give rise to 
biased estimates when there is correlation between the zero- 
mean noise and the data vector ift) . in other words, unbiased 
estimates are provided only when E[v(k)y(k)] - 0 . The
simulation results illustrate that the bias are not 
significant in cases where the noise/signal ratio are small. 
Of course, the tolerable amount of bias still depends on its 
particular application.
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4.2.4 The effect of sampling period
The effect of sampling period on the accuracy of the 
parameter estimates is illustrated in Fig. 4.4. The low- 
limit and high-limit (refer to Section 4.1(d)) of the on­
line sampling time determination procedure are chosen to be 
0.95 & 0.99 respectively. In other words, an open loop pole 
at about 0.975 on the z-plane is sought. The standard 
deviation of the system noise is set at 0.25. A comparison 
of the performance with Fig. 4.1 shows that the parameters 
fail to converge to their true values. In fact, 8i & 8z has 
a percentage error of +26% & -4% respectively - in contrast 
to +0.22% & -0.11% of Fig. 4.1 - at the 100th iterations. 
Therefore, the use of too small a sampling time (w.r.t. to 
the plant to be identified) has a considerable detrimental 
effect on the eventual accuracy of the estimated parameters.
Generally as the sampling time decreases, the magnitude 
of ai increases while that of b x decreases. In the limit, a x 
tends to 1 whereas b x tends to 0. With a fixed wordlength of 
finite number of bits, round off errors increase with 
decreasing sampling time. Furthermore, the dynamic 
behaviour of the model will be affected significantly by 
small errors in the parameters. Both errors can, however, be 
kept as small as possible by using an appropriate sampling 
t i me .
The advantage of robustness offered by the on-line 
sampling time determination scheme is demonstrated in Fig. 
4.5(a) & (b), where the time constant of the simulated model 
is 5 & 1 respectively. Comparing the simulation results
shown in Fig. 4.5(a) & (b) with that in Fig. 4.1, where the 
time constant is 1 0 , the response of the former case has no 
apparent problems, whereas the latter case has only a slight 
but tolerable degradation. In the case of a one second time 
constant, the estimation of 8i is less effective than in the 
other cases. This poorer performance is perceived to be 
caused by the shorter on-line data acquisition period,
4.11
rendering the RLS algorithm less effective in combating the 
effect of noise, particularly at lower end of the frequency 
spectrum.
4.2.5 The effect of initial static gain estimation error
As stated in section 4.1(d), the on-line sample time 
determination procedure relies on the assumption that the 
static gain (K) remains largely constant from one movement 
to the next. Refering to (Eq. 3.11), a x is calculated from 
the measured bl and the known static gain (K). In pratice, 
there will be some unavoidable error in the estimation of K, 
so that a - 2 % error is assumed in all simulations.
In order to further investigate the effect of initial 
static gain error, four sets of simulations were run with 
static gain error of -10%, -20%, -30% & -35% respectively
and the results are presented in Fig. 4.6(a), (b), (c) &
(d). Obviously, the choice of the sampling interval is 
affected by the static gain error as predicted by Eq. 3.11 
and is clearly illustrated in Fig. 4.6 where the true value 
of 02 increases from 0.86 to 0.92 progressively.
Moreover, as the initial static gain estimation error 
increases, the simulation results also show increasing 
ripple, particularly in the parameter estimates during the 
first few iterations. Since the initial estimates of the 
system parameters are fed into the RLS by the on-line sample 
time determination procedure, it is very important to have 
the best possible estimates so that better convergence can 
be achieved. In effect, the better the accuracy of the 
initial static gain, the better the convergence performance 
and the better the choice of the sampling interval. In 
conclusion, the tolerable error of the static gain 
estimation is fairly high as illustrated in the simulation. 
Moreover, as the estimation of the static gain becomes 
better and better as more positional movements are 
performed, the initial static gain estimation error will not 
impose difficult problems in most practical conditions.
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4.2.6 The trade-off between the degradation of deceleration 
time and robustness against load disturbances and 
plant parameters estimation errors
As mentioned above in Section 3.1.4, to compensate for 
the effect of disturbances and to ensure smooth landing to 
the origin, a sub-optimal switching curve which corresponds 
to a nominal control signal of (U = -^Umax ; i<l) is used 
instead of the limiting signal (-Umax). By reducing the 
nominal control signal, the controller will have an 
additional signal (""-AU = **■-.( 1 - D U m a x ) at its disposal to 
compensate for deviations from the target switching curve.
The use of a reduced control signal (-^Umax), 
however, leads to a time sub-optimal response. The 
degradation of the minimum transition time is determined by 
the value of the asymmetrical p a r a m e t e r ^ )  as well as the 
value of the maximum allowable velocity (Vmax). The increase 
in braking time can be determined by (Eq. 2.5.9).
U = Tin[(i(0) + UtjQ/UnK] —  (2.5.9)
where U = braking time 
T = time constant 
t(0) = in itia l velocity 
Un = theoretical maximum velocity
Figure 4.7 illustrates the relationship of (t-*/T) 
against the asymmetrical parameter (Z) with (v(0)/U_K) = 0.1 
to 1.0 in steps of 0.1. At a constant (v(0)/U_K), (t-*/T)
increases nonlinearly as X decreases; the degradation is 
fairly small when X > 0.85. At a fixed X> the sensitivity of 
(t«*/T) changes in X increases with larger values of v( 0 ). 
Whereas the percentage increase in (t-*/T) becomes smaller as 
v( 0 > becomes larger.
Whereas the maximum allowable velocity v(0) depends on 
the mechanical and electrical constraints of the controlled 
system, the value of X is affected by the expected magnitude 
of load disturbances, the allowable plant parameter
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estimation errors, the sampling time of the controller and
the desired safety factor.
To illustrate the effectiveness of the asymmetrical
bounds control, sets of computer simulation of the braking 
phase with X = 0 . 6  are run. The results are shown in Figure 
4.8(a), (b) & (c) where the plant parameters estimation
errors are 5%, 10% & 15% respectively. The calculated
trajectories corresponding to X = 0 . 6  with actual and 
estimated plant parameters are shown as curve BA & BC 
respectively. It is shown that an under-estimation of plant 
parameters leads to overshoot. At point C and D, a linear PI 
controller would take over. Curve BD shows the phase
trajectory when an additional signal -*■_( 1 -Z)Umax is used to
correct for detected deviations from the phase trajectory
BA. The effect of plant parameter errors is fully
compensated in Figure 4.8(a), whereas better performances 
are obtained for the other cases. The choice of X would 
ultimately depend on the design specifications of the 
applicat ions.
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Figure 4.8 Simulated phase trajectories at the braking phase
4.31
5. The experimental drive system
The proposed adaptive control strategy was applied to a 
DC motor position servomechanism so that practical aspects 
of the implementation of the proposed control scheme could 
be investigated. To meet this objective, an experimental 
drive system was designed and built. The structure of the 
experimental drive system is shown in Fig. 5.1. The main 
features of the system include : (1) a DC servo system to be 
controlled; (2 ) a digital controller capable of executing 
the control strategy in real-time; (3) a flexible software 
development environment; (4) hardware development support 
such as a real-time emulator.
5.1 The controlled system
The system being controlled is a single loop servo with 
the following characteristics: ( 1 ) the inertia and loads of
the servo system can be varied over a wide range in a 
controlled manner; (2 ) the bandwidth of the inner 
torque/current control loop is significantly higher than 
that of the outer speed and position loop so that the 
current amplifier can be represented by a constant gain; (3 ) 
the transfer function of the motor and load can be 
adequately modelled by a first order lag.
The servo loop is configured in a cascaded-control 
structure; with the outer position and speed loop are 
implemented in a microprocessor-based digital controller, 
whilst the inner torque/current loop is realized by analogue 
means, using a pulse width modulated (pwm) servo driver. The 
pwm servo driver switches at a constant frequency of 20kHz. 
With a bandwidth of 2.5kHz, the current/torque amplifier 
can be represented by a constant gain in an overall system 
mode 1 .
Fed by the pwm servo driver is a 500W DC permanent- 
magnet motor to which a second DC motor is directly coupled. 
The second motor, which is used as a dynamometer, can be
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used to simulate a variable load. By mounting metal discs of 
different sizes onto the shaft of the driving motor, the 
inertia of the servomechanism assembly can be altered.
An incremental optical encoder mounted on the shaft of 
the driving motor provides the position and speed 
measurements. The encoder generates two quadrature-displaced 
pulse trains as well as a marker pulse. The basic resolution 
of the encoder is 2500ppr.
5.2 The microcontroller-based digital controller 
Hardware
As mentioned above, the position and speed loop of the 
drive system is controlled by a custom-built digital 
controller. Besides these, the digital controller is also 
responsible for all the computations of the on-line RLS 
parameter estimation algorithm, the adaptation of the time- 
(sub)optimal position controller, the sampling of the 
position and speed of the servo, as well as executing the 
service, monitoring and communication routines.
Several key features have to be noted in designing the 
controller. A fast sampling rate is necessary because 
electromechanical servo systems generally have a wide 
bandwidth and negligible time delay. Real-time execution of 
the RLS algorithm requires high-speed floating point 
mathemathics processing capability. High-speed I/O facilties 
and a priority interrupt system are useful for control 
applications, whereas flexibility, reliability and noise 
protection features are important in practical controller 
designs. The resulting digital controller is a single board 
design and is based on an Intel-8097 single chip 
microcontroller. A block diagram of the single board digital 
controller is shown in Fig. 5.2. It consists of three 
modules: ( 1 ) the single chip microcontroller; (2 ) memory and 
bus control circuitry; (3) interface circuits.
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memory address 
controller
S/H
amplifier
converter
D/A
encoder
Interface
8097 
a 1crocontrol1er
EPROM
/ROM
/RAM
opto-couplers
I------------------------------------J I____________ I
Figure 5.2 Block diagram of the aicrocontroller-based controller
5.4
(1) the single chip microcontroller
The single chip 8097 contains a 16-bit CPU, 256 byte 
register file and a 16-bit hardware multiplier. Also 
provided on-chip is a programmable high speed I/O unit, 2 
hardware timers, 4 software timers, a full duplex serial 
port with dedicated baud rate generator, an A/D converter, a 
pulse width modulated output and a watchdog timer. The 8097 
microcontroller, therefore, fullfills the requirements of 
high-speed mathemathics processing capability for the real­
time execution of the RLS algorithm without the need of an 
external arithmetic processing unit. It also provides the 
desirable control application features of programmable 
priority interrupts, A/D and pwm functions and the high­
speed I/O units. The combination of all these features into 
a single chip reduces the total chip count and 
interconnection and thus improves reliability and 
compactness whilst also reducing cost. In addition, the 
provision of a watchdog timer, which provides a means of 
graceful recovery from software traps, is particularly 
useful for providing protection against prolonged 
malf unct ion.
(2 ) the memory and bus control circuitry
The 64 kbyte memory space is shared by the system 
software, user control software programs, mass data storage 
as well as the memory mapped periperals. The 8097 has a 
multiplexed (address/data) 16 bit bus. Control lines are 
provided to demultiplex the bus (ALE), indicate a reads or 
writes operation (RD,WR), and separate the bus into high and 
low bytes (BHE,AD0). The block diagram of the bus timing 
control and memory interface circuitry is shown in Fig. 5.3. 
The demultiplexing of the address/data bus is done by two 8 
bit transparaent latches, under the control of the ALE 
signal. The memory is arranged with seperate high and low 
byte blocks of 8 k * 8  memory chips. In order to obtain
5.5
8097
flexibilty, the memory interface is designed to allow either 
eprom, prom or static ram to be fitted interchangeably.
ALE
MAI
A0-A14
UPPER BYTE 
OF 
MEMORY
74F
245 D8-
D15AD8
T/1T Z5E WE
LBHESHE HIGH74F
74
WE
SEE CLK
LOW
Fig. 5.3 The block diagram of the bus timing control 
and memory interface circuitry.
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(3) the interfaces
The interfaces consist of two dedicated optical encoder 
interface chips, a sample/hold amplifier, a 1 2 -bit D/A 
converter and buffers for I/O and serial communication 
ports.
As mentioned in section 5.1, position sensing is 
provided by an incremental optical encoder. Based on the two 
quadrature-displaced pulse trains from the incremental 
encoder, the direction and displacement are determined by 
two special purpose LSI optical encoder chips (THCT2000). 
These effectively act as a digital filter which transforms 
the two pulse-trains into a 32-bit binary value representing 
the absolute position of the motor. The average speed is 
then calculated by taking the difference in the absolute 
position within a prescribed period of time.
The analog control signal is generated by the 12-bit 
D/A converter. A 12 bit digital value can be pre-loaded into 
the first-rank register of the D/A converter and when 
triggered by an external synchronization pulse, the data in 
the first-rank register will be transfered to the second- 
rank register and subsequently converted to an analog output 
signal. Analog inputs are buffered by a sample/hold 
amplifier to the on-chip multiplexed 10-bit A/D converter. A 
pulse generating circuit synchronizes the analog inputs, 
analog output, encoder position sampling and on-chip 
counter/timer reset operations. In order to provide 
electrical isolation as well as interference/noise 
suppression, all digital I/O between the pwm current/torque 
amplifier and the microcontroller are buffered by opto- 
couplers. A set of RS232C transmitter/receiver buffers link 
the on-chip serial port to either a standard terminal or a 
remote host computer.
5.7
System software
The on-board system monitor firmware, written in 8097 
assembly language, controls and manages the digital 
controller. The system monitor provides facilities for 
loading files, establishing communication with either the 
host computer or a standard console, obtaining task commands 
and performing system testing and diagnostics. The firmware 
also contains a machine support library which includes 
format conversion subroutines and printout procedures.
At power-up of the controller, a RAM test and 
diagnostics routine is performed and the serial port is then 
configured. At this point, communication is possible with 
either the user terminal or a host computer. A system start­
up message is displayed and detected fault(s) will be 
reported. The user is prompted to enter a task command. For 
example, a typical task command may be the execution of a 
particular application program.
5.3 The development support tools
Software for the digital controller is developed with
the help of a host computer --- specifically, the IBM PC/XT.
The IBM personal computer runs all the necessary MCS-96 
software development packages as well as providing the 
program editing and storage facilities. Assembly language 
programs are assembled into relocatable object modules, 
which will subsequently be linked and loaded into a single 
output object module. For the sake of easier programming and 
flexibility, programs can alternatively be written in a high 
level language (PL/M 96) provided by Intel. The MCS-96 
microcontroller family supports a variety of data types, 
from bits to 1ong-integers. However, real (floating-point) 
variables are not supported directly but indirectly by the 
floating point arithmetic libraries (FPAL-96 & STKMTH-96). 
The MCS-96 floating-point library (FPAL-96) implements a 
single precision subset of the proposed IEEE Standard for
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Floating-Point Arithmetic supports the basic floating-point 
operations for ASM96 and PL/M-96 applications. The other 
floating-point arithmetic package CSTKMTH-96) implements a 
non-standard single precision subset, but is tailored to 
suit the specific architecture of the MCS-96. By sacrificing 
register spaces, the ease of programming by the PL/M-96 and 
the compatibility to IEEE standard, the STKMTH-96 library 
optimizes the computation time of floating-point arithmetic 
by the MCS-96.
Connected between the host computer and the digital 
controller is the iSBE-96 single board emulator. The iSBE-96 
is controlled by the host computer and provides real-time 
hardware emulation and debugging facilities for programs.
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6. The development of the proposed control algorithm
The proposed adaptive time-(sub)optimal position 
control algorithm combines an on-line parameter estimator 
with a robust time-(sub)optimal controller. An improved 
recursive least squares (RLS) algorithm is used to estimate 
the system parameters during the acceleration phase. Unlike 
conventional RLS estimators, the sampling frequency is 
selected adaptively by an on-line sample time determination 
routine. Moreover, stored intersample data, instead of new 
data, are recycled through the RLS algorithm during the 
cruise period. Based on the most recent estimates, the 
appropriate switch-over time is computed and the desired 
reference trajectory is then implemented into the time- 
(sub)optimal position controller. During the final home-in 
phase, a linear PID controller takes over to provide a well- 
damped landing behaviour with a high steady state accuracy.
6.1 The development of the mathematical model
Initial experiments on the drive system revealed that 
there is a considerable difference between the experimental 
drive system and the simplified mathematical model used so 
far. The next sub-section presents a recapitulation of the 
existing mathematical model.
The existing simplified mathematical model
The system being controlled is a permanent magnet DC 
servomotor fed by a current amplifier. The input/output 
characteristic of the current amplifier is described by the 
Laplace transfer function:
6.1
I (s)
 = K i  (6.1)
U(s)
where i is the armature current (A)
u is the input voltage demand (V)
Ki is the amplifier transconductance gain (A/V)
Whereas the relationship between the motor armature 
current and the angular velocity is described by the Laplace 
transfer function:
V(s) K*
  (6.2)
I (s) Js + F
or by the linear differential equation:
dv
J—  = Kti(t)-Fv(t)  (6.3)
dt
where I is the inertia (kgm2)
vis the angular velocity (rad/s)
Kt is the torque constant (Nm/A) 
i is the armature current (A)
F is the viscous friction coefficient (Nm/rad/s)
By substituting eqn. 6.1 into eqn. 6.2 and eqn. 6.3, 
the transfer function between the input voltage demand and 
the motor velocity will be:
V(s) KiKt
U(s) Js + F
or in linear differential equation form:
  (6.4)
dv
J—  = KiKtvJ(t)-Fv(t) (6.5)
dt
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The model described by eqn. 6.4 or eqn. 6.5 does not 
include disturbance torque, coulomb friction or other 
nonlinear it ies.
A revised model that takes account of coulomb friction
Following the construction of the experimental system, 
the accuracy of the simplified model (eqn. 6.5) was 
investigated. Figure 6.1(a) shows the dynamic response of 
the drive system to a step input demand of +/- 3 ampere. 
Inspection of Figure 6.1(a) reveals that the motor is
subject to a different net torque during acceleration and 
deceleration. Specifically, two first order model with 
different parameters are required to describe the dynamic 
responses (one for the acceleration and one for the
deceleration phase). Figure 6.1(b) shows the response when 
the demanded motor current is reduced to +/- 1.5 ampere. 
Compared with Figure 6.1(a), it shows an increased
discrepancy'of the acceleration and deceleration responses. 
This suggests the presence of significant coulomb friction. 
The model described by eqn. 6.5 thus has to be revised to 
include the effect of coulomb friction torque. In practice, 
the level of coulomb friction proved to be different for
each direction of rotation of the motor and the revised 
model also include this behaviour as well. The revised model 
with coulomb friction is :
dv
J—  = KtKiii(t)-Fi<f)-TcSflrn(v) —  (6 .6 )
dt
where Tc = C/ v ) 0 
Tc = C& v (0 
Tc = 0 v = 0
and Tc is the coulomb friction torque
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+ 3A
-3A -•
Fig. 6.1(a) The dynamic response of the drive system to 
a step input demand of +/- 3 ampere
+ 1.5A ■-
Fig. 6.1(b) The dynamic response of the drive system to 
a step input demand of +/- 1.5 ampere
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The nonlinearity of the current amplifier
The above model (eqn. 6.6) represents the current 
amplifier as a constant gain (Ki). The specification of the 
analogue pwm servo driver quotes a torque amplifier 
bandwidth of greater than 2500 Hz and a gain linearity of 
+/- 4% which is sufficient to be regarded as a constant 
gain. In order to investigate the dynamic charactistic of 
the current amplifier, the motor was repeatly accelerated 
and decelerated with a step input current demand of +/- 3 
ampere. The response of the armature current against the 
angular velocity is plotted in Figure 6.2. It illustrates 
that during motor acceleration (quadrant 1 & 3), the
amplifier gain remains fairly constant up to about 1500 rpm? 
above this speed, the available current and hence torque 
starts to decrease gradually. On the contrary, during motor 
deceleration (quadrant 2 & 4), the available current
increases by about 10% at high speed; but falls back to the 
nominal value as the motor comes to rest. Moreover, the 
amplifier characteristic is different for each direction of 
motor rotation (quadrant 1/2 & quadrant 3/4). The amplifier 
gain (K±) is, therefore, a nonlinear function of the angular 
velocity (v) as well as depending on the polarity of the 
armature current. A more accurate model would thus be:
dv
J—  = Ki(v)IQ^)-Ft<t)-TcSgn(D) (6.7)
dt
where Tc = C/ v') 0
Tc = Cb 1/(0
Tc = 0 i/=0
= K/+ (v) v ) 0 i ) 0
K»(v) = K/-(v) v ) 0 i ( 0
Ki(v) = Kfc+(i/) v { 0 i) 0
Kify) = K&- (v) v ( 0 i ( 0
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Quadrant 2 Quadrant
Decelerat ion Accelerat ion
+ 3A
| 2200rpm v
-3A
Quadrant Quadrant 4 
Decelerat ionAccelerat ion
Fig. 6.2 The response of the armature current against 
the angular velocity
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The effect of the fall in amplifier gain becomes more 
significant as the angular velocity increases beyond 2200 
rpm. In fact, Figure 6.3 shows that the drop in armature 
current is so severe at high speed that it actually limits 
the maximum speed to about 2600 rpm. In addition, the 
current ripple also becomes more pronounce as the motor 
speed increases. This problem of the drop in amplifier gain 
is due to the generated electromotive force (e.m.f.) of the 
motor. The motor's back e.m.f. is directly proportional to 
the motor's speed. Therefore, at high speed, it becomes 
comparable to the motor supply voltage after deduction of 
all voltage drops across the armature circuit, and the 
current amplifier will not be able to regulate the demanded 
current.
v /rpmi/A
2000 -
0*
1 0 0 0 -
Fig. 6.3 The decrease in armature current at high speed
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6.2 The performance of the recursive least squares (RLS) 
algorithm.
The effectiveness of the improved recursive least 
squares (RLS) algorithm for parameter estimation has been 
demonstrated under different simulation conditions. In order 
to assess its ability to cope with a real-world problem, the 
improved RLS algorithm was programmed in 8097 assembler 
with the STKMTH-96 floating-point arithmetic package and 
implemented in the experimental system. The algorithm for 
the implementation of the improved RLS estimator is 
summarised as in the flowchart of Figure 6.4. A listing of 
the RLS module, the braking distance calculation module, the 
initialisation module and the sampling time determination 
module can be found in Appendix A4, A5, A6 & A 7
respect ively.
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6.2.1 The robustness of the improved RLS algorithm
For the evaluation of the robustness of the improved 
RLS algorithm, the parameters are repeatly estimated under 
the same experimental condition. The data for 14 runs are 
summarized in Table 6.1.
Statistical analysis (Table 6.1) shows that both the 
estimation of the static gain and the system time constant 
are consistent, and are robust to noise and disturbances. 
The typical execution time of the on-line RLS module and 
off-line intersampling data cycling module are 2.5 msec and 
6 msec respectively.
TABLE 6.1 The repeated estimates of the RLS algorithm.
RLS Estimates
Static System
Gain Time Constant
(rad/sec/A) (sec)
4.7368 11.7750
4.6731 11.6488
4.6998 11.7918
4.7057 11.7598
4.6773 11.6793
4.6680 11.6394
4.6818 11.6379
4.7218 11.7839
4.7796 11.9338
4.7697 11.8650
4.7262 11.7375
4.7462 11.7853
4.7204 11.7013
4.7983 11.9267
Average - 4.7218 11.7618
Standard Deviation = 0.0396 0.0940
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6.2.2 The effect of the initial static gain estimation error
As has been stated, the sampling frequency of the RLS 
estimator is selected adaptively by the on-line sample time 
determination routine which, in turn, relies on user- 
provided initial estimate of the static gain. In order to 
investigate the influence of the initial estimate on the
identification of the system parameters, sets of RLS
estimation were run with different initial estimates (-23% 
to +12%). The results are shown in Table 6.2.
The choice of the sampling time is obviously affected 
by the initial static gain estimate as expected. In all 
cases the estimated braking time as calculated from the 
estimated parameters is similiar and hence the initial
estimate is not critical. The limit of the allowable error 
will thus be set by the onset of numerical ill-conditioning 
problems as a result of an improper choice of sampling time. 
It is worthwhile to note that the comparison of the initial 
static gain and the estimated static gain reveals that the 
estimate actually converges towards the true value.
Therefore, provided that the static gain of the system 
remains unchanged from run to run, the initial estimate can 
be improved subsequently by using the most recent estimate 
of the static gain from the previous run.
TABLE. 6.2 The effect of the initial guess to the RLS estimates.
Initial 
Guess 
(rad/sec/A)
RLS Estimates 
Static System 
Gain Time Constant 
(rad/sec/A) (sec)
Estimated
Braking
Time
(sec)
Sampling
Time
(5.6msec)
7.5 10.51 21.03 3.07 139
8.0 10.02 19.97 3.11 148
8.5 9.66 19.19 3.15 157
9.0 9.57 18.85 3.16 167
9.5 9.82 19.42 3.11 176
10.0 9.96 19.79 3.10 186
10.5 9.67 19.24 3.15 195
11.0 9.15 18.05 3.19 205
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6.2.3 The effect of the cruising speed to the RLS estimates
As discussed in section 6.1, the armature current is a 
nonlinear function of the angular velocity (v). In order to 
evaluate its effect on the parameter identification, a 
number of RLS estimation tests were conducted with different 
cruising speed (2000rpm to 2500rpm). The data are summarized 
in Table 6.3.
The drop in the available armature current as the 
angular velocity increases can be observed as an apparent 
increase in friction at higher speed. This will increase the 
estimated value of the viscous friction coefficient (F) and 
therefore, both the static gain (K = KiKf/F) and the time 
constant (T = J/F) would decrease as the cruising speed 
increases. The experimental results as shown in Table 6.3 
agree closely with the theoretical analysis. Both the static 
gain and the system time constant decrease progressively by 
about the same percentage as the speed increase from 2000rpm 
to 2300rpm; beyond 2300rpm, they drop more significantly as 
expected from the current/angular speed characteristic as 
shown in Figure 6.2.
TABLE 6.3 The effect of the cruising speed to the RLS estimates.
RLS Estimates
Sampling
Time
(5.6msec)
Cruising
Speed
(rpm)
Static
Gain
(rad/sec/A)
System 
Time Constant 
(sec)
2000 9.82 19.40 186
2100 9.84 19.50 186
2200 9.71 19.11 185
2300 9.72 19.16 186
2400 9.37 18.41 186
2500 9.27 18.31 186
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6.2.4 The performance of the RLS estimator
In order to investigate the practical performance of 
the improved recursive least squares algorithm, the 
estimator is applied to estimate the parameters under 
different experimental conditions. The experimental 
conditions consists of three different inertia (1:5:9.3), 
two different viscous friction levels and two different 
coulomb friction levels. Table 6.4 summarizes the data.
Table 6A The summary of the RLS estimates in different experimental conditions.
Experimental Conditions RLS Estimates
Sampling
Time
(5.6msec)Inertia
Viscous
Friction
Coulomb
Friction
Static
Gain
(rad/sec/A)
System 
Time Constant 
(sec)
Low Low 5.33 1.99 16
Low High Low 2.67 1.00 17
Low High 2.67 1.63 24
Low Low 4.67 11.68 92
Medium High Low 2.61 6.49 94
Low High 2.70 11.47 146
Low Low 4.59 21.16 167
High High Low 2.60 11.97 170
Low High 2.61 20.46 268
Comparing the estimated system time constant for 
different inertia show that they agree closely with the 
actual inertial change of (1:5:9.3). In the same cases, the 
static gain has also fallen slightly as the inertia loading 
increased. This slight drop in static gain is perceived to 
be caused by the increase in bearing friction due to the 
increased loading on the bearings of the motor.
In the cases where the viscous friction is increased 
from the standard case, both the static gain and the system 
time constant are decreased by the same percentage. However, 
in the cases where the coulomb friction is increased instead 
of the viscous friction, only the static gain is decreased 
significantly; whereas the system time constant is only 
decreased slightly. Accordingly, the results of the RLS 
estimation experiment agree with the observed defects of the
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experimental setup, namely nonlinear amplifier gain and 
considerable coulomb friction.
The nonlinear characteristic of the current amplifier 
and the significant coulomb friction would upset the 
accuracy of the parameter estimation and therefore, would 
limit the performance of the adaptive control system. The 
coulomb friction torque, which is a constant torque which 
opposes all motion, if uncompensated, would induce a higher 
net braking torque than expected. Similarly, the boost of 
current during the start of the deceleration phase (which is 
higher than the slight drop of current when accelerating at 
high speed) also leads to a pessimistic estimate of the 
braking distance required. The influences of these defects 
can be reduced by predicting the friction and boost torque 
and compensating accordingly. Presented below in the next 
two sections are modifications to the proposed control 
strategy to take into account the effects of coulomb 
friction and that of nonlinear amplifier gain.
6.3 The coulomb friction compensation mechanism
6.3.1 Design rationale
One approach which will compensate for the effects of 
coulomb friction is to mount a torque transducer on the 
motor shaft to measure the net torque, and using this to 
provide input data for the recursive parameter estimator. 
The drawbacks are that torque transducers are expensive and 
are not sufficiently robust for many industrial operating 
conditions.
Another approach could be to compare between the 
dynamic response of the motor assembly during the 
acceleration and deceleration phase in its previous 
positional movement. By computing the deviation or error of 
its reponses and assuming that the effects of the coulomb 
friction would remain unchanged, we can provide feedforward 
compensation. An alternative approach consists of obtaining,
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from a number of coulomb friction measurement experiments, 
the nominal coulomb friction torque of the particular 
application or set up. The effects of the coulomb friction 
can then be reduced by subtracting from the gross driving
torque the coulomb friction to give the net torque. However, 
both of these two approaches assume that the coulomb 
friction will remain relatively constant in spite of
possible variations in operating conditions. In practice,
however, the coulomb friction depends on the loading on the 
motor bearings and the transmission mechanism, the 
temperature and wear conditions.
Another approach is introduced below which measures and 
compensates for coulomb friction in real-time. This does not 
require either an additional sensor or offline measurements. 
It turns out to be a natural extension of the proposed
parameter estimation scheme.
6.3.2 Deriviation of the coulomb friction compensation 
mechanism
Up to now, the recursive parameter estimation scheme 
has neglected the presence of coulomb friction and other
loading disturbances and so the RLS algorithm is based on a
linear difference equation as shown in eqn. 3.10:
y(k) = 9lu(k-l) + 6zy(k-l) —  (3.10)
With the inclusion of the coulomb friction (Tc >, the
discrete model is given by:
y(k) = di.vik-1) + 9zy(k-l) - Tc sgniy) --- (6.8)
For convenience, we define the coulomb friction equivalent 
input ( Fc ) as:
Fc= 0iTc
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Substituting the coulomb friction equivalent input into eqn. 
6.7, the actual discrete model can be represented as:
It is worthwhile noting that although eqn. 6.9 actually 
represents the input/output charateristic of the controlled 
system with the presence of coulomb friction, it is eqn. 
3.10 that defines the structure of the controlled system as 
far as the RLS algorithm is concerned. Hence, the RLS 
algorithm would attempt to adjust its estimates to fit into 
eqn. 3.10 in spite of the physical changes in system 
structure as a result of the coulomb friction.
As has been stated before, in practice, coulomb 
friction depends on the direction of motion. For the ease of 
presentation, in the deriviatlon to follow, only one motion 
direction is being considered (sgn(v) = *+*). The result, 
however, is directly applicable to the other direction of 
motion, but with a different coefficient.
<1) Consider the acceleration phase
In the acceleration phase, the reference input is given by:
v{k -1) = ti{k) = Ua = constant
Substituting = into eqn. 6.9 gives the physical
model during the acceleration phase:
y(k) = 0i[l - (Fc sgn{v)/u(k-l)) ] u(fc-l) + 9zy(k-l) (6.9)
y(k) = 0i[l - ( Fc/ua)]ua + &2y{k - 1) (6 .1 0)
By defining:
$i(l — Fc/ Ua) — 9 ia (6 .11)
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and substituting it into eqn. 6.10, we obtain the discrete 
model as seen by the RLS algorithm during the acceleration 
p h a s e :
yik) = diaUa + ezy{k-\) ---(6 .1 2)
In the presence of coulomb friction, the RLS algorithm would 
identify the parameters as 8la & 6Z instead of 61 & 8Z . It 
is worth noting that the presence of coulomb friction only 
affects the parameter estimate of 81 but not of 8Z .
(2) Consider the cruising stage
During the cruising stage, the velocity is maintained 
constant by a PI speed controller, all the applied torque is 
used to oppose the coulomb and viscous friction, so in the 
steady state:
y(k) = y(k-1) = yc = constant 
& u(k) = v(k-1) = He = constant
Substituing the above conditions into eqn. (6.9), the 
discrete model becomes:
Vc= 8\[l — (f,c/iLcf\iLc + 8zyc ——— (6.13)
Using eqns. (6.11) & (6.13) :
diaUa
 = M
(1 - e z)yc
where M = (ua - Fc)/(uc - Fc) is a constant.
and rearranging gives the estimated coulomb friction 
equivalent input as:
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(Uuc - Ua)
Fc = -------
(M-l)
- (6.14)
(3) Consider the braking phase
In the initial deceleration phase, the reference input is 
given by:
it(k-i) = u(k) = -lid = constant
Substituing v{k-l) = -Ud into eqn. (6.9) gives:
y(k) = 0,[l Hfc/ud)}\u + 02#-l) —  (6.15)
Again, we can define:
0id = 0i[l t (Fc/Wd)] * (6, 16 )
Eqn. 6.15 describes the dynamic response of the controlled 
system in the presence of coulomb friction during the 
deceleration phase. In order to improve our calculation of 
the switch-over time and the braking distance, we would have 
to predict 0id .
(4) The coulomb friction compensation factor
To obtain the ratio of the static gain during deceleration 
to the static gain during acceleration, we divide eqn. 
6.16 by eqn. 6.12:
Bid (1 + (Fc/u<t))
—  = --------- = c.fjc.f. —  (6.17)
Bia (1 -  (Fc/Ua))
where c.f.c.f. is the coulomb friction compensation factor 
and is defined as the ratio of the static gain during
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deceleration to the static gain during acceleration.
In the special case, where Ud-Ua » then 
did (v<L + Fc)
—  = ------- = c./.c./.  (6.18)
BiCt, (^a ~ Fc)
In a time-(sub)optimal application, both the reference 
input during accleration and the reference input during 
deceleration are known. The reference input during the 
cruising phase can be obtained by filtering the output 
signal of the PI speed controller to eliminate the control 
signal ripples. As the PI speed controller was implemented 
in software, the acquisition and filtering of the control 
signal was performed internally in software.
Given the reference input during acceleration and the 
reference input during cruising, eqn. (6.14) gives the 
coulomb friction equivalent input. To obtain the coulomb
friction compensation factor (c.f.c.f.), the computed 
coulomb friction equivalent input and the reference input
during deceleration are substituted into eqn. (6.17). Then, 
by multiplying the c.f.c.f. to the estimated static gain by 
the RLS estimator for the acceleration stage, the 
coulomb friction compensated static gain are obtained. The 
success of the coulomb friction compensation would depend 
primarily on the accuracy of the measurement of the PI speed 
controller output.
6.3.3 Summary of the coulomb friction compensation scheme
In summary, the sequence of the coulomb friction
compensation strategy would proceed as follows:
(1) As a positional movement is demanded, a reference input 
demand ( + u<i) is applied to accelerate the motor towards 
the cruising speed. The on-line RLS estimation algorithm
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is also activated with its sampling frequency chosen 
adaptively by the sample time determination routine. 
With the presence of coulomb friction, the parameter
estimates of the RLS estimator will be 6ia & Bz •
(2) When the cruising speed is reached, the PI speed
controller is used to regulate and maintain the motor 
speed. The data acquisition process for the on-line RLS 
estimator will be terminated. Instead, intersampling 
data that are stored in the memory are recycled through 
the RLS algorithm, which operates as an off-line 
background program. During the cruising period, the 
control signal of the PI speed controller is also 
recorded at each sampling instant.
(3) After a sufficient number of samples of the PI speed
controller signal has been measured, they are then
averaged to give an estimate of the reference input 
during cruising (^c). Subtituting Uc & Ua into eqn. 6.14 
gives the coulomb friction equivalent input. This can be 
used with eqn. 6.17 to give the coulomb friction
compensation factor (c.f.c.f). Finally the static gain, 
as estimated by the RLS estimator, is updated and 
compensated for the effects of coulomb friction by 
multiplying with the c.f.c.f..
(4) Based on the updated static gain, which is directly 
proportional to Bid > the appropriate switch-over time is 
then computed. The time-(sub)optimal positional
controller will then proceed as has been described in 
the previous chapter.
The main advantage of this coulomb friction
compensation scheme is that the coulomb friction is being 
measured and compensated during the same positional
movement. It is important to be able to measure and
compensate the coulomb friction under the same operating
6.19
conditions. As in practice, coulomb friction varies with 
temperature and with time as well as change in operating 
cond i t ions.
Another feature of this compensation scheme is that it 
is an natural extension to the proposed RLS estimation 
procedure which does not require an additional transducer. 
Hence, the user can conveniently choose to apply the 
mechanism or not, depending on the particular application.
6.4 The nonlinear amplifier gain compensation mechanism
6.4.1 Design rationale
As has been explained in section 6.1, the amplifier 
gain is found to be a nonlinear function of the angular 
velocity. Specifically, during motor acceleration, the 
available armature current only remains at its nominal value 
up to about 1500 rpm; between 1500 rpm & 2200 rpm, it starts 
to fall slightly; beyond 2200 rpm, the drop in current 
becomes more severe. On the other hand, during motor 
deceleration, the amplifier gain increases by about 10% at 
high speed, but drops back to its nominal value as the motor 
comes to rest. Furthermore, the nonlinear amplifier 
characteristic is also found to be slightly different for 
each direction of motor rotation.
To overcome the nonlinear amplifier gain problem, one 
approach could be to represent the amplifier gain as a 
nonlinear function of the angular velocity and apply a time- 
variant RLS estimator. In practice, however, this method 
would require so much computational power that it could 
hardly be applied to microprocessor-based electromechanical 
control systems.
The recursive least squares estimator is based on a 
time-invariant linear parametric model. In other words, the 
amplifier characteristic is assumed to be fixed as far as 
the RLS estimator is concerned. Hence, the estimated 
parameters, which are & 02 in the discrete domain or K &
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T in the continuous time domain, are actually time-averaged 
values. As experiments have shown that the amplifier gain 
remains fairly constant up to a certain break point for both 
the case of motor acceleration and deceleration, the 
estimated parameters of the time-invariant RLS algorithm 
would therefore give a good approximation of the nominal 
amplifier gain for each direction of angular acceleration. 
The major deviation is that the amplifier has a different 
average gain (about 10%) between its acceleration and 
deceleration mode. This difference in amplifier gain, if 
uncompensated, will give rise to a higher braking torque and 
thus a pessimistic estimation of the required braking 
d isplacement.
Based on these observation, our approach consists of 
identifying the controlled system in its previous 
positional movement while it is accelerating as well as 
while it is decelerating; the ratio of the static gain 
during deceleration to that during acceleration can then be 
calculated, which is defined as the amplifier gain 
compensation factor (g.c.f.). The effects of the change in 
amplifier gain can then be compensated for subsequent 
positional movements by multiplying the estimated static 
gain during acceleration to the most recent amplifier gain 
compensation factor.
Presented below is some of the design aspects of the 
proposed nonlinear amplifier gain compensation mechanism. A 
summary of the compensation mechanism is then described.
6.4.2 Some design aspects of the nonlinear amplifier gain 
mechanism
Before the nonlinear amplifier gain compensation 
procedure is described, several design aspects and their 
design rationale will first be discussed below.
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(1) the use of a reduced order model
Since the configuration and loading of the controlled
system are unaltered within each positional movement, it is 
reasonable to assume that the system time constant at 
deceleration is the same as that at acceleration. Therefore, 
it is sufficient to re-estimate the static gain <K) only
during the deceleration period.
The recursive least squares (RLS) estimation algorithm 
is based on a first order model. Specifically, the estimated 
discrete parameters are 0i & 8Z . The relationship between
the discrete parameters and the physical parameters are
given by eqn. (3.11) & eqn. (3.12):
K =
1-02
—  (3.11)
T = -To/!n(02) (3.12)
The system time constant (T) is, therefore, independent 
of 8i . Accordingly, the RLS estimation algorithm that will 
be applied during the initial period of the deceleration 
phase can be based on a zero order model. By estimating only 
a single parameter, in this case 0i , a faster convergence 
speed can be obtained. Furthermore, the use of a reduced 
order estimator also reduces the RLS algorithm's cycle time 
as well as simplifying the calculation of the nonlinear 
amplifier gain compensation factor.
(2) the use of a higher sampling rate
As has been stated, when the position error becomes 
equal to or falls below the estimated braking displacement,
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the controller will switch over to the asymmetrical bounds 
strategy which applies a deceleration command o f U = -AUm 
+ /“ AU *n order to compensate for any deviation from the 
reference trajectory. However, if the recursive parameter 
estimator is to be applied, the control command must not be 
changed within one sampling period, because the RLS 
algorithm is based on a zero order hold discrete model. In 
addition, with the fuse of intersample data recycling, 
the period of constant control command has to be extended 
accordingly. This restriction on control command to the 
nominal value (Um > during the RLS data acquisition phase 
implies that the controller will not be able to correct any 
position or velocity deviation from the desired reference 
trajectory. It is, therefore, desirable to keep the data 
acquisition time as short as possible. On the other hand, too 
small a sampling time will give rise to a poorer parameter 
estimation and may lead to numerical ill-conditioning 
problems. A compromise has thus to be made.
It is noteworthy, that the on-line sampling time 
determination procedure has already chosen an acceptable 
sampling frequency for the RLS estimator. Based on the fact 
that a good estimation of the parameters has been obtained 
from the off-line RLS estimation procedure during the cruise 
phase, and that there is only a single parameter to be re- 
estimated, it seems reasonable to adopt a sampling frequency 
which is three times faster than the previous one. In this 
case, the minumum data acquisition period for the RLS
estimation procedure could be reduced, from twice, to two- 
thirds of the sampling period as determined by the sampling 
time determination procedure. As will be stated later, 
increasing the data acquisition period proved to be
unnecessary because satisfactory performance is obtained 
using the stated acquisition period. As a result, the
asymmetrical bounds controller will be able to resume 
tracking the trajectory at an earlier time and thus provide 
a smoother transition of control action.
With a change in the sampling frequency, it is
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necessary to convert the previously estimated discrete 
parameters to their equivalent for a faster discrete model.
Consider the problem of transforming a discrete model 
(Model I) with parameters 0i & 02 with a sampling time T0 to 
another discrete model (Model II) with parameters 0/ & 02'
with a different sampling time T0' . The transformation
equations between the continuous domain and the discrete 
domain for Model I are:
0i
K = -----  —  (6.19)
1-02
T = -To/£ti(02)  (6.20)
and for Model 1 1 :
0i
K = -----   (6.21)
1 02*
T' = -T0’/HOz) — - <6.22)
Since both of them represent the same physical system and so
the same continuous time model, so:
K = K'----------------------------------------------------(6.23)
T= r —  (6.24)
Using eqn. 6.20, eqn. 6.22 & eqn. 6.24:
02 = exp [(To'/To)£n(02)] -(6.25)
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Also by using eqn. 6.19, eqn. 6.21 & eqn. 6.23:
01 = 9i[(l - 0e)/(l - 02)1  (6.26)
Eqn. 6.25 & eqn. 6.26 thus transform a discrete model 
(with parameters 0i & 02 ) to an equivalent discrete model 
with a different sample time (with parameters 8i & 02' ).
6.4.3 Summary of the nonlinear amplifier gain compensation 
scheme
The foregoing discussion illustrates several design 
aspects of the nonlinear amplifier gain compensation 
mechanism. Summarising, the sequence of the compensation 
scheme would proceed as follows:
(1) An on-line recursive least squares (RLS) algorithm is 
used to estimate the system parameters during the 
acceleration phase. The sampling period ( T0 ) is selected 
adaptively by an on-line sample time determination 
routine. Application of the off-line RLS algorithm, at 
the beginning of the cruise phase, would improve the 
estimates by recycling stored intersampling data. These 
estimates can then be compensated or updated by the 
coulomb friction compensation algorithm. For all 
positional movements, other than the first one, the 
nonlinear amplifier gain compensation factor would also 
be available for compensating the estimated static gain. 
For clarity, we define the estimates model obtained 
after the coulomb friction and nonlinear amplifier gain 
compensation as (Model I), with the two discrete 
parameters 8\ & 02 . Substituting these parameters into 
eqn. (3.11) gives the static gain during acceleration
(Ka c c )•
(2) In order to use a different sampling frequency ( T0' ) 
from the previous RLS sampling frequency, it is
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necessary to convert (Model I) to their discrete 
equivalent (Model II). By using eqn. (6.25) & eqn.
(6.26), the parameters 0i & 02 will be converted to Q{
& 02 respectively.
(3) As the displacement error becomes equal to or less than 
the estimated braking distance, the controller applies a 
deceleration command value of ( u=-Ud ). Meanwhile, the 
system input and output are being acquired at each 
sampling instant and are stored in memory as intersample 
data. The data acquisition period will last for two- 
thirds of the previous RLS sampling period. After the 
completion of the data aquisition period, the 
asymmetrical bounds controller can start tracking the 
reference trajectory.
(4) As the controlled system converges to the proximity of 
the target, a linear PID controller replaces the 
asymmetrical bounds controller. The off-line RLS 
estimator of reduced order is also activated as a 
background program. Intersampling data stored during the 
initial period of deceleration are fed through the off­
line RLS algorithm. Since 6Z is considered to remain
constant, it is only 0/ that is to be updated to 6i .
Substituting 0!" & 02' into eqn. (3.11) gives the
static gain for deceleration period (Kd e c ).
(5) The nonlinear amplifier gain compensation factor is 
given by the ratio of the static gain during 
deceleration to that during acceleration (Ka c c ). In 
order to reduce fluctuation in the estimate of the
compensation factor, the compensation factor is averaged 
for a number of the most recent runs. Also, since the 
dynamic characteristic of the current amplifier is 
different for each direction of movement, the 
compensation factors for the clockwise and ant i ­
clockwise rotation direction are stored and applied
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separate 1y .
6.5 Summary
In this chapter, the practical performance of the 
recursive least squares (RLS) algorithm has been discussed. 
Analysis of the experimental results indicates that the 
experimental setup has two main sources of nonlinearities; 
namely the presence of considerable coulomb friction and 
nonlinear amplifier gain. These nonlinearities would reduce 
the accuracy of the parameter estimation and thus limit the 
control performance. In order to cope with these two 
defects, the coulomb friction and the nonlinear amplifier 
gain compensation mechanisms are proposed and derived. At 
this point, the practical performance of the modified 
adaptive control algorithm, which includes these 
compensation mechanism, will now be explored. Before the 
experimental results are discussed, the design and 
implementation of the software will be presented in the next 
chapter.
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7. Software design and implementation of the modified
control algorithm
The previous chapter presented the development of the 
proposed adaptive control algorithm. In particular, the 
design of the modifications which take account of the 
problems caused by the presence of coulomb friction and 
nonlinear amplifier gain. In the discussion which follows, 
the software design and implementation of the control 
algorithm after the inclusion of these modifications is 
presented.
7.1 Structure of the real-time control program
7.1.1 Design rationale
In this particular application, the multi-task program 
is basically a priority foreground/background method. In 
order to avoid the complexities associated with sharing data 
between tasks, each interrupt source module is constructed 
as a time critical section of the program and represents an 
indivisible action. However, since the control modules 
cannot be interrupted, some control action may be delayed 
and there is no indication of a proper transfer of tasks at 
a proper time. In view of these considerations, the program 
is designed such that apart from the non-maskable emergency- 
stop module, there is only one active interrupt source at 
any time. Internal flags or semaphores are used to switch 
from one interrupt source to another.
As a high sampling rate is required for the control of 
high performance electromechanical systems, the foreground 
time-interrupt modules have to be kept fairly simple and 
efficent. Dedicated peripherial circuitry is used to perform 
certain time-critical functions so as to save computing time 
for the foreground modules.
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7.1.2 Classification of the program modules
The real-time control program can be classified into 
three modules:
(1) Initialising and commissioning modules:
These modules are usually run only once at software 
start-up. Their functions include, for example, the reset of 
the encoder interface to a known state, initialization of 
the servo driver and I/O ports of the 8097 microcontroller, 
fault detection of the servo driver and guidance of the 
operator in configuring the essential parameters of the 
system and reconfiguration of system parameters.
(2) Time-critical task modules:
These time-critical modules carry out tasks that have 
to be synchronized to the external environment. The 8097 on- 
chip timer counter are used to provide the synchronisation. 
These modules are interrupt driven and have a high priority. 
They are responsible for data sampling, numerical 
calculations, control output and fault trapping. An 
emergency-stop module is also provided as a means of 
increasing operational safety.
(3) Non time-critical task modules:
These modules perform tasks which do not have to be 
tightly synchronized to the external enivronment and are of 
a lower priority. These modules are executed only during the 
microprocessor's idle intervals. They include off-line 
calculations, communication, supervisory functions and minor 
fault-detect ion.
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7.2 Control flow of the real-time control program
7.2.1 Structure of the real-time control program
From the point of view of the program control-flow, the 
real-time program can be classified into two main groups: 
(a) interrupt driven modules and (b) non-interrupt driven 
modules.
Of the interrupt driven modules, they can be further 
subdivided into three sources, namely, (1) timer interrupt,
(2) hso interrupt and (3) external interrupt. Their 
algorithms are summarised in the flow charts of Fig. 7.1(a), 
Fig 7.1(b) and Fig. 7.1(c) respectively.
The non-interrupt driven modules can be subdivided into 
four main stages, which are, (1) initialising phase, (2) 
motor acceleration phase, (3) motor crusing phase and (4) 
motor deceleration phase. The control actions for stage (1) 
& (2) are summarised in the flow chart of Fig. 7.2(a),
whereas that for stages (3) & (4) are presented in the flow 
charts of Fig. 7.2(b) & Fig. 7.2(c) respectively.
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7.2.2 Control flow sequence of the program
Upon power-up of the controller, several diagnostic 
routines, such as a RAM test, are performed and the serial 
link is then established. A system start-up message is then 
displayed on the console and the user is requested to enter 
a task command. In this case, the task command will be the 
execution of the time-(sub)optimal position control program. 
The sequence of the execution of the program will proceed as 
follows:
(1) The initialising phase
For the beginning of initialising phase, the program 
checks if it is the first positioning movement since the 
last power-up. Several initialisation modules have to be 
executed for the first run start-up; the functions of these 
modules includes the reset of the encoder interface to a 
fixed state, initialisation of the servo driver and I/O 
interfaces of the controller as well as fault detection of 
the encoder interface and the servo driver. The emergency- 
stop interrupt source (Fig. 7.1(c)) is activated to provide 
constant monitoring of any emergency shut-down demand. The 
hso interrupt module is also invoked and is configured to 
provide a linear PID position control loop.
At this time, i.e. connection point (1) in Fig. 7.2(a), 
the operator is guided to provide the essential 
specifications of the system. For example, for the sampling 
time determination routine, the estimated static gain of the 
system is required. Initialisation of the RLS routine and 
the sampling time determination routine are then performed 
and the internal flag semaphore is set to state " 1". The 
system is now ready to accept a positional movement demand. 
The program will scan continuously for a positional movement 
command from the keyboard. When a valid command is detected, 
the controller applies a control signal u = u« to start 
accelerating the motor. The hso interrupt source is
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disabled, whereas the timer interrupt source is enabled. The 
time frame is synchronised to 8097 real-time clock.
<2) the motor acceleration phase
At this phase, the backbone of the program is the 
foreground interrupt routine. The background program will 
remain idle until the motor cruising velocity has been 
reached. The foreground program, in this case, is handled by 
the timer interrupt routine as shown in Fig. 7.1(b).
At each sample instant, the system input and output 
signals are being measured. Also, the D/A converter is 
instructed to produce the demanded control signal. As the 
internal flag semaphore has been set to state "I-, the on­
line sampling time determination routine is activated. After 
the RLS sampling period is determined, the timer interrupt 
routine will remain idle until the real-time clock becomes 
equal to the one less than the determined RLS sampling 
period. The on-line RLS identification algorithm is then 
turned on. From now on, one of two situations can occur 
during the timer interrupt:
(a) When the real-time clock is equal to an integral
multiple of the determined RLS sampling period, the
currently logged data will be fed into the on-line RLS 
algorithm and are processed within the same time frame.
(b) When the real-time clock is not equal to an integral
multiple of the determined RLS sampling period, the
measured data will be stored in memory. These 
intersample data will be processed later by the off-line 
RLS estimator during the crusing phase.
The motor velocity has been monitored continuously by 
the interrupt routine and as soon as the velocity has 
reached the cruising velocity, the timer interrupt routine 
will stop the on-line RLS algorithm and the intersample data 
acquisition procedure. The Pl-speed controller will be
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intialised and then activated. The role of this 
intialisation routine is to produce a pre-calculated 
actuation signal if the cruising velocity is reached. The
actuation signal is calculated on-line based on the most
recent estimate of the system static gain as given by the
on-line RLS estimator. This control signal will also be used
to update the integrator offset of the Pl-speed controller.
In this way, the control delay before settling will be kept
as small as possible and a smoother transition to the
steady-state cruising speed will be provided.
(3) the motor cruising phase
Throughout the cruising phase, the motor cruising 
velocity will be regulated and maintained by the Pl-speed 
controller. This stage will be dominated by the background 
program activities.
For the beginning of the cruising phase, the off-line
RLS algorithm will be invoked. The intersample data, which
has been stored in the acceleration phase, will now be
cycled through the RLS algorithm. The estimated parameters 
will continously be improved until the trace of the RLS 
co variance matrix has becomes less than a pre-set limit. By 
monitoring the trace of the co: variance matrix, a confidence 
index for the estimate is obtained. Furthermore, this 
feature will automatically prevent the problem of parameter
bursting due to possible numerical instability as a result
of limited computer wordlength.
As mentioned in section 6.3.3, samples of the Pl-speed 
controller signals are being recorded and then averaged to 
give an estimate of the average control output during 
cruising (uc ). After the acquisition of the parameter 
(uc ), the coulomb friction compensation mechanism can 
proceed to calculate the compensation factor (c.f.c.f.) and 
subsequently modifies the estimated static gain to 
compensate for the effects of coulomb friction.
After the compensation for coulomb friction, the
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effects of nonlinear amplifier gain will also be compensated 
for all positional movements, other than the first one. 
Moreover, the nonlinear amplifier gain compensation module 
is responsible for converting the estimated discrete model 
to an equivalent, corresponding to a faster sampling 
frequency.
Based on the latest estimates, the appropriate braking 
distance is computed. The program, now at the connection 
point (3) in Fig. 7.2(c), will now wait for the switch-over 
instant to occur.
(4) the motor deceleration phase
As soon as the displacement error becomes equal to or 
less than the estimated braking distance, the controller 
will switch over to the deceleration phase and the 
controller applies a control deceleration command value of u 
= Ud . At this point, the timer interrupt module is disabled, 
whereas the hso interrupt module is enabled. Again, the 
system input and output are being logged and are stored in 
memory as intersample data. The RLS data acquisition period 
will last for two-thirds of the previous RLS sampling 
period (i.e. during acceleration). After enough data has 
been collected, the asymmetrical bounds controller will be 
activated.
The asymmetrical bounds controller calculates the 
desired reference trajectory and adjusts the proportional 
control signal to correct any deviation from the reference 
trajectory.
As the system state converges to the proximity of the 
target, the asymmetrical bounds controller will be replaced 
by the linear PID position controller. Meanwhile, the off­
line RLS estimator of reduced order is invoked as a 
background program. The intersample data stored during the 
beginning period of the deceleration phase are passed into 
the RLS algorithm to re-estimate the static gain for the 
deceleration period. Following the completion of the off­
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line RLS parameter estimation, the nonlinear amplifier gain 
compensation factor can then be computed and averaged for a 
number of the latest runs. The program will now branch back 
to the connection point <1) and will be ready to accept a 
new positional movement command.
7.3 Design considerations concerning the maximisation of 
program execution speed
In order to achieve a high sampling rate, the execution 
time for all real-time modules has to be minimised. Apart 
from the choice of algorithm, other factors can also affect 
the execution speed. For example, as the 8097
microcontroller has a 232 bytes on-chip register file and 
instructions based on register-direct reference addressing 
mode which require a comparatively shorter execution time, 
computation speed can be enhanced by allocating the most 
often used variables to the register file.
Special considerations have to be made in programming 
floating-point arithmetic operations. Floating-point 
operations of the MCS-96 are supported indirectly by 
software libraries. The floating-point arithmetic package 
(STKMTH-96) implements a non-standard single precision 
subset of floating-point arithmetic operations. The STKMTH- 
96 package optimises the computation time of floating-point 
arithmetic by matching its data format to the specific 
architecture of the MCS-96, thereby sacrificing the 
compatibility to IEEE standard. Basically, a STKMTH-96 
program module consists of a sequence of address pointers to 
subroutine (and sometimes data). Most of its operands or 
arguments are stored in an argument stack, with the top of 
the stack and its next element pointed to by address 
pointers. In this way, it eliminates the need to pass 
arguments to and from each subroutines.
Analysis of the real-time program reveals that the 
execution time is dominated by floating-point arithmetic 
calculations. Listed below are some guidelines observed for
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optimising the execution time of the STKMTH-96 floating­
point arithmetic package:
1. The sequence of the elements on the argument stack can 
significantly affect the overall execution time, as the 
operands of most STKMTH-96 subroutines can only be taken 
from either the top of the stack or its next element or 
both. In most cases, there will be more than one possible 
sequence that can perform the required arithmetic 
manipulation. Examining the execution time of each 
subroutine would, therefore, enable the most time- 
economical instructions sequence to be designed.
2. Registers and memory assignment can also influence the 
speed of manipulation. Since the STKMTH-96 package uses 
address pointers to access its operands, there is no 
difference in execution time by allocating the argument 
stack to the external memory or to the register file. 
Therefore, by allocating the argument stack to the 
external memory, more space of the internal register file 
will be available to other variables.
3. Data-type conversion operations are known to be time- 
consuming. By storing the intermediate arithmetic results 
in STKMTH-96 floating-point format, data-type conversion 
operations can be avoided. Furthermore, numeric constants 
can be converted to the STKMTH-96 data format during off­
line interval and stored in memory for subsequent use.
4. Providing special subroutines is another means of 
increasing the overall execution speed. Special routines, 
such as the addition by one and the subtraction from one, 
are useful in the recursive least squares algorithm. 
Another example is the division by two subroutine, which 
replaces the normal divison by shifting the exponent. 
Often, the provision of a special entry point to a 
standard subroutine reduces the execution time. For
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instance, entry points for reversed substraction and 
division prevents unnecessary exchange of operands; entry 
point for absolute value bypasses the sign test.
With the optimisation of the STKMTH-96 floating-point 
package as described above, the typical execution time of 
the on-line RLS module is 2.5 msec. Whereas the computation 
time for the coulomb friction compensation module and the 
amplifier gain compensation module is 1.28 msec and 0.1 msec 
respectively. The calculation of the braking distance 
typically requires 2.25 msec.
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8. Experimental results
In Chapter 6, the practical performance of the improved 
recursive least squares (RLS) algorithm was shown to work 
well under different experimental conditions. These 
different experimental conditions comprise three different 
moments of inertia <1:5:9.3), two different viscous friction 
levels and two different coulomb friction levels. The next 
step was to investigate the practical performance of the 
modified adaptive position control algorithm with the
improved RLS estimator.
8.1 Experimental results of the modified adaptive position 
control algorithm
The modified adaptive position control algorithm, as 
presented in chapter 7, was applied to the experimental 
drive system. The purpose of the experiment was to 
investigate the control performance achieved by the modified 
control algorithm in cases of parameter variations.
Some of the results are shown in Fig. 8.1, 8.2 and
8.3. The upper traces in these figures show the transient 
response of the angular velocity of the motor during the 
deceleration phase whereas the lower traces show the control 
command output of the controller. The moment of inertia is 
of nominal value in Fig. 8.1(a), five times in Fig. 8.1(b) 
and about ten times in Fig. 8.1(c). The experimental 
conditions for that in Fig. 8.2(a), 8.2(b) & 8.2(c) are the 
same as in Fig 8.1(a), 8.1(b) & 8.1(c) respectively, except
that a higher viscous friction level was applied. Whereas 
in Fig 8.3(a), <b) & (c), both the viscous friction and
coulomb friction level were increased.
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The results show that the control responses are similar 
in all cases despite the change in moment of inertia, 
coulomb friction level and viscous friction level. In all 
cases, the adaptive position controller provides a time- 
(sub)optimal response with no overshoot. Accordingly, the 
control performance can be described by a common transient 
response plot.
8.1.1 The typical transient response
A typical transient response of the motor velocity at 
the deceleration phase is illustrated in Fig. 8.4. The 
total transient time can be divided into three parts.
During the initial part CAB), a nominal value of 
deceleration control command value (-Un o r m ) is applied and 
the data acqusition process is activated. Throughout the 
period CAB), the control command remains constant and the 
motor velocity decays exponentially. The initial part (AB) 
continues for two-thirds of the previous RLS sampling period 
(determined during acceleration).
In the second part (BC), the asymmetrical bounds 
control algorithm is used. At each sampling instant, the 
motor velocity is read and the asymmetrical bounds 
controller computes the corresponding reference position 
error. It will then apply a proportional control signal to 
correct any deviation from the reference trajectory. Notice 
that the control signal converges to an average value 
(-U,w). It is worthwhile to note that the difference between 
the average value (-U,w) and the predicted deceleration 
value (-Un o r m ) reflects the accuracies of the estimated 
parameters. In the ideal case, the two values should be 
identical. As the asymmetrical bounds controller is invoked, 
it begins to direct the system state towards the reference 
state and gives rise to a change in speed trajectory at 
point B (refering to the upper trace of Fig. 8.4). This 
change in trajectory also provides an insight in the 
performance of the modified RLS estimator and the
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effectiveness of the compensation techniques.
The final part <CD> of the transient response begins as 
soon as the system state is close to the target state. At 
point C, the asymmetrical bounds controller is replaced by a 
linear PID position controller. A higher peak current is 
allowed for the PID controller. This higher peak current is 
acceptable because of its relatively short duration. At 
point D, the motor drive settles at its new reference 
position. The steady-state position error is minimised by 
the integral part of the PID controller.
Speed
Time
Actuator 
Control Signal
Time
NORM
Fig. 8.4 The typical control performance of the modified adaptive 
time-optimal position control algorithm.
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8.1.2 The effect of the change of the moment of inertia
Fig. 8.1(a), (b) and <c) illustrate the control
performance under different load inertia. The moment of 
inertia is of nominal value in Fig. 8.1(a), five times 
larger in Fig. 8.1(b) and about ten times larger in Fig. 
8.1(c). A comparison of the velocity response between Fig. 
8.1(a), (b) and (c) reveals that there is no overshoot
irrespective of the different system inertia. In fact, the 
response in all cases is close to the desired time-
suboptimal response. This demonstrates that the position 
controller achieves good adaptability to inertial changes.
Several points are observed in the corresponding
controller output plots. (i) The controller output remains 
constant during the cruising phase and the cruising velocity 
is kept at a constant level. This justifies the assumption 
used in the coulomb friction compensation mechanism that 
during the cruising phase, there is negligible angular
acceleration and the filtered controller output is close to 
the average controller output. (ii) During the initial
period after the activation of the asymmetrical bounds 
controller (i.e. BC as defined in Fig. 8.4), the controller 
output switches between its two bounds. The controller 
output then gradually settles to an average value. The 
switching action of the controller output is, however, not 
reflected in the velocity response plot due to the 
relatively large time constant of the mechanical system, 
(iii) Immediately after the asymmetrical bounds control 
algorithm is invoked (i.e. at point B as described in Fig. 
8.4), the controller output switches to its lower bound. 
This suggests that the braking time required has been over­
estimated. The fact that the average value of controller 
output is smaller than the predicted value also agrees with 
this observation. (iv) In all cases, the PID linear 
controller provides acceptable performance in the terminal 
phase. Table 8.1 shows the estimated braking time for the 
different experimental conditions. Comparison of these
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estimated time with the actual braking time indicate that 
the reference trajectory has been followed closely by the 
asymmetrical bounds controller. As a consequence of these 
small position and velocity errors, the PID controller will 
be able to provide good settling performance irrespective of 
the change in system inertia. <v) Although the PID linear 
controller gives acceptable performance for the final phase 
of home-in, the settling time still depends slightly on the 
experimental conditions. Table 8.1 illustrates the 
difference in the settling time for different experimental 
conditions. It is noteworthy that the PID linear controller 
has been tuned to achieve best performance for the medium 
inertia case.
8.1.3 The effect of the change in viscous friction
The effect of viscous friction on the performance of 
the adaptive controller is illustrated in Fig. 8.1(a) & Fig. 
8.2(a). Fig. 8.2(a) presents the control performance when 
the viscous friction level has increased. A comparison of 
the velocity responses shows that similar time-suboptimal 
responses were obtained, except that a slightly smoother 
response was observed in the latter case. The smoother
response is due to the higher damping effect of the 
increased viscous friction. In all cases, no overshoot was 
recorded notwithstanding the change in viscous friction
level. In like manner, comparisons between Fig. 8.1(b) &
Fig. 8.2(b) as well as between Fig. 8.1(c) & Fig. 8.2(c) 
also confirm the above observation.
For the corresponding controller output plots, the 
effect of the viscous friction can be summarised as follows: 
(i) The controller ouput during the cruising phase has 
increased in case of higher viscous friction. This is
because additional torque is required to overcome the higher 
frictional torque. (ii) In the case where the viscous 
friction has increased, the switching envelope of the
asymmetrical bounds controller, compared to the nominal
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friction cases, is found to be reduced in amplitude and to 
settle to an average value much faster. Thus, these results 
suggest that the proportional gain could be too high in the 
nominal friction cases. One solution is to keep the 
proportional gain smaller. However, a smaller value of gain 
implies that the controller would take longer to compensate 
for any deviation from the reference trajectory, 
particularly during the final part of the transient. (iii) 
The fact that the controller output switches to the lower 
bound when it was first invoked and remains for a longer 
time in the case of higher viscous friction shows that the 
estimation accuracy is degraded, (iv) the slight degradation 
of estimation accuracy is also reflected by the increase in 
the magnitude of the signal-spike which occurs when the 
linear PID controller is first invoked.
8.1.4 The effect of the change in coulomb friction
The limited effect of increased coulomb friction on the 
performance of the control system is illustrated in Fig. 
8.3(a), (b) & (c). These velocity response plots show that
the desired time-suboptimal responses are achieved, due to 
the coulomb friction compensation technique. Also the 
adaptive control algorithm, together with the presented 
compensation mechanisms, guarantees that no overshoot 
occurs.
Table 8.2 summarises the computed compensation factors 
under different experimental conditions. These results 
demonstrate that the coulomb friction estimation algorithm 
works well under different conditions. In particular, the 
estimates are very consistent in the case of high coulomb 
friction. Table 8.2 also shows that the coulomb friction 
compensation factor (c.f.c.f.) is much higher than the 
amplifier gain compensation factor (g.c.f.). Accordingly, 
the effect of coulomb friction is much more significant than 
that of the nonlinear amiplifier gain in our particular 
experimental system.
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Table 8.1 Estimated braking time and actual settling time 
under different experimental conditions.
Exper imental Condi t ions Est imated Brak ing/
Viscous Coulomb brak ing Settling Settling
Inert ia Frict ion Fr ict i on t ime(sec) t i m e (sec) t ime(%)
Low Low 0.42 0.89 210
Low High Low 0.37 0.84 228
High High 0.40 1 .09 276
Low Low 2.99 3.35 112
Medium High Low 2.62 3.06 117
High High 2.62 3.24 124
Low Low 5.48 8.20 150
H igh High Low 4.85 7.73 159
High High 4.92 5.63 114
Table 8.2 Coulomb friction compensation factor (c.f.c.f.)
and amplifier gain compensation factor (g.c.f.) 
for the adaptive time-suboptimal controller 
under different experimental conditions
Experimental Conditions Coulomb
Viscous Coulomb frict ion
Inert ia Frict ion Friction loading c.f.c.f. g.c.f
Low Low 230.8 1 .60 1.07
Low High Low 265.1 1.72 1.03
High High 286.2 1 .80 1 .15
Low Low 197.2 1.49 1. 18
Medium High Low 219.0 1 .56 1. 16
High High 287.4 1.81 1. 18
Low Low 200.4 1 .50 1.13
High High Low 209.5 1.53 1.17
High High 274. 1 1 .76 1.24
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8.2 Refinement of the modified control algorithm
The experimental results of the modified control 
algorithm as shown in Section 8.1 reveal that the control 
performance of the proportional-type (P-type) asymmetrical 
bounds controller needs to be improved. As discussed before, 
the use of a high gain in the asymmetrical bounds controller 
produces unstable oscillatory action which would lead to 
unnecessary mechanical wear and tear. On the other hand, the 
use of a small gain results in a slow corrective action to 
compensate for any deviation from the desired reference 
trajectory. The tracking error,in particular, would be 
larger in case of high coulomb friction and small residual 
poistional error. In view of these considerations, some form 
of dynamic damping is required. As a high sampling rate is 
required, the control algorithm has to be kept simple and 
efficient. One solution is to use a proportional & 
derivative (PD) algorithm for the asymmetrical bounds 
controller. The additional computational time proves to be 
small because the velocity measurement is available anyway.
Substituting the PD asymmetrical bounds controller for 
the P-type asymmetrical type controller and combining it 
with the modified adaptive control algorithm (which is 
presented in Chapter 7) results in the finalised adaptive 
time-suboptimal position control algorithm. Presented in the 
next section is the experimental performance of this 
algorithm.
8.3 Experimental results for the refined (finalised) algorithm
The finalised adaptive time-suboptimal position control 
algorithm was applied to the experimental drive system under 
a number of different experimental conditions. These 
experimental conditions are the same as presented in Section 
8.1. Because the nonlinear amplifier gain compensation 
mechanism relies on measuring the system deceleration 
response so as to estimate the amplifier characteristic, the
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amplifier gain compensation will not be available for the 
first positional movement. In order to evaluate the 
effectiveness of the nonlinear amplifier gain compensation 
mechanism, each experiment was conducted for two consecutive 
runs. The plots in Fig. 8.5, 8.7 & 8.9 were taken under the 
same experimental conditions as that in Fig 8.1, 8.2 & 8.3
respectivley, except that the finalised adaptive control 
algorithm was used instead of the modified adaptive control 
algorithm. The plots in Fig. 8.6, 8.8, 8.10 were recorded
during the second consecutive positional movement.
The estimated braking time for the finalised adaptive 
control algorithm are summarised in Table 8.3. Since the 
only difference between the finalised adaptive control 
algorithm and the modified one is in the design of the 
asymmetrical bounds controller, there should be no 
difference in their parameter estimation performance. 
Comparison of the equivalent data in Table 8.3 and Table 8.1 
indeed indicates that the estimates are very consistent in 
all cases. Therefore, the estimator is shown to exhibit good 
robustness and consistency.
Table 8.3 Estimated braking time and actual settling time
for the finalised adaptive time-suboptimal controller 
under different experimental conditions.
# #
Exper imental Conditions Est i mated Brak ing/
V iscous Coulomb brak ing Settling S e t t 1 ing
Inert ia Friction Friction t ime(sec) t i m e (sec) t i me (% )
Low Low 0.41/0.42 0.87/0.87 212/207
Low High Low 0.37/0.38 0.84/0.72 227/189
High High 0.41/0.32 1.10/0.92 268/288
Low Low 2.99/2.61 3.35/2.97 112/114
Med i urn High Low 2.70/2.37 3.16/2.78 1 17/117
High High 2.95/2.06 3.71/2.54 126/123
Low Low 5.40/4.78 7.97/7.12 148/148
H igh High Low 4.71/4.45 7.32/6.89 155/155
High High 5.24/3.86 6.09/6.72 116/174
N o t e : # first run/next run of experiment
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8.5(a) The control performance of the finalised adaptive
time-optimal position control algorithm with the
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8.5(b) The control performance of the finalised adaptive
time-optimal position control algorithm with 5 times
the nominal value of the moment of inertia.
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8.5(c) The control performance of the finalised adaptive
time-optimal position control algorithm with 10 times
the nominal value of the moment of inertia.
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8.6(a) The control performance of the finalised adaptive 
time-optimal position control algorithm with the 
nominal value of the moment of inertia.
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8.6(b) The control performance of the finalised adaptive 
time-optimal position control algorithm with 5 times 
the nominal value of the moment of inertia.
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time-optimal position control algorithm with 
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time-optimal position control algorithm with the 
viscous friction level increased and with 5 times the 
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8.8(c) The control performance of the finalised adaptive 
time-optimal position control algorithm with the 
viscous friction level increased and with 10 times 
the nominal value of the moment of inertia.
(at the second run)
8.30
Fig.
£ 
a
£ 2000 -
o 1000 -
o
0 -
(0
-p
•« I
■p d  
d  53
-p  s  
9 v
o
a>
O
*4
•Pc
o
o
1000  -  
0- 
■ 1 0 0 0 -
T
1.0
Time (t/sec)
8.9(a) The control 
t ime-opt i mal 
the viscous 
increased and
performance of the finalised adaptive 
position control algorithm with the both 
friction and coulomb friction level 
the nominal value of moment of inertia.
8.31
Fig.
£
a
u,
-“S.
>
V
-P
»w
o
o
r-H
<U
>
2000-
1000 -
0 -
W■P
■p d  
p  p
P  P 
p  w
o
s*
<D
o
p
d
o
o
1000
0
- 1 0 0 0
T T
5.0
Time Ct/sec)
8.9Cb) The control 
t ime-opt imal 
the viscous 
increased and 
of inertia.
performance of the finalised adaptive 
position control algorithm with the both 
friction and coulomb friction level 
5 times the nominal value of the moment
8.32
Fig.
-p
I* i
o
o
r—4
<u
>
ea
s*
>N.
>
2000-
1000 -
0 -
to
■p
iH
•P C 
3 3
•p o
3
o
u
a>
o
U
•p
d
o
o
1000
0
- 1 0 0 0
1 0 . 0
Time (t/sec)
8.9(c) The control performance of the finalised adaptive 
time-optimal position control algorithm with the 
both the viscous friction and coulomb friction level 
increased and 10 times the nominal value of the 
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8.3.1 The performance of the PD-type asymmetrical bounds 
controller
Fig. 8.5(a), (b) & (c) show the control performance of 
the finalised adaptive control algorithm under different 
load inerita. Comparisons of the controller output plots 
between Fig. 8.5 & Fig. 8.1 show that the oscillatory action 
was largely reduced by the use of the PD-type asymmetrical 
bounds controller. The improvement is particularly 
noticeable in the case of nominal inertia(i.e. Fig. 8.5(a)). 
During the initial part, however, there is a slight increase 
in the time required to compensate for deviation from the 
reference trajectory. Nevertheless, examination of the 
performance of the linear PID controller reveals no apparent 
difference. Also, the settling times, as summarised in Table 
8.3, are similar in both cases. In other words, although the 
PD-type asymmetrical bounds controller has a slightly 
degraded tracking performance at high motor velocity, its 
tracking performance thereafter proves to be satisfactory 
in that the difference in the settling time is negligible.
Fig. 8.7(a), (b) & (c) present the control performance 
with an increase in viscous friction. Comparison between 
Fig. 8.7 & Fig 8.2 again indicates the similar trend as
discussed above. In this case, however, since the hunting 
action has been reduced by the increased viscous friction 
even in the case of the P-type asymmetrical bounds 
controller, the improvement made by the PD-type algorithm is 
only moderate.
Fig. 8.9(a), (b) & (c) display the performance of the
finalised adaptive control algorithm when both the viscous 
friction and coulomb friction were increased. As stated in 
section 8.1.4, the significant levels of coulomb friction 
leads to an oscillatory action. These switching actions are 
clearly illustrated by Fig. 8.3(a), (b) & (c). Comparing
Fig. 8.9 with Fig. 8.3 reveals the significant improvement 
made by the PD-type asymmetrical bounds controller. In 
particular, Fig. 8.9(a) shows that the oscillation is being
8.37
rapidly suppressed. It is worthwhile to note that the PD- 
type asymmetrical bounds controller produces the best 
improvement in the worst cases of the P-type controller. 
Summarising, these results demonstrate that the finalised 
adaptive control algorithm exhibits robustness with 
excellent oscillation suppression and tracking capability.
8.3.2 The effectiveness of the nonlinear amplifier gain 
compensation mechanism
Fig. 8.6, 8.8 & 8.10 demonstrate the control
performance achieved with the nonlinear amplifier gain 
compensation mechanism. The plots in Fig. 8.6(a), (b) & (c) 
were taken at the second positional movement where the 
nonlinear amplifier gain compensation mechanism was 
activated. Comparisons between Fig. 8.6 ((b) & (c>) and Fig 
8.5 ((b) & (c)) reveal significant improvement in time-
optimal ity and trajectory tracking. The response is, in
fact, very close to the ideal case notwithstanding the 
inertia variation. It is worthnoting that the average value 
of the control signal (-U^v) is virtually identical to the 
predicted deceleration value C-Un o r m ). Another factor of 
interest is that there is little change in the speed 
trajectory when the asymmetrical bounds controller is
invoked. The same observation can also be reflected by the 
very short duration for which the asymmetrical bounds 
controller switches to the lower bound when it is first 
invoked. All these results clearly illustrate the excellent 
accuracies of the parameter estimation and the effectiveness 
of the compensation techniques. The reduction in the 
estimated braking time, as shown in Table 8.4, also confirms 
the improvement in time-optimality. It is of interest to
note that the improvement is far less pronounced in the case 
of nominal inertia. In this case, the deceleration time is 
so short that it limits the controller's capability to 
estimate the nonlinearity of the amplifier.
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Table 8.4 Coulomb friction compensation factor (c.f.c.f.)
and amplifier gain compensation factor Cg.c.f.)
for the finalised adaptive time-suboptimal controller
under different experimental conditions
Experimental Conditions #
V iscous Coulomb # # c.f.c.f.
Inert ia Friction Fr ict i on c.f.c.f. g.c.f. * g . c . f .
Low Low 1.68/1.65 1.00/1.02 1.68/1.68
Low High Low 1.74/1.61 1.03/1.07 1.79/1.72
High High 1 .72/1.85 1.27/1.15 2.18/2.13
Low Low 1.50/1.49 1.17/1.20 1.76/1.79
Medium High Low 1.50/1.53 1.15/1.10 1.73/1.68
High High 1 .55/1.62 1.50/1.37 2.33/2.22
Low Low 1.53/1.52 1.15/1.18 1.76/1.79
H igh High Low 1.60/1.60 1.08/1.08 1.73/1.73
High High 1.61/1.77 1.34/1.22 2.16/2.16
Note: # first run/next run of experiment
Fig. 8.7 & 8.8 present the performance with an increase 
in viscous friction. The experimental results are similar to 
that obtained with no additional friction; again the 
nonlinear amplifier gain compensation mechanism provides the 
ideal time-suboptimal control without overshoot as before.
Fig. 8.9 & 8.10 present a comparison between the
performance with or without the nonlinear amplifier gain 
compensation mechanism in cases of increased viscous and 
coulomb friction; Fig. 8.10(a), (b) & (c) clearly show the 
significant improvements in both the velocity responses and 
controller responses. It is interesting to note that the 
controller output response in the case of nominal inertia 
(as shown in Fig. 8.10(a)) rapidly settles to a constant 
level (-Ua v ), which is identical to the predicted 
deceleration controller output (-Un o r m ).
The calculated compensation factors (c.f.c.f. & g.c.f.) 
are given in Table 8.4. It is worthwhile to note that the 
product of c.f.c.f. & g.c.f. is very consistent for each 
run. The figures indicate that estimation error due to the
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coulomb friction compensation algorithm are also being 
compensated well by the nonlinear amplifier gain 
compensation algorithm. This suggests that it is also 
possible to compensate for both the coulomb friction and 
nonlinear amplifier gain by combining the two compensation 
mechanisms into one. In other words, the nonlinear amplifier 
gain compensation could be used to compensate for both 
coulomb friction and amplifier nonlinearity effects. 
However, since this technique has to identify the controlled 
system while it is acceleration as well as while it is 
deceleration, the compensating can only be applied to the 
subsequent positional movement. Therefore, although this 
method would require less computation, the fact that the 
compensation can only be applied to the next positional 
movement is a major drawback.
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9. Conclusions
A microprocessor-based adaptive time-Csub)optimal
position control scheme has been proposed, designed and 
developed. The design requirement for the. adaptive servo 
control system was to provide an extremely fast (time-
optimal) transition to the desired target without either
overshooting or steady state-error over a wide range of load 
conditions. These load conditions included parameter 
variations, such as inertia changes and nonlinearity in the
servo driver, as well as external disturbances, such as
viscous frictional force, coulomb frictional force and 
loading torque. The practical performance of the control 
technique and its viability for low-cost industrial 
applications were investigated and demonstrated. The 
proposed adaptive control strategy was applied to an 
experimental drive system consisting of a 500W DC permanent 
magnet motor fed by a pwm servo driver. Experimental results 
show that the desired time-suboptimal reponses were achieved 
despite the effect of inertial changes, viscous friction,
coulomb friction and current amplifier nonlinearity.
The resultant adaptive time-(sub)optimal position
control scheme combines an on-line parameter estimator with 
a robust time-(sub)optimal controller. Several key features 
of the adaptive control scheme are summarised in the 
following sections.
1. The features of the on-line parameter estimator
A recursive least squares (RLS) algorithm is used to 
estimate the system parameters during the acceleration phase 
as well as during the deceleration phase. Unlike 
conventional RLS estimators, the sampling frequency is
selected adaptively by an on-line adaptive sample time 
determination routine. The utilisation of this sample time 
determination routine prevents numerical ill-conditioning 
and also provides better initial parameter estimates which
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leads to a faster convergence speed for the RLS algorithm. 
Its benefits in providing more accurate estimates and 
increased robustness against a significant change (10:1) of 
the system time constant has been demonstrated. It is also 
worthwhile to note that although the mechanism for the
determination of the sampling frequency relies on user- 
provided initial estimate of the static gain, experimental 
results have shown that this is not critical.
A second feature of the parameter estimation scheme is 
that intersample data, which are stored during the
acceleration phase, are cycled through the off-line RLS
algorithm during the crusing phase. Accordingly, this 
feature provides adequately excited data for better
parameter estimation while allowing a steady cruise speed 
with minimal control fluctuation (which helps to reduce 
mechanical wear and tear). In fact, the provison of a steady
cruise speed proves to be crucial for the success of the
coulomb friction compensation mechanism as described below.
Another attractive feature of the parameter estimation 
scheme is its ability to prevent the problem of parameter 
bursting as a result of possible numerical instability 
because of limited computer wordlength. The principle of 
this method consists of terminating the off-line RLS 
estimation process as soon as the trace of the RLS 
covariance matrix becomes less than a pre-set limit. In
addition, by monitoring the trace of the covariance matrix, 
a measure of the estimation confidence is also provided.
In summary, the improved recursive least squares (RLS) 
algorithm has been shown to provide consistent and accurate 
estimates under simulation as well as practical experimental 
conditions. The computation of the RLS parameter estimation 
algorithm is performed by a single chip microcontroller. The 
microcontroller, in fact, carries out all computation as 
well as providing all the necessary control functions. The 
typical execution time of the on-line RLS module is 2.5
msec.
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2 The features of the time-(sub)optimal controller
Based on the most recent estimates, the appropriate 
braking distance is computed. Robustness against load 
disturbances and plant parameter estimation errors is 
ensured by adopting a cautious suboptimal response which 
utilises an asymmetrical bounds control scheme. During each 
sampling instant at the deceleration phase, the asymmetrical 
bounds controller calculates the desired reference 
trajectory, detects deviations and then uses a proportional 
and derivative (PD) algorithm to adjust the control signal 
in order to direct the system state to the reference 
trajectory. Analysis of the experimental results in Section 
8.3 shows that the PD-type asymmetrical bounds controller 
provides considerable improvement in the control performance 
compared with the bang-bang asymmetrical bounds control 
scheme as used by /Serra (1984)/.
The design features that contributed most to the time- 
optimal ity and robustness of the adaptive control scheme 
under investigation are the coulomb friction compensation 
mechanism and the nonlinear amplifier gain compensation 
mechanism. Initial investigation revealed that the 
experimental drive system had two main sources of 
nonlinearity, coulomb friction and nonlinear amplifer gain. 
These two types of nonlinearity are far from uncommon in
most low-cost industrial servo systems. These 
nonlinearities, if uncompensated, would have reduced the 
accuracy of the parameter estimates and thus limited the
control performance.
In view of these defects, a modified adaptive time- 
(sub)optimal control scheme, which allowed for the presence 
of these nonlinearities, was derived. This new design 
reported here was superior to that of /Brickwedde (1984)/, 
which had neglected the presence of coulomb friction as well 
as nonlinear amplifier characteristics. The presence of
coulomb friction is of particular importance in position
controlled electrical servo drives of low power rating.
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These servo drives are used extensively in feed drives on 
machine tools or manipulators. Most approaches consists of 
applying parameter estimation to the dynamic system. For 
instance, /Stanway (1986)/ identified the combined viscous 
and coulomb friction with a least squares algorithm in the 
continuous-time domain. Whereas /Canudas (1986)/ proposed a 
discrete friction model and estimated the coulomb and 
viscous friction via recursive least squares algorithm. 
These approaches, however, require extensive computations. 
On the contrary, we adopted a simple mechanism, which 
estimates the coulomb friction by measuring the control 
signal of the PI speed controller during the cruising phase. 
It is worth noting that this mechanism would also take 
account of any static disturbance torque. In essence, while 
the on-line RLS estimator takes account of the system
inertia and viscous friction, the effect of coulomb friction 
and static disturbance torque can be compensated by the 
above mechanism. Experimental results have clearly 
demonstrated the improvement in the dynamic performance.
The nonlinear amplifier gain compensation mechanism 
turns out to be a natural extension of the proposed RLS 
estimation procedure. By identifying the controlled system 
during the acceleration phase as well as during the
deceleration phase, the ratio of the amplifier gain during 
deceleration to that of during acceleration can be computed. 
The effect of the nonlinear amplifier gain can then be 
compensated for subsequent positional movements by
feedforward.
The proposed adaptive time-(sub)optimal control scheme 
has been applied to an experimental d.c. servomechanism with 
and without the additional compensation mechanisms. 
Experimental results show that a time-suboptimal response
with no overshoot is achieved despite the inertial, 
frictional (coulomb and viscous) variations. The inclusion 
of the compensation mechanisms provides a noticeable 
improvement in transition time, especially in respect to the 
medium and high inertia performance. It is important to
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realise that the relative significante of the coulomb 
friction compensation and nonlinear amplifier gain 
compensation depends on the particular application. Both 
compensation mechanisms were implemented in software, the 
user can thus conveniently choose to apply them or not. 
Analysis of the experimental results also suggests that the 
nonlinear amplifier gain compensation could also be used to 
compensate for both coulomb friction as well as nonlinear 
amplifier gain. However, since this technique relies on 
identifing the system during the acceleration phase and the 
deceleration phase, the compensation can only be applied to 
the subsequent positional movement. Therefore, the success 
of this simplification depends on the short term stability 
of the coulomb friction from one positional movement to the 
next. As coulomb friction changes with temperature as well 
as operating conditions, the coulomb friction compensation 
mechanism is thus preferable in applications where 
significant coulomb friction exists. Nevertheless, this idea 
opens up a possiblity for reducing the necessary computation 
t i me .
The proposed adaptive controller was implemented in a 
microcontroller-based (Intel 8097) system. All necessary 
computations and control were performed by the 
microcontroller and no co-processor was required. A sampling 
time of 5.6 msec was achieved. Hence, it demonstrated the 
possiblity of a low-cost, flexible implementation of 
adaptive positional control to high speed servomechanism. 
Although the proposed control scheme was applied to a D.C. 
permanent magnet motor, it can be readily applied to other 
types of electrical drives. In fact, the provision of the 
coulomb friction and nonlinear amplifier gain compensation 
mechanisms have made it suitable for higher power as well as 
lower power drives. The proposed adaptive controller can 
thus serve as a fundamental building block in a wide variety 
of advanced motion control application, for instance, 
industrial robot systems, machine tools and automated 
warehouses.
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The proposed adaptive controller can be further 
developed in a number of ways:
(1) By extending the control scheme to cope with variable 
geometry (which leads to variable inertia) situations, for 
example, by introducing feedforward compensation.
(2) By reducing the minimum duration of the cruising phase. 
The minimum time elasped in the cruising phase is determined 
by the off-line RLS estimator and the coulomb friction 
compensation mechanism. This reduction could be achieved in 
several ways, for example, by improving the accuracies of 
the parameter estimates by means of running a number of on­
line RLS estimation in parallel during the acceleration 
phase, or improves the handling of concurrent tasks by 
implementing a real-time operating system kernel.
(3) By investigating the performance of different reference 
trajectory generators, for instance, the implementation of a 
position-weighted time-(sub)optimal controller, such that a 
near time-optimal trajectory is used when the position error 
is large whereas a more conversative linear type control is 
gradually applied as the position error becomes smaller. In 
this way, the need for an explicit change-over from 
asymmetrical bounds control mode to linear PID control mode 
is eliminated.
(4) By enhancing the capabilities of the existing adaptive 
controller by providing complementary functions, such as 
auto-commissioning and auto-fault diagnostic features.
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A p p e n d i x  A . 1
An introduction to the derivation and principle of 
operation of the RLS algorithm is given in this section. 
More details can be found in /Strejc (1981)/ or /Sinha & 
Kuszta (1983)/.
(a) System and noise model
A block diagram of the system and noise model are shown 
in Fig. (A.l), where the measured output (y(k)) is 
contaminated by noise (n(k)) such that :
y(k) = x{k) + 7i(fc) --- (A.1.1)
n(k)
system
B(z)
A(z)
y(k)x(k)u(k)
Fig. A.l The block diagram of the system & noise model
The noise term (n(k)) represents the measurement noise 
at the output as well as the effect of input perturbation 
and process disturbances.
As will be discussed later, n(k) is assumed to be an 
unmeasurable, zero-mean, normally distributed, serially 
uncorrelated noise such that :
A 1. 1
E(n(Jfc)) = 0
coi[n(k),t] = E(n(fc) n(k+t)) = an26(t)
where crn 2 is the variance and 6(t) is the Kronecker 
delta function
The above stable, linear, single-input single-output 
system with negligible dead-time, sampled at discrete times, 
can be described by the following linear difference equation:
y(k) = a1y(fc-l)+_+arn7Xfc-m)+61iz(/:-l)+_+67nu(A:-m)+iXfc) - - - (A. 1. 2)
where k = t/To is the discrete time 
To is the sample period 
m  is the model order 
u(k) is the sampled inprut signal 
yfc) is the sampled output signal 
1
iff:) = n(fc) + b%Ti{k-i)
N
Introducing a parameter vector
6^  — [d-i-Om ——— (A . 1. 3)
and an observed data vector
'f = [y(k-l)jy(k-m) v(k-l)ju{k-m)] --- (A.1.4)
Then equation (A.1.2) can be rewritten in a linear
regression form :
2Xfc) = ^ T(*)£+T<fc)------------------------------------- ---(A.1.5)
Equation (A.1.5) describes the observed system output y(k) 
as a linear combination of the components of the observed 
data vector jKk) plus unmeasurable noise v(k).
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(b) Recursive least square algorithm CRLS)
The RLS algorithm is a recursive identification scheme 
which allows the system model parameters to be estimated. 
The RLS identification procedure requires a parametric model 
which is a linear function of the unknown parameters. Let us 
consider the linear regression model (A.1.4) that is 
introduced in section (a). Equation (A.1.5) describes the 
observed system output y(k> as a linear combination of the 
components of the data vector jfrCk) plus the unmeasurable 
noise v(k) and it is, therefore, 1 inear-in-the-parameter.
To determine the "best" values of the unknown parameter 
would require the optimization of a criterion function or 
cost function. If we denote the best estimate of the model 
parameter (0) after Ck-1) iterations as 0(fc-l) and introduce 
the "equation error" or "prediction error" at the kth 
measurement as :
e(fc) = y(k) - JT(fc)0(fc-1) ------ CA.1.6)
The "most probable" value of j0 after N iterations, i.e. 
0 (k), is defined as the value that minimizes the sum of the 
squares of the prediction errors with respect to 9 . The
criterion function is thus :
Vn(® = E e 2(fc) ------ (A. 1.7)
N
where N is the number of measurements.
To determine the best estimate, we differentiate the
above criterion function with respect to and equate it to 
zero :
oVn
 =0 ---  ( A . 1.8)
08
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Solving analytically gives the least-squares estimate 
of provided that the inverse exists :
£ N )= [E $ % W ‘ E#>y(*0 —  (a . i . 9 )
N N
This is the least-squares identification algorithm for 
batch or off-line processing. It can be shown that the
equation (A.1.9) can be rewritten in a recursive form /Sinha
& Kuszta (1983)/. In addition, by the use of the “matrix
inversion lemma", the inversion of a matrix (of the same
dimension as the no. of parameters) is replaced by the 
inversion of a scalar. The resulting set of equations is 
presented below :
Prediction :
e(k) = y(k) - --- (A. 1.6 )
Correcting vector :
y(k-l) = Kfc-l)#;)[l + ---( A . 1 . 1 0 )
Updating covariance matrix :
P(fc) = [I- l{k-l)f(k)]P(k-l)----------------------------- ---(A . 1.11)
Updat ing estimate :
§fc) = 6(Jfe-l) +#-l)e(k) ---(A . 1.12)
Remark : To start the algorithm, the initial estimates are
set to :
0[O) = O & P(0) = ol
where a is a positive constant
A1.4
These equations represent the RLS alogorithm which 
calculates recursively the least square estimate 6(Jc) 
defined by (Eq. A . 1.9).
The computational cycle would proceed as follows :
(1) The previous estimate ( 0(Jc-l) ) is premultiplied by the 
observed data vector ( jf(k) ). This gives the predicted 
value of y(k) at sample time k , which is then 
subtracted from the actual measurement (y(k)) to obtain 
the prediction error (e(k)).
(2) Equation (A. 1.10) gives the correcting vector ( 7 (^ -1) ) 
which is directly proportional to the data vector 
( ifa) ). As we shall see later, the prediction error 
will be premultiplied by this correcting vector and the 
result is added to the previous estimate ( 0(fc-1) ) to 
give the new estimate ( Ojjc) ). The correcting vector may 
thus be interpreted as a weighting vector which 
combines with the prediction error (e(k)) to determine 
the search direction and gain schedule in a sense to
minimize the criterion function defined by (4.4.2).
(3) The error covariance matrix ( P(fc-1) ) is updated to
( P(fc) ) by using equation (A.1.11). The matrix P(fc) can 
be interpreted as an auxiliary variable of fixed 
dimensions into which the new data is being compressed. 
It thus allows the new data to be discarded after each 
iteration.
(4) The new estimate (0(fc)) is then given by the addition
of the correction term {^ Jc-\)e{k)) to the previous 
estimate. The observed data vector is then updated and 
the computational cycle is repeated when the next
measurements are made.
A1.5
It is not intended to give details of the properties of 
the RLS here. The practical aspects of the implementation
and use of the algorithm will be presented in chapter 4.
Only the asymptotic properties are summarized below. More 
details can be found in /Strejc (1981)/.
Asymptotic properties :
To ensure that the estimate 0(N) will converge towards 
its true value 0O as N tends to infinity, the following
conditions must be satisfied :
- Process order (m) & dead time (if it exists) must be 
known.
- The expectation of the disturbance noise (v(k)) must 
be zero, i.e. E tv(k)l = 0.
- The disturbance term (v(k)) must be uncorrelated with 
the data vector ( $k) ), i.e. = 0 .
-The input signal must be persisently exciting at least 
of order m.
(c) Why RLS?
If we assume that the system parameters change only 
between positioning displacements but remain constant 
during each movement (for example : a pick and place
system), then after starting each movement, the adaptive 
time-optimal controller has to identitfy the system 
parameters and then compute the appropriate switch-over 
instant tf before the deceleration phase begins. Moreover, 
the small time-constant of high performance electrical 
drives implies a relatively short identification time. For 
short identification times and noisy process, all recursive 
parameter identification algorithms (except STA) show little 
difference in overall performance /Isermann (1981)/. RLS is 
therefore selected to take advantage of its simplicity and 
relatively small computational expense. Its reliable and
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fast initial convergence properties are also valuable in 
short identification time applications.
It is interesting to note that the recursive least 
square estimator can be interpreted as a Kalman filter for 
the following process :
9{k)=gk-\) 
y(k) = 'jj/?(k)9 +v(k)
This alternative Kalman filter approach may well offer 
a better insight and confidence to the industrial engineer.
It has been stated in section (b) that the RLS would 
only provide unbaised estimate under a number of conditions 
such as zero-mean white noise uncorrelated with the data 
vector ( ). In practice, the noise term(v(k)), as defined
by Eq. (A.1.2), is not “white" because t 0. This
is because for a system with order > 0 , jfic) contains
y(k-l), which in turn contains v(k-l) that is correlated 
with v(k). Therefore, biased estimate can be expected for 
real noise. However, in situations with small noise/signal 
ratio, the bias is not significant. As a rule of thumb, if 
the noise/signal ratio is smaller than 1 : 1 0 , this 
deterministic approach can be applied /Clarke (1984)/. In 
practice, the required accuracy of the estimated model is 
only moderate. Slight errors in the switch-over time, as a 
result of either discrepancies from the real plant or 
inaccuracy as a result of bang-bang action or/and transient 
disturbances, would be compensated by a secondary control 
(i.e. a combination of linear & bang-bang control. 'Homing- 
in* would be directed by a linear control algorithm when the 
system state is close to that required.
In summary, the robustness and simplicity of the RLS, 
both of which are of paramount importance in industrial 
applications, makes it the most suitable identification 
technique.
A 1.7
Appendix A.2
A number of factors affect the choice of the sampling 
time and a compromise has to be reached in practice. These 
factors are discussed below /Isermann (1980)/ :
(1) Sampling time for final application
In cases where controller design is based on the 
identified model, the choice of the sampling time might 
be influenced by the required control performance for 
the final application. Certain types of control 
algorithms, such as the dead-beat algorithm, depend 
critically on a suitable choice of the sampling time. 
Other characteristics, such as the stability of the 
system, the spectrum of disturbances, the frequency 
response of actuators & transducers and the 
restrictions on computation expense, also affect the 
control performance and,therefore , the choice of the 
sampling period.
(2) Accuracy of the resulting model
When transforming a Laplace transfer function into 
its corresponding z-transfer function, the absolute 
values of the parameters depend on the sampling 
interval chosen. As an example, consider the Laplace 
transfer function of a first-order lag :
G(s) = K/(l + sT) --- (A.2.1)
where K is the static gain 
T is the time constant
A2.1
The corresponding z-transfer function with zero-order 
hold and sampling interval To is :
H(z) = b1z"l/(l-a1z-1) ---(A.2.2)
where = exp(-To/T)
61 = K(l-ai)
As the sampling interval decreases, the magnitude 
of al increases while that of bl decreases with K 
remaining constant. In the limit, as the sampling time 
tends to zero, al tends to one while bl tends to zero. 
Rounding errors thus increase with decreasing sampling 
time provided that the numbers are still represented by 
the same number of bits. Refering to equation (A.2.2), 
the static gain is given by :
K = 6i/(l - ai) —  (A.2 .3)
Therefore, if the sampling interval is too small, 
small errors in the parameters can have very 
significant influences on the dynamical performances of 
the model. On the other hand, if the chosen sampling 
time is too large, the resulting z-transform model may 
be too inexact. With all the higher frequencies 
effectively filtered out by the low sampling frequency 
(assuming an appropriate analog guard filter has been 
used to prevent aliasing), the model order may be 
reduced to an unacceptable and unrealistic level.
A2.2
(3) Numerical problems (Ill-conditioned matrix)
Consider a first-order linear difference equation 
system as shown below :
m o-i
y(k) v(k) bi
  (A.2.4)
Solving the equation system for al & bl gives :
01 -1 yfr)
bi y(k) v(k) y(k+1)
  (A.2.5)
With too small a sampling time, y(k-l) = y(k) & 
u(k-l) = u(k), the pair of difference equations become 
approximately linearly dependent. Numerical problems, 
therefore, will result from the inversion of the ill- 
conditioned matrix. Similiarly, in the case of RLS, the 
ill-conditioned matrix P(k) would lead to numerical 
problems.
In summary, sampling time should neither be chosen 
too small nor too large. As a rule of thumb /Isermann 
(1980)/, 5 to 15 samples per 95% setting time T95 is
often a suitable choice, i.e.
T»/T0 = 5.15   (A.2.6)
A2.3
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