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Abstract
In the classical framework of graph algorithms, program logics, and correspond-
ing model checking games, one considers changes of system states and move-
ments of agents within a system, but the underlying graph or structure is as-
sumed to be static. This limitation motivates a more general approach where
dynamic changes of structures are relevant.
In this thesis, we take up a proposal of van Benthem from 2002 and consider
games and modal logics over dynamically changing structures, where we focus
on the deletion of edges of a graph, resp., transitions of a Kripke structure. We
investigate two-player games where one player tries to reach a designated ver-
tex of a graph while the opponent sabotages this by deleting edges. It is shown
that adding the ‘saboteur’ makes these games algorithmically much harder to
solve. Further, we analyze corresponding modal logics which are augmented
with cross-model modalities referring to submodels from which a transition has
been removed. On the one hand, it turns out that these ‘sabotage modalities’ al-
ready strengthen standard modal logic in such a way that many nice algorithmic
and model-theoretic properties get lost. On the other hand, the model checking
problem remains decidable.
The main limitation of modal logic is the lack of a mechanism for unbounded
iteration or recursion. To overcome this, we augment the ‘sabotage modal log-
ics’ of the first part of the thesis with constructors for forming least and great-
est monadic fixed-points. The resulting logic extends the well-known µ-calculus
and is capable of expressing iterative properties like reachability or recurrence as
well as basic changes of the underlying Kripke structure, namely, the deletion of
transitions. Finally, we introduce extended parity games where in addition, both
players are able to delete edges of the arena and to store, resp., restore the cur-
rent appearance of the arena by use of a fixed number of registers. We show that
these games serve as model checking games for the aforementioned ‘sabotage
µ-calculus’.
Zusammenfassung
In der klassischen Theorie der Graph-Algorithmen und der Programm-Logiken
mit den damit verbundenen Model-Checking-Spielen betrachtet man dynami-
sche Prozesse wie die Zustandsänderung von Systemen oder die Bewegung von
Agenten innerhalb eines Systems. Doch werden in diesen Modellen die zugrun-
deliegenden Graphen oder Strukturen als unveränderlich angenommen. Diese
Einschränkung motiviert eine verallgemeinerte Betrachtungsweise, bei der dy-
namische Änderungen von Strukturen berücksichtigt werden.
In dieser Arbeit folgen wir einem Vorschlag von van Benthem aus dem Jahr
2002 und betrachten Spiele und Modallogiken über sich ändernden Strukturen.
Dabei konzentrieren wir uns auf das Entfernen von Kanten eines Graphen bzw.
von Transitionen einer Kripke-Struktur. Wir untersuchen Zwei-Personen-Spiele,
bei denen ein Spieler versucht, einen ausgezeichneten Knoten eines Graphen zu
erreichen, während sein Gegenspieler dies zu verhindern sucht, indem er Kan-
ten des Graphen löscht. Es wird gezeigt, dass die algorithmische Komplexität
der Spiele durch die Hinzunahme dieses „Saboteurs“ deutlich erhöht wird. Im
Weiteren analysieren wir zugehörige Modallogiken, die um modellübergreifen-
de Modalitäten ergänzt sind. Diese neuen Modalitäten beziehen sich auf Unter-
strukturen, aus denen Transitionen entfernt worden sind. Es stellt sich heraus,
dass einerseits diese „Sabotage-Modalitäten“ die Ausdrucksfähigkeit der übli-
chen Modallogik soweit vergrößern, dass viele der angenehmen algorithmischen
und modelltheoretischen Eigenschaften verloren gehen. Andererseits bleibt das
Model-Checking-Problem entscheidbar.
Eine wesentliche Einschränkung der Modallogik ist das Fehlen eines allge-
meinen Mechanismus für unbeschränkte Iterationen oder Rekursion. Um diese
Schwäche zu beheben, erweitern wir die „Sabotage-Modallogiken“ des ersten
Teils der Arbeit um Operatoren zur Bildung von kleinsten und größten mona-
dischen Fixpunkten. Die daraus resultierende Logik stellt eine Erweiterung des
bekannten µ-Kalküls dar und ermöglicht es, sowohl iterative Eigenschaften wie
Erreichbarkeit oder Rekurrenz wie auch einfache Änderungen der zugrundelie-
genden Kripke-Struktur – hier das Entfernen von Transitionen – auszudrücken.
Abschließend führen wir erweiterte Paritätsspiele ein, bei denen die beiden Spie-
ler neben der Bewegung durch den Spielgraphen zusätzliche Arten von Zügen
durchführen können: zum einen haben sie die Möglichkeit, Kanten des Spiel-
graphen zu löschen; zum anderen können sie das aktuelle Aussehen des Spiel-
graphen unter Verwendung einer festen Zahl von Registern speichern und ge-
gebenenfalls später wieder restaurieren. Wir werden zeigen, dass diese Spiele
als Model-Checking-Spiele für den oben genannten „Sabotage-µ-Kalkül“ benutzt
werden können.
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Introduction
The world is one of permanence. Change is an illusion.
— Parmenides, 5th century BC
In the classical framework of logics and corresponding Hintikka games for model
checking issues, one considers changes of system states andmovements of agents
within a system, but the underlying structure is assumed to be static. For exam-
ple, the modalities of classical modal logic can be interpreted as local transitions
between states (possible worlds) of a structure. But the evaluation of formulae is
based on immutable systems.
In some fields of computer science, engineering, and philosophy, an inter-
esting sort of tasks arises, which refers to temporal changes of the underlying
systems. We may consider five example scenarios. The first situation is related to
protocols for computer networks:
Situation 1. Consider a computer network where connections between servers
may break down or servers may stop working, for example, caused by technical
malfunction or wilful damage. Some natural questions arise for such networks:
Is it possible, regardless of the removed connections, to interchange information
between two designated servers? Is there a protocol that guarantees the reacha-
bility of a destination?
The second scenario may be regarded as a natural question arising for routing
tasks:
Situation 2. Consider a car navigation system. A usual task for the system is the
dynamical calculation of best routes while roads are blocked during the ride, for
instance, caused by road works or traffic jams.
The next scenario was proposed by van Benthem [Ben05]:
Situation 3. Consider a traveling researcher who moves from one conference,
workshop, and research stay to another. He has to rely on a traffic network con-
sisting of railway routes, air routes, bus routes etc. We may ask whether he can
find his way between the cities while connections are canceled from time to time.
We call this task the traveling researcher problem.
The fourth scenario deals with the modeling of knowledge and belief:
Situation 4. Consider a representation of knowledge as a Kripke structurewhere
states are interpreted as possible worlds. We may define binary uncertainty rela-
tions over states expressing that an agent cannot distinguish between two possi-
ble worlds, where it is reasonable to assume that uncertainties form equivalence
relations. An dynamic increase in knowledge may be modeled as the removal
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of uncertainty, that is, as the deletion of transitions in the structure. Thus, con-
trary to the intuitive idea of a tabula rasa as initial level of knowledge, we consider
here the dual view. We may ask whether a designated level of knowledge can be
reached or whether two possible worlds always remain undistinguishable etc.
The last scenario comes from the field of combinatorial problems:
Situation 5. Consider Euler’s famous problem of the Seven Bridges of Königsberg.
The question is whether it is possible to walk with a route that crosses each bridge
of Königsberg exactly once and return to the starting point. We may model this
situation by movements within a graph where edges are removed after they were
traversed for the first time.
All aforementioned situations have in common that objects are removed from a
network or graph. But classical specification formalisms do not allow to directly
address even these basic changes of the underlying structure. For instance, the
so-called dynamic logics, and especially, the propositional dynamic logic PDL of
[HKT00], are incapable to specify the deletion of objects. In fact, the attribute ‘dy-
namic’ refer to the point that truth is not immutable in contrast to classical pred-
icate logic, where the truth value of a formula over some structure is uniquely
determined by a valuation of its free variables. But also PDL is interpreted over
static structures.
The structure of the above tasks motivates a more general approach to spec-
ification formalisms where dynamic changes of the underlying structure are rel-
evant. Global logics like first-order logic or monadic second-order logic have
enough expressive power to specify such problems indirectly. The term ‘global’
refers to the fact that formulae are evaluated over a structure in its entirety, while
formulae of ‘local’ logics are evaluated relative to a current position – as it is the
case with, e.g., modal logic, the temporal logic LTL, or the aforementioned logic
PDL (cf. [Eme92, HKT00]). But a specification by, say, first-order logic obstructs
the insight into the interrelation of movements within the system and dynamical
changes of the underlying structure.
Proceeding from this observation, van Benthem [Ben05] proposed in 2002 the
investigation of games and local logics over changing models. He introduced
the so-called sabotage game as a two-player path-forming game where one player
(called Runner) moves along edges in a multi-graph and the other player (called
Blocker) removes edges in each round. As winning condition he considered stan-
dard algorithmic tasks over graphs as, for example, the reachability of a desig-
nated vertex. In correspondence with the game, van Benthem augmented stan-
dardmodal logic with a cross-model modality referring to submodels fromwhich
objects have been removed. The addition of a transition-deleting modality to
modal logic yields the so-called sabotage modal logic as a modal logic over dynam-
ically changing structures. This logic seems to be a moderate strengthening of
modal logic for the kind of dynamical problems described above.
In this thesis, we take up van Benthem’s proposal and consider path-forming
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games and local logics over dynamically changing arenas and structures, respec-
tively. Regarding the dynamics, we focus on the deletion of edges or transitions.
In the first part of this thesis, we consider finite sabotage games and correspond-
ing sabotage modal logics. We investigate the problem of solving the games and
the model checking problem for the logic and determine the corresponding com-
plexities. We analyze the logic with respect to the satisfiability problem and clas-
sical model-theoretic properties such as finitemodel property or invariance under
bisimulation. We show that, from the viewpoint of algorithmic complexity, the
problem of solving the games with a sabotaging adversary becomes much harder
than the solitaire game without this opponent. In fact, we show that the problem
of solving the sabotage games with a reachability condition is PSPACE-complete,
while the corresponding solitaire game is known to be NL-complete. Further, it
turns out that other game objectives such as Hamilton path or complete search
are as hard to solve as the sabotage games with a reachability condition.
Regarding the sabotage modal logic, the transition-deleting modality already
strengthens modal logic in such a way that all nice algorithmic and model-theo-
retic properties of modal logic get lost. On the one hand, the new logic much
more resembles first-order logic than modal logic with respect to central algorith-
mic complexities and model-theoretic properties: The model checking problem
is PSPACE-complete and the satisfiability problem is undecidable. Further, the
sabotage modal logic lacks the finite model property and is not bisimulation-
invariant. On the other hand, we can show that the model checking problem
can be solved in polynomial time when one of its parameters is fixed (either the
formula or the structure). This is a surprising result, since for many popular
logics – for example, first-order logic or the temporal logics LTL and CTL∗ (cf.
[Sto74, Var82, Eme92, KVW00]) – the model checking problem with a fixed struc-
ture is as hard as the combined model checking complexity. This result indicates
that the high complexity of combined model checking for the sabotage modal
logic is based on the subtle interleaving of the dynamics expressed by the for-
mula and the structure of the model.
A closer inspection of the sabotage game shows that it actually is a game
between a local player, namely Runner who moves along edges, and a global
player, namely Blocker who can delete edges somewhere in the graph. Accord-
ingly, there is an asymmetry between the two kinds of modalities in the sabotage
modal logic: Standard modalities correspond to local movements and sabotage
modalities correspond to global transition deletions. Thus, a natural question
arises: Does the global power of deletion cause the high algorithmic complex-
ity? Also, this asymmetry may be seen as a drawback when using the sabotage
modal logic for specifications: Due to this asymmetry, the logic fails to be an ap-
propriate formalism for problems where the underlying structure dynamically
changes, but the changes are also subject to a locality condition. Consider, for ex-
ample, Situation 1 where a computer virus sabotages a network. A virus usually
comes along with unsuspicious data and it needs to use the same internet con-
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nections before it reaches the target that it wants to block. An analogous problem
occurs for Situation 5: In order to model such a scenario, we need some kind of
‘path-forming’ sabotage.
This observation motivates the study of sabotage games and sabotage modal
logics where the asymmetry between the two players, resp., modalities is bal-
anced such that also the deletion process is subject to a locality condition. We
introduce two localized variants of sabotage games and sabotage modal logics:
First, we consider adjacent sabotage where Blocker is only allowed to delete edges
that start at Runner’s position. For the corresponding logic, the sabotage modal-
ities refer to transitions that start at the current state of evaluation. As a sec-
ond variant, we introduce path sabotagewhere we require that Blocker also moves
within the multi-graph such that exactly those edges are deleted that were taken
along his path. For the corresponding logic, the deletion of transitions is com-
bined with a movement that is independent of the one according to the standard
modalities. The complexity of solving the adjacent sabotage games with a reach-
ability condition turns out to be lower than the one for the global sabotage game:
they can be solved in linear time. But we show that the complementary winning
condition, namely the avoidance of vertices, is already PSPACE-complete. Re-
garding the path sabotage games with a reachability condition, we show that the
problem of solving these games is also PSPACE-complete. Thus, from the view-
point of complexity, the localized games are not algorithmically simpler. The
same picture arises for the localized sabotage logics: Both variants do not differ
from the global sabotage logic with respect to complexities and central model-
theoretic properties. The model checking problems turn out to be as hard as for
the global logic, both localized sabotage logics lack the finite model property, and
the satisfiability problems remain undecidable.
As with modal logic, the main limitation of the sabotage modal logic is the
lack of a mechanism for unbounded iteration or recursion. This motivates the
study of more powerful sabotage logics that allow recursion in some way. To that
aim, one can extend the basic formalism by a constructor for forming fixed-points
of relational operators. Fixed-points play a key role in many areas of computer
science and they allow the specification of, e.g., general reachability and recur-
rence properties. Adding least and greatest monadic fixed-points to standard
modal logic leads to the modal µ-calculus. We apply the same machinery to the
sabotage modal logic in the second part of this thesis by augmenting the logic
with least and greatest monadic fixed-points. The result is the so-called sabotage
µ-calculus.
Since the fixed-points are related to sets of vertices while the sabotage modal-
ities are related to edges, both extensions of modal logic are in some sense inde-
pendent from each other. In fact, it turns out that there is a fundamental differ-
ence between standard modalities (corresponding to movements) and sabotage
modalities (corresponding to deletions of transitions) with respect to least and
greatest fixed-points: While movements are passed to the next stage of an induc-
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tive fixed-point construction, the deletion of transitions is restored to the situation
at the beginning of the induction. This restoration of deleted edges during the
fixed-point construction leads us to the definition of an extended sabotage game
where also restoration is possible. The motivation behind is to find an appro-
priate model checking game for the sabotage µ-calculus. We enrich the sabotage
games of the first part of this thesis with the possibility of restoration by using
registers. Players are able to store the current appearance of the arena, that is,
the set of edges without the already deleted ones. When the play proceeds, play-
ers may occasionally restore a former appearance out of a register. Further, we
release from the respective roles of Runner and Blocker and proceed to a token-
moving game with two equal players: Depending on the type of the current ver-
tex, the owner can decide on the further direction, or he can delete edges, or he
can store, resp., restore the current appearance of the arena. This definition cov-
ers the sabotage games of the first part of this thesis, but provides a more general
framework.
If edges are restored recurrently, then plays become infinite – in contrast to
the finite sabotage game without restoration. Thus, we need a winning condition
for infinite plays. There is a well-known close correspondence between least and
greatest fixed-points and the so-called parity condition for infinite sequences. For
instance, the standard µ-calculus Lµ and parity games are closely related: Parity
games serve as model checking games for Lµ and conversely, the winning con-
dition of parity games is expressible as Lµ-formulae (cf. [EJS93, Wal02]). This is
the reason why we also use the parity condition as winning condition for the
restoration games.
In order to keep the complexity of solving these games low, we additionally
require that registers can only be accessed by following a kind of stack disci-
pline. The restriction on the register access guarantees that this problem belongs
to PSPACE when the number of registers is fixed. Nevertheless, these games are
suited to serve as model checking games for the sabotage µ-calculus, because
nested fixed-points are also formed by following a dependency order. In fact, we
are able to show that themodel checking problem of the sabotage logic with fixed-
points can be reduced to the problem of solving sabotage games with restoration,
a parity winning condition, and a limited access to registers that follows a stack
discipline. To obtain a better insight into games with restoration and the role of
the stack discipline for register access, we finally show that the problem of solv-
ing restoration games without this limited access becomes EXPTIME-complete,
even for games with three registers.
To summarize, we provide several formalisms to specify tasks over dynam-
ically changing structures as the ones that we described at the beginning. We
introduce operators that capture basic changes of structures, namely the deletion
of transitions, and we consider global deletion and two localized variants as well
as the interaction of deletion and the forming of least and greatest monadic fixed-
points. We come to realize that the addition of operators capturing these very
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basic changes of structures strengthens the formalisms in such a way that model
checking becomes algorithmically hard and nice model-theoretic properties get
lost.
Organization of the Thesis
This thesis is organized as follows. In Chapter 1, we provide some preliminaries
and introduce the basic terminology of graphs, games, complexity classes, struc-
tures, and logics. Further, we repeat the classical decision problems for logics that
we consider in this thesis.
In the first part of this thesis, we investigate finite sabotage games and sabo-
tage modal logics. It consists of the Chapters 2, 3, and 4. In Chapter 2, we deal
with finite sabotage games. In Section 2.1, we define them as games between the
two players Runner and Blocker, where Runner forms a path and Blocker sab-
otages it by deleting edges in each round. We consider three algorithmic tasks
over graphs as game objectives, namely reachability conditions, Hamilton path,
and complete search. In Section 2.2, we focus on the reachability of a single ver-
tex and show that the problem of solving these games is PSPACE-complete by
reducing the well-known problem QBF to it. In Section 2.3, we investigate the
two other game objectives and we show that, from the viewpoint of algorith-
mic complexity, these variants are as hard as the reachability sabotage game. We
conclude the chapter with Section 2.4 where we compare the complexities of the
sabotage games with the corresponding solitaire games without the sabotaging
adversary.
In Chapter 3, we investigate the sabotage modal logic SML. It is introduced in
Section 3.1 as standard modal logic augmented with a transition-deleting modal-
ity. By embedding the logic into first-order logic and presenting formulae that
express the winning condition of the reachability sabotage games, we prove that
the model checking problem for SML is PSPACE-complete. By defining a Kripke
structure that represents the ‘unfolding’ of the dynamics, we show that the model
checking problem for SML can be solved by evaluating formulae of standard
modal logic over this unfolding. This leads to PTIME-procedures for the model
checking problem for SML when one of its parameters is fixed (formula com-
plexity and program complexity). In Section 3.2, we investigate central model-
theoretic properties of SML. We show that SML is capable to compare the num-
ber of successors satisfying some definable property with constants. Further, we
show that SML does not have the acyclic model property and thus, neither it has
the tree model property nor it is bisimulation-invariant. The main result of this
section establishes that SML does not have the finite model property. Section 3.3
is dedicated to prove that the satisfiability problem, the finite satisfiability prob-
lem, and the problem whether a given SML-formula is satisfiable, but has only
infinite models are undecidable for SML. In Section 3.4, we provide a technical
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result that we need to reduce the satisfiability problem for SML to the same prob-
lem for the localized logics that are introduced in Chapter 4. We show that we can
transform every model of an SML-formula into one where we know in advance
(on the basis of the formula) how to reach all states. This normal form is called
pruned model relative to the given formula. In Section 3.5, we finally investigate
the existential fragment of SML, that is, the fragment of SML-formulae in nega-
tion normal form that only contain existential sabotage modalities. We argue that
already for this fragment, the finite model property is false and the satisfiabil-
ity problems are undecidable. We conclude this chapter by a comparison of the
central complexities of modal logic, SML, and first-order logic.
Motivated by the asymmetry between the local movement of Runner and
the global influence of Blocker and by the asymmetry between the two kinds of
modalities in SML, we investigate in Chapter 4 two balanced versions of sabotage
games and sabotage modal logics where also the deletion is subject to a locality
condition. In Section 4.1, we consider adjacent sabotage games where Blocker
is only allowed to delete edges that start at Runner’s position. Accordingly, we
define the adjacent sabotage logic ASL where sabotage modalities refer to tran-
sitions that start at the current state. In Section 4.2, we consider path sabotage
games where Blocker deletes edges by moving independently of Runner through
the arena such that exactly those edges are deleted that were taken along his path.
For the corresponding path sabotage logic PSL, the deletion of transitions is com-
bined with a movement that is independent of the one according to the standard
modalities.
It turns out that the adjacent sabotage games with a reachability condition are
algorithmically simpler than the global sabotage games. But for the complemen-
tary winning condition, namely the avoidance of vertices, the problem of solving
these games remains PSPACE-complete. Further, the same complexity holds for
path sabotage games with a reachability condition. Regarding the localized log-
ics, we show that both variants do not differ from the global sabotage logic SML
with respect to model checking complexities and central model-theoretic proper-
ties: The model checking problems are as hard as for SML, both logics lack the
finite model property, and the satisfiability problems remain undecidable. For
the latter results, we apply the normal form of SML-models that was presented
in Section 3.4. It follows that the hardness of sabotage games and sabotage modal
logics does not depend on the global deletion of edges or transitions, respectively,
but can also achieved for deletions subject to locality conditions. We give a brief
summary of these results in Section 4.3.
In the second part of this thesis, we turn to infinite sabotage games and sabo-
tage logics with fixed-points. This part consists of Chapters 5 and 6. In Chapter 5,
we consider sabotage games that are enriched with the possibility of restoration
of deleted edges by using some type of memory. These games are adjusted to
the fixed-point extension of sabotage modal logic of Chapter 6 such that they
can serve as model checking games for the logic. In Section 5.1, we introduce
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backup parity games as sabotage games where players are able to store and re-
store the current appearance of the arena in registers. Further, we define them as
token-moving games between two equal players and release from the respective
roles of Runner and Blocker. With respect to the close correspondence of least
and greatest fixed-points and parity conditions, we also use the greatest parity of
vertices (according to a preset parity function) that are visited infinitely often to
determine the winner of infinite plays.
In Section 5.2, we show that backup parity games can be solved in polynomial
space provided that (1), the number of registers is fixed and (2), the access to
registers follows a stack discipline, that is, there is a dependency order of registers
such that new values stored in a higher register also overwrite the values of all
lower registers and the restoring of edges out of a higher register also erases all
values of lower registers. In Section 5.3, we investigate the case where condition
(2) is relaxed, that is, registers can be accessed independently of each other. These
games are called RAM games. It turns out that the problem of solving these
liberated games becomes EXPTIME-complete.
In Chapter 6, we turn to a sabotage logic with fixed-points. In Section 6.1, we
briefly repeat some central concepts of fixed-point theory and define the sabotage
µ-calculus SLµ by adding constructors for forming least and greatest monadic
fixed-point to SML. We readily obtain a PSPACE-complete model checking pro-
cedure for SLµ by embedding it into the monadic fragment of LFP, the first-order
logic with least fixed points. Nevertheless, we show that the backup parity games
of Chapter 5 serve asmodel checking games for SLµ. We define the corresponding
game in Section 6.2 and prove the correctness of the construction in Section 6.3.
In Section 6.4, we briefly sketch the modifications that are necessary to obtain a
localized sabotage logic with fixed-points on the basis of the adjacent sabotage
logic ASL. We conclude this chapter by discussing some complexity issues that
are related to the fixed-point logics and the model checking games.
Finally, we give a summary of our contributions in Chapter 7 and formulate
open questions related to sabotage games and sabotage logics that give perspec-
tives for further research in this area.
Related Work
To the best of our knowledge, the problems of this thesis have not been addressed
previously in the literature (besides the aforementioned proposal of van Benthem
in [Ben05]). It seems that there are only a few contributions of other researchers
on games and logics over changing structures, in particular on sabotage games
and sabotage logics. We mention some work that is (more or less) related to
that topic, namely Dynamic Logic of Permission, Dynamic-Epistemic Logics, and
Hybrid Logics. These three types of logics are based on standard modal logic.
For the definition of modal logic, we refer to Chapter 1.
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Dynamic Logic of Permission
Deontic logics are defined as logics of obligation, prohibition, and permission.
Usually, deontic logics can be interpreted as modal logics, sometimes with addi-
tional features or requirements. An example logic of this type is van der Mey-
den’s Dynamic Logic of Permission DLP, cf. [Mey96]. It is constructed by augment-
ing the process semantics of propositional dynamic logic PDL with the modal
operators not-forbidden and permitted (more precisely, free choice permission, see be-
low). When evaluated over Kripke structures, these modal operators take into ac-
count that some transitions are permitted and all other transitions are forbidden.
The set of permitted transitions forms a so-called policy set. Pucella and Weiss-
man [PW04] proposed a ‘dynamification’ DLPdyn of DLP that allows updates of
the policy set by adding or deleting transitions from it.
Formally, there are four new operators added to test-free PDL. Let α be a reg-
ular expression over an alphabet of atomic actions. We say that an execution of
α from a given state is permitted if every step is permitted with respect to the
policy set. The operators Perm(α)ϕ and FreePerm(α)ϕ are the same as for the
static fragment DLP: The first one expresses that there is an execution of α that is
both permitted and leads to a state where ϕ is true. The second one means that
all executions of α that lead to a state satisfying ϕ are permitted. Further, there
are two dynamic operators Grant(ρ1, ρ2)ϕ and Revoke(ρ1, ρ2)ϕ for updating the
policy set, where ρ1 and ρ2 are Boolean combinations of atomic propositions (i.e.,
propositional formulae). The first formula means that ϕ holds if every transition
from a state satisfying ρ1 to a state satisfying ρ2 is assumed to be permitted. In
other words, each transition between a ρ1-state and a ρ2-state is added to the pol-
icy set. Conversely, the second formula expresses that ϕ holds if we assume that
every transition from a state satisfying ρ1 to a state satisfying ρ2 is not permitted.
This corresponds to the deletion of all transitions between ρ1-states and ρ2-states
from the policy set.
In [PW04], a sound and complete axiomatization for DLPdyn was presented
and it was stated (without a proof) that the satisfiability problem for the logic
belongs to NEXPTIME. Clearly, the fragment of DLPdyn that consists only of the
new operators Perm and Revoke can be interpreted as a sabotage logic. Thus,
the decidability of the satisfiability problem for DLPdyn contrasts with the unde-
cidability of this problem for our sabotage modal logic SML. But the operator
Revoke corresponds to a definable deletion of transitions, that is, every transition
between states satisfying some definable properties is deleted. As a consequence,
the unraveling of structures remains possible: A Kripke structure pointed at some
state s is a model of a DLPdyn-formula ϕ if and only if its unraveling with respect
to s is a model of ϕ (provided that the initial policy set is adjusted accordingly).
In contrast, the deletion modality of SML refers to single transitions and thus,
‘model-preserving’ constructions such as the unraveling are no longer possible.
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Dynamic-Epistemic Logics
Epistemic logics have a long tradition in several fields of research and go back to
the work of Hintikka about knowledge and belief and the proposal of Kripke for
a semantics of modal logic. They allow the specification of knowledge of agents
and what agents consider possible on the basis of their current information. Typi-
cal epistemic operators are of the form “agent i knows that ϕ is true” and “agent i
considers it possible that ϕ is true”. The logical behavior of these epistemic oper-
ators corresponds to the one of standard modalities in modal logic. For example,
consider the representation of knowledge according to Situation 4. The operator
“agent i knows that ϕ is true” is like a universal modality stating that ϕ is true in
all states (alias worlds) which agent i cannot distinguish from his current state,
that is, in all states that stand in an uncertainty relation to the current one. For
details about the vast field of epistemic logics, we refer to [FHM95].
The ‘dynamification’ of logics – and not only epistemic logics – deals with in-
formation updates for agents and communication processes between agents and
is thus also concerned with changes of knowledge. A survey of dynamification
is provided in [Ben96]. Dynamic-epistemic logics combine both aspects, namely
the specification of knowledge of agents and the dynamic change of information.
There are several contributions that deal with dynamic-epistemic logics, for ex-
ample, [GG97, BMS98, Ger99]. Some of these logics can be seen as formalisms
over dynamically changing structures that provide cross-model modalities refer-
ring to submodels that reflect an information update.
To illustrate this, we select one of these logics, namely the so-called Logic of
Public Announcement PAL, which goes back to the work of Plaza (cf. [DHK05]).
Beside the standardmodalities, PAL has the announcement operator [ϕ!] express-
ing that all agents commonly learn ϕ (moreover, the agents are aware that they
learn it). The formula [ϕ!]ψ means that ψ becomes true after the truthful an-
nouncement of ϕ. For a Kripke structure K with state s (cf. Chapter 1), the se-
mantics of this operator is defined by
(K, s) |= [ϕ!]ψ ⇐⇒ (K, s) |= ϕ implies (K|ϕ, s) |= ψ,
where K|ϕ is the restriction of K to the states in which ϕ holds. The announce-
ment of ϕ can be seen as a cross-model transition to the submodel where all states
are eliminated which currently do not satisfy ϕ. Thus, it corresponds to a sabo-
tage modal logic that provides a (definable) deletion of states.
Contrary to our results about sabotage modal logics, which refer to the dele-
tion of single objects, PAL does not become algorithmically harder than standard
modal logic: the model checking problem remains in PTIME and the satisfiability
problem is decidable, cf. [BEK05, DHK05].
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Hybrid Logics
Under certain conditions the deletion of transitions can be used to ‘mark’ states
such that one is able to identify a state for later purposes. We will often take
advantage of this feature, for example, to establish the lack of finite model prop-
erty and the undecidability of the satisfiability problem for the sabotage modal
logic SML. This marking process works as follows: Let Σ be some finite alpha-
bet. Suppose that state s of a structure has an outgoing transition labeled by a
special symbol, say, by # ∈ Σ. Further, we assume that every path that is labeled
by some fixed word α ∈ (Σ \ {#})+ and that starts at s leads to a state with an
outgoing #-transition. Clearly, both conditions can be checked by formulae of
standard modal logic when the current state of evaluation is s. If we can delete a
#-transition such that state s has no longer an outgoing #-transition in the corre-
sponding submodel and there is an α-path from s to some state t such that also t
has no outgoing #-transition, then it must hold s = t. Thus, there is a loop from s
to itself that is labeled by α.
This marking capability provides an interesting link to some types of Hybrid
Logics. Hybrid logics are extended modal logics which can refer to (or even quan-
tify over) states and were introduced by Prior (cf. [Pri67]). Goranko [Gor96] in-
vented a so-called binding operator ↓ and the hybrid logic HL(↓) augments stan-
dard modal logic with this operator that dynamically binds a state variable to
the current state, thus marking it for later reference. Notably, two complexities
of this hybrid logic are identical with the ones that we present for the sabotage
modal logic SML in this thesis: The model checking problem for HL(↓) is also
PSPACE-complete (cf. [FR05]) and the satisfiability problem is also undecidable
(cf. [ABM99]).
But note that state marking by use of transition deletions can only be done
under certain conditions. For example, we need to know how to reach states in
advance and we need to take care that the deletion do not affect other properties.
Thus, sabotage logics like SML are not capable to dynamically mark and identify
states in general.
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Chapter 1
Preliminaries
Basic Terminology
For a set S, we denote by S∗ the set of finite sequence, by S+ the set of non-
empty finite sequences and by Sω the set of infinite sequences of elements from
S.Further, we set S∞ := S∗ ∪ Sω . The length of a sequence ρ is denoted by |ρ|.
Let ρ ∈ S∞ and n < |ρ|. Then ρn denotes the n-th element of ρ, while ρ[n]
gives the prefix of ρ of length n + 1, that is, ρ[n] = ρ0 . . . ρn.
For n,m ∈ N with n ≤ m, we define [n,m] to be the range of numbers between
n and m, that is, [n,m] := {i ∈ N | n ≤ i ≤ m}.
Graph Terminology
A graph G is a pair (V, E) where V is a set of vertices and E ⊆ V × V is an edge
relation. Sometimes, we also specify one or more designated sets of vertices, e.g.,
a set V0 ⊆ V. In this case, we write G = (V,V0, E). For convenience, if E is clear
from the context, we also write v→ v′ instead of (v, v′) ∈ E.
For a vertex v ∈ V, let vE := {v′ ∈ V | (v, v′) ∈ E} be the set of E-successors of
v. If vE is a singleton set, then sccE(v) denotes its unique element. The subscript
E is dropped when the edge relation is clear from the context. For a set S ⊆ V,
let SE :=
⋃
v∈S vE be the set of E-successors of elements in S. Finally, we define
Out(S) ⊆ E by Out(S) := {(v, v′) ∈ E | v ∈ S, v′ ∈ V}. Thus, Out(S) is the set of
edges that start at elements from S.
Game Terminology
Throughout this thesis, games are understood as two-person zero-sum games
with perfect information. In the first part, the two players are named Runner
and Blocker to stress their different role in the games. In the second part, when
dealing with parity winning conditions, we adhere to the convention that the
players are called 0 and 1. In what follows, let τ ∈ {0, 1}.
For our purpose, we define a game G as follows. It consists of
 a finite, non-empty set of positions P that is partitioned into the sets P0 and P1
of positions of the respective player,
 a set of initial positions Pin ⊆ P,
 a set T ⊆ P of terminal positions, and
 a set of game rules that determines a non-empty set of successor positions for
every p ∈ P \ T.
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A legal successor position is one according to the game rules. We may represent
a game as a graph G = (P, E) such that (p, p′) ∈ E if and only if p′ is a legal
successor position of p, and p is a sink of G if and only if p ∈ T. It must be
pointed out that all games of this thesis are played on graphs as game arenas,
but since we deal with games where arenas change dynamically while playing, a
position usually contains more information than merely the current vertex of the
arena.
Let p ∈ P. A play starting from p is a finite or infinite sequence pi ∈ P∞ such
that
 pi0 = p,
 if pi is finite, then pi|pi|−1 ∈ T and pin 6∈ T for every n < |pi| − 1; if pi is infinite,
then pin 6∈ T for every n < ω,
 for every n < |pi| − 1, the element pin+1 is a legal successor position of pin and
if pin ∈ Pτ , then pin+1 is chosen by Player τ.
Let Π be the set of plays of G. The process of choosing a successor position is also
called a move. Usually, the players move alternatingly, that is, if p ∈ Pτ , then all
legal successor positions of p belong to P1−τ . A finite game does not allow infinite
plays.
The winning condition of the game uniquely determines the winner of a play,
that is, it provides a function from Π to {0, 1}. For the finite games of this thesis,
this function usually depends on the terminal position only.
We still assume that p ∈ P. A game tree at p is a rooted, finitely branching tree,
the nodes of which are labeled with positions from P such that
 the root is labeled with p,
 the children of a node with label p′ ∈ P \ T exactly correspond to the legal
successor positions of p′, and
 a node is labeled with p′ ∈ T if and only if it is a leaf.
A game tree of Player τ is a game tree such that for every node that is labeled with
some element in Pτ \ T all but one children are deleted. Thus, if p0 . . . pn are the
labels of the path from the root to such a node, then the tree provides a unique
legal successor position of pn for the corresponding play prefix.
A strategy for Player τ from p is a function fτ : P+ → P that assigns to each play
prefix p0 . . . pn with p0 = p and pn ∈ Pτ a legal successor of pn. For convenience,
we define strategies as total functions on the domain P+, although not every
value is of interest. Note that there is a one-to-one correspondence between game
trees of Player τ at p and strategies of Player τ from p.
A play pi ∈ Π that starts from p is played according to fτ if pin+1 = fτ(pi[n])
for every n < |pi| − 1 with pin ∈ Pτ . A strategy fτ for Player τ from p is winning
if Player τ wins every play according to fτ that starts from p. We say that Player
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τ wins the game from p if he has a winning strategy from p. The winning region of
Player τ is the set
Ŵτ := {p ∈ P | Player τ wins the game from p}.
Usually, we are interested in the winner of plays starting from initial positions.
Thus, we setWτ := Ŵτ ∩ Pin. In most cases, we adopt the convention that Player
0 starts the game, that is, we assume that Pin ⊆ P0. Clearly, we have Ŵ0 ∩ Ŵ1 = ∅.
A game is called determined if Ŵ0 ∪ Ŵ1 = P holds.
A winning strategy fτ for Player τ is said to be uniform if it is a winning strat-
egy from every p ∈ Ŵτ . Finally, a strategy fτ is called positional if the value of
fτ(p0 . . . pn) with pn ∈ Pτ depends on pn only. In this case, the strategy can be
given as a function f ′τ : Pτ → P.
Turing Machines and Complexity Classes
Throughout this thesis, we use the standard definition of Turing machines and
complexity classes defined in terms of Turing machines as it can be found, for ex-
ample, in [Pap94]. The main class we deal with is PSPACE, which is the set of
decision problems that can be solved by a deterministic Turing machine using a
polynomial amount of space and unlimited time:
PSPACE =
⋃
c>0
SPACE(nc).
Another important complexity class that occurs in this thesis is EXPTIME, which
is the set of all decision problems solvable by a deterministic Turing machine in
time O(2p(n)), where p(n) is a polynomial function of n. This can be written as
EXPTIME =
⋃
c>0
TIME(2n
c
).
Alternating Turing machines, ATM for short, are a generalization of non-determi-
nistic Turing machines. Their state sets are divided into two components: existen-
tial states and universal states. An existential state is accepting if some transition
leads to an accepting state; a universal state is accepting if every transition leads
to an accepting state. For the details, we refer to, e.g., [BDG90]. The correspond-
ing complexity classes are denoted by their deterministic counterparts together
with a leading ‘A’, for example,
APTIME =
⋃
c>0
ATIME(nc).
By definition, there is a close connection between two-player games and ATM’s.
When comparing alternating versus deterministic complexity, it turns out that
for the classes considered in this thesis, parallel time complexity coincides with
sequential space complexity. In particular, one has the following connection be-
tween deterministic polynomial space and alternating polynomial time (the proof
can be found in [BDG90]):
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Theorem 1.1. APTIME = PSPACE. 
We specify alternating algorithms by using some sort of pseudocode, which can
in principle be translated into ATM’s. In codes, we use the instruction ‘guess’
for non-deterministic choices of successor configurations in correspondence with
the existential states of an ATM. The instruction ‘universally choose’ corresponds
to the branching of universal states of an ATM.
Kripke Structures
Most logics presented in this thesis are interpreted over Kripke structures (in
honor of Saul Kripke), which are also known as labeled transition system. Let
Prop be a finite set of unary predicate symbols. A Kripke structure K over Prop is
a tuple (S,Σ,R, L), where
 S is a set of states,
 Σ is a finite alphabet of transition labels,
 R ⊆ S× Σ× S is a transition relation, and
 L : S → 2Prop is a labeling function that assigns a set of predicates to each
state.
Throughout this thesis, we consider Kripke structures which are either finite or
have countably many states. When we deal with model checking and related
algorithmic problems, then we implicitly assume finite structures as input. If L
is the empty function, we also write K = (S,Σ,R). If it causes no ambiguity, we
also write s
a
−→ s′ instead of (s, a, s′) ∈ R. Note that the transition relation is not
a ‘real’ ternary relation, but a finite family of binary relations over S. In order to
emphasize this fact, it is also usual to specify the transition relation by the family
{Ra | a ∈ Σ}.
The size of a Kripke structure is defined by |K| := |S| + |R|. Since we deal
with the deletion of transitions in this thesis, we define for a Kripke structure
K = (S,Σ,R, L) and a set E ⊆ R the substructure K \ E := (S,Σ,R \ E, L).
Two Kripke structures K1 = (S1,Σ,R1, L1) and K2 = (S2,Σ,R2, L2) over the
same alphabet Σ and the same set of unary predicate symbols Prop are called
isomorphic, written K1 ∼= K2, if there is a bijection f : S1 → S2 such that
1. for all a ∈ Σ and s, t ∈ S1: (s, a, t) ∈ R1 ⇐⇒ ( f (s), a, f (t)) ∈ R2, and
2. for all p ∈ Prop and s ∈ S1: p ∈ L1(s) ⇐⇒ p ∈ L2( f (s)).
The next definition provides the notion of synchronized products of Kripke struc-
tures, where we ignore the assignment of predicates to states.
Let K1 = (S1,Σ1,R1), K = (S2,Σ2,R2) be two Kripke structures. The synchro-
nized product K1 ⊗K2 of K1 and K2 is defined by the structure
K1 ⊗K2 = (S1 × S2,Σ1 ∪ Σ2,R),
where for each s1, s′1 ∈ S1, s2, s
′
2 ∈ S2 and a ∈ Σ1 ∪ Σ2 we have
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 if a ∈ Σ1 ∩ Σ2, then
(s1, s2)
a
−→ (s′1, s
′
2) ⇐⇒ s1
a
−→ s′1 ∧ s2
a
−→ s′2,
 if a ∈ Σ1 \ Σ2, then
(s1, s2)
a
−→ (s′1, s
′
2) ⇐⇒ s1
a
−→ s′1,
 if a ∈ Σ2 \ Σ1, then
(s1, s2)
a
−→ (s′1, s
′
2) ⇐⇒ s2
a
−→ s′2.
Modal Logic and First-Order Logic
Throughout this thesis, we use the standard definition of first-order logic with
equality as it can be found in every textbook about mathematical logic, for in-
stance, in [EFT94]. We denote first-order logic by FO. We only consider relational
vocabularies of FO-formulae, that is, only formulae without functional symbols.
Accordingly, we interpret FO-formulae over relational structures.
For a given Kripke structure, we define a corresponding relational structure
that can serve as a model for FO-formulae. Let K = (S,Σ,R, L) be a Kripke
structure over Prop. The first-order structure Kˆ is then defined as
Kˆ := (S, {Pp | p ∈ Prop}, {Ra | a ∈ Σ}),
where for a ∈ Σ and p ∈ Prop
 the unary relation Pp ⊆ S is defined by Pp := {s | p ∈ L(s)}, and
 the binary relation Ra ⊆ S× S is defined by Ra := {(s, t) | (s, a, t) ∈ R}.
Further, we use the following syntax and semantics of propositional multi-modal
logic, or simply modal logic ML. Let Σ be some finite alphabet and let Prop be a
finite set of unary predicate symbols. Formulae of ML are inductively defined by
the following grammar in Backus-Naur form. For p ∈ Prop and a ∈ Σ, let
ϕ ::= ⊤ | p | ¬ϕ | ϕ ∨ ϕ | ^aϕ.
We define⊥ as the abbreviation for ¬⊤. For non-empty Prop, we may also define
⊤ := p ∨ ¬p for some p ∈ Prop instead of adding it to the syntax. The standard
Boolean connectives ∧, →, and ↔ are defined as usual. The dual modality a
is defined by aϕ := ¬^a¬ϕ. Further, we define the symbol-free versions of
modalities by
^ϕ :=
∨
a∈Σ
^aϕ and ϕ :=
∧
a∈Σ
aϕ.
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For a Kripke structure K = (S,Σ,R, L), the semantics of ML with respect to a
state s ∈ S is inductively defined by
(K, s) |= ⊤,
(K, s) |= p ⇐⇒ p ∈ L(s),
(K, s) |= ¬ϕ ⇐⇒ not (K, s) |= ϕ,
(K, s) |= ϕ ∨ ψ ⇐⇒ (K, s) |= ϕ or (K, s) |= ψ,
(K, s) |= ^aϕ ⇐⇒ there is s′ ∈ S with (s, a, s′) ∈ R and (K, s′) |= ϕ.
If (K, s) |= ϕ holds for an ML-formula ϕ, we also say that K is a model of ϕ when
pointed at state s.
If we deal with the model relation for different logics at the same time, we also
write (K, s) |=L ϕ to emphasize the logic L that forms the basis of the semantics.
The size |ϕ| of anL-formula ϕ is defined as its string length. Finally, we formulate
some classical decision problems for logics that we consider in this thesis. Let L
be some logic.
Model Checking Problem:
Given: L-formula ϕ and appropriate structure K.
Question: Is K a model of ϕ?
Satisfiability Problem:
Given: L-formula ϕ.
Question: Is there a model of ϕ?
Finite Satisfiability Problem:
Given: L-formula ϕ.
Question: Is there a finite model of ϕ?
Infinity Axiom:
Given: L-formula ϕ.
Question: Is ϕ satisfiable, but has only infinite models?
The satisfiability problem is also known as synthesis problem. If a problem is
decidable, then we measure its algorithmic complexity in terms of the (finite)
size of the input by use of complexity classes for Turing machines. For the com-
bined model checking problem, the complexity is measured in terms of the size
of the (finite) structure and the size of the formula. In this thesis, we also consider
both subproblems where one of the parameter is fixed. These two aspects of the
model checking problem are usually referred to as program complexity and formula
complexity. The program complexity, also known as data complexity, is the algo-
rithmic complexity of the model checking problem measured as a function of the
size of the (finite) Kripke structure, with the formula being fixed. The formula
complexity, also known as expression complexity, is the algorithmic complexity
measured as a function of the size of the formula, with the Kripke structure fixed.
These notions were proposed by Vardi [Var82].
Preliminaries 19
For first-order logic FO and modal logic ML, we obtain the following picture
of model checking complexities (combined, formula, and program complexity)
and complexity of the satisfiability problem.
Logic Combined Formula Program Satisfiability
ML PTIME-complete in PTIME in PTIME PSPACE-complete
FO PSPACE-complete PSPACE-complete in PTIME undecidable
For the model checking complexities of ML see [FHM95]. The complexity of the
satisfiability problem for ML is due to Ladner [Lad77]. The combined model
checking complexity for FO is due to Stockmeyer [Sto74]. For the formula and
program complexity of FO see Vardi [Var82]. The undecidability of the satisfiabil-
ity problem for FO is a well-known result of Church and Turing (see, for example,
[BGG01]). Note that the finite satisfiability problem for FO is also undecidable by
Trakhtenbrot’s Theorem (see, for example, [EF99]).
Since we need the complexity of the model checking problem for ML over
Kripke structures for later purposes, we state this result explicitly. The problem
is known to be solvable in polynomial time (cf. [FHM95]).
Theorem 1.2. The model checking problem forML is PTIME-complete. It can be solved
in time O(|ϕ| · |K|), where |ϕ| is the size of the givenML-formula and |K| is the size of
the given Kripke structure. 
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Part I
Finite Sabotage Games and
Sabotage Modal Logics
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Chapter 2
Sabotage Games
We start the investigation of games over dynamically changing arenas with the
so-called sabotage game, which was proposed by van Benthem [Ben05]. It is a finite
game with perfect information, in which two player move alternatingly. During
a single round of this game, the first player – called Runner – moves along the
available edges in a multi-graph and then the second player – called Blocker –
removes one edge. As game objectives one may consider standard algorithmic
tasks over graphs that refer to the formed path of a play, for example, the reach-
ability of some designated vertex. Thus, the sabotage game is a sort of ‘path-
forming game’ over dynamically changing structures, where dynamics occurs as
transitions to substructures from which objects – namely edges in this context
– have been removed. Thus, all changes are irreversible and may be seen as a
crumbling of the structure. The game may serve as a model for systems where
two different processes occur: a local movement within the system and a global
change of the system itself (with respect to the deletion of objects).
Alternatively, the sabotage game may be considered as the addition of a ma-
levolent adversary to a solitaire game that corresponds to a graph-theoretic prob-
lem, for example, to graph reachability. Thus, it is capable of modeling some
of the scenarios that were mentioned in the introduction, for example, computer
networks where connections break down, car navigation systems that cope with
roadworks and traffic jams, or the so-called ‘traveling researcher problem’.
In Section 2.1, we introduce the sabotage game together with three algorith-
mic tasks over graphs that may serve as game objectives. We show some basic
results about the game with the reachability condition and we give a simple al-
ternating algorithm that solves these sabotage games and whose running time
is polynomial with respect to the size of the arena. By Theorem 1.1, we have
APTIME = PSPACE and therefore, the problem of solving sabotage games be-
longs to PSPACE. In Section 2.2, we provide a polynomial time reduction from
the problem of quantified Boolean formulae to the problem of solving sabotage
games with a reachability condition, thus establishing the PSPACE-completeness
of the latter problem. In Section 2.3, we investigate the complexity of solving
sabotage games for the two other game objectives. We show that the problem of
solving these games remains PSPACE-complete. We conclude the chapter with
Section 2.4 where we compare the complexities of the sabotage games with the
corresponding solitaire games without a sabotaging adversary.
The results of this chapter originated in a close collaboration with Ch. Löding;
portions of the content were published in [LR03a, LR03b].
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2.1 The Sabotage Game
In this section, we give the formal definition of the sabotage game. We introduce
three well-known algorithmic tasks over graphs, which refer to the formed path
of a play and which serve as winning conditions for the game, namely the reach-
ability problem, the Hamilton path problem, and the complete search problem.
Since the game is played over multi-graphs, we shortly repeat their definition:
Definition 2.1. A multi-graph A is a pair (V, η), where
 V is a non-empty, finite set of vertices, and
 η : V ×V → N is an edge multiplicity function.
For u, v ∈ V, the value η(u, v) may be seen as the number of edges from vertex
u to vertex v. A zero value η(u, v) = 0 indicates that u and v are not connected.
In case of undirected multi-graphs, we additionally require that η(u, v) = η(v, u)
holds for all u, v ∈ V. Otherwise, the multi-graph is said to be directed. A multi-
graph is called a single-graph if η(u, v) ≤ 1 for all vertices u, v ∈ V. In this case, we
also writeA = (V, E), where E ⊆ V×V is defined by E := {(u, v) | η(u, v) = 1}.
Let mA := max{η(v, v′) | v, v′ ∈ V} be the maximum multiplicity of edges.
The size of a multi-graph A = (V, η) is defined by
|A| := |V|+ |η|,
where |η| := ∑u,v∈V η(u, v). For the size, we disregard the distinction between
directed and undirected multi-graphs.
Now we are ready to define the game:
Definition 2.2. A sabotage game is given by G = (A, vin), where A = (V, ηin) is
a multi-graph and vin ∈ V is an initial vertex. The game is played by the two
players Runner and Blocker. A position of the game is a triple (τ, v, η), where
 τ ∈ {0, 1} signifies whose turn it is, where we adopt the convention that 0
stands for Runner and 1 for Blocker,
 v ∈ V is the current vertex, and
 η : V ×V → mA gives the multiplicity function of currently available edges.
If it is clear from the context whose turn it is and which edges are available, we
also refer to vertex v as the current position of the game.
The initial position of the game is given by (0, vin, ηin), i.e., Runner starts his
run from vertex vin. If (0, v, η) is the current position, then Runner moves one
step further along an available edge of the multi-graph, i.e., he chooses some
v′ ∈ V with η(v, v′) > 0 and (1, v′, η) becomes the successor position. If (1, v, η)
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is the current position, then Blocker removes one edge somewhere in the graph,
i.e., he chooses u, u′ ∈ V with η(u, u′) > 0. For directed multi-graphs, let ηu,u′ :
V ×V → mA be defined by
ηu,u′(w,w
′) :=
{
η(w,w′)− 1 if w = u and w′ = u′,
η(w,w′) otherwise.
In case of undirected graphs, we additionally require ηu,u′(u
′, u) = ηu,u′(u, u
′). In
either case, (0, v, ηu,u′) becomes the successor position.
The players are not permitted to pass. In particular, a player loses if he cannot
make a move. Note that only Runner can get stuck: If it is Blocker’s turn, then
Runner has moved along some edge before. Thus, there must be some edge left
in the arena. The game ends either if Runner cannot make a move, because there
is no edge starting from the current vertex, or the specified winning condition is
fulfilled.
A play is a sequence of positions pi0pi1 . . ., such that pi0 is the initial position
and pii+1 is a legal successor position of pii chosen by the respective player. As
possible winning conditions for plays of the sabotage game over undirected or
directed multi-graphs, we consider the following graph-theoretic problems:
 Reachability. Given a set F ⊆ V of final vertices, Runner wins a play of the
sabotage game if and only if he can reach some vertex in F. Formally, the
condition is fulfilled for a finite play pi0 . . .pin with pin = (τ, v, η) if v ∈ F.
We write G = (A, vin, F) to specify this game. Often, we merely consider a
singleton set F = {vfin}. We then refer to the vertex vfin as the goal of the
game and we write G = (A, vin, vfin).
 Complete search. Runner wins a play if and only if he can visit each vertex,
possibly more than once. Formally, the condition is fulfilled for a finite play
pi0 . . .pin with pii = (τi, vi, ηi) for i ∈ [0, n] if V = {v0 . . . vn}.
 Hamilton path (also known as traveling salesman). Runner wins a play if and
only if he can move along a Hamilton path, where he visits each vertex ex-
actly once. Formally, the condition is fulfilled for a finite play pi0 . . .pin with
pii = (τi, vi, ηi) for i ∈ [0, n] if V = {v0 . . . vn} and vi 6= vj for i, j ∈ [0, n] with
i 6= j and i, j ≡ 0 mod 2.
The size of a sabotage game is set to be the size of the initial arena.
Before we proceed with the investigation of the game, we give an example game.
Example 2.3. Consider the arena as depicted in Figure 2.1(a) with initial vertex
A and final vertex Z, i.e., Z is the goal that Runner has to reach from A to win the
play. The vertex of the current position is color filled. We present two different
plays. The first play pi1 is played as follows: (1) Runner moves from A to D;
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Figure 2.1 Example sabotage game
A
B C
D Z
(a) Initial arena
A
B C
D Z
(b) After play pi1
A
B C
D Z
(c) After play pi2
(2) Blocker deletes edge (D,Z) – he has to remove this edge, because otherwise
Runner can immediately reach the goal from D; (3) Runner moves from D to C;
(4) Blocker deletes one of the two edges between C and Z; (5) No matter which
edge was actually deleted in the last move, there is at least one edge left between
C and Z. Thus, Runner can reach the goal and win the play.
Bymoving this way, Runner has a winning strategy for the game. We consider
a second play that Runner does not win. In play pi2, Runner moves towards B
instead of D in his first turn: (1) Runner takes edge (A, B); (2) Blocker removes
one edge between C and Z; (3) Runner moves from B to D; (4) Blocker removes
edge (D,Z); (5) Runner moves from D to C; (6) Blocker removes the second edge
between C and Z. Afterwards, the goal is completely isolated: No matter how
Runner proceeds, he does not reach the goal. Hence, Blocker wins the play. In
fact, when Runner moves towards B in his first turn, Blocker can always ensure
that he wins the game. ◭
Since edges are only deleted, but not restored, Runner must finally get stuck if
he cannot fulfill the winning condition. The length of each play is bounded from
above by 2|ηin| + 1, since after 2|ηin| moves, there is no edge left in the arena.
Thus, the determinacy of the game follows immediately:
Fact 2.4. For the three game objectives, the sabotage game is a finite game. In particular,
the game is determined. 
By ‘unfolding the dynamics’ of a sabotage game with a reachability condition,
one gets a static alternating reachability game. From the positional determinacy of
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the latter games, which are also known as guaranty games, we deduce the po-
sitional determinacy of the sabotage game, where positions reflect the current
vertex of the arena as well as the set of available edges. Guaranty games can be
efficiently solved by an attractor construction (see, for example, [Tho95]).
Lemma 2.5. For any sabotage game with a reachability condition, the set of positions
can be partitioned into sets ŴR and ŴB such that Runner (Blocker) has a positional
winning strategy on ŴR (ŴB). In fact, each player has a uniform positional winning
strategy on the respective winning region.
PROOF. Let A = (V, ηin) be the arena of a sabotage game G together with a set
F ⊆ V of final vertices. The unfolding of G is defined by a static guaranty game
G ′. The arena A′ of G ′ reflects the update of positions in G and is given by the
single-graph A′ = (V′,V′0, E
′) and the set F′ ⊆ V′ of final vertices, where
V′ := {0, 1} ×V × (mA)
V×V with V′0 := {0} ×V × (mA)
V×V ,
E′ := {((0, v, η), (1, v′, η) | η(v, v′) > 0} ∪
{((1, v, η), (0, v, ηu,u′) | η(u, u
′) > 0}, and
F′ := {(τ, v, η) ∈ V′ | v ∈ F}.
A simple attractor construction yields the winning regions ŴR and ŴB of G ′ as
a partition of V′. The corresponding attractor strategies are uniform positional
winning strategies on the respective regions (cf. [Tho95]). 
In particular, by setting
WR := {v ∈ V | (0, v, ηin) ∈ ŴR}, and
WB := {v ∈ V | (0, v, ηin) ∈ ŴB},
we obtain a partition of V into winning regions of Runner and Blocker with re-
spect to initial positions.
Remark 2.6. For a set S and integer-valued functions f , g over the same domain
S, we define
f ≤ g ⇐⇒ ∀x ∈ S : f (x) ≤ g(x).
Further, we set f < g if f ≤ g holds, but not f = g.
Let pi0 . . .pin be a play of the sabotage game with pii = (τi, vi, ηi) for i ∈ [0, n].
Since edges are only deleted, but not added during a play, the functions ηi form
a non-increasing sequence, that is, we have
η0 ≥ η1 ≥ . . . ≥ ηn. ◭
For sabotage games with the reachability of a single goal as objective, the use of
multi-graphs is crucial:
Lemma 2.7. Reachability sabotage games over single-graphs and with single goals can
be solved in linear time with respect to the size of the game.
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PROOF. Let G = (A, vin, vfin) be a reachability sabotage game with a single goal
and letA = (V, η) be the initial arena. We claim that Runner wins the game if and
only if either vin = vfin or vertex vfin is reachable in one step, that is, η(vin, vfin) >
0 holds. In all other cases, Blocker has a winning strategy as follows. If the current
position becomes (1, v, η) for some vertex v ∈ V with v 6= vfin and such that
η(v, vfin) = 1 holds, then Blocker can remove this single edge by proceeding
to ηv,vfin . Otherwise, he removes an arbitrary edge in the arena. Thus, Runner
cannot reach the goal.
Roughly estimated, the stated property can be checked in linear time with
respect to |A|. 
Remark 2.8. For the Hamilton path or complete search objectives over single-
graphs, the sabotage game can even be solved in constant time, since Runner
wins the game if and only if the arena merely contains either one single vertex or
two connected vertices. In all other cases, Blocker can isolate a fixed vertex by the
strategy given above. ◭
In what follows, we restrict ourselves to the investigation of sabotage games with
a reachability condition. In Section 2.3, we consider the two other game objec-
tives. Thus, if not stated otherwise, all sabotage games have a reachability prob-
lem as winning condition.
For the representation of arenas in figures, we adopt the following conven-
tions. The label of an edge between vertices u and v denotes the multiplicity
η(u, v). If no integer is given, then the link is meant to be a single edge, i.e., it
has multiplicity 1. Further, if the set of final vertices is a singleton, then we depict
the goal – i.e., the vertex that has to be reached by Runner to win a play – by a
vertex that is framed by a circle. For better readability, the goal may be displayed
multiple times in figures, but it should always be seen as a single vertex. In the
figures of this chapter, capital letters always denote names of vertices.
Since edges are only deleted, but not added, we are allowed to ignore loops
when solving the game:
Lemma 2.9. If Runner has a winning strategy in a sabotage game with a reachability
condition, then he can win without visiting any vertex twice.
PROOF. Let G = (A, vin, F) be a sabotage game withA = (V, η). Let pi0 . . .pin be
an arbitrary play of G with pii = (τi, vi, ηi) for i ∈ [0, n]. Suppose that vi = vj for
some i < j. We may assume that τi = τj = 0, that is, in both cases, it is Runner’s
turn. Otherwise, we can choose the respective successor position. By Remark 2.6,
we have ηj ≤ ηi. Actually, ηi − ηj represents the set of deleted edges during
the partial play from vi to vj, where the arithmetic of integer-valued functions is
defined pointwise. Thus, the sequence
pi0 . . .pii(τj+1, vj+1, ηj+1 + (ηi − ηj)) . . . (τn, vn, ηn + (ηi − ηj))
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also forms a legal play of the game. By successive applications, we can transform
every play that leads to some final vertex into a play without repetition of vertices
that also leads to the same final vertex. 
In case of a single goal, we can bound the multiplicity of edges uniformly by two
or, if we allow a second final vertex, we can even transform every multi-graph
game into a single-graph game:
Lemma 2.10. Let G = (A, vin, vfin) be a sabotage game with a single goal. Then there
are equivalent games G ′,G ′′ over arenas A′,A′′ with a size that is linear with respect to
the size of A and such that
1. A′ is a single-graph with two final vertices, and
2. A′′ is a multi-graph with a single final vertex and the multiplicity of each edge is
less than or equal to 2. Moreover, the edges with double multiplicity merely occur in
connection to the goal.
PROOF. We only consider the case of directed graphs; the proof for undirected
graphs is analogous. Let A = (V, η) be the arena of G. First, we construct the
game G ′. Let z 6∈ V be some fresh vertex. We define G ′ = (A′, vin, F) over the
arena A′ = (V′, η′) as follows. Let F := {vfin, z}. The set V′ is a superset of
V that additionally contains z and some new vertices that are introduced below.
For v, v′ ∈ V with η(v, v′) ≤ 1, we set η′(v, v′) := η(v, v′). For v, v′ ∈ V with
k := η(v, v′) > 1, we add k fresh vertices to V′ and connect each of them with v,
v′ and z as depicted in Figure 2.2(a). For an intermediate vertex u, the three edges
from v to u, from u to v′, and from u to z are considered as a block: If one of these
edges is deleted, then Runner should refrain from using the passage via u.
Suppose that Runner has a winning strategy in G. By Lemma 2.9, we may
assume that he has a winning strategy σ such that vertices are visited at most
once. When a play according to σ reaches vertex v such that the multi-edge from
v to v′ was replaced, then Runner has as many possibilities as in the original game
G to reach v′. Further, Blocker does not gain any additional move: When Runner
reaches an intermediate vertex u, then Blocker has to delete the connection from u
to z to prevent his loss. Note that the situation changes when a play reaches v for
the second time. Since the edge from u to z was deleted before, Runner cannot
move via the intermediate vertex u again. But by our assumption, vertex v is
visited only once. Thus, the straightforward extension of σ to G ′ is also a winning
strategy for Runner in G ′.
Conversely, suppose that Runner has a winning strategy σ′ in G ′. Again, we
may assume that vertices are visited at most once. When the play reaches v for
the first time, then Runner has in G ′ as many possibilities as in G to reach an
η-successor v′ of v. Thus, the straightforward adaptation of σ′ to G leads to a
winning strategy σ in G. To summarize, Runner wins G ′ if and only if he wins G,
that is, both games are equivalent.
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Figure 2.2 Replacements for edges with higher multiplicities
v v′
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...
(a) Replacement for A′
v v′
•
•
•
•
...
2
2
2
2
(b) Replacement for A′′
Aswe have seen in the proof of Lemma 2.7, we need a new final vertex z 6= vfin
if v′ = vfin. The size of the arena A′ is estimated by the inequalities |V′| ≤
|V|+ |η|+ 1 and |η′| ≤ 3|η|.
The arena A′′ for the game G ′′ is constructed similarly. If v′ 6= vfin holds, then
we apply the same construction as before, but we reuse vfin instead of adding a
new final vertex. If v′ is the goal, then we add double edges from the intermediate
vertices to v′ as depicted in Figure 2.2(b). The estimation of the size of A′′ is the
same as before. 
Remark 2.11. More generally, we can use the construction ofA′ in the preceding
proof for any sabotage game G = (A, vin, F) with a reachability condition F ⊆ V.
If |F| ≥ 2, then it suffices to use the existing final vertices. Thus, the game G is
equivalent to a game over a single-graph with max{2, |F|} final vertices and the
size of the new arena is linear in the size of the original arena. ◭
Lemma 2.9 gives also rise to a simple alternating algorithm that solves sabotage
games. In the remainder of the section, we give a recursive alternating proce-
dure that takes a sabotage game G = (A, vin, F) over the arena A = (V, ηin) as
input and decides whether vin belongs to the winning region of Runner, that is,
whether Runner can reach a final vertex in F from the initial position (0, vin, ηin),
no matter which edges are deleted by Blocker during the play. It turns out that
the algorithm has a running time that is polynomial with respect to the size of
A. By Theorem 1.1, we have APTIME = PSPACE. It follows that the problem of
solving the sabotage games belongs to PSPACE.
The procedure is specified in Algorithm 2.1. The initial call for the aforemen-
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Algorithm 2.1 Alternating algorithm to solve sabotage games
1: procedure SOLVESABOTAGE(V, F, η, v, L)
2: input: arena (V, η) ; F ⊆ V final vertices ; v ∈ V ; L ⊆ V
3: if v ∈ F then
4: accept
5: else if (v ∈ L) or (∀v′ ∈ V : η(v, v′) = 0) then
6: reject
7: else
8: guess v′ ∈ V with η(v, v′) > 0
9: universally choose u, u′ ∈ V with η(u, u′) > 0
10: let η′(w,w′) :=
{
η(w,w′)− 1 if w = u and w′ = u′,
η(w,w′) otherwise.
11: let L′ := L ∪ {v}
12: call SOLVESABOTAGE(V, F, η′, v′, L′)
13: end if
14: end procedure
tioned game is
SOLVESABOTAGE(V, F, ηin, vin,∅).
The next lemma yields the correctness of the procedure.
Lemma 2.12. Let G = (A, vin, F) be a sabotage game. The alternating algorithm
SOLVESABOTAGE accepts its initial input if and only if Runner has a winning strat-
egy in G starting from vin. The running time is polynomial with respect to |A|. In
particular, the problem of solving sabotage games with a reachability condition belongs to
PSPACE.
PROOF. Let c0c1 . . . be some computation branch of SOLVESABOTAGE and as-
sume that (V, F, ηi, vi, Li) is the parameter of call ci. Let
pi := (0, v0, η0)(1, v1, η0)(0, v1, η1)(1, v2, η1) . . .
By the update of parameters in Lines 8–10, pi forms a legal play of the sabotage
game. In fact, by the universal choice in Line 9, there is a one-to-one correlation
between computation trees and game trees of Runner. Further, by Line 11, we
have Li := {vj | j < i}, that is, Li gives the set of already visited vertices during
the prefix of the play pi from v0 to vi.
If Runner has a winning strategy from vin in the game G, then he can ensure
that he reaches some final vertex starting from vin. By Lemma 2.9, he can do so
without visiting any vertex twice. The algorithm can guess the successor vi+1 of
vi in Line 8 according to the winning strategy. Since it is winning, there is some
n ∈ N such that vn ∈ F. Further, no vertex vi for i < n is a sink at the moment
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when it is Runner’s turn to continue the play from vi, i.e., at position (0, vi, ηi).
Thus, the algorithm does not reject its input in Line 6 during some call ci with
i < n, before it finally terminates in an accepting state in Line 4 during call cn.
Therefore, every computation branch terminates in an accepting state and the
algorithm accepts its input.
Conversely, if Blocker has a winning strategy, then he can delete edges in such
a way that every play leads either to some already visited vertex, or to some sink.
Thus, a winning strategy of Blocker ensures that for each guess of successors in
Line 8, the corresponding computation tree contains at least one non-accepting
branch. Hence, the algorithm rejects its input.
Clearly, by the update of L, each computation branch terminates after at most
|V|+ 1 calls. Using a binary representation of parameters, they need a space that
is polynomial with respect to |A|. Finally, checking the conditions and updating
the parameters take a time that is also polynomial with respect to |A|. By the cor-
respondence of alternating polynomial time and deterministic polynomial space,
we also get the last statement. 
2.2 Complexity of Solving Sabotage Games
In this section, we establish the PSPACE-hardness of the problem of solving sab-
otage games with a reachability condition as game objective. To this end, we
provide a polynomial time reduction from the problem of quantified Boolean for-
mula, which is known to be PSPACE-complete. Together with Lemma 2.12, it
then follows that the problem of solving these games is PSPACE-complete. We
first deal with undirected multi-graphs as arenas. At the end of this section, we
also consider directed multi-graphs.
Definition 2.13. Instances of the problem quantified Boolean formula, or QBF for
short, are quantifier-free Boolean formulae in conjunctive normal form over a set
of Boolean variables x1 . . . xn for some n ∈ N. Let ϕ be such a formula. Then ϕ is
a positive instance if
∃x1∀x2∃x3 . . .Qxn : ϕ,
where Q is equal to ∃ for n odd and to ∀ otherwise. Note that our definition of
QBF requires the formulae to begin with an existential quantification, but this is
no loss of generality.
In 1973, Stockmeyer and Meyer [SM73] determined the complexity of this prob-
lem:
Theorem 2.14 (Stockmeyer, Meyer). The problem QBF is PSPACE-complete. 
In the remainder of the section, we present a polynomial time reduction fromQBF
to the problem of solving sabotage games over undirected multi-graphs with a
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reachability condition. To this end, let ϕ be an instance of QBF in conjunctive
normal form with Boolean variables x1 . . . xn. We construct an arena Aϕ for a
sabotage game Gϕ with a single goal such that Runner has a winning strategy in
Gϕ if and only if there is an assignment for x1 such that for all assignments for
x2 there exists ... and ϕ is satisfied by the overall assignment, in which case ϕ
belongs to QBF.
The arena consists of n + 1 components, one for each variable plus one ad-
ditional component. The components contain edges with a multiplicity that is
‘high enough’ such that Blocker cannot win a play by reducing these edges, i.e.,
the game is already decided before Blocker has the chance to bring the multiplic-
ity of one of these edges to a zero value. In figures, these edges are represented
by a curly link as follows:
• •
For the moment, we consider these edges to be ‘unremovable’, i.e., we temporar-
ily assign to them an infinite multiplicity. Later, we give a finite multiplicity that
is high enough for this purpose.
Remark 2.15. There is a straightforward correlation between QBF and strategies
in a popular type of two-player games, where both players move alternatingly
and the number of moves is bounded by a polynomial in the size of the ‘board’.
The game-theoretic aspect of the complexity class PSPACE was already pointed
out by Schaefer [Sch78] in 1978. He introduced a game called Geography and
showed the PSPACE-completeness of this game (see also [Pap94]). In the ‘clas-
sical’ reduction from QBF to a game like Geography, both players alternatingly
choose assignments for the Boolean variables and afterwards, the overall assign-
ment is verified by some representation of the Boolean formula ϕ. But this ap-
proach does not work here, since Blocker may remove connections in a part of
the arena, which is intended to be visited only later in the game. Thus, Blocker
may be able to harm the traversal of the arena and therefore, the intended course
of events (assignment choice and verification) by blocking the game in an unde-
sired manner.
This difficulty may be overcome by arranging the assignment choices with
increasing multiplicity. But then one also must blow up the distances between
successive components to give Blocker the chance to remove all necessary edges
at the next ‘choice point’ before Runner reaches this vertex. This approach results
in an arena with a size that is exponential with respect to the size of ϕ. The key
to find a reduction that provides an arena with a polynomial size is to restrict the
possibilities of Blocker in a more sophisticated way, namely by ensuring that he
can remove edges only with respect to some locality condition. ◭
Similar to the classical reduction asmentioned above, the arena Gϕ consists of two
successive parts: First, a chain of n components where initially, Runner chooses
an assignment for x1, then Blocker chooses an assignment for x2 before Runner
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Figure 2.3 Example arena for ∃x1∀x2∃x3 (c1 ∧ c2 ∧ c3 ∧ c4)
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chooses an assignment for x3 and so on. The second part gives Blocker the op-
portunity to select one of the clauses of ϕ. Afterwards, Runner must certify that
this clause is indeed satisfied by the chosen assignment. For this purpose, we are
going to realize the following property: Runner can reach the goal and win the
play if and only if at least one literal in the clause is true under the chosen assign-
ment. Before we describe the details of each component, we give an example of
the composite arena.
Example 2.16. Let ϕ = c1 ∧ c2 ∧ c3 ∧ c4 be a Boolean formula in conjunctive
normal form with Boolean variables x1, x2, x3. We assume that each clause con-
sists of exactly three literals, i.e., for k ∈ [1, 4], we have ck = lk1 ∨ lk2 ∨ lk3 with
lkj ∈ {x1,¬x1, x2,¬x2, x3,¬x3}. Thus, ϕ belongs to QBF if and only if we have
∃x1∀x2∃x3 : ϕ.
The general structure of the arena for the sabotage game Gϕ is depicted in Fig-
ure 2.3. The traversal of the arena initially starts with a component, where Run-
ner chooses an assignment of x1. This subarena is called existential component.
It follows a subarena, where Blocker chooses an assignment of x2 (called univer-
sal component), and again an existential component for x3. At the bottom of the
arena we find the so-called verification component to check the overall assign-
ment. The four clauses correspond to the vertices Ck for k ∈ [1, 4]. The three
literals of each clause are represented by the vertices Lkj. The vertices X1, X1 etc.
are somehow connected with the vertices Lkj at the bottom of the arena. These
connections are indicated by curly edges. The exact structure depends on the
literals, but we ignore this detail for the moment. We just note that there is an
intended direction from top to bottom and the course of events during the play
is to choose first the assignments of the variables alternatingly and then to verify
the overall assignment. ◭
In the remainder of the section, we go into the details and describe the structure
and function of each component of Gϕ (existential, universal, and verification
component) as well as their arrangement. We introduce each component and
describe its function for the game simultaneously. As already mentioned, the
most important aspect of the construction is to take care of the opportunity of
Blocker to remove edges somewhere in the graph.
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Figure 2.4 Existential component for xi with i odd
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2.2.1 The Existential Component
The existential component, where Runner chooses an assignment for xi with i
odd is depicted in Figure 2.4. The vertices Xi and Xi are called variable vertices.
During the intended traversal of the entire arena, the play reaches this component
at vertex A for the first time. The regular exit of the component is vertex B. Note
that in the composite arena, there may be also unremovable edges between Xi,
resp., Xi and some of the vertices Lkj in the last component of the graph. These
edges are described in detail when we introduce the verification component. In
figures, they are represented as curly lines labeled by ‘verif.’. Later, we see that
taking these edges as a shortcut in the direction from the existential component
to the last component is useless for Runner: He cannot profit by moving this way
(cf. Fact 2.19). Thus, the only reasonable way for Runner to traverse these edges
is to come from the last component while moving back to some existential (or
universal) component. We temporarily assume that Runner does not take these
edges at the moment when he traverses the existential component for the first
time.
Runner chooses the assignment of xi simply by moving from A either to the
left or to the right. He moves towards Xi if he wants xi to be false and he moves
towards Xi if he wants xi to be true. We consider the case where he chooses the
left way. Because of Lemma 2.9, we may assume that Runner does not move
backwards to some already visited vertex. Then Blocker has exactly four steps to
remove all the links between Xi and the goal before Runner reaches Xi. On the
other hand, Blocker needs to delete all these edges. Otherwise, Runner can reach
the goal from Xi and wins the play. It follows that Blocker cannot remove edges
somewhere else in the graph without losing the game. The reason why we use a
multiplicity of four is clarified later. If Runner has reached Xi and all the links to
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Figure 2.5 The two cases after traversing the existential component
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(a) Passing Xi (xi is set false)
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(b) Passing Xi (xi is set true)
the goal are removed, then he needs to move towards B. At this moment, Blocker
has to delete the edge between B and Xi. Otherwise, Runner can reach the goal
using this way, since there are still four edges left between Xi and the goal. The
subarena after traversing it this way is depicted in Figure 2.5(a).
The casewhere Runner chooses the right way from A towards Xi is analogous,
see Figure 2.5(b). Summarizing the situation for the existential component, we
obtain:
Fact 2.17. Suppose that Blocker wants to isolate the goal, that Runner does not move
backwards and that he does not take a shortcut to the verification component. Let (0, A, η)
be the current position of some play, where η contains the initial existential component.
Then the play reaches position (0, B, η′) for some η′. At this moment, the existential
component either looks like Figure 2.5(a) or like Figure 2.5(b). Further, Runner decides
which case arises. During the run through this component Blocker cannot delete edges
somewhere else in the graph without losing the game. 
2.2.2 The Universal Component
The universal component, where Blocker chooses an assignment for the xi with
i even, is a little bit more sophisticated. The subarena is depicted in Figure 2.6.
Again, the vertices Xi and Xi are called variable vertices. The play enters the
component at vertex A for the first time, when the game is played according to
the intended direction. The exit is at vertex B.
When analyzing the passages through this component, we again assume that
Runner does not move backwards to some already visited vertex. As with the
existential component, there may be also unremovable edges between Xi, resp.,
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Figure 2.6 Universal component for xi with i even
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Xi and some of the vertices Lkj in the last component of the composite arena.
For the same reason as before, we temporarily assume that Runner does not take
these edges when he traverses the universal component from A to B.
Blocker does not directly choose the assignment for xi. Instead, he tries to
lead Runner towards Xi or Xi. If Blocker wants xi to be false, then he can ensure
that Runner moves towards Xi. He simply removes the three edges between C
and Xi during the first three steps. Then Runner has to move across D. When
Runner moves this way towards Xi, Blocker deletes the four edges between Xi
and the goal in the meantime. It ensures that Runner cannot win this way. Since
the four edges between Xi and the goal are still left, Blocker needs to remove the
link between B and Xi in the last step. The subarena after traversing it this way
is depicted in Figure 2.7(a).
Conversely, if Blocker wants to assign true to xi, then he leads Runner towards
Xi. For this purpose, he removes three of the four links between Xi and the goal
before Runner reaches C. Nevertheless, Runner has the free choice at C whether
he moves towards Xi or towards Xi. In other words, Blocker cannot guarantee
that the play passes Xi. But let us consider the two possible cases:
Case 1. We first assume that Runner moves as intended and uses the edge be-
tween C and Xi. Then Blocker removes the last link from Xi to the goal. Runner
has to proceed by moving to B. The four edges between Xi and the goal are still
available. Thus, Blocker needs to block Xi by deleting the edge from B to Xi.
Figure 2.7(b) shows the subarena for this passage through it.
Case 2. We assume now that Runner deviates from the intended direction and
moves from C to D and proceeds towards Xi. Then Blocker needs to remove the
four edges between Xi and the goal such that Runner cannot reach it when Xi
becomes the current position. The only continuation of the play leads Runner
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Figure 2.7 The two essential cases after traversing the universal component
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(b) Passing Xi (xi is set true)
from Xi to B. Since there is still one edge left from Xi to the goal, Blocker has to
take care that Runner cannot reach the goal via the link between B and Xi. There
are several ways how Blocker can react:
1. Blocker deletes the last link between Xi and the goal, isolating the goal com-
pletely from any vertex in this component,
2. he removes the link between B and Xi such that Runner has to exit the com-
ponent, or
3. he seizes the chance to delete an edge somewhere else in the arena. When
Runner reaches Xi – either from B in this component or later, by coming from
the last component –, Blocker still has the chance to remove the last link be-
tween Xi and the goal.
When we have introduced the last component, and thus the definition of the en-
tire arena is completed, it will be clear that all three alternatives are of no advan-
tage for Runner. After traversing the last component, the play eventually leads
back to some variable vertices Xi, resp., Xi (if it has not been decided before).
We show that Runner only has a chance to win if there are at least two edges left
connecting the variable vertex with the goal. Thus, even when Runner deviates
within the universal component, he does not gain more possibilities of winning
the game.
To summarize, we assert the following property of the universal component:
Fact 2.18. Suppose that Blocker wants to isolate the goal, that Runner does not move
backwards, that he does not take a shortcut to the verification component, and that he
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wants to prevent an extra chance for Blocker to delete edges. Let (0, A, η) be the current
position of some play, where η contains the initial universal component. Then the play
reaches position (0, B, η′) for some η′. At this moment, the universal component either
looks like Figure 2.7(a) or like Figure 2.7(b). Further, Blocker decides which case arises.
During the run through this component Blocker cannot delete edges somewhere else in
the graph without losing the game. 
2.2.3 The Verification Component
In the last component of the arena, it is checked whether the assignment chosen
in the preceding components satisfies the Boolean formula ϕ. For this purpose,
Blocker can choose one of the clauses of the formula ϕ. Then Runner needs to
point to one of the literals of this clause that is true under the chosen assignment.
Before we give the definition of this component, we informally explain the idea.
If Blocker chooses clause c of ϕ, then Runner selects a literal l of c, say with vari-
able xi. There is an unremovable edge between the corresponding vertex in the
verification gadget and either the existential component if i is odd or the univer-
sal component if i is even. This edge ends in the variable vertex Xi if xi is positive
in l and in Xi if xi is negative in l. The links were represented by the curly edges
labeled with ‘verif.’ in the assignment components. Recall that ϕ was assumed to
be in conjunctive normal form. Thus, if the chosen assignment satisfies ϕ, then for
all clauses of ϕ there is at least one literal which is true. Since the preceding pas-
sage through the assignment components visits the opposite truth values, there
are still edges available between Xi, resp., Xi and the goal. Actually, when we
assume that Runner moves reasonably in the preceding components, then these
edges have a multiplicity of four, see Fact 2.17 and Fact 2.18. Therefore, Runner
can reach the goal and win the play.
Conversely, if the chosen assignment does not satisfy ϕ, then there is a clause
c in ϕ such that every literal in c was set to be false. If Blocker chooses one of
these clauses, say c, and Runner proceeds to an arbitrary literal of c, then the
edge leading back to the corresponding assignment component ends in a variable
vertex Xi, resp., Xi that was already visited during the preceding passage. Thus,
it is no longer connected to the goal by Facts 2.17 and 2.18, respectively. If we
are able to show that there is no other way to reach the goal, then it follows that
Runner loses the game.
In order to ensure that everything works as described above, we need to be
careful regarding shortcuts that may be taken by Runner as well as the global
deletion of edges by Blocker. We now turn to the definition of the last component.
The verification component for a Boolean formula ϕ = c1 ∧ c2 ∧ c3 ∧ c4 with four
clauses is depicted in Figure 2.8. We further assume that each clause ck has exactly
three literals, i.e., ck = lk1 ∨ lk2 ∨ lk3 with either lkj = xi or lkj = ¬xi for some
i ∈ [1, n]. The extension to the general case is straightforward. The vertices Lkj
are called literal vertices.
Let k be an integer between 1 and the number of clauses in ϕ, j ∈ [1, 3] (for
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Figure 2.8 Verification component with four clauses
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to corresponding variable vertices in existential / universal components
three literals per clause), and i ∈ [1, n]. Then there is an unremovable edge be-
tween the literal vertex Lkj and variable vertex Xi in the corresponding compo-
nent if we have lkj = xi. If lkj = ¬xi, then there is an unremovable edge between
Lkj and variable vertex Xi. As before, the lack of removability actually means
an edge of a multiplicity high enough for this purpose. We discuss appropriate
values below.
Before we proceed with the intended traversal of the verification component,
we show that it cannot be an advantage for Runner to enter this component from
the bottom via some literal vertex. Thus, we belatedly justify our previous as-
sumption that Runner does not take the edges in the direction from the variable
vertices in the assignment components to the verification component.
Fact 2.19. If Runner has a winning strategy in Gϕ, then he can win without moving
from variable vertices towards some literal vertex.
PROOF. Assume that Runner moves from a position with variable vertex Xi or
Xi to some literal vertex Lkj. Then Blocker simply deletes the single edge between
Lkj and Ck. Thus, Runner needs to move back to Xi, resp., Xi and visits the vertex
for the second time. By Lemma 2.9, it cannot be the case that Runner only wins
by moving this way. 
We proceed with the description of the intended passage when the play enters
the verification gadget from the top. Blocker chooses clause ck by the following
procedure. First, he removes the edges from Aj to Cj for j < k, one after the
other. Runner has no other choice than moving towards Ak. By Lemma 2.9, we
again assume that Runner does not move backwards to already visited vertices.
When the play reaches Ak, Blocker removes the link between Ak and Ak+1, or
between Ak and the goal, if ck is the last clause. Runner needs to follow the way
towards Ck. If the play reaches Ck, then Blocker must remove the link from Ck
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to the goal in order to prevent his loss. In the next move, Runner selects a literal
lkj of ck by moving towards the corresponding literal vertex Lkj and follows the
unremovable edge towards the corresponding variable vertex Xi if lkj = xi or
Xi if lkj = ¬xi. When the play reaches the variable vertex, Blocker has gained
exactly two moves, i.e., he is able to remove two edges somewhere in the graph.
But by Fact 2.17 and Fact 2.18 it follows that, if the chosen assignment satisfies
the literal lkj, then there are exactly four edges left connecting the variable vertex
and the goal. Thus, Blocker cannot completely isolate the goal. It follows that
Runner can reach the goal from the variable vertex to win the play. Conversely,
if the chosen assignment does not satisfy the literal lkj, then the preceding play
has already visited the corresponding variable vertex. From Lemma 2.9 it follows
that Runner cannot win by visiting some vertex for the second time if he does
not win without a second visit. In other words, Runner does not win a play by
moving this way.
We call such a way through the verification component a regular passage. Be-
fore we can conclude the argument, we have to consider some more special cases
regarding Blocker’s moves when he deviates from a regular passage.
Case 1. Suppose that the play reaches some vertex Ak and Blocker does not re-
move the edge between Ak and Ck, but instead the edge between Ck and the goal
or an edge between Ck and some Lkj. If k is equal to the number of clauses, then
Runner immediately reaches the goal. Otherwise, Runner should react in the
same way as if the edge between Ak and Ck was deleted, i.e., he moves towards
Ak+1. This is because entering the damaged area around Ck could be a handicap
to Runner. If the overall assignment satisfies ϕ, then Runner can use any clause
to certify this. In other words, Runner should pass the Ak’s as long as he cannot
enter an undamaged area. At the latest, this is the case for the last clause. Thus,
the winner is the same as for regular passages.
Case 2. Suppose that the play reaches some vertex Ak and Blocker removes an
edge somewhere else in the graph. This behavior is only reasonable if the chosen
assignment satisfies ϕ and Blocker cannot win by some regular passage. We may
assume that this happens at vertex Ak for the first time. Again, if ck is the last
clause, then Runner immediately reaches the goal. Otherwise, by assumption, all
edges that are connected to Ck are still available. Thus, Runner can move towards
Ck and proceed as for regular passages by moving towards some variable vertex
that was not visited before. This extension of the play exists, because ϕ is satisfied
by the chosen assignment. When the play reaches the variable vertex, Blocker
has gained only one additional move compared to a regular passage. But for any
regular passage, at most two of the four edges connecting the variable vertex with
the goal are removed. Thus, it remains at least one edge leading to the goal. In
other words, Blocker cannot prevent his loss by acting this way.
In order to handle the latter case, we have used a multiplicity of four within the
assignment components.
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Finally, we need to get rid of the unremovable edges to complete the construc-
tion of the arena. Recall that Blocker has only a few chances to delete edges some-
where in the arena. Assuming that Runner moves as described above, Blocker
has only one choice at most positions. And even for the universal components,
where Blocker can choose one of two possible ways corresponding to the Boolean
values, he cannot freely move after his decision at the beginning of the compo-
nent. In fact, we can set the multiplicity of unremovable edges to the value four.
Clearly, if Blocker can win the game with unremovable edges, then he also wins
the game, where all infinite multiplicities are replaced by this finite value. Con-
versely, if Runner can win at all, then he can win before Blocker has the chance
to remove one of these edges completely. Within the assignment components,
Blocker needs to follow the described order of moves, see Facts 2.17 and 2.18. Ac-
tually, he cannot block Runner’s passage by reducing the value of four for some
of these edges. The first situation where Blocker may gain an extra move is in
the verification component. But we have already seen that he can gain only one
additional deletion if he deviates from a regular passage. Thus, Blocker cannot
block Runner’s passage in this component either.
Recall that, despite the multiple occurrence in figures, we have used only one
goal. Thus, the number of vertices of Aϕ for a Boolean formula ϕ with n Boolean
variables and k clauses (with three literals each) is given by
|Vϕ| = 9n + 5k + 2.
The number of unremovable edges is bounded by 8n + 3k + 1 and the sum of
multiplicities of all other edges is bounded by 13n + 6k. Thus, we obtain |Aϕ| ∈
O
(
|ϕ|
)
. Note that we may reduce the multiplicity of all edges by Lemma 2.10.
This concludes the construction. Obviously, the reduction can be done in poly-
nomial time. Together with Lemma 2.12, we finally obtain:
Theorem 2.20. Runner has a winning strategy in the sabotage game Gϕ if and only if
∃x1∀x2∃x3 . . .Qxn : ϕ.
In particular, the problem of solving sabotage games with a reachability winning condi-
tion is PSPACE-complete, even when the set of final vertices is a singleton set. 
Remark 2.21. Clearly, the presented reduction works for directed arenas as well
by simply interpreting each undirected edge as two directed edges in a forth and
back direction. But note that the passage through the arena Aϕ has an intended
direction: First, the assignments of the Boolean variables are chosen alternat-
ingly and then it is checked whether the overall assignment satisfies ϕ. The way
through the arena is from top to bottom (with respect to the figures) and then it
leads back from some literal to some variable vertex. In particular, each edge of a
regular passage is used only once and in a fixed direction. Thus, it is straightfor-
ward to check that the same construction works for directed multi-graphs if we
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replace every undirected edge by a single directed edge with the intended direc-
tion. But since we do not have to take care of shortcuts for Runner, there are even
simpler arenas for the directed case. ◭
2.3 Variants of the Game
In this section, we investigate the complexity of solving the sabotage game for
the other game objectives, that is, for the Hamilton path and the complete search
winning condition (cf. Definition 2.2). The main result of this section is that, from
the viewpoint of algorithmic complexity, these variants are as hard as the reacha-
bility game, i.e., the problem of solving these games remains PSPACE-complete.
First, we show that these games can also be solved in a space that is polyno-
mial with respect to the size of the arena. Then we present polynomial time re-
ductions from sabotage games with the reachability condition to the games with
the Hamilton path condition and the complete search condition, respectively. We
consider only games on undirected arenas, since each reduction works as well
for directed multi-graphs by interpreting each undirected edge as two directed
edges in a forth and back direction.
To show the membership in PSPACE, we also give alternating algorithms for
the respective problems such that the running time is polynomial with respect
to the size of the arena. In order to bound the running time of the algorithms,
we need upper bounds analogous to Lemma 2.9 for the reachability problem. To
satisfy the Hamilton path condition, Runner is not allowed to visit any vertex
twice by definition. For the complete search, we can apply the following result:
Lemma 2.22. Let G = (A, vin) be a sabotage game with the complete search condition
and let A = (V, η). If Runner has a winning strategy in G, then he can win without
visiting any vertex more often than |V| times.
PROOF. Let pi = pi0 . . .pin be a play of G that is winning for Runner and let
pii = (τi, vi, ηi) for i ∈ [0, n]. Further, let u ∈ V be an arbitrary vertex of A. For
i ∈ [0, n], we define the set
Ri := {w ∈ V \ {u} | ∀k < i : w 6= vk}.
Except for vertex u, the set Ri contains all vertices that are not visited until po-
sition pii. Clearly, Rj ⊆ Ri holds for i ≤ j and R0 . . . Rn forms a non-increasing
sequence with respect to set inclusion. Let i1 < i2 < . . . < im be the sequence of
all indices k ∈ [0, n] with piik = (0, u, ηik ). Because pi is assumed to be winning
for Runner, u is visited at least once and therefore, the sequence is non-empty.
Assume that Rik = Rik+1 for some k < m. This means that the loop from posi-
tion piik to piik+1 was not profitable for Runner with respect to the game objective.
Since edges are only deleted, but not added, the opportunities for Runner only
decrease while playing. Thus, we can remove the subsequence piik+1 . . .piik+1
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from pi, obtaining nevertheless a legal play that is winning for Runner. Suc-
cessive applications yield a play pi′ that is winning for Runner together with a
sequence i′1 < i
′
2 < . . . < i
′
m′ of all position indices of pi
′, where u is visited,
but such that Ri′k+1 ⊂ Ri′k for all k < m
′. By strict monotonicity, we obtain
m′ ≤ |V \ {u}|+ 1 = |V|. Thus, vertex u occurs in pi′ at most |V| times.
Proceeding from pi′, we continue by considering each vertex u ∈ V as a ‘pivot
element’ and we successively extract appropriate subplays such that u does not
occur more often than |V| times. Since the initial play pi was chosen arbitrarily
among the winning plays for Runner and we merely changed Runner’s moves to
obtain pi′, the statement follows. 
Now we are ready to show the membership in PSPACE for both objectives:
Lemma 2.23. The problem of solving sabotage games with the complete search or the
Hamilton path condition belongs to PSPACE.
PROOF. Let G = (A, vin) be a sabotage game with A = (V, η). We give alter-
nating algorithms for the respective problems. For the Hamilton path condition,
this is a slight modification of Algorithm 2.1 on page 31. Recall that the parame-
ter L gives the set of already visited vertices of the computation branch. We just
remove F as parameter and replace the condition in Line 3 by V = L to check
wether all vertices were visited. The condition in Line 5 guarantees that no ver-
tex is visited more than once. Analogous to Lemma 2.12, it is straightforward to
check that Runner has a winning strategy in G if and only if the procedure accepts
its initial input (V, η, vin,∅).
Further, each computation branch terminates after at most |V|+ 1 calls. By use
of a binary representation of parameters, the checking of conditions and updating
of parameters can be done in time that is polynomial with respect to |A|. Thus,
the running time of the modified alternating algorithm is polynomial in |A| and
the corresponding deterministic procedure witnesses that the problem of solving
sabotage games with the Hamilton path condition belongs to PSPACE.
For complete search, we also modify Algorithm 2.1. But instead of the sim-
ple list L, we now introduce a counter for every vertex v ∈ V with range [0, |V|]
and a zero initial value. With each visit of v in a computation branch, the corre-
sponding counter is increased by one. The procedure accepts if each counter has
a positive value (replacement for Line 3). Otherwise, if the counter of vertex v has
already the value |V| or it is a sink, then the procedure terminates in a rejecting
state (replacement of Line 5). The counters can be represented with space that
is quadratic in |V|, and checking of conditions and updating of parameters take
time polynomial in |A|. If Runner can win the game, then there is also a winning
strategy according to Lemma 2.22. Thus, the algorithm may guess successors ac-
cording to this winning strategy such that every computation branch terminates
after at most O
(
|V|2
)
calls in an accepting state. The correctness and the running
time of the procedure follow immediately. Thus, the problem of solving sabotage
games with the complete search condition also belongs to PSPACE. 
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Figure 2.9 Arena A′ with complete search condition
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We turn to the PSPACE-hardness of sabotage games with the alternative objec-
tives. In what follows, let single-goal games be an abbreviation for sabotage games
over undirected arenas and with the reachability of a single goal as objective. By
Theorem 2.20, the problem of solving single-goal games is PSPACE-complete. We
start with the investigation of the complete search games:
Lemma 2.24. There is a polynomial time reduction from single-goal games to sabotage
games with the complete search condition.
PROOF. Let G = (A, vin, vfin) be a single-goal game with arena A = (V, η). We
want to construct a sabotage game G ′ = (A′, v′in) with the complete search con-
dition such that Runner wins G if and only if he wins G ′. The arena A′ is an
extension of arena A, see Figure 2.9. We give an informal definition of A′. Let
κ := max{|V|, |η|}. The new arena is obtained by adding a fresh vertex p to A.
Additionally, there are (|V| − 2)(κ − 1) new vertices, which serve as intermedi-
ate connectors. In the figure, all new vertices are depicted outside the frame that
represents the original arena A. The unique goal vfin of A is connected to p by
an edge with multiplicity |V| (this connection is added even if vin = vfin). Addi-
tionally, each vertex in V \ {vin, vfin} is connected to p by a path of length κ that
is composed of unremovable edges. We give an appropriate finite value of their
multiplicity below.
Assume that Runner has a winning strategy in G. By Lemma 2.9, it follows
that, if Runner can reach vfin in the game G, then he can do so without visiting
vertices twice. Therefore, we may assume that any play according to Runner’s
winning strategy leads to vfin with at most |V| − 1 movements of Runner. If
Runner uses this strategy in the corresponding subarena ofA′ and finally reaches
vfin, then there is at least one edge from vfin to p left, no matter which edges were
deleted by Blocker. Therefore, Runner can continue the play towards p. From p
2.3. Variants of the Game 47
he visits all vertices in V \ {vin, vfin} by moving forwards and backwards along
each of the |V| − 2 paths connecting A with p. Since we are using the complete
search condition, we do not need to take care of visiting vertices several times.
Since vin and vfin were already visited during the preceding play, Runner is able
to visit all vertices in A′. Thus, he also wins the game G ′.
For the converse, assume that Runner does not have a strategy to reach vfin in
G. Clearly, as long as he stays in the subarenaA ofA′, he does not have a strategy
to reach vfin in G ′ either. Thus, the only way to reach vfin is the passage via vertex
p. So assume that Runner leaves the subarena A in G ′ and moves from some
v ∈ V \ {vin, vfin} towards p. If Runner turns on his way to pwithout reaching it,
then he comes back to vwithout any profit. Note that we cannot apply Lemma 2.9
in this situation, because for the complete search objective it may be necessary to
visit vertices more than once. Assume that Runner completes the path to p. Due
to the length of the path from v to p, Blocker can remove the |V| edges between p
and vfin during the passage. Runner has no other choice than moving back from
p to some v′ ∈ V \ {vin, vfin}. On the way to v′, Blocker can delete all edges that
are left in the subarenaA ofA′ and isolate vfin completely, again due to the length
of the path from p to v′. Thus, Runner cannot reach vfin in A′ either and loses the
game G ′. Now it should be clear why we used the length κ of connecting paths.
Next, we determine an adequatemultiplicity of the unremovable edges, which
are used for the paths between subarenaA and vertex p. Assume that Runner has
a strategy to reach vfin in G. As before, we may assume that he can reach vfin in at
most |V| − 1 steps. Thus, Runner needs at most |V| steps to reach p from vin. To
win the play, it remains to traverse all of the |V| − 2 paths connecting p with the
vertices in V \ {vin, vfin}. Moving a path forth and back takes 2κ steps. Thus, if
Runner can reach vfin in G, then the length of the overall path to visit all vertices
in G ′ and to satisfy the complete search winning condition is bounded by some
term inO(|V| · κ). Thus, a sufficiently large multiplicity to guarantee that Runner
can finish off his complete search is given by some element in O
(
|A|2
)
.
Recall that the size of a multi-graph is equal to the number of vertices plus
the sum of all edge multiplicities. Since we added O
(
|A|2
)
intermediate ver-
tices, each of which carries an edge of multiplicity O
(
|A|2
)
, it follows that |A′| ∈
O
(
|A|4
)
. Since the reduction can be done in polynomial time with respect to the
size of G, the proof is concluded. 
We turn to Hamilton paths as game objectives. We give a reduction from single-
goal games that resembles the preceding one. But now we have to take care of
repeated visits of vertices, because this would prevent the path from beingHamil-
ton.
Lemma 2.25. There is a polynomial time reduction from single-goal games to sabotage
games with the Hamilton path condition.
PROOF. Let G = (A, vin, vfin) be a single-goal game with arena A = (V, η). Let
V = {vin, vfin, v1 . . . vm} be some enumeration of V, where we assume without
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Figure 2.10 Arena A′ with Hamilton path condition
vfin
|V|
v1 • ... • p1
• ... •
A v2 • ... • p2
• ... •
...
•
vin vm • ... • pm
paths of length κ
loss of generality that m ≥ 1. We are going to construct a sabotage game G ′ =
(A′, v′in) with the Hamilton path condition such that Runner wins G if and only if
he wins G ′. As in the previous reduction, arena A′ is an extension of arena A, see
Figure 2.10. Let κ := max{|V|, |η|}. To obtainA′, we now add a vertex pi for each
i ∈ [1,m] to A. Additionally, there are 2(|V| − 2)(κ − 1) fresh vertices acting as
connectors. The goal vfin of A is connected to p1 by an edge with multiplicity |V|
and vertex vi ∈ V \ {vin, vfin} is connected to pi by a path of length κ composed
of unremovable edges. Additionally, vertex vi for i < m is also connected to pi+1
by a path of the same type. For i < m, the two adjacent vertices of vi that do not
belong to A are also connected by an unremovable edge. This additional edge is
needed to make it possible for Runner to skip the visit of vi, when he follows the
path from pi to pi+1.
Assume that Runner has a winning strategy in G. Then Runner can reach
vfin in G ′ without leaving the subarena A of A′ and he can reach this vertex in
at most |V| − 1 steps. Thus, there is at least one edge from vfin to p1 left, which
Runner can use to reach p1. From p1 onwards, Runner successively moves from
pi towards vi and further towards pi+1 for i < m. On this path from p1 to pm, he
skips the visit of vi by using the aforementioned shortcut if the play has visited vi
before (namely on the path from vin to vfin in A according to Runner’s winning
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strategy). When the play finally reaches pm, Runner proceeds towards the last
vertex vm. If vm was not visited before, then the play stops in vm. Otherwise, it
stops in the vertex that occurs before vm in the path. In either case, Runner wins
the play, since it has visited each vertex of A′ exactly once.
Conversely, if Runner cannot reach vfin in G, then he cannot reach vfin in G ′
either: If he tries to reach vfin via some pi, then on the way to pi, Blocker has
enough moves to delete all of the |V| edges between p1 and vfin. On Runner’s
way back from some pj to the subarena A, Blocker can remove all edges in A to
isolate vfin completely. Because Runner cannot visit some vertices of A′, he also
loses the game G ′.
As in the preceding reduction, a sufficiently large multiplicity for the unre-
movable edges to guarantee that Runner can finish off a Hamilton path is given
by some term in O
(
|A|2
)
. In particular, we have |A′| ∈ O
(
|A|4
)
and thus, the
reduction can be done in polynomial time with respect to the size of G. 
To summarize the results for the alternative game objectives, we finally obtain:
Theorem 2.26. Solving sabotage games with complete search or Hamilton path as game
objective is PSPACE-complete.
PROOF. This follows immediately from Lemmata 2.23, 2.24, and 2.25. 
2.4 Additional Remarks
One may consider the three algorithmic tasks over graphs – namely reachabil-
ity, Hamilton path, and complete search – as the problem of solving correspond-
ing solitaire games with a single path-forming player. For directed graphs, these
problems have rather different complexities (we neglect the problems for undi-
rected graphs). Let G = (V, E) be some directed graph. According to Savitch’s
Theorem [Sav70], the reachability problem can be solved usingO(log2 |V|) space
and in fact, the problem is NL-complete (cf. [Pap94]).
To solve the complete search problem for directed graphs, recall that any
graph can be partitioned into distinct strongly connected components, SCC for short,
together with singletons, which do not belong to some SCC. These components
form a partial order with respect to the reachability relation, which is also known
as the component graph of G. It is straightforward to check that there is path that
starts in the initial vertex and that visits all vertices at least once if and only if this
partial order is a linear order and the least element under this ordering contains
the initial vertex. By applying Tarjan’s Algorithm [Tar72], the SCC’s can be found
in linear time with respect to |V|+ |E|. Since the checking for linearity of the in-
duced partial order can also be done in linear time, the complete search problem
can be solved in linear time with respect to the size of the graph.
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Finally, the Hamilton path problem is known to be NP-complete (cf. [Pap94]).
If we interpret the sabotage game as the disturbance of some malevolent adver-
sary that is added to the solitaire game, then this disturbance uniformly shifts all
three problems to the PSPACE complexity class regardless of their undisturbed
complexities. Thus, the sabotage plays the major role with respect to complexi-
ties.
Chapter 3
Modal Logics with Global Sabotage
In this chapter, we introduce a logic that corresponds to the sabotage game. This
logic is capable of expressing local transitions within a structure as well as the
change of the structure with respect to the deletion of objects. The starting point is
the well-knownmodal logic, andmore specifically the propositional multi-modal
logic, which augments propositional logic with finitely many modalities express-
ing the concept of possibility and necessity. Modal logic is a standard formalism
for reasoning in situations involving incomplete information or dependence on
time. It is also useful in applications involving knowledge and belief.
In order to augment modal logic with the operation of sabotage, we introduce
a cross-model modality referring to submodels from which objects have been re-
moved. This leads to the so-called sabotage modal logic, SML for short, as a logic
over dynamically changing structures. For the dynamics, we focus on the el-
ementary change of structures that yields from the deletion of transitions of a
Kripke structure. This logic was proposed by van Benthem [Ben05] to specify
problems with dynamic aspects, and SML is a moderate strengthening of modal
logic for many tasks of this kind. In this chapter, we focus on the ‘global deletion’
of transitions, that is, the deleted transitionmay occur somewhere in the structure
regardless of the current position of evaluation. In Chapter 4, we also consider
sabotage logics where the deletion of transitions is subject to a locality condition.
In Section 3.1, we give a formal definition of the sabotage modal logic SML
with a transition-deleting modality. Two main questions arise for the new logic:
the complexity of the model checking problem and the decidability of the sat-
isfiability problem. Given a finite Kripke structure and a system specification
expressed in this logic, the model checking problem is the question whether the
system satisfies the specification. The satisfiability problem asks whether there is
a Kripke structure that satisfies a given system specification. By giving an embed-
ding into first-order logic and by applying the results of the preceding chapter,
we are able to determine the complexity of model checking for this logic: We
show that this problem is PSPACE-complete.
In many situations, one of the inputs for the model checking problem is fixed.
Then either a single property is specified by a formula and one wants to check
it for several systems. Or there are different properties that should be verified
for a fixed finite system. These two aspects of the model checking complexity are
usually referred to as program complexity and formula complexity. We show that
the formula complexity for SML is linear with respect to the size of the formula,
and the program complexity turns out to be polynomial with respect to the size of
the structure. This result is in contrast to many popular logics, where the formula
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complexity is as hard as the combined model checking complexity. It constitutes
an interesting advantage over first-order logic, since model checking for FO with
a fixed structure is already PSPACE-complete (cf. [Var82]).
In Section 3.2, we investigate some model-theoretic properties of SML. We
show that, in contrast to modal logic, the extended logic lacks nice properties
such as bisimulation-invariance, the tree model property, and the finite model
property. Section 3.3 is dedicated to the satisfiability problem. Actually, we con-
sider three subproblems. For a given SML specification, the satisfiability prob-
lem asks whether there is a Kripke structure that satisfies the specification. In
this case, the structure may be finite or infinite. The finite satisfiability problem
requires finite structures as models of the formula. And finally, infinity axiom
stands for the question whether a given formula has only infinite models. We
show that for SML, all three problems are undecidable.
To summarize these results, SML seems to be more related to FO than to
modal logic. The new cross-model operator – although it only expresses rather
basic changes of a structure, namely the deletion of transitions – already strength-
ens modal logic in such a way that all the nice algorithmic and model-theoretic
properties of modal logic get lost. In fact, from the viewpoint of complexity, SML
much more resembles FO than modal logic. Nevertheless, SML has advantages
over FO such as a lower formula complexity.
In Section 3.4, we provide a technical result that we need for the localized log-
ics that are introduced in the next chapter. We show that every model of an SML-
formula can be transformed into one where we know in advance – on the basis of
the formula – how to reach all states. This normal form is called a pruned model
relative to the given formula. In Section 3.5, we finally investigate the existential
fragment of SML, that is, the fragment of SML-formulae in negation normal form
that only contain existential sabotage modalities. We argue that already for this
fragment, the finite model property is false and the satisfiability problems are un-
decidable. We conclude this chapter by a comparison of the central complexities
of modal logic, SML, and first-order logic.
The main results of Sections 3.1, 3.2, and 3.3 originated in a close collaboration
with Ch. Löding. Portions of the content of these sections were published in
[LR03c]. Portions of the content of Section 3.4 were published in [Roh04].
3.1 Sabotage Modal Logic
In this section, we introduce the sabotage modal logic SML, which consists of
standard modal logic with a transition-deleting modality. We determine the com-
plexity of the model checking problem as well as the program and formula com-
plexity of SML. First, we define the syntax and semantics of the new logic.
Definition 3.1. Let Σ be some finite alphabet and let Prop be a finite set of unary
predicate symbols. Formulae of the sabotage modal logic SML are inductively de-
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fined by the following grammar. For p ∈ Prop and a ∈ Σ, let
ϕ ::= ⊤ | p | ¬ϕ | ϕ ∨ ϕ | ^aϕ | aϕ.
The operator a is called sabotage modality. Analogously to the dual modality
a, we define the dual sabotage modality as ⊡aϕ := ¬a¬ϕ. The symbol-free
formulae ϕ and ⊡ϕ are defined analogously to ^ϕ and ϕ. The fragment of
SML that consists of formulae without sabotagemodalities is equal tomodal logic
ML.
Definition 3.2. For a Kripke structure K = (S,Σ,R, L), the semantics of SML
with respect to a state s ∈ S extends the semantics of ML and is inductively
defined by
(K, s) |= ⊤,
(K, s) |= p ⇐⇒ p ∈ L(s),
(K, s) |= ¬ϕ ⇐⇒ not (K, s) |= ϕ,
(K, s) |= ϕ ∨ ψ ⇐⇒ (K, s) |= ϕ or (K, s) |= ψ,
(K, s) |= ^aϕ ⇐⇒ there is s′ ∈ S with (s, a, s′) ∈ R and (K, s′) |= ϕ,
(K, s) |= aϕ ⇐⇒ there is (t, a, t′) ∈ R with (K \ {(t, a, t′)}, s) |= ϕ,
where K \ E for E ⊆ R is the substructure (S,Σ,R \ E, L), cf. Chapter 1. As with
ML, we also say that K is a model of an SML-formula ϕ when pointed at state s if
(K, s) |= ϕ.
Before we investigate the model checking problem for SML, we give an example.
Example 3.3. Let ϕ = ⊡a^a⊤∧aaa⊥. The first conjunct of ϕ expresses that,
if an arbitrary a-transition is deleted, then the current position still has an outgo-
ing a-transition regardless of the removed transition. The second conjunct says
that there are two a-transitions that can be removed and such that the current
position has no longer an outgoing a-transition. Thus, for any Kripke structure
K = (S,Σ,R, L) and s ∈ S, we have (K, s) |= ϕ if and only if state s has exactly
two distinct a-successors. ◭
We define an embedding of SML into first-order logic by extending the standard
translation of modal logic. Recall that Kˆ denotes the corresponding first-order
structure for a Kripke structure K (cf. Chapter 1).
Lemma 3.4. For every SML-formula ϕ, there is an effectively constructible FO-formula
ϕˆ(x) with a single free variable x such that for every Kripke structure K and state s of K:
(K, s) |=SML ϕ ⇐⇒ Kˆ |=FO ϕˆ[s].
The size of ϕˆ(x) is polynomial with respect to the size of ϕ. In particular, the model
checking problem for SML belongs to PSPACE.
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PROOF. We define ϕˆ(x) by induction on the structure of ϕ.
 For ϕ = ⊤, let ϕˆ(x) := ⊤.
 For ϕ = p, let ϕˆ(x) := Pp(x).
 For ϕ = ¬ψ, let ϕˆ(x) := ¬ψˆ(x). Analogously for ϕ = ψ1 ∨ ψ2.
 For ϕ = ^aψ, we choose a fresh variable name x′, which does not occur in
ψˆ(x), and we set
ϕˆ(x) := ∃x′ : (x, x′) ∈ Ra ∧ ψˆ(x′).
 For ϕ = aψ, we choose two fresh variable names y, y′, which do not occur
in ψˆ(x), and we set
ϕˆ(x) := ∃y, y′ : (y, y′) ∈ Ra ∧ Suba,y,y′(ψˆ(x)),
where Suba,y,y′(χ) is the FO-formula that results from the FO-formula χ by
syntactically substituting each occurrence of the subformula (v, v′) ∈ Ra for
some variables v, v′ by the formula
(v, v′) ∈ Ra ∧ ¬(v = y ∧ v′ = y′).
The equal expressiveness is then shown by a straightforward induction on the
structure of ϕ, which extends the corresponding proof for standard modal logic.
The additional constraint ensures that already removed transitions are excluded
from quantifications in inner subformulae. Finally, it is easy to see that |ϕˆ(x)| is
polynomial with respect to |ϕ|. Since the model checking problem for FO belongs
to PSPACE (cf. [Sto74]), we obtain the last statement. 
Example 3.5. For the SML-formula ϕ of Example 3.3, the syntactical translation
into a first-order formula yields
ϕˆ(x) = ∀y, y′ :
(
(y, y′) ∈ Ra →
(
∃x′ : (x, x′) ∈ Ra ∧ ¬(x = y ∧ x′ = y′)
))
∧
∃z, z′ :
(
(z, z′) ∈ Ra ∧
(
∃y, y′ :
(
(y, y′) ∈ Ra ∧ ¬(y = z ∧ y′ = z′) ∧(
∀x′ : ¬
(
((x, x′) ∈ Ra ∧ ¬(x = z ∧ x′ = z′)) ∧ ¬(x = y ∧ x′ = y′)
)))))
.
By using the abbreviation xAy for (x, y) ∈ Ra and the standard notion of an
ordered pair (x, y), the FO-formula may be simplified to
ϕˆ(x) = ∀y, y′ : yAy′ → (∃x′ : xAx′ ∧ (x, x′) 6= (y, y′)) ∧
∃y, y′, z, z′ :
(
yAy′ ∧ zAz′ ∧ (y, y′) 6= (z, z′) ∧
∀x′ : ¬(xAx′) ∨ (x, x′) = (y, y′) ∨ (x, x′) = (z, z′)
)
. ◭
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Remark 3.6. The width of a FO-formula is defined as the maximum number of
free variables in subformulae. A FO-formula has width k if and only if it is
equivalent to a FO-formula with at most k distinct variable symbols. Bounded-
variable fragments of logics have received a lot of attention in finite model the-
ory. For example, the model checking problem for first-order logic is known to
be PSPACE-complete, while the model checking problem for FO-formulae of a
bounded width of at least two is PTIME-complete, cf. [Var95].
We define thewidthw(ϕ) of an SML-formula ϕ by structural induction, where
p ∈ Prop and a ∈ Σ:
w(⊤) := w(p) := 0,
w(ϕ1 ∨ ϕ2) := max{w(ϕ1),w(ϕ2)},
w(¬ψ) := w(ψ),
w(^aψ) := w(ψ) + 1, and
w(aψ) := w(ψ) + 2.
Then the aforementioned translation of an SML-formula ϕ of width w(ϕ) yields a
FO-formula of width w(ϕ) + 1, where the additional term is due to the free vari-
able x of ϕˆ(x). Later, we show that the model checking problem for SML is also
PSPACE-complete. Thus, in contrast to modal logic that can be embedded into
the two-variable fragment FO2 of first-order logic (cf. [GO99]), every embedding
of SML into FO necessarily yields FO-formulae of unbounded width. ◭
In order to establish the PSPACE-completeness of the model checking problem
for SML, we want to use the complexity result about sabotage games with a
reachability condition. Recall that arenas of a sabotage game are multi-graphs.
Thus, in order to interpret arenas as Kripke structures, we need to use edge labels
to distinguish multiple edges. For finite arenas, a finite alphabet of edge labels
suffices for the translation into Kripke structures. We mark exactly the final ver-
tices by some designated predicate p. It follows from Remark 2.11 that for the
reachability winning condition, it suffices to have max{2, |F|} states satisfying
the predicate p together with a single edge label.
We are going to express the winning condition by an SML-formula. Note
that, due to the lack of some general mechanism for unbounded iteration and in
absence of an operator for building the transitive closure of relations, SML is not
capable of expressing a general reachability condition. But for the sabotage game,
we can turn to account that the game definitely ends after at most n rounds, where
n is the number of edges counted with multiplicity. This leads to the following
definition.
Definition 3.7. For a sabotage game G = (A, vin, F)with a reachability condition
F and with arena A = (V, η), we set ΣA := [1,max{η(v, v′) | v, v′ ∈ V}]. Let
KA = (V,ΣA,R, L) be the Kripke structure over Prop = {p} with
 R := {(v, i, v′) | v, v′ ∈ V, η(v, v′) > 0, 1 ≤ i ≤ η(v, v′)}, and
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 for each v ∈ V: p ∈ L(v) ⇐⇒ v ∈ F.
Further, we inductively define the SML-formula γn over ΣA by
γ0 := p, and
γi+1 := (^⊡γi) ∨ p.
Now we are prepared to relate sabotage games to SML. In fact, we show that
the formula γ|η| expresses the winning condition for Runner in the game G =
(A, vin, F) over A = (V, η), where |η| = ∑v,v′∈V η(v, v
′) gives the number of
edges of the arena (counted with multiplicities).
Lemma 3.8. Let G = (A, vin, F) be a sabotage game with arena A = (V, η) and
with reachability condition F. Then Runner has a winning strategy in G if and only if
(KA, vin) |= γ|η|.
PROOF. We prove by induction on n that for every arena A = (V, η) with |η| =
n, every set of final vertices F ⊆ V, and every vertex v ∈ V, Runner has a winning
strategy in (A, v, F) if and only if (KA, v) |= γn.
For n = 0, we have (KA, v) |= γ0 for an arbitrary state v of A if and only if
predicate p holds at v. By definition of KA, this is equivalent to v ∈ F. But by
the definition of the game, Runner wins the game from vertex vwith no outgoing
edges if and only if v ∈ F.
For the inductive step, assume that the statement holds for n. Let A = (V, η)
be some arena with |η| = n + 1 edges, F ⊆ V a set of final vertices, and v ∈ V an
arbitrary vertex. Let KA = (V,ΣA,R, L) be the corresponding Kripke structure.
Assume now that Runner has a winning strategy σ in (A, v, F). If v ∈ F, then we
have p ∈ L(v) and thus, (KA, v) |= p. Otherwise, there is some successor position
(1, v′, η) of (0, v, η) with η(v, v′) > 0 according to Runner’s winning strategy σ.
Let A′ be the arena that results from A by removing an arbitrary edge (note that
A has at least one edge). Then σ is also a winning strategy for the game (A′, v′, F)
and A has n edges. By induction hypothesis, we have (KA′ , v
′) |= γn. Since the
removed edge was chosen arbitrarily, we therefore get (KA, v′) |= ⊡γn. Since v′
is a successor of v in A, we obtain (KA, v) |= ^⊡γn. Both cases together yield
(KA, v) |= γn+1.
Conversely, assume that (KA, v) |= γn+1. Then either (KA, v) |= p, which im-
plies v ∈ F by definition of KA and Runner immediately wins the game (A, v, F);
or we have (KA, v) |= ^⊡γn, which implies that there is some successor v′ of v
such that for all arenasAu,u′ = (V, ηu,u′) that result fromA by removing the edge
from u to u′, we have (KAu,u′ , v
′) |= γn. By induction hypothesis, Runner has
a winning strategy σu,u′ in (Au,u′ , v
′, F). We define the winning strategy σ from
position (0, v, η) in (A, v, F) as follows: For (0, v, η), the strategy yields (1, v′, η).
If Blocker replies with (0, v′, ηu,u′), then Runner moves in subsequent turns ac-
cording to σu,u′ . This strategy may not be positional, but it is a winning strategy
from (0, v, η) in (A, v, F). 
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Figure 3.1 Counter example for SML-formula γ′n
s0
s1
s2 s3
Recall that ^ and ⊡ are abbreviations for
∨
a∈Σ^a and
∧
a∈Σ ⊡a. Thus, if we elimi-
nate all abbreviations and consider the size of a formula as its string length, then
the SML-formula γn becomes exponential in n for |ΣA| ≥ 2, i.e., for proper multi-
graphs. But by Remark 2.11, we can overcome these difficulties by transforming
multi-graphs into single-graphs when considering sabotage games with a reach-
ability condition. This involves only a linear blow-up of the arena. For single-
graphs, the formula γn is polynomial in n. Therefore, by the preceding lemma
together with Theorem 2.20 (for directed arenas) and Lemma 3.4, we finally ob-
tain:
Theorem 3.9. The model checking problem for SML is PSPACE-complete. 
Remark 3.10. Note that the following SML-formula, which seems to capture
winning paths of Runner in a closer form, does not express Runner’s winning
condition for multi-graphs with n edges:
γ′n = p ∨
n∨
i=0
(^⊡)i^p.
In fact, γ′n is too restrictive. There are Kripke structures, where none of the dis-
juncts is satisfied at the initial state, but Runner still wins the game starting from
this state. For example, consider the Kripke structure that is depicted in Fig-
ure 3.1, where s3 is the only state that carries proposition p. The only interesting
cases are the disjuncts for i = 1 and i = 2. But neither ^⊡^p nor ^⊡^⊡^p is sat-
isfied at state s0 and thus, γ′5 is not true at s0. But clearly, Runner has a winning
strategy in the sabotage game starting from s0. ◭
In the remainder of the section, we consider both subproblems of the model
checking problem for SML, that is, the program complexity and the formula com-
plexity. For many popular logics, the formula complexity is as hard as the com-
bined model checking complexity. For example, the combined model checking
complexity and the formula complexity of the temporal logics LTL and CTL∗ are
known to be PSPACE-complete, whereas the program complexity of both logics
is NLOGSPACE-complete (see [Eme92, KVW00] and for example, [Sch03] for an
overview).
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Surprisingly, we can show that for the model checking problem for SML with
one of its parameters fixed, both complexities are strictly lower than the com-
plexity of the combined model checking problem (as long as we assume that
PTIME 6= PSPACE). We show that model checking for a fixed Kripke structure
can be done in linear time with respect to the size of the SML-formula (formula
complexity). For a fixed formula, model checking can be done in polynomial time
with respect to the size of the structure (program complexity).
This result indicates that the high complexity of combined model checking for
SML, namely the PSPACE-completeness, is based on the subtle interleaving of the
dynamics expressed by the formula and the structure of the model. In fact, we
establish both complexities by ‘unfolding the dynamics’, similar to the unfolding
of the sabotage game in Lemma 2.5. This yields a blown-up, but static struc-
ture composed of all possible substructures of the original structure, from which
transitions are removed. The deletion of a transition is expressed by a standard
modality, which leads to the corresponding substructure. We can then apply the
model checking of standard modal logic ML to solve the original problem (cf.
Chapter 1). But before we unfold the dynamics, we introduce a measure for the
complexity of an SML-formula ϕ.
Definition 3.11. The maximum number of nested sabotage modalities, counted
regardless of their label, is called the sabotage depth sd(ϕ) of ϕ and is defined
inductively by
sd(⊤) := sd(p) := 0,
sd(ϕ1 ∨ ϕ2) := max{sd(ϕ1), sd(ϕ2)},
sd(¬ψ) := sd(^aψ) := sd(ψ) for all a ∈ Σ, and
sd(aψ) := sd(ψ) + 1 for all a ∈ Σ.
We will see below that the sabotage depth of a formula is the main factor in the
complexity of the model checking problem for SML. Next, we turn to the ‘un-
folding’ of the dynamics:
Definition 3.12. Suppose that K = (S,Σ,R, L) is a finite Kripke structure. We
assume that a¯ 6∈ Σ for each a ∈ Σ. The Kripke structure K⋄ = (S⋄,Σ⋄,R⋄, L⋄) is
defined in such a way that it encodes all possible ways of sabotagingK. Formally,
we set
S⋄ := S× 2R,
Σ⋄ := Σ ∪ {a¯ | a ∈ Σ},
R⋄ := {((s, E), a, (s′, E)) | (s, a, s′) ∈ R \ E} ∪
{((s, E), a¯, (s, E′)) | ∃t, t′ ∈ S : (t, a, t′) ∈ R \ E ∧ E′ = E ∪ {(t, a, t′)}},
L⋄(s, E) := L(s) for each (s, E) ∈ S⋄.
The sabotage operatora is then simulated by the traversal of an a¯-transition, that
is, by the modal operator ^a¯. This motivates the following inductive definition
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of the ML-formula ϕ⋄ for the SML-formula ϕ:
(⊤)⋄ := ⊤, (p)⋄ := p,
(ϕ1 ∨ ϕ2)
⋄ := ϕ⋄1 ∨ ϕ
⋄
2 , (¬ψ)
⋄ := ¬ψ⋄,
(^aψ)
⋄ := ^aψ⋄, (aψ)⋄ := ^a¯ψ⋄.
If the sabotage depth of an SML-formula ϕ is small enough, then we do not need
the complete Kripke structure K⋄ to evaluate the ML-formula ϕ⋄. Thus, for n ∈
N, we define K⋄n to be the Kripke structure K
⋄ restricted to the states (s, E) with
|E| ≤ n. Note that K⋄0 is isomorphic to K and K
⋄
n = K
⋄ for n ≥ |R|.
The next lemma states the correctness of the above construction.
Lemma 3.13. Let K = (S,Σ,R, L) be a finite Kripke structure and let ϕ be an SML-
formula. Then
(K, s) |=SML ϕ ⇐⇒ (K
⋄
sd(ϕ), (s,∅)) |=ML ϕ
⋄.
PROOF. We show by induction on the structure of ϕ that for each E ⊆ R, we
have
(K \ E, s) |=SML ϕ ⇐⇒ (K
⋄
sd(ϕ)+|E|, (s, E)) |=ML ϕ
⋄.
For E = ∅, we obtain the statement of the lemma. The only interesting case of
this induction is for ϕ = aψ. By the semantics of the sabotage modality, we have
(K \ E, s) |=SML aψ if and only if there exists a transition (t, a, t′) ∈ R \ E such
that (K \ E′, s) |=SML ψ for E′ = E ∪ {(t, a, t′)}. By induction hypothesis, this
holds if and only if
(K⋄sd(ψ)+|E′ |, (s, E
′)) |=ML ψ
⋄. (3.1)
Since we have sd(ψ) + |E′| = (sd(ϕ) − 1) + (|E| + 1) = sd(ϕ) + |E| and there
is an a¯-transition from (s, E) to (s, E′) in the Kripke structure K⋄sd(ϕ)+|E|, the rela-
tion (3.1) holds if and only if
(K⋄sd(ϕ)+|E|, (s, E)) |=ML ^a¯ψ
⋄.
By definition, we have ϕ⋄ = ^a¯ψ⋄ and the claim follows. 
The reduction of the preceding lemma can be used to determine the formula com-
plexity and the program complexity for SML.
Theorem 3.14. For the two parameters of the model checking problem, one has:
1. The model checking problem for SML with a fixed finite Kripke structure can be
solved in linear time with respect to the size of the formula (formula complexity).
2. The model checking problem for SML with a fixed formula can be solved in polyno-
mial time with respect to the size of the finite Kripke structure (program complexity).
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PROOF. By using the reduction from Lemma 3.13 and applying Theorem 1.2,
we can solve the model checking problem for an SML-formula ϕ and a Kripke
structure K in time O(|ϕ⋄| · |K⋄sd(ϕ)|). From the definition of ϕ
⋄, it follows that
|ϕ⋄| = |ϕ|. For a fixed Kripke structure K, we can estimate the size of K⋄sd(ϕ) by
some term in O(|K| · 2|K|), which does not depend on the formula ϕ. It follows
that the formula complexity is linear in |ϕ|.
For a fixed SML-formula ϕ, the number of subsets E ⊆ R with |E| ≤ sd(ϕ) is
bounded by some term in O(|K|sd(ϕ)). Thus, we obtain
|K⋄sd(ϕ)| ∈ O(|K|
sd(ϕ)+1).
It follows that the program complexity is polynomial with respect to |K|. 
3.2 Model-Theoretic Properties
A standard approach to show the decidability of the satisfiability problem for a
given logic is to establish a so-called small model property, which asserts that, if
a formula of the logic is satisfiable, then it has a finite model of size bounded
by some (computable) function of the size of the formula. For example, a small
property holds for the temporal logics LTL and CTL, and the dynamic logic PDL
(cf. [Eme92, HKT00]). Provided that the model checking problem is decidable,
the small model property immediately yields a naive decision procedure for the
satisfiability problem of the given logic: Guess a small structure as a candidate
model of the given formula and check that the formula is satisfied in the structure.
This approach may not be very efficient, but it solves the satisfiability problem.
Modal logic even has a small tree model property: For each satisfiable ML-
formula ϕ, there exists a finite tree of depth at most the maximum number of
nested modalities in ϕ and with a branching degree of at most |ϕ|, which is a
model of ϕ when pointed at the root (cf. [BRV01]).
In this section, we investigate some important model-theoretic properties for
SML. We show that, in contrast to standardmodal logic, SML lacks the treemodel
property and is not invariant under bisimulation. The main result of the section
asserts that SML does not have the finite model property and thus, it also lacks
a small model property. The lack of the finite model property for SML is a first
indication that the satisfiability problem for this logic is undecidable. In fact, the
undecidability of this problem is shown in Section 3.3.
For the definition of the classical model-theoretic properties such as treemodel
property and finite model property as well as the definition of the bisimulation re-
lation (also known as zigzag relation), we refer to [BRV01].
Definition 3.15. Let K = (S,Σ,R, L) be a Kripke structure and let α = a1 . . . an ∈
Σ+ be a non-empty word. We call state s′ ∈ S an α-successor of state s ∈ S if there
is an α-labeled path from s to s′ in K. Since we usually deal with pointed Kripke
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structures (K, s), we also use the expression ‘α-successor’ without reference to a
state as an abbreviation for ‘α-successor of the origin s’. Further, we define the
ML-operators ^α and α by
^α := ^a1 · · ·^an and α := a1 · · ·an .
For some SML-formula ϕ, the formula ^α ϕ expresses that there is an α-successor
where ϕ holds. Analogously, the formula α ϕ asserts that each α-successor satis-
fies ϕ. Finally, we define theML-operators^L and L for finite languages L ⊆ Σ+
by
^L :=
∨
α∈L
^α and L :=
∧
α∈L
α.
Thus, ^Lϕ expresses that there is an α-successor satisfying ϕ for some α ∈ L,
whereas Lϕ asserts that ϕ holds at any α-successor with α ∈ L. We also use
regular expressions to define a finite language L. Further, we set ^∅ = ⊥ and
^{ε}ψ = ψ. For convenience, we additionally define the ML-formula σα for α ∈
Σ+ by σα := ^α⊤, which expresses that there is an α-successor. The formula σL
for finite L ⊆ Σ+ is defined analogously.
In Example 3.3, we have already seen that the number of successors of some
state can be fixed to the value two. As a generalization, we give SML-formulae
that compare the number of successors satisfying some definable property with
constants.
Definition 3.16. For a ∈ Σ, n ∈ N, and an SML-formula ϕ, we define the SML-
formula χn,a(ϕ) by
χ0,a(ϕ) := a¬ϕ, and
χn+1,a(ϕ) := ⊡a · · ·⊡a︸ ︷︷ ︸
n
^aϕ ∧a · · ·a︸ ︷︷ ︸
n+1
a¬ϕ.
We also write χn,a instead of χn,a(⊤) and χa as an abbreviation for χ1,a.
By extending the argument of Example 3.3, it is straightforward to check that
χn,a(ϕ) fixes the number of a-successors that satisfy ϕ:
Fact 3.17. Let K = (S,Σ,R, L) be a Kripke structure, s ∈ S and let ϕ be an SML-
formula. Then (K, s) |= χn,a(ϕ) if and only if state s has exactly n pairwise distinct
a-successors satisfying ϕ. 
In contrast to modal logic, SML lacks central model properties:
Lemma 3.18. The logic SML does not have the acyclic model property. In particular, it
does not have the tree model property and it is not bisimulation-invariant.
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Figure 3.2 Some of the possible cases for an aa-successor
s s′ s′′
a a
(a) Three states
s s′
a
a
(b) Two states
s
a
(c) One state
PROOF. Consider the SML-formula
ϕ := σaa ∧ ⊡a¬σa.
Let K = (S,Σ,R, L) be a Kripke structure with (K, s) |= ϕ for some s ∈ S. By
the first conjunct of ϕ, state s has some aa-successor. In particular, there is an
a-transition r1 := (s, a, s′) ∈ R for some s′ ∈ S. Figure 3.2 shows three out of all
possible cases (there are some more cases with loops). Assume that there is an
other a-transition r2 that differs from r1. Then the second disjunct cannot be sat-
isfied, since we may remove r2 in order to interpret the sabotage modality. Thus,
r1 remains available and the substructure pointed at s does not satisfy ¬σa. It fol-
lows that there is exactly one a-transition in K. But since there is an aa-successor,
this a-transition must be a loop at state s. Thus, the structure K looks like Fig-
ure 3.2(c) (when we ignore other states and b-transitions for b ∈ Σ, b 6= a). That
SML is not bisimulation-invariant follows from the fact that every bisimulation-
invariant logic over Kripke structures necessarily has the tree model property (cf.
[BRV01]). 
Remark 3.19. Another property that reflects the lack of bisimulation invariance
is the capability of SML to ensure that two given paths end in the same state. To
see this, let Σ be some alphabet with z 6∈ Σ. Let α = a1 . . . am and β = b1 . . . bn
be two non-empty words over Σ. Consider the following SML-formula over the
alphabet Σ′ := Σ ∪ {z}:
ϕ := σα ∧ σβ ∧ ασz ∧ βσz ∧z(¬σαz ∧ ¬σβz).
For any Kripke structure K over Σ′ and state s of K, we have (K, s) |= ϕ if and
only if there is an α-successor and a β-successor of s, and all paths from s labeled
by α or β end in the same state (which itself has a single z-successor). The reason
is that the formula contains only one sabotage modality. The formula guarantees
that each α- or β-successor has an outgoing z-transition. But by removing one
single z-transition, every α- or β-successor of s loses its outgoing z-transition. In
other words, the deletion of a z-transition allows to ‘mark’ a distant state such
that we are able to identify this state for later purposes. We use this capability to
establish the lack of finite model property and the undecidability of the satisfia-
bility problem. ◭
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In the remainder of the section, we investigate the finite model property. In con-
trast to modal logic ML where each satisfiable formula also has a finite model (cf.
[BRV01]), this property does not hold for SML.
Theorem 3.20. The logic SML does not have the finite model property.
PROOF. Let ϕ∞ be the following SML-formula over the alphabet Σ = {a, x, z}:
ϕ∞ := ^x¬σa ∧xxσa ∧ (F1)
xa¬σa ∧ (F2)
xχz ∧ xaχz ∧ ⊡z^x¬σz ∧ (F3)
¬σa ∧ ¬σz ∧ ¬σxx ∧ (F4)
⊡z^x(σz ∧^a¬σz). (F5)
Assume that K = (S,Σ,R, L) is a Kripke structure with s ∈ S such that (K, s) |=
ϕ∞. Then the following properties hold. By (F1), there is an x-successor that
has no a-successors and all other x-successors have at least one a-successor. In
particular, state s has an x-successor. By (F2), any x-successor has at most one
a-successor. By combining both properties, it follows that there is exactly one
x-successor without any a-successor and all other x-successors have exactly one
a-successor.
The first two conjuncts of (F3) assert that any x-successor and any xa-successor
has exactly one z-successor. In particular, there is at least one z-transition in
K. The third conjunct of (F3) guarantees that each z-transition starts in some
x-successor: No matter which z-transition is deleted, there is some x-successor
without an outgoing z-transition. But since each x-successor initially has an out-
going z-transition, the deleted transition must start at some x-successor.
The subformula (F4) ensures that s has neither a-successors nor z-successors
and that it does not have an xx-successor. Finally, the subformula (F5) expresses
that for every deleted z-transition there is an x-successor u in the corresponding
submodel with the following property: u has a z-successor v and an a-successor
w such that w has no z-successors.
First, we show that ϕ∞ is satisfiable. For this purpose, let the Kripke structure
K∞ = (S,Σ,R,∅) be defined by
S := {s, t} ∪ {vn | n ∈ N}, and
R := {(s, x, vn) | n ∈ N} ∪ {(vn, z, t) | n ∈ N} ∪ {(vn+1, a, vn) | n ∈ N}.
The initial part of the structure is depicted in Figure 3.3. By verifying each sub-
formula, it is straightforward to check that (K∞, s) |= ϕ∞. The set of x-successors
of s is equal to {vn | n ∈ N} and state v0 constitutes the unique x-successor
without an a-successor. The subformulae (F1)–(F4) are checked directly. For the
subformula (F5), notice that, if the z-transition between vn and t is deleted, then
the x-successor vn+1 still has a z-successor. Further, vn is the unique a-successor
of vn+1 and vn does not have a z-successor in the corresponding substructure.
Thus, the x-successor vn+1 satisfies σz ∧^a¬σz.
64 Chapter 3: Modal Logics with Global Sabotage
Figure 3.3 An infinite model of ϕ∞
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Therefore, K∞ is an infinite model of ϕ∞. It remains to show that each model
of ϕ∞ is infinite. This results from the next two claims.
Claim I. Assume that (K, s) |= ϕ∞ for a Kripke structure K with state s. Then
every z-transition of K starts in an xa-successor of s.
Proof of claim. Towards a contradiction, suppose that K contains a z-transition
that starts in state v, but v is not an xa-successor of s. Hence, even when this z-
transition is removed fromK, the second conjunct of (F3) remains valid: Every xa-
successor of s has exactly one z-successor. Thus, the subformula ^xa¬σz cannot
be satisfied in the substructure ofKwithout this z-transition. This contradicts the
subformula (F5), which asserts that for each removed z-transition of K, there is
some xa-successor without a z-successor. 
Claim II. Assume that (K, s) |= ϕ∞ for a Kripke structure K with state s. Then
state s has infinitely many x-successors.
Proof of claim. Towards a contradiction, suppose that the number of x-successors
of state s is equal to k for some k ∈ N. Because of (F1) and (F2), state s has then at
most k− 1 many xa-successors. Thus, there exists an x-successor v of s that is not
an xa-successor of s. By subformula (F3), state v has a z-successor, but v is not a
xa-successors of s. This contradicts Claim I. 
By the preceding claim, every model of ϕ∞ must have infinitely many states. This
concludes the proof of the theorem. 
Note that not all subformulae of ϕ∞ are necessary to show that the formula has
only infinite models. But we need the special structure of models of ϕ∞ for later
purposes. In forthcoming constructions, we may refer to the unique x-successor
of the origin without an a-successor – which is denoted by v0 in the preceding
model – as the sink state of the model. In figures, we sometimes omit to display
the x- and z-transitions, thus showing only the set of x-successors of the origin.
For example, we left out these transitions in Figure 3.4. Implicitly, the displayed
vertices in these figures are meant to be x-successors of the origin and to have
outgoing z-transitions.
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Figure 3.4 An inverse tree in InvTree(v)
• . . .
r • • • . . .
• • . . .
Remark 3.21. For each model K = (S,Σ,R, L) with (K, s) |= ϕ∞ for some s ∈
S, we may extract an infinite, linearly ordered set from the set X := {v ∈ S |
(s, x, v) ∈ R} of x-successors such that the sink state constitutes the least element
of this set. This approach also yields a ‘constructive’ proof of Theorem 3.20. We
inductively define the set L := {ln | n ∈ N} ⊆ X as follows: Let l0 be the unique
sink state. Now assume that li ∈ X for i ∈ [0, n] is already defined such that all
li’s are pairwise distinct and ln . . . l0 constitutes an a-labeled path from ln to l0. Let
An := {v ∈ X | (v, a, ln) ∈ R}. Since l0 has no a-successor, it follows that l0 6∈ An.
Suppose now that li ∈ An for some i ∈ [1, n]. By construction, li ∈ X has then
two a-successors, namely li−1 and ln, for which li−1 6= ln holds by assumption.
But this contradicts (F2), which asserts that each element of X has at most one
a-successor. It follows that An ∩ {l0 . . . ln} = ∅.
By (F3), state ln has a single outgoing z-transition. When this z-transition is
removed, then (F5) guarantees the existence of some v ∈ X and u ∈ S such that
(v, a, u) ∈ R and u has no outgoing z-transition. But by the second conjunct of
(F3), state u must have had an outgoing z-transition before the transition was
deleted. It follows that u = ln and thus, we have An 6= ∅. Let ln+1 be some ele-
ment of An. By construction, we have ln+1 6∈ {l0 . . . ln} and ln+1 . . . l0 constitutes
an a-labeled path from ln+1 to l0. By induction, we get an a-labeled path
. . .
a
−→ l2
a
−→ l1
a
−→ l0
of pairwise distinct elements in X that is infinite to the left and terminates in the
sink state. ◭
It must be pointed out that X may contain other components than the linear set
L. To get a general idea of ϕ∞-models, we define a substructure of a model of ϕ∞
that consists of the x-successors of the origin:
Definition 3.22. Let K = (S,Σ,R, L) be a Kripke structure with state s ∈ S such
that (K, s) |= ϕ∞. Further, let the set X as above. Then we define
Kx := (X, {a},R ∩ X× {a} × X,∅).
Let v0 ∈ X be the sink state of K. From (F1) and (F2), it follows that each x ∈
X \ {v0} has a unique a-successor in K. This a-successor also belongs to X by
(F3). Thus, v0 remains the only state in Kx without an outgoing a-transition.
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Since all transitions are labeled by a, we may ignore the labels and consider Kx
as a directed graph, where v0 is the only terminal.
The following property follows immediately from the definition of Kx and ϕ∞:
Fact 3.23. Let v be some vertex ofKx. Then there is a uniquely determined path starting
at v. If this path is finite, then it terminates in state v0. 
Remark 3.24. Let InvTree(r) be the class of non-empty inverse directed trees
with root r such that each branch of the tree is infinite. In other words, for each
node v of a tree in InvTree(r) there is a unique path from v to r and v has at least
one predecessor. Further, the root r has no outgoing edge. A typical element of
InvTree(r) is depicted Figure 3.4. By a slight modification of the argument of Re-
mark 3.21, it can be shown that Kx necessarily comprises a tree in InvTree(v0); in
fact, the linear set L can be seen as an element in InvTree(v0). It is straightforward
to check that Kx may contain the following additional components:
 Bi-infinite paths without repetition of vertices, which are unbounded to the
left and to the right. Since v0 is the only terminal, a path bounded to the left
necessarily belongs to InvTree(v0). In fact, there may be ‘bi-infinite inverse
trees’, which have no root and such that each branch is bi-infinite (we omit a
formal definition).
• • •· · · · · ·
 Simple cycles of length at least two, where each vertex v of the cycle may be
the root of some tree in InvTree(v). For example:
∈ InvTree(v) ∈ InvTree(v′)v
•
v′
•
 Trees in InvTree(v) such that there is a loop at v. For example:
∈ InvTree(v)v
In the next section, we use a little bit more general construction for the proof that
the satisfiability problem for SML is undecidable. Instead of the single symbol
a, we will use a finite alphabet Γ with Γ ∩ {x, z} = ∅: Each x-successor of the
origin has at most one Γ-successor and there is exactly one x-successor without a
Γ-successor. We define the more general structure Kx,Γ of x-successors by
Kx,Γ := (X, Γ,R ∩ X× Γ× X,∅).
Accordingly, it will turn out that for every v in Kx,Γ, there is a unique Γ-path that
starts at v. The above structural analysis of models can be readily shifted to this
more general case.
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3.3 Undecidability of the Satisfiability Problem
In this section, we show that the satisfiability problem for SML is undecidable.
To be more precise, we show that the three following decision problems are un-
decidable.
1. Satisfiability. Decide whether a given SML-formula has a model.
2. Finite Satisfiability. Decide whether a given SML-formula has a finite model.
3. Infinity Axiom. Decide whether a given SML-formula is satisfiable, but has
only infinite models.
For this purpose, we introduce three variants of the well-known Post’s Correspon-
dence Problem, which turn out to be undecidable and for which we can give re-
ductions to the aforementioned satisfiability problems for SML. For a general
introduction to Post’s Correspondence Problem, we refer to [HMU01].
Definition 3.25. Let Σ be some finite alphabet with |Σ| ≥ 2. Let α¯ = (α1 . . . αl)
and β¯ = (β1 . . . βl) be two lists of non-empty words over Σ such that both lists
have the same length l ≥ 2. Then we formulate three correspondence problems:
1. (α¯, β¯) ∈ PCP∗ ⇐⇒ there is a finite sequence i1 . . . in of elements in [2, l] such
that the finite words α1αi1 . . . αin and β1βi1 . . . βin are equal.
2. (α¯, β¯) ∈ PCPω ⇐⇒ (α¯, β¯) 6∈ PCP∗ and there is an infinite sequence i1i2 . . . of
elements in [2, l] such that the ω-words α1αi1αi2 . . . and β1βi1βi2 . . . are equal.
3. PCP∞ := PCP∗ ∪ PCPω.
Notice that we require both decompositions to start with α1 and β1, respectively,
and that index 1 does not occur for a second time. The sequences i1 . . . in and
i1i2 . . . are called finite, resp., infinite solutions for the lists α¯ and β¯. Note that
there may be two different kinds of infinite solutions, namely regular solutions,
where the sequence is ultimately periodic, and irregular solutions.
A slight modification of the standard proof for the undecidability of Post’s Cor-
respondence Problem yields the undecidability of the above variants.
Theorem 3.26. The decision problems PCP∗, PCPω, and PCP∞ are undecidable.
PROOF (SKETCH). The standard undecidability proof for the modified Post’s Cor-
respondence Problem, which requires the solution to start with fixed elements of the
givenword lists, uses a reduction from the word problem for Turingmachines (cf.
[HMU01]). We can reuse this reduction: For a Turing machine M, two lists α¯M
and β¯M are constructed in such a way that a finite solution of the correspondence
problem represents an accepting run of M. The word built from the second list
β¯M represents a partial run that is always one configuration ahead with respect
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to the partial run represented by the word built from the first list α¯M. If an accept-
ing state is reached, then the partial solution, where the word according to α¯M is
a prefix of the word according to β¯M, can be completed to a finite solution. If a
configuration with a non-accepting state is reached such that no successor con-
figuration exists, that is, the required transition to continue the partial run is not
defined, then there is no possibility to extend this partial solution. Thus, in the
latter case, neither a finite nor an infinite solution of the correspondence problem
exists. If the Turing machine M does not stop at all, then the word according to
β¯M is always one configuration ahead with respect to the word according to α¯M.
But when taking the limit, the two ω-words built in this way are equal.
Hence, by using the above reduction, we get
1. (α¯M, β¯M) ∈ PCP∗ ⇐⇒ M stops in an accepting state,
2. (α¯M, β¯M) ∈ PCPω ⇐⇒ M does not halt, and
3. (α¯M, β¯M) ∈ PCP∞ ⇐⇒ M does not reach a non-accepting halting configu-
ration.
But clearly, all these decision problems for Turing machines are undecidable by
Rice’s Theorem (cf. [HMU01]). This completes the proof. 
In the remainder of the section, we present reductions from the three correspon-
dence problems to the aforementioned satisfiability problems for SML. Actually,
we show that PCP∗ is related to finite satisfiability, PCPω to infinite axiom, and
PCP∞ to the general satisfiability problem.
Let (α¯, β¯) be a fixed instance of one of the correspondence problems over the
alphabet Σ with |Σ| ≥ 2. We assume α¯ = (α1 . . . αl) and β¯ = (β1 . . . βl) with
l ≥ 2. For convenience, we define I := [1, l] and the alphabets Γ := Σ ∪ {#} and
∆ := Γ ∪ I ∪ {x, z}, where we assume without loss of generality that Σ ∩ (I ∪
{x, z, #}) = ∅.
In order to establish the undecidability of the satisfiability problems, we rep-
resent solutions of the correspondence problems by SML-definable Kripke struc-
tures over the alphabet ∆. We are going to enforce structures that are similar to
the ones in the proof of Theorem 3.20. Solutions are represented by paths in the
substructure Kx,Γ of x-successors of the origin (cf. Definition 3.22), where now
each state of Kx,Γ has at most one g-successor for some g ∈ Γ. Further, we use the
special symbol # for two purposes. On the one hand, it serves as an end marker
to interrupt the inductive process of (F5) of ϕ∞, which guarantees the existence
of predecessors. Thus, the substructure Kx,Γ may be finite in contrast to the one
of the preceding section. On the other hand, the symbol # indicates the beginning
of the path that carries a solution. By Fact 3.23, this path is uniquely determined.
If the path terminates in the sink, then the corresponding solution is finite. Oth-
erwise, the path represents an infinite solution. In the former case, a finite model
can be assumed, whereas in the latter case, the model must be infinite.
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Figure 3.5 Representation of a finite solution
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Solutions are represented by the labeling of these paths. We use I-transitions
to indicate the decomposition of the path labeling into words from the lists α¯
and β¯. Words from the list α¯ start and end in vertices that have an outgoing
I-transition, whereas words from the list β¯ start and end in vertices that have
an incoming I-transition. An outgoing i-transition marks the beginning of the
word αi and an incoming i-transition marks the beginning of the word βi. For
example, Figure 3.5 shows the representation of the finite solution 1, 3, 2 for the
lists α¯ = (ab, b, abaab) and β¯ = (aba, abb, ba). The symbol◮ stands for the unique
sink state of the model, which terminates the path. Note that the words in this
figure are read from right to left. If the solution is finite – as it is the case for the
above example –, then both decompositions end in the sink state and the entire
model can be made finite.
Before we present the SML-specifications to realize this idea, we introduce
some auxiliary notations. For a word α ∈ Σ+ and an SML-formula ψ, we induc-
tively define the SML-formula δα(ψ) by
δa(ψ) := ^aψ and δaα′(ψ) := ^a(¬σI ∧ δα′(ψ)),
where a ∈ Σ and α′ ∈ Σ+. For example, when evaluated at state s0, the formula
δabb(⊤) ensures the existence of a path
s3
b
←− s2
b
←− s1
a
←− s0,
such that neither s1 nor s2 has any I-successor. In particular, δα(ψ) implies σα(ψ).
Now we are ready to present the SML-formula that encodes solutions of the
correspondence problems. It consists of the modified ϕ∞ as described above and
additional subformulae to ensure the correct decomposition of the path starting
at the special symbol #. We explain the meaning of each subformula below. Let
70 Chapter 3: Modal Logics with Global Sabotage
ϕα¯,β¯ be the SML-formula
ϕα¯,β¯ := ^x¬σΓ ∧xxσΓ ∧ (S1)
xΓ¬σΓ ∧ xI¬σI ∧ (S2)
xχz ∧ xΓχz ∧ ⊡z^x¬σz ∧ (S3)
¬σ∆\{x} ∧ ¬σxx ∧ (S4)
⊡z^x
(
(σ# ∧ ¬σz) ∨ (σz ∧^Γ¬σz)
)
∧ (S5)
σx#1 ∧ ⊡#¬σx# ∧ ¬σxΓ# ∧ (S6)
^x(σ11 ∧ ⊡1¬σ1) ∧ (S7)
x
∧
i∈I
[
σi →
[
(δαi (¬σΓ) ∧^iβi¬σΓ) ∨∨
j∈I,j 6=1
(
δαi (σjz) ∧ σiβiz ∧z(¬σαi jz ∧ ¬σiβiz)
)]]
.
(S8)
Throughout what follows, we assume that K = (S,Σ,R, L) is a Kripke structure
with s ∈ S such that (K, s) |= ϕα¯,β¯. We state some consequences of ϕα¯,β¯ to the
structure of K without explicitly mention this assumption.
The subformulae (S1)–(S4) are a modification of (F1)–(F4) of ϕ∞ (cf. Theo-
rem 3.20), but now each letter from Γ = Σ ∪ {#} may play the role of a in ϕ∞.
The arguments for the following properties related to these subformulae are a
straightforward adaptation of the ones for ϕ∞. By subformulae (S1) and (S2), it
follows that:
Fact 3.27. There is exactly one x-successor without any Γ-successor and all other x-
successors have exactly one outgoing g-successor for some g ∈ Γ. 
Further, each x-successor has at most one I-successor. Subformula (S3) asserts
that each x-successor and each xΓ-successor has exactly one z-successor and that
every z-transition starts in some x-successor. By (S4), the origin has only x-
successors and there are no xx-successors.
Subformula (S5) corresponds to (F5) of ϕ∞ and we may adopt the definition
of Kx,Γ for ϕα¯,β¯. But in contrast to ϕ∞, the special symbol # may now interrupt
the inductive process of requiring Γ-predecessors in Kx,Γ: For every deleted z-
transition, there is an x-successor in the corresponding submodel that either has
a #-successor, but no z-successor; or it has a z-successor v and a Γ-successor w
such that w has no z-successors. This means that the z-transition was deleted
at some state u in Kx,Γ that either has an outgoing #-transition (and then it has
no outgoing Σ-transition by (S2)); or u has a Γ-predecessor in Kx,Γ. Note that
Fact 3.23 remains valid.
The subformulae (S6)–(S8) require the path that is contained inKx,Γ and starts
at the special symbol # to encode a solution of the correspondence problem (to be
proved below). By (S6), each model has an x#-successor and only one #-transition
at all. In particular, it follows that:
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Figure 3.6 Decomposition according to subformula (S8)
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(b) Second case
Fact 3.28. There is a unique state with an outgoing #-transition and this state is an
x-successor. In particular, there is a unique x#-successor. 
The unique x#-successor is called initiator. Subformula (S6) implies together with
(S7):
Fact 3.29. There is exactly one 1-transition and it starts and ends at the initiator. 
The argument for the loop is the same as in the proof of Lemma 3.18.
Finally, subformula (S8) asserts together with the preceding subformulae that
for every x-successor v, whenever v has an i-successor for some i ∈ I, then either
one reaches the unique sink state of the model by both words αi and (i · βi), cf.
Figure 3.6(a). Or there is some j ∈ I, j 6= 1 such that one reaches the same x-
successor by both words (αi · j) and (i · βi), cf. Figure 3.6(b). Recall that we have
already seen in Remark 3.19 that SML has the capability to ensure that two given
paths end in the same state. Further, while reading the word αi, all intermediate
states have no outgoing I-transitions, except for the first and, possibly, the last
state. The latter property is due to the definition of δαi .
We are going to prove formally that each model of ϕα¯,β¯ indeed encodes a so-
lution of one of the correspondence problems. This is done by a series of claims
that assert essential properties of such models.
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Fact 3.30. The following holds.
1. Every z-transition starts in an x-successor.
2. Each xΓ-successor is also an x-successor.
3. Every x-successor with an outgoing I-transition has a Σ-successor as well.
4. The unique sink state has no I-successors. In particular, the initiator is distinct from
the sink state.
5. The unique state with an outgoing #-transition has no I-successor and it has no
Γ-predecessor in Kx,Γ.
PROOF. Item 1 follows immediately from (S3). For Item 2, notice that every xΓ-
successor has a z-successor by (S3) and the assertion follows from Item 1.
For Item 3, let v be an x-successor with an outgoing i-transition for some i ∈ I.
Since αi ∈ Σ+, we may assume that αi = aα′ for some a ∈ Σ and α′ ∈ Σ∗. By (S8),
we have δαi (¬σΓ) or δαi (σjz), and therefore σαi in either case. In particular, state v
satisfies ^a⊤ and thus, v has an a-successor.
Item 4 follows directly from Item 3, since the sink state is an x-successor. The
second statement holds, because the initiator, which is an x-successor by Item 2,
has a 1-successor by Fact 3.29. Finally, let v be the x-successor with an outgoing
#-transition, which is uniquely determined by Fact 3.28. Assume that v has an
I-successor. By Item 3, it then has an a-successor for some a ∈ Σ. Thus, v has
two distinct Γ-successors in contradiction to Fact 3.27. Further, subformula (S6)
implies that there is no xΓ#-successor. This establishes Item 5. 
Next, we extract a path within a ϕα¯,β¯-model K that encodes a solution of one of
the correspondence problems. For this purpose, we inductively define a sequence
v0v1 . . . of vertices in Kx,Γ, where this sequence may be finite or infinite. Let v0 be
the unique x-successor with an outgoing #-transition and let v1 be the initiator,
that is, the unique #-successor of v0. Both states are well-defined by Fact 3.28.
By Fact 3.30(2), state v1 is also an x-successor. Suppose that v0 = v1. Then the
formula σxΓ# is true, but this violates (S6). Thus, v0 and v1 are distinct. For the
induction, assume that states v0 . . . vn for n ≥ 1 are already defined such that
each vk for k ∈ [0, n] is an x-successor and vk is the unique Γ-successor of vk−1 for
k ∈ [1, n]. We distinguish two possible cases.
Case 1. State vn has no Σ-successor. By the subformula ¬σxΓ# of (S6) and since
vn is the Γ-successor of the x-successor vn−1, state vn has no #-successor as well.
Since the sink state is the unique x-successor without a Γ-successor, state vn must
be the sink state. In this case, let κ := n + 1.
Case 2. State vn has a Σ-successor. Let vn+1 be this Σ-successor, which is uniquely
determined by (S2). By Fact 3.30(2), state vn+1 is also an x-successor.
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If vn is defined for all n ∈ ω, then we set κ := ω. All together, we have defined a –
possibly infinite – sequence (vn | n < κ) of x-successors. Note that the vn’s do not
need to be pairwise distinct, since we may have a cycle (see also Remark 3.24).
Next, we extract the subsequence of those vn’s that have an I-successor. For
this purpose, we inductively define a sequence j0 j1 . . . of indices with jn < κ for
every n. Let j0 := 1. Recall that v0 has no I-successor by Fact 3.30(5) and that the
initiator v1 has an outgoing 1-transition by Fact 3.29.
Suppose now that jn is already defined such that state vjn has an I-successor.
If there is some m with jn < m < κ such that vm has an I-successor, then let jn+1
be the minimal m with this property. Otherwise, let λ := n + 1. If jn is defined
for all n ∈ ω, then we set λ := ω. For all n < λ, the I-successor of vjn is uniquely
determined by (S2). Thus, we define in for every n < λ by in := i if vjn has an
i-successor. This yields two sequences (jn | n < λ) and (in | n < λ) such that
jn < κ and vjn has an in-successor.
The following statement relates the finiteness of κ and λ.
Fact 3.31. The value κ is finite if and only if the value λ is finite.
PROOF. (⇒): This is clear by the definition of the jn’s as indices of the sequence
(vn | n < κ).
(⇐): Suppose that λ < ω. Note that we have λ ≥ 1 by definition. Thus,
we may set m = λ − 1. Then vjm is the last element in the sequence v1v2 . . .
which has an I-successor, namely an outgoing im-transition. Assume now that
the x-successor vjm satisfies one of the last disjuncts of the subformula (S8). In
particular, there is some j ∈ I, j 6= 1 such that δαim (σjz) holds. Then, after k :=
|αim | < ω steps, we reach the state vjm+k and this state must have a j-successor, in
contradiction to the choice of m. Thus, the first disjunct of (S8) must be satisfied
and vjm+k is equal to the sink state. Therefore, we have κ = jm + k + 1 < ω. 
For convenience, we set jλ := κ− 1 if λ < ω holds. In this case, vjλ is equal to the
sink state. We proceed with some additional properties of the above sequences.
Fact 3.32. Suppose that n < λ. Then
1. i0 = 1 and in ∈ I \ {1} for n ≥ 1,
2. j0 = 1, jn < jn+1, and for all jn < m < jn+1, state vm has no I-successor, and
3. the αin -successor of state vjn is equal to vjn+1 .
PROOF. Recall that vj0 = v1 is equal to the initiator. Thus, Item 1 follows im-
mediately from Fact 3.29. Item 2 follows immediately from the definition of
(jn | n < λ). Item 3 is a consequence of subformula (S8) and the definition of
δαi . 
The strictly increasing sequence (jn | n < λ) represents the states on the path
v1v2 . . . that have an outgoing I-transition. Next, we define a corresponding se-
quence of the I-successors of the states in (vn | n < κ). For this purpose, we
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define a strictly increasing sequence (kn | n < λ) of indices with kn < κ. Re-
call that there is a 1-loop at the initiator v1 = vj0 by Fact 3.29 and that i0 = 1
by Fact 3.32(1). Thus, we set k0 := 1. Suppose now that the strictly increasing
sequence k0 . . . kn is already defined up to n < λ such that state vkm is the im-
successor of vjm for m ∈ [0, n]. Further, assume that n + 1 < λ.
Subformula (S8) guarantees that one reaches the same state by the words (αin ·
in+1) and (in · βin) starting from state vjn . By Fact 3.32(3), the αin -successor of vjn
is equal to vjn+1 . Thus, the in+1-successor of vjn+1 is equal to the (in · βin)-successor
of vjn . By induction hypothesis, the in-successor of vjn is equal to state vkn . Let
kn+1 := kn + |βin |. Since βin is a non-empty word over Σ, we particularly have
kn < kn+1. Further, the in+1-successor of vjn+1 is equal to state vkn+1 , which is the
βin -successor of vkn .
This commutative relation is depicted in Figure 3.7(b). For convenience, we
set kλ := κ − 1 if λ < ω holds.
Regarding the Σ-path v1v2 . . . that is intended to encode a solution of the cor-
respondence problems, the preceding argument ensures that one does not leave
the path when an I-transitions is used starting from some state on the path. Note
that the latter state must be equal to some vjn , since all other states on the path
have no outgoing I-transition. This is an important feature with respect to the
possible structure of a ϕα¯,β¯-model, since otherwise the path may split into dif-
ferent parts of the model (see also Remark 3.24) and we would not be able to
guarantee that the path indeed encodes a solution.
The following counterpart to Fact 3.32 for the sequence (kn | n < λ) follows
immediately from the definition.
Fact 3.33. Suppose that n < λ. Then
1. k0 = 1 and kn < kn+1, and
2. the βin -successor of state vkn is equal to vkn+1 . 
The strictly increasing sequences (jn | n < λ) and (kn | n < λ) yield two decom-
positions of the Σ-path v1v2 . . . into words from the lists α¯ and β¯, respectively.
The decomposition starts at the unique initiator v1 = vj0 = vk0 with the words α1
and β1, respectively (cf. Figure 3.7(c)). By Fact 3.32(1), the index 1 does not occur
again. If the path is finite, i.e., κ < ω holds, then the decomposition terminates in
the unique sink state vκ−1 = vjλ = vkλ (cf. Figure 3.7(a)).
This concludes the preparation and we are ready to state the main result.
Recall that α[m] denotes the prefix of the word α of length m + 1 < ω, that is,
α[m] = α0 . . . αm. For convenience, we set α[−1] := ε to be the empty word.
Lemma 3.34. The following holds.
1. If κ < ω, then α1αi1 . . . αiλ−1 = β1βi1 . . . βiλ−1 .
2. If κ = ω, then (α1αi1αi2 . . .)[m] = (β1βi1βi2 . . .)[m] for all m < ω.
3.3. Undecidability of the Satisfiability Problem 75
Figure 3.7 Decomposition of the path v1v2 . . .
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PROOF. Suppose that κ < ω. By Fact 3.32, we also have λ < ω and in particular,
the indices jλ and kλ are defined. On the one hand, we have v1 = vj0 and vjλ is the
unique sink state. Successive application of Fact 3.32(3) yields that the labeling of
the Σ-path v1 . . . vjλ is equal to the word α1αi1 . . . αiλ−1 .
On the other hand, we have v1 = vk0 and vkλ is the unique sink state. Succes-
sive application of Fact 3.33(2) yields that the labeling of the Σ-path v1 . . . vkλ is
equal to the word β1βi1 . . . βiλ−1 . In particular, both words must be identical and
Item 1 follows.
Now suppose that κ = ω. For m < ω, let µm := max{n | jn ≤ m + 2} and
νm := max{n | kn ≤ m + 2}. Since the sequences (jn | n < λ) and (kn | n < λ)
are strictly increasing, both values are well-defined and finite. By Fact 3.32(3), the
labeling of the Σ-path v1 . . . vm+2 is equal to the word
αi0 . . . αiµm−1 · (αiµm [m + 1− jµm ]) = (α1αi1αi2 . . .)[m].
And by Fact 3.33(2), this labeling is also equal to the word
βi0 . . . βiνm−1 · (βiνm [m + 1− kνm ]) = (β1βi1βi2 . . .)[m].
This concludes the proof. 
Finally, the following theorem relates the three variants of Post’s Correspondence
Problem to the three satisfiability problems for SML and thus, it establishes the
undecidability of the latter problems.
Theorem 3.35. The following holds.
1. (α¯, β¯) ∈ PCP∗ ⇐⇒ ϕα¯,β¯ has a finite model,
2. (α¯, β¯) ∈ PCPω ⇐⇒ ϕα¯,β¯ is satisfiable, but has no finite model, and
3. (α¯, β¯) ∈ PCP∞ ⇐⇒ ϕα¯,β¯ is satisfiable.
In particular, the problems Satisfiability, Finite Satisfiability, and Infinity Axiom for
SML are undecidable.
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Figure 3.8Model for an infinite solution
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PROOF. Item 1. (⇒): Let i1 . . . in be a finite solution for the instance (α¯, β¯).
We omit a formal definition of the model, but a straightforward adaptation of
the finite structure as depicted in Figure 3.5, together with the corresponding x-
transitions from the origin and z-transitions to some designated state, yields a
finite model of ϕα¯,β¯ when pointed at the origin.
(⇐): Suppose that K is a finite model of ϕα¯,β¯. In particular, the substruc-
ture Kx,Γ must be finite. The special symbol # provides the only way to interrupt
the process of (S5), which guarantees the existence of Γ-predecessors. Thus, Kx,Γ
must consist of a single finite Γ-path that starts at the unique state with an outgo-
ing #-transition and ends in the unique sink state. In particular, we have κ < ω
and the set of states of Kx,Γ is equal to {vi | 0 ≤ i < κ} for the states vi as de-
fined above. From Lemma 3.34(1) it follows that i1 . . . iλ−1 is a finite solution and
therefore, we have (α¯, β¯) ∈ PCP∗.
Item 2. (⇒): Let i1i2 . . . be an infinite solution for the instance (α¯, β¯). We fix
some arbitrary a ∈ Σ. Let Kx,Γ be the Kripke structure as depicted in Figure 3.8,
which consists of two unconnected infinite paths: The first one is entirely labeled
by a, unbounded to right, and terminates in the sink state; the second path is
unbounded to the left and labeled with the infinite word #α1αi1αi2 . . . (from right
to left). The first path does not have any I-transitions, while I-transitions are
added to the second path in the same way as for the finite case reflecting the
boundaries of the words from α¯ and β¯ (cf. Figure 3.5). Finally, we add an origin
s and a second state t as well as x-transitions from s to all states in Kx,Γ and z-
transitions from all states in Kx,Γ to t. As before, we omit a formal definition, but
it is easy to see that the resulting structure is indeed an infinite model of ϕα¯,β¯.
From the definition of PCPω it follows that (α¯, β¯) 6∈ PCP∗. By applying Item 1,
the formula ϕα¯,β¯ has therefore no finite model.
(⇐): Suppose that K is an infinite model of ϕα¯,β¯. Assume that the Γ-path
in Kx,Γ that starts at the unique state with an outgoing #-transition and ends in
the unique sink state is finite and thus, we have κ < ω. Then we can extract a
finite model from K by removing all states in Kx,Γ that do not belong to this path.
This contradicts the assumption that ϕα¯,β¯ has only infinite models. Therefore, the
aforementioned pathmust be infinite andwe have κ = ω. From Lemma 3.34(2), it
follows that i1i2 . . . is an infinite solution. By applying Item 1, we obtain (α¯, β¯) 6∈
PCP∗. Together, we have (α¯, β¯) ∈ PCPω.
Item 3 follows immediately from Items 1 and 2. Finally, the undecidability
results are a consequence of Theorem 3.26. 
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Remark 3.36. Let (α¯, β¯) ∈ PCPω. The possible structure of infinite models of
ϕα¯,β¯ determines the structure of infinite solutions. We can always find a model of
ϕα¯,β¯ that consists of two unconnected components. The first component consists
of an infinite path of x-successors that is unbounded to right and that terminates
in the sink state. The labels of the path are arbitrary elements of Σ and it has no
outgoing I-transitions. The infinite solution is encoded in the second component.
An ultimately periodic solution is possible if and only if there is an infinite model
such that the second component is a finite cycle together with a finite ‘tail’ that
starts with the special symbol # (see also Remark 3.24). There are only models
with infinite paths without loops as second component if and only if there are
only irregular solutions of the correspondence problem (cf. Figure 3.8). ◭
3.4 A Normal Form: Pruned Models
Regarding the two kinds of modalities of SML, we observe that there is an asym-
metry between them: Movements, i.e., the evaluation of the standard modalities,
are local, whereas there is a global choice for the transition deletion when eval-
uating the sabotage modalities. For many applications, this may be seen as a
drawback of SML, especially, if the ‘saboteur’ (alias Blocker) also has to move
within the system using the same connections as Runner. To balance the situa-
tion, we introduce two variants of SML in the next chapter where we require that
also the transition deletion is subject to a locality condition. For the first variant,
we require that deleted transitions start at the current state of evaluation. The
corresponding logic is called adjacent sabotage logic ASL. The second balanced
version of SML is called path sabotage logic PSL. For this logic, the deletion of tran-
sitions is combined with a movement that is independent of the one according to
the standard modalities. As a game, this second variant can be seen as a sabotage
game where Blocker also moves through the arena such that exactly those edges
are deleted that were traversed along his path. From the viewpoint of complexity,
we show that these localized versions of SML are as hard as global SML. For a
further discussion of this asymmetry and the drawback for several applications,
we refer to the introduction of Chapter 4.
To establish the hardness of the localized logics, we need a technical result
that we present in this section. In order to give a reduction from the satisfiability
problem for SML to the same problem for the localized logics, we need to know
how to reach all states of an SML-model, that is, we need to keep the location
of states under control. To achieve this aim, we transform a model of a given
SML-formula ϕ into a model where we retain control over its structure: We show
that each model of ϕ can be pruned such that it consists only of those states that
are reachable from the origin by the standard modalities in ϕ, plus a bounded
number of additional states. We call it a pruned model relative to ϕ and the origin.
We define the pruned model in two steps. First, we extract from a model of
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Figure 3.9 Towards a pruned model
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(b) Extracted structure Kϕ,s1
a given SML-formula ϕ the submodel of those states that are reachable by the
standard modalities of ϕ. In the second step, we add additional transitions that
are necessary to retain the truth of ϕ. But we add these transitions in a canonical
way.
Definition 3.37. Let ϕ be an SML-formula over the alphabet Σ. We define the
set of path labels P(ϕ) ⊆ Σ∗ corresponding to the standard modalities of ϕ by
induction on the structure of ϕ.
P(⊤) := P(p) := {ε},
P(ϕ1 ∨ ϕ2) := P(ϕ1) ∪ P(ϕ2),
P(¬ψ) := P(aψ) := P(ψ), and
P(^aψ) := {ε} ∪ {a · pi | pi ∈ P(ψ)}.
Let K = (S,Σ,R, L) be a Kripke structure and s ∈ S. We define the Kripke struc-
ture Kϕ,s := (Sϕ,s,Σ,Rϕ,s, Lϕ,s) to be the structure K restricted to paths in P(ϕ)
starting at s. More formally,
Sϕ,s := {t | t ∈ S and there is a pi-path from s to t in K for some pi ∈ P(ϕ)},
Rϕ,s := {(t, a, t′) | (t, a, t′) ∈ R and there is a pi-path from s to t in K
for some pi ∈ P(ϕ) such that pi · a ∈ P(ϕ)}, and
Lϕ,s := L|Sϕ,s .
Note that, if (K, s) |= ϕ, then the structure Kϕ,s does not need to be a model of ϕ:
There may be ‘dummy’ transitions of K that have to be deleted to satisfy ϕ, but
which are not reachable by the standard modalities of ϕ.
Example 3.38. Consider the SML-formula
ϕ := ^a⊤∧^b^b⊤∧aa^a⊤∧ ⊡b⊡b⊡b⊥.
The Kripke structure K depicted in Figure 3.9(a) is a model of ϕ when pointed at
s1. Since we have P(ϕ) = {ε, a, b, bb}, the Kripke structure Kϕ,s1 merely consists
of the states s1, s2 and is depicted in Figure 3.9(b). But since we cannot delete two
distinct a-transitions, the structure Kϕ,s1 fails to be a model of ϕ. ◭
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Clearly, by the semantics of the global sabotage modality, the exact locations in K
of these dummy transitions are irrelevant. Hence, we may augment the structure
Kϕ,s with these transitions in a canonical way: We add new states, each of which
has a single outgoing transition leading to the origin of Kϕ,s. Further, we can
bound from above the number of dummy transitions. For this purpose, we de-
fine a new complexity measure for SML-formulae. Recall that the sabotage depth
sd(ϕ) of an SML-formula was defined as the maximum number of nested sabo-
tage modalities, counted regardless of their label (cf. Definition 3.11). We modify
this definition such that the labels of transitions are taken into consideration.
Definition 3.39. For an SML-formula ϕ over Σ and a fixed a ∈ Σ, the value
sda(ϕ) specifies the maximum number of nested sabotage modalities a, where
occurrences of b for b 6= a are ignored. Formally, we define
sda(⊤) := sda(p) := 0,
sda(ϕ1 ∨ ϕ2) := max{sda(ϕ1), sda(ϕ2)},
sda(¬ψ) := sda(^bψ) := sda(ψ) for all b ∈ Σ,
sda(aψ) := sda(ψ) + 1, and
sda(bψ) := sda(ψ) for all b ∈ Σ, b 6= a.
Regarding the number of dummy transitions, we show that one needs at most
sda(ϕ) extra a-transitions for each a ∈ Σ that are added to Kϕ,s in order to obtain
a model of ϕ.
Let K = (S,Σ,R, L) be a Kripke structure with countably many states. For
two subsets Z,Z′ ⊆ R of transitions with Z′ ⊆ Z and a ∈ Σ, we define the value
diffa(Z,Z′) ≤ ℵ0 to be the difference of the number of a-transitions in Z and the
number of a-transitions in Z′. Formally, we set
diffa(Z,Z′) := |(Z \ Z′) ∩ (S× {a} × S)|.
Let κaϕ,s < ℵ0 be the minimum of sda(ϕ) and the number of a-transitions inK that
are not present in Kϕ,s:
κaϕ,s := min{sda(ϕ), diffa(R,Rϕ,s)}.
Let the Kripke structure K∗ϕ,s := (S
∗
ϕ,s,Σ,R
∗
ϕ,s, Lϕ,s) be defined by
S∗ϕ,s := Sϕ,s ∪ {s
a
i | a ∈ Σ ∧ i ∈ [1, κ
a
ϕ,s]}, and
R∗ϕ,s := Rϕ,s ∪ {(s
a
i , a, s) | a ∈ Σ ∧ i ∈ [1, κ
a
ϕ,s]},
where Kϕ,s = (Sϕ,s,Σ,Rϕ,s, Lϕ,s) is the above defined structure. We assume that
sai 6∈ Sϕ,s for each a ∈ Σ and i ∈ [1, κ
a
ϕ,s]. The structureK
∗
ϕ,s is said to be the pruned
model of K relative to ϕ and s.
Before we proceed to show that K∗ϕ,s is indeed a model of ϕ, we continue Exam-
ple 3.38.
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Figure 3.10 Pruned model K∗ϕ,s1 of ϕ for K as in Figure 3.9(a)
sa1
sa2
sb1
s1 s2
a
b
a
a
b
Example 3.40. For the formula ϕ and the model K of Example 3.38, we obtain
sda(ϕ) = 2 and sdb(ϕ) = 3. Further, we have
diffa(R,Rϕ,s1) = 3 and diffb(R,Rϕ,s1) = 1.
It follows that κaϕ,s1 = 2 and κ
b
ϕ,s1 = 1. Thus, the Kripke structure K
∗
ϕ,s1 is equal to
the one depicted in Figure 3.10. ◭
In the remainder of the section, we show that K∗ϕ,s is a model of ϕ if and only if K
is a model of ϕ when both structures are pointed at state s.
Theorem 3.41. Suppose that ϕ is an SML-formula and K = (S,Σ,R, L) is a Kripke
structure with s ∈ S. Then
(K, s) |= ϕ ⇐⇒ (K∗ϕ,s, s) |= ϕ.
PROOF. The proof is by induction on the structure of ϕ. For the atomic cases
ϕ = ⊤ and ϕ = p, we have P(ϕ) = {ε} and κaϕ,s = 0 for every a ∈ Σ. Hence, we
obtain S∗ϕ,s = {s}. Recall that the labeling function of K
∗
ϕ,s is equal to the one of
K when restricted to S∗ϕ,s. Thus, (K, s) is a model of ϕ if and only if (K
∗
ϕ,s, s) is a
model of ϕ.
By induction and the fact that K∗ψ,s is isomorphic to K
∗
¬ψ,s, there is nothing to
do for the case ϕ = ¬ψ. For the disjunction, we claim
Claim I. Suppose that ϕ = ψ ∨ χ. Then (K∗ϕ,s)
∗
ψ,s
∼= K∗ψ,s and (K
∗
ϕ,s)
∗
χ,s
∼= K∗χ,s.
Proof of claim. By symmetry, it is enough to show the first assertion. Since we
have P(ψ) ⊆ P(ϕ), it is straightforward to check that Sψ,s ⊆ Sϕ,s and Rψ,s ⊆ Rϕ,s.
Since the additional states sai in K
∗
ϕ,s do not belong to Sϕ,s, it follows that (K
∗
ϕ,s)ψ,s
is isomorphic to Kψ,s. Hence, it suffices to show that the same number of states sai
is added to either model for each a ∈ Σ. For a ∈ Σ, let λa be the number of states
sai in (K
∗
ϕ,s)
∗
ψ,s, that is,
λa := min{sda(ψ), diffa(R∗ϕ,s,Rψ,s)}.
Case 1. Assume that sda(ϕ) ≤ diffa(R,Rϕ,s). On the one hand, since we have
(sai , a, s) ∈ R
∗
ϕ,s \ Rϕ,s ⊆ R
∗
ϕ,s \ Rψ,s for every i ∈ [1, κ
a
ϕ,s], it follows that
diffa(R∗ϕ,s,Rψ,s) ≥ κ
a
ϕ,s = sda(ϕ) ≥ sda(ψ).
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Hence, we get λa = sda(ψ). On the other hand, since we have Rψ,s ⊆ Rϕ,s, it
follows that
sda(ψ) ≤ sda(ϕ) ≤ diffa(R,Rϕ,s) ≤ diffa(R,Rψ,s),
and thus κaψ,s = sda(ψ). Together, we get κ
a
ψ,s = λ
a.
Case 2. Assume that sda(ϕ) > diffa(R,Rϕ,s). Then there is a one-to-one corre-
spondence between a-transitions in R∗ϕ,s and a-transitions in R. Since we have
Rψ,s ⊆ R and Rψ,s ⊆ R∗ϕ,s, we therefore get diffa(R
∗
ϕ,s,Rψ,s) = diffa(R,Rψ,s) and
hence
κaψ,s = min{sda(ψ), diffa(R,Rψ,s)} = λ
a.
Thus, for each a ∈ Σ, the same number of states sai together with corresponding
transitions (sai , a, s) is added in either case. It follows that (K
∗
ϕ,s)
∗
ψ,s is isomorphic
to K∗ψ,s. 
Now we are ready to show the inductive step for ϕ = ψ ∨ χ:
(K, s) |= ϕ
⇐⇒ (K, s) |= ψ or (K, s) |= χ
⇐⇒ (K∗ψ,s, s) |= ψ or (K
∗
χ,s, s) |= χ by induction
⇐⇒ ((K∗ϕ,s)
∗
ψ,s, s) |= ψ or ((K
∗
ϕ,s)
∗
χ,s, s) |= χ by Claim I
⇐⇒ (K∗ϕ,s, s) |= ψ or (K
∗
ϕ,s, s) |= χ by induction
⇐⇒ (K∗ϕ,s, s) |= ϕ.
This concludes the case for disjunctions. For the standard modalities, we claim
that
Claim II. Suppose that ϕ = ^aψ and t ∈ S with (s, a, t) ∈ R. Then (K∗ϕ,s)
∗
ψ,t
∼=
K∗ψ,t.
Proof of claim. Let t ∈ S with (s, a, t) ∈ R. If there is a pi-path from t to v in K
for some pi ∈ P(ψ), then there is an (a · pi)-path from s to v in K and we have
a · pi ∈ P(ϕ) by definition of P(ϕ). Hence, we obtain Sψ,t ⊆ Sϕ,s. Analogously,
we have Rψ,t ⊆ Rϕ,s. Thus, (K∗ϕ,s)ψ,t is isomorphic to Kψ,t and it suffices to show
that the same number of states sbi is added to either model for each b ∈ Σ. By
applying the equality sdb(ϕ) = sdb(ψ) for every b ∈ Σ, this can be shown by the
same argument as for Claim I, where we now use Rψ,t and κbψ,t instead of Rψ,s and
κaψ,s. 
By applying Claim II, we can establish the inductive step for ϕ = ^aψ. Since
we have ε ∈ P(ψ), it follows that a ∈ P(ϕ). By definition of K∗ϕ,s, there is no
a-transition from s to any sbi , b ∈ Σ. Hence, we obtain
t ∈ S ∧ (s, a, t) ∈ R
⇐⇒ t ∈ Sϕ,s ∧ (s, a, t) ∈ Rϕ,s
⇐⇒ t ∈ S∗ϕ,s ∧ (s, a, t) ∈ R
∗
ϕ,s.
(3.2)
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Therefore, we can conclude that
(K, s) |= ϕ
⇐⇒ ∃t ∈ S : (s, a, t) ∈ R ∧ (K, t) |= ψ
⇐⇒ ∃t ∈ S : (s, a, t) ∈ R ∧ (K∗ψ,t, t) |= ψ by induction
⇐⇒ ∃t ∈ S : (s, a, t) ∈ R ∧ ((K∗ϕ,s)
∗
ψ,t, t) |= ψ by Claim II
⇐⇒ ∃t ∈ S : (s, a, t) ∈ R ∧ (K∗ϕ,s, t) |= ψ by induction
⇐⇒ ∃t ∈ S∗ϕ,s : (s, a, t) ∈ R
∗
ϕ,s ∧ (K
∗
ϕ,s, t) |= ψ by (3.2)
⇐⇒ (K∗ϕ,s, s) |= ϕ.
This concludes the case for standardmodalities. Finally, we claim for the sabotage
modalities that
Claim III. Suppose that ϕ = aψ. Then the following holds.
1. For every t, t′ ∈ S∗ϕ,s with (t, a, t
′) ∈ R∗ϕ,s, there are u, u
′ ∈ Swith (u, a, u′) ∈ R
such that
(K∗ϕ,s \ {(t, a, t
′)})∗ψ,s
∼= (K \ {(u, a, u′)})∗ψ,s.
2. For every u, u′ ∈ Swith (u, a, u′) ∈ R, there are t, t′ ∈ S∗ϕ,s with (t, a, t
′) ∈ R∗ϕ,s
such that
(K∗ϕ,s \ {(t, a, t
′)})∗ψ,s
∼= (K \ {(u, a, u′)})∗ψ,s.
Proof of claim. Let ϕ = aψ. By definition, we have P(ϕ) = P(ψ) and it follows
that Sϕ,s = Sψ,s and Rϕ,s = Rψ,s.
To establish Item 1, we distinguish two cases. Let t, t′ ∈ S∗ϕ,s with (t, a, t
′) ∈
R∗ϕ,s. Then the transition (t, a, t
′) either belongs to Rϕ,s or it is a transition from
some sai to the origin s.
Case 1. Assume that (t, a, t′) ∈ Rϕ,s. Then we have (t, a, t′) ∈ R and we may set
u := t and u′ := t′. First, we establish the following isomorphism:
(K∗ϕ,s \ {(t, a, t
′)})ψ,s ∼= (K \ {(u, a, u′)})ψ,s. (3.3)
Let S1 and S2 be the state sets of the structures on the left and on the right of (3.3),
respectively. Further, let R1 and R2 be the corresponding transition relations. It
suffices to show that S1 = S2 and R1 = R2. By definition, we have v ∈ S1 if and
only if there is a pi-path from s to v in K∗ϕ,s \ {(t, a, t
′)} for some pi ∈ P(ψ). The
latter condition actually means that there is a sequence
ρ = (v0, a0, v1) . . . (vn−1, an−1, vn)
with v0 = s, vn = v, and (vi, ai, vi+1) ∈ R∗ϕ,s \ {(t, a, t
′)} for every i < n such
that a0 · · · an−1 ∈ P(ψ). Since none of the states sbi for b ∈ Σ has an incoming
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transition, it follows that vi ∈ Sϕ,s for every i ≤ n and (vi, ai, vi+1) ∈ Rϕ,s \
{(t, a, t′)} for every i < n. By definition, we also have vi ∈ S for every i ≤ n
and (vi, ai, vi+1) ∈ R \ {(t, a, t′)} for every i < n. Hence, the sequence ρ is also a
pi-path from s to v in K \ {(t, a, t′)}. It follows that v ∈ S2.
Conversely, let v ∈ S2 and let ρ be a pi-path from s to v in K \ {(t, a, t′)} for
pi ∈ P(ψ) as above. Then ρ[i] is a pi[i]-path from s to vi with pi[i] ∈ P(ϕ) for every
i < n. Recall that ρ[i] denotes the prefix of ρ of length i + 1. Hence, we have vi ∈
Sϕ,s for every i ≤ n and (vi, ai, vi+1) ∈ Rϕ,s \ {(t, a, t′)} for every i < n. It follows
that the sequence ρ is a pi-path from s to v in Kϕ,s \ {(t, a, t′)} ⊆ K∗ϕ,s \ {(t, a, t
′)}.
Thus, we also have v ∈ S1. Together, we have established S1 = S2. The equality
R1 = R2 is shown analogously.
Next, we show that the same number of states sbi is added to either model in
(3.3) for every b ∈ Σ. If sdb(ϕ) > diffb(R,Rϕ,s), then the set of b-transitions in R∗ϕ,s
has the same cardinality as the set of b-transitions in R. Since we have R1 = R2,
it follows
diffb(R
∗
ϕ,s \ {(t, a, t
′)},R1) = diffb(R \ {(t, a, t
′)},R2).
Conversely, if sdb(ϕ) ≤ diffb(R,Rϕ,s), then the number of states sbi inK
∗
ϕ,s is equal
to sdb(ϕ). Further, there are sdb(ϕ) many b-transitions in R∗ϕ,s \ Rϕ,s. Since we
have R1 ⊆ Rϕ,s, sda(ϕ) = sda(ψ) + 1 and sdb(ϕ) = sdb(ψ) for b 6= a, it follows
that
diffb(R \ {(t, a, t
′)},R2) ≥ diffb(R
∗
ϕ,s \ {(t, a, t
′)},R1) ≥ sdb(ϕ) ≥ sdb(ψ).
Hence, the number of states sbi that are added to both models in (3.3) is equal to
sdb(ψ).
This concludes the first case and we turn to the second case.
Case 2. Assume that the transition (t, a, t′) is identical with (sai , a, s) for some i ∈
[1, κaϕ,s]. Then we have κ
a
ϕ,s > 0 and thus, there are u, u
′ ∈ S with (u, a, u′) ∈
R \ Rϕ,s by definition of K∗ϕ,s. We use the same notation as in the first case. It is
straightforward to check that S1 = S2 = Sϕ,s and R1 = R2 = Rϕ,s. Thus, both
models of (3.3) are also isomorphic for this case. Assume that b 6= a. Then it
follows
min{sdb(ψ), diffb(R
∗
ϕ,s \ {(s
a
i , a, s)},R1)}
= min{sdb(ϕ), diffb(R
∗
ϕ,s,Rϕ,s)} since b 6= a
= min{sdb(ϕ), κ
b
ϕ,s} by definition of K
∗
ϕ,s
= κbϕ,s by definition of κ
b
ϕ,s.
But we also have
min{sdb(ψ), diffb(R \ {(u, a, u
′)},R2)}
= min{sdb(ϕ), diffb(R,Rϕ,s)} since b 6= a
= κbϕ,s by definition of κ
b
ϕ,s.
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Thus, the same number of states sbi is added to either model of (3.3).
Conversely, assume that b = a. Recall that we have (u, a, u′) 6∈ R2. Thus, it
follows that
min{sda(ψ), diffa(R∗ϕ,s \ {(s
a
i , a, s)},R1)}
= min{sda(ϕ)− 1, κaϕ,s − 1}
= κaϕ,s − 1,
and
min{sda(ψ), diffa(R \ {(u, a, u′)},R2)}
= min{sda(ϕ)− 1, diffa(R,Rϕ,s)− 1}
= min{sda(ϕ), diffa(R,Rϕ,s)} − 1
= κaϕ,s − 1.
Therefore, the same number of states sbi is added to either model of (3.3). This
concludes the proof of Item 1.
We turn to Item 2. If (u, a, u′) ∈ Rϕ,s, then we set t := u and t′ := u′. The proof
of the assertion is then exactly the same as for Case 1 of Item 1. Now assume
that (u, a, u′) ∈ R \ Rϕ,s. Since we have sda(ϕ) ≥ 1, it follows that κaϕ,s ≥ 1. In
particular, the state sa1 ∈ S
∗
ϕ,s \ Sϕ,s is defined and we have (s
a
1, a, s) ∈ R
∗
ϕ,s. Thus,
we may set t := sa1 and t
′ := s. Then we simply repeat the proof of Case 2 of
Item 1. 
Nowwe are ready to show the last inductive step, that is, the case for the sabotage
modalities. Let ϕ = aψ. By applying Claim III, we can conclude that
(K, s) |= ϕ
⇐⇒ ∃u, u′ ∈ S : (u, a, u′) ∈ R ∧ (K \ {(u, a, u′)}, s) |= ψ
⇐⇒ ∃u, u′ ∈ S : (u, a, u′) ∈ R ∧ ((K \ {(u, a, u′)})∗ψ,s, s) |= ψ by induction
⇐⇒ ∃t, t′ ∈ S∗ϕ,s : (t, a, t
′) ∈ R∗ϕ,s ∧ ((K
∗
ϕ,s \ {(t, a, t
′)})∗ψ,s, s) |= ψ by Claim III
⇐⇒ ∃t, t′ ∈ S∗ϕ,s : (t, a, t
′) ∈ R∗ϕ,s ∧ (K
∗
ϕ,s \ {(t, a, t
′)}, s) |= ψ by induction
⇐⇒ (K∗ϕ,s, s) |= ϕ.
This concludes the proof of the theorem. 
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3.5 Additional Remarks
3.5.1 Fragments of SML
Regarding the complexity of the formulae that enforce infinite models and en-
code solutions of Post’s Correspondence Problem, respectively, we observe that
both ϕ∞ and ϕα¯,β¯ have a sabotage depth of 1 (cf. Definition 3.11). In other words,
there are no nested sabotage modalities in either formula. Thus, the only decid-
able fragment of SML with respect to a bounded sabotage depth is modal logic
ML, that is, the fragment of formulae without sabotage modalities. On the other
hand, we have already seen in Theorem 3.14 that model checking for a fixed
SML-formula can be done in time O(|ϕ| · |K|sd(ϕ)+1). In particular, for SML-
formulae with a sabotage depth of 1 the complexity of model checking belongs
to O(|ϕ| · |K|2).
Note that both formulae ϕ∞ and ϕα¯,β¯ rest on the universal sabotage modal-
ity ⊡. But we can even find formulae in the ‘existential sabotage’ fragment of
SML that witness the lack of the finite model property and the undecidability of
satisfiability, respectively. Let SML be the fragment of SML that consists of for-
mulae in negation normal form that do not use the ⊡-modality. More formally,
the fragment is induced by the following grammar:
ϕ ::= ⊤ | ⊥ | p | ¬p | ϕ ∨ ϕ | ϕ ∧ ϕ | ^aϕ | aϕ | aϕ,
where p ∈ Prop and a ∈ Σ. Let γn be the SML-formula of Definition 3.7. Since
the sabotage game is determined, Blocker has a winning strategy in G if and only
if (KA, vin) |= ¬γ|η| for any sabotage game G = (A, vin, F) with arenaA = (V, η)
and reachability condition F. Further, ¬γn belongs to SML. Thus, the model
checking problem for that fragment remains PSPACE-complete.
We observe that there are two occurrences of a ⊡z-modality in the formula ϕ∞
(cf. Theorem 3.20), namely within the subformula that requires all z-transitions to
start at some x-successor (last conjunct of subformula (F3)) and for the inductive
process that guarantees the existence of a-predecessors (subformula (F5)). Note
that the subformula χz = ^z⊤ ∧ zz⊥ belongs to SML. An analysis of the
proof of Theorem 3.20 shows that we do not need to speak about each z-transition
in the structure, but only about the z-transitions that start at the x-successors of
the origin. Thus, we can avoid the ⊡z-modality of the inductive process by using
the standard universal modality x in combination with the existential sabotage
modality z. To this end, we have to ensure that we come back to the origin from
each x-successor, say, by using an x¯-transition.
Additionally, with respect to the encoding of Post’s Correspondence Problem,
it is helpful to ensure that each xa-successor is already an x-successor. By the stan-
dard technique of bringing together the endings of two paths, both conditions
can be easily realized. Let ϕˆ∞ be the SML-formula ϕ∞ without the two afore-
mentioned subformulae, that is, without the last conjunct of subformula (F3) and
86 Chapter 3: Modal Logics with Global Sabotage
without subformula (F5). Besides the label x¯, we introduce a new label y that is
intended to mark the origin. We add the following subformula to ϕˆ∞:
xχx¯ ∧ xaχx¯ ∧ σy ∧ xx¯σy ∧ xax¯σy ∧y(¬σy ∧ xx¯¬σy ∧ xax¯¬σy).
This formula guarantees that each x-successor and each xa-successor has exactly
one outgoing x¯-transition that leads back to the origin. Together with the other
subformulae of ϕˆ∞, we can then ensure that each xa-successor is already an x-
successor by the subformula
xaz^x¯x¬σz.
To see this, note that each xax¯-path necessarily leads back to the origin, but each
x-successor of the origin initially has an outgoing z-transition. To realize the in-
ductive process, we can now add the subformula
xz(¬σz ∧^x¯x(σz ∧^a¬σz)).
Clearly, we capture each z-transition that starts at some x-successor. Since each
xx¯-path necessarily leads back to the origin, we indeed get the full power of ⊡z
evaluated at the origin (restricted to z-transitions that start at x-successors). It
is straightforward to check that the modified model of Figure 3.3 with the addi-
tional transitions (vn, x¯, s) for each n ∈ N is indeed an infinite model of ϕˆ∞.
We briefly sketch the proof that every model of ϕˆ∞ is necessarily infinite. Each
x-successor and each xa-successor of a model carries an outgoing z-transition. By
the inductive process, it follows that each x-successor is already an xa-successor.
Suppose now that there is a finite model with kmany x-successors. Since there is
exactly one x-successor with no outgoing a-transition and all other x-successors
have exactly one outgoing a-transition, the number of xa-successors is k − 1.
Hence, there is an x-successor that is not an xa-successor. Contradiction. Note
that not all subformulae are necessary to obtain this result, but with respect to the
satisfiability problem, we need the additional structural properties of ϕˆ∞-models.
The adjustment of the formula ϕα¯,β¯ is quite similar. For the inductive process
(S5), we use a straightforward adaptation of the above construction, where now
the special symbol # may interrupt the process. In order to encode Post’s Corre-
spondence Problem and to show the undecidability of the satisfiability problem
(cf. Theorem 3.35), it again suffices to restrict all universal sabotage modalities
to transitions that start at x-successors of the origin. For example, instead of re-
quiring that there is only one 1-transition and one #-transition at all (cf. (S6) and
(S7)), it suffices to ensure that there is only one x-successor that has an outgoing
1-transition and only one x-successor that has an outgoing #-transition. Together
with the other subformulae of ϕα¯,β¯, this can easily be realized by the formula
1x¬σ1 ∧#x¬σ#.
Further, we have to take care that this 1-transition is a loop (cf. (S7)). But we can
also enforce a 1-loop by the ‘existential’ formula
^x(χz ∧ χ1 ∧ 1χz ∧z(¬σz ∧ ¬σ1z)).
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Since all other subformulae already belong to the fragment SML, we merely
need to make the aforementioned replacements for ⊡-modalities. To summarize,
we have sketched the proof of the following result:
Theorem 3.42. Even the existential fragment SML lacks the finite model property and
all three satisfiability problems remain undecidable for this fragment. 
3.5.2 Comparison of the Logics and their Complexities
The sabotagemodal logic SML is an extension ofmodal logicML that is capable of
expressing elementary changes of structures, namely the removal of transitions.
Modal logic is a rather tame formalism for specifying properties of transition sys-
tems. We have seen that the addition of a cross-model modality that captures the
(global) deletion of edges already strengthens modal logic in such a way that all
the nice algorithmic and model-theoretic properties of modal logic get lost (for
example, the finite model property and the invariance under bisimulation). From
the viewpoint of algorithmic complexity, we can extend the picture of Chapter 1
by the intermediate logic SML as follows.
Logic Combined Formula Program Satisfiability
ML PTIME-complete in PTIME in PTIME PSPACE-complete
SML PSPACE-complete in PTIME in PTIME undecidable
FO PSPACE-complete PSPACE-complete in PTIME undecidable
Note that the model checking problem for first-order logic with a fixed-structure
is PSPACE-complete even for very simple structures that consist only of two
states (cf. [Var82]). From the viewpoint of algorithmic complexity and model-
theoretic properties, the sabotage modal logic SML much more resembles first-
order logic than modal logic, except for the polynomial (in fact, linear) formula
complexity of model checking.
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Chapter 4
Games and Logics with Local Sabotage
At the beginning of Section 3.4, we have already discussed the asymmetry of the
two kinds of modalities of SML, namely the local movement that corresponds to
the standard modalities in contrast to the global transition deletion of the sabo-
tage modalities. This may be seen as a drawback and that is why SML fails to
be an appropriate formalism for some problems where the underlying structure
dynamically changes. To see this, let us briefly repeat three of the five situations
that we sketched in the introduction:
1. For car navigation systems, a natural question may be the following one: Is it
possible to find a way between two cities of a traffic network where connec-
tions are canceled, e.g., caused by road works or traffic jams?
2. Consider a computer network where connections between servers may break
down, or servers may stop working, e.g., caused by technical malfunction or
wilful damage. Some natural questions arise for such networks: Is it possible,
regardless of the removed connections, to interchange information between
two designated servers? Is there a protocol that guarantees the reachability
of a destination?
3. Finally, Euler’s famous problem of the Seven Bridges of Königsberg and related
questions may be viewed as dynamic problems. The question is whether it
is possible to walk with a route that crosses each bridge exactly once and to
return to the starting point. In order to use sabotage logics for the specifica-
tion, we agree that an edge of a graph is removed after it was used for the
first time.
The logic SML seems to be an appropriate formalism for the first problem: Usu-
ally, the canceling of connections is global and (almost) independent of a move-
ment within the system. This may be also true for the second problem, e.g., when
a server crashes or is switched off by an administrator. But for other dynamic
problems related to computer networks, SML fails to be a realistic model, espe-
cially, if the ‘saboteur’ also depends on the connections of the network. For exam-
ple, a computer virus usually comes along with unsuspicious data and it needs
to use the same internet connections before it reaches the target that it wants to
block. Thus, if we want to adapt our sabotage game of Section 2.1, we may re-
quire that Runner and Blocker always move together, in the sense that Blocker is
only allowed to remove edges that are adjacent to the current position of Runner.
Finally, for the third problem we need some kind of ‘path sabotage’, that is,
we want that the ‘saboteur’ also moves within the system and such that exactly
those edges are deleted that were used along his path.
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The latter two situations motivate the study of sabotage games and sabotage
logics where the asymmetry between the two players, resp., modalities is bal-
anced. It is also of interest whether the global power of transition deletion causes
the high complexity of SML, that is, the shift from PTIME-complete model check-
ing forML to the PSPACE-complete model checking for SML. Further, the natural
question arises whether central model-theoretic properties – such as finite model
property – are true for sabotage logics with a localized deletion andwhether these
logics are decidable with respect to the satisfiability problem.
For this purpose, we require that also the deletion of edges and transitions,
respectively, is subject to a locality condition. In Section 4.1, we introduce adjacent
sabotage games and a variant of SMLwhere sabotagemodalities refer to transitions
that start at the current state of evaluation. This logic is called adjacent sabotage
logicASL. In Section 4.2, we present a balanced version of the sabotage gamewith
‘deletion by moving’, which is called path sabotage game. For the corresponding
sabotage logic, the deletion of transitions is combined with a movement that is
independent of the one according to the standard modalities. Hence, the current
position for the evaluation of formulae becomes a pair of states. We call this latter
logic path sabotage logic PSL. For better distinction, we also refer to the sabotage
game and to the sabotage logic SML of Chapter 2 as global sabotage game and global
sabotage logic, respectively.
For the adjacent sabotage game, we consider two game objectives: the reach-
ability condition and the complementary winning condition, namely the avoid-
ance of vertices (also known as safety condition). The latter game is in the style of
Conway’s famous Angel Game [Con96], when played on a finite arena. The com-
plexity of solving adjacent sabotage games with a reachability condition turns out
to be lower than the one for the global sabotage game, while the complexity for
the avoidance condition remains PSPACE-complete.
Regarding the path sabotage game, we focus on the reachability condition.
We show that the problem of solving these games is also PSPACE-complete. But
the main result of this chapter is that, from the viewpoint of complexity, both lo-
calized variants of a sabotage logic do not differ from the global sabotage logic
SML. The model checking problems are as hard as for SML, both logics lack
the finite model property, and the satisfiability problems remain undecidable.
For the latter results, we use appropriate reductions from the same problems for
SML, where we apply the normal form of SML-models that was presented in
Section 3.4, namely pruned models relative to a given SML-formula.
We conclude this chapter with a brief summary of these results and a compar-
ison of sabotage logics in Section 4.3. Portions of the content of Section 4.2 were
published together with Section 3.4 in [Roh04].
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4.1 Adjacent Sabotage
We start the investigation of localized sabotage games and logics with the so-
called adjacent sabotage. As an adaptation of the global sabotage game this means
that Blocker cannot delete arbitrary edges of the arena, but only edges that start
at the current position of Runner. In this sense, Blocker come along with Runner
and he can only block one of the available successors of the current vertex. As
a logic, this approach leads to the adjacent sabotage logic ASL, which augments
modal logic with an adapted cross-model modality referring to submodels from
which an adjacent transition – with respect to the current state of evaluation – has
been removed.
4.1.1 Adjacent Sabotage Games
The adjacent sabotage game is a straightforwardmodification of the global sabotage
game and is also played over a multi-graph A = (V, ηin), cf. Definition 2.2. The
only difference is that, if (1, v, η) is the current position, then Blocker removes an
edge that starts at v, that is, he chooses v′ ∈ V with η(v, v′) > 0 and (0, v, ηv,v′)
becomes the successor position. Recall that ηv,v′ is equal to the function η where
the value of (v, v′) is reduced by one. Again, both players are not permitted to
pass. We focus on directed multi-graphs as arenas.
As game objective, we start with the reachability condition. Note that now, in
contrast to the global sabotage game, both players can get stuck: If the vertex of
the current position has no successor, then the player immediately loses whose
turn it is. A vertex s ∈ V with η(s, v) = 0 for all v ∈ V is called an η-sink of V.
Since Runner wins if he can lead the play to an η-sink, we may omit to specify
a set of final vertices by using sinks instead. Conversely, Blocker wins if it is his
turn and the current state has only one outgoing edge with respect to the current
function of edges. We write G = (A, vin) to specify the game, whereA = (V, ηin)
is an arena and vin ∈ V is an initial vertex.
Remark 4.1. The set of ηin-sinks remains stable during a play: If state v was not
an ηin-sink and η ≤ ηin is the current function of edges, then either v remains
a non-sink with respect to η or Blocker immediately wins. In other words, if v
becomes an η-sink and it was not an ηin-sink before, then the current position is
(0, v, η) and Runner loses. ◭
Remark 4.2. Let G be an adjacent sabotage game with a reachability condition.
The same arguments as for Lemmas 2.9 and 2.10 show that, if Runner has a win-
ning strategy at all, then he also has a winning strategy such that vertices are
visited at most once. Further, any multi-graph arena can be transformed into a
single-graph arena (possibly at the cost of additional final vertices) such that the
games over both arenas are equivalent and the size of the new arena is linear in
the size of the original arena. ◭
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Since the number of edges continuously decreases, this game is also finite and
thus, it is determined. In the proof of Lemma 2.5, we have seen how guaranty
games can be solved by applying an attractor construction, see also [Tho95]. A
slight modification of this construction yields a procedure to solve adjacent sabo-
tage games with a reachability condition in linear time with respect to the size of
the arena. Further, the proof shows that the game is positional determined.
Lemma 4.3. Let G = (A, vin) be an adjacent sabotage game with reachability as game
objective. The winning regions of both players can be computed in time O(|A|).
PROOF. Let G = (A, vin) be an adjacent sabotage game with A = (V, ηin). We
inductively define the double attractor of a set A ⊆ V with respect to η ≤ ηin by
Attr#(A, η, 0) := A, and
Attr#(A, η, n + 1) := Attr#(A, η, n) ∪
{v ∈ V | ∃u ∈ Attr#(A, η, n) : η(v, u) ≥ 2} ∪
{v ∈ V | ∃u, u′ ∈ Attr#(A, η, n) : u 6= u′ ∧ η(v, u) ≥ 1∧ η(v, u′) ≥ 1}.
Thus, there are at least two distinct edges leading from vertices in Attr#(A, η, n+
1) \Attr#(A, η, n) to Attr#(A, η, n). Clearly, we have
Attr#(A, η, 0) ⊆ Attr#(A, η, 1) ⊆ . . . ⊆ V. (4.1)
Since V is assumed to be finite, this sequence eventually becomes stable. We set:
Attr#(A, η) :=
|V|⋃
n=0
Attr#(A, η, n).
Claim I. Suppose that n ∈ N, η ≤ ηin, w ∈ V \Attr#(A, η, n) and w′ ∈ V with
η(w,w′) > 0. For convenience, we set η′ := ηw,w′ . Then
∀i ≤ n : Attr#(A, η, i) = Attr#(A, η′, i).
Proof of claim. The claim is shown by induction on i ≤ n. Clearly, the statement
holds for i = 0. Assume that it holds for i such that i < n. By definition, we have
η′ ≤ η. Together with the induction hypothesis, it immediately follows that
Attr#(A, η′, i + 1) ⊆ Attr#(A, η, i + 1).
For the converse, consider v ∈ Attr#(A, η, i + 1). By (4.1), it follows that v ∈
Attr#(A, η, n) and thus, v 6= w. But then η(v, u) = η′(v, u) holds for all u ∈ V by
definition of η′ = ηw,w′ . Together with the induction hypothesis, it follows that
v ∈ Attr#(A, η′, i + 1). 
Next, we relate the double attractor to the winning region of Runner.
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Claim II. Assume that the current position of the game is (1,w, η) for some η ≤
ηin. Then Runner has a winning strategy from this position onwards if and only
if w ∈ Attr#(F, η), where F is the set of ηin-sinks of V.
Proof of claim. Assume that w ∈ Attr#(F, η) and that (1,w, η) is the current posi-
tion of the game. In particular, it follows that w has at least two outgoing edges.
Further, we have w 6∈ F, since otherwise the game would have ended in the pre-
ceding position (recall that the game begins with a position where it is Runner’s
turn). We show by induction on n that for every η ≤ ηin, if w ∈ Attr#(F, η, n +
1) \Attr#(F, η, n), then Runner has a winning strategy from (1,w, η). This shows
one direction of the claim. For n = 0 and w ∈ Attr#(F, η, 1) \ F, it follows from
the definition of the double attractor that Runner can reach a state in F and win
the play, no matter which edge at w was deleted by Blocker.
Assume now that the statement holds for n. Let w ∈ Attr#(F, η, n + 2) \
Attr#(F, η, n+ 1) and assume that Blocker deletes an edge fromw to somew′ ∈ V.
Then (0,w, η′) with η′ := ηw,w′ ≤ η ≤ ηin becomes the successor position. By
Claim I, we have Attr#(F, η, i) = Attr#(F, η′, i) for every i ≤ n + 1. Thus, Runner
can choose u ∈ Attr#(F, η′, n + 1) with η′(w, u) > 0 such that (1, u, η′) becomes
a legal successor position. If u ∈ F, then Runner immediately wins. Otherwise,
let u ∈ Attr#(F, η′, i + 1) \Attr#(F, η′, i) for some i ≤ n. By induction hypothesis,
Runner wins the game from (1, u, η′).
Conversely, assume that w 6∈ Attr#(F, η). Then w cannot be an η-sink, since
otherwise it is also an ηin-sink by Remark 4.1 and thus, it belongs to Attr#(F, η). If
w has only one outgoing η-edge, then Blocker wins by removing this edge. Other-
wise, he can delete some edge at w such that Runner cannot reach Attr#(F, η) by
definition of the double attractor. If η′ is the corresponding edge function, then
(0,w, η′)(1, u, η′) with u 6∈ Attr#(F, η) is the only way to extend the play. From
Claim I, it follows that Attr#(F, η) = Attr#(F, η′). By successive applications of
the argument and since we have η′ < η, the play eventually reaches a position
(1, v, ζ) with v 6∈ Attr#(F, ζ) and ζ < η such that v has only one outgoing ζ-edge.
Thus, Blocker wins the play. 
Since Runner begins the game, we need to apply one additional simple attractor
step. It follows that the set
WR := Attr
#(F, ηin) ∪ {v ∈ V | ∃u ∈ Attr
#(F, ηin) : η(v, u) > 0}
is the winning region of Runner and WB := V \WR is the winning region of
Blocker. The attractors can easily computed by a marking algorithm that uses a
backward breadth-first search, which can be done in time O(|A|). 
Remark 4.4. Based on the attractor construction we can define positional win-
ning strategies on the respective winning regions. Recall that a position com-
prises the knowledge of the function of currently available edges. A positional
winning strategy for Runner on WR is defined as follows: He moves from WR \
Attr#(F, ηin) to Attr#(F, ηin) and from a vertex in Attr#(F, ηin, n) \ F to some vertex
94 Chapter 4: Games and Logics with Local Sabotage
in Attr#(F, ηin, i) with i < n. Actually, Runner does not need the full information
of η to apply its winning strategy: For a vertex inWR \Attr#(F, ηin), it suffices to
know one edge that leads to Attr#(F, ηin). Further, according to the definition of
the double attractor and since vertices are visited only once, it suffices to remem-
ber two outgoing edges for each v ∈ Attr#(F, ηin) \ F: From v, Runner always
takes one of these two edges and if Blocker deletes one of them, then Runner
takes the alternative edge.
Conversely, for a positional winning strategy on WB, Blocker must simply
ensure that he remains in V \Attr#(F, ηin). Again, he does not need the full in-
formation of a position. For each vertex v ∈ WB, it suffices to designate at most
one outgoing edge that Blocker needs to delete when the play reaches v for the
first time, namely the possibly available edge leading to Attr#(F, ηin). When v is
visited again, Blocker can delete arbitrary outgoing edges until v becomes a sink
and Runner loses the game. ◭
The preceding lemma is formulated for directed multi-graphs, but the construc-
tion works for undirected multi-graphs as well, where we simply interpret an
undirected edge as two directed edges. Accordingly, Blocker removes two re-
lated edges in a single move. But we need to introduce a set F of final vertices,
since now sinks correlate with isolated states. We observe that, if some edge leads
from a higher level of Attr#(F, ηin) to a lower level, then its companion leads from
a lower level to a higher level and is therefore irrelevant for the winning strategy
of Runner. Conversely, the set of ηin-sink does not remain stable, but if a vertex
becomes a sink, then it is no longer reachable. Thus, Blocker cannot lose on WB,
because he gets stuck in a sink.
The result shows that adjacent sabotage games with a reachability condition
are algorithmically simpler than global sabotage games with a reachability con-
dition. In what follows, we consider the complementary winning condition,
namely the avoidance of vertices, which is also known as safety condition. This
is a game in the style of Conway’s Angel Game [Con96], when played on a finite
arena. It turns out that the problem of solving these games is already PSPACE-
complete.
Definition 4.5. LetA = (V, ηin) be an arena and vin ∈ V be an initial vertex. The
avoidance condition for the adjacent sabotage game over A is defined as follows.
Given a set F ⊆ V of final vertices, Runner wins a play of the sabotage game if
and only if he can always avoid the visit of vertices in F. In other words, Blocker
wins if and only if he can lead the play to some vertex in F. Note that Runner
always wins if the play ends in a sink out of F.
Formally, the condition is fulfilled for a finite play pi0 . . .pin starting from the
initial position pi0 = (0, vin, ηin) and with pii = (τi, vi, ηi) for i ∈ [0, n] if
1. vi 6∈ F for all i ∈ [0, n], and
2. vn is an ηn-sink.
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We write G = (A, vin, F) to specify this game. In subsequent games, we merely
consider a singleton set F = {vfin}. We then refer to the vertex vfin as the goal and
we write G = (A, vin, vfin) for the game.
A simple alternating algorithm in the style of Algorithm 2.1 shows that these
games can be solved in space polynomial with respect to the size of the arena.
Lemma 4.6. The problem of solving adjacent sabotage games with an avoidance win-
ning condition belongs to PSPACE.
PROOF. We merely sketch the proof. Let G = (A, vin, F) be an adjacent sabo-
tage game with arena A = (V, ηin). The alternating algorithm takes the tuple
(V, F, η, v) with v ∈ V and η ≤ ηin as input. If v ∈ F holds true, then it im-
mediately accepts. If v is an η-sink, then it immediately rejects. Otherwise, it
universally chooses u ∈ V with η(v, u) > 0. Again, if u ∈ F holds true, then it
accepts and if u is an η-sink, then it rejects. Otherwise, it guesses u′ ∈ V with
η(u, u′) > 0 and calculates the new multiplicity function ηu,u′ ≤ η. Afterwards,
it starts a recursive call with input (V, F, ηu,u′ , u).
The initial call has the parameters (V, F, ηin, vin). Clearly, each computation
branch forms a legal play of the game and there is a one-to-one correspondence
between computation trees and game trees of Blocker. Thus, Blocker has a win-
ning strategy in G starting from vin if and only if every computation branch ter-
minates in an accepting state, that is, if and only if the the algorithm accepts its
initial input. Since the game definitely ends when every edge was deleted, each
computation branch terminates after at most |η| calls.
A binary representation of the parameters needs a space polynomial with
respect to |A|. Finally, checking the conditions and updating the parameters
take a time that is also polynomial with respect to |A|. Thus, the running time
of the algorithm is polynomial with respect to |A|. By Theorem 1.1, we have
APTIME = PSPACE and the statement follows. 
In what follows, we show that, in contrast to the reachability condition, the prob-
lem of solving adjacent sabotage games with avoidance conditions is already
PSPACE-complete.
Lemma 4.7. The problem of solving adjacent sabotage games with an avoidance win-
ning condition is PSPACE-complete, even when the set of final vertices is a singleton
set.
PROOF. It remains to show the PSPACE-hardness. The proof follows closely the
proof of the PSPACE-hardness of global sabotage games, cf. Section 2.2. Thus,
we merely give a sketch of the proof. We provide a polynomial time reduction
from QBF to adjacent games by constructing an arena for a given quantifier-free
Boolean formulae ϕ in conjunctive normal form such that Blocker has a winning
strategy from a designated vertex if and only if ϕ is a positive instance of QBF,
that is, if
∃x1∀x2∃x3 . . . ∃/∀xn : ϕ.
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The arena Aϕ has a single goal and it consists of three types of components,
namely existential and universal components for the choice of assignments for
the Boolean variables and a final verification component. The roles of Runner
and Blocker are swapped compared with the construction in Section 2.2:
 Runner assigns values to Boolean variables in the universal components and
he chooses the clause that has to be checked, and
 Blocker assigns values to Boolean variables in the existential components and
he chooses a literal in that clause in order to verify the overall assignment.
The existential component and the universal component are depicted in Fig-
ure 4.1. The play reaches either component at vertex A for the first time. The exit
of the component is vertex D. When glued together, vertex D of a component is
identified with vertex A of the following component. For the instance ϕ of QBF in
conjunctive normal form and with Boolean variables x1 . . . xn, the arena consists
of a chain of n such components, where the existential components alternates
with the universal components. There is a separate initial vertex vin with a sin-
gle edge leading to vertex A in the first existential component. Thus, it is always
Blocker’s turn, when the play reaches an A-vertex for the first time. The chain is
completed by the third component, which is called verification component and
which we describe below. There are edges leading back to the assignment com-
ponents depending on the structure of ϕ. These connections are indicated by the
curly edges.
As with the global sabotage game, Runner chooses the assignment for xi (i
even) in a universal component by moving from A either to the left or to the
right. He moves towards Xi if he wants xi to be false and he moves towards Xi if
he wants xi to be true. Note that Blocker cannot affect this choice, since the edges
that start at vertex A in the universal components have a multiplicity of two.
Conversely, Blocker chooses the assignment for xi (i odd) in an existential
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component by blocking one successor of A. If he wants xi to be false, he leads
the play towards Xi and if he wants xi to be true, he leads the play towards Xi.
In either case, vertex Xi is not visited if xi is set to be true and Xi is not visited if
xi is set to be false. The correctness of the construction is based on the following
observation:
Claim. When an existential or universal component is traversed for the first time
starting from A, then the play does not end in a sink and Blocker cannot enforce
the visit of the goal. Suppose that the play returns by coming from the verification
component and reenters the component at vertex Xi or at vertex Xi. Then the
game ends in the component and Blocker wins if and only if this vertex was not
visited before.
Proof of claim. On the one hand, since the outdegree of each vertex in the assign-
ment components is greater than one and no vertex is visited twice on the way
from A to D, the game cannot end in a sink when the component is traversed for
the first time. On the other hand, Blocker can only remove one of the two edges
between B and D. Thus, Runner has always the chance to reach D. Since we take
a rational behavior of Blocker for granted, we assume that he does not remove
the edge from B to the goal. Suppose now that the play returns to the component
and reenters it at vertex Xi. If Xi was visited before, then there is only one out-
going edge left. Blocker needs to remove this last edge and Xi becomes a sink.
Thus, Runner wins the play. Conversely, if Xi was not visited before, then there
are still two edges left leading to vertex B. But since B was visited before, there
is only one edge left between B and D. Thus, Blocker can lead the play towards
the goal and wins the play. The case that the play reenters the component at Xi is
symmetrical. 
We turn to the verification component where it is checked whether the assign-
ment chosen in the preceding components satisfies the Boolean formula ϕ. For
this purpose, Runner first chooses one of the clauses of the formula and then
Blocker needs to point to one of the literals of this clause that is true under the
chosen assignment to win the play. Clearly, Blocker can do this for every choice
of Runner if and only if ϕ is true under the chosen assignment. The verification
component for a Boolean formula ϕ = c1 ∧ . . . ∧ cm consisting of m clauses is de-
picted in Figure 4.2. We assume that each clause has exactly three literals, that
is, ck = lk1 ∨ lk2 ∨ lk3 with either lkj = xi or lkj = ¬xi for some i ∈ [1, n]. The
extension to the general case is immediate. There is a double edge from vertex
Lkj to vertex Xi in the corresponding assignment component if we have lkj = xi.
If lkj = ¬xi, then there is a double edge from Lkj to vertex Xi.
When the component is entered at vertex A, then it is Blocker’s turn. Since all
outgoing edges at A have a multiplicity of two, Runner can freely choose some
clause ck by moving towards vertex Ck – regardless of the removed edge. Then
Blocker can point to the literal lkj of clause ck by leading the play towards vertex
Lkj. For example, if Runner chooses c1 and Blocker wants to choose l12, then
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Figure 4.2 Verification component
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he first removes the edge between C1 and L13. Then there is only one way for
Runner to continue the play. Afterwards, Blocker removes the edge that leads
to vertex L11. Thus, the play necessarily reaches L12. Since the outgoing edge at
every Lkj has a multiplicity of two, the play does not end, but proceeds to the
corresponding variable vertex.
If Blocker points to a literal that is true under the chosen assignment, then
the corresponding variable vertex was not visited before. By the above claim,
Blocker then wins the play. Conversely, if Runner can choose a clause such that
every literal is false under the chosen assignment, then all corresponding variable
vertices were already visited and Runner wins the play. Together, it follows that
Blocker has a winning strategy from vin if and only if ϕ is a positive instance of
QBF. Clearly, the size of the arena Aϕ is polynomial in the size of ϕ. Thus, we
provided a polynomial time reduction from QBF to an adjacent sabotage game
with avoidance of a single goal as game objective. 
Remark 4.8. The aforementioned arena can be modified such that the reduction
also works for single-graphs, that is, for graphs without multiple edges. For this
purpose, we can replace a double edge from u to v by the following component,
where vertex z is a sink:
•
u z v
•
Note that this construction does not work in general as a replacement for double
edges, but it suffices for our purpose: When the play reaches u for the first time,
then Blocker can (andmust) delete the edges such that the play proceeds to vertex
v. In particular, Blocker has to delete the connection to z, because he would lose
if the play reaches the sink z. If the play reaches u for the second time, then it has
the same effect as before: Blocker loses if there are no other edges that start at u,
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that is, if u is not equal to some B-vertex in the arena of the reduction. If u is equal
to a B-vertex, then Blocker can lead the play to the goal. Thus, even the problem
of solving adjacent sabotage games over single-graphs with avoidance of a single
vertex is PSPACE-hard. ◭
4.1.2 Adjacent Sabotage Logic
We turn to the investigation of a modal logic that corresponds to the adjacent
sabotage game.
Definition 4.9. The syntax of the adjacent sabotage logicASL is defined in the same
way as for SML (cf. Definition 3.1), but it uses the sabotage modalitya instead
of a, which refers to transitions that start at the current state of evaluation. For-
mulae of ASL are inductively defined by the following grammar, where p ∈ Prop
and a ∈ Σ:
ϕ ::= ⊤ | p | ¬ϕ | ϕ ∨ ϕ | ^aϕ |aϕ.
The dual modalitya is defined analogously.
For a Kripke structure K = (S,Σ,R, L), the semantics of ASL with respect to
a state s ∈ S is defined analogously to SML (cf. Definition 3.2), but now we use
(K, s) |=aϕ ⇐⇒ there is s′ ∈ S with (s, a, s′) ∈ R and
(K \ {(s, a, s′)}, s) |= ϕ.
In what follows, we show that the model checking problem for ASL remains
PSPACE-complete, while the model checking with a fixed finite Kripke structure
can be solved in linear time in the size of the formula (formula complexity) and
the model checking with a fixed formula can be solved in polynomial time in the
size of the finite Kripke structure (program complexity).
A straightforward adaptation of the embedding of SML into FO shows that:
Lemma 4.10. The model checking problem for ASL belongs to PSPACE.
PROOF. The proof follows closely the proof of Lemma 3.4 and we merely sketch
it. One can show that for every ASL-formula ϕ there is an effectively constructible
FO-formula ϕˆ(x) such that for every Kripke structure K and state s of K:
(K, s) |=ASL ϕ ⇐⇒ Kˆ |=FO ϕˆ[s],
where Kˆ is the first-order structure corresponding to K (cf. Chapter 1). The de-
finition of ϕˆ(x) is almost identical with the one for SML, where we adjust the
inductive step for ϕ =aψ: We choose a fresh variable name x′, which does not
occur in ψˆ(x), and we set
ϕˆ(x) := ∃x′ : (x, x′) ∈ Ra ∧ Suba,x,x′(ψˆ(x)),
where Suba,x,x′ is the same FO-operator as before. Clearly, the size of ϕˆ(x) re-
mains polynomial in the size of ϕ. 
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One way to establish the PSPACE-completeness of the model checking problem
is to use the PSPACE-hardness of adjacent sabotage games with an avoidance
condition, cf. Lemma 4.7. For this purpose, we can give an ASL-formula ex-
pressing the winning condition for Blocker in this game. As with SML, we in-
terpret the arena A = (V, η) as a Kripke structure KA = (V,ΣA,R, L), where
ΣA = [1,max{η(v, v′) | v, v′ ∈ V}] and where the predicate p indicates the set of
final vertices (cf. Definition 3.7). Further, we inductively define the ASL-formula
γn over ΣA by
γ0 := p, and
γi+1 := ¬p→ (^⊤∧ (¬p→γi)).
Note that the game definitely ends after at most n rounds, where n is the number
of edges counted with multiplicity. It is straightforward to check that Blocker has
a winning strategy in G = (A, vin, F) over A = (V, η) if and only if (KA, vin) |=
γ|η|. The proof follows very closely the proof of Lemma 3.8 and is omitted here.
Note that for multi-graphs, we need to eliminate the abbreviations ,^ and in
γn. But by Remark 4.8, the problem of solving these games is PSPACE-hard even
for single-graphs; and for single-graphs, the size of the formula γn is polynomial
in n. Thus, we can show this way that the model checking problem for ASL is
PSPACE-complete.
But we follow a different approach to establish the PSPACE-completeness of
the model checking problem, namely by presenting a reduction of this problem
for SML to the one for ASL. We do this, because wewant to reuse the construction
for the satisfiability problem. Informally, the idea is as follows: If we assume that
each pair of states is connected by transitions labeled with some special symbol
and we are able to use some kind of marking, then we can simulate the global
transition deletion by the following procedure. Suppose that the current position
is s and we want to delete an a-transition that starts at state t. We mark s, we
move from s to t using one of the special transitions, then we locally delete the
a-transition at t and return to s, again by using a special transition. We can use
the marking to check that we indeed reach state s.
In order to formalize this idea, we assume an alphabet Σ with i 6∈ Σ for every
i ∈ N throughout this section.
Definition 4.11. For m ∈ N, we define the alphabet Σm := Σ ∪ [0,m]. Let
K = (S,Σ,R, L) be a Kripke structure. We define the superstructure Km :=
(S,Σm,Rm, L) with extra transitions in addition to the transitions of K, namely
0-labeled transitions between any two states and i-labeled loops at any state for
every i ∈ [0,m]. Formally, we set
Rm := R ∪ {(s, 0, s′) | s, s′ ∈ S} ∪ {(s, i, s) | s ∈ S ∧ i ∈ [1,m]}.
The i-labeled transitions for i ∈ [1,m] are intended to mark states, where we need
to use several ‘marker labels’ for nested deletions. Following the informal idea
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above, we inductively define the ASL-formula ϕ# over the alphabet Σsd(ϕ) for a
given SML-formula ϕ over Σ:
(⊤)# := ⊤, (p)# := p, (ϕ1 ∨ ϕ2)
# := ϕ#1 ∨ ϕ
#
2,
(¬ψ)# := ¬ψ#, (^aψ)# := ^aψ#, and
(aψ)
# :=i^0a^0(i⊥∧ ψ
#), where i = sd(ψ) + 1.
Note that |Rm| = |R|+ m · |S|+ |S|
2 and that |ϕ#| is polynomial with respect to
the size of ϕ.
Now we are ready to present the reduction from the model checking problem for
SML:
Lemma 4.12. Suppose that ϕ is an SML-formula, K is a Kripke structure, and s is a
state of K. Then
(K, s) |=SML ϕ ⇐⇒ (Ksd(ϕ), s) |=ASL ϕ
#.
PROOF. Let ϕ be an SML-formula and let m := sd(ϕ). The proof is by induc-
tion on the structure of ϕ. Since the standard modalities in ϕ do not refer to
the symbols from [0,m], the only interesting case is for ϕ = aψ. Suppose that
K = (S,Σ,R, L) is a Kripke structure with s ∈ S such that (K, s) |= ϕ. By
definition, there is (u, a, u′) ∈ R such that (K \ {(u, a, u′)}, s) |= ψ. By apply-
ing the induction hypothesis and since we have sd(ψ) = m − 1, it follows that
((K \ {(u, a, u′)})m−1, s) |= ψ#. Clearly, we have
Kn \ {(v, a, v′)} ∼= (K \ {(v, a, v′)})n (4.2)
for any transition (v, a, v′) ∈ R and n ∈ N and thus, (Km−1 \ {(u, a, u′)}, s) |= ψ#.
Since the symbol m does not occur in ψ#, we can arbitrarily add m-transitions to
the model without affecting the truth of ψ#. Thus, we have
(Km \ {(u, a, u′), (s,m, s)}, s) |= m⊥∧ ψ#
Since (u, 0, s) and (s, 0, u) are transitions of Km, we can proceed with
=⇒ (Km \ {(u, a, u′), (s,m, s)}, u) |= ^0(m⊥∧ ψ
#)
=⇒ (Km \ {(s,m, s)}, u) |=a^0(m⊥∧ ψ
#)
=⇒ (Km \ {(s,m, s)}, s) |= ^0a^0(m⊥∧ ψ
#)
=⇒ (Km, s) |=m^0a^0(m⊥∧ ψ
#).
For the converse, assume that (Km, s) |= ϕ#. By definition ofKm and ϕ#, there are
u, u′ ∈ S with (u, a, u′) ∈ R such that
(Km \ {(u, a, u′), (s,m, s)}, u) |= ^0(m⊥∧ ψ
#).
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Since every state except for s still has an outgoing m-transition, we need to move
along the transition (u, 0, s) to satisfy the subformula m⊥. Hence, we get
(Km \ {(u, a, u′), (s,m, s)}, s) |= ψ#.
But the symbol m does not occur in ψ#. Thus, we can leave out all m-transitions.
Together with (4.2), we obtain
((K \ {(u, a, u′)})m−1, s) |= ψ
#.
By the induction hypothesis, it follows that (K\ {(u, a, u′)}, s) |= ψ and therefore,
we obtain (K, s) |= ϕ. 
To summarize, we finally get:
Theorem 4.13. The model checking problem for ASL is PSPACE-complete.
PROOF. By Lemma 4.10, the problem belongs to PSPACE. Recall that the size
of ϕ# is polynomial with respect to |ϕ| and the size of Ksd(ϕ) is polynomial with
respect to |K| and |ϕ| for a finite structure K. Thus, Lemma 4.12 yields a poly-
nomial time reduction from the model checking problem for SML to the one for
ASL. But by Theorem 3.9, the former problem is PSPACE-hard. 
Remark 4.14. Let γn be the SML-formula of Definition 3.7, which specifies the
reachability condition for the global sabotage game, and let G = (A, vin, F) be
such a game with arena A = (V, η). By combining Lemma 3.8 with Lemma 4.12,
we obtain
Runner has a winning strategy in G
⇐⇒ (KA, vin) |= γ|η|
⇐⇒ ((KA)sd(γ|η|), vin) |= γ
#
|η|
Thus, the formula γ#n does no longer express a reachability condition, since oth-
erwise, we could transform the model checking problem for the latter formula
into an adjacent sabotage game with reachability as game objective, which can
be solved in linear time by Lemma 4.3, in contradiction with Theorem 2.20. Ac-
tually, when we consider the definition of (aψ)# and interpret this translation
into ASL as moves in an adjacent sabotage game, then Blocker has to rely on the
cooperation of Runner to simulate the global deletion of edges. ◭
We now turn to the formula and program complexity of themodel checking prob-
lem. The argument for ASL is very close to the argument for SML: We ‘unfold’
the dynamics and obtain a model checking problem for standard modal logic.
Theorem 4.15. For the two parameters of the model checking problem, one has:
1. The model checking problem forASLwith a fixed finite Kripke structure can be solved
in linear time with respect to the size of the formula (formula complexity).
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2. The model checking problem forASLwith a fixed formula can be solved in polynomial
time with respect to the size of the finite Kripke structure (program complexity).
PROOF. The proof follows very closely the proof of Theorem 3.14. We first define
the ‘unfolding’ K⋄ of a finite Kripke structure K with respect to a local deletion
of transitions. The structure is a straightforward modification of the one in Defi-
nition 3.12, where we now define the transition relation by
R⋄ := {((s, E), a, (s′, E)) | (s, a, s′) ∈ R \ E} ∪
{((s, E), a¯, (s, E′)) | ∃s′ ∈ S : (s, a, s′) ∈ R \ E ∧ E′ = E ∪ {(s, a, s′)}}.
Note that the unfolding for ASL is a substructure of the unfolding for SML. The
Kripke structure K⋄n is the structure K
⋄ restricted to the states (s, E) with |E| ≤ n.
For an ASL-formula ϕ, the ML-formula ϕ⋄ is defined analogously as with SML,
but now we use (aψ)⋄ = ^a¯ψ⋄.
Again, if the depth of nested sabotagemodalities of an ASL-formula ϕ is small
enough, then we do not need the complete Kripke structure K⋄ to evaluate ϕ⋄. In
fact, one can show that
(K, s) |=ASL ϕ ⇐⇒ (K
⋄
ad(ϕ), (s,∅)) |=ML ϕ
⋄,
where ad(ϕ) is the maximum number of nested sabotage modalities of ϕ and is
defined analogously to sd(ϕ) (cf. Definition 3.11). The proof is almost the same as
for Lemma 3.13 and is omitted here. By applying Theorem 1.2, we can thus solve
the model checking problem for an ASL-formula ϕ and a Kripke structure K in
time O(|ϕ⋄| · |K⋄ad(ϕ)|). On the one hand, we have for a fixed Kripke structure K
that
|K⋄ad(ϕ)| ∈ O
(
|K| · 2|K|
)
,
which does not depend on |ϕ|. On the other hand, we have for a fixed ASL-
formula ϕ that
|K⋄ad(ϕ)| ∈ O
(
|K|ad(ϕ)+1
)
. 
4.1.3 Finite Model Property and Satisfiability
Lemma 4.12 yields a reduction from the model checking problem for SML to the
same problem for ASL. For a reduction from the satisfiability problem for SML,
we want to follow the same approach as for the model checking reduction, that
is, we want to simulate the global transition deletion by a sequence of standard
modalities and local deletions. But this approach relies on the connection of all
states by special transitions. If we know in advance how to reach states of a model,
then we can use the marking procedure – that is, the deletion of transitions that
serve as markers – to enforce connecting links. But in general, we do not know
the structure of models of an SML-formula under consideration when we ask
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for satisfiability. We overcome this difficulty by considering the normal form of
SML-models that was presented in Section 3.4. Recall that for an SML-formula ϕ
and a model K of ϕ the pruned model K∗ϕ,s relative to ϕ and the origin s consists
of those states that are reachable from s by the standard modalities in ϕ and in
addition, a bounded number of extra states that are not reachable from s, but have
a single transition leading to s.
In what follows, let ϕ be an SML-formula over the alphabet Σ. We consider
the satisfiability of this formula. We present three ASL-formulae without para-
meters, namely α, γ, δ, and the family of ASL-formulae βak for k ∈ N and a ∈ Σ.
All formulae depend on the structure of ϕ, but we omit the explicit reference to
it. We show that a finite Boolean combination of these formulae ensures that a
model contains a pruned submodel (relative to ϕ) such that each two states of
the submodel are connected by 0-labeled transitions and each state carries tran-
sitions for marking purposes, which are labeled by symbols from [1,m] for some
appropriate m ≥ sd(ϕ). Further, one cannot escape the submodel by using the
standardmodalities of ϕ. Thus, we are able to guarantee the existence of a pruned
submodel that has the form of the model Ksd(ϕ) presented above. The lack of the
finite model property and the undecidability of the three satisfiability problems
for ASL follow from this result by applying the same translation of SML-formulae
as before, that is, by using the ASL-formula ϕ#.
For the SML-formula ϕ over the alphabet Σ, we set m := max{2, sd(ϕ)}. As
before, let Σm := Σ ∪ [0,m]. Further, we adopt the notation of Section 3.4. Recall
that P(ϕ) ⊆ Σ∗ was defined as the set of path labels corresponding to the stan-
dard modalities of ϕ (cf. Definition 3.37). For convenience, we set P := P(ϕ). For
a Kripke structure K = (S,Σm,R, L) and s ∈ S, the set Sϕ,s ⊆ S contains all states
that are reachable from s by paths with labels in P.
Finally, recall that for a word w ∈ Σ+m , the ML-formula σw expresses that there
is an w-successor and that for a finite language L ⊆ Σ+m , the ML-formula σL ex-
presses that there is an w-successor for some w ∈ L (cf. Definition 3.15).
We start with the auxiliary formula α, which ensures the existence of several
marker transitions with labels from [1,m].
Definition 4.16. Let the ML-formula τ be defined by τ := σ1 ∧ σ2. The ASL-
formula α over Σm is defined by
α := 0(0τ ∧ 00τ ∧ Στ) ∧
P(τ ∧ 0τ ∧ Σ0τ) ∧
0
m∧
i=1
(σi ∧i¬σi).
The following facts are immediate from the definition.
Fact 4.17. Suppose that K = (S,Σm,R, L) is a Kripke structure with s ∈ S such that
(K, s) |= α. Then
1. each w-successor of s for w ∈ 00+ 000+ 0Σ has 1- and 2-successors,
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Figure 4.3 Illustration for the ASL-formula βak
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2. each state in Sϕ,s and each w-successor of states in Sϕ,s for w ∈ 0 + Σ0 has 1- and
2-successors, and
3. each 0-successor of s has exactly one i-successor for every i ∈ [1,m]. 
The next formula, namely βak, is concerned with the extra states of a pruned
model, which are not reachable by the standard modalities of ϕ, but which have
a single transition leading to the origin. The formula βak ensures the existence
of k such states as 0-successors of the origin, each of which has exactly one a-
labeled transition to s, but no other outgoing Σ-transitions. We use a 1-transition
to mark the origin and a 2-transition to mark the state under consideration. The
0-transitions are used to reach one state from the other (cf. Figure 4.3).
Definition 4.18. Let a ∈ Σ. The ASL-formula βak over Σm is defined by induction
on k ∈ N:
βa0 := 0(¬σa ∨2^0(¬σ1 ∧^P¬σ2)), and
βak+1 := ^02
(
¬σ2 ∧ ¬σΣ\{a} ∧^a¬σ1 ∧a(¬σa ∧^0(¬σ1 ∧ Pσ2 ∧ β
a
k))
)
.
The following fact summarizes the role of βak.
Fact 4.19. Let K = (S,Σm,R, L) be a Kripke structure with s ∈ S such that
(K, s) |= α ∧1β
a
k
for some a ∈ Σ and k ∈ N. Then there are pairwise distinct sa1 . . . s
a
k ∈ S such that for
every j ∈ [1, k]:
1. saj ∈ S \ Sϕ,s and (s, 0, s
a
j ) ∈ R,
2. (saj , a, s) ∈ R and from (s
a
j , a, s
′) ∈ R for some s′ ∈ S, it follows that s′ = s, and
3. saj has no b-successor for b ∈ Σ, b 6= a.
Conversely, if there is t ∈ S \ Sϕ,s with (s, 0, t) ∈ R and (t, a, s) ∈ R, then t = saj for
some j ∈ [1, k].
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PROOF. The proof is by induction on k. For k = 0, suppose that the formula
1β
a
0 is satisfied and that there is t ∈ S with (s, 0, t) ∈ R and (t, a, s) ∈ R. The
situation is illustrated in the right part of Figure 4.3. By Fact 4.17(2), state s has
a 1-successor s′. If the transition (s, 1, s′) is removed and the transition (s, 0, t) is
used, then, since t has an a-successor by assumption, the second disjunct of βa0
must be true. Hence, there are states t′, u ∈ S with (t, 2, t′) ∈ R and (t, 0, u) ∈ R
such that the former transition can be deleted and the latter transition can be used
to reach u and u has no 1-successor. But u is a 00-successor of s. Thus, state u has
a 1-successor in the initial structure by Fact 4.17(1). Since exactly one 1-transition
was deleted, namely the one at s, it follows that s = u. By the last term of βa0,
there is a path labeling pi ∈ P and a pi-path from s to some v ∈ S such that v has
no 2-successor. By definition, we have v ∈ Sϕ,s. Thus, by Fact 4.17(2), state v has
a 2-successor in the initial structure. Since exactly one 2-transition was deleted,
namely the one at t, it follows that v = t (recall that t has exactly one 2-successor
by Fact 4.17(3)). Therefore, we get t ∈ Sϕ,s.
For the inductive step, we assume that the statement holds for k. Suppose that
the formula1βak+1 is satisfied when evaluated at s. Then there are s
′, u, u′ ∈ S
with
(s, 1, s′) ∈ R, (s, 0, u) ∈ R, and (u, 2, u′) ∈ R
such that we can delete the first transition, use the second one to reach u, and
delete the third one. The situation is illustrated in the left part of Figure 4.3. We
show that we can set sak+1 := u. By the first conjunct of β
a
k+1, state u has no longer
a 2-successor. The second conjunct implies that u has no b-successor for b 6= a.
Thus, Item 3 holds for u. From the third conjunct of βak+1, it follows that u has an
a-successor v such that v has no 1-successor. Since v is a 0Σ-successor of s, it has
a 1-successor in the initial structure. Hence, it follows that v = s and (u, a, s) ∈ R.
Next, we consider the implications of the subformula
a(¬σa ∧^0(¬σ1 ∧ Pσ2 ∧ β
a
k))
of βak+1, when it is evaluated at u. There is an a-transition at u such that, if this
transition is deleted, then u has no longer an a-successor. Thus, state u has exactly
one outgoing a-transition, namely the one leading to the origin s. This implies
Item 2 for state u. Further, there is v′ ∈ S with (u, 0, v′) ∈ R such that v′ has no
1-successor. Since v′ is a 00-successor of s, it follows from Fact 4.17(1) that v′ = s.
The next conjunct implies that every pi-successor of s, that is, every state in Sϕ,s,
has a 2-successor. Since u has no longer a 2-successor, this implies that u 6∈ Sϕ,s.
Thus, Item 1 is also true for u. Recall that the origin s is the current position
when the last subformula βak is evaluated and the transition (u, a, s) is removed.
By induction hypothesis, the subformula βak then implies the existence of s
a
1 . . . s
a
k
with the stated properties. It follows from Item 2 that u 6= saj for every j ∈ [1, k].
Thus, we can set sak+1 = u and the statement follows.
Finally, assume that there is t ∈ S \ Sϕ,s with (s, 0, t) ∈ R and (t, a, s) ∈ R.
If t 6= u, then the transition (t, a, s) was not deleted until the current position
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becomes s again and βak is evaluated. By induction hypothesis, β
a
k implies that
t = saj for some j ∈ [1, k]. Thus, either t = u(= s
a
k+1) or t = s
a
j for some j ∈ [1, k]
and the last assertion follows. 
In particular, it follows from the preceding fact that for a fixed a ∈ Σ, at most one
subformula βak for k ∈ N can be satisfied:
Corollary 4.20. Suppose that K = (S,Σm,R, L) is a Kripke structure with s ∈ S and
a ∈ Σ. If (K, s) |= α ∧1βak holds for some k ∈ N, then (K, s) 6|= 1β
a
k′ for any
k′ ∈ N with k′ 6= k.
PROOF. Assume that there are k, k′ ∈ N such that
(K, s) |= α ∧1β
a
k ∧1β
a
k′ .
We apply Fact 4.19 to both k and k′. Let X := {sa1 . . . s
a
k} ⊆ S be the set of pairwise
distinct states according to βak and let X¯ := {s¯
a
1 . . . s¯
a
k′} ⊆ S be the set of pairwise
distinct states according to βak′ . In particular, it follows that |X| = k and |X¯| = k
′.
Let j ∈ [1, k]. Then we have saj ∈ S \ Sϕ,s, (s, 0, s
a
j ) ∈ R and (s
a
j , a, s) ∈ R. Thus,
saj = s¯
a
i for some i ∈ [1, k
′] and therefore, X ⊆ X¯. Analogously, it follows that
X¯ ⊆ X and thus, k = k′. 
We turn to the third formula γ. It ensures that each 0-successor of the origin
belongs to the pruned submodel of the overall model and that we cannot escape
this submodel by using another Σ-transition. After giving the last formula δ,
we will see that the states of the pruned submodel exactly correspond to the 0-
successors of the origin.
Definition 4.21. The ASL-formula γ over Σm is defined by
γ :=10
(
^Σ¬σ1 ∨2^0(¬σ1 ∧^P¬σ2)
)
∧
1PΣ
(
2^0(¬σ1 ∧^P¬σ2)
)
.
The following fact asserts the aforementioned property of γ-models.
Fact 4.22. Let K = (S,Σm,R, L) be a Kripke structure with s ∈ S. For every a ∈ Σ,
let ka ∈ N such that
(K, s) |= α ∧
∧
a∈Σ
1β
a
ka ∧ γ.
Then for every 0-successor t of s one either has t ∈ Sϕ,s or t = saj for some a ∈ Σ and
j ∈ [1, ka] as claimed by Fact 4.19. Further, every Σ-successor of a state in Sϕ,s also
belongs to Sϕ,s.
PROOF. Let t be an arbitrary 0-successor of s. By the first conjunct of γ, two cases
are possible after we deleted an outgoing 1-transition at s and we moved to t:
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Case 1. Suppose that the first disjunct is true. Then there is an a-successor u of
t for some a ∈ Σ such that u has no outgoing 1-transition. By Fact 4.17(1), every
0Σ-successor of s initially has a 1-successor. It follows that u = s and (t, a, s) ∈ R.
If t ∈ Sϕ,s, then we are done. Otherwise, we have t ∈ S \ Sϕ,s, (s, 0, t) ∈ R and
(t, a, s) ∈ R. By Fact 4.19, it follows that t = saj for some j ∈ [1, ka].
Case 2. Suppose that the second disjunct is true. Then we can remove an out-
going 2-transition at t and move towards a 0-successor v such that v has no 1-
successor. Since v is a 00-successor of s, it follows that v = s. Further, there is a
P-path from s to some w such that w has no 2-successor. In particular, we have
w ∈ Sϕ,s. From Fact 4.17(2), it follows that w = t and therefore, t ∈ Sϕ,s.
This shows the first statement. Now let t ∈ Sϕ,s and u ∈ S with (t, a, u) ∈ R for
some a ∈ Σ. By the second conjunct of γ, we can delete an outgoing 1-transition at
s andmove towards u, where we delete an outgoing 2-transition, before wemove
to a 0-successor v of u. Then state v has no 1-successor, but it is a Σ0-successor of
an element in Sϕ,s. From Fact 4.17(2) it follows that v = s. Finally, there is a P-path
from s to some w and w has no 2-successor. Thus, w ∈ Sϕ,s and by Fact 4.17(2),
we have w = u. It follows that u ∈ Sϕ,s. 
Finally, the last formula δ guarantees that each element of Sϕ,s is a 0-successor of
the origin. Further, it provides two kinds of ‘triangle relations’ with respect to
0-transitions and the origin.
Definition 4.23. The ASL-formula δ over Σm is defined by
δ :=1P2^0(¬σ1 ∧^0¬σ2) ∧
102^0(¬σ1 ∧ 0^0¬σ2) ∧
1002^0(¬σ1 ∧^0¬σ2).
We state the last fact of this section.
Fact 4.24. Let K = (S,Σm,R, L) be a Kripke structure with s ∈ S such that
(K, s) |= α ∧ δ.
Let u, v ∈ S. Then
1. if v ∈ Sϕ,s, then (s, 0, v) ∈ R,
2. if (s, 0, u) ∈ R and (s, 0, v) ∈ R, then also (u, 0, v) ∈ R, and
3. if (s, 0, u) ∈ R and (u, 0, v) ∈ R, then also (s, 0, v) ∈ R.
PROOF. Let v ∈ Sϕ,s. By definition, there is a pi-path from s to v for some pi ∈ P.
Since s, v ∈ Sϕ,s, there are s′, v′ ∈ S with (s, 1, s′) ∈ R and (v, 2, v′) ∈ R by
Fact 4.17(2). By the first conjunct of δ, if we delete a 1-transition at s, use the pi-
path to reach v, and delete a 2-transition at v, then there isw ∈ Swith (v, 0,w) ∈ R
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such that w has no 1-successor. But w is a 0-successor of a state in Sϕ,s and thus,
it has a 1-successor in the initial structure by Fact 4.17(2). Since exactly one 1-
transition was deleted, namely the one at s, it follows that w = s. Further, there is
w′ ∈ S with (s, 0,w′) ∈ R such that w′ has no 2-successor. But w′ is a 0-successor
of s ∈ Sϕ,s and thus, it has a 2-successor in the initial structure. Since exactly one
2-transition was deleted, namely the one at v, it follows that w′ = v. Therefore,
there is (s, 0, v) ∈ R and Item 1 is established. Actually, we have also shown that
there is (v, 0, s) ∈ R.
Let u, v ∈ S with (s, 0, u) ∈ R and (s, 0, v) ∈ R. By the second conjunct
of δ, if we delete a 1-transition at s, use the transition (s, 0, v) to reach v, and
delete a 2-transition at v, then there is w ∈ S with (v, 0,w) ∈ R such that w
has no 1-successor. But w is a 00-successor of s and thus, it has a 1-successor in
the initial structure (Fact 4.17(1)). Hence, it must be w = s and it follows that
(v, 0, s) ∈ R. We can proceed with transition (s, 0, u) such that we reach state u.
Then the second conjunct of δ implies that there is w′ ∈ Swith (u, 0,w′) ∈ R such
that w′ has no 2-successor. Since w′ is a 00-successor of s, it follows that w′ = v.
Hence, there is (u, 0, v) ∈ R. This shows Item 2.
Finally, let u, v ∈ S with (s, 0, u) ∈ R and (u, 0, v) ∈ R. By the third disjunct of
δ, if we delete a 1-transition at s, use two consecutive 0-transitions to reach v, and
delete a 2-transition at v, then there is w ∈ S with (v, 0,w) ∈ R such that w has
no 1-successor. But w is a 000-successor of s and has therefore a 1-successor in the
initial structure (Fact 4.17(1)). It follows that w = s. Further, there is (s, 0,w′) ∈ R
such that w′ has no 2-successor. The standard argument shows that w′ = v and
therefore, (s, 0, v) ∈ R. This establishes Item 3 and completes the proof. 
Now we are prepared to present the reduction from the satisfiability problem
for SML to the same problem for ASL. As a by-product, we obtain that ASL
also lacks the finite model property. Recall that for an SML-formula ϕ, the value
sda(ϕ) specifies the maximum number of nested sabotage modalities a, where
occurrences of b for b 6= a are ignored (cf. Definition 3.39).
Definition 4.25. Suppose that Σ is an alphabet with i 6∈ Σ for every i ∈ N and
ϕ is an SML-formula over Σ with m := sd(ϕ). Let Σm := Σ ∪ [0,m]. The ASL-
formula ϕ† over Σm is defined by
ϕ† := ϕ# ∧ α ∧ γ ∧ δ ∧
∧
a∈Σ
sda(ϕ)∨
k=0
1β
a
k,
where ϕ# is the formula of Definition 4.11.
We turn to the main result of this section.
Lemma 4.26. Let ϕ be an SML-formula. Then
1. ϕ is satisfiable if and only if ϕ† is satisfiable, and
2. ϕ has a finite model if and only if ϕ† has a finite model.
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PROOF. Suppose that K = (S,Σ,R, L) is a Kripke structure with s ∈ S such that
(K, s) |= ϕ. By Theorem 3.41, it follows that (K∗ϕ,s, s) |= ϕ, where K
∗
ϕ,s is the
pruned model of K relative to ϕ and s. We define the structure
K† := (K∗ϕ,s)m,
which consists of the structure K∗ϕ,s equipped with i-transitions for i ∈ [0,m] as
presented in Definition 4.11. By Lemma 4.12, it follows that (K†, s) |= ϕ#. On the
other hand, it is easy to check thatK†, when evaluated at state s, satisfies the ASL-
formulae α, γ, δ, and that for any a ∈ Σ there is exactly one ka with ka ∈ [0, sda(ϕ)]
such that βak is satisfied, namely ka = κ
a
ϕ,s. Thus, we have (K
†, s) |= ϕ†. In
particular, the ASL-formula ϕ† is satisfiable. Further, if K is a finite model of ϕ,
then K∗ϕ,s and thus also K
† are finite structures.
For the converse, suppose that K = (S,Σm,R, L) is a Kripke structure with
s ∈ S such that (K, s) |= ϕ†. In particular, there is ka ∈ [0, sda(ϕ)] for every a ∈ Σ
such that βaka is satisfied. By Corollary 4.20, each ka is uniquely determined. Let
the set S′ ⊆ S be defined by
S′ := Sϕ,s ∪ {saj | a ∈ Σ ∧ j ∈ [1, ka]},
where saj ∈ S \ Sϕ,s for a ∈ Σ and j ∈ [1, ka] is according to Fact 4.19. By
Fact 4.19(1) and Fact 4.24(1), we have (s, 0, u) ∈ R for every u ∈ S′. By Fact 4.17(3),
each u ∈ S′ has exactly one i-successor for every i ∈ [1,m].
On closer inspection of all subformulae of ϕ†, we observe that they refer to
i-transitions for i ∈ [1,m] in two ways, namely as the deletion of outgoing i-
transitions of the current state and as the test for existence of i-successors. But
none of these i-transitions is actually traversed for the evaluation of ϕ†. Thus,
we may assume that all i-transitions occur as loops at the states of S′, that is, we
suppose that (u, i, u) ∈ R for every u ∈ S′ and i ∈ [1,m]. Otherwise, we can
transform the model K into a model of ϕ† with this property.
From Fact 4.24(2), it follows that (u, 0, u′) ∈ R for all u, u′ ∈ S′. Suppose
now that there are u ∈ S′ and v ∈ S with (u, 0, v) ∈ R. By Fact 4.24(3), we get
(s, 0, v) ∈ R and thus, v ∈ S′ by Fact 4.22. In other words, one cannot escape
the subset S′ of S by traversing 0-transitions. Likewise, one cannot escape S′ by
using Σ-transitions. This follows from Facts 4.19 and 4.22. Thus, by evaluating
any modality of ϕ†, one stays in S′. We can therefore restrict K to the states in S′,
that is, for the Kripke structure
K′ := (S′,Σm,R ∩ S′ × Σm × S′, L|S′ )
we also have (K′, s) |= ϕ†. We have already seen that any two states of K′ are
connected by 0-transitions. Further, for every state u of K′ and i ∈ [1,m], there
exists the transition (u, i, u). In fact, these are the only i-transitions in K′ for i ∈
[1,m] by Fact 4.17(3).
Finally, let K′′ be the restriction of the structure K′ to the alphabet Σ, that is,
K′′ := (S′,Σ,R ∩ S′ × Σ× S′, L|S′ ).
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Clearly, we have K′ = (K′′)m and K′ is a model of ϕ# when evaluated at s. By
Lemma 4.12, we therefore obtain (K′′, s) |= ϕ. In particular, the SML-formula ϕ
is satisfiable. Further, if K is a finite model of ϕ†, then K′ and K′′ are also finite
structures. This concludes the proof of the theorem. 
By applying the preceding lemma, we obtain:
Theorem 4.27. The logic ASL does not have the finite model property.
PROOF. There is an satisfiable SML-formula ϕ∞ that has only infinite models (cf.
Theorem 3.20). By Lemma 4.26, the ASL-formula ϕ†∞ is also satisfiable, but a finite
model of it would yield a finite model of ϕ∞. 
By combining Theorem 3.35 with Lemma 4.26, we finally get:
Theorem 4.28. The problems Satisfiability, Finite Satisfiability, and Infinity Axiom
for ASL are undecidable. 
To summarize, the logic ASL does not differ from SML with respect to model
checking complexities (combined, formula, and program complexities), the lack
of finite model property, and the undecidability of the satisfiability problems.
4.2 Path Sabotage
The second localized version of sabotage games and logics that we investigate
in this thesis is the so-called path sabotage. For the game, this means that the
edge deletion is combined with a local movement: Blocker also moves through
the arena such that exactly those edges are deleted that were traversed along his
path. Both players move alternatingly and independently of each other. Thus,
positions of the game signify, inter alia, the current vertex of Runner as well as
the current vertex of Blocker.
The path sabotage logic PSL with a new kind of sabotage modality is defined
accordingly. In contrast to SML, the current position becomes a pair of states of
the given Kripke structure when formulae are evaluated.
4.2.1 Path Sabotage Games
The path sabotage game is an adaptation of the global sabotage game, cf. Defin-
ition 2.2. Let A = (V, ηin) be a multi-graph as arena. A position of the game
becomes a quadruple (τ, v,w, η). The bit τ ∈ {0, 1} signifies whose turn it is –
0 stands for Runner, 1 for Blocker –, and v ∈ V is the current vertex of Runner,
w ∈ V the one of Blocker. A before, η : V × V → N gives the multiplicity func-
tion of currently available edges. The initial position is given by (0, vin,win, ηin)
for some designated vertices vin,win ∈ V. If (0, v,w, η) is the current position,
then Runner chooses some v′ ∈ V with η(v, v′) > 0 and (1, v′,w, η) becomes
the successor position. If (1, v,w, η) is the current position, then Blocker chooses
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some w′ ∈ V with η(w,w′) > 0 and (0, v,w′, ηw,w′) becomes the successor po-
sition. Recall that ηw,w′ is equal to the function η, where the value of (w,w
′) is
reduced by one. Since players are not permitted to pass, either player can get
stuck.
We focus on directed multi-graphs as arenas and the reachability condition as
game objective. We write G = (A, vin,win, F) to specify the game, where A =
(V, ηin) is an arena, vin,win ∈ V are initial vertices of the respective player, and
F ⊆ V is a set of final vertices. Finally, Runner wins the play if either Blocker
cannot move or the play reaches a position (0, v,w, η) with v ∈ F.
Remark 4.29. Consider a path sabotage game G = (A, vin, vin, F) with A =
(V, ηin), where both players start at the same vertex. Since the game begins with
Runner’s turn, he is always one step ahead and the game becomes a simple graph
reachability problem, which can be solved in space O(log2 |V|) by Savitch’s The-
orem [Sav70]. In this case, we can even ignore the multiplicity of edges. ◭
As with global sabotage games or adjacent sabotage games, a simple alternating
algorithm shows that the path sabotage game can be solved in space polynomial
with respect to the size of the arena.
Lemma 4.30. The problem of solving path sabotage games with a reachability condition
belongs to PSPACE.
PROOF. We merely sketch the proof. Let G = (A, vin,win, F) be a path sabotage
game with arena A = (V, ηin). The alternating algorithm takes as input the tuple
(V, F, η, v,w) with v,w ∈ V and η ≤ ηin. The procedure checks the following
conditions in the given order:
1. if v ∈ F holds true, then it accepts,
2. if v is an η-sink, then it rejects, and
3. if w is an η-sink, then it accepts.
In all other cases, it guesses v′ ∈ V with η(v, v′) > 0 and then it universally
chooses w′ ∈ V with η(w,w′) > 0. It calculates the new multiplicity function
ηw,w′ ≤ η and starts a recursive call with input (V, F, ηw,w′ , v
′,w′).
The initial call is started with the parameters (V, F, ηin, vin,win). Each com-
putation branch forms a legal play of the game and there is a one-to-one corre-
spondence between computation trees and game trees of Runner. It follows that
Runner has a winning strategy in G starting from (vin,win) if and only if every
computation branch terminates in an accepting state, that is, if and only if the al-
gorithm accepts its initial input. Since the game definitely ends when every edge
was deleted, each computation branch terminates after at most |η| calls.
A binary representation of the parameters needs a space polynomial with
respect to |A|. Finally, checking the conditions and updating the parameters
take a time that is also polynomial with respect to |A|. Thus, the running time
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of the algorithm is polynomial with respect to |A|. By Theorem 1.1, we have
APTIME = PSPACE and the statement follows. 
Beforewe turn to the path sabotage logic, we show that even path sabotage games
are PSPACE-complete. For the last time, we present a reduction from QBF:
Lemma 4.31. The problem of solving path sabotage games with a reachability condition
is PSPACE-complete, even for single-graphs and a singleton set of final vertices.
PROOF. It remains to establish the PSPACE-hardness. The proof follows closely
the proof of the PSPACE-hardness of global sabotage games (cf. Section 2.2) and
we merely sketch it. Again, we provide a polynomial time reduction from QBF
to path games by constructing an arena for a given instance ϕ of QBF such that
Runner has a winning strategy from (vin,win) if and only if ϕ is a positive in-
stance. In what follows, let ϕ be a quantifier-free Boolean formula in conjunctive
normal form and with Boolean variables x1 . . . xn. The arenaAϕ has a single goal,
which is also a sink, and consists of n assignment components, where existential
components and universal components alternate. The arena is completed by a
verification component.
For each component, we give two designated vertices Rin and Bin. We assume
that the current position of the game is (0,Rin, Bin, η) for some η ≤ ηin when the
play reaches the component for the first time. In other word, Runner’s position is
vertex Rin, Blocker’s position is Bin, and it is Runner’s turn. For the assignment
components, we additionally give the vertices Rout and Bout. After the compo-
nent was traversed, these two vertices are intended to be the final positions of
Runner and Blocker, respectively. The components are put together by identi-
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fying the vertices Rout and Bout with the vertices Rin and Bin of the following
component. The first component is existential and its vertices Rin and Bin are set
to be vin and win, respectively. There are several edges leading back from the ver-
ification component to the assignment components depending on the structure
of ϕ. These connections are indicated by the curly edges.
Blocker assigns values to Boolean variables in the universal components and
he chooses the clause that has to be checked, while Runner assigns values in
the existential components and chooses a literal in that clause in order to verify
the overall assignment. In either case, the corresponding player leads the play
towards Xi if he wants xi to be false and towards Xi if he wants xi to be true.
The existential component is depicted in Figure 4.4(a). The arrow A k B
stands for a path from A to B with k intermediate vertices. Thus, Runner needs
k + 1 steps to reach B from A. Let (0,Rin, Bin, η) be the position when entering
this component for the first time. It is straightforward to check that, if Runner
moves from Rin to the right – thus, setting xi to be true –, then there is only one
way for Blocker in order to prevent his loss. This way is depicted in Figure 4.4(b),
where removed edges are represented as dotted lines. Recall that the goal is a
sink. Thus, Blocker loses in the next round if he moves towards the goal. The
case where Runner moves from Rin to the left is symmetrical. In either case, the
first traversal of an existential component ends in position (0,Rout, Bout, η′) for
some η′ ≤ η.
Since Runner and Blocker move along the same edges, we have to take care
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that Runner cannot use shortcuts that are ‘reserved’ for Blocker and that Blocker
cannot isolate Runner too early. Thus, the universal component is a little bit more
sophisticated, cf. Figure 4.5(a). Let (0,Rin, Bin, η) be the position when entering
this component for the first time. If we assume that Blocker wants to prevent
his untimely loss, then a careful analysis of all possible ways in this component
shows that there are exactly two passages. And how the passage is completed
only depends on the continuation of Blocker at vertex A. For example, if Blocker
leads the play towards Xi – thus, setting xi to be true –, then he needs to move as
depicted in Figure 4.5(b). All other ways leave a path such that Runner can reach
the goal. The final position in this component is (0,Rout, Bout, η′) for some η′ ≤ η.
We turn to the verification component where it is checked whether the assign-
ment chosen in the preceding components satisfies the Boolean formula ϕ, cf.
Figure 4.6. We assume that ϕ consists of the clauses c1 . . . cm, each of which has
exactly three literals lkj. For k ∈ [1,m] and j ∈ [1, 3], there is an edge from vertex
Lkj to vertex Xi in the corresponding assignment component if we have lkj = xi.
If we have lkj = ¬xi, then there is an edge from Lkj to vertex Xi. Further, there are
n edges leading from Z to the Y-vertices in the assignment components.
Let (0,Rin, Bin, η) be the position when entering this component for the first
time. Runner reaches vertex A from Rin in 2m steps. But Blocker needs to move
towards Z when Runner reaches A in order to block the goal. This has two im-
plications: First, Blocker cannot move towards some Lkj, because he cannot come
back to this component in time to isolate the goal from vertex A. Second, Blocker
can isolate at most m − 1 vertices from {C1 . . .Cm} by moving successively to-
wards some Ck and back to A. Afterwards, he must proceed towards Z. Suppose
that Blocker leaves exactly one connection, say, to vertex Ck. The position is then
(1, A, A, η) for some η. Suppose that Blocker moves from A towards Z. Runner
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has no other choice than moving to Ck. He proceeds by choosing some Lkj. If lkj
is true under the chosen assignment, then the corresponding variable vertex Xi
or Xi was not visited before. Thus, there is still a path to the goal and Runner
wins the play. Conversely, if lkj is false, then the variable vertex was visited be-
fore and Runner has no other choice than proceeding to Y in the corresponding
assignment component. But Blocker can reach this Y-vertex from Z before Run-
ner reaches it from Lkj. Since there is only one outgoing edge at Y, Runner gets
stuck in a sink and loses the play.
Finally, suppose that Blocker moves towards Z earlier, without blocking all
but one of the Ck’s. Note that, after traversing all assignment components, there
is a unique path from the initial vertex vin to vertex Rin in the verification compo-
nent, namely the path that Runner took before (cf. Figures 4.4(b) and 4.5(b)). And
all Y-vertices lie on this path. Thus, Blocker enters this path by moving from Z to
some Y. Since he is then behind Runner, he cannot block ‘future’ edges. In other
words, Blocker cannot prevent his loss by moving this way.
Clearly, the size of the arena Aϕ is polynomial in the size of ϕ. Thus, we
provided a polynomial time reduction from QBF to path sabotage games. 
4.2.2 Path Sabotage Logic
We turn to a modal logic that corresponds to the path sabotage game.
Definition 4.32. The syntax of the path sabotage logic PSL is a modification of the
one for SML (cf. Definition 3.1). The logic contains the sabotage modalitya
instead of a, which realizes a ‘deletion by moving’. Formulae of PSL are induc-
tively defined by the following grammar, where p ∈ Prop and a ∈ Σ:
ϕ ::= ⊤ | p | ¬ϕ | ϕ ∨ ϕ | ^aϕ |aϕ.
The dual modality a is defined analogously. For a Kripke structure K =
(S,Σ,R, L), the semantics of PSL with respect to the pair 〈s, t〉 for s, t ∈ S is in-
ductively defined by1
(K, s, t) |= ⊤,
(K, s, t) |= p ⇐⇒ p ∈ L(s),
(K, s, t) |= ¬ϕ ⇐⇒ not (K, s, t) |= ϕ,
(K, s, t) |= ϕ ∨ ψ ⇐⇒ (K, s, t) |= ϕ or (K, s, t) |= ψ,
(K, s, t) |= ^aϕ ⇐⇒ there is s′ ∈ S with (s, a, s′) ∈ R and (K, s′, t) |= ϕ,
(K, s, t) |=aϕ ⇐⇒ there is t′ ∈ S with (t, a, t′) ∈ R and
(K \ {(t, a, t′)}, s, t′) |= ϕ.
Note that propositions can only be checked on paths that are built up by standard
modalities.
1The notation 〈s, t〉 provides a better distinction between transitions – for example, (s, a, t) – and
the pair of evaluation.
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Example 4.33. We can easily specify Euler’s famous problem of Seven Bridges of
Königsberg and related questions by PSL-formulae. Consider the map of Königs-
berg with the seven bridges over the river Preger, cf. Figure 4.7(a). In 1736, Euler
asked the question whether it is possible to walk with a route that crosses each
bridge exactly once. Originally, the problem also requires that the route returns
to the starting point, but wemay omit this additional condition. We can represent
the map as an undirected multi-graph, cf. Figure 4.7(b). For any finite, undirected
multi-graph, we define an Eulerian trail as a path which visits each edge exactly
once, where multiplicities of edges are counted as different edges.
By a simple adaptation of the semantics of PSL, we may evaluate formulae
over undirected structures instead of Kripke structures. For n ∈ N, we define the
PSL-formula
ϑn :=n⊤.
For a multi-graph A, let KA be the corresponding undirected structure where
edge multiplicities are captured by edge labels (the construction is similar to De-
finition 3.7). It is straightforward to check that for every multi-graph A = (V, η):
there is an Eulerian trail from w ∈ V ⇐⇒ (KA, v,w) |= ϑ|η| for some v ∈ V.
Since Euler proved that there is no such path for the seven bridges of Königsberg,
it follows that
(KA, v,w) 6|= ϑ7 for any v,w ∈ V,
where A = (V, η) is the multi-graph of Figure 4.7(b). But, of course, this speci-
fication of Eulerian trails is of no algorithmic improvement. In fact, a connected
multi-graph has an Eulerian trail if and only if at most two vertices are of odd
degree. And an Eulerian trail can be found by applying Fleury’s Algorithm, the
running time of which is bounded by O(|η|) (see, for example, [Eve79]). ◭
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In the remainder of the section, we proceed analogously to ASL: First, we show
that the model checking problem for PSL remains PSPACE-complete, while the
formula complexity is linear and the program complexity is polynomial. Second,
we argue that PSL also lacks the finite model property and that the satisfiability
problems remain undecidable. The structure of arguments is the same as for ASL,
where we adapt the constructions to the case of path sabotage.
We start with an embedding of PSL into FO.
Lemma 4.34. The model checking problem for PSL belongs to PSPACE.
PROOF. The proof follows closely the proof of Lemma 3.4 and we merely sketch
it. One can show that for every PSL-formula ϕ there is an effectively constructible
FO-formula ϕˆ(x, y) such that for every Kripke structure K and state s of K:
(K, s, t) |=PSL ϕ ⇐⇒ Kˆ |=FO ϕˆ[s, t],
where Kˆ is the first-order structure corresponding to K (cf. Chapter 1). The def-
inition of ϕˆ(x, y) is an adaptation of the one for SML and is by induction on the
structure of ϕ:
 For ϕ = ⊤, let ϕˆ(x, y) := ⊤.
 For ϕ = p, let ϕˆ(x, y) := Pp(x).
 For ϕ = ¬ψ, let ϕˆ(x, y) := ¬ψˆ(x, y). Analogously for ϕ = ψ1 ∨ ψ2.
 For ϕ = ^aψ, we choose a fresh variable name x′, which does not occur in
ψˆ(x, y), and we set
ϕˆ(x, y) := ∃x′ : (x, x′) ∈ Ra ∧ ψˆ(x′, y).
 For ϕ = aψ, we choose a fresh variable name y′, which does not occur in
ψˆ(x, y), and we set
ϕˆ(x, y) := ∃y′ : (y, y′) ∈ Ra ∧ Suba,y,y′(ψˆ(x, y
′)),
where Suba,y,y′ is the same FO-operator as before.
Clearly, the size of ϕˆ(x, y) remains polynomial in the size of ϕ. 
We can establish the PSPACE-completeness of the model checking problem by
the PSPACE-hardness of the path sabotage games. We can define a PSL-formula
expressing the winning condition for Runner in this game. In fact, this is the
same formula γn as for SML, when replacing ⊡ by (cf. Definition 3.7). Since
the game definitely ends after at most n rounds, where n is the number of edges
counted with multiplicity, we obtain that Runner has a winning strategy in G =
(A, vin,win, F) over A = (V, η) if and only if (KA, vin,win) |= γ|η|, where KA is
again the Kripke structure corresponding to the arena A. The proof follows very
closely the proof of Lemma 3.8 and is omitted here. By Lemma 4.31, the problem
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of solving these games is PSPACE-hard even for single-graphs. For single-graphs,
the size of the formula γn is polynomial in n. Thus, we can show this way that
the model checking problem for PSL is PSPACE-complete.
But as with ASL, we follow a different approach to establish the PSPACE-
completeness of the model checking problem. We present a reduction of this
problem for SML to the one for PSL. We can then reuse the construction for the
satisfiability problem. Before we give the formal definition of the reduction, we
briefly describe the idea. Let ϕ be an SML-formula and K be a finite Kripke
structure that are intended to be checked. We equip the structure K with new
transitions such that each pair of states is connected by several transitions with
different labels (the number depends on ϕ). The global transition deletion is then
simulated by the following procedure: Suppose that the current position of eval-
uation is the pair 〈s, t〉 and we want to delete the transition (u, a, u′). We use a
sabotage path of length 2: First, we move along a new transitions, say, with label
i, to reach u from t. Then we proceed with the transition (u, a, u′). The new po-
sition becomes 〈s, u′〉 and the substructure has two transitions less than K. Since
not only the desired a-transition is deleted, but also the i-transition, we need a
fresh label for each global deletion to ensure the reachability of u from t.
We turn to the formalization of this idea. Throughout this section, we assume
an alphabet Σ with i 6∈ Σ for every i ∈ N.
Definition 4.35. Form ∈ N withm ≥ 1, we define the alphabet Σm := Σ∪ [1,m].
For a Kripke structure K = (S,Σ,R, L), we define the superstructure Km :=
(S,Σm,Rm, L) with extra transitions in addition to the transitions of K, namely
i-labeled transitions between any two states for every i ∈ [1,m]. Formally, we set
Rm := R ∪ {(s, i, s′) | s, s′ ∈ S ∧ i ∈ [1,m]}.
For convenience, we adopt the convention that Σ0 = Σ and K0 = K.
Following the informal idea above, we inductively define the PSL-formula ϕ#
over the alphabet Σsd(ϕ) for a given SML-formula ϕ over Σ:
(⊤)# := ⊤, (p)# := p, (ϕ1 ∨ ϕ2)
# := ϕ#1 ∨ ϕ
#
2,
(¬ψ)# := ¬ψ#, (^aψ)# := ^aψ#, and
(aψ)
# :=iaψ
#, where i = sd(ψ) + 1.
Note that |Rm| = |R|+m · |S|
2 and that |ϕ#| is polynomial with respect to the size
of ϕ.
Now we are ready to present the reduction from the model checking problem for
SML:
Lemma 4.36. Suppose that ϕ is an SML-formula, K is a Kripke structure, and s is a
state of K. Then for every state t of K:
(K, s) |=SML ϕ ⇐⇒ (Ksd(ϕ), s, t) |=PSL ϕ
#.
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PROOF. Let ϕ be an SML-formula and let m := sd(ϕ). The proof is by induc-
tion on the structure of ϕ. Since the standard modalities in ϕ do not refer to
the symbols from [1,m], the only interesting case is for ϕ = aψ. Suppose that
K = (S,Σ,R, L) is a Kripke structure with s ∈ S such that (K, s) |= ϕ and let t ∈ S
be arbitrary. By definition, there is (u, a, u′) ∈ R such that (K\{(u, a, u′)}, s) |= ψ.
By applying the induction hypothesis and since we have sd(ψ) = m− 1, it fol-
lows that ((K \ {(u, a, u′)})m−1, s, u′) |= ψ#. Clearly, we have
Kn \ {(v, a, v′)} ∼= (K \ {(v, a, v′)})n (4.3)
for any transition (v, a, v′) ∈ R and n ∈ N. It follows that
(Km−1 \ {(u, a, u
′)}, s, u′) |= ψ#
=⇒ (Km−1, s, u) |=aψ
#.
Since the symbol m does not occur in ψ#, we can arbitrarily add m-transitions to
the model without affecting the truth of ψ#. Thus, we have
(Km \ {(t,m, u)}, s, u) |=aψ#.
Since (t,m, u) is a transition of Km, it follows that
(Km, s, t) |=maψ#.
For the converse, assume that (Km, s, t) |= ϕ#. By definition of Km and ϕ#, there
are u, u′ ∈ S with (u, a, u′) ∈ R such that
(Km \ {(t,m, u), (u, a, u′)}, s, u′) |= ψ#.
But the symbol m does not occur in ψ#. Thus, we can leave out all m-transitions.
Together with (4.3), we obtain
((K \ {(u, a, u′)})m−1, s, u
′) |= ψ#.
By the induction hypothesis, it follows that (K\ {(u, a, u′)}, s) |= ψ and therefore,
we get (K, s) |= ϕ. 
To summarize, we have:
Theorem 4.37. The model checking problem for PSL is PSPACE-complete.
PROOF. By Lemma 4.34, the problem belongs to PSPACE. Recall that the size
of ϕ# is polynomial with respect to |ϕ| and the size of Ksd(ϕ) is polynomial with
respect to |K| and |ϕ| for a finite structure K. Thus, Lemma 4.36 yields a poly-
nomial time reduction from the model checking problem for SML to the one for
PSL. By Theorem 3.9, the former problem is PSPACE-hard. 
Regarding the formula and program complexity for PSL, we can use the same
construction as for ASL or SML: The unfolded structure together with a corre-
sponding ML-formula yield effective complexities.
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Theorem 4.38. For the two parameters of the model checking problem, one has:
1. The model checking problem for PSLwith a fixed finite Kripke structure can be solved
in linear time with respect to the size of the formula (formula complexity).
2. The model checking problem for PSLwith a fixed formula can be solved in polynomial
time with respect to the size of the finite Kripke structure (program complexity).
PROOF. Again, the proof follows very closely the proof of Theorem 3.14. The
unfolded structure K⋄ := (S⋄,Σ⋄,R⋄, L⋄) of a given finite Kripke structure K
with respect to path sabotage is defined by
S⋄ := S× S× 2R,
Σ⋄ := Σ ∪ {a¯ | a ∈ Σ},
R⋄ := {((s, t, E), a, (s′, t, E)) | (s, a, s′) ∈ R \ E} ∪
{((s, t, E), a¯, (s, t′, E′)) | (t, a, t′) ∈ R \ E ∧ E′ = E ∪ {(t, a, t′)}},
L⋄(s, t, E) := L(s) for each (s, t, E) ∈ S⋄.
The Kripke structure K⋄n is the structure K
⋄ restricted to the states (s, t, E) with
|E| ≤ n. The sabotage operatora is then simulated by using an a¯-transition,
i.e., by themodal operator^a¯. For a PSL-formula ϕ, theML-formula ϕ⋄ is defined
analogously as with SML (cf. Definition 3.12), but using (aψ)⋄ = ^a¯ψ⋄ as
inductive step. One proceeds by showing that for every PSL-formula
(K, s) |=PSL ϕ ⇐⇒ (K
⋄
pd(ϕ), (s, t,∅)) |=ML ϕ
⋄,
where pd(ϕ) is the maximum number of nested sabotage modalities of ϕ and is
defined analogously to sd(ϕ) (cf. Definition 3.11). The proof is again very close
to the proof of Lemma 3.13 and is omitted here. By applying Theorem 1.2, we
can thus solve the model checking problem for a PSL-formula ϕ and a Kripke
structure K in time O(|ϕ⋄| · |K⋄pd(ϕ)|). On the one hand, we have for a fixed
Kripke structure K
|K⋄pd(ϕ)| ∈ O
(
|K|2 · 2|K|
)
,
which does not depend on |ϕ|. Hence, the model checking problem for PSL with
a fixed Kripke structure can be solved in time O(|ϕ|). On the other hand, we
have for a fixed PSL-formula ϕ:
|K⋄pd(ϕ)| ∈ O
(
|K|pd(ϕ)+2
)
.
It follows that model checking problem for PSL with a fixed formula can be
solved in polynomial time with respect to |K|. 
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4.2.3 Finite Model Property and Satisfiability
For a reduction of the satisfiability problem for SML to the same problem for PSL,
we follow the same approach as with ASL, namely we ensure by a collection of
PSL-formulae that a model of a given SML-formula ϕ contains a pruned sub-
model relative to ϕ such that each two states of the submodel are connected by
i-transitions for i ∈ [1, sd(ϕ)] (cf. Definition 3.39). The connections of states can
be realized, because we know in advance how to reach all states in the pruned
submodel. Further, we ensure by PSL-formulae that one cannot escape this sub-
model either by using the standard modalities or the path sabotage modalities of
ϕ. Thus, the pruned submodel has the form of the modelKsd(ϕ) presented above.
The lack of the finite model property and the undecidability of the three satisfia-
bility problems for PSL follow by applying the same translation of SML-formulae
as before, that is, by using the PSL-formula ϕ#.
In what follows, let ϕ be an SML-formula over the alphabet Σ. In order to re-
alize the aforementioned idea, we introduce four PSL-formulae with parameters,
namely αi, βak,i, γi, and δi, where i ∈ [1, sd(ϕ)], k ∈ N and a ∈ Σ, and one PSL-
formula ζ without parameters. All formulae depend on the structure of ϕ, but
we again omit the explicit reference to it. An appropriate finite Boolean combina-
tion of these formulae ensures the structure of the pruned submodel as described
above. For technical reasons, we additionally use the fresh symbol 0 for marking
purposes, that is, the deletion of 0-transitions allows us to identify states.
Note that in contrast to the construction for ASL where 0-transitions served as
connections between states and i-transitions for i ∈ [1, sd(ϕ)] served as markers,
there is a role-swapping for PSL, since the 0-transitions now serve as markers
and we require that each two states are connected by i-transitions for every i ∈
[1, sd(ϕ)].
As before, we assume that Σ is an alphabet with i 6∈ Σ for every i ∈ N. Let ϕ
be some fixed SML-formula over Σ with m := sd(ϕ) and let Σm := Σ ∪ [0,m]. We
adopt the notation of Section 3.4 and for convenience, we set P := P(ϕ). Recall
that for a Kripke structure K = (S,Σm,R, L) and s ∈ S, the set Sϕ,s ⊆ S contains
all states that are reachable from s by paths with labels in P. Regarding the ML-
operators^L and L for finite languages L ⊆ Σ+m and the ML-formulae σL and σw
for a word w ∈ Σ+m , we refer to Definition 3.15.
We start with the auxiliary formula αi, which guarantees the existence of i-
transitions from the origin to the states that are reachable by paths in P. Further,
it ensures that both the evaluation of standard modalities and the evaluation of
sabotage modalities start in the same state.
Definition 4.39. Let i ∈ [1,m]. The PSL-formula αi over Σm is defined by
αi := σ0 ∧0¬σ0 ∧ P(σ0 ∧i0¬σ0).
The following fact shows the relevance of αi for our purpose.
Fact 4.40. Suppose that K = (S,Σm,R, L) is a Kripke structure with s, t ∈ S such that
(K, s, t) |= αi for some i ∈ [1,m]. Then
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1. s = t,
2. every u ∈ Sϕ,s has exactly one 0-successor, and
3. there is (s, i, u) ∈ R for every u ∈ Sϕ,s.
In particular, it follows that (s, i, s) ∈ R.
PROOF. The first two conjuncts of αi imply that initially, state s has a 0-successor
and there is t′ ∈ S with (t, 0, t′) ∈ R such that (K \ {(t, 0, t′)}, s, t′) 6|= σ0, that is,
state s has no longer a 0-successor. Hence, it must be s = t and Item 1 follows.
If the current position of evaluation is 〈s, s〉, then the last conjunct asserts the
following. Every state u ∈ S that is reachable from s by a path in P, i.e., every
u ∈ Sϕ,s has a 0-successor and there is a sabotage path (s, i, v)(v, 0,w) via some
state v ∈ S such that u has no longer a 0-successor. Hence, it follows that u = v
and that there is only one 0-successor of u. This shows Items 2 and 3. For the last
statement, note that s ∈ Sϕ,s holds by definition. 
As with ASL, the formula βak,i is concerned with the extra states of a pruned
model, which are not reachable by the standard modalities of ϕ, but which have
a single transition leading to the origin. The formula βak,i ensures the existence of
k such states as i-successors of the origin, each of which has exactly one a-labeled
transition to s, but no other outgoing Σ-transitions.
Definition 4.41. Let a ∈ Σ and i ∈ [1,m]. The PSL-formula βak,i over Σm is de-
fined by induction on k ∈ N:
βa0,i :=i(a⊥∨0^P¬σ0), and
βak+1,i :=i
(
0Pσ0 ∧a⊤∧
∧
b∈Σ,b 6=a
b⊥∧a(0¬σ0 ∧ β
a
k,i)
)
.
The following fact summarizes the role of βak,i.
Fact 4.42. Let K = (S,Σm,R, L) be a Kripke structure with s, t ∈ S such that
(K, s, t) |= αi ∧ β
a
k,i
for some a ∈ Σ, k ∈ N and i ∈ [1,m]. Then there are pairwise distinct sa1 . . . s
a
k ∈ S such
that for every j ∈ [1, k]:
1. saj ∈ S \ Sϕ,s, the state s
a
j has exactly one 0-successor and there is (s, i, s
a
j ) ∈ R,
2. (saj , a, s) ∈ R and from (s
a
j , a, s
′) ∈ R for some s′ ∈ S it follows that s′ = s, and
3. saj has no b-successor for b ∈ Σ, b 6= a.
Conversely, if there is v ∈ S \ Sϕ,s with (s, i, v) ∈ R and (v, a, s) ∈ R, then v = saj for
some j ∈ [1, k].
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PROOF. The proof is by induction on k. By Fact 4.40, formula αi implies s = t.
Thus, the current position of evaluation is 〈s, s〉. For k = 0, suppose that the
formula βa0,i is satisfied and that there is v ∈ S with (s, i, v) ∈ R and (v, a, s) ∈ R.
If the transition (s, i, v) is removed and the position becomes 〈s, v〉, then, since v
has an a-successor by assumption, the second disjunct of βa0,i must be true. Hence,
there is a state v′ ∈ S with (v, 0, v′) ∈ R such that, if this transition is removed
and the current position becomes 〈s, v′〉, then there is a path labeling pi ∈ P and
a pi-path from s to some u ∈ S such that u has no 0-successor. By definition, we
have u ∈ Sϕ,s. By Fact 4.40(2), state u has a 0-successor in the initial structure.
Since exactly one 0-transition was deleted, namely the one at v, it follows that
u = v. Therefore, we have v ∈ Sϕ,s.
For the inductive step, we assume that the statement holds for k. Suppose
that the formula βak+1,i is satisfied when evaluated at 〈s, s〉. Then there is u ∈ S
with (s, i, u) ∈ R such that, if this transition is removed and the position becomes
〈s, u〉, then the four conjuncts of βak+1,i are true in the corresponding substructure.
We show that we can set sak+1 := u.
The first conjunct implies that there is v ∈ S and (u, 0, v) ∈ R such that, if
this transition is removed and the position becomes 〈s, v〉, then every w ∈ Sϕ,s
still has a 0-successor. By Fact 4.40(2), every w ∈ Sϕ,s has exactly one 0-successor.
Thus, it follows that u 6∈ Sϕ,s. In particular, Item 1 holds for u.
If the position is 〈s, u〉, then the second and third conjunct imply that u has
an a-successor, but no b-successor for b 6= a. Thus, Item 3 holds for u. We turn
to the last conjunct. When evaluated at position 〈s, u〉, it ensures that for every
a-successor v of u, if the transition (u, a, v) is removed and the position becomes
〈s, v〉, then there is w ∈ S with (v, 0,w) ∈ R such that the following holds. If
the transition (v, 0,w) is removed, then s has no longer a 0-successor. But by
Fact 4.40(2), state s ∈ Sϕ,s has a 0-successor in the initial structure. Since exactly
one 0-transition was deleted, namely the one at v, it follows that v = s and thus,
Item 2 is established for u.
The current position is again equal to 〈s, s〉 when the last subformula βak,i is
evaluated and the transition (u, a, s) is removed. By induction hypothesis, this
formula then implies the existence of sa1 . . . s
a
k with the stated properties. It follows
from Item 2 that u 6= saj for every j ∈ [1, k]. Thus, we can set s
a
k+1 := u.
Finally, assume that there is v ∈ S \ Sϕ,s with (s, i, v) ∈ R and (v, a, s) ∈ R. If
v 6= u, then both transitions were not deleted until the current position becomes
〈s, s〉 again and βak,i is evaluated. By induction hypothesis, β
a
k,i implies that v = s
a
j
for some j ∈ [1, k]. Thus, either v = u(= sak+1) or v = s
a
j for some j ∈ [1, k] and
the last assertion follows. 
In particular, it follows from the preceding fact that for fixed a ∈ Σ and i ∈ [1,m],
at most one subformula βak,i for k ∈ N can be satisfied:
Corollary 4.43. Suppose that K = (S,Σm,R, L) is a Kripke structure with s, t ∈ S.
Let a ∈ Σ and i ∈ [1,m] be fixed. If (K, s, t) |= αi ∧ βak,i holds for some k ∈ N, then
(K, s, t) 6|= βak′ ,i for any k
′ ∈ N with k′ 6= k.
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PROOF. The proof is a straightforward adaptation of the one for Corollary 4.20
and is omitted here. 
We turn to the third formula γi. It ensures that each i-successor of the origin be-
longs to the pruned submodel of the overall model. In fact, after we presented the
last two formulae, we will see that for any i ∈ [1,m] one reaches the same states
from the origin s by using i-transitions, and that these states exactly correspond
to the pruned submodel.
Definition 4.44. The PSL-formula γi over Σm is defined by
γi :=i(Σ0¬σ0 ∨0^P¬σ0).
Next, we show the aforementioned assertion.
Fact 4.45. Let K = (S,Σm,R, L) be a Kripke structure with s, t ∈ S. For every a ∈ Σ,
let ka ∈ N such that
(K, s, t) |= αi ∧
∧
a∈Σ
βaka,i ∧ γi.
Then for every i-successor v of s one either has v ∈ Sϕ,s or v = saj for some a ∈ Σ and
j ∈ [1, ka] as claimed by Fact 4.42.
PROOF. Let v be an arbitrary i-successor of s. By Fact 4.40(1), we have s = t and
the current position is 〈s, s〉. By γi, two cases are possible after we remove the
transition (s, i, v) such that the position becomes 〈s, v〉:
Case 1. Suppose that the first disjunct is true. Then there are w,w′ ∈ S with
(v, a,w) ∈ R for some a ∈ Σ and (w, 0,w′) ∈ R such that s has no longer
a 0-successor. Since initially, the origin s has a 0-successor and exactly one 0-
transitions was deleted, namely the one at w, it follows that s = w and therefore
(v, a, s) ∈ R. If v ∈ Sϕ,s, then we are done. Otherwise, we have v ∈ S \ Sϕ,s,
(s, i, v) ∈ R and (v, a, s) ∈ R. By Fact 4.42, it follows that v = saj for some
j ∈ [1, ka].
Case 2. Suppose that the second disjunct is true. Then there is some s′ ∈ S with
(s, 0, s′) ∈ R such that, if this transition is removed and the position becomes
〈s, s′〉, then there is some u ∈ Sϕ,s that has no 0-successors. But by Fact 4.40(2),
each state u ∈ Sϕ,s initially has exactly one 0-successor. Thus, it must be u = v
and therefore, v ∈ Sϕ,s. 
The fourth formula δi provides two kinds of ‘triangle relations’ with respect to
i-transitions and the origin.
Definition 4.46. The PSL-formula δi over Σm is defined by
δi :=ii(σ0 ∧i0¬σ0) ∧
i
(
σ0 ∧
(
0¬σ0 ∨i(0¬σ0 ∧i0¬σ0)
))
∧
ii(σ0 ∧i0¬σ0)
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The following fact establishes the triangle relations.
Fact 4.47. LetK = (S,Σm,R, L) be a Kripke structure with s ∈ S such that (K, s, s) |=
δi. Let u, v ∈ S. Then:
1. if (s, i, u) ∈ R and (s, i, v) ∈ R, then also (u, i, v) ∈ R, and
2. if (s, i, u) ∈ R and (u, i, v) ∈ R, then also (s, i, v) ∈ R.
Further, each u ∈ S with (s, i, u) ∈ R has exactly one 0-successor.
PROOF. Let u, v ∈ S with (s, i, u) ∈ R and (s, i, v) ∈ R. We first assume that
u 6= v. When we start from position 〈s, s〉 and remove the transition (s, i, u), then
the position becomes 〈s, u〉. By assumption, the transition (s, i, v) is still available
and we can proceed to position 〈v, u〉. By the first conjunct of δi, state v then has
a 0-successor and there is a sabotage path (u, i,w)(w, 0,w′) for some w,w′ ∈ S
such that v has no longer a 0-successor. Thus, it must be v = w. It follows that
(u, i, v) ∈ R.
Assume now that u = v. If we use the transition (s, i, u) ∈ R from the initial
position 〈s, s〉, then the position becomes 〈u, s〉. By the second conjunct of δi, state
u has a 0-successor. Further, the first disjunct is true if and only if u = s and s has
a single 0-successor. In this case, we already have (s, i, s) ∈ R. If u 6= s, then the
second disjunct must be satisfied. In order to satisfy0¬σ0, we have to remove
the transition (s, i, u) such that the position becomes 〈u, u〉. Further, state u can
merely have a single 0-successor. When continuing from position 〈u, u〉, we can
only remove two consecutive transitions (u, i,w)(w, 0,w′) for w,w′ ∈ S such that
u has no longer a 0-successor if u = w holds true. Thus, it must be (u, i, u) ∈ R in
order to satisfy the subformulai0¬σ0. This shows Fact 4.47(1). Further, we
have established that each u ∈ S with (s, i, u) ∈ R has exactly one 0-successor.
Finally, let u, v ∈ S with (s, i, u) ∈ R and (u, i, v) ∈ R. By the third conjunct
of δi, if we move from the initial position 〈s, s〉 to position 〈v, s〉, then v has a 0-
successor. Further, there is a sabotage path (s, i,w)(w, 0,w′) for w,w′ ∈ S such
that v has no longer a 0-successor. Thus, it follows that w = v and (s, i, v) ∈ R. 
Remark 4.48. Let i ∈ [1,m]. It is straightforward to check that every Kripke
structure where each two states are connected by an i-transition and where each
state has a single outgoing 0-transition is indeed a model of δi. This even holds
true when the structure only consists of one or two states. In particular, the first
and second conjunct of δi are not contradictory. ◭
Finally, the last formula ζ guarantees that one cannot escape the pruned sub-
model by using another Σ-transition. Note that all formulae so far speak about
i-transitions for some i ∈ [1,m], but they assert nothing about the interaction of
them. Thus, ζ additionally provides the interchange of i-transitions in the sense
that, if there is an i-transitions from the origin to a state for some i ∈ [1,m], then
there are also j-transitions from the origin to that state for every j ∈ [1,m].
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Definition 4.49. The PSL-formula ζ over Σm is defined by
ζ := PΣ(σ0 ∧P0¬σ0) ∧
m∧
i=1
i
m∧
j=1
j0¬σ0
Fact 4.50. Let K = (S,Σm,R, L) be a Kripke structure with s ∈ S such that
(K, s, s) |=
m∧
i=1
δi ∧ ζ.
Then
1. every Σ-successor of a state in Sϕ,s also belongs to Sϕ,s, and
2. for every u ∈ S, if (s, i, u) ∈ R for some i ∈ [1,m], then (s, j, u) ∈ R for every
j ∈ [1,m].
PROOF. Let u ∈ Sϕ,s and v ∈ S with (u, a, v) ∈ R for some a ∈ Σ. By applying
the first conjunct of ζ, we can move from the initial position 〈s, s〉 to position 〈v, s〉
such that v has a 0-successor. Further, there is pi ∈ P and a sabotage pi-path from
state s to some w ∈ Sϕ,s such that, if the path is extended to some 0-successor of
w, then v has no longer a 0-successor. This can only be true for v = w. Thus, we
obtain v ∈ Sϕ,s and Item 1 is established.
We turn to the second part of ζ. Let u ∈ Swith (s, i, u) ∈ R for some i ∈ [1,m].
By Fact 4.47, formula δi implies that u has exactly one 0-successor. By ζ, if we
move from the initial position 〈s, s〉 to position 〈u, s〉, then for every j ∈ [1,m]
there is a sabotage path (s, j,w)(w, 0,w′) for w,w′ ∈ S such that u has no longer a
0-successor. It follows that w = u and therefore, (s, j, u) ∈ R for every j ∈ [1,m].
This shows Item 2. 
In particular, the preceding fact ensures that the additional states san ∈ S \ Sϕ,s
according to βak,i are identical with the ones according to β
a
k,j for j 6= i.
Corollary 4.51. Let i, j ∈ [1,m] and let K = (S,Σm,R, L) be a Kripke structure with
s, t ∈ S such that
(K, s, t) |=
m∧
i=1
(αi ∧ δi) ∧ ζ ∧ β
a
k,i ∧ β
a
k′ ,j.
Let X := {sa1 . . . s
a
k} and X¯ := {s¯
a
1 . . . s¯
a
k′} be the states in S \ Sϕ,s for β
a
k,i, resp., β
a
k′ ,j
according to Fact 4.42. Then k = k′ and X = X¯ holds true.
PROOF. By Fact 4.40(1), we have s = t. By Corollary 4.43, the values k and k′
are uniquely determined. Let san ∈ X. By Fact 4.42, we have (s, i, s
a
n) ∈ R and
(san, a, s) ∈ R. By Fact 4.50(2), it follows that (s, j, s
a
n) ∈ R. Again by Fact 4.42,
we get san ∈ X¯ and thus, X ⊆ X¯. Analogously, it follows that X¯ ⊆ X. Since the
states in X are pairwise distinct, we have |X| = k. Analogously, we have |X¯| = k′.
Therefore, it follows that k = k′. 
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Now we are ready to give the reduction from the satisfiability problem for SML
to the same problem for PSL. In addition, it follows that PSL also lacks the finite
model property. Recall that for an SML-formula ϕ, the value sda(ϕ) specifies the
maximum number of nested sabotage modalitiesa, where occurrences ofb for
b 6= a are ignored (cf. Definition 3.39).
Definition 4.52. Suppose that Σ is an alphabet with i 6∈ Σ for every i ∈ N and
ϕ is an SML-formula over Σ with m := sd(ϕ). Let Σm := Σ ∪ [0,m]. The PSL-
formula ϕ† over Σm is defined by
ϕ† := ϕ# ∧
m∧
i=1
(
αi ∧ γi ∧ δi
)
∧ ζ ∧
∧
a∈Σ
sda(ϕ)∨
k=0
m∧
i=1
βak,i.
where ϕ# is the formula of Definition 4.35.
The following lemma asserts the main result of this section.
Lemma 4.53. Let ϕ be an SML-formula. Then
1. ϕ is satisfiable if and only if ϕ† is satisfiable, and
2. ϕ has a finite model if and only if ϕ† has a finite model.
PROOF. Suppose that K = (S,Σ,R, L) is a Kripke structure with s ∈ S such
that (K, s) |= ϕ. By Theorem 3.41, it follows that (K∗ϕ,s, s) |= ϕ, where K
∗
ϕ,s =
(S∗ϕ,s,Σ,R
∗
ϕ,s, L
∗
ϕ,s) is the pruned model of K relative to ϕ and s. We define the
structure K† := (S∗ϕ,s,Σm,R
†, L∗ϕ,s), where we set
R† := R∗ϕ,s ∪ {(u, 0, u) | u ∈ S
∗
ϕ,s} ∪ {(u, i, v) | u, v ∈ S
∗
ϕ,s ∧ i ∈ [1,m]}.
Note that K† is equal to the structure (K∗ϕ,s)m that was defined in Definition 4.35,
but with additional 0-loops at every state. Since the formula ϕ# does not refer to 0-
transitions, it follows from Lemma 4.36 that for any t ∈ S∗ϕ,s, we have (K
†, s, t) |=
ϕ#.
On the other hand, it is straightforward to check that K†, when evaluated at
position 〈s, s〉, satisfies the formula ζ as well as the formulae αi, γi, and δi for
every i ∈ [1,m], see also Remark 4.48. Further, for any a ∈ Σ there is exactly
one ka with ka ∈ [0, sda(ϕ)] such that βak,i is satisfied for every i ∈ [1,m], namely
ka = κaϕ,s. Thus, we have (K
†, s, s) |= ϕ†. In particular, the PSL-formula ϕ† is
satisfiable. Further, if K is a finite model of ϕ, then K∗ϕ,s and thus also K
† are
finite structures.
For the converse, suppose that K = (S,Σm,R, L) is a Kripke structure with
s, t ∈ S such that (K, s, t) |= ϕ†. By Fact 4.40, we have s = t. By Corollaries 4.43
and 4.51, for every a ∈ Σ there is a uniquely determined k ∈ [0, sda(ϕ)] such that
the disjunct βak,1 ∧ . . . ∧ β
a
k,m is satisfied. Let ka for a ∈ Σ be that value. Let the set
S′ ⊆ S be defined by
S′ := Sϕ,s ∪ {saj | a ∈ Σ ∧ j ∈ [1, ka]},
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where saj ∈ S \ Sϕ,s for a ∈ Σ and j ∈ [1, ka] is according to Fact 4.42. By the
Facts 4.40, 4.42, and 4.50(2), we have (s, i, u) ∈ R for every i ∈ [1,m] and u ∈ S′.
By Fact 4.47, each u ∈ S′ has thus exactly one 0-successor.
On closer inspection of all subformulae of ϕ†, we observe that they refer to
0-transitions in two ways, namely as the deletion of outgoing 0-transitions of
the second component of the current position and as the test for existence of 0-
successors. But none of these 0-transitions is actually traversed for the evaluation
of ϕ†. Thus, we may assume that all 0-transitions occur as loops at the states of
S′, that is, we suppose that (u, 0, u) ∈ R for every u ∈ S′. Otherwise, we can
transform the model K into a model of ϕ† with this property.
From Fact 4.47(1), it follows that (u, i, u′) ∈ R for every u, u′ ∈ S′ and i ∈
[1,m]. Suppose now that there are u ∈ S′ and v ∈ Swith (u, i, v) ∈ R for some i ∈
[1,m]. By Fact 4.47(2), it follows that (s, i, v) ∈ R and thus, v ∈ S′ by Fact 4.45. In
other words, one cannot escape the subset S′ of S by traversing some i-transition.
Likewise, one cannot escape S′ by using Σ-transitions. This follows from the
Facts 4.42 and 4.50(1). Thus, by evaluating any modality of ϕ†, one stays in S′.
We can therefore restrict K to the states in S′, that is, for the Kripke structure
K′ := (S′,Σm,R ∩ S′ × Σm × S′, L|S′ )
we also have (K′, s, s) |= ϕ†. We have already seen that any two states of K′ are
connected by i-transitions for every i ∈ [1,m]. Further, for every state u of K′,
there exists the transition (u, 0, u). In fact, these are the only 0-transitions in K′.
Finally, let K′′ be the restriction of the structure K′ to the alphabet Σ, that is,
K′′ := (S′,Σ,R ∩ S′ × Σ× S′, L|S′ ).
Since the subformula ϕ# does not refer to the symbol 0, we obtain (K′′, s) |= ϕ
by the same argument as for Lemma 4.36. In particular, the SML-formula ϕ is
satisfiable. Further, if K is a finite model of ϕ†, then K′ and K′′ are also finite
structures. This concludes the proof of the theorem. 
By an argument analogous to Theorem 4.27, we obtain:
Theorem 4.54. The logic PSL does not have the finite model property. 
Finally, by combining Theorem 3.35 with Lemma 4.53, we get:
Theorem 4.55. The problems Satisfiability, Finite Satisfiability, and Infinity Axiom
for PSL are undecidable. 
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4.3 Additional Remarks
In this chapter, we have considered two variants of sabotage modal logics where
the global transition deletion of SML is balanced and sabotage modalities, just
as standard modalities, are also subject to a locality condition. The first variant
was the adjacent sabotage logic ASL where deleted transitions have to start at
the current position of evaluation. For the second variant, which was called path
sabotage logic PSL, the transition deletion was combined with an independent
movement such that exactly those transitions are deleted that were traversed. The
results of this chapter may be summarized by saying that both localized logics are
as hard as the global sabotage logic with respect to model checking complexities,
the lack of finite model property, and the undecidability of the satisfiability prob-
lem.
Regarding the corresponding sabotage games, we have shown that both lo-
calized games are as hard as the global sabotage game when we consider the
avoidance of vertices (for adjacent sabotage games) and the reachability of ver-
tices (for path sabotage games) as game objectives.
Thus, we can extend the picture of Section 3.5 by the two logics ASL and PSL
in the following way.
Logic Combined Formula Program Satisfiability
ML PTIME-complete in PTIME in PTIME PSPACE-complete
ASL PSPACE-complete in PTIME in PTIME undecidable
PSL PSPACE-complete in PTIME in PTIME undecidable
SML PSPACE-complete in PTIME in PTIME undecidable
FO PSPACE-complete PSPACE-complete in PTIME undecidable
Part II
Infinite Sabotage Games and
Sabotage Fixed-Point Logics
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Chapter 5
Sabotage Games with Restoration
When we consider the sabotage games of the first part of this thesis, we observe
that all these games are finite when played on finite arenas. This is simply due to
the fact that the deletion of edges occurs periodically, but this operation actually
is a ‘one-way process’: After deleting a sufficiently large number of edges, the
game must end, since continuation is no longer possible. And clearly, the overall
number of feasible deletion operations is bounded from above by the number of
edges that are initially available.
The lack of ‘recurrence’ of the sabotage games is somehow related to the lack
of a mechanism for unbounded iteration or recursion in modal logic. This main
limitation of modal logic motivates the study of more powerful logics that add
recursion in some way to modal logic. For this purpose, one can extend the ba-
sic formalism by a constructor for forming fixed-points of relational operators.
Adding least and greatest monadic fixed-points to modal logic leads to the modal
µ-calculus Lµ (cf. [Koz83]). In the next chapter, we investigate the extension of the
sabotage modal logic by least and greatest monadic fixed-points. We will see that
in inductive fixed-point constructions, each inductive step causes a restoration of
deleted edges to the situation at the beginning of the induction.
This motivates the investigation of more general sabotage games that allow
to restore the deletion of edges in some way. In this chapter, we introduce an
extension of sabotage games that is adjusted to the fixed-point extension of sabo-
tage modal logic of the next chapter: These restoration games can serve as model
checking games for the sabotage logic with fixed-points. The extended games
are enriched with the possibility of restoration by using some type of memory.
Players are able to store the current appearance of the arena – i.e., the set of edges
without the already deleted ones – in a fixed number of registers. When the play
proceeds, players may occasionally restore a former appearance from the regis-
ters. Further, we release from the respective roles of Runner and Blocker. We
define the restoration games as token-moving games with two equal players: De-
pending on the type of the current vertex, the owner of the vertex can decide on
the further direction, or he can delete edges, or he can store, resp., restore the
current appearance.
If edges are restored recurrently, then plays become infinite. Thus, we need
a winning condition for infinite plays. Recall that there is a very close corre-
spondence between least and greatest fixed-points and the so-called parity con-
dition for infinite sequences. For instance, the logic Lµ and parity games are
closely related: Parity games serve as model checking games for Lµ and con-
versely, the winning condition of a parity game is expressible as a Lµ-formula (cf.
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[EJ91, Wal02]). This is the reason why we also use the parity condition for the
restoration games of this chapter as winning condition.
In order to keep the complexity of solving these game low, we additionally
require that registers can only be accessed by following a kind of stack discipline.
The restriction on the register access guarantees that the games can be solved in
polynomial space provided that the number of registers is fixed. Nevertheless,
these games are suited to serve as model checking games for the sabotage µ-
calculus, because nested fixed-points are also formed by following a dependency
order. In fact, we show in Chapter 6 that the model checking problem of the
sabotage logic with fixed-points can be reduced to the problem of solving the
sabotage gameswith restoration and a paritywinning condition, where the access
to registers follows a stack discipline.
Conversely, when we omit the requirement of limited register access, we can
show that the problem of solving these games becomes EXPTIME-complete, even
for games with three registers.
In Section 5.1, we introduce the sabotage game with restoration, which we
call backup parity game and which extends the sabotage games of Chapter 2 as
well as standard parity games. We require that registers can only be accessed by
following a kind of stack discipline. The complexity of solving these games is
settled in Section 5.2. The restriction on the register access guarantees that this
problem belongs to PSPACE when the number of registers is fixed.
In Section 5.3, we investigate restoration games without the aforementioned
requirement of a stack discipline. We call these games random access memory
games. We show that the problem of solving these games becomes EXPTIME-
complete, even for games that merely use three registers.
5.1 Backup Parity Games
In order to find a model checking game for sabotage modal logics with least
and greatest monadic fixed-points, we define the backup parity game (or backup
game for short), which extends sabotage games on directed arenas as well as
standard parity games. The ingredients of the backup game are the player-based
choice of directions how to proceed a play, the player-based deletion of edges
and the storing, resp., restoring of the current appearance of the arena by use of a
fixed number of registers. Players may occasionally make a backup of the current
arena with respect to already deleted edges. Later in the play, they can restore
this set of edges by passing a corresponding vertex.
In order to keep the algorithmic complexity low, the storing and restoring
operations follow a dependency order of registers: New values stored in a higher
register also overwrite the values of all lower registers. And in the same way, the
restoring of edges out of a higher register erases all values of lower registers. In
some sense, the tuple of registers can be seen as a pushdown stack of fixed height.
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The access to values has to follow a stack discipline, where the dependency order
increases from the top to the bottom of the stack. Hence, in order to access a
‘higher’ register for the operation of storing or restoring, all registers above in the
stack have to be erased.
We show that, if the number of registers is fixed, then these games can be
solved in a space polynomial with respect to the size of the arena. Since the sab-
otage games on directed arenas of the first part are special backup games, this
means that the problem of solving the latter games is also PSPACE-complete. In
other words, proceeding to a parity winning condition and adding the possibility
of storing and restoring the current scenery by use of a fixed number of registers
(with respect to a dependency order) do not make the sabotage game algorithmi-
cally harder.
Storing and restoring with dependencies do not prevent the game to be a cor-
rect model checking game for the sabotage µ-calculus, which is introduced in
Chapter 6: The dependency order of nested fixed-point operators directly trans-
lates to the dependency order of registers in the game. Nevertheless, we discuss
the limitation that require storing and restoring to follow a dependency order
in Section 5.3. We will see that the problem of solving the games without this
restriction becomes EXPTIME-complete.
There are several ways to realize the four kinds of operations (moving, delet-
ing, storing, and restoring). We follow a ‘vertex-based approach’ in the sense
that each operation is represented by its own sort of vertex. Before we define the
game, we recall some auxiliary definitions (see also Chapter 1). Let (V, E) be a
graph. For v ∈ V, let vE := {v′ ∈ V | (v, v′) ∈ E} be the set of E-successors of v. If
vE is a singleton set, then sccE(v) denotes its unique element. We also write scc(v)
if E is clear from the context. For a set A ⊆ V, let AE :=
⋃
v∈A vE be the set of E-
successors of elements in A. Finally, let Out(A) := {(v, v′) ∈ E | v ∈ A, v′ ∈ V}
be the set of edges with sources in A.
We turn to the definition of the game as a token-moving game with two equal
players. We adhere to the convention that the players of parity games are called
0 and 1.
Definition 5.1. A backup parity game of index n with m registers, (n,m)-backup
game for short, is given by G = (A, vin), where A is an arena and vin is an initial
vertex of A. An arena is given by the labeled graph A = (V, E,∆,Ω) where
 V is a non-empty, finite set of vertices and the union of the following 2m + 4
pairwise disjoint sets:
1. movement vertices Mi of player i ∈ {0, 1},
2. deletion vertices Di of player i ∈ {0, 1},
3. storing vertices Sj for j ∈ [1,m], and
4. restoring vertices Rj for j ∈ [1,m].
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In this case, we writeV = (Mi,Di, Sj,Rj)m, or simplyV = (Mi,Di, Sj,Rj) ifm
is clear from the context. Let M := M0 ∪M1 be the set of movement vertices
and D := D0 ∪ D1 the set of deletion vertices.
 E ⊆ V ×V is an edge relation such that |vE| = 1 for each v ∈ V \M,
 ∆ ⊆ D× 2Out(M) is a deletion relation, and
 Ω : V → {0 . . . n} is a priority function.
A position of the backup game is an element of V ×
(
2E
)m+1
. A play is formed by
the two players starting from the initial position (vin, E . . . E).
Let (v,Y,X1 . . .Xm) be the current position. Depending on v, either a player
loses immediately, a player chooses the successor position, or the successor posi-
tion is uniquely determined:
 v ∈ Mi for i ∈ {0, 1}: If vY = ∅, then Player i has lost the play. Otherwise,
Player i chooses v′ ∈ vY and the new position becomes
(v′,Y,X1 . . .Xm).
 v ∈ Di for i ∈ {0, 1}: If there is no Ξ with (v,Ξ) ∈ ∆ and ∅ 6= Ξ ⊆ Y, then
Player i has lost the play. Otherwise, Player i chooses such a set Ξ and the
new position becomes
(scc(v),Y \ Ξ,X1 . . .Xm).
 v ∈ Sj for j ∈ [1,m]: The new position becomes
(scc(v),Y,Y . . .Y,Xj+1 . . .Xm).
 v ∈ Rj for j ∈ [1,m]: The new position becomes
(scc(v),Xj,Xj . . .Xj,Xj+1 . . .Xm).
If the game goes on infinitely, then the winning condition is the standard par-
ity condition: If the greatest number appearing infinitely often in the sequence
Ω(v0)Ω(v1)Ω(v2) . . . is even, then Player 0 wins the play, otherwise Player 1
wins.
The size of a game is given by the size of its arena, which in turn is defined by
|A| := |V|+ |E|+ ∑
v∈D
∑
Ξ:(v,Ξ)∈∆
|Ξ|.
Note that the initial value of all registers is the entire set of edges. Sometimes we
refer to a play starting in some vertex v. This actually means the play starting in
the initial position (v, E . . . E). Notice further that storing the current appearance
of the arena and restoring it is according to the ‘dependency order’≤ of registers:
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On the one hand, if a value is assigned to register j, then this value is also assigned
to all registers l with l ≤ j. On the other hand, if the value of register j is restored,
then the value of all registers lwith l ≤ j is erased by copying the value of register
j to them. In this sense, storing and restoring is according to a stack discipline.
Further, a player gets stuck if either the current vertex is a moving vertex, but it
has no successors with respect to the current set of edges or it is a deletion vertex,
but an appropriate deletion is not possible.
Remark 5.2. Without loss of generality, we may assume that Rj 6= ∅ for each
j ∈ [1,m]. If Rj = ∅ for some j ∈ [1,m], then the value of register j cannot affect
any play. Hence, we can shift any vertex in Sj to the set of movement vertices,
say to M0, while it keeps its priority. Since the new movement vertices still have
only a single outgoing edge, this transformation does not harm the plays. Then
we can proceed to an equivalent game with m− 1 registers. By this convention,
the number of registers is bounded from above by the number of vertices, i.e., we
may assume that m ≤ |V|. ◭
Actually, the values of registers and the set of currently available edges form a
chain of inclusions at any time of a play:
Lemma 5.3. Let G = (A, vin) be an (n,m)-backup game. Then for any position
(v,Y,X1 . . .Xm) that is reachable from the initial position, one has
Y ⊆ X1 ⊆ . . . ⊆ Xm ⊆ E.
PROOF. The proof is by induction on the length of a play. For the initial position
(vin, E . . . E), the statement is obvious. Let (v,Y,X1 . . .Xm) be a position that is
reachable from the initial position and such that the statement is true. We distin-
guish the possible successor positions according to the type of v, where we may
assume that the play can be continued at all. For v ∈ M, the set of edges and
the values of registers remain unchanged. For v ∈ D, the successor position be-
comes (scc(v),Y′,X1 . . .Xm) with a properly smaller set Y′ ⊂ Y. For v ∈ Sj with
j ∈ [1,m], the successor position is equal to
(scc(v),Y . . .Y,Xj+1 . . .Xm),
and by induction hypothesis, we have Y ⊆ Xj+1. Finally, the successor position
for v ∈ Rj, j ∈ [1,m] is equal to
(scc(v),Xj . . .Xj,Xj+1 . . .Xm),
where we have Xj ⊆ Xj+1 by induction hypothesis. 
Before we proceed with the investigation of backup games, we give an example.
Example 5.4. Consider the arena as depicted in Figure 5.1. We adhere to the
convention that vertices of Player 0 (movement as well as deletion vertices) are
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Figure 5.1 Example backup parity game
0
2
1
1
1
S1 R1
e1 e2
e2
e1
represented by circles and the vertices of Player 1 by boxes. Storing and restor-
ing vertices, which do not belong to a player, are represented with lozenges. All
non-movement vertices are color filled. Numbers in movement vertices indicate
the priority of the respective vertex. We may assume that every non-movement
vertex has a zero priority (see also Definition 5.6). Hence, we omit to display the
priority of these vertices. Instead of priorities, the labels of the lozenges indicate
the operation (storing or restoring) together with the index of the register. Dele-
tion vertices are labeled with a minus sign and the corresponding edges that are
deleted by passing such a vertex are written next to it. In the example of Fig-
ure 5.1, each deletion vertex is related to a single edge (e1 and e2, respectively).
This example game uses only one register. Thus, the dependency order of
storing and restoring does not play any role. Player 0 can win the game that starts
from the initial vertex on the left. For this purpose, he needs to enter the middle
part of the arena: On the one hand, the deletion of edge e1 is possible only once
and Player 0 would get stuck by visiting this deletion vertex twice. On the other
hand, the highest priority of the loop between the initial vertex and the S1-vertex
is odd. But Player 0 has to delete edge e1 before he enters the middle part, since
otherwise he can get caught in an odd loop controlled by Player 1. Since Player
0 cannot avoid the visit of the deletion vertex that removes edge e2, he should be
able to restore this edge to prevent the odd loop on the right. Thus, he needs to
store the scenery where edge e2 is available in register 1. If Player 0 does so, he is
able to restore this edge by visiting R1 and he can finish the loop that leads back
to the middle vertex. But if he has not stored the scenery after he deleted edge e1,
then this edge would also be restored by visiting R1 and Player 0 gets caught in
an odd loop after the second visit of the middle vertex. To summarize, a winning
strategy of Player 0 comprises the following steps (in the given order):
1. Delete e1,
2. store the scenery by passing S1,
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3. move to the middle vertex and follow the lower loop,
4. restore edge e2 by passing R1 (edge e1 is not restored),
5. proceed with step 3.
Since the highest priority is 2, Player 0 wins the infinite play according to this
strategy. ◭
Remark 5.5. By definition, edges of arenas are not labeled. For convenience, we
sometimes label edges in subsequent constructions and relate deletion vertices
to one of these labels. This should be understood as relating the set of all edges
carrying this label to the deletion vertex. Thus, if a deletion vertex related to an
edge label is reached, all edges with this label must be available and are then
deleted when passing the vertex. ◭
Recall that for standard parity games, one can always assume bipartite graphs
with respect to equivalence of games. Up to a linear blow up of arenas, we can
also restrict ourselves to simplified versions of the backup game.
Definition 5.6. An (n,m)-backup game G = (A, vin) with A = (V, E,∆,Ω) and
V = (Mi,Di, Sj,Rj) is said to be in normal form if
1. ∆ is a function ∆ : D → Out(M) (in which case we also write δ).
2. The edge relation is bipartite in the following sense:
 MiE ⊆ V \ (Mi ∪ Di) for i ∈ {0, 1},
 DiE ⊆ M1−i,
 SjE ⊆ M and RjE ⊆ M for j ∈ [1,m].
3. Ω(v) = 0 for each v ∈ V \M.
Thus, each successor vertex of a movement vertex of Player i is either a storing or
restoring vertex or belongs to Player 1− i. Further, deletion vertices of Player i
lead to movement vertices of the opponent. And storing or restoring vertices al-
ways have movement vertices as successors. The condition on the priority func-
tion ensures that only vertices in M count for the priority value of infinite plays.
For backup games in normal form with a deletion function δ, the second item of
the game description becomes
 v ∈ Di for i ∈ {0, 1}: If δ(v) 6∈ Y, then Player i has lost the play. Otherwise,
the new position becomes
(scc(v),Y \ {δ(v)},X1 . . .Xm).
Further, the formula for the size of the arena simplifies to |A| := |V| + |E| +
|D| for games in normal form, which is linear in the size of A when using the
standard graph-theoretic definition for the size of a graph.
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Figure 5.2 From deletion relations to deletion functions
v v′
· · ·
· · ·
...
e1,1 e1,2 e1,n1
ek,1 ek,2 ek,nk
Lemma 5.7. For any (n,m)-backup game G = (A, vin), there is an equivalent (n,m)-
backup game G ′ = (A′, vin) in normal form such that |A′| ∈ O(|A|).
PROOF. We first ensure a functional deletion relation. Let G = (A, vin) be an
(n,m)-backup game with arena A = (V, E,∆,Ω) and V = (Mi,Di, Sj,Rj). A pair
(v,Ξ) ∈ ∆ with Ξ = ∅ can be removed from ∆ without affecting the plays of the
game. Now let v ∈ D0 with v′ = scc(v). Assume that v∆ = {Ξ1 . . .Ξk} with
Ξl = {el,1 . . . el,nl} for each 1 ≤ l ≤ k. By our previous consideration, we may
assume that nl ≥ 1 for each 1 ≤ l ≤ k. We convert v into a vertex of M0 and delete
its outgoing edge to v′. Additionally, we add ∑kl=1 nl fresh deletion vertices to D0
and connect them as depicted in Figure 5.2 (the labels beside the deletion vertices
specify the unique edges that are deleted when passing the respective vertex).
The priority of v remains the same, whereas all new vertices are allocated a zero
priority. Note that, if v∆ = ∅, then Player 0 loses immediately when reaching v
in either case.
It is straightforward to check that the new gadget does not alter the possibil-
ities for Player 0. The case for Player 1 is analogously treated. Proceeding with
each v ∈ D, we obtain an arena A′ that is equivalent to A, but with a deletion
function δ′ : D′ → Out(M′). It is easy to see that |A′| ≤ 4 · |A|. Note that, by
definition, each element el,l′ counts for |A|.
The bipartiteness and the condition on the priority function are achieved by
adding (at most two) intermediate M-vertices with only one E-successor in each
case. For example, (v, v′) ∈ E with v ∈ M0 and v′ ∈ D0 is replaced by the
edges (v, u) and (u, v′) for some fresh vertex u ∈ M1. These new vertices may
also absorb the priority of their predecessors that do not belong to M. Since each
v ∈ V \ M has a unique successor, this construction does not alter the priority
value of infinite plays. Note that, in order to achieve bipartiteness for (v, v′) ∈ E
with v ∈ Di and v′ ∈ D1−i or to absorb the priority of v ∈ Di with v′ ∈ M1−i, we
need two intermediate vertices. We have |A′| ≤ 5 · |A| if A and A′ are the arenas
before, resp., after the addition of intermediate states. 
Every game graph of a parity game of index n (cf. [EJ91]) may be considered as
the game graph of an (n, 0)-backup game without deletion, storing, and restoring
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vertices. Since the winning condition is the same for either game, it follows that
backup games extend standard parity games. But backup games also extend the
sabotage games of Chapters 2 and 4 when played on directed arenas:
Lemma 5.8. For any global or adjacent sabotage game G = (A, vin, F) with a reach-
ability condition, there is an equivalent (0, 0)-backup game G ′ = (A′, vin) such that
|A′| ∈ O(|A|2).
PROOF. Every arena of a global sabotage game and an adjacent sabotage game
with a reachability condition can be transformed into an equivalent arena A =
(V, E) without multi-edges, possibly at the cost of additional final vertices (cf.
Remarks 2.11 and 4.2). To this end, one has to put up only with a linear blow-up.
Since the game immediately ends if Runner reaches a final vertex, wemay further
assume that final vertices do not have E-successors. We are going to define the
arena A′ = (V′, E′,∆′,Ω′). Let M′0 := V \ F and M
′
1 := F. Further, let D
′
1 :=
{uv,v′ | (v, v
′) ∈ E} be a set of fresh vertices, one for each edge in E, such that
V ∩D′1 = ∅. Let V
′ be the union of the three sets. The edge relation is defined by
E′ := {(v, uv,v′), (uv,v′ , v
′) | (v, v′) ∈ E}.
For the global sabotage game (cf. Section 2.1), we define the deletion relation as
∆′ := {(uv,v′ , {(w, uw,w′)}) | w ∈ M
′
0 ∧ uv,v′ , uw,w′ ∈ D
′
1}.
Finally, we set Ω′(v) to be zero for each v ∈ V′. By identifying Runner (Blocker)
with Player 0 (Player 1), it is easy to see that every play of the global sabo-
tage game G = (A, vin) can be transformed into a play of the backup game
G ′ = (A′, vin) and vice versa. For this purpose, one has to show by induction:
If Runner can move from vertex v to a successor v′ in G, then he can also move
from v to uv,v′ in G
′. On the other hand, after each move of Player 0, Player 1 has
to delete some available edge and the deletion of an edge between w and uw,w′ in
G ′ corresponds to the deletion of the edge between w and w′ in G. Afterwards,
the play in G ′ proceeds to vertex v′ and it is again Player 0’s turn.
By definition, Runner alias Player 0 begins either game. By assumption, M′1-
vertices do not have successors. Hence, Player 1 loses if the play reaches such
a vertex. On the other hand, as long as Player 0 can move, Player 1 can always
delete some edge. Thus, thewinning condition of the sabotage game is preserved.
It follows that G is equivalent to G ′.
For the adjacent sabotage game (cf. Section 4.1), we simply replace the defini-
tion of the deletion relation by
∆′ := {(uv,v′ , {(v
′, uv′,v′′)}) | v
′ ∈ M′0 ∧ uv,v′ , uv′ ,v′′ ∈ D
′
1}.
Again, the winning condition of the sabotage game is preserved: If there is no
outgoing edge left at v′, then Player 1 loses already at uv,v′ . This is particularly
fulfilled if v′ is a final vertex. Clearly, we have |A′| ∈ O(|V|+ 3|E|+ |E|2) for the
global sabotage game and |A′| ∈ O(|V|+ (3 + d)|E|) for the adjacent sabotage
game, where d is the maximum outdegree of the graph (V, E). 
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Remark 5.9. By an analogous construction, we can also simulate adjacent sabo-
tage games with avoidance of vertices as winning condition. ◭
In order to show the determinacy of the backup game, we transform the game
into a standard parity game, but at the cost of an exponential blow-up of the
arena. We do this by ‘unfolding the dynamics’ and the access to registers. We
first make a rough estimate by just following the definition of game positions,
where we translate the transitions between positions into edges of a correspond-
ing graph. We refer to this equivalent parity game as the full unfolding of the
backup game. Later, we give a condensed parity game by using the fact that the
values of registers and the set of currently available edges form a chain of inclu-
sions (cf. Lemma 5.3).
Lemma 5.10. For any (n,m)-backup game G = (A, vin), there is an equivalent parity
game G ′ = (A′, v′in) of same index such that |A
′| ∈ O
(
|A| · 2(m+1)|E|
)
, where E is the
set of edges in A.
PROOF. Let G = (A, vin) be an (n,m)-backup game with A = (V, E,∆,Ω) and
V = (Mi,Di, Sj,Rj). We define the arenaA′ = (V′,V′0, E
′,Ω′) of a standard parity
game by
V′ := V ×
(
2E
)m+1
, V′0 := {(v,Y,X1 . . .Xm) ∈ V | v ∈ M0 ∪ D0}.
Further, there is an E′-edge from (v,Y,X1 . . .Xm) to (v′,Y′,X′1 . . .X
′
m) if and only
if one of the following four cases holds true:
 v ∈ M, (v, v′) ∈ Y, Y′ = Y, and X′k = Xk for k ∈ [1,m];
 v ∈ D, v′ = sccE(v), Y′ = Y \ Ξ for some (v,Ξ) ∈ ∆ with ∅ 6= Ξ ⊆ Y, and
X′k = Xk for k ∈ [1,m];
 v ∈ Sj for j ∈ [1,m], v′ = sccE(v), Y′ = Y, and
X′k =
{
Y if k ∈ [1, j],
Xk otherwise;
 v ∈ Rj for j ∈ [1,m], v′ = sccE(v), Y′ = Xj, and
X′k =
{
Xj if k ∈ [1, j],
Xk otherwise.
Finally, we set
Ω′(v,Y,X1 . . .Xm) := Ω(v).
Note that, by this definition, all vertices with first component in Sj or Rj belong
to Player 1. But each of these vertices has exactly one successor, which is not
deletable in the backup game. Hence, the exact allocation is irrelevant.
5.1. Backup Parity Games 143
By setting v′in := (vin, E . . . E), it is straightforward to check that plays in the
backup game starting from vin exactly correspond to plays in A′ starting from
v′in. If a player gets stuck in one game, then he does in the other game as well.
Since the priorities of the plays in A′ depend only on the first component, i.e., on
the respective vertices in A, the winning condition for infinite plays is the same
in either game.
Regarding the size of A′, note that we can embed the graph (V′, E′) into
the following composite graph that consists of 2(m+1)|E| copies of the subgraph
(V, Out(M)). For each copy, there are at most |∆| edges leading from D-vertices
in this copy to the corresponding successors in other copies. Further, there is ex-
actly one outgoing edge from each Sj-vertex or Rj-vertex in each copy leading to
other copies. All together, there are |V| vertices and at most |E|+ |∆| ≤ |A| edges
for each copy. Thus, the stated estimation of |A′| follows. 
Remark 5.11. By convention, we have m ≤ |V|. Thus, the size of the full un-
folded parity game is in O
(
2κ
2)
, where κ := |A| is the size of the backup game.◭
From the positional determinacy of parity games, we can now deduce the deter-
minacy of backup games by applying the previous lemma. Recall that, in contrast
to parity games where positions are vertices of the arena, the position of a backup
game also contains the information on the current appearance of the arena and
the content of the registers. Hence, a positional strategy for Player i in an (n,m)-
backup game is of the from
f : Vi ×
(
2E
)m+1
→ V ×
(
2E
)m+1
,
where Vi := Mi ∪ Di. Actually, for backup games in normal form it suffices to
consider functions with domain Mi ×
(
2E
)m+1
, since for all other positions, the
successor position is uniquely determined.
It was shown by Emerson and Jutla [EJ91], and independently by Mostowski
[Mos91], that parity games are determined and that in fact, positional strategies
suffice to win the game. Thus, we obtain for the backup games:
Corollary 5.12. For any (n,m)-backup game over the arena (V, E,∆,Ω), the set of
positions V ×
(
2E
)m+1
can be partitioned into sets Ŵ0 and Ŵ1 such that Player i has
positional winning strategies on Ŵi for i ∈ {0, 1}. In fact, each player has a uniform
positional winning strategies on his winning region. 
In particular, by setting
Wi := {v ∈ V | (v, E . . . E) ∈ Ŵi},
we obtain a partition of V into the winning regions of the respective player with
respect to initial positions.
The parity game of Lemma 5.10 results from an obvious translation, but the
game graph is rather oversized, since many positions cannot be reached at all. We
may use the property of Lemma 5.3 to find a smaller parity game that is equiva-
lent to a given backup game. We call it the condensed parity game.
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Lemma 5.13. For any (n,m)-backup game G = (A, vin), the size of an equivalent
parity game can be improved to |A′| ∈ O
(
|A| · (m + 2)|E|
)
, where E is the set of edges
in A.
Since we have (m + 2) < 2m+1 for m > 0, this constitutes a proper improve-
ment for backup games with registers (and at least one edge) in comparison with
Lemma 5.10.
PROOF. First, we claim that for a set E, there is a one-to-one correspondence
between the set of inclusion chains of length m+ 1 and functions from E to Zm :=
{−1, 0, 1 . . .m}. We assign to a chain X¯ := (X0 . . .Xm) with
X0 ⊆ X1 ⊆ . . . ⊆ Xm ⊆ E
the function fX¯ : E→ Zm that is defined by
fX¯(e) :=
{
min{i ∈ [0,m] | e ∈ Xi} if it exists,
−1 otherwise.
Hence, the function fX¯ gives for each edge e ∈ E the index of its first occurrence in
the chain X¯ if it occurs at all and−1 otherwise. Since X¯ forms a chain of inclusion,
this function is well-defined. Conversely, we assign to each function f : E → Zm
the tuple X¯ f = (X0 . . .Xm), where we set for i ∈ [0,m]:
Xi := {e ∈ E | f (e) ∈ [0, i]}.
It is easy to see that the two assignments provide a one-to-one correspondence.
Next, we define the arena A′ = (V′,V′0, E
′,Ω′) of a standard parity game in
the same way as in Lemma 5.10, but now using
V′ := V × { f | f : E→ Zm}.
The initial position is given by (vin, f0) with f0 ≡ 0, which corresponds to the
initial position (vin, E . . . E) of the backup game. What remains is to define the
successor relation of game positions in terms of functions. In other words, if
p = (v,Y,X1 . . .Xm) is a position of the game and f corresponds to (Y,X1 . . .Xm),
then we need to find a function f ′ that corresponds to (Y′,X′1 . . .X
′
m) of a succes-
sor position p′ = (v′,Y′,X′1 . . .X
′
m) of p with respect to the four types of oper-
ations. Then we define the successor position of (v, f ) to be (v′, f ′). We omit
the formal definition, which can easily be given on the basis of the correspon-
dence presented above. We can then finish the argument in the same way as
in Lemma 5.10. Regarding the size of A′, we observe that |{ f | f : E→ Zm}| =
(m + 2)|E|. 
Remark 5.14. Fromm ≤ |V| it follows that the size of the condensed parity game
is in O
(
2κ·log(κ)
)
, where κ := |A| is the size of the backup game. ◭
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We can interpret positional strategies for a backup game as strategies over the
graph (V, E) that are equipped with some finite memory. The positional strate-
gies can be specified by a so-called Mealy automaton (cf. [Mea55]), which we use
as strategy automata in this context. The generated output of these automata
corresponds to the strategy-based choice of the successor vertex.
Definition 5.15. A Mealy automaton for Player 0 over the arena (V,V0, E) is a
finite automaton with input and output and has the form
A = (Q,V,V0, qin, σ, τ),
where
 Q is a finite set of states,
 V is the input and output alphabet,
 qin ∈ Q is an initial state,
 σ : Q×V → Q is a state update function, and
 τ : Q×V0 → V is an output function.
The function σ is extended to the domain Q×V∗ by inductively defining
σ(q, ε) := q,
σ(q, αv) := σ(σ(q, α), v) for α ∈ V∗.
Thus, σ(qin, α) gives the state of the automaton after reading the input α ∈ V∗.
The strategy for Player 0 that is computed by A is defined by its output:
fA(v0 . . . vk) := τ(σ(qin, v0 . . . vk−1), vk) for vk ∈ V0.
A strategy f for Player 0 over the graph (V,V0, E) is called automaton strategy if
f = fA for a suitable Mealy automaton A. The corresponding notions for Player
1 are defined analogously.
The positional strategies for backup games can be easily transformed into au-
tomaton strategies over the arena. By definition of Mealy automata, which actu-
ally are deterministic, all player-based choices are covered by the path α ∈ V∗.
Hence, we need to eliminate the player-based choices of sets in deletion vertices.
But this is already done for games in normal form, since then all player-based
choices are realized by movement vertices.
Lemma 5.16. For any (n,m)-backup game in normal form, both players have winning
automaton strategies over their respective winning regions W0 and W1.
PROOF. We consider only the case for Player 0, the other case is analogous. Let
G = (A, vin) be an (n,m)-backup game in normal form with A = (V, E, δ,Ω)
and V = (Mi,Di, Sj,Rj). Let f : V0 ×
(
2E
)m+1
→ V ×
(
2E
)m+1
be a positional
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strategy for Player 0 in G. For any v ∈ M0, there is some v′ ∈ V such that
f (v,Y,X1 . . .Xm) = (v′,Y,X1 . . .Xm), i.e., all components, except possibly the
first one, remain the same. In this case, we call v′ the f -successor of v subject to
(Y,X1 . . .Xm).
The Mealy automaton A f for Player 0 over the arena (V,M0, E) is defined by
A f = (Q,V,M0, qin, σ, τ) with
 Q :=
(
2E
)m+1
;
 qin := (E . . . E);
 σ((Y,X1 . . .Xm), v) :=

(Y,X1 . . .Xm) if v ∈ Mi,
(Y \ {δ(v)},X1 . . .Xm) if v ∈ Di,
(Y . . .Y,Xj+1 . . .Xm) if v ∈ Sj,
(Xj . . .Xj,Xj+1 . . .Xm) if v ∈ Rj;
 τ((Y,X1 . . .Xm), v) := the f -successor of v subject to (Y,X1 . . .Xm).
Now let
(v0, E0,X10 . . .Xm0) . . . (vk, Ek,X1k . . .Xmk)
be the prefix of a play according to strategy f such that vk ∈ M0. Suppose that
vk+1 is the f -successor subject to (Ek,X1k . . .Xmk). By definition of σ, we have
σ(qin, v0 . . . vk−1) = (Ek,X1k . . .Xmk),
and thus,
fA f (v0 . . . vk) = τ((Ek,X1k . . .Xmk), vk) = vk+1.
Hence, both strategies coincide with respect to suggested successors. If f is a
uniform positional winning strategy of Player 0 on Ŵ0, then fA f is a winning
automaton strategy onW0. 
The previous lemma shows that, in order to win (n,m)-backup games over are-
nas with k edges, we can find strategy automata with 2(m+1)·k states that provide
the extra memory needed. In fact, by using the condensed strategies resulting
from Lemma 5.13, it is straightforward to verify that automata with (m + 2)k
states suffice. Next, we show that in general, the exponential blow-up cannot be
avoided: We show the existence of a family of backup games without priorities
and without registers such that automata for winning strategies need an expo-
nential number of states.
Lemma 5.17. For any k ∈ N, there is a (0, 0)-backup game G = (A, vin) with |A| ∈
O(k) such that Player 0 wins from vin, but each automaton realizing a winning strategy
needs at least 2k states.
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Figure 5.3 Arena A with need of exponential memory
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PROOF. Let k ∈ N. We consider an arena in normal form that consists of an
upper ‘choice component’ and a lower ‘imitation component’ (cf. Figure 5.3). The
choice component consists of a chain of k + 1 movement vertices of Player 1 in
alternation with 2k deletion vertices of Player 1 as depicted in the upper half of
Figure 5.3. The imitation component has the same edge structure, but with 3k
movement vertices of Player 0 and one final sink of Player 1 (see the lower half of
Figure 5.3). The upper deletion vertices are related to the ti-edges in the imitation
component, i.e., by passing an upper deletion vertex, the corresponding edge in
the lower part is removed. Accordingly, the lower deletion vertices are related to
the bi-edges in the lower component. The priority of every vertex is set to zero.
The arena contains 6k + 2 vertices, 8k + 1 edges, and 2k deletion vertices. Thus,
we have |A| ∈ O(k).
Clearly, there is a one-to-one correspondence between words in w ∈ 2k and
paths from u1 to x, say, by moving upwards in ui+1 if and only if w(i) = 0. Let
α(w) be the corresponding path. Further, each path α(w) induces a set of edges
that are still available in the imitation component. If Player 1 chooses path α(w)
in the upper part, then Player 0 needs to imitate α(w) in the lower part, since
otherwise, he gets stuck and loses the game. But if Player 0 imitates α(w), then
the play finally reaches z and Player 0 wins. Therefore, Player 0 has a winning
strategy in the game.
Assume now that there is a Mealy automaton A = (Q,V,M0, qin, σ, τ) with
|Q| < 2k that realizes a winning strategy for Player 0. Then there must be two
words w,w′ ∈ 2k with w 6= w′ such that σ(qin, α(w)) = σ(qin, α(w′)). Let i ∈
[0, k − 1] be minimal with w(i) 6= w′(i). We consider the extension β of α(w)
according to the strategy fA until the vertex vi+1 is reached, i.e., α(w)β is a path
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Figure 5.4 Subarena Ci to choose the deletion
...
e1
em
from u1 to vi+1 according to fA. By the determinism of A, we have
fA(α(w)β) = fA(α(w
′)β) (=: v+).
But either for the prefix α(w) or for the prefix α(w′), vertex v+ became a sink, in
which case Player 0 loses. This contradicts the assumption that fA is a winning
strategy. 
The game of the previous lemma does not use registers at all. To obtain a bet-
ter understanding of the work of registers, we conclude this section by a more
involved example of backup games that uses the operation of storing and restor-
ing in a way reflecting the dependency order of registers. For this purpose, we
present a family of games usingm registers such that Player 0 can win each game,
but he needs to remember the correct order in which a set of m designated edges
is deleted.
Lemma 5.18. For any m ∈ N, there is a (0,m)-backup game G = (A, vin) with
|A| ∈ O(m3) such that Player 0 wins from vin, but each automaton realizing a winning
strategy needs at least m! states.
PROOF. Let m ∈ N. We define a (0,m)-backup game with arena A. The arena
consists of the gadgets C1 . . . Cm and D1 . . .Dm that are combined by m storing
vertices (one for each register) and a movement vertex of Player 1. The gadgets
Ci and Dk are depicted in Figures 5.4 and 5.5, respectively. Note that gadget Ci
actually does not depend on i and that in Dk several edges are labeled by ek (in
fact, there are m + 1 edges with label ek). According to Remark 5.5, the deletion
of ‘label ek’ in some Ci means the deletion of all the m + 1 edges in Dk that carry
this label. The combined arena is depicted in Figure 5.6. For the size of the arena,
note that there are m gadgets Ci, where each gadget has m deletion vertices and
each such vertex is related to m + 1 edges in the corresponding Dk. This results
in a O(m3) share in the overall size. On the other hand, the numbers of vertices
and edges are bounded by terms quadratic in m.
If Player 1 passes the deletion vertex related to ek in Ci as well as in Cj for some
i < j, then he immediately loses the game, because there is no restoring in this
part of the game. Thus, the only way for Player 1 to traverse the gadgets C1 . . . Cm
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Figure 5.5 Subarena Dk to check the memory
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and to reach vertex x is to delete all edges e1 . . . em, one in each Ci. But Player 1
can freely choose the order of deletion and hence, there are m! different ways to
reach x. Note that the storing during this passage follows the dependency order
from top to bottom. Thus, higher register values are not overwritten.
Informally, when Player 1 reaches vertex x, he can choose k ∈ [1,m] and pose
the question “In which step did I delete edge ek?” If edge ek was removed by
passing Ci, then Player 0 must be able to answer correctly “In step i!” to win the
play. In other words, Player 0 needs to remember the correct order of deletion
and this requires m! distinct states of a strategy automaton.
Formally, let pi : [1,m] → [1,m] be defined by pi(i) = k if edge ek was deleted
in gadget Ci. By our previous observation, we obtain a one-to-one correspon-
dence between permutations in Sm and paths from the initial vertex to vertex
x. Note that Player 1 completely determines these paths. For pi ∈ Sm and
j ∈ [1,m− 1], let
Ej(pi) := E \ {epi(j+1) . . . epi(m)}.
Further, let Em := E. When ‘path’ pi is traversed and x is reached, the sequence
of register values is equal to (E1 . . . Em).
Assume now that Player 1 moves from x towards Dk for some k ∈ [1,m]
and that the play reaches y in subarena Dk. Note that in this situation, all edges
labeled by ek are deleted in Dk. From y, Player 0 can move towards some vi, but
he has to ensure that
1. before the play reaches vi, edge ek is not restored, and
2. before the play reaches u, edge ek is restored.
Otherwise, Player 1 can move towards z where Player 0 gets stuck or Player 0
gets trapped in u. In both cases, Player 0 loses the game. The only way to realize
these constraints is to move towards vi for the unique i = pi−1(k): If pi−1(k) = 1,
then we have ek ∈ E1 and thus, ek is restored when passing v1 and R1 (note that
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Figure 5.6 Arena A with need of factorial memory
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without restoring, there is no ek-edge starting from v1). If pi−1(k) = i for i ∈ [2,m],
then we have ek ∈ Ei \ Ei−1 by definition. Thus, when reaching Ri−1, edge ek is
‘removed’ at vi and Player 1 has to move towards Ri. By passing Ri, edge ek is
‘restored’ at u and Player 0 can lead the play to the sink w, where Player 1 loses
the game.
Conversely, if pi−1(k) < i, but Player 0 moves from y towards vi, then ek ∈
Ei−1 and the edge ek is restored before the play reaches vi. Hence, Player 1 can
lead the play towards z and win the play. If pi−1(k) > i, then ek 6∈ Ei−1 and Player
1 has to move towards Ri. But we also have ek 6∈ Ei by definition. Hence, Player
0 gets stuck in u and loses this way.
To summarize: Since Player 1 can lead the play towards an arbitraryDk, when
the play reaches x, Player 0 needs to know all values of pi to win the play. It
is straightforward to show, that therefore, each automaton realizing a winning
strategy of Player 0 needs at least m! states. 
5.2 Complexity of Solving Backup Parity Games
In this section, we turn to the problem of solving backup games, that is, the prob-
lem of deciding whether Player 0 can win a given game starting in a designated
vertex. Note that we do not ask this question for arbitrary positions, but only
for the initial positions. Our purpose is to find the complexity of this problem.
By Lemma 5.8, sabotage games are special backup games. Hence, the problem
of solving the latter games is as hard as the problem of solving the former ones.
From Theorem 2.20, it follows that:
Corollary 5.19. The problem of solving backup parity games is PSPACE-hard, even
when restricted to games without priorities and without registers. 
By definition, every algorithm that computes a backup game strategy in its en-
tirety needs a space exponential with respect to the size of the arena. We first give
an upper bound for the problem of solving backup games that immediately re-
sults from the translation to standard parity games as presented in Lemmata 5.10
or 5.13. We use the full unfolded parity game in order to reuse the upper bound
for restoration games without the dependency order, which we consider in Sec-
tion 5.3. By a result of Jurdzin´ski [Jur00], parity games can be solved in a time
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polynomial with respect to the size of the arena and exponential with respect to
the index of the game:
Theorem 5.20 (Jurdzin´ski). Let G be a parity game of index n that is played over the
arena (V, E,Ω). Then the winning regions of the players can be computed in time
O
(
n · |E| ·
(
|V|
⌊n/2⌋
)⌊n/2⌋)
. 
We now apply this result to the translated games:
Lemma 5.21. Backup parity games can be solved in a time exponential with respect to
the size of the arena, exponential with respect to the index of the game, and exponential
with respect to the number of registers.
PROOF. Let G be an (n,m)-backup game over the arena A = (V, E,∆,Ω). By
Lemma 5.10, there is an equivalent parity game G ′ = (A′, v′in) of index n with
|A′| ∈ O
(
|A| · 2(m+1)|E|
)
. Recall that we can interpret the arena A′ as a com-
position of 2(m+1)|E| graphs of the form (V, E′′) with E′′ ⊆ Out(M). For each
component, there are at most |∆| edges leading from deletion vertices to the cor-
responding successors in other components. And there is exactly one outgoing
edge from each Sj- or Rj-vertex in any component. Thus, the number of vertices
of A′ is bounded by O
(
|V| · 2(m+1)|E|
)
and the number of edges is bounded by
O
(
(|E|+ |∆|) · 2(m+1)|E|
)
.
It is easy to see that the transformation from A toA′ can be done in a time ex-
ponential in |A|. If we now apply the last theorem to the parity game G ′ over the
arenaA′, we can solve the game G in a time that is exponential in |A|, exponential
in n, and exponential in m. 
If we fix the number of registers, then the previous lemma particularly states that
the problem of solving backup games is in EXPTIME. Fortunately, we are able to
show that for a fixed number of registers, the problem of solving backup games
belongs to PSPACE. Therefore, from the viewpoint of complexity, backup games
with a fixed number of registers are not harder than sabotage games. The rest of
the section is dedicated to the proof of this result.
Informal Description of the Algorithm
Our aim is to find an algorithm that takes an arena A = (V, E,∆,Ω) of an (n,m)-
backup game and a designated vertex vin ∈ V as input and decides whether
vertex vin belongs to the winning region W0 of Player 0, that is, whether Player
0 can win the game starting from the initial position (vin, E . . . E), no matter how
Player 1moves. We present a recursive alternating procedure with a running time
polynomial in the size of A (for a fixed m). By Theorem 1.1, we have APTIME =
PSPACE. It follows that for a fixed number of registers, the problem of solving
the games belongs to PSPACE. Together with Corollary 5.19, we hence obtain
that the problem of solving backup games is PSPACE-complete.
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The alternating algorithm SOLVEBACKUP that is specified in Algorithm 5.1
works as follows. As input, we only allow backup games in normal form. By
Lemma 5.7, this is no loss of generality and does not harm a polynomial running
time. Due to this restriction, player-based choices are only made at movement
vertices. Further, by passing deletion vertices, exactly one edge is deleted (if it is
available at all).
The algorithm is calledwith the current position (v,Y,X1 . . .Xm) as parameter
(among some other data that is explained below). If v is a movement vertex, but
a sink, or v is a deletion vertex, but the demanded edge is not present, then the
algorithm immediately stops. In this case, it accepts or rejects subject to the player
to which vertex v belongs. In all other cases, a successor vertex v′ is chosen and
the procedure is recursively called with parameter (v′,Y′,X′1 . . .X
′
m) depending
on the type of v. If v is a movement vertex that belongs to Player 0, then the
successor v′ is non-deterministically guessed. If the movement vertex v belongs
to Player 1, then v′ is chosen universally. If v is a deletion, storing, or restoring
vertex, then its successor v′ is uniquely determined. The parameters Y′,X′1 . . .X
′
m
are then chosen accordingly.
Beside the current position, the algorithm remembers for (almost) all vertices
whether it was already visited and if so, which was the highest priority since
then. But this memory is partly reset whensoever vertices are visited that alter
the set of edges or the value of registers. This memory is realized by the function
τ : M → [−1, n] for movement vertices and by the family of functions σk : Sk →
[−1, n] for storing vertices and ρk : Rk → [−1, n] for restoring vertices, where
k ∈ [1,m]. A function value of −1 means that this vertex was not seen yet or that
this information was reset in the meantime. A function value greater or equal
zero gives the highest priority since the last visit of the respective vertex.
For the correctness of the algorithm, we show that the following statements
hold. First, each computation branch corresponds to an admissible prefix of a
play. Second, if the algorithm terminates, then one of two cases have occurred:
Either the current position is a sink (with respect to movement or deletion) or
the corresponding prefix of a play can be extended to a loop, where the highest
priority of this loop is known to the algorithm. Hence, it can decide the winner
of the play that is constituted by infinitely many repetitions of the loop. By po-
sitional determinacy, a player wins the game if and only if he wins by moving
always identical at same positions. Therefore, the validation of loops suffices to
determine the winner and the correctness of the algorithm follows.
Regarding the running time, we show that each computation branch of the
alternating algorithm terminates within a number of steps that is polynomial in
the size of A. There are four properties of backup games that are responsible
for termination and that play a key role for estimating the running time. First,
without deletion, storing, or restoring, a position is repeated after at most |V|
steps. Second, the deletion of edges is a one-way process: Without restoring a set
of edges, deletion vertices may occur at most |D| times: If some deletion vertex
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is visited for the second time, then the related edge is no longer available and the
corresponding player loses. Third, the storing of data by overwriting a register
value with a properly smaller set is also bounded: Without storing or restoring by
accessing higher registers, proper storing cannot be carried out more often than
the number of edges. And at last, due to the dependency order, the algorithm
is allowed to forget all information regarding lower registers when storing or
restoring. Provided that we use a binary encoding of the parameters and that
each call of the procedure takes a time polynomial in A, the stated running time
of each computation branch follows.
An Alternating Algorithm to Solve Backup Games
For the rest of the section, let G = (A, vin) be an (n,m)-backup game in normal
formwithA = (V, E, δ,Ω) andV = (Mi,Di, Sj,Rj). In what follows, we consider
the algorithm SOLVEBACKUP as displayed in Algorithm 5.1. The algorithm uses
the subprocedure UPDATE that is displayed in Algorithm 5.2. By λZ, we denote
the function λZ : Z → [−1, n] that assigns constantly −1 to each element of Z.
For convenience, we use the symbol ‘—’ in recursive calls if the corresponding
parameters remain unchanged. The initial call of the main algorithm is
SOLVEBACKUP(A, vin, E . . . E,λS1 . . . λSm ,λR1 . . . λRm ,λM).
For notational convenience, we adopt some conventions:
Definition 5.22. For a call of SOLVEBACKUP with parameters
(A, v,Y,X1 . . .Xm, σ1 . . . σm, ρ1 . . . ρm, τ),
the tuple (v,Y,X1 . . .Xm) is said to be the parameter position of this call. For a
position (v,Y,X1 . . .Xm), vertex v is called a sink if either v ∈ M and vY = ∅
or v ∈ D and deletion is no longer possible, i.e., δ(v) 6∈ Y holds. A sink with
v ∈ M0 ∪ D0 is called a sink of Player 0. Sinks of Player 1 are defined analogously.
First, we make a simple observation about the subprocedure UPDATE:
Fact 5.23. For n ∈ N, let f : Z → [−1, n], c ∈ [0, n], and f ′ = UPDATE( f , c). Then
∀z ∈ Z : f (z) = −1 ⇐⇒ f ′(z) = −1. 
There is an immediate correlation between computation trees of SOLVEBACKUP
and game trees of Player 0 (cf. Chapter 1):
Lemma 5.24. For any computation branch, the parameter positions of each recursive
call form an admissible prefix of a play. The restriction of the computation tree to para-
meter positions form a complete prefix of a game tree of Player 0.
PROOF. The proof is by induction on the length of the branch. The initial call cor-
responds to the initial position (vin, E . . . E). The continuation of a computation
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Algorithm 5.1 Alternating algorithm to solve backup games
1: procedure SOLVEBACKUP(A, v,Y,X1 . . .Xm, σ1 . . . σm, ρ1 . . . ρm, τ)
2: input: (n,m)-backup game A = (V, E, δ,Ω) in normal form
3: V = (Mi,Di, Sj,Rj) ; v ∈ V ; τ : M → [−1, n] ; Y ⊆ E
4: Xk ⊆ E ; σk : Sk → [−1, n] ; ρk : Rk → [−1, n] for k ∈ [1,m]
5: select case
6: case v ∈ Mi for i = 0, 1
7: if vY = ∅ then
8: if i = 0 then reject else accept end if
9: else if τ(v) ≥ 0 then
10: if τ(v) is odd then reject else accept end if
11: else
12: τ(v) := 0 ; τ := UPDATE(τ,Ω(v))
13: ∀k ∈ [1,m]: σk := UPDATE(σk,Ω(v)) & ρk := UPDATE(ρk,Ω(v))
14: if i = 0 then guess v′ ∈ vY else universally choose v′ ∈ vY end if
15: SOLVEBACKUP(A, v′, — )
16: end if
17: case v ∈ Di for i = 0, 1
18: if δ(v) 6∈ Y then
19: if i = 0 then reject else accept end if
20: else
21: τ := λM
22: SOLVEBACKUP(A, scc(v),Y \ {δ(v)}, — )
23: end if
24: case v ∈ Sj for j ∈ [1,m]
25: if Y = Xj then
26: if σj(v) ≥ 0 then
27: if σj(v) is odd then reject else accept end if
28: end if
29: else
30: σj := λSj ; ρj := λRj
31: end if
32: σj(v) := 0 ; τ := λM ; ∀k ∈ [1, j− 1]: σk := λSk & ρk := λRk
33: SOLVEBACKUP(A, scc(v),Y . . .Y,Xj+1 . . .Xm, — )
34: case v ∈ Rj for j ∈ [1,m]
35: if ρj(v) ≥ 0 then
36: if ρj(v) is odd then reject else accept end if
37: end if
38: ρj(v) := 0 ; τ := λM ; ∀k ∈ [1, j]: σk := λSk ; ∀k ∈ [1, j− 1]: ρk := λRk
39: SOLVEBACKUP(A, scc(v),Xj . . .Xj,Xj+1 . . .Xm, — )
40: end select
41: end procedure
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Algorithm 5.2 Subprocedure for the main algorithm
1: function UPDATE( f , c)
2: input: function f : Z → [−1, n] ; c ∈ [0, n]
3: output: function f ′ : Z → [−1, n]
4: for all z ∈ Z do
5: if f (z) 6= −1 then
6: f ′(z) := max{ f (z), c}
7: else
8: f ′(z) := −1
9: end if
10: end for
11: end function
branch with parameter position (v,Y,X1 . . .Xm) depends on the type of vertex
v. For v ∈ M, the algorithm terminates in Line 8 if v is a sink. Otherwise, the
procedure is recursively called with parameters (A, v′,Y,X1 . . .Xm, . . .) for some
admissible successor v′ ∈ vY (cf. Lines 14–15). Hence, the parameter position
of the next call coincides with the successor of the game position. Analogously,
the algorithm terminates in Line 19 if v ∈ D, but the deletion is not possible.
Otherwise, the procedure is called again in Line 22 with properly adjusted para-
meters such that parameter position and successor of game position are identical.
Finally, if v is a storing or restoring vertex, then the parameters in the calls of
Lines 33 and 39 also form the correct successor positions of the game.
Since the game is in normal form, all player-based decisions are made at
movement vertices. Assume now that the procedure does not terminate in Lines 8
or 10 for some movement vertex v. If v belongs to Player 0, then the procedure is
recursively called for some successor of v that is chosen in Line 14. If v belongs to
Player 1, then the procedure is called for all possible successors of v. Hence, the
computation tree restricted to the parameter positions form a complete prefix of
a game tree according to some strategy of Player 0. 
Next, we show that each terminating computation branch ends either with a sink
or can be extended to a loop of positions:
Lemma 5.25. Let c0 . . . ck be a computation branch of SOLVEBACKUP that terminates
with call ck. For i ∈ [0, k], let vi be the vertex of the parameter position of call ci. Then
one of the following two cases holds:
1. vk is a sink, or
2. there is some l < k such that vl = vk and
v0 . . . vl(vl+1 . . . vk)
ω
is an admissible sequence of vertices in the game that eventually forms a loop of game
positions.
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In the first case, the procedure terminates in an accepting state if and only if vk belongs to
Player 1. In the second case, it terminates in an accepting state if and only if the highest
priority of the loop is even.
PROOF. For j ∈ [0, k], let pij = (vj,Yj,X1j . . .Xmj) be the parameter position of
call cj. We investigate the different cases of lines, in which the procedure can
terminate during the call ck.
Case 1. If the algorithm terminates with Lines 8 or 19, then vk is a sink by defin-
ition. Further, it terminates with a rejecting state if i = 0 (vk belongs to Player 0)
and with an accepting state if i = 1 (vk belongs to Player 1).
Case 2. Suppose that the procedure terminates with Line 10. Then we have vk ∈
Mwith vkYk 6= ∅ and τ(vk) ≥ 0. Initially, τ(vk) = −1 holds true and by Fact 5.23,
the subprocedure UPDATE does not alter this value. Since there is no other opera-
tion that sets τ(vk) to be positive, there must be a prior call cl with l < k such that
vl = vk and Line 12 is processed. Further, since every (non-terminating) process
of a vertex in D, Sj, or Rj for j ∈ [1,m] resets τ(vk) to the value −1 (Lines 21,
32, and 38), there must be even some l < k such that vl = vk and all vertices
vl+1 . . . vk belong to M. Since these vertices do not alter the set of available edges,
it follows that Yl = Yl+1 = . . . = Yk. By Lemma 5.24, the sequence pi0 . . .pik forms
an admissible prefix of a play in the game. Since the set Yl of available edges
does not alter from pil onwards, this prefix can be extended to an infinite play
by repeatedly choosing the vertices vl+1 . . . vk. As the game is assumed to be in
normal form, the sequence of vertices uniquely determines the play. Since merely
M-vertices are processed from pil onwards, only the first components of positions
are changed, i.e., we have pii = (vi,Yl ,X1l . . .Xml) for i ∈ [l + 1, k]. Therefore, the
play eventually ends in a loop of game positions.
Next, we investigate the state in which the procedure terminates. When it
enters call cl , it must be the case that τ(vl) = −1, since otherwise the procedure
already terminates with this call. By passing Line 12, τ(vl) becomes equal to
Ω(vl) by definition of the subprocedure UPDATE. During the process of call ci
for i ∈ [l + 1, k − 1], the value of τ(vl) is adjusted to max{τ(vl),Ω(vi)} if vi ∈
M. Since the game is assumed to be in normal form, only vertices in M can
have non-zero priorities. Hence, τ(vl) carries the highest priority of the sequence
vl . . . vk−1 when processing Line 10 of call ck. But we have vl = vk and therefore
τ(vl) = τ(vk) also gives the highest priority of the sequence vl+1 . . . vk. Thus, the
procedure terminates with an accepting state if the highest priority of the loop is
even and with a rejecting state if it is odd.
Case 3. From the termination in Line 27, it follows that vk ∈ Sj for some j ∈ [1,m]
with Xjk = Yk and σj(vk) ≥ 0. Again, we initially have σj(vk) = −1 and the only
operation that sets this value to be positive is in Line 32. Hence, there must be
some l < k with vl = vk in order to process this operation. Now consider an
arbitrary call cl0 with l0 < k. If vl0 ∈ Si for some i ∈ [j+ 1,m] or vl0 ∈ Ri for some
i ∈ [j,m], then the value σj(vk) is reset to −1 in Lines 32 and 38, respectively.
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The same happens for vl0 ∈ Sj in Line 30 if Yl0 ⊂ Xj,l0 (note that we always
have Yl0 ⊆ Xj,l0 by Lemma 5.3). Therefore, there must be even some l < k with
vl = vk such that none of the vertices vl+1 . . . vk belongs to Si for i > j or to Ri for
i ≥ j, and none of these vertices belongs to Sj and properly changes the register Xj.
Again, the sequence v0 . . . vk uniquely determines an admissible play in the game
with positions pii for i ∈ [0, k]. Since all vertices in V \M have unique successors,
the successor position of pik with vk ∈ Sj is also unique. Let pik+1 denote this
successor position in the game and let vk+1 be the vertex of pik+1. Clearly, we have
vl+1 = vk+1 = scc(vl). Since the values of the registers j . . .m are not changed
during the loop, it follows that pil+1 = pik+1 = (scc(vl),Yl . . .Yl ,Xj+1,l . . .Xml).
Therefore, the play constituted by the sequence of vertices v0 . . . vl(vl+1 . . . vk)ω
is admissible for the game and eventually forms a loop of positions.
Regarding the highest priority that occurs in the loop, we observe that σj(vl) =
−1 must hold when entering Line 32 during call cl : If Yl = Xjl , then this must
be true, since otherwise the procedure terminates with Line 27. If Yl 6= Xjl , then
σj(vl) is reset to −1 in Line 30. As with the previous case, σj(vk) thus carries the
highest priority of the sequence vl . . . vk−1 when processing Line 27 of the last call
ck. Hence, the procedure terminates with an accepting state if the highest priority
of the loop vl+1 . . . vk is even and with a rejecting state if it is odd.
Case 4. The last case where the procedure terminates with Line 36 is shown anal-
ogously to Case 3. We have vk ∈ Rj for some j ∈ [1,m] with ρj(vk) ≥ 0. There
must be some l < k with vl = vk such that none of the vertices vl+1 . . . vk be-
longs to Si or Ri for i > j and none of these vertices belongs to Sj and prop-
erly changes the register Xj: Otherwise ρj(vk) would be reset to −1. But note
that there may occur other vertices from Rj in this sequence. It follows that
pil+1 = pik+1 = (scc(vl),Xjl . . .Xjl ,Xj+1,l . . .Xml) if pik+1 is the successor posi-
tion of the prefix pi0 . . .pik in the game. Hence, v0 . . . vl(vl+1 . . . vk)ω constitutes
an admissible play in the game and ρj(vk) carries the highest priority of the loop
vl+1 . . . vk when the procedure terminates during the call ck.
If the procedure terminates, then one of these four cases must hold. This con-
cludes the proof. 
Before we proceed with the termination of each computation branch and the run-
ning time of the algorithm, we show the correctness of the procedure provided
that termination is guaranteed.
Corollary 5.26. Assume that the algorithm always terminates. Then SOLVEBACKUP
accepts its initial input if and only if Player 0 has a winning strategy in the game starting
from vin.
PROOF. Assume that SOLVEBACKUP accepts its initial input. For an alternating
algorithm, this means that there is a guess of successors in Line 14 such that in
the resulting computation tree, each branch terminates in an accepting state. By
Lemma 5.24, the computation tree corresponds to a complete prefix of a game
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tree of Player 0. By Lemma 5.25, it thus follows that Player 0 can lead each play
starting from vin either to a sink of his opponent or to an even loop. By positional
determinacy, this property already ensures that Player 0 has a winning strategy
in the game.
Conversely, assume that SOLVEBACKUP rejects its initial input. This means
that for each guesses of successors in Line 14, there is a branch in the result-
ing computation tree that terminates with a rejecting state. In the corresponding
prefix of a play according to this branch, the current position is either a sink of
Player 0 or belongs to an odd loop. Therefore, Player 1 has a winning strategy in
the game. 
In the last step, we show that the algorithm always terminates and that in fact,
each computation branch has a running time that is polynomial in the size of the
game.
Lemma 5.27. For any computation branch of SOLVEBACKUP, the number of calls is
bounded by O
(
|V|4m+2
)
.
PROOF. Let c0c1 . . . be a computation branch of the procedure and let pii =
(vi,Yi,X1i . . .Xmi) be the parameter position of call ci. Let ζ := v0v1 . . . ∈ V∞
be the corresponding sequence of vertices. Recall that U∞ denotes the set of fi-
nite or infinite sequences of elements in U, i.e., it abbreviates U∗ ∪Uω . In what
follows, we use regular expressions over the alphabet V to describe infixes of ζ.
Let α ∈ M∞ be an infix of ζ that consists only of movement vertices and that
does not lead to termination. On the one hand, τ(vi) gets a positive value for each
vi ∈ M during call ci. On the other hand, the function τ is not reset if only M-
vertices are processed. Since the procedure terminates for vi ∈ M with τ(vi) ≥ 0,
the sequence α has therefore a maximum length of |M| ≤ |V|.
Assume now that α ∈ (M ∪ D)∞ is an infix of ζ not leading to termination.
During a call ci with vi ∈ D, the edge δ(vi) is removed from Yi, i.e., we have
Yi+1 ⊂ Yi. But without restoring edges, the sequence of Yi’s for successive calls
forms a descending chain of inclusions (cf. Lemma 5.3). Therefore, the procedure
stops during a call cj with j > i and vi = vj if in between no restoring vertex is
processed. Hence, each vertex from D occurs at most once in α. Together with the
previous result, we therefore obtain that the length of α is bounded from above
by
|D| · |M|+ |D|+ |M| ≤ |V|2 + |V|.
We now proceed by induction on the highest register index that is involved in ζ.
For k ∈ [0,m], let
Vk := M ∪ D ∪
k⋃
j=1
(Sj ∪ Rj).
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Claim. Let k ∈ [0,m] and α be an infix of ζ. If α ∈ V∞k , then it follows that
|α| ∈ O
(
|V|4k+2
)
.
Since Vm = V, we particularly obtain the statement of the lemma for k = m and
α = ζ. We prove the claim by induction on k. If k = 0, then neither storing
nor restoring vertices occur in α and the computation branch terminates after at
most |V|2 + |V| + 1 steps by our previous observation. In particular, we have
|α| ∈ O
(
|V|2
)
.
Assume as induction hypothesis that the statement is true for k− 1 and let α =
veve+1 . . . ∈ V∞k be an infix of ζ. Since no access to higher registers than k occurs
in α, the sequence Xke ⊇ Xk,e+1 ⊇ . . . forms a descending chain of inclusions
(again by Lemma 5.3). Let α′ := vs1vs2 . . . with si ≥ e be the subsequence of
α consisting of the vertices in Sk that properly change the content of register k,
i.e., such that we have Ysi ⊂ Xk,si . By the update of positions, it follows that
Xk,si ⊃ Xk,si+1. Hence, α
′ is finite and the length I of α′ is bounded from above by
|E|. We define a decomposition of α into I + 1 blocks. Let β0 := ve . . . vs1−1 and
βi := vsi+1 . . . vsi+1−1 for i ∈ [1, I − 1]. Further, let β I := vsI+1 . . . be the (possibly
empty) suffix of α. In particular, we obtain the decomposition
α = β0vs1β1 . . . vsI β I
with I ≤ |E|. Next, we estimate the size of each block βi. By construction, block βi
does not contain any vertex from Sk that properly changes the content of register
k. But the function ρk is reset only for proper storing in register k (cf. Line 30).
Thus, no repetition of vertices in Rk can occur in βi, since otherwise the procedure
terminates during the second call. In other words, there are at most |Rk| vertices
from Rk that occur in βi. Let
βi = γ0vr1γ1 . . . vrJγJ
be the decomposition of βi with J ≤ |Rk|, vrj ∈ Rk, and γj ∈ (Vk \ Rk)
∞. Note
that this decomposition depends on i. But for convenience, we omit the reference
to i. In γj, there may occur further vertices from Sk, but they do not change the
register value properly. Since the function σk is only reset for Rk-vertices or for
Sk-vertices that properly change the register, there are at most |Sk| vertices from
Sk in each γj. Thus, we let
γj = δ0vt1δ1 . . . vtLδL
be the decomposition of γj with L ≤ |Sk|, vtl ∈ Sk, and δl ∈ V
∞
k−1. Again, we
omit to refer to the dependency of the decomposition on i and j. We can now
apply the induction hypothesis, which says that |δl | ∈ O
(
|V|4k−2
)
for each such
δl . Together, there are only finitely many δl . Thus, we can assume that there is a
uniform bound p ∈ O
(
|V|4k−2
)
such that the length of each δl is bounded by p
(as a function of |V|). The length of each γj is bounded by (p + 1)(|Sk|+ 1) and
the length of each βi by (p + 1)(|Sk| + 1)(|Rk| + 1). Finally, we obtain that α is
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finite and that
|α| ≤ (p + 1)(|Sk|+ 1)(|Rk|+ 1)(|E|+ 1)
≤ (p + 1)(|V|+ 1)2(|V|2 + 1) ∈ O
(
|V|4k+2
)
.
This concludes the proof of the claim and of the lemma. 
Now we are ready to determine the complexity of solving backup parity games.
Lemma 5.28. Let G = (A, vin) be an (n,m)-backup game. It can be decided whether
Player 0 wins the game from vin in a space polynomial with respect to |A|.
PROOF. Let G = (A, vin) be an (n,m)-backup game. By Lemma 5.7, we may
proceed to a game in normal form. To this end, we need only a linear blow-up of
the game. By using a binary encoding of data, each parameter of the alternating
algorithm SOLVEBACKUP can be represented in a space linear in |A| (for fixed n
andm). Further, each reset of the functions τ, σk, and ρk can be done in linear time.
Each call of the subprocedure UPDATE takes time linear in |A|. By Lemma 5.27,
the number of recursive calls of the procedure is bounded for each computation
branch by a polynomial in |A|. In particular, each computation branch terminates
and Corollary 5.26 therefore ensures the correctness of the procedure. The time
needed for each call is linear in |A|, because all if-conditions can be checked in
linear time and for each call, there are at most 2m + 2 operations of the type ‘set
individual function value’, ‘reset entire function’ or ‘update function’. Thus, the
alternating algorithm SOLVEBACKUP has a running time that is polynomial in the
size of A. By Theorem 1.1, we have APTIME = PSPACE. It follows that there is
a deterministic algorithm that decides whether Player 0 has a winning strategy
from vin and that uses a space polynomial in |A|. 
Together with Corollary 5.19, we therefore get:
Theorem 5.29. For a fixed number of registers, the problem of solving backup parity
games is PSPACE-complete. 
Before we conclude this section, we give an example run of the algorithm. For
this purpose, we take the backup game of Example 5.4 as input of the algorithm.
Example 5.30. Consider the arena A = (V, E, δ,Ω) of Figure 5.1. We name the
vertices by the following scheme:
s v4 r
v0 v1 v3
d1 d2 v2
Note that, apart from the edges between v0 and d1, the game is already in normal
form. But this exception does not play any role for the algorithm. An accepting
run of SOLVEBACKUP with the game (A, v0) as input is depicted in Table 5.1,
where for each call, the set of parameters is listed. For convenience, we let E1 =
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Table 5.1 Example run of SOLVEBACKUP
Call v Y X1 σ1 ρ1 τ
c1 v0 E E λ λ λ
c2 d1 E E λ λ [(v0, 1)]
c3 v0 E1 E λ λ λ
c4 s E1 E λ λ [(v0, 1)]
c5 v0 E1 E1 [(s, 0)] λ λ
c6 v1 E1 E1 [(s, 1)] λ [(v0, 1)]
c7 d2 E1 E1 [(s, 1)] λ [(v0, 1), (v1, 0)]
c8 v2 E2 E1 [(s, 1)] λ λ
c9 v3 E2 E1 [(s, 2)] λ [(v2, 2)]
c10 r E2 E1 [(s, 2)] λ [(v2, 2), (v3, 1)]
c11 v3 E1 E1 λ [(r, 0)] λ
c12 v1 E1 E1 λ [(r, 1)] [(v3, 1)]
c13 d2 E1 E1 λ [(r, 1)] [(v1, 0), (v3, 1)]
c14 v2 E2 E1 λ [(r, 1)] λ
c15 v3 E2 E1 λ [(r, 2)] [(v2, 2)]
c16 r E2 E1 λ [(r, 2)] [(v2, 2), (v3, 1)]
E \ {e1} and E2 = E \ {e1, e2}. Further, each function f is represented by a list of
pairs (v, f (v)), but only if f (v) ≥ 0. Thus, if v belongs to the domain of f , but the
pair (v, f (v)) is not listed, then we have f (v) = −1. Further, we simply write λ
instead of λS1 , λR1 , or λM.
Since edge e1 is deleted before vertex v1 is processed, there is no branching
of the computation tree. The procedure terminates during call c16, since then we
have ρ1(r) ≥ 0 (in fact, we have ρ1(r) = 2). Therefore, the procedure finally
accepts its input. ◭
Regarding backup parity games, an open question remains: Can these games be
solved in space polynomial with respect to the size of the arena, regardless of the
number of registers? We conjecture that this is not the case. We come back to
this question in Chapter 7. But we can answer another question related to the
complexity of solving restoration games: We show in the next section that the
problem of solving restoration games becomes EXPTIME-complete when we do
not require that the access to register values follows a stack discipline.
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5.3 Random Access Memory Games
In this section, we investigate the question whether the problem of solving back-
up games becomesmore complicated if we liberate the definition from the restric-
tion that storing and restoring has to follow a dependency order of registers. We
consider backup games where registers are accessed independently of each other.
We show that the problem of solving the new games becomes EXPTIME-hard,
even if the number of registers is fixed to some value m ≥ 3. Since Lemma 5.21
remains valid, it follows that the problem of solving the games without the de-
pendency order is EXPTIME-complete, even if restricted to games that use only
three registers.
Definition 5.31. A parity game with random access memory, or RAMgame for short,
is defined analogously to backup games, but the update of game positions for
storing and restoring vertices is modified as follows. We use the notation of De-
finition 5.1. Let (v,Y,X1 . . .Xm) be the current position in the game. Then we
replace the rules for storing and restoring vertices by:
 v ∈ Sj for j ∈ [1,m]: The new position becomes
(scc(v),Y,X′1 . . .X
′
m),
where X′i ⊆ E for i ∈ [1,m] is defined by
X′i :=
{
Y if i = j,
Xi otherwise.
 v ∈ Rj for j ∈ [1,m]: The new position becomes
(scc(v),Xj,X1 . . .Xm).
The updates for the other vertices remain unchanged.
Since the definition of the normal form does not depend on the update rules,
Definition 5.6 and Lemma 5.7 also apply to RAM games. By adjusting the edge
relation of the parity game accordingly, the statement of Lemma 5.10 remains
valid, i.e., for any RAM game G = (A, vin) with m registers, there is an equiv-
alent parity game of same index and with size in O
(
|A| · 2(m+1)|E|
)
, where E is
the set of edges in A. The positional determinacy of RAM games follows im-
mediately. Further, winning strategies can be realized by Mealy automata: The
appropriate adjustment of the proof of Lemma 5.16 is straightforward. But note
that in general, the needed memory cannot be condensed, since the register val-
ues do not need to form a chain of inclusion. Thus, the corresponding version of
Lemma 5.13 is not true for RAM games.
Since we did not use the condensed, but the full unfolded parity game to
prove Lemma 5.21, the stated result is still valid:
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Fact 5.32. RAM games can be solved in time exponential with respect to the size of the
arena, the index of the game, and the number of registers. 
In order to show the EXPTIME-hardness of the problem of solving RAM games
for some fixed number of registers, we give a reduction from the so-called block
game that is known to be EXPTIME-hard. This game was introduced by Stock-
meyer and Chandra [SC79].
Definition 5.33. An arena of the block game is given by an undirected graph
A = (V, E, η, F0, F1), where
 V is a non-empty, finite set of vertices,
 E ⊆ {{u, v} | u, v ∈ V, u 6= v} is a set of undirected edges,
 η : E→ {1, 2, 3} is an edge labeling function, and
 F0, F1 ⊆ V are non-empty sets of winning vertices of Player 0 and Player 1,
respectively.
A position of the block game over A is a tuple (τ,N0,N1), where
 τ ∈ {0, 1} signifies whose turn it is, and
 N0,N1 ⊆ V are disjoint sets of markers that belong to Player 0 and Player 1,
respectively.
The block game G = (A, pin) consists of an arena and an initial position pin. Infor-
mally, the game is played as follows. Let p = (τ,N0,N1) be the current position.
Then it is the turn of Player τ. He chooses one of his markers from Nτ and an
edge label d ∈ {1, 2, 3}. Then he moves the chosen marker to a new vertex along
a path subject to the following conditions:
 all traversed edges are labeled by d, and
 no passed vertex (including the last one) carries a marker of either player.
The players are not permitted to pass. In particular, a player loses if he cannot
make a move. On the other hand, Player τ immediately wins if he places his
chosen marker on a vertex in Fτ . In order to cover plays where never any marker
of Player τ is placed on a vertex in Fτ , we agree that Player 1 wins every infinite
play.
Formally, we define (1,N′0,N
′
1) to be a legal successor position of (0,N0,N1)
if and only if N1 = N′1, N1 ∩ F1 = ∅, and there exists k ≥ 2, u1 . . . uk ∈ V, and
d ∈ {1, 2, 3} such that
1. u1 ∈ N0 and ui 6∈ N0 ∪ N1 for i ∈ [2, k],
2. {ui, ui+1} ∈ E and η({ui, ui+1}) = d for i ∈ [1, k− 1], and
3. N′0 = (N0 \ {u1}) ∪ {uk}.
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In particular, we have u1 6= uk and thus N′0 6= N0. The legal successor positions
of (1,N0,N1), that is, the legal moves of Player 1, are defined symmetrically. The
position (1− τ,N0,N1) is winning for Player τ if and only if Nτ ∩ Fτ 6= ∅.
Note that the cardinalities of the marker sets always remain the same. In
order to obtain non-trivial games, we may assume that for any initial position
(τ,N0,N1), we have Ni 6= ∅, Ni ∩ Fi = ∅ for i ∈ {0, 1}, and N0 ∪ N1 6= V. Fur-
ther, without loss of generality, we may assume that it is always the turn of Player
0 at initial positions, i.e., that we have we have pin = (0,N0,N1).
By reducing the word problem of linear-space alternating Turing machines to the
problem of solving block games, it was shown in [SC79]:
Theorem 5.34 (Stockmeyer, Chandra). The decision problem of solving block games
is EXPTIME-complete. 
In the remainder of the section, we present a reduction from block games to RAM
games over three registers. Before we define the reduction, we informally give the
idea behind.
Informal Description of the Reduction
Let (A, pin) be a block game. We define a corresponding RAM game that uses
three registers. The first register always contains the edge set of the original arena
and is used to guarantee a ‘clean board’ at the beginning of each round. The
current position p is somehow encoded in the second register. The arena contains
an initial part that encodes the position pin within the second register. Then it
follows a loop that realizes two successive moves in the block game. By our
convention, the loop starts with the turn of Player 0. By deletion of edges, Player
0 chooses a successor position p′ and stores its encoding in the third register. Then
it is verified whether p′ is indeed a legal successor of p by alternatingly restoring
the second and the third register and checking all conditions separately. We can
do this, since for RAM games, the restoring does not affect the value of the other
registers. If the check was successful and p′ is a winning position for Player 0
in the block game, then Player 0 also wins the RAM game. If p′ is not winning,
then the value of the third register is shifted to the second register (by restoring
the third register and immediately storing in the second register). Then the same
procedure is repeated, but now Player 1 is the one who chooses the successor
position. At the end of the loop, the second register again contains the encoding
of a position of Player 0.
A marker at vertex v is encoded by a special edge with source v. Although we
can delete markers, we cannot add one to a new vertex. Thus, we need a different
way to realize the choice of successor positions. Assume that the current position
is p = (0,N0,N1). Then Player 0 proposes the entire set N′0 of the successor
position p′ = (0,N′0,N
′
1): The original set of edges is restored by use of the first
register. Then Player 0 deletes |V| − |N′0|marker edges. Afterwards, it is checked
whether exactly one marker location in N′0 differs from the ones in N0.
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Figure 5.7 Arena A′ for the reduction from block games
S2 R1 R3 S2
R1R3S2
I P0
P1
Reduction from Block Games to RAMGames
In what follows, we fix a block game G = (A, pin) that is played over the arena
A = (V, E, η, F0, F1) together with a initial position pin = (0,Nin,0,Nin,1) for some
non-empty Nin,0,Nin,1 ⊆ V. We are going to define an equivalent RAM game
G ′ = (A′, vin) over the arena A′ = (V′, E′,∆′,Ω′) with V′ = (M′i ,D
′
i , S
′
j,R
′
j). Let
V = {v1 . . . vk} and for i ∈ {0, 1}, let li := |Nin,i| denote the number of markers
of Player i. Note that by definition of successor positions, these numbers stay
unchanged during the play. By our convention, we have li > 0 and l0 + l1 < k.
The game G ′ uses the priorities 0, 1 and three randomly accessible registers. Un-
less stated otherwise, all vertices are assumed to have priority 0. The arena A′ is
composed of several subarenas. Subarenas are defined as graphs with uniquely
designated entrances and exits. Thus, the composition of subarenas is unambigu-
ous. The composite arena A′ is depicted in Figure 5.7. While we introduce the
individual subarenas, we already show some properties.
First of all, A′ has two sinks sτ for τ ∈ {0, 1}, where sτ belongs to player τ.
Some of the subarenas have edges leading to the sinks and we depict the two
sinks when we introduce these subarenas. We associate to each vertex vi ∈ V,
i ∈ [1, k] of the block game two edge labels ni and mi in the RAM game, where ni
represents a marker of Player 0 at vertex vi andmi a marker of Player 1 at vi. Edge
labels in G ′ are eliminated as described in Remark 5.5, i.e., the deletion of an edge
label actually means the deletion of all edges carrying this label. For convenience,
we simply write mi ∈ X (mi 6∈ X) to say that all (none) of the edges labeled by mi
belong to a set X ⊆ E′. Other notations of this kind are interpreted analogously.
The edges labeled with ni or mi are the only edges that are deleted when playing
the game. Note that by definition of RAM games, all registers initially contain the
entire set E′ of edges. Since there is no occurrence of S1-vertices in A′, the value
of register 1 remains E′ during every play. In what follows, let τ always be 0 or 1.
At the beginning and after restoring from register 1, all ni- and mi-edges are
available. The set N0 of a position (τ,N0,N1) of G is represented in G ′ by delet-
ing those edges ni for which we have vi 6∈ N0. Hence, the number of deleted
edge labels is k − l0. Analogously, N1 is represented by deleting those edges
mi with vi 6∈ N1. Again, this corresponds to k − l1 edge labels. For a position
pi = (v,Y,X1,X2,X3) in the RAM game and r ∈ {2, 3}, we associate the follow-
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Figure 5.8 Subarena P0 to choose and verify successor positions
uˆ u
u1
ui
uk
s1
S3D0 D1 B
C1
Ck
ni (if vi ∈ F0)
ing sets
Kr0(pi) := {vi | i ∈ [1, k], ni ∈ Xr}, and
Kr1(pi) := {vi | i ∈ [1, k],mi ∈ Xr}.
The subarena I initializes position pin. It consists of two chains of deletion ver-
tices: First, a chain of k− l0 deletion vertices each of which is related to a single
label from {ni | i ∈ [1, k], vi 6∈ Nin,0}. It follows a chain of k− l1 deletion vertices
related to {mi | i ∈ [1, k], vi 6∈ Nin,1}. The formal definition is straightforward and
omitted here. Afterwards, the representation of pin is stored in register 2. When
entering the loop, all edges are restored by passing R1. If pi0 is the game position
when entering P0 for the first time, then we have (0,K20(pi0),K
2
1(pi0)) = pin. By
our agreement about initial positions, this is a legal, non-winning position in G.
The subarena P0 is depicted in Figure 5.8. It again contains subarenas, namely
D0, D1, B and C1 . . . Ck. On the right hand side of P0, we have that for every
i ∈ [1, k], there is an edge between ui and s1 that is labeled by ni if vi ∈ F0. Below,
wewill see that this part checks for winning positions. Let pi be the game position
of G ′ when entering P0. We assume that (0,K20(pi),K
2
1(pi)) is a legal, non-winning
position in G.
Informally, the subarena Pτ realizes three steps in sequence. To see this, sup-
pose that the representation of a legal position p in the block game is stored in
register 2. Then:
1. Player τ chooses a new position p′; its representation is stored in register 3,
2. if p′ is not a legal successor position of p, then Player 1− τ immediately wins,
3. it is checked whether p′ is a winning position of Player τ in G, in which case
Player τ immediately wins.
If the new position p′ is legal, but not winning, then its representation is shifted
from register 3 to register 2 by passing R3 and S2. Thus, the loop of A′ realizes a
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Figure 5.9 Subarena B to verify N′1 = N1
R2
R3
R3
...
m1
mk
m1
mk
game round that starts with a move of Player 0 and is continued with a move of
Player 1. At the end of the loop, it is again the turn of Player 0.
The subarenas Dτ realize the choice of the successor marker sets. This is done
by the Player τ-based deletion of k − lτ edge labels. Dτ consists of a chain of
k− lτ gadgets in the style of Figure 5.4, where all vertices belong to Player τ and
the deletion vertices are related to n1 . . . nk if τ = 0 and to m1 . . .mk if τ = 1.
An analogous argument as in the proof of Lemma 5.18 shows that Player τ must
choose exactly k− lτ pairwise distinct edge labels in order to prevent his loss.
Let pi′ = (v′,Y′,X′1,X
′
2,X
′
3) be the game position when entering B (cf. Fig-
ure 5.9). Since register 2 is not changed in the meantime, it follows that K2τ(pi
′) =
K2τ(pi). In what follows, we omit the reference to pi
′. By our previous observation,
K3τ are legal marker sets. By construction, we have
|K2τ | = |K
3
τ | = lτ for τ ∈ {0, 1}. (5.1)
Before we proceed with the description of P0, we show that the subarena B
checks whether the same set of markers of Player 1 is stored in registers 2 and
3.
Fact 5.35. If K31 = K
2
1, then Player 0 does not win the play within B, but he can reach
vertex uˆ in P0. If K31 6= K
2
1, then Player 0 immediately wins the play.
PROOF. Assume that K31 = K
2
1. Since K
2
1 is a legal marker position and l1 > 0,
there is some i ∈ [1, k] such that vi ∈ K21. By definition, we have mi ∈ X
′
2 and
this edge label is restored when passing R2. Further, we also have mi ∈ X′3 by
assumption and the edge label is restored when passing R3. Thus, Player 0 can
reach the exit of B.
Conversely, assume that K31 6= K
2
1. Since |K
3
1| = |K
2
1|, there must be vi ∈ K
2
1
for some i ∈ [1, k] such that vi 6∈ K31. By definition, we have mi ∈ X
′
2 \ X
′
3. Thus,
Player 0 can reach a sink of Player 1 in B by traversing the mi-edge. 
At vertex uˆ in P0, Player 0 can choose some i ∈ [1, k] and move the towards
subarena Ci, which is depicted in Figure 5.10. We describe its function below, but
we first explain its structure. On the right hand side of Ci, there is a movement
vertex of Player 1 that has edges leading to all subarenas Hj for j ∈ [1, k] with
j 6= i. The subarena Hj is also depicted in Figure 5.10. The exit of each Hj finally
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Figure 5.10 Subarenas Ci andHj to verify legal successor positions
Ci:
s0
z zˆR2 R3
E1i
E2i
E3i
ni
ni
toHj for
j ∈ [1, k],
j 6= i
Hj:
R2 R3
nj nj
to u in P0
leads back to vertex u in the subarena P0. If l0 = 1, i.e., there is only one marker
of Player 0, then the subarenas Hj are skipped and instead, there is a single edge
leading from zˆ directly to u in P0. Note that we use the same set of subarenas
H1 . . .Hk for all Ci, i ∈ [1, k]. Thus, there are k many Ci’s and k many Hj’s in the
subarena P0.
Before we give the formal definition of the last subarenas Edi of Ci for d ∈
{1, 2, 3}, we informally describe the function of the components Ci andHj. These
subarenas are supposed to check whether (1,K30,K
3
1) is a legal successor position
of (0,K20,K
2
1) according to the game rules (provided that K
3
1 = K
2
1, cf. Fact 5.35). In
fact, it is up to Player 0 to certify this correctness: If it is a legal successor position,
then Player 0 can lead the play to vertex u in P0. Otherwise, he loses the play
before.
Recall that K20 and K
3
0 represent sets of markers of Player 0. Hence, it must be
verified that a marker in K20 was properly moved along a path labeled by some
fixed label d ∈ {1, 2, 3} such that no intermediate vertex carries a marker of either
player. This is done by the following steps:
1. By entering subarena Ci for i ∈ [1, k], Player 0 asserts that a marker at vertex
vi was moved.
2. On the way to vertex z in Ci, it is checked whether vi carried a marker before,
which is now no longer available. This is done by verifying vi ∈ K20 \ K
3
0.
3. By entering subarena Edi for d ∈ {1, 2, 3}, Player 0 asserts that the marker at
vi was moved along a d-labeled path.
4. During the passage through Edi, it is checked whether there is a non-empty
d-labeled path
vi
d
−→ vi1
d
−→ . . .
d
−→ vit
in A such that vie for e ∈ [1, t] did not carry any marker before, that is, it is
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verified that vie 6∈ K
2
0 ∪ K
2
1. In order to exit Edi, vertex vit must now carry a
marker, i.e., vit ∈ K
3
0 must be true.
5. Finally, it is checked whether no other marker than the one at vi was moved
(provided that the number l0 of markers of Player 0 is greater than 1). By
entering Hj, Player 1 can choose some vertex vj ∈ K20 with j 6= i. Player 0
can only proceed if vj ∈ K30 also holds. By (5.1), it then follows that K
3
0 =
(K20 \ {vi}) ∪ {vit}.
We continue with the formal definition of the subarena Edi. It merely contains
movement and restoring vertices. Hence, we omit the empty deletion relation.
Let Edi for d ∈ {1, 2, 3} be the arena (Vd, Ed,Ωd), where Vd is the disjoint union of
Md0 := {we | e ∈ [1, k]} ∪ {s, sˆ, xˆ}, M
d
1 := {wˆe | e ∈ [1, k]},
Rd2 := {re f | e, f ∈ [1, k]}, R
d
3 := {rˆe | e ∈ [1, k]}.
Vertex wi is the entrance of Edi and vertex xˆ its exit. The priority Ωd of each we
and each wˆe for e ∈ [1, k] is set to be one, whereas all other vertices have zero
priority. The set of (partially labeled) edges is defined by
Ed := {(we, re f ), (re f , wˆ f ) | {ve, v f } ∈ E ∧ η({ve, v f }) = d} ∪
{(wˆe, rˆe), (rˆe,we) | e ∈ [1, k]} ∪ {(we, ne, xˆ) | e ∈ [1, k]} ∪
{(wˆe, ne, s), (wˆe,me, sˆ) | e ∈ [1, k]}.
A part of the subarena Edi is depicted in Figure 5.11, where the external numbers
show the non-zero priorities. Note that the entire subarena Edi contains some
more restoring vertices for register 2 together with corresponding transitions than
depicted in Figure 5.11. Since we need to eliminate edge labels, we have to use
two distinct sinks s and sˆ of Player 0. Let pi′ = (v′,Y′,X′1,X
′
2,X
′
3) be the game
position when entering B. Note that from position pi′ onwards, register values
are no longer changed within P0. Again, we write Krτ without a reference to pi
′.
Fact 5.36. Suppose that K31 = K
2
1. Then Player 0 can reach vertex u from uˆ in P0 if
(1,K30,K
3
1) is a legal successor position of (0,K
2
0,K
2
1) in G. If (1,K
3
0,K
3
1) is not a legal
successor position of (0,K20,K
2
1) in G, then Player 1 immediately wins the play within Ci
for some i ∈ [1, k].
PROOF. Assume that K31 = K
2
1 and that Player 0 moves towards Ci, i ∈ [1, k] from
vertex uˆ. In order to reach z in Ci, it must be the case that ni ∈ X′2 \X
′
3. Otherwise,
Player 0 either gets stuck in the first movement vertex of Ci or Player 1 can lead
the play towards s0. In particular, we have vi ∈ K20 \ K
3
0. Assume now that Player
0 decides to traverse Edi for some d ∈ {1, 2, 3}. By definition, he enters Edi at
vertex wi, which belongs to Player 0.
Claim. Player 0 can ensure that he reaches xˆ from wi in Edi if and only if there is
some vt ∈ V such that vt ∈ K30 and there is a non-empty, finite path from vi to vt
in A, which is completely labeled by d and no vertex on the path, excluding vi,
belongs to K20 ∪ K
2
1.
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Figure 5.11 Part of the subarena Edi
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sink of Player 0
sink of Player 0
sink of Player 0
if {vi, ve} ∈ E, {ve, v f } ∈ E, and η({vi, ve}) = η({ve, v f }) = d
Proof of claim. First, we observe that the set of available edges is equal to register
value X′3 when entering Edi at wi. By definition of Edi, when a play reaches some
vertex we for e ∈ [1, k], then register value X′3 was restored before. The edge
between wi and the exit xˆ is labeled by ni and this link is not in X′3. Thus, the only
way for Player 0 to reach xˆ from wi is via some vertex wt 6= wi such that nt ∈ X′3,
which is equivalent to vt ∈ K30.
The only way (without repetitions) from vertex we to vertex w f in Edi is along
the path
we → re f → wˆ f → rˆ f → w f ,
which is only available if {ve, v f } ∈ E and η({ve, v f }) = d, cf. Figure 5.11. Thus,
the path from we to w f exactly corresponds to the traversal of the d-labeled, undi-
rected edge between ve and v f in the block game A. Further, Player 0 can only
ensure a play along this path if wˆ f neither has an outgoing n f -edge nor an outgo-
ingm f -edge, since otherwise Player 1 canwin bymoving towards a sink of Player
0. Since register value X′2 is always restored before a play reaches a wˆ f -vertex, it
must be the case that v f 6∈ K20 ∪ K
2
1. The statement of the claim now follows by
induction on the path length. 
Note that Player 0 loses by the parity condition if he moves within Edi ad infini-
tum. Suppose now that the play reaches xˆ in Edi and thus also zˆ in Ci. Let vt ∈ V
be some vertex according to the claim. In particular, we have
vi ∈ K
2
0 \ K
3
0 and vt ∈ K
3
0 \ K
2
0. (5.2)
Recall that (0,K20,K
2
1) was assumed to be non-winning and that K
3
1 = K
2
1 holds. If
l0 = 1, then the only continuation leads to vertex u in P0. By (5.2), it follows that
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K20 = {vi} and K
3
0 = {vt}. If l0 > 1, then the play is continued from zˆ towards
some Hj with j 6= i. From l0 > 1 it follows that K20 \ {vi} is non-empty. Thus,
Player 1 can choose some j ∈ [1, k] with j 6= i such that nj ∈ X′2. It follows that
he can always choose some j 6= i such that he does not get stuck in Hj. If there is
some j 6= iwith vj ∈ K20 \K
3
0, then Player 0 loses the game after traversing the R3-
vertex in Hj. Thus, in order to reach uˆ in P0, Player 0 must have chosen K30 such
that K20 \ {vi} ⊆ K
3
0. By (5.1) and (5.2), it follows that K
3
0 = (K
2
0 \ {vi})∪ {vt}, i.e.,
(1,K30,K
3
1) is a legal successor position of (0,K
2
0,K
2
1). 
If the play reaches u in P0, then the set of available edges is equal to X′3: either
by the last restoring in some Edi if l0 = 1 or by the last restoring in some Hj if
l0 > 1. Recall that there is an ni-edge from ui to s1 in P0 if vi ∈ F0. Thus, Player
0 can reach s1 and win the play if and only if K30 ∩ F0 6= ∅, i.e., the new position
(1,K30,K
3
1) is a winning position in G. If the position is not winning and the play
proceeds in A′, then the value of register 3 is shifted to register 2. In particular, if
pi′′ is the position of the game when entering P1, it follows that K20(pi
′′) = K30(pi
′)
and K21(pi
′′) = K31(pi
′).
The subarena P1 is defined symmetrically to P0 by swapping the roles of
Player 0 and Player 1. In particular, the assignment of vertices to players is
swapped and the edge label ni replaces mi and vice versa. On the right hand
side of P1, there is an mi-edge from ui to the sink s0 of Player 0 if vi ∈ F1. Finally,
all vertices in the subarenas Edi of P1 have zero priority to prevent infinite loops
of Player 1 within this part of the game. It is easy to see that the corresponding
statements of Facts 5.35 and 5.36 are also valid for P1 and its subarenas.
Now we are well equipped for proving the main result of this section:
Lemma 5.37. For every block game G = (A, pin) with A = (V, E, η, F0, F1), there is
a (1, 3)-RAM game G ′ = (A′, vin) with |A′| ∈ O
(
|V|3
)
, which can be computed in
polynomial time with respect to |V|, and such that
Player 0 wins G from pin ⇐⇒ Player 0 wins G
′ from vin.
PROOF. Let G ′ be as before, where vin is the initial vertex of A′. We have seen
that pin is initialized by subarena I . By convention, pin is a legal, non-winning
position. As induction hypothesis, assume that the loop in A′ starts with some
legal, non-winning position (0,K20,K
2
1). Note that the value of register 3 does
not play any role at this moment and that all edges are available. First, Player
τ chooses the set K3τ within Dτ of P0. By Fact 5.35, Player 1 needs to choose
K31 = K
2
1 in order to prevent his loss. By Fact 5.36, Player 0 needs to choose K
3
0
such that (1,K30,K
3
1) is a legal successor position of (0,K
2
0,K
2
1). If the new position
is winning for Player 0 in G, then Player 0 also wins G ′. Note that the new position
cannot be winning for Player 1 by induction. If the new position is not winning,
then the value of K3τ is shifted to K
2
τ for τ ∈ {0, 1} and the set of available edges
is reset.
Afterwards, both players choose again the sets K3τ within Dτ in P1. In this
situation, Player 0 needs to choose K30 = K
2
0 and Player 1 needs to choose K
3
1 such
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that (0,K30,K
3
1) is a legal successor position of (1,K
2
0,K
2
1). If the new position is
winning for Player 1 in G, then Player 1 also wins G ′. Otherwise, the values of K3τ
are again shifted to K2τ and the loop starts anew.
Note that beside the big loop in A′, the only loops that may occur are within
the subarenas Edi of Pτ . In fact, it is Player τ who may decide to loop in Pτ
forever. But by the choice of priorities, the corresponding player loses the game
if he does not proceed with the big loop.
If the game G ′ lasts forever because no winning position occurs, then Player
0 loses, since priority 1 recurrently occurs in the subarenas Edi of P0. This is
adequate to the corresponding situation in G.
Let |V| = k. Regarding the size of A′, we observe that for each fixed i ∈ [1, k],
there are at most 9k + 7 edges labeled by ni and at most 9k + 7 edges labeled by
mi. Further, there are at most k(k− lτ) ≤ k2 deletion vertices inDτ , each of which
is related to a single edge label, that is, to a set of size at most 9k + 7. This yields
a O(k3) share in the overall size of A′. On the other hand, it is easy to see that
the numbers of vertices and edges in A′ are bounded by terms quadratic in k.
Clearly, A′ can be computed in polynomial time with respect to k. 
The previous lemma provides a polynomial time reduction from the problem of
solving block games to the problem of solving RAM games with a fixed number
of registers greater or equal to three. Together with Fact 5.32, we therefore obtain:
Theorem 5.38. For each m ≥ 3, the problem of solving RAM games with m registers
is EXPTIME-complete. 
Note that a RAM game with only one register necessarily follows a stack disci-
pline and thus, it is already a backup parity game that can be solved in polyno-
mial space by Theorem 5.29. It remains open whether this is also true for RAM
games with two registers.
Chapter 6
Sabotage Modal Logics with Fixed-Points
The main limitation of modal logic is the lack of a mechanism for unbounded
iteration or recursion. This motivates the study of more powerful logics that add
recursion in some way to modal logic. For this purpose, one can extend the basic
formalism by constructors for forming fixed-points of relational operators. Fixed-
points play a key role in many areas of computer science and they allow the
specification of, e.g., general reachability and recurrence properties. Adding least
and greatest fixed-points to standard modal logic leads to the modal µ-calculus
Lµ (cf. [Koz83]). The fixed-points for Lµ are formed over sets of vertices, that is,
over monadic relations.
In this chapter, we investigate the extension of the sabotage modal logic SML
as introduced in the first part of this thesis by least and greatest monadic fixed-
points. The result is a logic that is called sabotage µ-calculus SLµ. We focus on
the global deletion of transitions, but the central results readily shift to the local
adjacent sabotage as well. Note that the fixed-points are related to sets of ver-
tices, while the sabotage modalities are related to edges. Thus, both extensions
of modal logic, namely deletion of transitions and forming least and greatest
monadic fixed-points, are in some sense independent from each other. In fact, we
can apply the same machinery that leads from modal logic ML to the µ-calculus
Lµ directly to the sabotage modal logic SML. It turns out that there is a fun-
damental difference between standard modalities (corresponding to movements)
and sabotagemodalities (corresponding to deletions) with respect to fixed-points.
When we build least and greatest fixed-points inductively, then movements are
in some sense passed to the next stage, while the deletion of transitions is ‘encap-
sulated’ within a stage, that is, for every inductive step, the deletion is restored to
the situation at the beginning of the induction. As a consequence, the new logic
does not provide a way to express, for example, the reachability winning con-
dition of the sabotage games of Chapter 2 in a closer form. Recall that we have
specified this winning condition as an SML-formula with a parameter that gives
the number of edges of the arena (cf. Definition 3.7). But since edges are restored
in each inductive step of fixed-point forming, we cannot use fixed-points to ex-
press the inductive building of paths together with deletions that are preserved
while forming the path. But clearly, this is necessary to define the reachability
winning condition of the game.
In Section 6.1, we briefly repeat the basic concepts of fixed-point theory. We
define the sabotage µ-calculus by extending SML in the same way as ML is aug-
mented for Lµ. By embedding the new logic into the monadic fragment of LFP,
i.e., the first order logic with least and greatest monadic fixed-points, we read-
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ily obtain a model checking procedure that is PSPACE-complete with respect to
the size of the Kripke structure and the size of the formula. Despite this ‘ab-
stract’ solution of the model checking problem, we show in Sections 6.2 and 6.3
that the backup parity games of Chapter 5 serve as model checking games for
SLµ. The aforementioned restoration of transition deletions during the inductive
fixed-point construction provides the central link to the restoration games. In
Section 6.2, we introduce a backup parity game for every Kripke structure and
SLµ-formula such that Player 0 has a winning strategy in the game from some
initial position if and only if the structure is a model of the formula. The defin-
ition is based on a construction of parity games for Lµ-formulae as presented in
[EJS93] and, for example, in [Vög00]. In Section 6.3, we prove the correctness of
the construction.
From the viewpoint of algorithmic complexity, we do not achieve an improve-
ment by the reduction of the model checking problem for SLµ to the problem of
solving backup parity games. We have shown in Section 5.2 that backup parity
games can be solved in polynomial space with respect to the size of the arena (cf.
Theorem 5.29), but only if the number of registers is fixed. Since the number of
registers of the model checking game for SLµ depends on the number of nested
fixed-points, the ‘abstract’ embedding into LFP yields better bounds – at least as
long as we are not able to show that backup parity games can be solved in poly-
nomial space regardless of the number of registers. Nevertheless, the game ap-
proach often provides a more intuitive way to evaluate SLµ-formula over given
Kripke structures. We are able to present a link between sabotage fixed-point
logic and restoration games, but we are yet not able to show that the logic and
the game exactly correspond as it is the case for the µ-calculus and standard par-
ity games. We discuss these complexity issues in Section 6.4.
We conclude this chapter by describing the necessary modifications for a local
sabotage logic with fixed-points on the basis of the adjacent sabotage logic ASL.
6.1 Sabotage µ-calculus
In this section, we introduce the sabotage µ-calculus SLµ by augmenting the
sabotage modal logic SML with two constructors for forming least and greatest
monadic fixed-points.
We start with a brief repetition of some basic concepts of fixed-point theory.
We omit the proofs; for the details, we refer to, e.g., [EF99].
Definition 6.1. Let S be a (finite or infinite) set. We consider the complete lattice
(2S,⊆). Let Φ : 2S → 2S be some function. Then Φ is monotone if for every
A, B ⊆ S:
A ⊆ B =⇒ Φ(A) ⊆ Φ(B).
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The set F ⊆ S is called a fixed-point of Φ if Φ(F) = F. A least fixed-point of Φ is
a fixed-point F of Φ such that F ⊆ F′ for each fixed-point F′ of Φ. The greatest
fixed-point is defined dually.
By applying the definition twice, it follows that least and greatest fixed-points
of Φ are uniquely determined provided that they exists. In this case, we denote
them by lfp(Φ) and gfp(Φ), respectively. The following classical result plays a
key role in many applications of fixed-points (cf. [Tar55]).
Theorem 6.2 (Knaster, Tarski). Every monotone function Φ : 2S → 2S has a least
fixed-point lfp(Φ) and a greatest fixed-point gfp(Φ). Further, one has
lfp(Φ) =
⋂
{A ⊆ S | Φ(A) ⊆ A}, and
gfp(Φ) =
⋃
{A ⊆ S | A ⊆ Φ(A)}. 
In fact, least and greatest fixed-points are dual: For a function Φ, let the dual func-
tion Φ : 2S → 2S be defined by Φ(A) := Φ(A), where A denotes the complement
of A.
Fact 6.3. For every monotone function Φ, the dual function Φ is also monotone. Fur-
ther, one has lfp(Φ) = gfp(Φ) and gfp(Φ) = lfp(Φ). 
Least and greatest fixed-points can also be constructed by transfinite induction.
Let Φ : 2S → 2S be monotone. Then we define
F0 := ∅,
Fα+1 := Φ(Fα), and
Fλ :=
⋃
α<λ
Fα for a limit ordinal λ.
Fact 6.4. For every monotone function Φ : 2S → 2S, there is an ordinal β with |β| ≤
|S|, such that Fβ = lfp(Φ). 
The greatest fixed-point is constructed by applying the duality: F′0 := S, F
′
α+1 :=
Φ(F′α), and F
′
λ :=
⋂
α<λ F
′
α for a limit ordinal λ.
The propositional µ-calculus Lµ as defined by [Koz83] is obtained by adding
least and greatest fixed-points to propositional modal logic ML. For this pur-
pose, one augments ML with propositional variables X,Y, . . ., which can be in-
terpreted as monadic second-order variables, and rules for building least and
greatest fixed-points over these variables. Let K = (S,Σ,R, L) be a Kripke struc-
ture and ϕ be a formula of Lµ. Let X be a propositional variable that occurs only
positively in ϕ, that is, under an even number of negations. Consider the operator
Φ : 2S → 2S that maps a set A ⊆ S to the set of states s ∈ S such that (K, s) |= ϕ,
when X is interpreted by A and the interpretation of other variables is fixed. It
is straightforward to check that Φ is monotone and thus, it has least and greatest
fixed-points.
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We define the sabotage µ-calculus in the same way by augmenting SML with
propositional variables and fixed-point formation rules over these variables. For
convenience, instead of requiring positive occurrences of variables when forming
fixed-points, we define the syntax of SLµ-formulae directly in negation normal
form.
Let Var = {X,Y, . . .} be a set of propositional variables. Formulae of the
sabotage µ-calculus SLµ are inductively defined by the following grammar. For
p ∈ Prop, a ∈ Σ, and X ∈ Var, let
ϕ ::= ⊤ | ⊥ | p | ¬p | X | ϕ ∨ ϕ | ϕ ∧ ϕ | ^aϕ | aϕ | aϕ | ⊡aϕ | µX.ϕ | νX.ϕ.
By Var(ϕ) ⊆ Var, we denote the set of variables occurring in the SLµ-formula ϕ.
Let K = (S,Σ,R, L) be a Kripke structure. A valuation of ϕ in K is a function
V : Var(ϕ) → 2S that gives interpretations of the propositional variables. For a
variable X ∈ Var(ϕ) and a set A ⊆ S, we define the valuation V [X := A] as
V [X := A](Y) :=
{
A if Y = X,
V(Y) otherwise.
For convenience, we define the semantics of an SLµ-formula ϕ with respect to a
Kripke structure K and a valuation V as the set ‖ϕ‖KV ⊆ S of states in which ϕ is
true. It is inductively defined by
‖⊤‖KV := S,
‖p‖KV := {s ∈ S | p ∈ L(s)},
‖X‖KV := V(X),
‖ϕ1 ∨ ϕ2‖
K
V := ‖ϕ1‖
K
V ∪ ‖ϕ2‖
K
V ,
‖^aϕ‖
K
V :=
{
s ∈ S | ∃s′ ∈ S : (s, a, s′) ∈ R ∧ s′ ∈ ‖ϕ‖KV
}
,
‖aϕ‖
K
V :=
{
s ∈ S | ∃t, t′ ∈ S : (t, a, t′) ∈ R ∧ s ∈ ‖ϕ‖K\{(t,a,t
′)}
V
}
, and
‖µX.ϕ‖KV := lfp
(
A 7→ ‖ϕ‖KV [X:=A]
)
=
⋂ {
A ⊆ S | ‖ϕ‖KV [X:=A] ⊆ A
}
.
The semantics for ⊥, ¬p, ϕ1 ∧ ϕ2, aϕ, ⊡aϕ, and νX.ϕ are defined dually. Note
that the initial value of V(X) is irrelevant for the semantics of µX.ϕ or νX.ϕ. For
a state s ∈ S, the model relation is then defined by
(K, s,V) |= ϕ ⇐⇒ s ∈ ‖ϕ‖KV .
We need to justify the definition of the fixed-point formulae. Let ϕ be an SLµ-
formula with free variable X. By definition, variables always occur positively
and we do not allow negations of formulae. By definition of ‖X‖KV , it follows that
the function Φ : 2S → 2S with Φ(A) := ‖ϕ‖KV [X:=A] is monotone (this is formally
shown by induction on the structure of ϕ). Thus, least and greatest fixed-points
of Φ exist by Theorem 6.2.
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Remark 6.5. In the syntax of SLµ, we allow negations only before predicate sym-
bols. Since we are mostly interested in closed formulae (see below for the defi-
nition), this is no restriction. All results easily extend to the general case when
negation before variables is also allowed, but with the restriction that bounded
variables only occur positively. ◭
Let ϕ be an SLµ-formula. The closure Cl(ϕ) of ϕ, that is, the set of all subformulae
of ϕ, is defined by structural induction:
Cl(ϕ) := {ϕ} ∪Cl(ϕ1) ∪Cl(ϕ2) if ϕ = ϕ1 ∨ ϕ2 or ϕ = ϕ1 ∧ ϕ2, and
Cl(ϕ) := {ϕ} ∪Cl(ψ) if ϕ = ^aψ, ϕ = aψ, ϕ = aψ, ϕ = ⊡aψ,
ϕ = µX.ψ, or ϕ = νX.ψ, and
Cl(ϕ) := {ϕ} otherwise.
A variable X ∈ Var(ϕ) is said to be bounded in ϕ if it is bounded by some fixed-
point formula, that is, if µX.ψ ∈ Cl(ϕ) or νX.ψ ∈ Cl(ϕ). A variable that is not
bounded is called free in ϕ. Let Bound(ϕ) and Free(ϕ) be the corresponding sub-
sets of Var(ϕ). An SLµ-formula ϕ is called closed if Free(ϕ) = ∅. Note that the
valuation V is then irrelevant for ‖ϕ‖KV . Thus, we also write ‖ϕ‖
K and (K, s) |= ϕ
for a closed formula ϕ and assume implicitly the valuation V with V(X) = S for
every X ∈ Var(ϕ).
The formula ϕ is called well-named if every variable is bounded at most once
and free variables are distinct from bounded variables. By renaming variables if
necessary, we have
Fact 6.6. Every SLµ-formula is equivalent to a well-named SLµ-formula. 
For each bounded variable X in a well-named formula ϕ, there are unique ψ,ψ′ ∈
Cl(ϕ) with ψ = µX.ψ′ or ψ = νX.ψ′. In the former case, X is called a µ-variable
and in the latter case, it is called a ν-variable. The subformula ψ is said to be the
binding definition of X in ϕ and is denoted by Defϕ(X).
The maximum number of nested fixed-point operators, counted regardless of
their type, is called the fixed-point depth fd(ϕ) of ϕ and is defined inductively by
fd(ϕ) := 0 if ϕ = ⊤, ϕ = ⊥, ϕ = p, ϕ = ¬p, or ϕ = X,
fd(ϕ) := max{fd(ϕ1), fd(ϕ2)} if ϕ = ϕ1 ∨ ϕ2 or ϕ = ϕ1 ∧ ϕ2,
fd(ϕ) := fd(ψ) if ϕ = ^aψ, ϕ = aψ, ϕ = aψ, or ϕ = ⊡aψ,
fd(ϕ) := fd(ψ) + 1 if ϕ = µX.ψ or ϕ = νX.ψ.
For a bounded variable X ∈ Bound(ϕ), we define its fixed-point height in ϕ to be
fhϕ(X) := fd(Defϕ(X)).
We omit the subscript ϕ when it causes no ambiguity.
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Example 6.7. Consider the SLµ-formula (in fact, Lµ-formula)
µZ.[[νY.µX.^a((p ∧Y) ∨ X)] ∨^bZ],
which expresses that there exists a finite b-path to a state s such that there is an
a-path starting at s on which p holds infinitely often. We have fd(ϕ) = 3 and
fhϕ(X) = 1, fhϕ(Y) = 2, and fhϕ(Z) = 3. ◭
Remark 6.8. As already mentioned in the introduction to this chapter, there is a
fundamental difference between ^a and a with respect to fixed-points. When
least and greatest fixed-points are constructed inductively, then movements are
passed to the next stage, while the deletion of transitions is ‘encapsulated’ within
a stage: The deletion is restored to the situation at the beginning of the induction
when we proceed to the next inductive step. This is due to the fact that, if we
have determined Fi = ‖ψ‖
K
V [X:=Fi−1]
for some formula ψ with deletion modalities
and proceed to Fi+1, then we again calculate ‖ψ‖
K
V [X:=Fi ]
over K and not over the
substructure that results from the deletion of transitions.
For example, consider the formulae ϕ = νX.^aX, which expresses that there
is an infinite a-path starting at the current state, and let K = (S, {a},R,∅) be the
following Kripke structure:
s1
s3 s4
s2
a
a
a a
When we inductively construct the greatest fixed-point of A 7→ ‖^aX‖
K
V [X:=A],
then we obtain
F0 = S, F1 = {s1, s2, s3}, F2 = {s1, s2}, and F3 = {s1, s2}.
It follows that ‖ϕ‖KV = {s1, s2}. In contrast, consider the formula ϕ
′ = νX.aX.
This formula does not express that one can delete infinitely many a-transitions.
In fact, we have for the above Kripke structure K that F0 = S and
F1 =
{
s ∈ S | ∃t, t′ ∈ S : (t, a, t′) ∈ R ∧ s ∈ F0
}
= S.
Therefore, we have ‖ϕ′‖KV = S. Even if we only allow adjacent sabotage accord-
ing to ASL, that is, the deletion of transitions starting at the current state, then we
get
F′1 =
{
s ∈ S | ∃s′ ∈ S : (s, a, s′) ∈ R ∧ s ∈ F′0
}
= {s1, s2, s3}, and
F′2 =
{
s ∈ S | ∃s′ ∈ S : (s, a, s′) ∈ R ∧ s ∈ F′1
}
= {s1, s2, s3}.
Note that we applied the initial transition relation R in order to determine F′2.
As a consequence, we still have no formula that expresses, for instance, the
reachability winning condition of the sabotage games of Chapter 2 in a closer
form than the SML-formula γn of Definition 3.7, where the parameter n captures
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the number of edges. For example, the formula µX.(p ∨^⊡X) does not express
the reachability of a p-state according to the rules of the sabotage game, because
in each stage of the fixed-point induction, the original arena with all edges is
used. In Chapter 7, we discuss this problem in more detail. ◭
We continue the investigation of SLµ with two examples.
Example 6.9. Suppose thatK = (S,Σ,R, L) is a Kripke structure with state s ∈ S.
For t ∈ S, let Π(s, t) be the set of R-paths from s to t, that is, pi ∈ Π(s, t) if and
only if pi = s0 . . . sn with s0 = s, sn = t, and for every i < n, there is a ∈ Σ with
(si, a, si+1) ∈ R. The unraveling of K from s is defined as the Kripke structure
Kˆs = (Sˆ,Σ, Rˆ, Lˆ), where
Sˆ :=
⋃
t∈S
Π(s, t),
Rˆ := {(pi, a,pi · t′) | ∃t ∈ S : pi ∈ Π(s, t) ∧ (t, a, t′) ∈ R}, and
Lˆ(pi) := L(t) if pi ∈ Π(s, t).
Note that Lˆ is well-defined, because Π(s, t)∩Π(s, t′) = ∅ for t 6= t′. The structure
Kˆs can be seen as a labeled tree with root s. Let ⊑ denote the prefix relation over
paths. Two paths pi1 and pi2 are said to be incomparable if pi1 6⊑ pi2 and pi2 6⊑ pi1.
We say that Kˆs contains a perfect subtree if there is a non-empty subtree of Kˆs such
that each path in this subtree contains infinitely many splitting points. Formally,
if there is P ⊆ Sˆ with P 6= ∅ and
1. P is prefix-closed, i.e., if pi ∈ P, then pi′ ∈ P for every pi′ ⊑ pi, and
2. for all pi ∈ P, there are pi1,pi2 ∈ P with pi ⊑ pi1, pi ⊑ pi2, and pi1 and pi2 are
incomparable.
This notion dates back to Cantor’s original efforts to establish the Continuum
Hypothesis (cf. [Kec94]). Let ϕ := νX.µY.(⊡a^aX ∨^aY) and suppose that K =
(S,Σ,R, L) is a Kripke structure with R 6= ∅. For convenience, we assume that
Σ = {a} is a unary alphabet. The following result easily extends to the general
case. Further, let s ∈ S. We claim that (K, s) |= ϕ if and only if Kˆs contains a
perfect subtree. On the one hand, it is well-known that the Lµ-formula µY.(ψ ∨
^aY) expresses that there is a finite a-path to a state where ψ holds. On the other
hand, the subformula ⊡a^aX guarantees that there are at least two a-successors
of the current state that belong to (the interpretation of) X, see also Fact 3.17. For
A ⊆ S, let Θ(A) be the set of states t ∈ S such that t has at least two distinct
a-successors in A.
We inductively construct the fixed-points, say, by Gi for the outer, greatest
fixed-point and by Fij for the inner, least fixed-point. We start the outer induction
with G0 := S. If Gi is already defined, then we start the inner induction with
Fi0 := ∅ and obtain for the fixed-point Fi,ni = Fi,ni+1 that
Fi,ni = {t ∈ S | ∃t
′ ∈ S : Π(t, t′) 6= ∅ ∧ t′ ∈ Θ(Gi)}.
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The next outer stage is then defined by Gi+1 := Fi,ni . For the outer induction, we
eventually reach G := Gm = Gm+1 with
G = {t ∈ S | ∃t′ ∈ S : Π(t, t′) 6= ∅ ∧ t′ ∈ Θ(G)}.
Therefore, we have (K, s) |= ϕ if and only if s ∈ G. But if s ∈ G, then G is a
perfect subtree of Kˆs. Conversely, if P ⊆ S witnesses a perfect subtree of Kˆs, then
P ⊆ G. Since P is prefix-closed, it follows that s ∈ P and hence also s ∈ G. ◭
Recall that there is a satisfiable SML-formula ϕ∞ that has only infinite models (cf.
Theorem 3.20). A closer inspection shows that ϕ∞ ensures models such that the
origin has infinitely many successors. Let us define the width of a structure as the
supremum of the number of successors of states. Further, we define the depth of
a structure as the supremum of the length of simple paths in the structure, that
is, paths in which states occur at most once. As we have seen, we can guarantee
models with an infinite width by SML-formulae. But clearly, we can follow only
finite paths by the standard modalities of SML (see also Theorem 3.41).1 The
next example shows that we can ensure models with an infinite depth by SLµ-
formulae. For this purpose, we use again the capability of sabotage logics to
mark states by the deletion of outgoing transitions.
Example 6.10. Consider the following SLµ-formulae:
ψ := ^b⊤∧b(b⊥∧ νY.(a(^b⊤∧Y))), and
ϕ := νX.(^aX ∧ ψ).
LetK = (S,Σ,R, L) be a Kripke structure. For the greatest fixed-point F according
to Y in ψ, we have
F = {t ∈ S | ∀t′ ∈ S : (t, a, t′) ∈ R→ (t′ ∈ F ∧ ∃u ∈ S : (t′, b, u) ∈ R)}.
Suppose that (K, t) |= ψ for some t ∈ S. Then t has exactly one outgoing b-
transition and if this b-transition is removed, then every state that is reachable
from t by a non-empty path along a-transitions still has a b-successor. In partic-
ular, every state that is reachable from t by a non-empty a-path is distinct from t.
For the greatest fixed-point G according to X in ϕ, we obtain
G = {t ∈ S | (K, t) |= ψ ∧ ∃t′ ∈ S : ((t, a, t′) ∈ R ∧ t′ ∈ G)}.
Suppose now that (K, s) |= ϕ. Due to the fixed-point G, there is an infinite path
pi = s0
a
−→ s1
a
−→ s2
a
−→ . . .
with s0 = s and (K, si) |= ψ for every i ∈ N. Assume that si = sj holds for some
i < j. Then sj is reachable from si by a non-empty a-path. Since ψ is true at si, it
follows that si 6= sj, which is a contradiction. It follows that pi consists of pairwise
distinct elements and hence, it is a simple path of infinite length. ◭
1Note that nevertheless, a model of ϕ∞ has simple paths of unbounded length, see also Figure 3.3.
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Note that the standard µ-calculus Lµ has the finite model property, i.e., every
satisfiable Lµ-formula has a finite model (cf. [Koz88]). In contrast to that, SLµ
provides two different ways to build infinite models: either by an SML-formula
that ensures an infinite width of models or, as we have seen in the preceding
example, by an SLµ-formula that ensures an infinite depth of models.
We turn to the model checking problem for SLµ. Recall that the model check-
ing problem for Lµ belongs to NP ∩ co-NP (cf. [EJS93]). In fact, the result can be
strengthened to UP ∩ co-UP (cf. [Jur98]). Note that the exact complexity is not
settled yet. The complexity of the model checking problem for SLµ can be readily
determined.
Lemma 6.11. The model checking problem for SLµ is PSPACE-complete.
PROOF. The PSPACE-hardness follows from the fact that SML is a fragment of
SLµ together with Theorem 3.9. Suppose now that K = (S,Σ,R, L) is a finite
Kripke structure and ϕ is an SLµ-formula. For the inductive construction of least
and greatest monadic fixed-points, we need to store only the current set Fi ⊆ S
(cf. Theorem 6.2). By using a binary representation, we just need linear space with
respect to |S| for every bounded variable X. Since the remaining evaluations of
SML-subformulae can be done in polynomial space with respect to |K| and |ϕ|
(cf. Lemma 3.4), the statement follows.
Alternatively, we can extend the embedding of SML into FO (cf. Lemma 3.4)
to an embedding of SLµ into LFPmon , the first-order logic with least fixed-points
over monadic relations. The model checking problem of the latter logic is known
to be PSPACE-complete, see [Var95].2 
Similarly, we can readily determine the program complexity of SLµ.
Lemma 6.12. The model checking problem for SLµ with a fixed formula is PTIME-
complete (program complexity).
PROOF. It is known that the program complexity of Lµ is PTIME-complete, see
[BVW94]. Since Lµ is a fragment, the PTIME-hardness for SLµ follows. Let ϕ be a
fixed SLµ-formula and suppose that K = (S,Σ,R, L) is a finite Kripke structure.
The inductive construction for each bounded variable X of ϕ reaches the least
or greatest fixed-point in a polynomial number of steps with respect to |S| (cf.
Theorem 6.2). By Theorem 3.14, the remaining evaluations of SML-subformulae
can be done in polynomial time with respect to |K|. Together, this yields a model
checking procedure for a fixed SLµ-formula that has a running time polynomial
in |K|.
Alternatively, we can embed SLµ into (full) LFP as above. The extension of the
embedding of Lemma 3.4 yields an equivalent LFP-formula that is polynomial
with respect to the size of the SLµ-formula. Since the program complexity of LFP
is known to be PTIME-complete (cf. [Var82]), the statement follows. 
2Note that the proof of Vardi [Var82] that the model checking problem for full LFP is EXPTIME-
complete is based on arbitrary arities of relations.
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Recall that the satisfiability problem for the standard µ-calculus Lµ is decidable.
In fact, this problem is EXPTIME-complete (cf. [EJ88]). Since SML is a frag-
ment of SLµ and already SML has an undecidable satisfiability problem (cf. The-
orem 3.35), it follows that:
Fact 6.13. The problems Satisfiability, Finite Satisfiability, and Infinity Axiom for
SLµ are undecidable. 
Despite the aforementioned solution of the model checking problem for SLµ via
LFP, we show in the next two sections that the backup parity games of Chap-
ter 5 serve as model checking games for SLµ. The restoration of transition dele-
tions during the inductive fixed-point construction (cf. Remark 6.8) links up with
the restoration of edge deletions in backup parity games. From the viewpoint
of algorithmic complexity, the reduction to games does not yield a better result.
Actually, we see that Lemmata 6.11 and 6.12 give better bounds for the model
checking problem (as long as we do not know whether the problem of solving
backup parity games belongs to PSPACE, regardless of the number of registers).
But in many situations, the game approach provides a more intuitive and more
elegant way to evaluate SLµ-formula over given Kripke structures.
6.2 Model Checking via Backup Parity Games
In the following two sections, we show that the model checking problem for SLµ
can be reduced to the problem of solving a backup parity game. In this section,
we construct a backup game GK,ϕ,V for a finite Kripke structure K with a state s,
an SLµ-formula ϕ, and a valuation V such that Player 0 wins the game from some
designated vertex if and only if (K, s,V) |= ϕ.
The construction of GK,ϕ,V is an extension of the construction for the standard
µ-calculus, which is based on a transformation of the model checking problem for
Lµ into the emptiness problem for parity tree automata as presented in [EJS93].
Our definition of GK,ϕ,V is an extension of the construction of a parity game for a
given Kripke structure and a given Lµ-formula as it is presented, for example, in
Vöge [Vög00].
To define GK,ϕ,V , we proceed as follows. The vertices and edges of the arena
arise from a synchronized product ofK and the Kripke structureKϕ that captures
the syntactic structure of ϕ (see below). In order to control the synchronization,
the components still have labeled transitions. In the final product, we simply
leave them out to obtain the game graph G = (V, E). The definition of GK,ϕ,V is
concluded by specifying a delation relation and a priority function on G.
In what follows, we fix a finite Kripke structure K = (S,Σ,R, L) and a well-
named SLµ-formula ϕ over Σ. We assume that K as well as ϕ are over the set
Prop of predicates symbols and that λ 6∈ Σ. Further, let V : Var(ϕ) → 2S be a
fixed valuation for ϕ.
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The (finite) Kripke structure Kϕ = (Sϕ,Σ ∪ {λ},Rϕ) is induced by the struc-
ture of ϕ and is defined as follows. First, there is a state for each subformula in
Cl(ϕ). For simplicity, we name the states after subformulae. Second, there are
two additional states sX and rX for each bounded variable X of ϕ. Third, we
add an extra state for each symbol in Σ. The latter states are needed for deletion
purposes in the combined arena and are independent of the structure of ϕ. More
formally, we define
Sϕ := Cl(ϕ) ∪ {sX | X ∈ Bound(ϕ)} ∪ {rX | X ∈ Bound(ϕ)} ∪ {qa | a ∈ Σ}.
Before we give the transition relation, we define the function init : Cl(ϕ) → Sϕ
by
init(ψ) := rX if ψ = X and X is bounded in ϕ,
init(ψ) := sX if ψ = µX.ψ
′ or ψ = νX.ψ′, and
init(ψ) := ψ otherwise.
We define Rϕ by giving a list of transitions for each type of subformula. Let
ψ ∈ Cl(ϕ).
 states ⊤, ⊥, p, ¬p, and X for X ∈ Free(ϕ) are sinks,
 if ψ = ψ1 ∨ ψ2 or ψ = ψ1 ∧ ψ2, then there are the transitions
 ψ
λ
−→ init(ψ1) and ψ
λ
−→ init(ψ2),
 if ψ = ^aψ′ or ψ = aψ′ for a ∈ Σ, then there is the transition ψ
a
−→ init(ψ′),
 if ψ = aψ′ or ψ = ⊡aψ′ for a ∈ Σ, then there is the transition ψ
λ
−→ init(ψ′),
 if ψ = µX.ψ′ or ψ = νX.ψ′, then there are the transitions
 sX
λ
−→ ψ and ψ
λ
−→ init(ψ′),
 rX
λ
−→ X and X
λ
−→ ψ, and
 there is a transition qa
a
−→ qa for every a ∈ Σ.
Note that the size of Kϕ is linear with respect to the size of ϕ.
In order to define the arena AK,ϕ,V for the game GK,ϕ,V , we use the synchro-
nized product ofK andKϕ, wherewe ignore the labeling function for themoment
(cf. Chapter 1). Let K⊗Kϕ = (V,Σ∪ {λ},R′) be that product and let G = (V, E)
be its transition graph without transition labels, that is, (v, v′) ∈ E if and only if
(v, a, v′) ∈ R′ for some a ∈ Σ ∪ {λ}. To obtain an arena for a backup game, we
need first to declare each vertex in V as movement, deletion, storing, or restor-
ing vertex. In a second step, we assign the vertices to the players and define a
deletion relation and a priority function.
Let m := fd(ϕ) be the fixed-point depth of ϕ. The game GK,ϕ,V has then m
registers. We start with the declaration of the vertices V = (Mτ ,Dτ , Sj,Rj)m.
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First, we make the convention that each (s, qa) for s ∈ S and a ∈ Σ belongs to
M0. In fact, since these vertices are not connected to the ‘structural part’, none of
them can occur in plays starting from initial positions and the exact declaration
is irrelevant. We just need the edges (s, qa) → (t, qa) for deletion purposes, see
below.
Let s ∈ S, ψ ∈ Cl(ϕ), and a ∈ Σ. Then the vertex (s,ψ) is a movement vertex
of Player 0, i.e., (s,ψ) ∈ M0 if and only if one of the following conditions hold
 ψ = ⊥, ψ = ψ1 ∨ ψ2, ψ = ^aψ′, or ψ = νX.ψ′,
 ψ = p and p 6∈ L(s), or ψ = ¬p and p ∈ L(s), and
 ψ = X and s 6∈ V(X).
Conversely, (s,ψ) is a movement vertex of Player 1, i.e., (s,ψ) ∈ M1 if and only if
 ψ = ⊤, ψ = ψ1 ∧ ψ2, ψ = aψ′, or ψ = µX.ψ′,
 ψ = p and p ∈ L(s), or ψ = ¬p and p 6∈ L(s), and
 ψ = X and s ∈ V(X).
Further, we declare the following vertices as deletion, storing, and restoring ver-
tices:
 (s,ψ) ∈ D0 if ψ = aψ′,
 (s,ψ) ∈ D1 if ψ = ⊡aψ′,
 (s, sX) ∈ Sfh(X) for X ∈ Bound(ϕ), and
 (s, rX) ∈ Rfh(X) for X ∈ Bound(ϕ).
We turn to the deletion relation ∆ that relates vertices in D = D0 ∪ D1 to families
of sets of edges that start at vertices from M = M0 ∪ M1. Recall that, if a play
reaches some vertex in v ∈ Dτ , then Player τ needs to choose a non-empty set
Ξ with (s,Ξ) ∈ ∆ such that all edges of Ξ are still available. The play is then
continued by simultaneously removing all edges of Ξ from the arena. For t, t′ ∈ S
and a ∈ Σ, let Ξϕt,a,t′ be the following set:
Ξ
ϕ
t,a,t′ := {((t,ψ), (t
′, init(ψ′))) | ψ ∈ Cl(ϕ) ∧ (ψ = ^aψ′ ∨ ψ = aψ′)} ∪
{((t, qa), (t′, qa))}.
Note that, if (t, a, t′) ∈ R, then we have Ξϕt,a,t′ ⊆ Out(M) by the above dec-
laration of vertices. By the definition of the synchronized product, we have
((t, qa), (t′, qa)) ∈ E if and only if (t, a, t′) ∈ R. Thus, Ξ
ϕ
t,a,t′ is non-empty for
(t, a, t′) ∈ R, regardless of the structure of ϕ. The deletion relation ∆ ⊆ D ×
2Out(M) is then defined as follows. For a ∈ Σ and ψ ∈ Cl(ϕ) with ψ = aψ′ or
ψ = ⊡aψ′, we set for every s ∈ S:
((s,ψ),Ξϕt,a,t′) ∈ ∆ ⇐⇒ t, t
′ ∈ S ∧ (t, a, t′) ∈ R.
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If a play reaches vertex (s,aψ′), then Player 0 chooses some transition (t, a, t′) ∈
R such that the edges of Ξϕt,a,t′ were not deleted before. The edge (t, qa) → (t
′, qa)
and all edges (t,ψ) → (t′, init(ψ′)) for ψ ∈ Cl(ϕ) with ψ = ^aψ′ or ψ = aψ′ are
then removed simultaneously. The case for (s,⊡aψ′) and Player 1 is symmetric.
To conclude the definition of the arena AK,ϕ,V , we turn to the specification of
the priority function Ω : V → N. For this purpose, we first define a priority
function Ω′ for the transition system Kϕ and then we extend Ω′ to V. For X ∈
Bound(ϕ), let Bϕ(X) := Bound(Defϕ(X)) \ {X} ⊆ Var(ϕ). Then we define Ω′ :
Sϕ → N by
Ω′(s) := 0 for every s ∈ Sϕ \ Bound(ϕ),
Ω′(X) := min{c ∈ N | c odd∧ c > max{0, {Ω′(Y) | Y ∈ Bϕ(X)}}}
if X is a µ-variable of ϕ, and
Ω′(X) := min{c ∈ N | c even∧ c > max{0, {Ω′(Y) | Y ∈ Bϕ(X)}}}
if X is a ν-variable of ϕ.
Let n := max{Ω′(X) | X ∈ Bound(ϕ)}. By definition, we have n ≤ 2 · fd(ϕ).
Example 6.14. For the formula ϕ = µX6.µX5.νX4.νX3.µX2.νX1ψ where ψ does
not contain any fixed-point operator, we have Ω′(X1) = 2, Ω′(X2) = 3, Ω′(X3) =
4, Ω′(X4) = 6, Ω′(X5) = 7, and Ω′(X6) = 9. ◭
We set Ω((s,ψ)) = Ω′(ψ) for every s ∈ S and ψ ∈ Sϕ. This concludes the de-
finition of the arena AK,ϕ,V = (V, E,∆,Ω) and the (n,m)-backup game GK,ϕ,V
of index n and with m registers. Note that n and m depend on ϕ only. In what
follows, we also write
AK,ϕ,V = (VK,ϕ,V , EK,ϕ,V ,∆K,ϕ,V ,ΩK,ϕ,V )
to specify the arena of the game GK,ϕ,V . If ϕ is a closed SLµ-formula, then we also
write GK,ϕ and AK,ϕ, and we implicitly assume a valuation V with V(X) = S for
every X ∈ Var(ϕ).
Example 6.15. Consider the SLµ-formula ϕ = νX.µY.(⊡a^aX ∨ ^aY) of Exam-
ple 6.9. Figure 6.1 shows two copies ofKϕ according to the synchronized product
with a Kripke structure K. The left copy is associated to state s of K and the right
copy to state t, where we assume that (s, a, t) is a transition of K. We adhere to
the convention by displaying vertices of Player 0 as rounded frames and vertices
of Player 1 as squared frames. Deletion vertices are double framed and priorities
are displayed beside the vertices. All non-movement vertices are color filled.
Because (s, a, t) is a transition ofK, we have an edges between (s, qa) → (t, qa).
Since ^aX and ^aY are subformulae of ϕ, there are also the edges (s,^aX) →
(t, rX) and (s,^aY) → (t, rY). Regarding the deletion relation ∆, these edges
are considered in groups: Player 1 deletes a complete group at (s,⊡a^aX), for
example, either all dashed edges or all dotted edges (the dotted edges lead to
some other copy of Kϕ that is not displayed in the figure). ◭
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Figure 6.1 Component for ϕ := νX.µY.(⊡a^aX ∨^aY)
s, µY.(⊡a^aX ∨^aY) t, µY.(⊡a^aX ∨^aY)
s, νX.µY.(⊡a^aX ∨^aY)
s,⊡a^aX ∨^aY
s,^aY
s,^aX
s,X s,Y
s, qa
t, νX.µY.(⊡a^aX ∨^aY)
t,⊡a^aX ∨^aY
t,^aY
t,^aX
t,X t,Y
t, qa
s,⊡a^aX t,⊡a^aX
s, sX
s, sY
s, rX s, rY
t, sX
t, sY
t, rX t, rY
0
0
0
0
0
0 0
0
0 0
2 1
0
0
0
0
0
0 0
0
0 0
2 1
Regarding the size of AK,ϕ,V , we observe that |V| = |S× Sϕ| ∈ O(|K| · |ϕ|). In
K ⊗Kϕ, the number of λ-transitions is bounded by O(|S| · |ϕ|) and the number
of Σ-transitions is bounded by O(|R| · |ϕ|). If follows that |E| ∈ O(|K| · |ϕ|).
Finally, we estimate the size of the representation of ∆. There are at most |S| · |ϕ|
deletion vertices, each of which is related to |R| sets of type Ξϕt,a,t′ . And each of
these sets has a size that is bounded by |ϕ|. Thus, we obtain
∑
v∈D
∑
Ξ:(v,Ξ)∈∆
|Ξ| ∈ O(|K|2 · |ϕ|2).
Together, it follows that |AK,ϕ,V | is quadratic with respect to |K| · |ϕ|.
In the next section, we show that GK,ϕ,V indeed serves as a model checking
game for the logic SLµ. But before we turn to that, we observe that the initial
content of registers has no effect on plays starting ‘at the top’ of the game.
Lemma 6.16. Suppose that K = (S,Σ,R, L) is a finite Kripke structure, ϕ is a well-
named SLµ-formula over Σ with m := fd(ϕ), and V : Var(ϕ) → 2S is a valuation. Let
A = (V, E,∆,Ω) be the arena of the game GK,ϕ,V . Then for each τ ∈ {0, 1}, for each
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state s ∈ S, and for each X1 . . .Xm ∈ 2E:
Player τ wins GK,ϕ,V from ((s, init(ϕ)), E,X1 . . .Xm)
⇐⇒ Player τ wins GK,ϕ,V from ((s, init(ϕ)), E, E . . . E).
PROOF. Since ϕ is assumed to be well-named, any restoring vertex (t, rX) only
occurs in combination with the vertex (t,X) for a bounded variable X of ϕ. By
the tree-like structure with respect to the syntactical structure of ϕ (of course,
together with back-edges), any play that starts at ((s, init(ϕ)), E,X1 . . .Xm) and
visits (t, rX) for some t ∈ S and X ∈ Bound(ϕ) has necessarily visited a vertex
(t′, init(Defϕ(X))) for some t′ ∈ S before. But we have init(Defϕ(X)) = sX. Thus,
a new content was stored in register fh(X), regardless of its previous content. 
6.3 Correctness of the Model Checking Game
The aim of this section is to establish the following result. LetK be a finite Kripke
structure with state s and let ϕ be a well-named, closed SLµ-formula over Σ. Let
GK,ϕ be the backup game of the last section with arenaAK,ϕ = (V, E,∆,Ω). Then
we claim that
(K, s) |= ϕ ⇐⇒ Player 0 wins GK,ϕ from ((s, init(ϕ)), E . . . E).
Before we prove this, we need two auxiliary results concerning backup games.
The first one deals with winning regions of subgames; the second one provides
the unfolding of the parity condition, which we need for the fixed-point operators.
The unfolding is a classical construction for parity games and is based on the
well-known Knaster-Tarski Theorem (see, for example, [Eme96]). Our extension
to backup parity games is based on the presentation in [Grä05].
Lemma 6.17. Let A = (V, E,∆,Ω) be the arena of an (n,m)-backup game G with
V = (Mτ ,Dτ , Sj,Rj)m. Suppose that we have V′ ⊆ V such that V′E ⊆ V′ and that
for each v ∈ V′, if (v,Ξ) ∈ ∆ and Ξ 6= ∅, then Ξ ∩ (V′ × V′) 6= ∅. Let u ∈ V′
and X0 . . .Xm ⊆ E be fixed. We define E′ := E ∩ (V′ × V′), X′i := Xi ∩ E
′ for each
i ∈ [0,m], and
∆′ := {(v,Ξ ∩ E′) | v ∈ V′ ∧ (v,Ξ) ∈ ∆}.
Let G ′ be the (n,m)-backup game with arena A′ = (V′, E′,∆′,Ω|V′) where
V′ = (Mτ ∩V
′,Dτ ∩V′, Sj ∩V
′,Rj ∩V
′)m.
Then for τ ∈ {0, 1}, one has
Player τ wins G from (u,X0 . . .Xm) ⇐⇒ he wins G
′ from (u,X′0 . . .X
′
m).
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PROOF. We show by induction that we can construct a corresponding play from
(u,X′0 . . .X
′
m) in G
′ for each play from (u,X0 . . .Xm) in G and vice versa. Assume
that we have already constructed two corresponding prefixes of plays in G and
G ′ such that the current positions are (v,Y0 . . .Ym) and (v,Y′0 . . .Y
′
m) with Y
′
i =
Yi ∩ E′. By assumption, we have V′E ⊆ V′. Thus, if v ∈ Mσ ∩V′ for σ ∈ {0, 1} is
a movement vertex, then Player σ can chose exactly the same successors in either
game, that is, we have vY0 = vY′0. Assume that v ∈ Dσ ∩ V
′ is a deletion vertex.
Let (v,Ξ) ∈ ∆ and Ξ′ := Ξ ∩ E′. By assumption, we have (v,Ξ′) ∈ ∆′ and
∅ 6= Ξ ⊆ Y0 ⇐⇒ ∅ 6= Ξ
′ ⊆ Y′0.
Thus, Player σ gets stuck in G at position (v,Y0 . . .Ym) if and only if he gets stuck
in G ′ at position (v,Y′0 . . .Y
′
m). Further, exactly the same edges from E
′ can be
removed in either game. Since all extensions of both plays remain in V′, the
removed edges from Ξ \ E′ do not affect the future of both plays. Thus, if v is a
movement, deletion, storing, or restoring vertex, then we can extend both plays
by appropriate successor positions (w,Z0 . . . Zm) and (w,Z′0 . . . Z
′
m) with Z
′
i =
Zi ∩ E′. Since the winning condition is the same in either game, Player τ wins the
play in G if and only if he wins the play in G ′. 
We turn to the unfolding of the parity condition. Before continuing, we need to
introduce some notation first.
Assumption 6.18. LetA = (V, E,∆,Ω) be the arena of an (n,m)-backup game G
with V = (Mτ ,Dτ , Sj,Rj)m. Let Ωmax := maxv∈V Ω(v) be the maximum priority,
T := Ω−1(Ωmax) ⊆ V be the set of vertices with this priority, and let U := TE
the set of E-successors of T. Finally, let κ := |T| + 1. We make the following
assumptions:
 Ωmax is even,
 T consists of movement vertices only, that is, T ⊆ M,
 |vE| = 1 for every v ∈ T (we write scc(v) for the unique successor),
 for every u ∈ U and every play pi that starts from (u, E . . . E), we have that, if
pii = (v,X0 . . .Xm) for some v ∈ T, then Xj = E for every j ∈ [0,m], and
 none of the edges v → scc(v) for v ∈ T occurs in ∆, that is, if (v,Ξ) ∈ ∆ for
some v ∈ V, then Ξ ∩ (T ×U) = ∅.
Under this assumptions, we define the unfolding of G as a sequence of (n,m)-
backup games G i for i ∈ [0, κ]. Let E− := E \ (T ×U) and A− := (V, E−,∆,Ω).
Note that the vertices in T become terminal positions in A−, but since T ⊆ M,
this remains a legal arena. The arena of G i coincides with A− up to the win-
ning condition for the terminal positions in T. For every i ∈ [0, κ], we define a
decomposition T = Ti0 ∪ T
i
1 and declare Player τ to be the winner of the game
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G i when a play reaches v ∈ Tiτ . Formally, we define A
i := (V, E−,∆,Ω) with
V = (Miτ ,Dτ , Sj,Rj) and
Mi0 := (M0 \ T
i
0) ∪ T
i
1 and M
i
1 := (M1 \ T
i
1) ∪ T
i
0.
Let Ŵiτ ⊆ V ×
(
2E
−)m+1
be the winning region of Player τ in the game G i, cf.
Corollary 5.12. Clearly, Ŵiτ depends on the decomposition T = T
i
0 ∪ T
i
1. In turn,
the decomposition of T for i + 1 depends on Ŵiτ . We define for i < κ:
T00 := T, and
Ti+10 :=
{
v ∈ T | (scc(v), E− . . . E−) ∈ Ŵi0
}
.
Fact 6.19. T01 ⊆ T
1
1 ⊆ . . . ⊆ T
κ
1 and Ŵ
0
1 ⊆ Ŵ
1
1 ⊆ . . . ⊆ Ŵ
κ
1 .
By T = Ti0 ∪ T
i
1 and the determinacy of backup games, it then also follows
T00 ⊇ T
1
0 ⊇ . . . ⊇ T
κ
0 and Ŵ
0
0 ⊇ Ŵ
1
0 ⊇ . . . ⊇ Ŵ
κ
0 .
PROOF. We prove simultaneously by induction on i < κ that Ti1 ⊆ T
i+1
1 and
Ŵi1 ⊆ Ŵ
i+1
1 . We have T
0
0 = T ⊇ T
1
0 by definition and thus also T
0
1 ⊆ T
1
1 . Let
p = (v,X0 . . .Xm) ∈ Ŵ01 . In particular, there is a winning strategy of Player 1 in
the game G0 that avoids each vertex of T in plays from p (recall that these vertices
are winning for Player 0). Thus, he can use the same strategy in the game G1 to
win the game from p. It follows that p ∈ Ŵ11 .
Assume that the statement holds for i and that i + 2 < κ. Let v ∈ Ti+11 and
p′ = (scc(v), E− . . . E−). It follows that v 6∈ Ti+10 and by definition, p
′ 6∈ Ŵi0. By
determinacy and the induction hypothesis, we have p′ ∈ Ŵi1 ⊆ Ŵ
i+1
1 and thus,
p′ 6∈ Ŵi+10 . By definition, v 6∈ T
i+2
0 and therefore, v ∈ T
i+2
1 .
Finally, let p = (v,X0 . . .Xm) ∈ Ŵ
i+1
1 . In the game G
i+1, the winning strategy
of Player 1 from p either does not visit any vertex of T at all or it reaches some
vertex in Ti+11 . Since we already established T
i+1
1 ⊆ T
i+2
1 , he can use the same
strategy in G i+2 to win each play from p. Thus, p ∈ Ŵi+21 . 
We have κ = |T| + 1 and Ti1 ⊆ T for each i ∈ [0, κ]. Thus, the first chain of
inclusion must become stable, that is, there exists α < κ such that Tα1 = T
α+1
1 .
But then, we also have Tα0 = T
α+1
0 , Ŵ
α
0 = Ŵ
α+1
0 , and Ŵ
α
1 = Ŵ
α+1
1 . We claim that
we can determine the winner of a play in the original game G that starts from a
vertex u ∈ U by considering this fixed-point of winning regions for the unfolding
of G.
Lemma 6.20. Let G, U, and κ be as in Assumption 6.18 and let G0 . . . Gκ be the unfold-
ing of G. Then for every τ ∈ {0, 1} and for every u ∈ U, one has
Player τ wins G from (u, E . . . E) ⇐⇒ he wins Gκ from (u, E− . . . E−).
190 Chapter 6: Sabotage Modal Logics with Fixed-Points
PROOF. By definition, κ > 0 holds. Further, we have Tκ−1σ = T
κ
σ and Ŵ
κ−1
σ = Ŵ
κ
σ
for σ ∈ {0, 1}. To establish the statement, it suffices to define strategies f0 for
Player 0 and f1 for Player 1 in the game G and to show that Player τ wins G from
(u, E . . . E) for each u ∈ U with (u, E− . . . E−) ∈ Ŵκτ when he plays according to
fτ .
Let ET := E ∩ (T ×U) and let P := V ×
(
2E
)m+1
be the set of positions in the
game G and P− := V ×
(
2E
−)m+1
be the set of positions in the game Gκ . Note
that P− is the set of positions of every game G i with i ∈ [0, κ]. For convenience,
we define for a position p ∈ P a corresponding position p− ∈ P− by
p = (v,X0 . . .Xm) 7→ p
− = (v,X0 ∩ E
−, . . . ,Xm ∩ E−).
Conversely, we define for a position q ∈ P− the position q+ ∈ P by
q = (v,Y0 . . .Ym) 7→ q
+ = (v,Y0 ∪ ET , . . . ,Ym ∪ ET).
Next, we define the strategy f0 for Player 0. Let f κ0 : P
− → P− be a fixed posi-
tional strategy for Player 0 in the game Gκ that is uniformly winning from every
position in Ŵκ0 . Such a strategy exists by Corollary 5.12. Then we define the
positional strategy f0 : P→ P by
f0(p) :=
{
(scc(v),X0 . . .Xm) if p = (v,X0 . . .Xm) with v ∈ T,(
f κ0 (p
−)
)+
otherwise.
Note that by our assumption on ∆, none of the edges in T ×U can be deleted in
either game.
Let u ∈ U, p = (u, E . . . E), and assume that p− = (u, E− . . . E−) ∈ Ŵκ0 . Let pi
be a play in G according to f0 that starts from p. We claim that
Claim I. If pi−i ∈ Ŵ
κ
0 , then pi
−
i+1 ∈ Ŵ
κ
0 .
Proof of claim. Let pii = (v,X0 . . .Xm) ∈ P with pi
−
i ∈ Ŵ
κ
0 . If v 6∈ T, then the
two games G and Gκ coincides: If it is the turn of Player 1, then he cannot leave
the winning region of Player 0, that is, for every successor position q of pii in G,
it follows that q− ∈ Ŵκ0 . In particular, we have pi
−
i+1 ∈ Ŵ
κ
0 . Conversely, if it is
Player 0’s turn, then pi−i+1 = f
κ
0 (pi
−
i ) by definition of f0. Since f
κ
0 is assumed to be
winning in Gκ , the claim follows.
If v ∈ T, then it follows that v ∈ Tκ0 , since the vertices in T
κ
1 are winning
positions for Player 1. By assumption on the plays starting in p, we have Xj = E
for every j ∈ [0,m]. Thus, pii+1 = (scc(v), E . . . E) with scc(v) ∈ U. By definition
of Tκ0 , we have pi
−
i+1 = (scc(v), E
− . . . E−) ∈ Ŵκ−10 = Ŵ
κ
0 . 
It follows that for the play pi starting from p, the corresponding sequence pi−
stays in Ŵκ0 . But then pi is necessarily won by Player 0: Either pi visits vertices
in Tκ0 only finitely often. Then from a certain point onwards, it is equal to a play
in Gκ according to f κ0 and thus, it is won by Player 0. Or it visits infinitely often
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vertices in Tκ0 . But these vertices carry the maximum priority Ωmax, which is even
by assumption, and Player 0 also wins pi.
We turn to the definition of the strategy f1 for Player 1. For i ∈ [0, κ], let
f i1 : P
− → P− be a fixed positional strategy for Player 1 in the game G i that is
uniformly winning from every position in Ŵi1. We define the function ϑ : P →
[0, κ] by
ϑ(p) :=
{
min{i ∈ [0, k] | p− ∈ Ŵi1} if p
− ∈ Ŵκ1 ,
κ otherwise.
The positional strategy f1 : P→ P is then defined by
f1(p) :=
(scc(v),X0 . . .Xm) if p = (v,X0 . . .Xm) with v ∈ T,( f ϑ(p)1 (p−))+ otherwise.
Let u ∈ U, p = (u, E . . . E), and assume that p− = (u, E− . . . E−) ∈ Ŵκ1 . Let pi be
a play in G according to f1 that starts from p.
Claim II. Let pii = (v,X0 . . .Xm) and suppose that pi
−
i ∈ Ŵ
κ
1 . Then
1. pi−i+1 ∈ Ŵ
κ
1 ,
2. ϑ(pii+1) ≤ ϑ(pii), and ϑ(pii+1) < ϑ(pii) for v ∈ T.
Proof of claim. Again, if v 6∈ T, then the game G coincides with Gκ . Thus, if it is
Player 0’s turn, then he cannot leave the winning region of Player 1 and it follows
that pi−i+1 ∈ Ŵ
κ
1 . If it is Player 1’s turn, then pi
−
i+1 = f
ϑ(pii)
1 (pi
−
i ) is chosen according
to Player 1’s winning strategy in the game Gϑ(pii). Thus, pi−i+1 ∈ Ŵ
ϑ(pii)
1 ⊆ Ŵ
κ
1 and
ϑ(pii+1) ≤ ϑ(pii).
Let v ∈ T. By assumption on the plays starting in p, we have Xj = E for every
j ∈ [0,m]. Thus, pii+1 = (scc(v), E . . . E) with scc(v) ∈ U. By definition of ϑ,
pi−i ∈ Ŵ
κ
1 implies pi
−
i ∈ Ŵ
ϑ(pii)
1 . It follows that v ∈ T
ϑ(pii)
1 , since otherwise Player
1 loses the game Gϑ(pii) at pi−i . Since T
0
1 = ∅, we have ϑ(pii) > 0. By definition of
Tϑ(pii)1 = T \ T
ϑ(pii)
0 , it follows that pi
−
i+1 ∈ Ŵ
ϑ(pii)−1
1 ⊆ Ŵ
κ
1 and ϑ(pii+1) < ϑ(pii).
For the play pi starting from p, the corresponding sequence pi− thus stays in Ŵκ1
and the values of ϑ form a decreasing sequence. Since a proper decrease can occur
only finitely often, there are only finitely many visits of vertices in T in the play pi.
Let i be the least value of ϑ that occurs in pi. Then, from a certain point onwards,
pi is equal to a play in G i. Since it is then according to the winning strategy f i1, the
play pi is won by Player 1. 
Remark 6.21. Let G be as in Assumption 6.18, but such that Ωmax is odd. Then
we can proceed to the dual game of G. The dual (n + 1,m)-backup game G ′ with
arena A′ = (V′, E,∆,Ω′) and V′ = (M′i ,D
′
i , Sj,Rj)m results from a (n,m)-backup
game G with arena A = (V, E,∆,Ω) and V = (Mi,Di, Sj,Rj)m by swapping
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the roles of the players and by increasing the priority function by one. More
formally, we set M′τ := Mτ−1 and D
′
τ := Dτ−1 for τ ∈ {0, 1}. Further, we define
Ω′(v) = Ω(v) + 1 for every v ∈ V. It is straightforward to check that Player τ
wins the game G from a position p if and only if Player τ − 1 wins the game G ′
from p. Since the other assumptions remain true and Ωmax becomes even for the
dual game, we can then apply Lemma 6.20 on the dual game of G. ◭
Now we are ready to prove the main result of this section. Let GK,ϕ,V be the
backup game of the last section.
Theorem 6.22. Suppose that K = (S,Σ,R, L) is a finite Kripke structure with state
s ∈ S, ϕ is a well-named SLµ-formula over Σ, and V : Var(ϕ) → 2S is a valuation.
Then
(K, s,V) |= ϕ ⇐⇒ Player 0 wins GK,ϕ,V from ((s, init(ϕ)), EK,ϕ,V . . . EK,ϕ,V ).
PROOF. Let K = (S,Σ,R, L) be a Kripke structure, s ∈ S, ϕ a well-named SLµ-
formula over Σ, m := fd(ϕ), and V : Var(ϕ) → 2S a valuation. The proof is by
induction on the structure of ϕ.
For the atomic cases ϕ = ⊤, ϕ = ⊥, ϕ = p, ϕ = ¬p, and ϕ = X, the statement
follows immediately from the definition of GK,ϕ,V . Recall that in these cases we
have init(ϕ) = ϕ (note that X occurs free in ϕ) and the state (s, init(ϕ)) is a sink.
We consider the exemplary case ϕ = p. Then we have
(K, s,V) |= p
⇐⇒ p ∈ L(s) by definition of the semantics
⇐⇒ (s, p) ∈ M1 by definition of GK,ϕ,V
⇐⇒ Player 0 wins GK,ϕ,V from ((s, p), EK,ϕ,V . . . EK,ϕ,V ).
For the inductive step, we assume that the statement holds for each ψ ∈ Cl(ϕ) \
{ϕ}. We consider only the operators ϕ = ϕ1 ∨ ϕ2, ϕ = ^aψ, ϕ = aψ, and
ϕ = νX.ψ, in which case the corresponding vertices belong to Player 0. The
proofs for the cases of Player 1, namely ϕ = ϕ1 ∧ ϕ2, ϕ = aψ, ϕ = ⊡aψ, and
ϕ = µX.ψ are dual, see below.
Case ϕ = ϕ1 ∨ ϕ2. For convenience, let A = (V, E,∆,Ω) be the arena of the game
G := GK,ϕ,V andAi = (Vi, Ei,∆i,Ωi) be the arena of the game Gi := GK,ϕi ,V for i ∈
{1, 2}. The game Gi is a subgame of G that meets the requirements of Lemma 6.17:
We have Vi ⊆ V and ViE ⊆ Vi. Further, for each v ∈ Vi, if (v,Ξ) ∈ ∆, then
Ξ = Ξ
ϕ
t,a,t′ for some t, t
′ ∈ S with (t, a, t′) ∈ R. It follows that ((t, qa), (t′, qa)) ∈ Ξ.
But this edge also belongs to Ei by definition. Thus, Ξ ∩ (Vi × Vi) 6= ∅. Further,
we have
∆i := {(v,Ξ ∩ Ei) | v ∈ Vi ∧ (v,Ξ) ∈ ∆}.
By Lemma 6.17, it follows that Player 0 wins G from ((s, init(ϕi)), E . . . E) if and
only if he wins Gi from ((s, init(ϕi)), Ei . . . Ei). Note that we have init(ϕ) = ϕ by
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definition. Since vertex (s, ϕ) is a movement vertex of Player 0 and (s, init(ϕ1))
and (s, init(ϕ2)) are the both E-successors of (s, ϕ), we have
Player 0 wins G from ((s, ϕ), E . . . E)
⇐⇒ Player 0 wins G from ((s, init(ϕ1)), E . . . E)
or from ((s, init(ϕ2)), E . . . E)
⇐⇒ Player 0 wins G1 from ((s, init(ϕ1)), E1 . . . E1)
or he wins G2 from ((s, init(ϕ2)), E2 . . . E2) by Lemma 6.17
⇐⇒ (K, s,V) |= ϕ1 or (K, s,V) |= ϕ2 by induction
⇐⇒ (K, s,V) |= ϕ.
Case ϕ = ^aψ. For convenience, let A = (V, E,∆,Ω) be the arena of the game
G := GK,ϕ,V and A′ = (V′, E′,∆′,Ω′) be the arena of the game G ′ := GK,ψ,V .
The same argument as before shows that G ′ is a subgame of G that meets the
requirements of Lemma 6.17. Since (t, init(ψ)) ∈ V′ for each t ∈ S, it follows that
for each t ∈ S, Player 0 wins G from ((t, init(ψ)), E . . . E) if and only if he wins G ′
from ((t, init(ψ)), E′ . . . E′). We have init(ϕ) = ϕ and (s, ϕ) is a movement vertex
of Player 0. By definition of A, there is an edge from (s, ϕ) to (t, init(ψ)) if and
only if (s, a, t) ∈ R. Thus, we get
Player 0 wins G from ((s, ϕ), E . . . E)
⇐⇒ there is t ∈ S with (s, a, t) ∈ R such that Player 0 wins G from
((t, init(ψ)), E . . . E)
⇐⇒ there is t ∈ S with (s, a, t) ∈ R such that Player 0 wins G ′ from
((t, init(ψ)), E′ . . . E′)
⇐⇒ there is t ∈ S with (s, a, t) ∈ R such that (K, t,V) |= ψ
⇐⇒ (K, s,V) |= ϕ.
Case ϕ = aψ. Let A = (V, E,∆,Ω) be the arena of the game G := GK,ϕ,V . We
have init(ϕ) = ϕ, (s, ϕ) is a deletion vertex of Player 0 and vertex (s, ϕ) has the
unique E-successor (s, init(ψ)). By the definition of ∆, there is ((s, ϕ),Ξ) ∈ ∆
with ∅ 6= Ξ ⊆ E if and only if there is t, t′ ∈ S with (t, a, t′) ∈ R and Ξ = Ξϕt,a,t′ .
Thus, it follows that
Player 0 wins G from ((s, ϕ), E . . . E)
⇐⇒ there is t, t′ ∈ S with (t, a, t′) ∈ R such that Player 0 wins G from
((s, init(ψ)), E \ Ξϕt,a,t′ , E . . . E).
Let E− := E \ Ξϕt,a,t′ . By Lemma 6.16, we have
Player 0 wins G from ((s, init(ψ)), E−, E . . . E)
⇐⇒ Player 0 wins G from ((s, init(ψ)), E−, E− . . . E−).
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The arena (V, E−,∆,Ω) is identical with the arena A′ := (V′, E′,∆′,Ω′) of the
game G ′ := GK\{(t,a,t′)},ϕ,V up to the deletion relation ∆
′ (note that ∆′ = ∆ \
{(w,Ξϕt,a,t′) | w ∈ D}). In particular, we have E
− = E′. But for any play in
G starting at ((s, init(ψ)), E− . . . E−), neither player can choose Ξϕt,a,t′ at deletion
vertices without losing immediately. It follows that
Player 0 wins G from ((s, init(ψ)), E− . . . E−)
⇐⇒ Player 0 wins G ′ from ((s, init(ψ)), E′ . . . E′).
Finally, let G ′′ := GK\{(t,a,t′)},ψ,V with arenaA
′′ = (V′′, E′′,∆′′,Ω′′). Again, G ′′ is a
subgame of G ′ that contains the state (s, init(ψ)) and that meets the requirements
of Lemma 6.17. It follows that
Player 0 wins G ′ from ((s, init(ψ)), E′ . . . E′)
⇐⇒ Player 0 wins G ′′ from ((s, init(ψ)), E′′ . . . E′′)
⇐⇒ (K \ {(t, a, t′)}, s,V) |= ψ by induction.
Together, we get
Player 0 wins G from ((s, ϕ), E . . . E)
⇐⇒ there is t, t′ ∈ S with (t, a, t′) ∈ R such that (K \ {(t, a, t′)}, s,V) |= ψ
⇐⇒ (K, s,V) |= ϕ.
Case ϕ = νX.ψ. Let A = (V, E,∆,Ω) be the arena of the game G := GK,ϕ,V with
V = (Mτ ,Dτ , Sj,Rj)m.
Step 1. By definition of Ω, we have Ωmax = Ω′(X) and this value is even. Let
T := Ω−1(Ωmax). By definition of A, it follows that T = {(t,X) | t ∈ S} ⊆ M,
|(t,X)E| = 1 for each t ∈ S, and U := TE = {(t, ϕ) | t ∈ S}. Let κ := |T|+ 1 =
|S|+ 1.
We have fh(X) = fd(Defϕ(X)) = fd(ϕ) = m and therefore, register fh(X) is
the highest register of G, that is, storing and restoring in this register overwrites
the values of all registers. For the corresponding set of storing vertices, we have
Sm = {(t, init(ϕ)) | t ∈ S} and each of these vertices has a single E-successor,
namely (t, ϕ), and no incoming E-edge. In particular, it follows that
Player 0 wins G from ((s, init(ϕ)), E . . . E)
⇐⇒ Player 0 wins G from ((s, ϕ), E . . . E).
(6.1)
Note that X is bounded in ϕ and thus, every vertex (t,X) occurs in combination
with the restoring vertex (t, rX). Let t, t′ ∈ S and pi be a play that starts from
((t, ϕ), E . . . E) and that reaches some pii = ((t′,X),X0 . . .Xm). Note that no stor-
ing vertex from Sm can occur in pi. Thus, we have Xm = E and pii−1 visits vertex
(t′, rX). Be definition of the restoring process, it follows that Xj = E for every
j ∈ [0,m].
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Finally, the edges (t,X) → (t, ϕ) for t ∈ S are defined as λ-edges in K ⊗Kϕ
and thus, they do not occur in ∆. It follows that G meets the requirements of
Assumption 6.18.
Before we proceed, we fix some notation. Let W : Var(ϕ) → 2S be a valuation
of ϕ. Note that the definition of the set of edges, the deletion relation, and the
priority function of a game GK,χ,W does not depend on the valuation W . Let
AW = (VW , E,∆,Ω) be the arena of the game GW := GK,ϕ,W . In particular, the
game GW is identical to G up to the assignment of vertices (t,Y) for t ∈ S,Y ∈
Var(ϕ) to one of the players. Let E− := E \ (T ×U) and G−W be the game with
arena (VW , E−,∆,Ω). Finally, we define the game G∗W := GK,ψ,W with arena
A∗W = (V
∗
W , E
∗,∆∗,Ω∗). Since ϕ is assumed to be well-named, the variable X
occurs free in ψ. Thus, the vertices (t,X) for t ∈ S have no outgoing edges in
A∗W .
Step 2. The game G∗W is a subgame of G
−
W that contains the vertices (t, init(ψ))
for every t ∈ S and that meets the requirements of Lemma 6.17. The proof follows
closely the proofs in the preceding cases and is omitted here. In A−W , each vertex
(t, ϕ) for t ∈ S has the unique successor (t, init(ψ)). Together with Lemma 6.17
and the induction hypothesis, it follows for every t ∈ S that
Player 0 wins G−W from ((t, ϕ), E
− . . . E−)
⇐⇒ Player 0 wins G−W from ((t, init(ψ)), E
− . . . E−)
⇐⇒ Player 0 wins G∗W from ((t, init(ψ)), E
∗ . . . E∗)
⇐⇒ (K, t,W) |= ψ.
(6.2)
Step 3. For i ∈ [0, κ + 1], let Fi be the inductive construction of the greatest fixed-
point of the monotone operator A 7→ ‖ψ‖KV [X:=A], i.e.,
F0 := S and Fi+1 := ‖ψ‖
K
V [X:=Fi ]
.
Since κ = |S|+ 1, it follows by the Theorem of Knaster-Tarski that ‖ϕ‖KV = Fκ+1.
In particular, we have
(K, s,V) |= ϕ ⇐⇒ (K, s,V [X := Fκ ]) |= ψ. (6.3)
Step 4. By Step 1, G meets the requirements of Assumption 6.18. Let G0 . . . Gκ be
the unfolding of G. We claim that
G i = G−
V [X:=Fi ]
for each i ∈ [0, κ]. (6.4)
To see this, we observe that G i is identical to G−W for arbitrary valuations W up
to the winning condition for the sinks in T, that is, for the vertices (t,X) with
t ∈ S. We use the notation of Lemma 6.20 and denote by Tiτ the subset of T
where Player τ wins the game G i. Recall that Player 0 wins G−
V [X:=Fi ]
at the sink
(t,X) if and only if t ∈ Fi. In order to establish (6.4), it suffices to show that
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Ti0 = {(t,X) | t ∈ Fi} for every i ∈ [0, κ]. We prove this by induction on i. For
i = 0, we have T00 = T = {(t,X) | t ∈ S} by definition of G
0. Since F0 = S, the
claim follows. Assume that the statement holds for i. On the one hand, we have
by definition:
Ti+10 =
{
(t,X) ∈ T | (scc(t,X), E− . . . E−) ∈ Ŵi0
}
,
where Ŵi0 is the winning region of Player 0 in G
i. Note that scc(t,X) = (t, ϕ). On
the other hand, we have
Player 0 wins G i from ((t, ϕ), E− . . . E−)
⇐⇒ Player 0 wins G−
V [X:=Fi ]
from ((t, ϕ), E− . . . E−) by induction
⇐⇒ (K, t,V [X := Fi]) |= ψ by (6.2)
⇐⇒ t ∈ Fi+1 by definition of Fi+1.
It follows that Ti+10 = {(t,X) | t ∈ Fi+1}, which establishes (6.4). By Lemma 6.20,
we therefore obtain
Player 0 wins G from ((s, ϕ), E . . . E)
⇐⇒ Player 0 wins Gκ from ((s, ϕ), E− . . . E−).
(6.5)
We can now conclude the case of greatest fixed-point formulae:
Player 0 wins G from ((s, init(ϕ)), E . . . E)
⇐⇒ Player 0 wins G from ((s, ϕ), E . . . E) by (6.1)
⇐⇒ Player 0 wins Gκ from ((s, ϕ), E− . . . E−) by (6.5)
⇐⇒ Player 0 wins G−
V [X:=Fκ ]
from ((s, ϕ), E− . . . E−) by (6.4)
⇐⇒ (K, s,V [X := Fκ ]) |= ψ by (6.2)
⇐⇒ (K, s,V) |= ϕ by (6.3).
The proofs for ϕ = ϕ1 ∧ ϕ2, ϕ = aψ, ϕ = ⊡aψ, and ϕ = µX.ψ are dual to the
presented ones and are omitted here. For the least fixed-point formula ϕ = µX.ψ
note that we can proceed to the dual game of G by Remark 6.21. 
The preceding theorem shows that we can indeed reduce the model checking
problem for SLµ to the problem of solving a backup parity game.
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6.4 Additional Remarks
6.4.1 Adjacent Sabotage µ-Calculus
We may also define a sabotage µ-calculus with local sabotage. For this purpose,
we augment the adjacent sabotage logic ASL of Section 4.1 with the two con-
structors for forming least and greatest monadic fixed-points. The syntax and
semantics are straightforward modifications of the ones for SLµ, where we now
define
‖aϕ‖
K
V :=
{
s ∈ S | ∃s′ ∈ S : (s, a, s′) ∈ R ∧ s ∈ ‖ϕ‖K\{(s,a,s
′)}
V
}
.
The semantics fora is defined dually. All results presented in this chapter
readily shift to the adjacent case. For the model checking game GK,ϕ,V , we just
need to modify the deletion relation ∆. For every a ∈ Σ, every ψ ∈ Cl(ϕ) with
ψ =aψ′ or ψ =aψ′, and every s ∈ S, we define
((s,ψ),Ξϕs,a,s′) ∈ ∆ ⇐⇒ s
′ ∈ S ∧ (s, a, s′) ∈ R,
where Ξϕs,a,s′ is defined as before. The size of the overall arena is then bounded
from above by O(|K| · |ϕ|2). A straightforward adaptation of the proof of The-
orem 6.22 shows that for any finite Kripke structure K = (S,Σ,R, L) with state
s ∈ S, any well-named formula of the adjacent sabotage µ-calculus and any val-
uation V : Var(ϕ) → 2S, we have
(K, s,V) |= ϕ ⇐⇒ Player 0 wins GK,ϕ,V from ((s, init(ϕ)), EK,ϕ,V . . . EK,ϕ,V ),
where GK,ϕ,V is the modified arena with fd(ϕ) registers.
6.4.2 Complexity Issues
We have introduced a model checking game GK,ϕ for a closed SLµ-formula ϕ and
a Kripke structure K. By Theorem 6.22, we can reduce the question whether K is
a model of ϕ to the problem of solving the backup parity game GK,ϕ. Further, we
have seen that the size of the arena of GK,ϕ is quadratic with respect to |K| · |ϕ|.
By Theorem 5.29, the problem of solving backup parity games is PSPACE-
complete when the number of registers is fixed. But the number of registers of
the game GK,ϕ is equal to the fixed-point depth fd(ϕ) of ϕ. Thus, for the fragment
SML of SLµ where formulae have a zero fixed-point depth, this reduction again
yields the PSPACE upper bound of the model checking problem for SML, but
without a translation into first-order logic (cf. Lemma 3.4).
For SLµ, our result yields, so far, only a PSPACE procedure for formulae with
a bounded fixed-point depth. Note that by Lemma 6.12, we already know that
the program complexity for SLµ, that is, the model checking complexity with a
fixed formula, can be solved in polynomial time with respect to the size of the
structure. We come back to this problem in Chapter 7 when we formulate open
questions.
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Chapter 7
Conclusion
In this final chapter, we first give a brief summary of our main contributions
before we formulate open problems and perspectives for further research.
Contributions with Respect to Games
The starting point is the consideration of finite solitaire games with a single path-
forming player who has to solve an algorithmic task over graphs. For instance,
possible questions are the reachability of vertices, the forming of Hamilton paths,
and the forming of complete searches. In this thesis, we followed van Benthem’s
proposal in [Ben05] and added a sabotaging adversary to these solitaire games.
The ‘saboteur’ is allowed to delete an edge of the arena in each round. We have
shown that the disturbing opponent makes the problem of solving these games
algorithmicallymuch harder. In fact, this problem becomes PSPACE-complete for
all three aforementioned game objectives while the corresponding solitaire games
have rather different complexities: The reachability condition can be solved in
non-deterministic logarithmic time, Hamilton path in non-deterministic polyno-
mial time, and complete search in linear time.
The PSPACE-completeness of solving the sabotage games also remains true
when we proceed to balanced versions where also the deletions of the sabotaging
adversary are subject to a locality condition: Deletion of edges that start at the
current position together with avoidance of vertices as winning condition and
deletion by forming an independent deletion-path together with reachability as
winning condition are as hard as the global deletion of edges with reachability as
winning condition.
We have seen that the sabotage games do not become algorithmically harder
when we consider more general games in which infinite plays are possible. For
this purpose, we augmented the games with the feature of storing and restoring
the current appearance of the arena in registers and proceeded to token-moving
games between two equal players – depending on the type of a vertex, the owner
decides on the further direction, deletes edges, or stores, resp., restores the cur-
rent appearance. As winning condition for infinite plays, we used a parity condi-
tion. We have shown that the problem of solving these games remains PSPACE-
complete provided that (1) the number of registers is fixed, and (2) the access
to registers follows a stack discipline. These games were called backup parity
games.
We have seen that positional strategies suffice to win backup parity games,
where a position contains the information on the current vertex, the current ap-
pearance of the arena, and the content of the registers. Positional strategies can be
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specified byMealy automaton. We have seen that there is a family of backup par-
ity games without registers such that the size of the arena is linear in k, but any
Mealy automaton that realizes a winning strategy needs at least 2k states. Fur-
ther, we presented a family of backup parity games with m registers such that the
size of the arena is cubic in m, but any Mealy automaton that realizes a winning
strategy needs at least m! states.
Finally, we proved that, if condition (2) of backup parity games is relaxed and
registers can be accessed independently of each other, then the problem of solving
the games becomes EXPTIME-complete.
Contributions with Respect to Logic
Following van Benthem, we augmented standard modal logic with a cross-model
modality referring to submodels from which a transition was removed. We have
seen that the new operator already strengthens modal logic in such a way that all
the nice algorithmic andmodel-theoretic properties of modal logic get lost: model
checking becomes PSPACE-complete, the logic lacks the finite model property
and is not bisimulation-invariant, and the satisfiability problem becomes unde-
cidable. Thus, from the viewpoint of complexity, the logic much more resembles
first-order logic than modal logic, with the exception that the model checking
problem with a fixed structure can be solved in linear time.
Similar to the games, all results remain true when we proceed to balanced
versions where also deletion modalities are subject to a locality condition, either
by referring to transitions that start at the current position of evaluation or by the
combination of deletion with a movement that is independent of the one accord-
ing to standard modalities.
To compensate the lack of a mechanism for unbounded iteration or recursion,
we augmented the sabotage modal logic with constructors for forming least and
greatest fixed-points over set of states. It turned out that deletions are restored
at every stage of an inductive fixed-point construction to the situation at the be-
ginning of the induction. We have seen that model checking for the sabotage
logic with fixed-points is not algorithmically harder than model checking of the
sabotage modal logic, i.e., the problem remains PSPACE-complete. Further, we
could reduce the model checking problem to the problem of solving a restora-
tion game, where the dependency order of nested fixed-points corresponds to
the limited register access that follows the dependency order of registers. Finally,
we have seen that we can ensure an infinite width of models by formulae without
fixed-points and an infinite depth of models by formula with fixed-points.
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Open Problems
We present a collection of open problems related to sabotage games and sabo-
tage logics that gives perspectives for further research in this area. Some of these
problems have already been stated in the main text.
The sabotage logics SML and SLµ deserve further investigation. To start with,
we observe that the model checking problem for the mono-modal fragment of
SML, that is, for formulae over a unary alphabet, remains PSPACE-complete (cf.
Theorem 3.9). But the presented proof that SML lacks the finite model property
and the presented proof of the undecidability of the satisfiability problems heav-
ily rely on alphabets of higher cardinalities (cf. Theorem 3.20 and Theorem 3.35).
For example, we distinguished transitions for marking purposes from transitions
for movements. Thus, in our first question, we ask:
Question 1. Does the mono-modal fragment of SML still lack the finite model
property? Does the satisfiability problems remain undecidable? ◭
The next question is related to bisimulation. Bisimulation plays an important
role for many aspects of modal logic and the µ-calculus. Most notable are the
following two results:
Theorem (van Benthem [Ben85]). Modal logic ML is precisely the bisimulation-in-
variant fragment of first-order logic FO. 
Theorem (Janin, Walukiewicz [JW96]). The µ-calculus Lµ is precisely the bisimu-
lation-invariant fragment of monadic second-order logicMSO. 
But SML is not invariant under bisimulation with respect to the classical bisimu-
lation relation (cf. Lemma 3.18). This leads to the next question:
Question 2. Is there a characteristic notion of bisimulation for SML? ◭
Wemay extract two central principles of SML that are conspicuous in most proofs
we gave in this thesis:
1. The capability of SML to compare the number of successors satisfying some
definable property with constants, and
2. the capability to mark states by the deletion of special transitions.
But it remains open whether there are other key features of SML and thus, we
may ask:
Question 3. Can we get a better picture of valid principles, for instance, interac-
tion laws between standard modalities and sabotage modalities? ◭
An example law of interaction is the following one: If we restrict ourselves to
tree models, then we have that ⊡^ϕ is true at state s if and only if s has at least
two successors in which ϕ is true. But this interaction law is not valid in case of
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general models, since the deletion of transitions may affect the truth of ϕ. To il-
lustrate this, consider the ML-formula ϕ = ^^⊤ expressing that one can proceed
two steps. Let K be the following Kripke structure:
s1
s2
s3
s4
Clearly, ϕ holds at states s2 and s3. Thus, s1 has two successors in which ϕ is true.
But ⊡^ϕ is false at s1: If the loop at s4 is deleted, then there is no longer a path of
length 3 starting at s1.
Regarding the model checking problem for SLµ and the problem of solving
backup parity games, the following three questions remain open:
Question 4. Can backup parity games be solved in polynomial space, regardless
of the number of registers? ◭
If we can answer this question positively, then we would again get the PSPACE
upper bound of the model checking problem for SLµ (cf. Lemma 6.11), but via a
translation into games. This approach may be favored for some applications.
Note that the model checking games GK,ϕ of Section 6.2 have a very special,
tree-like structure with back-edges leading from variables to defining subformu-
lae. Thus, a natural question arises for the case that we do not find an answer to
the preceding question or when it is answered negatively:
Question 5. Can we define a subclass of backup parity games that comprises
the model checking games for SLµ, but such that the games of this subclass can
be solved in polynomial space, regardless of the number of registers? ◭
The winning condition of standard parity games can be expressed by a Lµ-formu-
la (cf. [Wal02]). Thus, there is an exact correspondence between parity games and
the model checking problem for Lµ. It remains open whether this is also true for
backup parity games:
Question 6. Can we express the winning condition for backup parity games by
an SLµ-formula? ◭
If such a translation exists and the corresponding SLµ-formula is polynomial in
the size of the arena, then this would also give a positive answer to Question 4,
because the model checking problem for SLµ can be done in polynomial space
(cf. Lemma 6.11).
We turn to RAM games, which were defined as backup parity games without
the restriction that register access has to follow a stack discipline. On the one
hand, we have seen that the problem of solving these games becomes EXPTIME-
complete for games with at least three registers (cf. Theorem 5.38). On the other
hand, a RAM game with only one register necessarily follows a stack discipline
and is thus already a backup parity game that can be solved in polynomial space
(cf. Theorem 5.29). It remains open whether this is also true for RAM games with
two registers:
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Question 7. Can RAM games with two registers be solved in polynomial space
or is this problem already EXPTIME-complete? ◭
In Chapter 6, we have seen that both extensions of ML, namely deletion of transi-
tions and forming least and greatest monadic fixed-points, are independent from
each other. Since the fixed-points are formed over set of states, they do not cap-
ture changes of the transition relation. Thus, SLµ does not provide a way to ex-
press, for example, the reachability winning condition of sabotage games in a
closer form. The development of a mechanism for unbounded iteration or re-
cursion on the basis of modal logic such that the deletion of transitions is cov-
ered remains open. For example, it would be nice to have a formula of the sort
“FixX.(p ∨ ^⊡X)” that forms a least fixed-point that expresses the sabotaged
reachability of a state in which p holds, that is, the reachability according to the
rules of the sabotage game.
There are many classical formalisms that add some sort of recursion to modal
logic, for example, the temporal logic CTL and the propositional dynamic logic
PDL (cf. [Eme92, HKT00]). These logics are capable to express basic iterative
properties such as guaranty properties (“eventually something happens”), safety
properties (“something never happens”), and recurrence properties (“something
happens again and again”), see [CGP01]. A natural question is the following:
Question 8. How can we augment, for example, the logics CTL or PDL with
deletion modalities such that the aforementioned iterative properties over dynam-
ically changing structures are expressible? How can we define a sort of recursion
or induction that preserves the deletion of transitions? Does this extension result
in interesting specification languages? ◭
As a second approach to that aim, the higher-dimensional µ-calculus should be
taken into consideration. It is the extension of standard µ-calculus to fixed-points
over relations with arbitrary arities (cf. [Ott99]). In particular, one can form least
and greatest fixed-point over binary relations. Thus, we may ask:
Question 9. Does the combination of higher-dimensional µ-calculus with tran-
sition deletion modalities allow to express iterative properties such as guaranty,
safety, or recurrence that take into consideration the deletion of transitions? ◭
204 Chapter 7: Conclusion
Wider Perspectives
Besides the more technical questions giving above, we conclude with some fur-
ther perspectives for the study of games and logics over dynamically changing
structures. The sabotage games of Chapters 2 and 4 can be seen as a first step
towards a general theory of dynamic changes of structures, but their definition is
rather restrictive: First, they focus on the deletion of edges. Second, Runner and
Blocker move in strict alternation while Runner makes exactly one movement
and Blocker deletes exactly one edge (either globally or locally) in each round.
Thus, they are treated in this thesis more for their theoretical interest rather than
for practical applications – although we motivated them by concrete scenarios in
the introduction.
The backup game of Chapter 5 already provides more flexible specifications,
even without the use of registers. In particular, these games allow to release from
the strict alternation. By the arrangement of the four types of vertices (move-
ment, deletion, storing, and restoring), one can specify more general sabotage
processes, for example, a game where Runner can make several movements and
Blocker can delete more than one edge in each round. Further, one can designate
the edges that are allowed to be deleted by the deletion relation ∆.
But there are still many processes that can be seen as changes of underlying
structures, but which are not covered by these sabotage games. For example, the
deletion of vertices andmore general, the operations of deleting, adding, moving,
or copying of objects. We may consider appropriate choices of options, for exam-
ple, ‘constructive’ logics as modal logics with a cross-model modality referring
to models to which objects have been added. More generally, one may investi-
gate an ‘algebra of dynamics’ that allows to specify the addition and deletion of
objects.
Further, it is of interest to specify the areas where changes are allowed while
other components of the arena remain unchanged. But we must be prepared that
this approach immediately leads to very complex games and probably, one is able
to simulate strong computational models, for example, Turing machines.
Regarding relational structures, natural extensions of the deletion of transi-
tions are the dynamic modification of arbitrary relations, again by adding, delet-
ing, moving, or copying elements. The same question arises for the dynamic
modification of propositions. But a formalism for dynamic changes of relational
structures extensively overlaps with the theory of temporal databases and tem-
poral query languages. For example, a query can be seen as an extraction of
elements that satisfy a definable property. And this corresponds to the deletion
of all objects that do not satisfy this property.
These questions are also related to the theory of Dynamic Complexity Classes
that was recently developed for temporal databases. This theory is concerned
with dynamic data structures for graphs that can be updated on the insertion or
deletion of edges. One asks for the effort needed to maintain the information
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about properties of a graph under operations that change the graph, cf. [PI97,
HI02].
Another dynamics of this kind is related to definable interpretations of struc-
tures. For example, when building the Caucal hierarchy (cf. [Cau02]) via unrav-
elings and MSO-interpretations starting from finite graphs, MSO-interpretations
can be seen as the MSO-definable addition and deletion of edges to a graph (cf.
[CW03]).
When we consider the backup games of Chapter 5, then there are game objec-
tives conceivable that differ from parity conditions. Recall that the parity con-
dition was chosen because of the strong correspondence to least and greatest
fixed-points. Other winning condition for infinite plays are, for example, Muller
conditions that specify families of sets of vertices that are visited infinitely often.
Further, one can release from a winning condition over vertices, for example, by
specifying a recurrent appearance of some arena, i.e., by requiring that the set of
currently available edges is again and again equal to a designated set.
Last but not least, in order to obtain a realistic model for applications, it is
of interest to release from a malevolent adversary that deletes objects and to in-
troduce probabilities for the deletion of objects instead. Applications are, for ex-
ample, the analysis of large computer networks – like the Internet – regarded as
crumbling networks where edges are removed with a certain probability. An in-
teresting task is to devise appropriate winning conditions and to define winning
strategies for games in such a setting.
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