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Abstract 
Boppana (1989) proves a lower bound separating the PRIORITY and the COMMON 
PRAM models that is optimal to within a constant factor. However, an essential ingredient in 
his proof is a problem with an enormously large input domain. In this paper, I achieve the same 
lower bound with the improvement that is applies even when the computational problem is 
defined on a much more reasonably sized input domain. My new techniques provide a greater 
understanding of the partial information a processor learns about the input. In addition, 
I define a new measure of the dependency that a function has on a variable and develop new set 
theoretic techniques to replace the use of Ramsey theory (which has forced the domain size to be 
large). 
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1. Introduction 
Ramsey theory has been extremely useful in proving lower bounds for problems 
defined on huge input domains (e.g. [2]). G’ lven a fixed algorithm, the input domain is 
restricted so that the given algorithm, when run on the restricted domain, falls within 
a simpler class of algorithms (e.g. the class of comparison based algorithms). A lower 
bound is then proved on the time required to solve the problem using an algorithm 
from this simpler class. If the initial input domain is too small, then this technique fails 
because a restriction of the input domain with the desired properties might not exist. 
It is important to obtain lower bounds for problems defined on small domains. 
Such lower bounds can provide a deeper understanding into what can and cannot be 
done by the model. Sometimes, when a problem is restricted to a small domain, the 
time required to solve it strictly decreases. For example, consider the problem of 
finding the maximum element of a set of n numbers. This problem has time complexity 
@(log log n) on PRIORITY or COMMON PRAM for general inputs [6], but when 
the elements composing the input are restricted to lie within the range [l..n’], it can be 
done in O(k) time [7]. 
The parallel random access machine (PRAM) is a natural model of parallel 
computation that is used both for algorithm design and for obtaining lower bounds. 
On this model, processors communicate with one another via shared memory. During 
each time step, each processor is able to write to one memory cell and read from 
another. We are interested in how quickly the processors are able to gain information. 
For lower bonds, the precessors are allowed to do an unbounded amount of computa- 
tion between communication steps and each memory cell is allowed to hold a value of 
unbounded size. This is not unreasonable, because in real computers a communica- 
tion step takes thousands of CPU cycles and transfers large blocks of data. Besides, 
this assumption only makes the lower bound stronger. 
The two models considered in this paper, PRIORITY and COMMON, are both 
concurrent read concurrent write (CRCW) PRAMS, which differ only in the way they 
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resolve write conflicts. If a number of processors concurrently write to the same cell, 
then on PRIORITY, the processor with the highest priority (i.e. lowest index) of those 
writing to a cell is able to write his value. On COMMON, the algorithm must 
guarantee that if a concurrent write occurs, then all the processors writing to the cell 
at this time must write the same value. 
A tight lower bound of @(log n) has been obtained on the time to compute the OR 
of n bits on a concurrent read exclusive write (CREW) PRAM [CDR86], while it can 
be done in constant time on a CRCW PRAM. As well, PRIORITY (and hence 
COMMON) with n’(i) processors requires @(log n/log log n) time steps to compute 
the PARITY of n bits [l]. However, neither of these methods appears to be useful in 
differentiating between the different write conflict resolution methods used in PRIOR- 
ITY and COMMON. 
A number of simulations of PRIORITY by COMMON have been obtained. [lo] 
gave a constant ime general simulation of PRIORITY on COMMON which requires 
the number of processors to increase from p = n to p = n2, where n is the length of the 
input. This was improved [7] to p = n’+’ and later [3] to p = n logn. When both 
models have p = n processors, [8] shows that one step of PRIORITY can be 
simulated in 0 (log n/log log n) time steps on COMMON. [Z] and [ 1 l] independently 
showed how these algorithms could be combined giving a tradeoff between n and p. 
Fich et al. [6] first separated the models using the Element Distinctness problem, 
a problem closely related to sorting. An input (x1, . . . ,x,) E [l ..d]” is said to be 
element distinct if each variable xi has a distinct value. In other words, for all 
i,j E [l..n], if i # j then Xi # Xj. This problem can be solved in constant time on 
PRIORITY with n processors. With this number of processors, [6] proved an 
Sz (log log log n) lower bound on COMMON. The lower bound was later improved to 
Sz (@) by Ragde et al. [12] and to O(n/p)(log n/log((n/p)log n)) by Boppana [2], 
matching to within a constant factor the upper bound that follows the simulation of 
PRIORITY by COMMON. In addition, Boppana proves that if the number of 
memory cells is bounded as the input domain grows, then Element Distinctness takes 
just as long to solve on the PRIORITY model as on the COMMON model. In the 
present paper, I prove the same lower bounds. Theorem 1 is a lower bound for the 
PRIORITY model with bounded memory and Theorem 2 is a lower bound for the 
COMMON model with unbounded memory. The difference between these results 
and the previous ones is that the results in [12,2] require the input domain to be huge, 
namely the n variables take on values in the range [l..d), where d is a huge tower of 
exponentials, while in the present paper, the results are proved with a much smaller 
domain, namely d E 2’“‘“‘. Most importantly, the new techniques presented provide 
a greater understanding of the power of concurrent write shared memory in parallel 
computation. 
All the iower bound results mentioned use the adversarial argument. The following 
is an outline of this technique with an emphasis on what is done differently within this 
paper. Given a fixed algorithm, if an insufficient number of time steps have been 
performed, the adversary finds an input that should be accepted and one that should 
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be rejected which are indistinguishable to, say processor P1 (i.e. Pr is in the same state 
on both of these inputs at the end of the computation). It is a reasonable restriction to 
require processor P1 to know the solution, because if any other processor knew the 
answer, he could tell P1 in one extra time step. 
The adversary need not choose these two inputs until the end of the computation. 
Instead, she maintains a set of inputs 9t that are still being considered until time t. The 
actions that each processor takes during time step t depend on the input selected from 
this restricted omain ~3~. The adversary, however, has defined this domain ~8~ tohave 
the property that, when restricted to inputs from this domain, the actions of each 
processor for time t depend on only a small subset of the input variables. The 
adversary is then able to consider these actions as functions of these input variables. 
These functions, however, may be quite complex. Therefore, the adversary restricts the 
input domain further to a subdomain ga,+ 1 _ c ~3~ on which all these functions have 
a more simple structure. This simple structure ensures, among other things, that the 
actions of each processor at time t + 1 depend only on a small, but slightly larger, 
subset of the input variables. This process continues one time step at a time. 
It is sometimes more intuitive to consider what each processor “knows” about the 
input, than it is to consider the set of inputs gti When a processor is in a particular 
state, he is formally said to know a fact if it is true for every input such that on this 
input the processor is in the state in question and the input is still considered possible 
(i.e. it is in ~3~). Some of the information known by a processor is said to befixed. By 
this, I mean that, for all inputs considered possible by the adversary (i.e. in Q,), this 
information is true. At time t, the processor may choose to take some action because 
of this fixed knowledge. Because these facts are true over all inputs considered 
possible, the action is performed on all of these inputs. We will say that the actions of 
the processor do not depend on such fixed information, but only on non-$xed 
information. Each time step, the processor gains more non-fixed information. The 
adversary will choose some information to reveal to all of the processors. Revealing 
information amounts to restricting the input domain 9, to those inputs consistent 
with the information. The purpose of doing this is twofold. Revealing information that 
a processor already knows makes this information fixed. Hence, this actions would no 
longer depend on this information. Revealing information that a processor does not 
know (intuitively the convex hull of his knowledge) can make it possible to define 
more succinctly what he does in fact know. This paper provides a better understand- 
ing of the knowledge gained by the processors. 
[6] showed that processors are essentially only able to gain knowledge in two ways. 
Processors gain one of the types of knowledge by reading the values written by other 
processors. In this way, a processor is able to learn the values of 2’ variables in t time 
steps. In log n time steps, he is able to learn the entire input and can then compute the 
answer to any problem in one additional time step. The other type of knowledge is 
gained by learning about the interactions between the processors. (For example, on 
COMMON n processors can compute the OR of n boolean variables in one time step 
by having each processor write to cell 1 if and only if his variable has the value 1.) 
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When a processor reads a value from a cell, he is said to interact with one of the 
processors who wrote this value. Which cell a processor eads or writes to at time t is 
defined by an addressing function that maps each input to the memory cell addressed. 
Instead of speaking of the two processors interacting, it is often easier to speak of their 
addressing functions interacting. 
Because it is hard to pin down how much an individual processor knows about the 
interactions, it is helpful for the adversary to reveal all the interactions to all of the 
processors. However, the cell at which an interaction occurs is not included in this 
information. To understand how much relevant information the processors gain from 
this, it is important to understand the difference between two addressing functions 
accessing the same cell and these two addressing functions interacting. For example, if 
one addressing function maps the values of a variables x, in a l-l way to memory cells 
and another uses the same mapping except with the value of xB, then they access the 
same cell if and only if x, = xp. If it is known that these addressing functions 
interacted, then it is known that they accessed the same cell and hence that x, = .x8. 
The known optimal algorithms for Element Distinctness use this fact. On the other 
hand, if many processors write concurrently to a cell, then a reader “interacts” with no 
more than one of them. Therefore, knowing that two addressing functions have not 
interacted oes not necessarily imply that they have accessed ifferent cells. Hence, x, 
and xg may or may not be equal. 
When the number of memory cells is bounded as in Theorem 1, the adversely can fix 
the interactions between the addressing functions by making all of them constant. 
Each addressing function can be made constant by reducing the input domain by 
a factor proportional to the memory size. However, if the number of memory cells is 
unbounded as in Theorem 2, then this cannot always be done without revealing the 
entire input. In this case, the adversary has four other ways of fixing the interactions 
between addressing functions. The first method finds a subdomain of inputs on which 
the addressing functions that depend on exactly the same set of variables are either 
equal or disjoint. Hence, they either always interact or never interact (see Lemma 4.) 
The second method ensures that if two addressing functions depend on different sets 
of variables, the there is a variable on which one depends heavily and on which the 
other is constant. It follows that these functions access the same cell on only a small 
proportion of the inputs. These inputs can be removed later. [6, 12,2] restrict the 
domain so that the addressing functions are either constant or l-l. This paper defines 
b-varying which is a more general measure of the dependency a function has on 
a variable and is interesting in its own right. (See Lemma 5.) 
Unlike the first two methods, the third method to ensure that two addressing 
functions do not interact does not ensure that they access different cells. If more than 
one processor concurrently wrote to the same cell on the COMMON model, then by 
the definition of the model, they must all write the same value. Later, when a processor 
reads this cell, the adversary chooses one of the writers and reveals that the reader 
read from this writer. The reader would have no way of knowing whether or not any 
other processor also wrote to the cell. In this way, the adversary has freedom to 
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choose which processors interact. In fact, different readers might be chosen to interact 
with different writers, even if they all accessed the same cell. (See Lemma 6.) Note 
that on the PRIORITY model, this is not possible. Each processor eading a cell reads 
from and, hence, interacts with a specific processor: the one with the highest priority. 
The final method uses a refinement of the element distinctness graph introduced in 
[6]. As mentioned above, it is possible that two addressing functions access the same cell 
if and only if a pair of variables has the same value. If no other processor writes to this 
cell (see the third method), then the adversary must reveal whether or not they have 
accessed the same cell. This information is recorded by covering the edge between 
these two variables in the element distinctness graph. The adversary ensures that these 
addressing functions do not interact by not allowing these variables to be equal. (See 
Lemma 6.) Graph theoretic techniques prove that if an insufficient number of time 
steps have been performed, then some edge {x~, .xa> remains uncovered. (See Lemma 
7.) It will follow that no processor knows whether or not these variables are equal. 
The adversaries in [12] and in [2] use multi-variable Ramsey theory at each time 
step to reduce the domain to a sub-cube S” of inputs (where S E [l ..d]). This has the 
effect of revealing how the processors interact, but it also restricts the domain a great 
deal. Thus, the initial domain must be very large. In this paper, the adversary’s 
subdomain of inputs does not form a symmetric sub-cube as before, but is allowed to 
be a more general subset. The subdomain of inputs is described using a new repres- 
entation of the set of possible processor states. This set of states is restricted as 
information is revealed (fixed) and is expanded as the processors gain information that 
has not been fixed. 
Interesting new combinatorial techniques are developed to obtain and maintain the 
desired properties. As well, without the symmetry on the addressing functions and on 
the domain imposed in [6, 12,2], processors are able to learn partial information 
about whether a particular pair of variables has the same value. I extend the notion of 
the element distinctness graph used in these papers and use it to record this partial 
information. 
The remainder of this paper is organized as follows. Section 2 proves the lower 
bound for Element Distinctness on PRIORITY with bounded memory. Section 
3 proves the lower bound on COMMON with unbounded memory. Lemmas 4,5,6, 
and 7 used in Section 3 are proved in Sections 4, 5,6, and 7. Some open problems are 
given in Section 8. 
2. PRIORITY PRAMS with hounded memory 
Theorem 1. Ifd > rn”’ +‘)“, where E > 0 is a constant, then Element Distinctness dejned 
on the input domain [l..d]” requires Sz (logn/log($logp)) time steps on a PRIORITY 
PRAM with p processors and m memory cells. 
Before proving this theorem, some definitions are presented. 
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After only one time step on a PRAM, the state of a processor can depend on the 
value of every input variable (e.g. if the processors compute the OR function). Part of 
this information can be gained by knowing which cells other processors did or did not 
write to. If the input domain is restricted so that the cells addressed by each processor 
are fixed, then the set of possible states that a processor can be in is greatly restricted. 
An algorithm is said to be (9, t)-oblivious if, for each processor, the cells that it 
addresses during the first t steps are the same for all inputs in 9%. 
If an algorithm is obvious, then at-time t in the computation, for each processor, 
there is a small set of variables on which the processor’s tate might depend. Boppana 
[Z] proved that such sets must have the property that they could be formed 
by t steps of a p processor merging machine. The sets of variables V’cl,t), . . , YTcp,,) E 
{x1, ,x,} are said to have this property if there exists a set Vcp,l.) for each processor 
P E [ 1 ..p] and intermediate time step t’ E [O..t - l] such that Vcp,O) is empty for each 
P and for each t’ E [l..t], VcP,t.) is either K,,,, ,) p lus one extra variable or is the 
union of v?~~,~. _ ,) and v?~~, [, ) for some other processor P’ E [ 1 ..p] and some previous 
time step t” E [O..t’ - 11. 
Claim 1. If a PRAM algorithm is (9, t)-oblivious then for each processor P, there is 
afixed set of inputs variables VC(p,tj such that, for inputs in 9, the state of P at the end of 
step t is uniquely determined by the values of these variables. Furthermore, the sets of 
variables VC,.,), . , Vcp,tj have the property that they could be formed by t steps of 
a p processor merging machine. 
Proof of Claim 1. For time t = 0, each processor knows nothing. Hence, the set 
Vcp,O) is empty. Because the cells addressed by the processors are fixed, it is fixed 
which cell processor P, reads at time t,. It is also fixed whether or not the cell had been 
previously written to. If not and if the cell initially contained the value of a variable, 
then the variable learned is added to YY~~,~). If the cell has been written to, then the last 
time step t, E [l.. t,] in which the cell was written to is also fixed. Let P, be the 
processor with the highest priority of those who wrote to the cell at time t,. Define 
V(P,, t,) to be the union of V(P_~, - 1) and “f(pw,~,). Inductively, processor P’s state can 
only depend on the values of the variables in Vlr<p.rj. 0 
Consider a (9, t)-oblivious algorithm. Processor P is said to see the variables in the 
set Vcp,rj at time t. The adversary finds a partition n, = (n:, IZ:, . . . ,ng’) of the 
input variables {x1, . . . ,x,} with the property that no processor sees more than one 
variable per part IZf. (If necessary, the adversary gives processors the values of more 
variables so that each sees exactly one variable per part.) 
A part ni of the partition is referred to as a subproblem. In the inputs considered, 
two variables will have the same value only if they are in the same subproblem. In 
order to prove that this entire input is element distinct, it is necessary to prove that each 
of these subproblems i  element distinct. This is difficult for the processors to do if each 
only sees one variable per subproblem. This notion was introduced by Ragde et al. [12]. 
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The adversary must ensure that at no time can a single processor make too much 
progress in one time step. If P, reads from P, at time t then V~p,,~j = -Y<P,,~ _ i> u 
Vcp,,, _ i>. Consider two variables xj and xk, If they are in the same subproblem nf _ r, 
then at time t - 1 the processors do not know whether or not xj = xk. However, if 
Xj E ?f~p,,~ _ 1) and xk E v~p,,~ _ I>, then they learn that Xj # Xk. Hence, the adversary 
constructs the subproblems o that there are not more than O(logp) such pairs of 
variables for any two processors P, and P,. 
As the computations proceeds, the adversary must ensure that the processors till 
have a lot of work to do. She does this by maintaining the property that the 
subproblems L’f are still relatively large. Boppana [2] introduced the idea of using 
Shannons’ information theoretic concept of entropy as a measure of how large the 
subproblem are. 
Entropy is defined as follows. Uniformly at random choose a variable 
XE {Xl, . . . ,x,}. The entropy H(n) = xi E ~i..~,l Pr [x E Zi’f] log, & is the ex- 
pected number of bits to specify which of the sets IZf that x is contained in. You can 
imagine that if all the subproblems happen to have the same size, then the entropy 
H(n) would be the logarithm of the number of different subproblems, log,q,. Roughly 
speaking the adversary maintains that H(n) is at most log(w) x t. The element 
distinctness problem is solved when each of the subproblems contains only one 
variable. The entropy of such a partition would be log, n. Hence, if the algorithm runs 
for fewer than the stated bound, then the entropy is less this and hence there is at least 
one subproblem that contains more than one variable. 
A vantage point is any sequence of variables V = (xj,, . . ,xj,,) such that xji E IIf 
for each i E [l . . qt]. Thus, a vantage point contains exactly one variable from each of 
the subproblems and the order of the variables is specified by the fixed ordering of the 
subproblems. Note that the variables Vcp,r) seen by processor P at time t form 
a vantage point if the variables are appropriately ordered. Hence, Vcp,t> is referred to 
as the vantage point from which the processor sees the input. The notion of defining 
ordered tuples of variables was introduced by Ragde et al. [ 121. This idea is extended 
in the next definition. 
The view of an input (vr , . . ,u,) seen from the vantage point (xj,, . . . , Xj,) is the 
sequence (Vj,, . . . , Vj,, ) of the values of the variables that occur in the vantage point. 
The view seen from Vcp,t) is said to be the view seen by processor P at time t. By 
claim 1, the state of the processor at the end of time t is uniquely determined by the 
view that he sees. The adversary maintains a set of views 9, G [l.JJ4t to be used as 
a set of objects, each representing a state that a processor could be in. An example is 
given in Fig. 1. Processor Pr’s vantage point is +‘“~p,,~> = (x2, x3, x6) and P,‘s is 
V<P,,t) = (x1, x3, x5). Then, on the input (7,3,5,0,2,4, S), processor PI sees the view 
(3,5,4) and P2 sees (7,5,2). A key point is that the same view can be used to 
represent he state of each of the processors. However, being in the state represented 
by a particular view means something different for each processor. In the above 
example, the view (3,5,4) is seen by PI on the input (7,3,5,0,2,4,8) and by P, on 
the input (3,1,5,9,4,6,4). 
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Subproblems II Xl 22 23 x4 25 26 
Vantage Point of P1 22 x3 56 
Vantage Point of Pz 21 x3 x5 
Specific Input 7 3 5 0 2 4 
View Seen by PI 3 5 4 
View Seen by P2 7 5 2 
Another Input 3 1 5 9 4 6 
View Seen by Pz 3 5 4 
+ 4 
Fig. 1. The view seen by a processor. 
Any set of views yspf can be expanded into the set of inputs such that, for each 
vantage point, the view seen is contained in 9,. Each vantage point is considered, even 
if no processor has it. More formally, the set of inputs is defined to be 
Expand(Y,) = {(Vi, . . . , v,) 1 V vantage points -Y- = (Xi,, . . . , xj,,) 
(i.e. Vi E [l..~~J,xj, E nf), the view (Uj,, . ,t’j,,) 
is contained in 90. 
The inputs S’t = Expand(Y,) are those considered possible by the adversary. By 
considering only these inputs, the adversary can ensure that every processor sees 
a view contained in y,, and hence is in one of the allowed states. 
The proof of Theorem 1 uses an adversarial argument. Formally, an adversary is 
defined to be a function that maps a complete description of a PRIORITY PRAM 
algorithm running in time T E o(logn/log(({)logp)) to two inputs Q, and @‘, one 
element distinct and the other not, such that processor Pi is in the same state on both 
inputs after T steps of the given algorithm. To complete this task, the adversary 
defines the following constructs, for each time step t < T, 
0 a set of views ,40, E [ l..dlqt. 
l a partition Zl, = (H:, II,“, . . . ,Il?) of the input variables. 
The conditions inductively maintained are the following: 
1. The given PRAM algorithm is (LSc, t)-oblivious, where gt = Expand(Y,). 
2. For each processor P, the vantage point W>p,lj contains exactly one variable 
from each IZf. 
3. For each two processors P and P’, lC(Li’,, VcP,rj, Vcp,,f))l G m, where C(n,, 
^tr(p,,), v&~,~)) is the set of “edges” { {xj, xk) 1 Xj E v<p r>, Xk E ‘?fc~,,~), and xj, xk E IZf for 
some i} and m = 9 log, p. 
4. The entropy of the partition n, = (n:, JI:, . . , Ilpt) is almost 
(L(9plogpln) + 3)t, where L(x) = (x + l)log,(x + 1) - xlog,(x) < log,((x + 1)e). 
5. Iytl 3 dql/m 2p(24’-2) (i.e. y4pt G [l..dlq f is a large fraction of all possible views). 
At the end of the induction, the final set of views 9, is expanded into a set of inputs 
g=. The following properties must hold: 
6. There is at least one subproblem L$ that contains at least two variables. 
7. lgTJ > d”/m2p’2”-2’. 
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Initially, with t = 0, the processors know nothing. Hence, each vantage point 
V~P,O) isempty. Therefore, it is sufficient o have only one subproblem nh (i.e. q. = 1) 
and the initial set of views is Y. = { 1,2, . . . , d}. Hence, C(n,, V’cP,oj, Y+‘~~,~)) is empty, 
the entropy of no is 0, the size bound 1 Y. 1 2 4 is met, and go contains all d” inputs. 
Inductively, suppose that the adversary has defined these constructs for time step 
t - 1 so that the induction hypothesis holds. The adversary then defines these 
constructs for time step t by restricting the set of views Sq- i, refining the partition 
n,_ i, and then expanding the set of views. 
2.1. The restricting stage 
To construct YPt, the adversary constructs Yj’!?iOUs from Y,_,. By Claim 1, on 
inputs in Qt _ 1 the state of each processor at the end of step t - 1 depends only on his 
view. Therefore, for every view in Y,_ 1 and for every processor, there is a unique cell 
that the processor writes to at time t when seeing the view and a unique cell that he 
reads. In all, each view in Y,_ 1 specifies 2p cells to be addressed. There are only 
m cells; hence, there are m2p addressing possibilities. The adversary fixes one possibili- 
ty that is used for at least 1 Y,_ 1 I/wI’~ of the views and lets sPP!?iOus E JY’_ 1 be this 
subset of views. In order to be able to refer to them later, define Address(w, P, t) and 
Address(r, P, t) to be the cells addressed for writing or reading. 
2.2. The refinement stage 
The subproblems need to be repartitioned. 
Lemma 2.1. There exists a repartitioning of ll_ I into II, = (II:, IIF, . . . ,Zlgt) that 
satisjes conditions (2)-(4) and condition (6). 
Proof of Lemma 2.1 (Lemma 3.5 in [2]). The variables {xi, . . . ,x,} can be thought of 
as the vertices in a graph and n, can be thought of as a coloring of the nodes, i.e. Xj is 
colored i if xj E nf. The partition n,_ I is repartitioned as follows. A graph is formed 
with edge {Xj, xk) if the variables Xj and xk no longer can be in the same subproblem 
because of condition (2). Specifically, the edge {Xj, xk} is put in the graph if the two 
variables Xj and xk were contained in the same subproblem nf _ 1 at time t - 1, i.e. they 
are not both seen by the same processor; however at time t, they are both seen by some 
processor P,, i.e. Xj, xk E V~P,,~). This change occurred because P, read from some 
processor P,, giving V<P,,~) = v~p,,~ _ i> u Y’~P,,~ _ 1). More formally, the set of edges 
added because of this read is C(n,_,, V~p,,~-i), Y’c~,,~-i)) = {{Xj,Xk}l 
Xj E ~cP,,~ _ I>, Xk E ‘f~p~,~ _ I>, and Xj, Xk E nf_ 1 for some i}. By conditon (3), this set 
contains at most m = 9 log, p edges. Hence, from the p processors at most pm edges 
are added to the graph. Next, a coloring x of the variables is found for which no edge is 
multi-colored. Form the new partition ni by repartitioning each of the subproblems 
in ZZ_ 1 according to this coloring x. Condition (2) holds for the partition n;. 
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The partition ll; needs to be refined further in order to maintain condition (3). Since 
every new vantage point ^ tr(p,t> is the union of two previous ones, C(IZ:, ?‘cp,t), VtP’,,>) 
contains at most 4m edges for every two processors P and P’. We will reduce the 
bound from 4m to m. A second coloring x’ is chosen by uniformally at random 
assigning a color from (1.J) to each variable. The new partition II, is formed by 
repartitioning each of the subproblems in II; according to this coloring x’. Suppose 
that {Xj, xk} is an edge in C(Z7:, VY;F,t), V;p.,l)). This edge remains in C(I7,, ,Y;P,t), 
VcP.,r)) only if the two variables are given the same color by x’. The probability of this 
is i. Because each vantage point VcP,r) contains at most one variable from each 
subproblem II:, the graph C(II:, nY;P,I), V;P’,r) is a matching. Hence, this event is 
independent for each edge. The expected number of edges in C(IZ,, V”cp,t), VcP’,t)) is at 
most 34rn = irn and Chernoff gives that the probability of it containing more than 
m = 910gp edges is at most $. Taking this disjunction over all pairs of processors 
(P, P’> gives that condition (3) holds with probability (:)$ < 1. Hence there is 
a choice of x’ that will suffice. Fix such a choice. 
The next step is to bound the entropy of II, for condition (4). The entropy 
of an arbitrary function on the variables (e.g. the coloring x) is defined as follows. 
Uniformly at random choose a variable .x E (x1, . . . ,x,}. The entropy 
H(X) = Ccoiorsc Pr [X(x) = cllog2& is the expected number of bits to specify the 
color of x. 
By condition (4), the entropy of II,_ 1 is at most (L(9p logp/n) + 3)(t - 1). 
Lemma 3.4 in [2] states that every graph with n vertices and pm edges has a coloring 
x with entropy of at most L(y), where L(x) is as defined above. The entropy of x’ is 
easily 3. The most useful property of entropy is subadditivity: the entropy of 
II, = (n,- r, x,x’) is at most the sum of the entropies of the three. Condition (4) for time 
t follows. 
What remains to be proved is condition (6). Suppose by way of contradiction that 
the subproblems II’, contain one variable each. The entropy of this partition would be 
log, n. However, the bound on the entropy given in condition (4) is Q (log(R log p) x T). 
Hence with T E o(logn/log((f)logp)) the entropy is not enough. 0 
2.3. The expanding stage 
During time step t, a processor can learn the values of more variables. Hence, the 
view a processor sees at time t - 1 is a subsequence of his view at time t. As well, 
a larger number of views are needed to represent he larger number of states in which 
he may be in. To accomodate these two needs, the adversary expands the set of views 
g7;~lr;Vious to form a larger set of Yt of longer views. Note that, even though the set of 
views 9; gets larger each time step, the set of inputs gc = Expand(Yt) keeps getting 
smaller. 
The adversary ensures that ZYt only contains views which are considered by all of the 
processors to be consistent with their knowledge. A processor, after reading a memory 
cell, considers a view to be consistent if both the part of the view that he saw before the 
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Old Subproblems n:-* II2 t-1 II3 t-1 
Repartitioned Subproblems II: @’ II; II! II: IIf n,7 
Subview Seen by P, 3 5 4 
Subview Seen by P, 7 5 2 
View Seen by P, 7 3 5 0 2 4 8 
Fig. 2. Expanding the set of views. 
read and the part of the view that the writer saw are consistent. (See Fig. 2.) To be 
careful, a view is included in Yt if, for every vantage point from time t - 1, the subview 
is contained in 9’$1~i0US. Note that some of these vantage points are not held by any 
processor. Define 
for each k1 E [1.&J, k2 E [l..S,], . . . ,k4y_11 E [1..84,1_1,], 
the subview (IJ’*~~, v2sk2, . . , uq(r- 1~~4~I)) is contained in ,p”~ious} 
For i E [l..q(,_i,], 6i is the number of new subproblems into which the subproblem 
Zl- 1 is repartitioned. For k E [l..Si], d3k is the value that the view assigns to the kth 
new subproblem nf*“. In the example in Fig. 2, the processor P, does not see a variable 
from the newly partitioned subproblem II:. The adversary could reveal the value of 
a variable from this set to P, adding the variable to the set VC~,,~) of those seen by P,. 
At any rate, the adversary has complete freedom to choose the value (here 0) that is at 
this index in the view seen by P,. 
2.4. Yt is large 
In order to make calculating the size of Y; easier, the subproblems II:_ 1, . . . , IZ::-;.-:, 
will be repartitioned one at a time. Consider expanding a set Ypre E [l..d]q of views 
into the set Pxp G [l..d]q+6-’ in order to repartition the subproblem nf_i into 
6 new subproblems. 
Let V&.) = {U 1 (ii, v, ii’) E 9’pre) be the set of values for the ith component hat are 
consistent with u’ in the first i - 1 components and u” in the last q - i components. 
Then Ypre = UciI,n,,J x V&,> x ii’. It follows that Yxp = ucjii.>a x (Y&Q x u” 
=u~ii,ii.j{(ii,i,vl, .. . ,v,,u”)l~~~~~~,~,)foreach kE[1..6]}. 
Proof of Lemma 2.2. C cil,psj 1V’&ii’> I has the fixed value I Ypre I. Therefore, by convex- 
ity, the expression I Ypexp I = c cir,g.) I YP’&,~) 1’ is minimized when “Ksir.) is the same size 
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for each (iI, 2’). There are at most d4-’ different choices for (J, ri’). Therefore, 
Lemma 2.3. I S,I 2 dqt/m2p(2q’p2). 
Proof of Lemma 2.3. By condition (5) for step t - 1, 
lLF-ll > dq(‘-l) 
m2p(2q11 11 ~ 2) 
and 1 Y’pPbl~iOus I 2 - , 
lLY_ll > dq(rpl) 
mzp m2p(2q’1m’l - 1) ’ 
Applying Lemma 2.2 for each of the qct_ 1j subproblems gives 
Since 2q6 < 24+‘-’ for 6 b 1 and qr = qtt_l, + (6, - 1) + ... + (SqC,_,) - l), it 
follows that 2qc’-1G162 ... c?,,,_,~ d 2q’. Furthermore, it is easy to ensure that the 
refinement of the subproblems partitioned at least one of the subproblems. This 
ensures that ~3~6~ ... 6,(,_,, > 2. Thus (2q(zm11 - 1)~3~6~ ... 6,,,_,, 6 (2q’ - 2) and 
ICu;I > dq~/W$@-2). 0 
2.5. The PRAM algorithm is (gtr t)-oblivious 
Let 9%t = Expand (YJ. The next lemma proves that condition (1) is satisfied for 
step t. 
Lemma 2.4. The PRAM algorithm is (~23~, t)-oblivious. 
Proof of Lemma 2.4. Let @!‘l;oiou = Expand (Yf!!“;“‘“““). The first step is to prove that 
an, c ~;~liruiOUs~ Let @ E 9*. By the definition of gr, every view Zr, seen on input @ is 
contained in 9’,. By the definition of iJt c Yl, every subview iJ_ 1 of C& is contained in 
y;ifl;vious~ 
It follows that every subview iJ_ 1 seen on input @ is contained in Y~blr;UioUs. 
Therefore, @ E 9fblF. Similarly, 9~!~i0us E 93_ 1 follows easily from Y~bl~W E Y,_ 1. 
By condition (1) for step t - 1, the PRAM algorithm is ($3_ 1, t - 1)-oblivious. 
Because 9t c gt_ 1, the algorithm is (ga,, t - 1)-oblivious. Hence, we only need to 
prove that the cells accessed at time t are independent of the input in, gt. Let C$ E sn,, 
and consider processor P. Because @ E 9t c 9~!‘~i0Us, the view seen by processor P at 
time t - 1 is contained in Y~bll;vious. Hence, it follows from the definition of 
yffifious that processor P accesses the cells Address(w, P,t) and Address(r, P, t) at time 
t. This is true for every processor. 0 
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2.6. 9= is large 
This completes the induction for time step t. It remains two show that if the total 
number of steps is T E o(log n/log(% logp)) then the bound on 1~3~ 1 for condition (7) is 
satisfied. Refine the subproblems nt, . . . , IIF into the n singleton sets and expand the 
set of views 9r as before forming the set of long views 9,. Each expanded view in Y, 
assigns a value to each variable and hence completely specifies an input. Comparing 
the definitions for 9= and ysp* will reveal that 9r = 9,. Lemma 2.3 gives that 
15&I = (Y*( > d”/mZp’2”-? 
2.7. Conclusion 
From these constructs, it is easy to find inputs @ and @’ E &. such that @ is element 
distinct and @’ is not. The total number of inputs that are not element distinct inputs is 
at most (;)#-I. This is strictly less than d”/m 2p(2”-2) the number inputs in aT, when 
d > (;)m 2p(2”-2) It follows that there exists an element distinct input @E 9r. . 
By condition (6), there is a subproblem ni containing two different variables, say x, 
and xg. After step T, processor Pi sees at most one of these variables, say xg#Vcp,, r>. 
Let v be the value of x, for @. From the input @’ and @ by changing the value of xp to 
v so that @’ is not element distinct. From the definition of 9r, it follows easily that 
@’ E 9r. By Claim 1, on inputs @ and @‘, the state of Pi at the end of step T depends 
only on the fixed set of input variables Vcp,,Tj seen by him. PI does not see xg and 
therefore cannot distinguish between @ and @‘, which only differs in the value xg. 0 
3. COMMON PRAMS with unbounded memory 
Theorem 2. Ifd 2 2*(’ + ‘jn, then Element Distinctness dejned on the input domain [l..d]” 
requires 0 (% log n/log(a log n)) time steps on a COMMON PRAM with p 2 n proces- 
sors and an unbounded number of memory cells. 
With an unbounded number of memory cells, Element Distinctness can be solved in 
constant time on the PRIORITY model. Therefore, this theorem provides a separ- 
ation between the PRIORITY and COMMON models. 
3.1. Intuition about the constructs 
The proof uses an adversary argument similar to the previous proof. As in that 
proof, a key concept is the vantage point +‘cp,tj = (Xj,, . . . , xjgc ) seen by processor 
P at time t. In this proof there is another key concept. This is the addressing functions 
used by the processors and which of these functions interact. For a more detailed 
overview of the proof, see the Introduction, Section 1. 
Fix a COMMON PRAM algorithm. For each processor P and time step t, the 
algorithm defines the addressing functionsfyp,,> andf’(p,t>: [l..d]” + N which specify 
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the cells that P on input Qi writes into and reads from at time t. Let F,--twrite be the 
collection of addressing functions used by the p processors for writing during time 
t and F”;;$ be the collection of addressing functions used during the time interval 
[ 1.. t]. Similarly, define .4 r tread, F$ff,, 5, = F~enduF~i’e, and F-I,,,tl = 9$“f1 u 9Kf:y. 
Even if the addressing functions f;)P,r) and f;yP,,r,) happen to be the same function 
[l..d]” -+ N, they will be considered as separate objects in the collection F$:T so that 
when needed we can refer to the unique processor and time step in which the 
addressing function was used. The subscript (P, t) will be dropped as in&, when the 
processor and the time step are irrelevant o the discussion at hand. In order to deal in 
an easy way with the fact that the n input values ul_ . . . , v, are initially stored in the 
first n memory cells, define Frire to be the n constant functions addressing these 
n cells and define FE’:? and F-Co.,tl o include these functions. 
Given the addressing functions FbCo_.rl, the adversary decides how the processors 
interact on any input, during the time interval [ 1 ..t]. Here t d T is our current place 
in the induction. Consider an input @ E [l..d]” and a read functionf, E S$Uf,. Asso- 
ciated with these is the cell c read and the time step at which the read occurred. By 
considering all the write addressing functions in .F~i:~r we can determine the last time 
step t’ that this cell was written to. Let r$~a(@,f,) c Fyite denote the set of write 
addressing functions that simultaneously wrote to the cell c at time t’. If the cell c read 
byfi is blank, then the set of write addressing functions r$“,, (@,f*) is defined to be the 
empty set. 
The processors using the write addressing functions in the set f Fp.tl (@,fi) simulta- 
neously write to the same cell. Therefore, by the rules of the COMMON model, all of 
these processors must write the same value. When the processor using fr reads this 
value, he need not be aware of more than one of these writers. Hence, the read function 
fF is said to interact with only one of the write functions in the set $gtl (@,f,). The 
adversary is able to choose which of these write functions it will be. Then the 
adversary restricts the input domain to a subdomain 9 in order to fix which write 
function each read function interacts with. Let rC,,,r,: 9:44:, + F”l;“;i:y u {miss} be some 
fixed function chosen by the adversary. An algorithm is said to be (9, t, rc,,,,,)-oblivious 
if for all f* E F$atl, either it is the case that for all @E 9, rcl__il (‘J E r$“,ll (@,_#J or 
it is the case that r,,..,,(f,) = miss and for all @ E .9, r Fp.tl (@,f,) = 13. We say that 
on inputs in ~9, the interactions in the computation up until time step t are consistent 
with Tr, .rl. 
Claim 2. If a PRAM algorithm is (9, t, rl,,.,,)-oblivious, thenfor each processor P there 
is ajixed set of input variables VCp,t, ( vantage points) such that for inputs in 9, the state 
of P at the end of step t is uniquely determined by the values of these variables. 
Furthermore, the sets of variables V<p,,t), . . . , V’Yp,, t\ have the property that they could 
be,formed by t steps of a p processor merging machine. 
Proof of Claim 2. The first step is to form the sets Y;p,t). Define VcP,,,) to be the empty 
set for each P. Then if rC,__tl states that processor P, reads at time t, from a constant 
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function F$@, then VC~,,~,) is VcP,,t, _ i> together with the variable initially stored at 
this fixed memory location. On the other hand, if Tr, .tl states that processor P, reads 
at time t, what processor P, wrote at time t,, then VC~,,~,) = Vlp,,t, _ i> u V<pW,tWj. 
Clearly, the sets V~P,,~), . , VcPp,tj have the property that they could be formed by 
t steps of a p processor merging machine. 
The next step is to prove by induction on t’ that the state of each processor P at time 
t’ depends only on the values of the variables in V~p,~o. Clearly, it is true for t’ = 0, 
because initially the processors know nothing. Suppose it is true for t, - 1. At time t,, 
on all the inputs in 9, P, reads a cell that was written last (among possibly other 
processors) by the processor P, given by TI1..t,. By the definition of the COMMON 
model, all the processors who wrote to this cell at this time must have written the same 
value. Hence, at time t,, P, reads the value written by P,. P, wrote this value at time 
step t, < t, - 1 and hence, by the induction hypothesis, the value written depends 
only on the values of the variables in V( p,, t,>. Hence, the state of P, after reading this 
value depends only on the values of the variables in Vcp,,t,) = V~P,,~,_ i>u 
5py> 0 0 
As in the proof of Theorem 1, the adversary maintains a set of views Yl which are 
used to represent he states of the processors. However, in the proof of Theorem 2, the 
algorithm might not be oblivious on the input domain ga, = Expend. There may 
be some bad inputs on which the addressing functions do not interact in the fixed way 
that they should. Instead, the adversary maintains the set of such bad inputs 
B~dtr..,~ c Expand(,4P,) and proves that this set is not too big. 
Consider an addressing function f~ Fto..t,. Suppose that processor P addresses 
using this function at time t’ d t. By Claim 2, when restricted to inputs in 
g1 - Badt, ..t,, the state of the processor, and hence the function, depends only on 
the values of the variables in the vantage point V”C~,~) = (xj,, . . . , Xi,,). Because 
9t = Expand(SP,), the possible tuples of values for this sequence of variables are the 
views in Y,. Therefore, the input domain forfcan be considered to be the set Lf’, when 
viewed as a set of values for the variables in “tT<P,t). It is interesting to observe that for 
a different addressing function, the input domain will also be considered to be Y’*, but 
for a different tuple of variables. 
The previous papers [6, 12, 21 restrict the input domain to a subdomain 9?t such 
that for each of the addressing functionsfand each of the variables xj, eitherfdepends 
in a l-l way on xj or it does not depend on this variable at all. This is an unreasonable 
requirement when the input domain is small, because such a subdomain might not 
exist. Instead, I define a more general measure of the dependency a function has on 
a variable. It is parametrized by the integer b. The precise definition of b-varying is 
defined in Section 3.3. All that you need to know now is that the bigger b is, the more 
the function depends on the variable. My adversary maintains a set of views 9, and, 
for each addressing functionfE F-Co..t,, a set of variables Xcf) c Y?<~,~). The required 
condition is that when viewing ~7~ as the input domain,fis b,-varying with respect o 
each variable in Z(f) for some integer b, and is completely independent of the other 
J. Edmonds / Theoretical Computer Science 172 (1997) I-41 11 
variables. One problem that might arise is that an addressing function from an earlier 
time t’ might be b,,-varying on the set of views ,40,,. However, the same function might 
vary much less on the current set of views ,Y,, i.e. is only b-varying for b considerably 
smaller than b,,. To handle this problem, 6, is set to be a rapidly decreasing function of 
t ending with bT being set to be the final value needed. Because b, is set to be 
considerably smaller than btc, the adversary can maintain the property that all the 
functions are at least b,-varying with respect to the variables in X(f) on the set of 
views ,40,. This has the added benefit of ensuring that the set of variables X(f) for 
a fixed functionfdoes not change from one time step to the next. 
The adversary classifies each read-write pair of addressing functions 
(fi>.f;y) E @-;I”:: x q?:1” based on the sets of variables X(fr) and X(fW) on which they 
depend. The functions in the pair are said to be similar if 2Z”(fW). They are said to be 
{xz, xs}-covering if X(J) - X(,fW) = {x2) and X&,) - W(f*) = {x0}. Otherwise, they 
are said to be unrelated. 
Similar pairs of functions access their cells based on mutual information and hence 
know a priori whether or not they will access the same cell. {x,, xp}-covering pairs 
could be used by the COMMON algorithm as follows. One of the functions addresses 
cells in a l-l way with the value of x,. The other uses the same mapping except that it 
uses the variable xg in place of x,. The reader learns whether or not x, = x0 by 
learning whether or notf, and&., access the same cell. Unrelated pairs do not seem to 
help the algorithm in any way. 
The adversary is able to choose which interactions TI1,,rl: Peppy, + ~E$L. {miss) 
she wants between the addressing functions and then reveals this information to the 
processors. The input domain is restricted to those inputs on which these interactions 
occur. Similar pairs of addressing functions depend on the same set of variables 
2”(J) = S(_L), so how these pairs interact partitions the set of views Yt. It follows that 
the adversary is able to fix the interactions between these functions to those that 
reduce 9, the least. In contrast, the adversary always will reveal that the {xcr,xp}- 
covering and the unrelated pairs do not interact. The set B~d,i,.~~ of inputs mentioned 
above is defined to be those on which {x,, x8}-covering or unrelated pairs do interact. 
Because Badt, ..tl is defined in this way, saying that the algorithm is (gt - B~dt,,,,~, t
Tt,..,J-oblivious effectively only states that on the inputs in B1, the similar pairs of 
addressing functions interact as revealed. 
As implied, there are two types of bad inputs, Bad~j’~~~‘ed and Bad~~,~;;B+‘venng G 
BadIl,,,l. If, on input @‘, a pair (fi,fW) of unrelated addressing functions accesses the 
same cell, i.e. ,fi(@) =fW(@), then this input is in Bad$:;“fjerjated. On the other hand, the 
adversary allows {x,, xp}-covering pairs of addressing functions to access the same cell, 
even though the adversary must ensure that they do not interact. For example,f, and 
fW might access the same cell, but the reader might not read the value written byf,, i.e. 
fW$r~~.ll (@,fJ, because the value was overwritten or written after the read. For a more 
complex second example, suppose thatf, does read the value written byf,. Suppose as 
well that there is another write functionf:, that writes to this cell at the same time as 
fW, i.e. bothf,, and fh are in rFig,tl(@,fr). If& is similar to fi, then the adversary can 
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ensure thatf, interacts withfk, i.e. choose Ttl,,tl (fi) =fl. In this case, the interactions 
are still consistent with rtl,.tl , because the functions in the {x,, xs}-covering pair 
(fV,fW) do not interact. However, iffw E ralg r ..,,(@,f,) and there is no write function in 
rf:8,t1(@,fr) that is similar tof,, then the input @ is said to be in Bud~~~:~~l-coveri”g. 
3.2. Formal definitions of the constructs 
Formally the adversary maintains, for each time step t, the following constructs: 
l A set of “views”, Y* E [l..dlqc. 
l A partition L’:, IIf, . . . , Il;lt of the input variables. 
l A function rtl..tl : dCl..tl c-read --, ~write Co,.t, u {miss} specifying the interactions. 
From these the following constructs are derived: 
l For each addressing function f~ FrO.,r,, the set of variables !Z(j) G VYcp,t) E
1x 1, ... , x,] on which the function depends. 
l The function Type specifying the type of every read-write pair of addressing 
functions. Specifically, for each f* E Y[BYf, and fW E YFr$, 
- if 57th) = X(&) then Type (j&J = similar; 
- if %(fi) - %(fJ = {xa} and X&) - %((fi) = {x0} for x,, xp E ZZf 
then Type (f*,fJ = {x,,xs}-covering; 
_ otherwise Type (fi,fw) = related. 
l The set of inputs: 
unrelated _ 
- B&..,, - Qi 
iI 
3f, E S[F$, and fW E gE$ such that 
Type(f,,f,) = unrelated and fi(@) =fJ@) 1 
_ Ba&,;;p}-Co=W 
3f, E S’;T$, and fW E Y$“‘:y such that 
Q Type (UJ = 1 x,, xp}-covering; fW E G!tl(@,fi); = 
and there are no write functions in r~:~,tl(@,fV) 
that are similar to f* 
- Badll,,,, = Bad;r,:;;ated u Bad;l”;,;;i”g. 
The conditions inductively maintained are the following: 
1. The PRAM algorithm is (gz - Badll,,,,, t, Tt,,,,l)-oblivious, where gt = 
Expand (Y,). 
2. For each processor P, the vantage point Vcp,t) contains exactly one variable 
from each ZZf . 
3. For each two processors P and P’, ( C(II,, ^tr(p,fj, V’cP’,rj) 1 < m, where C( ZI,, 
‘7?< p, t)r vc PC, t)) k the Set Of “edges” { { Xj, Xk}} 1 Xj E vc p, tj, Xk E vc p, t), and Xjr Xk E flf for 
some i} and m = 9 log, p. 
4. The entropy of the partition II:, II:, . . . ,L7? is at most (L((9plogp)ln) + 3)t. 
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5, 1 y, ( > &lr/b(P”)%?t 2) where b = 2(n~T)~ and T is the total time for the 
algorithm. 
6. On the domain Yt4, each addressing function f~ FE0 ,, is independent of the 
variables not in Z(f) and is b,-varying with respect o x E X(f), where b, = b(pn’C7 -’ + ” 
and b = 2(n~T)~. 
7. For each fi E FGl;$,, if rtl,,tl (J) =fw, then Type(f,,f,) = similar. 
At the end of the induction, the final set of views Yr is expanded into a set of inputs. 
Because there are additional complications, a set of inputs S?k is formed for each 
subproblem ZIi,. The following properties must hold: 
8. The PRAM algorithm is @i, - BadI,,.T1, T, Tt,..,l)-oblivious. 
9. 1 G&-l 3 d”/b(pn)‘T2”, where b = 2(npT)‘. 
10. On the domain @-, each addressing functionfe g;cO__T1 is independent of the 
variables not in Z(f) and is b-varying with respect o x E Z(f), where b = 2(n~T)~. 
11. The set of inputs S&. is balanced in the following sense. For each subproblem 
nl;-,i~[l..qT],let6i=In’T1,6 =CjEC1,,1~17/n~I,and6’=C,.I,+l,,yT1I17jT).Foreach 
J E [l..dld and each u” E [l..d16’, define V&.) E [ l..d] to be the set of values such that 
the set of inputs decomposes as 9; = Ucii, iiS) ri x (~i(li,i’,)“’ x d’. The set of inputs 9; is 
balanced in the sense that each non-empty V&ii’) has the same fixed size, i.e. 32, 
V’(& d’), I “qW)l E (O,z}. 
3.3. The varying property 
The b-varying property is a general measure of the dependency a function has on 
a variable, parametrized by the integer b. (The bigger b is, the more the function 
depends on the variable.) Let f be an addressing function with the view 
V (p,t) = (xj,, . . . , xj,) and let xj, be a variable within this view. The addressing 
functionfis said to be b-varying with respect o the variable xj, on the set of views Y if 
and only if Ind@ < F, where ZndfX +I{ is the size of the largest subset of Y on whichfis 
independent of xj,. Iffis b-varying with respect o every variable in x(f) E Vcp,tj and 
is independent of the other variables, thenf is simply said to be b-varying. 
The following construction of such a largest subset is not necessary for the proof, 
but it may provide some insight into the definition of b-varying. To temporarily 
simplify the notation, consider a functionfthat depends on the variables (yi, . . . , y,) 
that is defined on a domain Y. We construct as follows a set, Ind$P, that is a largest 
subset of Y on which f is independent of the variable y,. For each setting u’ of 
(y2, . . , y,), f must address a fixed cell on the subdomain Znd$” in order to be 
independent of y,. Consider the univariate functionf(yi, J). The possible values for y, 
are { ul(u,J) E Y}. Partition these values according to which cell is addressed. Let 
C$yl(G) be the cell addressed by the largest number of values. The function 
C$“‘(y2, . , y,) is independent of y,, but may depend on the variables <y2, . . . , y,). 
Let Ind$” = 1 {(u, li) E Y lf(u, ii) = C$‘l (a)} 1. A diagram of this construction is given 
in Fig. 3. There is a column for each u’ and a row for each u. Each entry specifies the 
output off (e.g. c, d, e) on the input (u, Q E Y. For each column, the values u are 
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other variables 
Fig. 3. b-varying. 
partitioned according to which cell is addressed and the largest such block is marked. 
Note that output off need not be the same for different columns. The union of the 
marked areas is a maximum subset Znd$“’ E Y on which f is independent of yi. 
3.4. The main steps of the proof 
In the Introduction. I list four ways in which the adversary restricts the input 
domain to fix the interactions between the addressing functions. The four methods 
correspond to the following four lemmas. Lemma 4 uses techniques imilar to those 
used in Theorem 1 to handle the similar pairs of addressing functions. Lemma 5 
handles the unrelated pairs. Lemmas 6 and 7 handle the {x,, xa}-covering pairs. 
Below, the lemmas are stated and, from them, Theorem 2 is proved. The proofs to 
Lemmas 4, 5, 6, and 7 are found in Sections 4, 5, 6, and 7 respectively. 
Lemma 4. There exists an adversary function whose input is a complete description of 
a COMMON PRAM algorithm that runs in time T E o(f (log n/log(:) log n))) and whose 
output consists of the sets of inputs &-, the partition II;, III;, . . . ‘Ii’: of the input 
variables, and the function r[l,,Tl specifying the interactions, such that conditions 
(8)-( 11) are met. 
The proof inductivity maintains conditions (1) and (7) for each time step, by 
restricting and expanding the set of views 9,. 
After Lemma 4, the next step for the adversary is to ensure that there are not too 
many inputs in Badll,,T1 ““re1ated. Lemma 5 proves this by producing a sufficient number of 
inputs that are not in this bad set. The proof uses the fact that the unrelated pairs of 
addressing functions are b-varying on different sets of variables. 
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Lemma 5 also ensures that, for many pairs of variables {x,, xp}, the processors have 
not gained too much information about whether or not x, = xp. In the case that the 
two variables are contained in different subproblems &, this cannot be done, because 
some processor might see both of the variables. On the other hand, if the variables are 
in the same subproblem, then no processor sees both of them. This would lead us to 
believe that no processor knows whether they have the same value. However, besides 
knowing the values of the variables in di;P,rj, each processor also knows how the 
addressing functions interacted. This information may have provided the processors 
with partial information about whether or not x, = x0. Lemma 5 proves that learning 
the interactions between the similar and the unrelated pairs does not completely 
reveal this information. The lemma does this by demonstrating for each pair of 
variables (x,, xa}, one element distinct input and one input in which x, = xB, on which 
the iterations between the similar and the unrelated pairs of addressing functions are 
as revealed by the adversary. Ideally, there would be a single element distinct input 
@ and, for each pair of variables, the non-element distinct input would differ from 
@ only in the two variables {x,, xP} in question. The lemma accomplishes this, except 
that there may be a different element distinct input @’ for each subproblem II;.. 
Lemma 5. Given the constructs for time T given in Lemma 4, there exists, for each 
subproblem l73, i E [l..qT], an element distinct input @’ and there exists,for each pair of 
variables (x,,x~} contained in the subproblem Ilk, a non-element distinct input 
@& = .Xp = o1 such that @I, = XB = Cr assigns the value vi to the variables x, and x0 and is the 
same as Qi’ on every other variable; the processor interact according to PLI,.ll on the input 
@‘; and tf @t, = X,S =C,$BadI,,,,l ~xy~X~~-covenng, then the same is true on this input. 
After Lemma 5, what remains is to determine for which pairs of variables {xa, xs} 
the processors can differentiate between @’ and @i, = xp = L’, by knowing how the (x,, 
xP)-covering pairs interact. This is done by considering the “element distinctness” 
graph on vertex set {xi, . . . , x,,} and by covering the edge {x,, x0} if the corresponding 
inputs can be differentiated. Lemmas 6 and 7 use entropy techniques and combine the 
ideas from Fredman and Komlos, Ragde et al. [12], and Boppana [2] to find an 
uncovered edge. Lemma 7’ as stated below follows easily from Lemmas 6 and 7. 
Lemma 7’. There exists a pair of variables (x,, xs}, such that: x, and x0 are contained in 
the same subproblem IT; for some i E [l..q,]; @I, = x,~ = ,,$ Bad~;~:~~}-cover’“g; and neither 
variables are seen by processor PI, i.e. x,, x~$V~~,,~). 
Theorem 2 follows easily from these lemmas. Lemmas 4 and 5 build their constructs 
required for Lemma 7’. Then let {x,, xP} be and edge with the properties stated in 
Lemma 7’. From Lemma 5, it follows that all the addressing functions interact as 
revealed by the adversary on the inputs Qi’ and @pi,, = xp = “,. Hence, by Claim 2, the state 
of PI, for these two inputs, at the end of step T depends only on the fixed set of input 
variables VcP,,t) seen by him. PI does not see x, or xP and therefore cannot distinguish 
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between the inputs @’ and @k, = XB = “,, which differ only on these variables. Therefore, 
on these inputs, P1 is unable to determine whether or not, the input is element 
distinct. 0 
4. Induction on time steps 
Lemma 4. There exists an adversary function whose input is a complete description of 
a COMMON PRAM algorithm that runs in time T E o(f(log n/log(zlogn))) and whose 
output consists of the sets of inputs &, the partition Ii’;, II’,, . . . ,l7: of the input 
variables, and the function rEl..TI specifying the interactions, such that conditions 
(8)-( 11) are met. 
Constructs with conditions (l)-(7) are built inductively. The base case is the same as 
for Theorem 1. The additional conditions have to do with the addressing functions, 
but the only functions at this point are those, 9vte, associated with the input values 
and these are constant. 
Inductively, suppose that the adversary has defined the above constructs for time 
step t - 1. First, the adversary restricts the set of views to the subset Py”p” c Y,_ 1 
on which the addressing functions in gIt are (pt + l)Pb”‘b,-varying. Then, the set 
of views is restricted further to Y~imfra* E 9’y”‘I’“” so that each similar pair interacts in 
an oblivious way. Finally, the set Yf!!“flor is expanded to 9,. On this new set of views, 
each addressing function f E F-Lo..t, is still b,-varying with respect to the variables 
in X(f). 
4. I. Obtaining the varying property 
Consider the cells addressed by the processors during time step t on inputs from the 
domain ~3~~ - BadI,..,_ll. By condition (1) and by Claim 2, the state of processor 
P at the end of step t - 1 is uniquely determined by the values of the variables in the 
vantage point VcP,, _ i). In other words, the view in zY’,_~ seen by the processor 
determines which cell is addressed at time t. This defines a collection of 2p new 
addressing functions Yt defined on the domain Y,_ i. 
The adversary finds a subset Y,_, “a*ying G 9’_ 1 of the views on which these new 
addressing functions in 8, are (Pt + l)W’b,-varying. This is done by restricting the 
set, once for each function-variable pair. A function-variable pair (f, xj,) is found for 
which the function is neither independent nor (pt + l)Pb”‘b,-varying with respect to 
the variable on the current set of views. The set is reduced to the largest subset on 
which the function is independent of the variable. Then another such func- 
tion-variable pair is found and the set is reduced further. Because ach set is a subset 
of the previous sets, once a function is independent of a variable, it remains indepen- 
dent. The process stops when no more such function-variable pairs exist. Let 
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Yy”_‘iing be the resulting set of views. On the set, for each addressing function in P-t and 
each variable, the function is either (pt + l)Pb”‘b,-varying with respect o the variable 
or independent of it. 
How much does the set get reduced? Consider a set 9’. Recall that Znd!$ is the size 
of the largest subset of 9’ on whichfis independent of Xl,. The set of views is reduced to 
such a subset. Becausefis not (pt + l)Pb”‘b,-varying with respect o Xj,, we know that 
the size of this largest subset is greater than 1 Y I/(pt + l)Pb”*b,. There are at most 2p 
addressing functions in Ft and each of these depends on at most 2’ variables. (Recall, 
the number of variables Y?~~,~) = V’~P,t_-l)uV~p.,t.) at most doubles each time step.) 
Therefore, the set will be reduced in this way no more than 2~2’ times. We can 
conclude that 9’yTing > 19, _ 1 I/[(@ + l)%“%JZP? 
4.2. Ensuring that similar pairs interact as revealed 
The following lemma ensures that condition (1) is true for time step t. 
Lemma 4.1. If the PRAM algorithm is (Expand(YY”:‘“9) - BadII,,,_ll, t - 1, 
r[l..t_ I,)-oblivious, then there exists a set of views Ypsi!f’ar E Yy”*:‘“g such that 
1 Y$!t’f’ar 1 2 1 L7yj’i”g 1 /(pt + l)p and a r [I..rIfor time t such that the PRAM algorithm is 
(Expand(Y~!!“f’“‘) - BadI, ..tI, t, ~~l..,l)-obZivious. 
Proof of Lemma 4.1. Consider an input @ E Expand(Yy:i”g) - Bad,,,,,, and any 
addressing function f, E Fy*. By the definition of Bad, = BadFnrelated v Badyrins, 
either r;:“.tl (@, f*) contains a write addressing function that is similar to fV or r;:“,tl (@, 
fi) is empty. In the first case, define r ;l..rl (@, fV) to be the write addressing function 
fW E r$.tl (@,f*) that is similar to& If there is more than one possibility forfw, break 
the tie by choosing the one used by the processor of highest priority. In the second 
case, let r;l,.tl (@, f?) = miss. 
Let d E Y”y”‘p’“” be the view seen by the processor P using fi on input @. We now 
prove that if ~/,..,,(@,f,) = fW, then r;,..tl(@‘,J.) = fW for every @’ E Expand(Yyj”“9) - 
BadC1..,] on which P sees the same view 8. Suppose, by contradiction, that 
r;,..,,(@A =fw, and r;l..tl (@‘, fi) = fk. By the definition of r;l..tl ,f? is similar to both 
fW and fk. Therefore, X(fi) = X(fW) = a(&). Th e view ii specifies the values of the 
variables in x(J) E VcP,, ~ 1>. Hence, ii specifies the cells addressed by fr, fW and fk. On 
input @, the addressing functions f,, fW and fw access cells so that fi reads from fW. 
Therefore, the same thing happens on input @‘, proving the claim. The effect of the 
claim is that the function r;;..rl (?i,fi) = T;l,.tl (@,f,) is well defined. 
Define 9$!“ffa* to be the largest subset of Y”y”‘:‘“” on which r;; ,, 11 (3, f,) is indepen- 
dent of 3 for each fi E Py*. There are p such read functions fi and the range 
of r;;..,,@,fJ is at most IF~:~Iu{miss} I d pt + 1. Therefore, 19’f!parI 3 
I 9yjing I /(pt + l)p. The adversary chooses r rl..&) = r;;..tl(W for these views 3. 
0 
24 J. Edmonds / Theoretical Computer Science I72 (1997) I-41 
The following example will demonstrate why this technique does not work for 
non-similar pairs. Suppose that there is only one subproblem n, = {x1, x1} and that 
the set of views is Yy{i”g = (1, 2}. Suppose that f, and& both address cell cl when 
they see the view 1 and c2 when seeing 2. Finally, suppose thatf’ andf, are not similar: 
X(f’) = (x1> and 5Y(fw) = (x2>. The domain of inputs consistent with the views is 
Expand(Y~:‘“g) = { 11,12,21,22}. The problem is that on the inputs 11 and 22,f, and 
fw address the same cell, while on the inputs 12 and 21 they access different cells. 
Hence, whether they access the same cell does not depend on simply one view. 
4.3. Keeping functions varying during the restriction stage 
Lemma 4.2. The addressing functions in 2FC are b”‘b,-varying on the set Y~!!“por. 
Proof of Lemma 4.2. Consider any addressing function f E Fr and any variable 
Xj, E X(f). Recall that Znd$&, is the size of the largest subset of Yf?‘f’ar on which f is 
independent of Xj,. Clearly, Znd$$;l”, < Zndg/+, because 9’f?‘ffar G 9yiing. Further- 
more, Zndl’“” “,u_a~yi”g’ Z’I’“’ G CP’ + i)Pb”‘b, because f is (pt + l)Pb”‘b,-varying with respect o xj, on the 
set Yyl);ing. Finally, because m < 1 Yf!“frar 1, we can conclude that (Pt + 1)’ 
Znd$$.. < l”$?T’. Therefore, f is b”“b,-varying with respect to xj, on the set 
gyfyr~ q 
Lemma 4.3. The addressing functions in F”lcO,,t _ I, are b”‘b,-varying on the set Y~!flor. 
Proof of Lemma 4.3. First recall that 
pqyw IYt-11 bn2L%11 
Iyslm’lari ’ (Pt + 1)P ’ (Pt + l)P[(Pt + 1)Pb’+bt]2P2f = [(@ + l)Pb”*]2P2’+ ‘[b,]2P2” 
Because generously (pt + 1)Pb”2 < b(p@ < b(pn)CT-‘i ” = b, and t E o(log n), it follows 
that 1 9psi!ilar 1 > w > w. Finally, b, _ 1 = bp” gives 1 Y~?“~“’ I > w. 
Consider any addressing function f E FCO..t _ 11 and any variable xj, E E(f). Clearly 
Znd$&.. < Zn~>~~,, because Y~!!!pa’ E Y,_ r. Furthermore, ZndgJl < w because 
f is b,_,-varying with respect to xj, on the set 9’_r. From above, we have 
I Y,_ 1 1 < $g I Y~?‘frar 1. It follows that Zndg+ 6 Iy$?r’. We can conclude that f is , 
b”‘b,-varying with respect o xj, on the set 9’~!~‘ar. q 
4.4. The 9’ expanding stage 
The subproblems ZI:_ 1, . . . , IZ~I~’ are refined as was done in Lemma 2.1, Section 
2.2. Then, the set of views Y,_ sim~‘ar is expanded to form the largest set 9” of longer 
views. The new difficulty is how the expanding affects the varying property. To 
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simplify the process, the subproblems are repartitioned one at a time, expanding 
CYnr each time. 
As was done in Section 2.4, consider expanding a set Ypre c [l..dlq of views into 
the set Ypexp c [l..d]q+“-’ while repartitioning the subproblem II_ I into 6 new 
subproblems. For each setting (u’, u”) E [l..d]*-‘, the subset of longer views 
u’x (V&J x d G Y pre is expanded into the subset of views u’ x (VC+,))’ x J’ G Yexp. If 
for some of the settings of (ri, u”), the set of values VC,,9, is much larger than for the 
other settings, then the corresponding set of views would expand into far more views than 
for the other settings. In such a case, I will say that the set of views Ypre expands unevenly. 
The problem with Ypre expanding unevenly is the following. Suppose that the 
functions in Yto,.r, are U-varying on the views Y pre As this set of views expands, the . 
cells addressed by a function f do not change and the subsets of Ypre on which J’ is 
independent of a variable xj, remain intact. However, if the set does not expand evenly, 
then one of these subsets Zndf$& may expand too much in proportion to the rest. In 
this case, f may no longer be U-varying. 
The solution to this problem is to first find a subset Ybo’ E Ypre of the views such 
that each non-empty VXCirZii.) has the same size, i.e. 32, V(Ju”), 1 Y’&.)I E {O,z}. It 
follows from the next lemma that a set of size 1 YbalI 3 y exists with this property. If 
the addressing functions are b”b’-varying on Y p*e then they will be at least b’-varying 
on the set Yba’. This new set, Yba’, is then expanded exactly as was done in Theorem 
1 to form Yexp. Because it expands evenly, the functions are still b’-varying on Pexp. 
4.5. Forming the balanced set Ybal 
Lemma 4.4. Suppose that d, E [l..d],f or each u E [l..dq-‘1. Let A = C,d, and suppose 
that A 3 f. Then there exist values n’ and d’ such that there are at least n’ indexes u for 
which d, 3 d’ and for which n’d’ = &. 
Proof of Lemma 4.4. Without loss of generality, assume that the d, are sorted in 
decreasing order. Suppose that for all u E [ l..dq- ‘1, d, < & i. Then 
Cd, < 
u 
1 d + ..,L_L~l,..,&: 
u.rl..L~J n 
A 
<-A+- 
(j-1 
s 
A%4 
21nB 21nB *B u 
=A 
A 
l+ln(dq-‘)-ln - 
( )I 2dlnB 
<& 1 +ln(dqel)-1 n 
0 
f + ln(2lnB) + In(d) 1 
= &[l + In(B) + ln(2lnB)] < A. 
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This contradicts the fact that C,d, = A. It follows that there exists an index 
u’ E [l..dq- ‘1 for which d,. > &$ and that, for all u E [l . . . u’], d, is at least this size. 
Then, n’ = u’ and d’ = && meet the requirements. 0 
Using this lemma, we are now able to define the subset Ypbal c Ypre. For 
u E [l..dq- ‘1, let d, = I Vci2ii’> I,where (ii, G’) is the uth vector in [l..dq-‘. Recall that 
v<ii,> = {u E Cl.4 I < d, u, u”) E Ypre}. Therefore, d, < d and C,d, = 1 Ypre 1 > 9 for 
some B. Applying Lemma 4.4 gives the stated values n’ and d’. For each V&,> that is 
no smaller than d’, let Y’&il.) be an arbitrary subset of VCGn.) of size d’. For those 
VCr+ which are smaller than d’, let V&) = 8. Finally, let 9”“’ = UCir,Cju’ x 
V<g,il,l x u”. Note that ILG”*~~ 1 = rid’ = w, 
4.6. The size of 9, 
It is proved as follows that the construct has condition (5). 
Lemma 4.5. ) Y, I 2 (dq~/b(p”)Z’(2q’ - 2)). 
Proof of Lemma 4.5. Recall that Yf!flar c Yy”);i”B E ,4”,_ 1 is found and Lemma 4.3 
shows that I Yf?“far ( 2 (b”“b, IYt_ 1 I)/b,_ 1 B ( 1 Y,_ Il/b,_ I). Plugging in b, = 
b(pn)C7 - f + *I for t 3 1 gives I 9’f!“f10rI 2 (IT?‘_ 1 I/b(pn)2r-n2). By condition (5), 
I CJ’_ 1 I > (d4,1~,,/b(pn)z~‘(24(1~11-2)). Therefore, I yf~;lT > (d4r,~,,/b(Pn)2T(2’f1-1)- 1)-n*). 
This set of views is expanded as the subproblems n:_ 1, . . . , IIf!:\ are refined one at 
a time. Suppose that Ypre is the set of views before one of the subproblem is refined 
and that I YpreI 2 (dq/b”). Lemma 4.4 gives that I Spba’ I = (I YP’“l/21n B) > dq/b”21nB 
and Lemma 2.2 gives that I YxpI 2 (dq+6-1/(ba21nB)d). 
The first step is to bound B for each such refinement. When the first subproblems is 
expanded, .Ypre is the set Ypsl!i’ar. Hence, B is such that I 9’Pre I = I Y;!!“f’arI = (d+l)/B). 
Hence, 21nB = 21n(b(Pn)2T(2q~t-1)- 1)-n* 
). Because b = 2(npT)‘, T 6 log n, and CJ < n/2, it 
follows that 21n B d b”. When refining the remaining subproblems nF_ 1, . . . , flqrrl f 1, 
B is larger. However, it is easy to see that for each refinement he bound 21nB < b” 
holds. 
Therefore, if I Ypre I 2 (dq/b”), then I Yba’ I 2 ( 19’pre I/b”) > (dq/b”+“) and I Ypexp I 2 
(,,+a- l/b[a+nl~. A pplying this for each of the qC,_l, subproblems proves that if the 
pre-expanded set 9f!!“par . IS no smaller than (dqct-ll/b”), then the expanded set 9, is no 
smaller than 
dqt dqt 
b[-CC” + n]6, + n]& ... + n]6,,,_,, a b’” + nq,r-,,I&& -.6,,,_,,’ 
It follows that 
dq’ dqf 
b[(pn)“(Z”‘-” - 1) - n2 + nq,_,,]6,62 ... b+,, ’ b(pn)‘r(2*lc-1, - I)&&...6,1,_1b ’ 
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By the two claims used in Lemma 2.3, this size is no smaller than (dqZ/b(pn)*‘(2q’ - 2)), 
meeting the bound for condition (5). 0 
4.7. Keeping functions varying during the expanding stage 
By Lemmas 4.2 ad 4.3, the addressing functions in 9Co..t, are b”‘b,-varying on the 
input domain 9’~!!“f’ar. In Section 4.4, 9~!!“pnr is expanded into 9,. For condition (6), we 
require that the addressing functions in Fro,,‘, be b,-varying on 9’. The difficulty is 
that the views in 9, are longer tuples of values than those in 9psi!flar E 9’_ i. Hence, 
for cYt, the addressing functions need to be considered as functions on a larger list of 
variables. The additional variables are seen by the processor at the end of time step t, 
but not at the end of time step t - 1. Hence, the functions in Ylo,.‘, will not actually 
depend on these extra variables. In fact, each function f will still be varying with 
respect to each of the variables in its fixed set X(f) and independent of the other 
variables. 
To be more precise, recall that at the end of time step t - 1, processor P sees the 
variables VcP, t _ 1j consisting of one variable from each of the subproblems 
II:_ 1, . . . , ZZ$ i; the views in 9’psi?‘f’or assign a value to each of these variables; it is on 
these values that the state of the processor, hence its addressing functions, depends. In 
Section 4.4, the subproblems ZI:_ 1, . . . , Ill?:; are refined one at a time. A view in the 
intermediate set Ypba’ c Yppre assigns a value to each of the current subproblems. Each 
of the addressing functions in 9r;Co,.r, is considered to be a function on one variable 
from each of these current subproblems. 
Lemma 4.6. If the addressing functions in FCo..tl are b’-varying on Ybn’, then they are 
still b’-varying on the expanded set Yexp. 
Proof of Lemma 4.6. Suppose that after some of the subproblems are refined, the 
current list of subproblems is n’, . ,IIq. Suppose as well that the subproblem ni is 
currently being refined into the smaller subproblems n’,‘, . . . , IZ’*‘. As this is done, 
Ybaf is expanded into the larger set of longer views Yexp. Consider any addressing 
function fe FIo,,‘,. Let f ba’ and fex~ be the same addressing function as f except 
considered as a function on the domains Yba’ and Yxp. The views in 9”’ assign 
a value to each of the subproblems n’ , . . . , ZIP and in this wayfb”* is a function on the 
variables { xj, , . . . , Xj,}, where xj, E n’ for each 1 E [l..q]. The views in Yexp assign 
a value to each of the subproblems n’, . . , II-‘, IIiql, . . , Ili3’, II’+‘, . . , II4 and in 
this way fexp is a function on the variables {xj,, . . . , Xj,_,, Z(i,l)r . . . , 
z~i,k_ l),xj,,zci.k+ I), . . . , z~i,8),xji+l, . . . ,xj,}, where k is such that xj, E ZPk c 17’ and 
Z(‘,k’) E ZIisk’ for the other k’ E [l..S]. Note thatfdoes not depend on the Z(i,k’) variables. 
Hence, for every value of the z variables, fbo’(xyj, , . . . , Xj,) =fexp (Xj, , . , xj,_ ,, 
z(i,l), ... ,Z(i,k-l),Xj+, z(i,k+l), ... ,z(i,b),xj,+,, ... 2 xjq). 
Let 1 E [l..q]. If xj,$X(f), then by the assumption of the lemma,fb” is constant on 
Yba’ with respect o xj,. It is not hard to see thatpP is then also constant on Yxp with 
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respect to xjr. AS well, z(i,~~#!E((f) and fbaf is independent of this variable. Finally, 
suppose that Xj, E X(f). By the assumption of the lemma,fb”’ is V-varying with respect 
to xj, on Ybal. Our goal is to prove that fexp IS F-varying with respect o Xj, on the 
expanded set Pxp. There are two cases, namely 1= i and 1 # i. Because the proofs of 
these two cases are similar, we will only prove the second case. 
As before, we use u’s to denote the values assigned to the repartitioned subproblems 
and u’s to denote the values assigned to the other subproblems. Specifically, let 
Uji denote the value of the expanded variable xii on which f depends and tithe values of 
Cz(i,l)3 ... 2 Z(i,k- l), z(i,k+ l), ... 9 zci,a,). Let Uj, denote the value of the variable xjl with 
respect to which fexp must be &-varying and ii the values of (Xj,, . . . ,xil_,, 
xj,+,, ... > xjfml> Xj,+,> ... 9 Xj,). Using this notation, we can decompose Ybal and .Ypexp 
as done before. 
Define v&a) = {uj, I<uj,, ujl, 2) E 9”‘). Then yba’ = Ujl,~(<ujg uj,, Q I uji E ~&,,,z>} 
and Yxp = U,,,~{(U~~, 3, Uj,, g) 1 Uj, E V<u,,,g) and i7~ (V<u,,,a))d- ‘}. Because Ybal was 
formed using Lemma 4.4, we know that I Y?~,,~,,~> I = d’ for each (Ujl, 3) and hence 
I Ybal I = Cuj,,a I+P?~~~,,~) I = rid’ and 1 YpexpI = Cuj ,if I Vcu,,,2> I 6 = n’d” = d’- ’ IY”“‘J. 
The next step of the proof is to prove that In~~~?~~ < d’s-lInd~~~:l+ where Znd$::‘i is 
the size of the largest subset of 9”” on whichfb”’ is independent of xj, and Indcc:fll is 
the size of the largest subset of Ypexp on whichpP is independent of xj,. 
Fix some subset of Ypexp on whichyP 
Indce:?l. Because f 
is independent of Xj, of the maximum size 
exp is independent of xj, on this subset, it is well defined to define the 
function Cexp(Uj,, 8 a) = fexp (Uji, 3, Uj,, G) to be the cell addressed on this subset. Recall 
that fbal(uji,Uj,, 2) =fexp(Uj,, iJ,uuj,, 2). Hence, we can define Cba’(Ujr, 9) = Cexp(uji, 8, Q. 
Consider the subset of Ybal on whichfb”’ accesses the cell specified by Cba’. fbpf is 
independent of xj, on this subset. Hence, the size of this set is no more than Znd$$. To 
prove Ind~e~f~~ d d”- ‘Ind~~$, what remains is to compare the sizes of these two 
subsets of views. 
= “Fd Il".it I uji E <u,,&~ andfb”‘(uj,, ujl, 2) = Cba’(uji, Q}l I v<u,,,~) I’-’ 
= d’*-l C l{UjiI (Uj,Uj,,u’) E Ybbnl andfb”‘(uji, Uj*, ii) = Cbnz(Uj,,G)} ( 
Uj,23 
= d’- ’ u { (uj, Ujl, ii) E 9 bol Ifbo’(uji, ujL, u’) = Cbal(Uji, il)} < d’- ‘Indc::‘,. 
Ujl,if 
We can now complete the proof. By the statement of the lemma,fbal is P-varying 
with respect o Xjl on Ybaz. Therefore, by definition, Znd$‘+l < (I ~Y”~‘(/br). If follows 
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that IndTS”:,“lg < d’&-l Ind$?l < d/d-l ( 1 9’ba’l/br) = ( 1 Ypexp 1 lb’). This proves that_?’ is 
b’-varying with respect o xj, on Ypexp. 0 
We now are able to obtain condition (6). 
Lemma 4.7. The addressing functions in Flo..t3 are b,-varying on the set Y’,. 
Proof of Lemma 4.7. By Lemma 4.2 and 4.3, the addressing functions in pSCo..t, are 
b”‘b,-varying on the input domain Yf!!“flnr. Consider a function f~ Yro..tl and a vari- 
able xj, E X(f). Suppose that before one of the subproblems II:_ 1, . . . , L’gt-j is refined, 
f is b”b’-varying with respect to .Xj, on Ypre. Hence, by definition, 
Ind$,:: d (1 LYpreI /b”b’). Lemma 4.4 found the balanced subset of views Ybai E Ypre 
such that (I Ypre I lb”) < 9”‘. It follows that Znd2:; d Ind$;: 6 ( ) Ypre I /b”b’) 6 
(IY’“‘I/b’) and thatfis b’-varying with respect o xj, on Ybal. Lemma 4.6 then proves 
that f is b’-varying with respect o xj, on Yexp. The conclusion is that the refining of 
one subproblem loses at most a factor of b” in the amount the functions vary. Hence, 
refining all qt subproblems loses at most a total factor of (b”)q’ < b”‘. The addressing 
functions in Flo..t, are b”‘b,-varying on the initial pre-expanded set Y’$?‘ffa*. Therefore, 
they are still h,-varying on the final expanded set Sq. 0 
4.8. The final sets of inputs 62; 
The above steps complete all the induction hypotheses for time step t: condition (1) 
by Lemma 4.1; conditions (2)-(4) by Lemma 2.1; condition (5) by Lemma 4.5; 
condition (6) by Lemma 4.6; and condition (7) by the way that r11..t3 was defined in 
Lemma 4.1. This is repeated until the final time step T. Condition (8) is given by 
condition (1). What remains is to form the sets of inputs 9; satisfying conditions 
(9)-(11). 
As was done in Section 2.6, the set of inputs is formed by refining the subproblems 
II;, . , IZF into the n singleton sets and expanding the final set of views .4pr to form 
the set of longer views. These longer views are in fact inputs, because they assign 
a value to each of the variables. However, as was done in Section 4.4, the subproblems 
are refined one at a time. Each time a subproblem nj, is refined, the set of views Ypre is 
restricted to a subset Yba’ and then this balanced set of views is expanded to form 
Yexp. Because of these balancing steps, the set of views\inputs obtained depends on 
the order in which the subproblems n$, . . . , I7p are refined. For each of the subprob- 
lems ni, let 9; be the set of inputs formed from ,4pT by refining the subproblems in an 
order in which & is refined last. 
By condition (l), the PRAM algorithm is (Expand(YT) - BadI, ,, Tl, T, rt,.,,,)-oblivi- 
ous. Because G$ c Expand(YT), it follows that the PRAM algorithm is (9; - 
BadI,...l, T,Tt,..,l)-oblivious. The calculations in Section 4.6 give that l&-l 3 
(d”/b(pn)2r2n). These give conditions (8) and (9). 
30 J. Edmonds / Theoretical Computer Science I72 (1997) l-41 
By condition (6), the addressing functions FtC,,.t, are &-varying on the domain ,4pT, 
where bT = b(Pn)L’-r+21 3 2”‘b. It follows by the same proof as in Lemma 4.7 that these 
functions are b-varying on the domain 9;, giving condition (10). 
Recall, 9; is the set of inputs formed when the subproblem I$ has been repar- 
titioned last. Hence, the sets 9&, associated with variables Xji E Z$ were balanced 
before this last repartitioning. It also follows that each nonempty Vc3rj has the same 
fixed size. This gives condition (11). 
This completes all of the induction hypotheses. 0 
5. Handling the unrelated pairs 
Lemma 5. Given the constructs for time T given in Lemma 4, there exists, for each 
subproblem Ilk, i E [ l..q,], an element distinct input @’ and there exists, for each pair of 
variables {x,, xs} contained in the subproblem IZ:, a non-element distinct input 
@!+, = *B = “, such that: @I, = xB = vi assigns the value vi to the variables x, and xg and is the 
same as @ on every other variable; the processors interact according to r[l..tl on the 
input @‘, and if @ia = XB = ui4Bad~;pL:~~)-covering, then the same is true on this input. 
Proof of Lemma 5. For each final subproblem &, i E [l..q,], consider the set of 
inputs 9; = U (3p’)G x (~~3j,~)di x u”, constructed in Lemma 4. Randomly, choose the 
input @’ uniformly from this set. Let d E [l..dld be the values assigned by @’ to the 
variables contained in Uj. c,,,i _ ,,nj, and let u” E [l..d]” be the values assigned to those 
in Uje [I + l..q,] fli. ‘tTii,ir, is the set of values v such that 3 x (V’&,,,,)ai x ti’ is a subset of 
the input domain 9;. Randomly choose the value vi from this set V&,). For each pair 
of variables {xb, xP} in the subproblem Zl k, let @., = XB = “, be the input that is identical 
to @‘, except for the variables x, and xp which have the value vi. Clearly, the inputs 
{ Pia = Xp = “, lx,, xg E II;} are all contained within the domain 9;. 
For each of the requirements of Lemma 5, a sub-lemma below proves that with 
small probability the inputs chosen do not meet the requirement. Summing these 
probabilities, we get that the total probability is strictly less than 1 that one of these 
bad properties occurs. Therefore, there exists a choice for @’ and Vi for which none of 
these things happen. Fix such a choice for each subproblem. 0 
Lemma 5.1. The probability when choosing the input @’ uniformally from 9; that it is 
not element distinct is very small. 
Proof of Lemma 5.1. The size 1 &.I >, (dn/b(pn)2T2n ) given in condition (9) is much 
larger than the number (l)d”- ’ of non-element distinct inputs when d 3 2*““‘“. 0 
Lemma 5.2. The probability is no more than (pT)*/b that @‘E Badll,.T1. Because 
b = 2(npT)* this probability is very small. 
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Proof of Lemma 5.2. Consider any read-write unrelated or covering pair fr and fw_ 
Because there are at most (pT)’ such read-write pairs, it is sufficient o prove that this 
pair accesses the same cell on no more that I@l/b of the inputs in 9;. Because 
X(f*) # %(&), there must exist some variable xk on which only one of the functions 
depends. Without loss of generality, assume thatf,, but notf,, depends on the variable 
xk. The cell accessed by fw is independent of xk. Therefore, the set of bad inputs on 
whichf, accesses the same cell asfw forms a subdomain of 9; on which the function 
f, is independent of xk. Becausef, is b-varying with respect o xk on the domain Sk, this 
subdomain is no larger than 19; I/b. 0 
Lemma 5.2 proved that the addressing functionsf, and& do not access the same cell 
on most inputs in 9;. The goal of the next lemma is to prove that the same is true for 
most non-element distinct inputs. More precisely, consider some pair of variables 
{x,, xs} E IT;. Lemma 5.3 proves that iff, andf, are not an {xb, xP}-covering pair, 
then they do not access the same cell on most inputs in 9; for which x, = x6. Note 
that this lemma might not be true if jr and fw are an {x,, xa}-covering pair, i.e. 
T(f,) - z(fJ = {xa> and z(fJ - z(fr) = {xp>. For example, iff, addresses memory 
with the value of x, using a l-l mapping andf, uses the same mapping except with the 
value of x0, then they access the same cell if and only if x, = xg. 
Lemma 5.3. If @’ and vi are chosen at random as described, then the probability is no 
more than (npT)‘/b that there exists a pair of variables x,, x6 E iIf\ such that the input 
@f, = X,j = v~ is contained in Ba~~~~~ v uV *&j E m, {x&g # ix,, xr) 
b = 2(npT)’ this probability is less than 4. 
Bad~;h$jxjcovering. Because 
Proof of Lemma 5.3. Consider any pair of variables x,, xg E Ill;. and any read-write 
unrelated or covering pair fr and fw which is not an {x,, xs}-covering pair. Because 
there are at most n2 variable pairs and (PT)~ read-write pairs, it is sufficient o prove 
thatf, andf, access the same cell on the input @$, = xB = t‘l, for no more than a t fraction 
of the choices for @’ and vi. 
The pairf, andf, are not similar (i.e. Z(J) - %(fJ = 0 and S?(fJ - X(fr) = 0) and 
are not {x,, xs}-covering pairs (i.e. !X(jJ - X(jJ = (xa} and X(J,,) - %(fi) = {x~}). 
Because x, and xg are contained in the same subproblem, it is neither the case that 
both x, and xg are contained in S”(J) nor both in !Z(&,). Therefore, there are two 
remaining cases. 
Case 1: There exists another variable xk (not the same variable as x, or xa) on which 
one, but not both, of the two functions depends (i.e. xk is contained in either 
X(J) - z(Xy) or in X(.k) - T(J)). 
Case 2: One of the functions fi or fw depends on one of the variables x, (or xg), 
however, the other function depends on neither of them. 
For case 1, assume without loss of generality that fi, but not J,,, depend on xk. As 
well,f, cannot depend on both x, and xg. Without loss of generality, assume that it 
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does not depend on xg. Iffy tries to mimicf, using the value of x, instead of xg so that 
they access the same cell if and only if x, = xg, then adjusting the value of xk will 
change the cell addressed byf, but not by&. Becausef, is b-varying with respect o xk, 
fr will manage to mimicf, on no more than a f fraction of the inputs. 
Case 1 will now be broken into two sub-cases depending on whether xk is contained 
in the subproblem n:. Besides differences in notation, cases 1.1 and 1.2 differ very 
little. However, to be formal they are both included. 
Case 1.1: xk E II;. Recall 2~ [l..@ denotes the values assigned by @’ to the 
variables contained in IJjE cl,,i _ I1 n$ and ii’ E [l..d]“’ denotes the values assigned to 
those in Ujeti + l..qrln& Let va, va, and vk denote the values assigned by @’ to the 
variables x,, xg, xk E ni, and finally let i; denote the values assigned to the remaining 
variables in FZf. The probability space that we are considering is a random choice for 
QD’ = (ii, v,, up, vk, 8, u”) E 9; and a random choice for Vi E ‘Y?&.). The size of this 
sample space is 
By condition (1 l), each non-empty Vc4iI.) has the same fixed size d’. Hence, this 
amount can be factored out, giving that the size of the sample space is d’ I@ 1. 
The set of bad (@‘, vi) samples for whichf, andf, access the same cell on the input 
4pia = X0 = VI is 
((3 Va, VP, Vky 83 3’) E aby Vi E ‘Y &,iZ’j 1 fi (2~ vi, vi, ok, 3, u”) =fw(& vi, vi, uk, 3~ d’)}. 
We will transform this set into a subdomain of 9; on which the function fi is 
independent of the value rk of the variable xk. Two difficult changes are required to 
complete the transformation: the input to which f, and J,, are applied must be 
transformed from a non-element distinct input to a general input from a&, and 
because n + 1 different values are being considered, a d must be factored out. 
Becausef, does not depend on xg, it follows thatf, will access the same cell whether 
xg is set to have the same value vi which x, is set to or to a different value up. More 
precisely&(& vi, vi, vk, 3, 9’) =fi (zi, vi, vP, vk, I;, 3). We cannot do the same trick forJ,,, 
because it might depend on xB. However, we do not really need to consider the 
function fw itself. Instead, define c’ to be a function such that, for every value 
VP E [l..d]y C(G> Vi, Up, Vk, $2 u”) =fw ( ii, Vi, Vi, Vk, 8, ii’). Note that even iffw depends on 
the value of xP, the function C’ does not. This can be carried a step further by noting 
that C’ is independent of the value uk of xk because fw is. Therefore, define C to be such 
that, for every value rk E [l..d], C(J Vi, up, ii, u”) = C’(a, Vi, up, Vk, 5, ii’). This gives that 
the number of bad (@, vi) samples is 
1 ((% Va, VP, Vk, G, 2’) E 9 $, Vi E ‘TfT{~,~) 1 fr(& Vi, Vb, Vky 8, 8’) = C(ri, Ui, VP, 8, 8’)> 1. 
It remains to remove the extra factor of d. It is interesting that the value a, is factored 
out, instead of the vi as might have been expected. 
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fp(Jy vi, VP, vk, 33 a’) = C(u’, L’i, VP, 8, 8’)) 1. 
= d’ I(@, vi, VP, vk, i;, u”) E @T jfi (ii, v;, vfi, vk, 8, u”) = c(d, Vi, VP, 8, g’)> 1. 
This last set is a subdomain of $3; on which the functionf, is independent of the value 
Vk Of the variable xk. Becausef, iS h-Varying with respect t0 xk, it fOllOWS that this 
subdomain is no larger than 1$.1/b. We can conclude that the number of such bad 
(@‘, Vi) samples is no more that &(I 9; I/b), which is no more than a $ fraction of the 
sample space. 
Case 1.2: &$h$. Without loss of generality, assume that xk E lJjECl+ l,,qT1n+ and 
let uk denote the value assigned by Qi’ to xk and let 2” E [l..d]“- ’ denote the values 
assigned to the remaining variables in IJ, E ti + ,. 4TI $ Using this notation, the size of 
this sample space is 
( { (z, DE, ufl, 82 uk, 2”) E 9;~ vi E ?f& z’>) = d’ / 9; 1. 
The size of the set of bad (@, Vi) samples for whichf, andf, access the same cell on the 
input ajim = sp = “, is 
This completes case 1. The proof of case 2 is very similar. Because neither function 
depends on xg, its value can be adjusted to either be equal to x, or not. 0 
6. The element distinctness graph 
What remains is to determine for which pairs of variables {x,, xp} the processors 
can differentiate between @’ and @~,=Xg=~, by knowing how the {x,, x6}-covering 
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pairs interact. This is done by considering the “element distinctness” graph G on 
vertex set {xi, . . . ,x,) and by covering the edge {x,, xp> if the corresponding inputs 
can be differentiated. Lemma 6 uses graph theoretic constructs to characterize those 
edges covered. 
For technical reasons, it is important that the number of subproblems is bounded, 
say qT d no.‘. Unfortunately, with only a bound on the entropy of ZIr at our disposal, 
it is possible that nr has O(n) subproblems. On the other hand, the bound on the 
entropy allows us to throw away all but no.’ of the subproblems ZIi, . . . ,nF (along 
with the variables they contain) without losing more than half the variables. 
Lemma 6.1. There is a subset of at most no.’ of the subproblems II:, . . . ,I$ whose 
union contains at least half of the variables. 
Proof of Lemma 6.1. By condition (4), entropy H(flT) is at most O(log(p logp/n) T). 
The algorithm runs for at most T E o(g (log n/log (i log n) time steps and p > n. Hence 
H(U,) Q 0.04 log n. 
Sort the subproblems ni, . . . , l7P in descending order according to their sizes, i.e. 
so that Ini, > ln$+r 1. Let q = no.‘“. Suppose by way of contradiction that the first 
q subproblems contained fewer than half the variables. It would follow that if x is 
a random variable chosen uniformly from {x1, . . . , x,} then xi, 4 Pr [x E nk] 3 3. We 
also have for i > q that Pr [Ix E ni,] < Pr [x E @-I. From these we get that 
0.04logn 3 H(nr) Z ,&>q Pr [x E fli] log,& 3 Ci>q PrCx E ni,] log,& 
3 f log, &ii$ giving that Pr [x E@-] z &. The earlier q subproblems in 
the ordering are at least as large. Hence, Pr [x E UiG,n”,] > $4 > 1, which is 
impossible. 0 
For the rest of the paper, let n’r = (Zli, . . . , II”,) be the q < no.’ subproblems given 
in the above lemma and let V’ = {xi, . . . ,xn,> be the n’ 2 +n variables contained 
within them. 
Tuples and systems of tuples are defined in [12] to cover the edges {x,, xp} of the 
element distinctness graph for which the PRAM has learned that x, # xg. A tuple is 
a sequence of variables (xj,, . . . ,xj,), one for each subproblem (ZI;, . . . ,ZI”,> (i.e. 
a vantage point except of length q instead of length qT). Unlike in [12], in the present 
paper, the PRAM may have gained partial information about whether x, = x,. 
Therefore, the concept of a tuple needs to be extended. A labeled tuple is the same as 
before, except now each variable is labeled with a memory cell c E R. For each 
addressing functionfe 9-C1..TI, the adversary forms the labeled tuple Yf as follows. Let 
V = (xjl, . . . , xj,) be the vantage point of the processor using f: For each i E [l..q], 
let @+, = u, be the same input as @’ except that xi, = Vi. Define ci to be the cellf(@i,, = J 
addressed by f on this input. The labelled tuple associated with the addressing 
function f is Yf = ((Xj,, Cl), (Xj*,Cz), . . . , (Xj,, C,)). 
The edges of the element distinctness graph are covered by pairs of labeled tuples. 
We say that the pair of labeled tuples (YJr, YJw) covers the edge {x,, xs} of G if there 
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exists a coordinate i E [ l..q] such that the variable in the ith coordinate of F,r is x, and 
of FJ, is xp and for each of the other coordinates the variable FJr and in FJ, are the 
same. In addition, the label of x, in Ffr must be the same as the label of xg in FJw. 
For example, fir = ((x1, ca), (x2, ~4, (x,, 4(x4, 4) and FJ,_ = ((xi, 4, (.x2, 4, 
(xp,c), (x4,c8)) cover that edge {x,, xs}. 
Lemma 6.2. Suppose that f, and fW form a {x,, xs}-covering pair of addressing functions. 
If these functions access the same cell c on the input @t = xB = L’,, then the pair of labeled 
tuples (Fj, Ff,) covers the edge {x,, xs}. 
Proof of Lemma 6.2. Because 9?(J) - !X(f,J = {xb} and X(fW) - X(J) = {x~}, the 
variables in the two labeled tuples will be the same, except for x, and xg. Because there 
two variables are in the same subproblem, the order of the variables in the two tuples 
will be the same. In addition, because x,&X(J), fr (@t = ,,) =fi (CD:=  xB = J = c. Sim- 
ilarly, fW (@, .= ,,) = fW(@L, = xp = J = c. Therefore, the labeled of x, in FfF and of xB in 
F fw are both the same cell c. 0 
The most obvious way to proceed is to cover the edge {xn, xs} of the element 
distinctness graph G if there exist addressing functionsf, E F[$., andf, E .F$;, such 
that the associated pair of labeled tuples (FJ7, Ff,) covers the edge. The problem with 
this technique, however, is that if this were done, every edge of G could be covered in 
one time step on both the PRIORITY and on the COMMON model. This is in fact 
the essence of the constant ime PRIORITY algorithm. The solution, as stated before, 
is that the adversary does allow the (x,, x0}-covering pairs of addressing functions to 
access the same cell as long as she can ensure that they do not interact. 
A labeled tuple system (&, 3?) is a pair of sets of labeled tuples. It is important for the 
graph theoretic result that the sets d and 9 are disjoint. The system is said to cover 
the edge {x,, xa} if there exist labeled tuples Fd E & and F9 E 9 such that the pair 
(F_+ &.) covers the edge. The adversary forms a labeled tuple system for each time 
step t, E [l..T]. Let ~4t~~..~, = {F,.,. I fr E F~~W~frI} and $, = {F-,, 1 fW E 9rre}. Note 
that Ci ( di 1 < pT2 and xi 1 Bi 1 < pT. The sets -c4ttw..rl and &&, might not be disjoint. 
Therefore, the t,th labeled tuple system is defined to be (dLr,..=, - &, J?&_ ). We are 
now ready to prove the main lemma of this section. 
{x,,xg)-covermg Lemma 6. Zf @pi, = XB = “, E BadC1..TI then the collection of labeled tuple systems 
{(J&J - %, > Bt,) I L E Cl..U} covers the edge {x,,x~}. Note as well that 
xi I di I 6 pT 2 and xi I Bi I 6 pT and that the tuples have length g. 
Proof of Lemma 6. Suppose that @ia = xB = “, E Bad~~$ir)-coveri”g. Then, by definition, 
there exist addressing functions f, E 9$“f’&, and f, E .$F”t”;tA such that: Type (fi, fW) = 
{x,, xs}-covering and fW E r;F, tI (@i, = ,.. = uI, fi). In addition, there are no write func- 
tions in r;:g,ll ( @t, = xo =vI, fi) that are similar to fP Recall that rF:B.tl (@i, = ~~= “,, f*) 
contains the set of write functions from which fr reads on this input. 
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Becausef, reads fromf, on input @i, = XB = Vi, they must access the same cell on this 
input. Therefore, by Lemma 6.2, the pair of tuples (Yf,.-, YfW ) covers the edge {x,, x0}. 
In addition, Ffr E dEtW,,rl and F,,_ E %,,,, for some time step t,. Therefore, to show 
that the edge {x,, xp} is covered by the tuple system (dCtW,,T, - gt,, 91Jf,), it is 
sufficient to show that Yf,$g’t,. 
Suppose by contradiction that YJr E gf,. Then, by definition of 3$,+, there exists 
a write addressing functionf,, E Frre used during time step t, which contributes the 
labeled tuple Yfp. Because fi and fhit contribute the same labeled tuple, they must 
depend on the same set of variables, i.e. X(h) = X(fhit), and hence must be similar. In 
addition, both functions give the same label to x,, so they must access the same cell on 
the input @pt = “,, and therefore on @i, = X0 = VZ. It follows that fw and fhit write to the 
same cell during time step t,. To conclude, if fw is contained in rfp,tl (@t = xB = “;, f,), 
then so is fhip This contradicts the fact that there are no write functions in 
r;:~.,(@~,=X,=,i,fi) that are similar tof,. 0 
7. Graph theory 
Lemma 7. There exists a pair of variables {xb, x,& such that: x, and xD are contained in 
the same subproblem Ilk for some i E [l..q]; the edge {x,, xa} is not covered by the 
collection of labeled tuple systems {(J&‘~~~.,~, - .9&, , S?,,) 1 t, E Cl.. T]}; and neither 
variables are seen by processor PI, i.e. xd, x~&V’~~,,~). 
Another combinatorial object is required. A semi-partition Zl = (7~~) . . . , T-C,) of a set 
I/’ = {Xl, . . . ,x,,,} is a set of disjoint subsets of V’. Boppana thinks of it as a partial 
function from I” to [l..r]. The semi-partition covers the edge {x,, xa> if x, and xg are 
contained in different subsets rcl, . . . , TC,. Note that this forms a complete multipartite 
graph. The size of n is 1 L’ ( = xi 1 Xi 1. The entropy of n is defined as follows. Uniformly 
at random choose a variable x from Ui. ci,,,lZi. The entropy H(ZI) = ,&EC1..T1 - 
Pr[x E Zi] log, Pr[x E ni] = - Ci,C1,.r,(Inil/lnl)logz (Inil/lZIl) is the expected 
number of bits to specify which of the sets ni that x is contained in. The cost of ZI is 
defined in the same way except that x is randomly chosen from I”, giving cost(U) = 
(I ZIi’l/l V’I)I-Z(ZI). The size of a collection of semi-partitions i  the sum of the individual 
sizes and the cost of the collection is the sum of the individual costs. A useful result due 
to Fredman and Komlos [9] says that if a collection of semi-partitions covers the 
complete graph on n’ vertices then the cost of the collection is at least log,n’. (For 
another proof, see Korner (1986).) 
Below we define four collections of semi-partitions, n,, ZI,, nCA,B>, and nE, that are 
designed to cover all of the edges that are unacceptable as solutions to Lemma 7. 
Lemma 7 is then proved by contradiction. If there is no edge meeting the requirements 
of Lemma 7, then there are no edges left uncovered by these four collections of semi- 
partitions. It would follow that the sum of the costs of these collections is at least log,n’ 
( 2 (logzn) + 1). It is sufficient hen to show that if the cost of ZI,, IIY, or nCA,B> is at least 
O.llog, n or if the cost of flE is at least 0.71og, n, then T E Q(l,(logn/log(i)logn)). 
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Note that the subproblems (ni, . . . , II”,) themselves form a semi-partition. This is 
denoted by ZI,. If { xd, xs} is not covered by this semi-partition then x, and xg are 
contained in the same subproblem &. I Il,l = ) V’l. Therefore, cost@‘,) = H(n,), 
which by condition (4) is at most Q(log(p logp/n))t. Hence, if H(n,) is at least 
0.1 log, n, then T is as required, for p 3 n. 
The collection of semi-partitions, n y, is defined to cover any edge for which 
processor P1 sees at least one of the variables. The single semi-partition (Vcp,,t), 
I” - Vcp,,t)) covers all the edges for which processor Pi sees exactly one of the 
variables. The entropy of any random variable that takes on only two values is at 
most 1. Hence, the cost of this semi-partition is at most 1. Covering the clique 
V (pl,t) covers those edges for which processor PI sees both of the variables. Because 
the number of variables 9’<p,t> = ^ t;p,t_ i) uV~~,,~.> at most doubles each time step, 
I ^ y&,t> I d 2T. Th e result by Fredman and Komlos is tight so there is a collection of 
semi-partitions with cost log,(2T) 6 O.llog, n that covers the clique. 
When remains is forming two collection of semi-partitions, II,,,, and flE, 
that cover the edges covered by the collection of labelled tuple systems 
Lemma 7.1. Given a collection of labeled tuple systems Y = {(~, S?i) 1 i E [i..v]} with 
tuples of length at most q, there exists a collection of semi-partitions 
Il,,,,, = {(A, Bi) ( i E [l..r’]} that covers all the edges covered by Y except for the 
edges in a set E of size q&log (IFI) IY_I + ( [.T_~‘/J%). Furthermore, 
Ci I Ai I 6 xi I cdi 1 and Ii (Bi I d xi I L2Ii I. 
As q becomes larger, this bound becomes weaker. It is conjectured that the bound 
remains the same regardless of the length of the tuples. 
The proof of this lemma is taken from [12]. In that setting the tuples are not 
labelled. However, the fact that the tuples are labeled does not affect the proof at all. 
Proof of Lemma 7.1. Initially, let U(A,B) and E be empty. Each labeled tuple system 
(&i, 98;) E Y will add a number of semi-partitions to II,, B) and a number of edges to 
E. A pair of labeled tuples is said to be a covering pair if they cover an edge. We say 
that (&i, pi) is sparse if it contains at most ( I di I I@i I/,,/%) covering pairs. If it is not 
sparse, then there exists some tuple z E &i, which forms a covering pair with at least 
Iwil/Jt P1 n u es in JJ!Ji. Since r is a tuple of length at most q, there is some coordinate 
p such that at least I C3i l/‘qJ t n u pl es in Wi differ from t only in position p and have the 
same label on this coordinate. Let ~2: be the subset (including r) of di with this 
property and 69; be the subset of ai. Let A be the set of vertices occurring at position 
p in the tuples of &4; and similarly B of 93:. The labels of these vertices are all same and 
hence can be removed. Therefore, (A, B) is a semi-partition which covers the same 
edges as the labeled tuple system (&i, 93;). 
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We remove ~2; from &i and 99; from ai. We have not accounted for edges covered 
by pairs of tuples between d; and gi - 99: or between %!& and pi - J& But any tuple 
in ai - 9?‘; covers at most one edge with tuples in JxZ;, for it can differ from a tuple in 
JZJ’~ only in a coordinate p’ # p and tuples in &: have the same variable in position p’ 
and different variables in position p. Similarly, any tuple in di - d: covers at most 
one edge with tuples in z&. Thus we have neglected at most 1 dil + ) Wi ) edges. These 
are added to E. 
If (&i, C8i) is not yet sparse, we repeat the process. Each time, we shrink gi by at 
least a factor of p = 1 - (l/q&). In at most log,,p( I~il) iterations, (&i,gi) becomes 
sparse (note that an empty tuple system is sparse). The total number of pairs we have 
added to E is logl/,(jail)((di( + Igil) < ~&log(l9il)((dil + 1WiI). When 
(d, 9?i) becomes parse, we simply add to E the edges covered by this system. This 
adds at most (I di I IS?i 1)/J n more edges. When this process is completed, it is clear 
thatCilAi1 < &ldiI and CilBil < Cilgil. Furthermore, /El d Ci[q&lOg(lgil)(ldil 
+ Igil) + UdilIgiI)l&l G 4&10g(IFlI)lFl + Is12/J;;. q 
The next step is to form a collection of semi-partitions ZIE that cover the edges in E. 
Boppana, Lemma 3.4 [Z], proves that every graph with II vertices and I E 1 edges has 
a coloring with entropy of at most log, (( y + 1)e). The semi-partition ZIE is formed by 
putting together vertices with the same color. The edges of E are guarenteed to be 
covered by ZZE, because they are bi-chromatic. By Lemma 6, xi I di( ,< pT* and 
Cil~il ~ PT. Th ere ore, f lY_I = CildiI + Igil < 2pT*. If p 2 nlogn, then the lower 
bound in Theorem 2 becomes a(1). Therefore, assume p < nlogn. If T > logn, then 
Theorem 2 follows. Therefore, assume that F < log n. By Lemma 6.1, the tuples have 
length 4 <no.‘. Therefore, by Lemma 7.1, IEl < q&log(lYl)lYl + 19-l”/& 
< n1.6s. The cost of n, is equal to its entropy, which is less than 
1ig2((F + 1)e) < 0.7logn. 
What remains is to bound the cost of the collection of semi-partitions flCA, B). Ragde 
et al. [12], Boppana [2], and I have different ways of doing this. Ragde et al. use the 
fact that Ci I Ai I + I Bi I < 2pT * and that H( (Ai, Bi)) 6 1 to conclude that 
COST(IZ,,,,) = 7 
I <AiT Bi) I 
I T/, I H(<Ai, &)) G n 2pT2 (1). 
This gives the weaker result of T E CJ (ds). Boppana uses a semi-partition with 
T parts and of size 2pT. The cost of this is at most (2pT/n)(log T ), which gives the 
required T. My method uses that fact that the semi-partitions are unbalanced, namely 
that the set Ai are bigger than the sets Bi. Generally this is the case since Lemma 
6 gives that Ci I Ai I < pT* and xi I Bi I < pT. I will show that unbalanced semi-parti- 
tions are not able to cover edges effectively. 
As a first step of this proof, consider the situation in which I Ai ( = T ( Bi 1, for each i. 
Given this situation, the entropy is easy to compute. 
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IAil H(<Ai,Bi)) = - IAiI + lBiI log&&l) - ,&log~ (lAi/$() 
= -&lo& (&)&log, (&), 
Note that - log,(&) < +. Therefore, 
log2U + 1) d 2lw,(T) 
T+l T ’ 
It follows that 
c~wk4d = 7 
l<AiBi)I 
, J,7’, .,,Ai,B,,,(~)(,~)=,~TlOg,T. 
Therefore, if cost (II,,,,) is more than 0.1 log, n, then T E C? (i(logn/log(flog n))). 
This bounds cost(IZ(, BJ under the assumption that 1 Ai ) = T 1 Bi 1, for each i. The 
next lemma proves that cost(ZI<,,,) is maximized when this assumption is true. 
Lemma7.2. C=Ci(lAil + IBJ)/IV’I(H((AipBi))) is maximized when the semi-parti- 
tions are as balanced as possible, i.e. 1 Ai 1 = T 1 Bi 1, for each i. 
Proof of Lemma 7.2. For each i E [l..r’], let ci = 1 Ail + 1 BiI, Cli = 1 Ail/ci, and 
1 - Cli = 1 Bil/‘ci. The following notation will be helpful. Let h(x) = xlog,(x) + 
(1 - x)log,(l - x). Substituting these into the equation gives 
C = - T z [ailog, (ai) + (1 - Zi) lOg,(l - Gli)] = - T z(h(ai). 
The claim is that this is maximized when all the Gli have the same value. Suppose that 
C is maximized with the values cxl, . . , GI: and suppose, by way of contradiction, that 
there are indexes j, k E [l..r’] for which C(j # ak. Keep everything fixed except for “j 
and c(k. This gives 
c= -h(Uj) + -Ckh(a,) + 1 -Cih(ai) 
n n i${j,k} n 
and 
dC -= 
3h’(&!j)+-CXh.(z3z+0. 
daj n n 1 
Since Ci 1 Ai 1 = pT2 and ciC(i = 1 Ai 1, we can conclude that 
I&I Q-z pT2 - cjuj - &(j,k)cicri 
ck ck 
and that dak/daj = - Cj/Ck. Therefore, setting dC/dMj to zero gives 
- h’(aj) + hl(&) = 0. Because h’(x) = log,(x) - log2(l - x), it follows that 
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log,(aj) - log,(l - c(j) = log,(ak) - log,(l - Q). This gives log,(aj - ajuk) = 
log,(crk - cljcl,J and cri - CljClk = & - gjgk. We can conclude that C is maximized when 
aj= @k. 0 
We can conclude that the costs of the four collections of semi-partitions IIn, 
fly, llcA, B), and UE are less than either 0.1 log, n or 0.710gZ n. Therefore, these semi- 
partitions cannot cover all the edges of the element distinctness graph G. Hence, an 
edge exists meeting the requirements of Lemma 7. 0 
As proved in Section 3.4, Lemmas 4, 5, 6, and 7 together prove Theorem 2. Let 
{xX, xa} be an edge with the properties stated in Lemma 7. From Lemmas 5 and 6, it 
follows that all the addressing functions interact as revealed by the adversary on the 
inputs @’ and @I, = xB = ui. Hence, by Claim 2, the state of P1, for these two inputs, at the 
end of step T depends only on the fixed set of inputs variables 9’cp,,tj seen by him. 
P1 does not see x, or xg and therefore cannot distinguish between the inputs @’ and 
@i, =xp= “,, which differ only on these variables. Therefore, on these inputs, P1 is 
unable to determine whether or not the input is element distinct. 0 
8. Open problems 
Finding lower bounds for Element Distinctness when defined on even smaller 
domains is still open. For example, nothing is known as to when the variables take on 
values up to n2. It is also open whether PRIORITY and COMMON can be separated 
when the number of memory cells is bounded. 
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