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(f) La crítica y defensa intelectual de soluciones.
Integrar conocimientos, enfrentarse a la complejidad y formular juicios con
información limitada. 
A estas competencias establecidas desde el marco estatal, se suman las propias del
programa de doctorado de la Universidad de Burgos en el que se inscribe la presente
memoria, “Doctorado en Ciencias Jurídicas, Económicas y Sociales”. Asimismo, el
tema de estudio se encuadra en la línea de investigación “16. Métodos cuantitativos
estadísticos y de toma de decisiones aplicados a las ciencias sociales” de las
definidas en la memoria del programa de doctorado, en tanto en cuanto se analizan
algunos sistemas de colas como procesos estocásticos, en el ámbito general de la
“Estadística e Investigación Operativa”.
INTRODUCCIÓN
La presentación y defensa de la presente memoria se hace dentro del marco legal
establecido por el Real Decreto 99/2011, de 28 de enero, por el que se regulan las
enseñanzas oficiales de doctorado, que ya en su prólogo establece el papel
fundamental que debe jugar el doctorado como intersección entre el Espacio
Europeo de Educación Superior (EEES) y el Espacio Europeo de Investigación
(EEI), como pilares básicos de una sociedad basada en el conocimiento.
Es el resultado de muchas horas de dedicación a la investigación durante las cuales
se han desarrollado las competencias básicas que ese RD establece en su artículo 5,
punto 1. y que se transcriben a  continuación:
Trabajar tanto en equipo como de manera autónoma en un contexto
internacional o multidisciplinar. 
Comprensión sistemática de un campo de estudio y dominio de las
habilidades y métodos de investigación relacionados con dicho campo. 
Capacidad de concebir, diseñar o crear, poner en práctica y adoptar un
proceso sustancial de investigación o creación. 
Capacidad para contribuir a la ampliación de las fronteras del conocimiento a
través de una investigación original.
Capacidad de realizar un análisis crítico y de evaluación y síntesis de ideas
nuevas y complejas. 
Capacidad de comunicación con la comunidad académica y científica y con
la sociedad en general acerca de sus ámbitos de conocimiento en los modos e
idiomas de uso habitual en su comunidad científica internacional. 
Capacidad de fomentar, en contextos académicos y profesionales, el avance
científico, tecnológico, social, artístico o cultural dentro de una sociedad
basada en el conocimiento. 
También las capacidades y destrezas personales para las actividades que se
relacionan en el punto 2. de ese mismo artículo: 
Desenvolverse en contextos en los que hay poca información específica. 
Encontrar las preguntas claves que hay que responder para resolver un
problema complejo. 
Diseñar, crear, desarrollar y emprender proyectos novedosos e innovadores
en su ámbito de conocimiento. 
1
Introducción
Los sistema de colas se vienen estudiando desde inicios del siglo XX. Suele
formarse una cola ante una instalación que proporciona determinado servicio. La
teoría de colas pretende estudiar las fluctuaciones que se producen en estas
situaciones: el número de clientes, el tiempo que debe esperar cada uno antes de ser
atendido, la duración del tiempo de servicio...
Los términos cliente , servicio y servidor se utilizan de modo genérico.
Ciertamente, puede tratarse de personas que llegan a una tienda y son atendidas por
un vendedor. Pero también puede tratarse de llamadas telefónicas que se reciben en
una centralita (de hecho ésta es precisamente la cuestión que inició la teoría de
colas, como veremos enseguida), mercancías que esperan ser embarcadas, máquinas
que necesitan una reparación, trabajos enviados a una impresora ... 
Los estudios que se han ido desarrollando comprenden la modelización de los
procesos de llegada de clientes y de la atención que reciben, la estimación de los
parámetros que rigen estos procesos y el análisis probabilístico del estado del
sistema.
Se aplican diversos métodos matemáticos, probabilísticos y numéricos para el
análisis de modelos específicos basados en situaciones reales. También, a medida
que se han planteado nuevas de estas situaciones, se han ido diseñando y
resolviendo nuevos modelos teóricos que pudieran describirlas.
En los capítulos 1 a 3, se estudian, desde el punto de vista probabilístico, algunos
modelos de colas en masa en tiempo discreto, se describe también la simulación de
estos sistemas y la comparación de los resultados obtenidos en el análisis
probabilístico con los observados en las simulaciones. Tanto para las simulaciones
como para los cálculos de las distribuciones se ha empleado MAPLE (Maplesoft;
Waterloo Maple Inc.).
Tras las conclusiones se incluyen dos apéndices donde se detallan aspectos
relacionados con la construcción de las matrices de transición del modelo del
capítulo 2 y las modificaciones necesarias para el cumplimiento de las hipótesis del
teorema de Rouché en el capítulo 3. La memoria finaliza con una relación de la
bibliografía citada.
1  Procesos estocásticos y teoría de colas 
En este epígrafe se exponen de manera sucinta las definiciones y resultados básicos
que se pueden encontrar desarrollados en cualquiera de los textos generales sobre
esta materia, por ejemplo [69], [30], [72], [74], [97], [105] y [118]. El libro de Feller
[39] tiene tres capítulos específicamente dedicados a cadenas y procesos de Markov.
Hunter [61] se ocupa de variables aleatoria discretas y teoría de matrices aplicada al
análisis de cadenas de Markov. Neuts [104] se centra en un enfoque matricial para
el estudio de un sistema de espera a través de la cadena de Markov subyacente.
Stewart [125] trata los fundamentos matemáticos de la teoría de la probabilidad,
cadenas de Markov y colas; además, los capítulos finales están específicamente
dedicados a la simulación.
A lo largo de este trabajo, tras una breve reseña histórica y la obligada definición de
la notación, se detallan los objetivos de este trabajo y se comienza con una revisión
del estado actual del tema.
2
Procesos estocásticos  y cadenas de Markov
Llamamos  cadena  a un proceso con conjunto de estados  E discreto.  En este caso,
Muchos sistemas que varían de manera aleatoria con el tiempo se pueden expresar
de la siguiente manera:
Sea X una variable aleatoria adecuada para indicar el estado del sistema, y
consideremos un parámetro t que toma valores en un conjunto T –un intervalo de
R   que abarque todo el lapso de evolución del sistema.
Además, también podemos aplicar esta distinción al conjunto de estados del sistema
–es decir, el conjunto de valores que la variable X puede tomar–, de modo que
podemos tener procesos con conjunto de estados discreto o continuo.
Los procesos estocásticos son adecuados para el estudio de las colas. Por ejemplo, si
indicamos por Q (t ) el número de clientes presentes en el sistema en el momento t , 
{Q (t )} es un proceso estocástico en tiempo continuo con conjunto de estados
discreto. O podemos indicar por W n el tiempo que el n -ésimo cliente en llegar
debe esperar hasta que le atiendan; entonces {W n } se puede considerar un proceso
en tiempo discreto con conjunto de estados continuo.
2  Cadenas de Markov
Conceptos básicos
los estados se pueden numerar y podemos considerar  E  N (o tal vez  Z).
Una cadena puede ser, claro, en tiempo discreto o en tiempo continuo.
Entonces, si llamamos  X (t ) al estado del sistema en el momento  t  , el conjunto
{ X (t ) ,  t   T  }
describe el desarrollo del sistema a lo largo de todo el intervalo.
Esto es precisamente un proceso estocástico . Tal como está descrito, el conjunto
T es un conjunto no numerable, y un proceso así es un proceso en tiempo continuo . 
Pero podría darse el caso de que un sistema solo pudiera cambiar de estado a
intervalos regulares (o que por algún motivo fuera conveniente considerarlo así);
entonces t debería tomar valores en un conjunto finito o a lo sumo numerable. Se
trataría de un  proceso en tiempo discreto , y lo denotaríamos por
{ X t , t = 0, 1, 2, ... }
Sea { X t , t = 0, 1, 2, ... } una cadena en tiempo discreto. Diremos que es una
cadena de Markov   cuando
Se llaman  probabilidades de transición   las probabilidades condicionadas
Una cadena de Markov es homogénea en el tiempo cuando p n m (t ) no depende de
t ; en este caso, se expresa simplemente por  p n m  .
1 1 2 2 0 0 1 1P( | , , , ) P( | )           t t t t t t t t t tX x X x X x X x X x X x
1( ) P( | )  n m t tp t X m X n
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Puesto que 
;
será
que es también una matriz estocástica.
Definimos, además, como la probabilidad de que la  primera   llegada al estado
m   desde el estado  n   tenga lugar en  k   pasos. Entonces,
Por tanto, F n m  ≤ 1. Cuando sea  F n m  = 1,  será una distribución de proba-
bilidades, a la que llamaremos  distribución del primer paso por el estado  m .
El máximo común divisor d de todos los k tales que se llama
periodo   del estado  n ; si  d  > 1, el estado  n   es  periódico  de periodo  d .
Si para el estado  n   el periodo es 1, diremos que el estado  n   es  aperiódico .
es la probabilidad de que el sistema, partiendo del estado n , llegue alguna vez al
estado  m .
Si F n n = 1, diremos que el estado n es persistente ; en caso contrario, n es 
transitorio .
Para un estado n persistente, llamaremos tiempo medio de retorno a la esperanza
de la distribución
Llamaremos  probabilidades de transición en  k  pasos  a las probabilidades
Vamos a definir, además
Clasificación de estados
Sea { X t , t = 0, 1, 2, ... } una cadena de Markov homogénea en tiempo discreto,
con conjunto de estados  E .
Un subconjunto C de E es cerrado cuando desde los estados de C sólo se
puede llegar a otros estados de C . Una cadena de Markov es irreducible si su
único subconjunto cerrado es precisamente  E .
Consideremos un estado  n   tal que para algún  k ≥ 1:  
Para una cadena de Markov homogénea con conjunto de estados E , definimos la
matriz de transición   como                                     .
De una matriz como esta, de términos no negativos y cuyas filas suman 1, decimos
que es una  matriz estocástica .
Para toda matriz estocástica M existe una cadena de Markov homogénea cuya
matriz de transición es precisamente M .
 ; ,n mP p n m E 
 ( ) ; ,  k kn mp n m E P
( ) P( | )  
k
n m t k tp X m X n
( ) ( 1)

 
k k
n m n r r m
r E
p p p(2)

 n m n r r m
r E
p p p
(0) 1 si0 si  n m n mp n m
( ) 0       kn np 
( ) 0kn np 
( ) kn m n m
k
F f
( )k
n mf
 ( )kn m kf
 ( ) .kn n  kf
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(con ).
Se dice que la cadena es  ergódica   cuando para todo estado  m  los límites
existen, no dependen de  n   y constituyen una distribución de probabilidades.
Enunciamos ahora sin demostrar dos resultados importantes:
1.
y no dependen de  n . Además:
• Si todos los estados son transitorios o persistentes nulos:
• Si todos los estados son persistentes no nulos, entonces los límites
2.
luego la cadena es ergódica.
Si una cadena de Markov es irreducible, o bien todos sus estados son transitorios, o
bien son todos persistentes nulos, o bien son todos persistentes no nulos. Además,
en caso de periodicidad, todos los estados tienen el mismo periodo.
Equilibrio y ergodicidad 
Sean  P  una matriz estocástica y             una distribución de probabilidades.
Diremos que               es una  distribución estacionaria   para  P  cuando
Ahora, consideremos { X t , t = 0, 1, 2, ... } una cadena de Markov homogénea en
tiempo discreto, con conjunto de estados  E y matriz de transición  P .
Sea una cadena de Markov homogénea, aperiódica e irreducible con matriz de
transición  P . Entonces:
Si el tiempo medio de retorno para un estado persistente es infinito, diremos que es
un estado  persistente  nulo ; en caso contrario, el estado es persistente  no nulo .
Existen los límites
constituyen una distribución de probabilidades, luego la cadena es ergódica.
Además, en este caso, la distribución es la única distribución
estacionaria posible para  P .
Si existe una distribución estacionaria                , entonces es única y además
Así, para una cadena de Markov de este tipo, es equivalente que sea ergódica y que
admita una única distribución estacionaria. En este caso, dicha distribución se llama
distribución en el equilibrio .
En los casos que trataremos a lo largo de este trabajo, tendremos cadenas de
Markov homogéneas, irreducibles y aperiódicas. Buscaremos en cada caso una
distribución estacionaria; si la hallamos, sabremos que estamos ante una cadena
ergódica y tendremos su distribución en el equilibrio.
 ( ) .kn m kf
 m mv
 m mv
P t V  V  
t
 m mV v
( )lim

k
n m
k
p
( )lim

kn m m
k
p q
0 . mq m
 m mq
 m mq
( )lim

kn m m
k
p q
 m mv
 m mq
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Distribución del tiempo de servicio :
Muchos de los estudios existentes asumen tiempo de servicio constante. Más
adelante se despertó el interés por los sistemas con tiempo de servicio
aleatorio –en general, con distribución geométrica–. Esta elección facilita el
tratamiento analítico, aunque no siempre resulta realista.
3  Elementos característicos en teoría de colas
Variaciones en el método de servicio :
Puede haber uno o varios servidores, con una línea de espera única o con
líneas separadas. Para cada caso, se han considerado sistemas con o sin
interrupciones en el servicio.
Capacidad del sistema :
Puede ser finita o infinita; en este último caso se supone que el sistema puede
albergar  a todos los clientes que se incorporen a la espera, por alto que sea.
Disciplina de la cola :
Los clientes pueden ser atendidos según su orden de llegada, o tal vez en
orden inverso. También se puede establecer algún sistema de prioridades;
incluso se consideran sistemas en que los clientes son seleccionados al azar.
Detallamos a continuación los elementos básicos que determinan el funcionamiento
de un sistema de espera:
Naturaleza del proceso de llegadas :
Por lo general, se asume que el número de llegadas en distintos intervalos de
tiempo son independientes e igualmente distribuidas (siguiendo algún
modelo discreto no negativo). En ocasiones, también se han considerado
variables no igualmente distribuidas, e incluso se ha contemplado un cierto
grado de correlación. También ha de tenerse en cuenta la distribución de los
intervalos entre llegadas consecutivas.
Comportamiento de los clientes :
Un caso frecuentemente estudiado es el de que un cliente decida irse porque
no quiere esperar: es el sistema con pérdidas . En los sistemas con varios
servidores, la elección de servidor puede estar predeterminada o puede
dejarse a criterio del cliente, en cuyo caso se introduce otro factor de azar.
Medidas de rendimiento :
La mayor parte de los estudios se refieren a la distribución de probabilidades
del número de clientes presentes en el sistema. Frecuentemente se ha
obtenido también el tiempo medio de espera –y de permanencia–. Estos
tiempos dependen, claro está, de la disciplina de la cola que en cada caso se
aplique. También se puede estudiar la distribución del periodo de ocupación
y del número máximo de clientes en cada periodo.
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Así, en la versión de tres elementos, el modelo se describe como A | B | C ; en la
versión de seis, como A | B | C | K | N | D .
Atendiendo a esta notación, los símbolos usuales para el proceso de llegadas y la
distribución del tiempo de servicio son los siguientes:
A: Proceso de llegadas
M
Llegadas según proceso de Poisson, con un solo cliente en cada 
llegada.
M
X Llegadas según proceso de Poisson, con X (una v.a. discreta) 
clientes en cada llegada.
Notación de Kendall
D.G. Kendall [66] introdujo en 1953 una notación para describir modelos de colas;
esta notación se emplea de manera habitual desde entonces. Inicialmente incluía tres
elementos descriptores: el proceso de llegadas, la distribución del tiempo de servicio
y el número de servidores. Posteriormente, para casos en que se necesite más
precisión, se han añadido otros tres descriptores: la capacidad del sistema, el tamaño
de la población de la que proceden los clientes, y la disciplina de la cola.
Geo Tiempo entre llegadas con distribución geométrica (discreto).
Geo
X Como el anterior, pero con X (una v.a. discreta) clientes en cada 
llegada.
B: Distribución del tiempo de atención
M Tiempo de atención según distribución exponencial.
D Intervalo entre llegadas fijo.
Ek Tiempo entre llegadas con distribución de Erlang de parámetro k .
G ó GI Distribución sin especificar.
Geo Tiempo de atención con distribución geométrica (discreto).
Geo
X Como el anterior, pero atendiendo a X clientes (una v.a. discreta) 
clientes simultáneamente.
4  Resumen histórico
El origen de la teoría de colas se encuentra en los problemas de congestión de redes
telefónicas. Su iniciador, el danés Agner Krarup Erlang –matemático, estadístico e
ingeniero– publicó su primer trabajo al respecto en 1909 [37], en el que probaba que
las llamadas telefónicas se distribuyen al azar según la ley de Poisson. En una
segunda publicación [38], estudiaba las pérdidas y tiempos de espera que se
producen en ese contexto. Precisamente con motivo del centenario de la publicación
de este primer trabajo de Erlang, Kharkevich [67] y Kingman [73] publicaron en
2009 sendos artículos en los que repasan el nacimiento y evolución de los estudios
sobre teoría de colas.
D Tiempo de atención fijo.
Ek Tiempo de atención con distribución de Erlang de parámetro k .
G ó GI Distribución sin especificar.
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En 1932, C.D. Crommelin [31] calculó la distribución de los tiempos de espera en el
sistema M/D/c.
Erlang formuló analíticamente y resolvió varios problemas que surgen al investigar
el tráfico telefónico –concretamente, en los sistemas M/D/1 y M/D/k –; además,
estableció sólidos fundamentos para la teoría de colas en términos de la naturaleza
de las suposiciones sobre los modelos y de las técnicas de análisis.
Estos trabajos movieron a otros investigadores a trabajar en este campo en varios
países –principalmente, dentro de las diversas compañías encargadas de la
telefonía–, estudiando diversas variantes de sistemas de colas (disciplina de cola,
número de canales, variación de la intensidad de tráfico...).
El paso más notable lo dio el austriaco F. Pollaczek, quien publicó en 1930 su
resolución del sistema M/G/1 [112]. Sin embargo, ni Erlang ni Pollaczek disponían
de una teoría sobre los procesos estocásticos tal como fue desarrollada por Markov
y Kolmogorov: Pollaczek, tanto en el mencionado trabajo como en otros posteriores
([113], [114], [115]), siempre procedió transformando los problemas de teoría de
colas en ecuaciones integrales, que resolvía mediante integración de contorno.
Pero su trabajo llamó la atención del matemático ruso A.Y. Khintchine, que sí
conocía la obra de Markov. Khintchine, en 1932, obtuvo la resolución del sistema
M/G/1 en términos probabilísticos [68].
Aún así, el nexo tardó en establecerse, y hasta después de la segunda guerra mundial
no hubo mucha actividad. En 1948, Stalin bloqueó Berlín occidental, y D.G.
Kendall se fijó en el modo en que las comunicaciones y abastecimientos se llevaban
a cabo mediante aviones hacia y desde la ciudad aislada. Observó que los problemas
de congestión se podían abordar matemáticamente, y expuso el correspondiente
trabajo en una sesión de la Real Sociedad Estadística en Londres. Este trabajo, junto
con las reacciones que provocó, se refleja en su artículo [65], publicado en 1951. En
éste, y en otro artículo posterior [66], Kendall desarrolló la teoría desde el punto de
vista de los procesos estocásticos, introduciendo la idea de la cadena de Markov
subyacente.
C. Palm, en 1943 [108] plantea sistemas de tráfico telefónico con intensidad
variable, mientras que W.S. Hayward, en 1952 [59], se ocupa de la fiabilidad en la
determinación de medidas de tráfico telefónico y, en ese mismo año, D.V. Lindley
[89] estudia sistemas con un solo servidor.
L. Kosten, en 1951 [77], propone dos métodos para la estimación de los tiempos de
espera en sistemas telefónicos y los compara. Pocos años después, W.L. Smith
([122], [123]) y R. Syski ([126], [127]) relacionan los sistemas de colas con la teoría
sobre procesos estocásticos.
G.F. O'Dell, en 1920 [107], aplica la teoría de probabilidades al estudio de
problemas de congestión en tráfico telefónico; en años posteriores, E.C. Molina
([99], [100]) y T.C. Fry [44] se ocupan de problemas similares.
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Resumen histórico
Bruneel y otros tienen además estudios centrados en aspectos más particulares,
como sistemas con tiempo de servicio constante [15], distribución geométrica de la
capacidad de servicio [16], o capacidad de servicio fija [20]. También han hecho
análisis de sistemas con tiempo de servicio constante Louvion y otros [90].
Además de la situación obvia en que los clientes llegan de uno en uno y son
igualmente atendidos de uno en uno, existen otras en que bien las llegadas, bien los
servicios, o bien ambas cosas, se producen en grupos de tamaños no necesariamente
iguales (fijos o aleatorios): son las colas en masa . Trabajos clásicos sobre este tipo
de sistemas son los de Bayley [9], centrado en las esperas en ámbito hospitalario;
Bloemena [10], Downtown [35], Jaiswal [62] y Neuts [103], que plantean sistemas
con tamaño de bloque de servicio variable hasta un cierto máximo, mientras que
Neuts [102] estudia el periodo de ocupación para este tipo de colas. Chaudry [25]
propone sistemas con entradas en bloque; Chaudry y Templeton [26] ofrecen un
tratado general sobre colas en masa. Powell [116] obtiene fórmulas aproximadas
para la esperanza y la varianza de la longitud de la cola y del tiempo de espera en
sistemas de transporte de pasajeros y Burke [21] particulariza en el análisis de los
retrasos.
El estudio de los sistemas de colas se desarrolló sobre todo para el caso de tiempo
continuo, tanto desde el punto de vista de la modelización de sistemas como en
cuanto a las técnicas de resolución; sin embargo, no tardaron en aparecer análisis de
modelos en tiempo discreto. Los modelos de este tipo resultan apropiados para
describir el comportamiento de algunos tipos de sistemas informáticos y de
telecomunicaciones. En ellos, la información se transmite mediante bloques de
tamaño fijo, cada uno de los cuales requiere un tiempo de transmisión fijo. Esto
puede modelizarse como un sistema de colas en tiempo discreto.
En 1958, T. Meisling [98] analizó el caso de tiempo discreto para sistemas de un
solo servidor. Otros trabajos generales sobre esta cuestión son los de Briem y otros
[11], Bruneel y otros ([12], [13], [14] y [18], Pujolle [117] y Takagi [128].
Kobayashi [76] presenta un resumen sobre métodos para el análisis de colas con
vistas a la modelización en sistemas de comunicaciones, más un vistazo a los
avances sobre redes y sistemas en tiempo discreto. Kim y otros [70] obtienen la
distribución de la longitud de la cola bajo distintos tipos de disciplina,
particularmente algunos casos de prioridad. Jenq [64] desarrolla un algoritmo para
el cálculo aproximado de la media y la varianza de la longitud de la cola sin
suposiciones previas sobre la distribución del proceso de entradas.
Después, otros investigadores se han interesado por diversos aspectos de los
sistemas en tiempo discreto, casi siempre orientados al ámbito de las
comunicaciones digitales, aunque sin excluir otras eventuales aplicaciones. Se
pueden encontrar análisis de situaciones más específicas en Grassman [56], sobre la
distribución de los tiempos de espera en el sistema GI/G/1; Gravey y otros [57],
sobre los sistemas Geo/D/1 y Geo/D/1/n ; Daduna [32], sobre redes de colas, y
Eliazar [36], sobre el sistema G/GI/∞.

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Concretamente, se abordan tres modelos de colas en masa en tiempo discreto. En 
el primero, tanto las entradas en el sistema como la atención tienen lugar en bloques
de tamaño fijo. El segundo se diferencia del primero en que el servicio puede
prestarse a grupos de tamaño variable, hasta un cierto máximo. Por último, en el
tercero, las llegadas se producen en grupos de tamaño aleatorio sin distribución
supuesta y el servicio se presta en grupos de tamaño fijo.
El primer objetivo es situar el estado actual del tema, con un análisis comparado de
similitudes y diferencias entre los modelos publicados y los analizados en la
presente memoria.
Un segundo objetivo general es el análisis teórico de las distribuciones de
probabilidades asociadas al número de clientes presentes en cada momento para
cada uno de los sistemas planteados.
El tercer objetivo, también de carácter general y nuevamente común para los tres
sistemas en estudio, es la simulación de algunos casos particulares con el fin de
comprender mejor su funcionamiento y la comparación de los resultados de la
simulación con las probabilidades teóricas.
Estos dos últimos objetivos generales se desglosan en objetivos parciales, que
también son comunes en su planteamiento para los tres modelos, pero que difieren
para cada uno de los sistemas:
Calcular las soluciones de cada sistema de ecuaciones en diferencias.
Usar distintos modelos discretos de distribución de probabilidad, frecuentes
en el ámbito de estudio: Poisson, geométrica y binomial negativa.
Comparar los resultados de las simulaciones en términos de la distribución
supuesta.
En particular, para el tercer modelo de cola en tiempo discreto estudiado, si bien el
estudio teórico no requiere especificar la distribución de probabilidad para la
variable aleatoria que rige el tamaño del bloque de entrada, esto sí es necesario para
los estudios de simulación. Por tanto, se añaden los siguientes objetivos específicos:
Construir las matrices de transición.
Plantear los sistemas de ecuaciones en diferencias que deberán satisfacer las
distribuciones de probabilidades asociadas al número de clientes presentes en
el sistema en cada momento.
Dar condiciones necesarias y suficientes para que los sistemas sean
estacionarios.
Establecer las matrices de coeficientes adecuadas para escribir el sistema en
diferencias en forma matricial.
Comparar las distribuciones teóricas obtenidas con las observadas en las
simulaciones de los correspondientes sistemas.
5  Objetivo de este trabajo
Naturalmente, es posible combinar colas en masa y tiempo discreto . Algunos de
estos modelos constituyen precisamente el objeto de esta memoria.
10
Estado actual
En los últimos años se han publicado muchos trabajos referidos a variantes
especiales de sistemas en masa, tiempo discreto o ambas cosas. Por ejemplo, en [7],
[129], [86], [46], [53], [88], [54], [136], [27], [131], [119], [91] y [80] se tratan
sistemas en que el servidor ‒o servidores, pues puede haber más de uno‒ interrumpe
y reinicia la atención según cierta pauta, aleatoria o dependiente de la evolución del
sistema. En [43], [92], [47], [93], [137], [82] y [8] se contemplen algunas pautas
específicas. En algunas ocasiones, dicha pauta puede establecerse de acuerdo con
umbrales preestablecidos ‒número de clientes en espera o unidades de tiempo que el
primero de los presentes lleva esperando‒, como en [60], [130], [41], [42], [132],
[87], [121], [78] y [135]. 
6  Estado actual
En [140], [79], [55], [134] y [81] se analizan sistemas con interrupciones por parte
del servidor y abandonos por parte de los clientes. Casos más generales de
abandonos, individuales o en bloque, se contemplan en [109], [110], [22], [106],
[111], [71], [133], [83], [84], [49] y [140] . En particular, [17] y [19] se refieren a
sistemas en que cada cliente espera sólo durante un cierto tiempo.
En [85], [101], [40], [33], [95], [139], [34], [96] y [124] se estudian sistemas con
distintos mecanismos de prioridad para la atención a los clientes (reservas,
categorías, o incluso selección al azar). 
Un tipo especial de sistemas son los que tienen una capacidad limitada de admisión.
Podemos ver algunos análisis de esta clase de sistemas en [52], [48], [50], [80] y
[94].
Por último, cabe señalar que las mayores simulitudes entre el presente trabajo y
otros ya publicados pueden hallarse en los artículos siguientes: A.S. Alfa ([2] y [3])
resuelve sistemas generales en masa y tiempo discreto mediante un enfoque
matricial basado en la cadena de Markov asociada, aunque advierte que este método
puede resultar muy complejo desde el punto de vista computacional si la
distribución del número de clientes es infinita; esta dificultad, en cambio, no
aparece en la resolución mediante el sistema de ecuaciones en diferencias que aquí
mostramos.
Zhao y otros [138] obtienen una expresión de la distribución en el equilibrio para
algunos casos particulares. Chaudry y Gupta calculan los tiempos de espera para
entradas en masa y atención individual [23]; en [24], Chaudry y Kim estudian el
sistema con llegadas en masa y tiempo de atención constante; también Janssen y
Leeuwaarden [63] y Clegg [29]. Gupta y Goswami [58] analizan un sistema con
capacidad finita y atención en bloque. Artalejo, Atencia y otros ([4], [5], [6])
proponen sistemas con control de admisión, abandonos o varios servidores. Claeys y
otros [28] se centran en la cuestión de los tiempos de espera.
A continuación se detallan las publicaciones más significativas al respecto,
centradas en sistemas con determinadas características específicas en los procesos
de entrada y atención. Por último se indican los rasgos distintivos de este trabajo.
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Gao y otros, en [45], resuelven un sistema general en tiempo discreto con llegadas
en grupo y atención individual, mientras que Goswami y otros [51] presentan un
modelo en que los clientes pueden incorporarse, o no, a un turno de atención ya
iniciado; en los modelos que analizamos aquí la atención se presta en grupos
cerrados. El trabajo de Schleyer [120], parecido en cuanto al modelo, propone un
método analítico orientado a determinar el espacio necesario para la espera previa al
servicio en un sistema de tiempo discreto con llegadas en grupos de tamaño
aleatorio y atención individual.
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 - Con  a  = 2  y  b  = 3.
 - Con  a  = 5  y  b  = 3.
 - Con  a  = 16  y  b  = 9.
*
Dentro de cada bloque, se mantiene fijo uno de los parámetros a o b y se
modifica el otro, cambiando en consecuencia la intensidad de tráfico. Se indica
también el número medio de clientes observado en cada simulación.
CAPÍTULO  1
SERVICIO POR BLOQUES DE b  CLIENTES
Se representa en el eje horizontal el tiempo; en el vertical, el número de clientes
presentes en el sistema. Hay tres bloques de simulaciones:
1.1  Resultados de simulación
El tiempo que transcurre entre dos llegadas consecutivas sigue una distribución
geométrica de parámetro a . El tiempo de servicio sigue también una distribución
geométrica, de parámetro b . Los tiempos entre llegadas son independientes entre sí,
así como los tiempos de servicio. Además, mientras haya más de b clientes
esperando, los servicios se producen independientemente de las llegadas.
Se puede suponer que a y b son primos entre sí, pues si tuvieran un factor común r , 
el número de clientes en el sistema sería siempre múltiplo de r y cada conjunto de r 
clientes se podría tratar como una sola unidad.
Entonces, en cada momento: o bien se produce una entrada (de a clientes), con
probabilidad a , o bien no se produce, con probabilidad 1-a . Además, en el caso de
que haya clientes recibiendo atención, se puede producir una salida, con
probabilidad b , o no, con probabilidad 1-b . 
Antes de abordar la resolución teórica se presentan varias simulaciones de este
sistema. En ellas se ven las diferentes maneras en que evoluciona el sistema a
medida que aumenta la intensidad de tráfico dada mediante el cociente
El modelo que se analiza en este capítulo es el Geo
a
|Geo
b
|1: los clientes llegan en
bloques de a y son atendidos en bloques de b . Si en un momento dado hay menos
de b  clientes esperando, el servicio no se inicia aunque el servidor esté libre*.
a
b



a
b
(1.1.1) 
Una parte del contenido de este capítulo se presentó en 2006 en el XXIX Congreso 
Nacional de Estadística e e Investigación Operativa (Sistema Geoa/Geob/1, por Mª Cruz 
Valsero Blanco y Ana Lorente Marín; Actas del XXIX Congreso Nacional de Estadística 
e Investigación Operativa y de las III Jornadas de Estadística Pública, Tenerife, 15-19 de 
mayo de 2006, páginas 615-616). 
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En las Figuras 1.1.1, 1.1.2 y 1.1.3 se ven tres simulaciones con tráfico normal, con
   0,13 , 0,4  y 0,8 respectivamente.
1.1.1   Simulaciones con  a  = 2,  b  = 3
En las dos primeras (Figuras 1.1.1 y 1.1.2) se observan trayectorias estables; el
número de clientes en el sistema se mantiene casi siempre entre 0 y 4, y solo
esporádicamente toma valores mayores.
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1.1 Resultados de simulación
Las simulaciones siguientes, que mostramos en las Figuras 1.1.4, 1.1.5 y 1.1.6, se
han hecho con tráfico pesado (  = 0,96 ,  = 1 y  = 1,06). En las dos primeras
(Figuras 1.1.4 y 1.1.5) el número de clientes se mantiene en general por debajo de
un límite, pero en ocasiones llega a aumentar bastante.
En la tercera (Figura 1.1.3), con  = 0,8 , el número de clientes fluctúa entre límites
más amplios, pero no deja de mantener cierta estabilidad.
También se ve que los periodos de ocupación son en general más largos en el último
caso (Figura 1.1.3); lógicamente al aumentar la densidad de tráfico es menos
frecuente que el sistema se quede vacío. Del mismo modo, el número medio de
clientes en el sistema aumenta con  .
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En las simulaciones de las Figuras 1.1.4 y 1.1.5 se ve que la duración de los
periodos de ocupación es mucho mayor que en los ejemplos anteriores, y solo en
escasas ocasiones el sistema se queda vacío. El número medio de clientes aumenta
significativamente con respecto a los casos de tráfico más ligero.
En ls Figura 1.1.6, con  = 1,06 , se observa que durante la primera mitad del
tiempo de simulación el sistema parece mantener una cierta estabilidad, sin
embargo, durante la segunda mitad, el número de clientes aumenta de manera
sostenida. El sistema no vuelve a quedar vacío desde casi el inicio del proceso.
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          1.1 Resultados de simulación
Como en el apartado anterior, se muestran primero tres simulaciones con tráfico
normal, en las Figuras 1.1.7, 1.1.8 y 1.1.9. En las tres el número de clientes en el
sistema se mantiene más o menos estable, aunque las fluctuaciones son mayores a
medida que aumenta la intensidad de tráfico.
La duración de los periodos de ocupación es corta en las simulaciones de las Figuras
1.1.7 y 1.1.8; en la de la Figura 1.1.9 ya hay algunos bastante largos. También se
observa que el número medio de clientes en el sistema no es muy alto en ningún
caso.
1.1.2  Simulaciones con  a  = 5,  b  = 3
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El tiempo de simulación es mucho mayor; esto permite apreciar mejor la estabilidad
o inestabilidad del sistema en cada caso.
Los tres casos siguientes presentan situaciones de tráfico pesado. En la Figura
1.1.10, aún no muy pesado con  = 0,83, el número de clientes en el sistema llega a
ser muy alto en algunas ocasiones, pero en general parece mantenerse estable, y, en
media, no demasiado alto.
Aunque la duración de los periodos de ocupación es mayor que la observada con
tráfico ligero, todavía se ve que el sistema vuelve a quedarse vacío en varias
ocasiones.
0
10
20
30
40
50
60
70
80
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 5500 6000
C
li
en
te
s 
en
 e
l 
si
st
em
a
 
Tiempo de simulación 
0
5
10
15
20
25
30
35
40
0 200 400 600 800 1000 1200 1400 1600
C
li
en
te
s 
en
 e
l 
si
st
em
a 
Tiempo de simulación 
Media observada: 6,26 
Media observada: 14,37 
Figura 1.1.9: Simulación con 
Figura 1.1.10: Simulación con 
0,2 0,5 0,6    
0,2 0,4 0,83    
18
 1.1 Resultados de simulación
Para  = 1,1 , en la Figura 1.1.12, el número de clientes en el sistema aumenta de
manera apreciable desde el principio, y, aunque se observan pequeños descensos a
lo largo de toda la simulación, la tendencia global es creciente. El sistema no se
queda vacío desde los primeros momentos.
En la Figura 1.1.11, con  = 1, tras una etapa inicial de estabilidad aparente, se
observa que el número de clientes en el sistema aumenta de manera muy rápida y ya
no vuelve a ser razonablemente bajo. En esta primera etapa, hasta aproximadamente
un tiempo de 2000, el sistema se queda vacío en algunas ocasiones; esto ya no
vuelve a ocurrir en el resto de la simulación.
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De todos modos, para estas situaciones de tráfico normal, se mantiene casi siempre
por debajo de 40 y solo esporádicamente sobrepasa este límite, para volver a bajar
casi de inmediato.
Para estos valores de los parámetros a y b (número de clientes que entran y salen
de una vez, respectivamente), el número de clientes en el sistema es en general
grande aun para los casos de tráfico normal como los tres primeros que presentamos, 
en las Figuras 1.1.13, 1.1.14 y 1.1.15.
1.1.3  Simulaciones con  a  = 16,  b  = 9
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En los tres casos el sistema llega a desocuparse con cierta frecuencia, pero la
duración de los tiempos de ocupación es en general mayor que cuando los
parámetros a y b eran más pequeños. El número medio de clientes en el sistema
también es claramente más grande.
Para intensidades de tráfico mayores (Figuras 1.1.16, 1.1.17 y 1.1.18) la duración de
la simulación se ha aumentado hasta 20000 unidades de tiempo. Con  = 0,89
(Figura 1.1.16) el número de clientes en el sistema fluctúa entre límites más
amplios. Aun así, el sistema siempre parece volver a una situación moderada.
Solo muy esporádicamente el sistema queda vacío; los periodos de ocupación son
muy largos. El número medio de clientes en el sistema es bastante alto.
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En la Figura 1.1.18, con  = 1,18 , se aprecia un crecimiento del número de clientes
casi constante, solo con algunos descensos mínimos que de ninguna manera
compensan la tendencia creciente.
Para  = 1 se ve en la Figura 1.1.17 que las fluctuaciones son considerables.
Ocasionalmente el sistema llega a vaciarse, pero la mayor parte del tiempo el
número de clientes presentes es elevado y la duración de los periodos de ocupación
es muy larga.
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Estas probabilidades son:
depende de qué suceso (entrada, salida, ambas o ninguna) se produzca y también de
cuál sea el estado  n .
1.2  Planteamiento y resolución de las ecuaciones
El sistema en estudio es una cadena de Markov: el estado del sistema en cada
instante (el número de clientes presentes) depende de su estado en el instante
anterior. Los clientes llegan en bloques de a y el tiempo entre llegadas
consecutivas sigue una distribución geométrica de parámetro a . Son atendidos en
bloques de b y el tiempo de servicio sigue una distribución geométrica de
parámetro b . Los tiempos entre llegadas son independientes entre sí, y también los
tiempos de servicio. Además, los servicios se producen independientemente de las
llegadas, a menos que no haya clientes suficientes como para iniciar un servicio.
Las probabilidades de transición vendrán dadas en función de las probabilidades de
que en cada momento se produzca una entrada, una salida, ambas cosas o ninguna.
Estas, a su vez, dependen del número de clientes que haya en el sistema.
Se denotará:
y determinan una cadena de Markov homogénea, en la que 
En las tablas 1.2.1 y 1.2.2 se muestran las matrices de transición (la tabla 1.2.1 para
el caso de que a sea menor que b y la tabla 1.2.2 para el contrario), en la que las
filas representan los estados iniciales y las columnas los estados finales, y cada
elemento corresponde a la probabilidad indicada antes.
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 
 
 
 
 
 
 
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P (E | ) P (solo  entrada |   clientes  en  el  sistema)
P (S | ) P (solo  salida |   clientes  en  el  sistema)
P (ES | ) P (entrada  y  salida |   clientes  en  el  sistema)
P (O | ) P (ni  entrada  ni  salid

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n n
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n a |   clientes  en  el  sistema)
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  n
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 0 siP (S | ) (1 ) si   n bn n ba b
 0 siP (ES | ) si  n bn n ba b
(1.2.1) 
(1.2.2) 
(1.2.3) P (el sistema pase del estado n al m en la siguiente unidad de tiempo) n, mp
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Capítulo 1
Planteamiento de las ecuaciones
Ecuaciones particulares:
Ecuación general:
Resolución del sistema
El polinomio característico es:
Los dos lemas siguientes estudian las raíces de este polinomio:
A partir de las columnas de la matriz de transición se escriben las ecuaciones que
rigen el sistema en el equilibrio. Se observa que hay tres bloques de ecuaciones
particulares, de la (1.2.6) a (1.2.8), correspondientes a las columnas iniciales: de 0 a
a-1, de a a b-1 y de b a a+b-1. El resto de las ecuaciones obedecen ya a un
patrón general, la ecuación (1.2.9).
Se reordenan los términos de la ecuación general por orden creciente de subíndices:
Si  n  < b , ninguno recibe atención. Si n  ≥ b , b  pasan a ser atendidos.
Las probabilidades q n  satisfacen la ecuación:
donde todas las q n  que tengan subíndice negativo son nulas.
Para plantear las ecuaciones hay que distinguir los casos  a  < b   y  a  > b .
1.2.1  Caso  a  < b
Son ecuaciones particulares todas las que tengan algún subíndice menor que b , pues
en este caso las probabilidades de que se produzca entrada, salida o nada son
distintas. El menor subíndice en cada ecuación es n- a ; será n- a < b cuando sea
n < a+b . Entonces, habrá a+b ecuaciones particulares (desde n = 0 hasta n =
a+b-1), y una ecuación general para  n  ≥ a+b .
A continuación se plantean las ecuaciones que rigen el sistema cuando éste está en
equilibrio. Sea
P (   clientes  en  el  sistema) nq n
P (O | ) P (E | ) P (S | ) P (ES | )                     n n n a n b n a bq n q n a q n b q n a b q
 (1 ) (1 )(1 ) 1 (1 ) 0                      n a n n a b n bq q q qa b a b a b a b
 ( ) (1 ) (1 )(1 ) 1 (1 )                a b a bP x x x xa b a b a b a b
0 :  (1 ) (1 )                  n n n bn a q q qa a b
: (1 ) (1 )               n n n a n b n a ba n b q q q q qa a a b a b
: (1 )(1 ) (1 )                  n n n a n b n a bb n a b q q q q qa b a a b a b
: (1 )(1 ) (1 ) (1 )                  n n n a n b n a bn a b q q q q qa b a b a b a b
(1.2.4) 
(1.2.5) 
(1.2.7) 
(1.2.6) 
(1.2.8) 
(1.2.9) 
(1.2.10) 
(1.2.11) 
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     1.2 Planteamiento y resolución de las ecuaciones
Lema  1
El polinomio (1.2.11) tiene a lo sumo dos raíces en (0,∞).
Demostración
Derivando (1.2.11):
El primer factor de esta última expresión es positivo en (0,∞).
El segundo es la diferencia de dos sumandos positivos:
Entonces, debe existir un único r  en (0,∞) tal que ambos sean iguales:
Q.E.D.
Lema  2
El polinomio (1.2.11) tiene una única raíz en el intervalo ( 0 ,1) si y solo si  aa  < b b .
Demostración
Una de las  raíces de P  en (0,∞) es x =1:
Por el lema anterior, a lo sumo hay otra raíz en (0,∞).
y, por tanto:
Condición necesaria :   Si  P  tiene una raíz en (0,1), entonces  aa  < b b.
Sea  x 0  dicha raíz. Entonces:
que juntos constituyen una función creciente en (0,∞) y que en x =0 vale 0, y
un término constante positivo:
En este punto, P '(r ) = 0. Y, según se acaba de ver, P ' no se anula en ningún
otro punto de (0,∞).
Esta última afirmación implica que P no puede tener más de dos raíces en
(0,∞), pues entre cada par de raíces consecutivas de P debe haber al menos
una raíz de P ', y de estas últimas sólo hay una.
 
  
1 1 1
1
'( ) ( )(1 ) 1 (1 ) (1 )
( )(1 ) 1 (1 ) (1 )
a b a b a b
a b a b a b
   
 
        
       
b a b a
a b a b
P x b x a b x a x
x b x a b x a
( )(1 )a b a b   b a bb x a b x
 1 (1 ) (1 )a b  a
 ( )(1 ) 1 (1 ) (1 )a b a b a b       b a bb r a b r a
(1) (1 ) (1 )(1 ) 1 (1 )
(1 ) (1 )(1 ) 1
1 1 0
         
        
    
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a b b a b b
a a
0( ,1) / '( ) 0    r x P r
 
 
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a b a b a b
ab a b a b
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Q.E.D.
Teorema  1
(ii ) Para  n  < a+b , la probabilidad viene dada por la solución del sistema
El sistema descrito en las ecuaciones {(1.2.6) - (1.2.9)} es estacionario si y solo si
aa  < b b . En este caso:
      donde  x 0  es la raíz del polinomio  (1.2.11) en (0,1).
por ser   aa  < b b .
Esto significa que P es creciente en x =1. Entonces, como P (1) = 0, P debe
ser negativo en un entorno a la izquierda de 1. Pero P (0) = a (1-b ) > 0. Por
tanto P debe anularse en un punto intermedio, es decir, debe tener una raíz
en (0,1).
(i ) Para                    , la probabilidad de que haya  n  clientes en el sistema es
Condición suficiente :  Si   aa  < b b , entonces P  tiene una raíz en (0,1).
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Demostración
positivo, la serie
será convergente y de términos positivos.
En este caso:
(i )
es solución de la ecuación en diferencias (1.2.9).
Con el fin de determinar u , tomemos estos valores como solución
para  . Se debe cumplir:
Es decir:
; sumando la serie:
Despejando, se obtiene  u   en función de  S  :
y, por tanto:
lo que da los valores de q n   para  n  ≥ a+b   en función de los anteriores.
(ii ) Para determinar las probabilidades q 0 , q 1 , … q a +b -1 , se sustituye el valor
hallado para q n con n ≥ a+b en las a+b ecuaciones particulares (el
sistema { (1.2.6), (1.2.7), (1.2.8)} ), que se escribe a continuación en forma
matricial:
La solución general de la ecuación en diferencias (1.2.9) es de la forma
donde  x k   son las raíces de P (x ).
Si a α ≥ b β , P (x ) no tiene raíces en (0,1). Entonces no es posible que el
sistema sea estacionario, pues ninguna solución de la ecuación en diferencias
genera una distribución de probabilidades.
Si  a α  < b β , hay una única raíz de P  en (0,1); sea ésta x 0. Entonces, para  u
Sabemos que si x 0 es raíz del polinomio (1.2.11), entonces para cualquier
constante  u   la sucesión
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y
En el primer bloque de ecuaciones, de 0 a a-1, ninguno de los subíndices
del segundo miembro sobrepasa a+b-1 y por tanto no hay que hacer en
ellas ninguna sustitución.
En las ecuaciones de a a 2a-1, solo hay que sustituir el término con
subíndice  n+b .
Por último, en las ecuaciones de 2a a a+b-1 hay que reemplazar los
términos con subíndices  n-a+b   y  n+b .
En estos casos, en lugar de  q n -a +b   y  q n +b  habrá que poner:
Teniendo en cuenta que
y que los coeficientes que acompañan a q n -a +b y q n +b  son 
respectivamente ab y (1-a )b , las correspondientes sustituciones
equivalen a sumar las expresiones matriciales:
Cada ecuación tiene a lo sumo cuatro términos en el segundo miembro. Si
numeramos las ecuaciones según el subíndice del primer miembro, los
subíndices de los términos del segundo para la ecuación n , en orden
creciente, son n y n+b para las ecuaciones 0, 1, ..., a-1, y estos mismos
más  n-a   y  n-a+b  para el resto.
     0 0 0 0
0
1
1 = 1 1  

   n b n an b a b
x
q S x S x x
x
      20 0 0 0
0
1
1 = 1 1    

   n a b n an a b a b
x
q S x S x x
x
0 1 2 1      a bS q q q q
0
2 1
0 0
2
0 0 02 2
1 1 1
10 0 0
0 0 0
0 0 0
(1 ) (1 )
1 1 1


     
 
    
    
    
    
       
    
    
    
    
        
a
a
a
b a b a b a
a b
q
q
x x
q
x x xq
qx x x
ab ab
0
0
1
1
1
1
1
1
1
1 (1 )
1 (1 )
1
1
(1 )(1 )
(1 )(1 )
a a b
a a b
a a ab
a a ab
a b
a
a a b




 

 
 
 
    
    
   
       
   
    
   
       
   
          
 
a
a
a
a
b
b
b
b
a b
a b
a b
a b
q
q
q
q
q
q
q
q
q
q
q
q
q
q












(1.2.24) 
(1.2.23) 
(1.2.22) 
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     1.2 Planteamiento y resolución de las ecuaciones
Q.E.D.
y eliminar las columnas desde a+b en adelante de la matriz original del
sistema, que entonces puede escribirse así:
Tanto la raíz x 0 del polinomio característico como la solución del sistema de
ecuaciones se obtienen por métodos computacionales.
Con el fin de mostrar la metodología empleada, se expone a continuación la
resolución completa de un caso particular sencillo.
Agrupando términos, resulta el sistema (1.2.13) que se indicaba en el
enunciado del teorema.
0
1
0 0
0 0 01
2 2 2
0 0 02
1 1 1
10 0 0
0 0 0
0 0 0
1 1 1
(1 ) (1 ) (1 ) (1 )



  
 
    
    
    
    
         
    
    
    
    
        
a
a
a
a
b b b
a b
q
q
q
x xx x xq
x x xq
qx x x
a b a b
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a b
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   
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    
    
    
     
    
     
    
    
     
    
           
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q q
q q
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2 1
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(1 ) (1 )
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

     
 
    
    
    
    
        
    
    
    
    
        
a
a
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b a b a b a
a b
q
q
x x
q
x x xq
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ab ab
0
1
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0 0 0
1 1 1
(1 ) (1 ) (1 ) (1 )
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

  
 
    
    
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         
    
    
    
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        
a
a
a
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b b b
a b
q
q
q
x xx x xq
x x xq
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Capítulo 1
Ejemplo de resolución
De la matriz de transición obtenemos las ecuaciones particulares:
y la ecuación general:
El polinomio característico
Entonces:
con
En las ecuaciones (E1.2), (E1.3) y (E1.4), se sustituyen q 5 , q 6 y q 7 por sus valores
generales:
Supongamos que los clientes llegan en bloques de 2 y son atendidos en bloques de
3: a = 2 y b = 3 . Sean a y b los parámetros que rigen las distribuciones de los
tiempos entre entradas y de los tiempos de atención, respectivamente, tales que el
sistema es estacionario, es decir, que
La matriz de transición es:
tendrá una única raíz en (0,1); sea ésta  x 0 .
0 0 3
1 1 4
0 2 : (1 ) (1 )
(1 ) (1 )
     
   
n q q q
q q q
a a b
a a b
2 2 0 5 32 3: (1 ) (1 )       n q q q q qa a a b a b
3 3 1 6 4
4 4 2 7 5
3 5: (1 )(1 ) (1 )
(1 )(1 ) (1 )
        
      
n q q q q q
q q q q q
a b a a b a b
a b a a b a b
2 3 15: (1 )(1 ) (1 ) (1 )          n n n n nn q q q q qa b a b a b a b
  2 3 5( ) (1 ) (1 )(1 ) 1 (1 )        P x x x xa b a b a b a b
0 1 2 3 4    S q q q q q
     50 0 0 0
0
1
1 1 1 5


      n nn a b
x
q S x S x x n
x
2 2 0 0 3(1 ) (1 ) (1 )(1 )       q q q x S qa a a b a b
3 3 1 0 0 4(1 )(1 ) (1 ) (1 ) (1 )        q q q x x S qa b a a b a b
2
4 4 2 0 0 0(1 )(1 ) (1 ) (1 ) (1 ) (1 )(1 )          q q q x x S x Sa b a a b a b
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
(1 ) 0 (1 )(1 ) 0 (1 ) 0
0 (1 ) 0 (1 )(1 ) 0 (1 )
0 0 (1 ) 0 (1 )(1 ) 0
0 0 0 (1 ) 0 (1 )(1 )
0 0 0 0 (1 ) 0
0 0 0 0 0 (1 ) 0
0 0 0 0 0 0 (1 )
a a
a a
a a
a b ab a b a b
a b ab a b a b
a b ab a b
a b ab a b
a b ab
a b
a b
 
 
 
 
   
   
   
   



 

 










(E1.0) 
(E1.1) 
(E1.2) 
(E1.3) 
(E1.4) 
(E1.5) 
(E1.6) 
(E1.7) 
(E1.8) 
(E1.2) 
(E1.3) 
(E1.4) 
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1.2 Planteamiento y resolución de las ecuaciones
Reordenando:
En forma matricial:
Para valores concretos de a y b , y con ayuda del programa MAPLE, se calcula la
raíz del polinomio característico y se resuelve el sistema de ecuaciones precedente;
al final del capítulo se muestran los resultados obtenidos y se comparan con los
observados en las simulaciones.
0
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3
4
0 (1 ) 0
0 0 0 (1 )
0 0
0 0 (1 )(1 ) 1
0 0 0 (1 )(1 ) 1
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   
q q q x q q q q q
x
a a a b a b
a b
 1 3 4 0 0 0 1 2 3 4
0 0
(1 )(1 ) 1 (1 ) (1 ) ( )
(1 ) (1 )
            
   
q q q x x q q q q q
x x
a a b a b a b
a b
0 3
1 4
(1 ) 0
(1 ) 0
   
   
q q
q q
a a b
a a b
  22 4 0 0 0 0 1 2 3 4
2
0 0 0
(1 )(1 ) 1 (1 ) (1 ) (1 ) ( )
(1 ) (1 ) (1 )
               
       
q q x x x q q q q q
x x x
a a b a b a b
a b a b
0
1
0 2
3
4
0 0 0 0 0
0 0 0 0 0
(1 ) 0 0 0 0 0
0 0 0 0 0
1 1 1 1 1
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  
  
    
  
  
     
q
q
x q
q
q
0 0
0
2
0
0 0
0 0
1(1 ) (1 ) (1 )   0
0
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   
   
           
   
     
x x
x
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(E1.0) 
(E1.1) 
(E1.2) 
(E1.3) 
(E1.4) 
(E1.9) 
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Capítulo 1
Planteamiento de las ecuaciones
Ecuaciones particulares:
Ecuación general:
Resolución del sistema
El polinomio característico es:
Lema  3
El polinomio (1.2.30) tiene a lo sumo dos raíces en (0,∞).
Demostración
Derivando (1.2.30):
Pero 
y esta expresión tiene una única raíz en (0,∞); como consecuencia, Q tiene a
lo sumo dos raíces en este intervalo, y también P '.
1.2.2  Ecuaciones para el caso  a  > b
Las ecuaciones del sistema en el equilibrio se obtienen de las columnas de la matriz
de transición en la tabla 1.2.2.
Se observa que hay tres grupos de ecuaciones particulares, para las primeras
columnas de la matriz: de 0 a b-1, de b a a-1 y de a a a+b-1. A partir de
la columna  a+b , ya todas las ecuaciones muestran un patrón general.
Se reordenan los términos de la ecuación general por orden creciente de subíndices:
Como en el caso anterior, se estudian en primer lugar las raíces de P.
0 : (1 ) (1 )                  n n n bn b q q q  
: (1 )(1 ) (1 )                n n n bb n a q q q   
: (1 )(1 ) (1 )                    n n n a n b n a ba n a b q q q q q      
: (1 ) (1 ) (1 ) (1 )
   
         
n n n a n b n a b
n a b q q q q q       
 (1 ) (1 )(1 ) 1 (1 ) 0             n a n a b n n bq q q q       
 ( ) (1 ) (1 )(1 ) 1 (1 )           b a a bP x x x x       
 
  
1 1 1
1
1
'( ) 1 (1 ) (1 ) ( )(1 )
1 (1 ) (1 ) ( )(1 )
( )
     
     
   
 

        
        
 
b a a b
b a b a
b
P x b x a x a b x
x b a x a b x
x Q x
 0  o'( ) 0 ( ) 0  xP x Q x
 
  
1 1
1
'( ) ( ) 1 (1 ) (1 ) ( ) (1 )
( ) 1 (1 ) (1 ) ( ) (1 )
   
   
  
 
         
        
a b a
a b b
Q x a a b x a b a x
x a a b a b a x
(1.2.25) 
(1.2.26) 
(1.2.27) 
(1.2.28) 
(1.2.29) 
(1.2.30) 
34
     1.2 Planteamiento y resolución de las ecuaciones
Q.E.D.
Lema  4
Demostración
Una de las raíces de P  en (0,∞) es x =1:
Por el lema anterior, a lo sumo hay otra raíz.
Q.E.D.
El polinomio (1.2.30) tiene una única raíz en el intervalo (  0 ,1) si y solo si  a  < b  .
Además, Q ' es inicialmente negativa (hasta la raíz) y luego positiva, por
tanto, Q es primero decreciente, alcanza un mínimo relativo y a partir de ahí
es creciente. Como Q (0) > 0 , puede ocurrir que se mantenga siempre por
encima del eje horizontal, que lo toque sólo en el mínimo relativo o que lo
atraviese en dos puntos distintos.
Las dos primeras opciones son imposibles, pues al no ser nunca negativo
P '(x ) = x
b -1
Q (x ) , P (x ) nunca sería decreciente. Pero P ha de tener algún
tramo decreciente, pues P (0) > 0 y P (1) = 0.
Se concluye que Q , en (0,∞), atraviesa al eje horizontal en dos puntos
distintos. Entre ambos, Q es negativo; a la izquierda del primero y a la
derecha del segundo es positivo. Correspondientemente, en estos tramos P  es 
creciente cuando Q  sea positivo y decreciente cuando Q  sea negativo.
En el primer tramo de crecimiento no puede haber ninguna raíz de P , pues
P (0) > 0. A partir de ahí, sólo queda una raíz de P ', y, por tanto, a lo sumo
dos raíces de P .
Condición necesaria :  Si  P  tiene una raíz en (0,1), entonces  a  < b  .
Sea x 0 dicha raíz. Entonces, P ha de ser decreciente en x 0 y creciente en 1;
por tanto, P '(1) > 0:
Condición suficiente :  Si   a  < b  , entonces P  tiene una raíz en (0,1).
por ser   a  < b  .
Esto significa que P es creciente en x =1. Entonces, como P (1) = 0, P debe
ser negativo en un entorno a la izquierda de 1. Pero P (0) =  (1- ) > 0. Por
tanto P debe anularse en un punto intermedio, es decir, debe tener una raíz
en (0,1).
(1) (1 ) (1 ) (1 ) 1 (1 )
(1 ) (1 ) (1 ) 1
1 1 0
       
     
 
         
        
    
P
  a b
 '(1) ( )(1 ) 1 (1 ) (1 )
0
    
       
 
        
          
  
P b a b a
b a b a b a a a a a
b a
 0 '(1) ( )(1 ) 1 (1 ) (1 )    
       
 
         
          
 
P b a b a
b a b a b a a a a a
b a
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Capítulo 1
Teorema  2
(ii ) Para  n  < a+b , la probabilidad viene dada por la solución del sistema
Demostración
La solución general de la ecuación en diferencias (1.2.29) es de la forma
donde  x k   son las raíces de P (x ).
Si  a  < b  , hay una única raíz de P  en (0,1); sea ésta x 0. Entonces, para  u
positivo, la serie
será convergente y de términos positivos.
En este caso:
(i ) Para                    , la probabilidad de que haya  n  clientes en el sistema es
      donde  x 0  es la raíz del polinomio  (1.2.30) en (0,1).
Si a ≥ b  , P (x ) no tiene raíces en (0,1). Entonces no es posible que el
sistema sea estacionario, pues ninguna solución de la ecuación en diferencias
genera una distribución de probabilidades.
El sistema descrito en las ecuaciones {(1.2.25) - (1.2.28)} es estacionario si y solo
si  a  < b β . En este caso:
 nn k kq a x
0
 
   
   nn
n a b n a b
q u x
(1.2.33) 
(1.2.34) 
 n a b
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1
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 
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 

a b
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n i a b
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q q x n a b
x
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(1 )(1 )
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  

   
   
   
   

 

  
  
 
 
  
  
  
  
  
  
    
  
  
  
  
  
     
a bI
0
1
0 0
0 0 01
2 2 2
0 0 02
1 1 1
0 0 0
0 0 0
0 0 0
1 1 1
(1 ) (1 )    (1 ) (1 )



  

    
    
    
    
              
    
    
    
        
a
a
a
a
b b b
a b
q
q
q
x xx x xq
x x xq
qx x x
   
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1.2 Planteamiento y resolución de las ecuaciones
(i )
es solución de la ecuación en diferencias (1.2.28).
Con el fin de determinar  u , se toman estos valores como solución
para   Se debe cumplir:
Es decir:
; sumando la serie:
Despejando, se obtiene  u   en función de  S  :
y, por tanto:
lo que da los valores de q n   para  n  ≥ a+b   en función de los anteriores.
(ii )
Sabemos que si x 0 es raíz del polinomio (1.2.30), entonces para cualquier
constante  u   la sucesión
Para determinar las probabilidades q 0 , q 1 , … q a +b -1 , se sustituye el valor
hallado para q n con n ≥ a+b en las a+b ecuaciones particulares y se
escribe el sistema resultante {(1.2.25),(1.2.26), (1.2.27)}  en forma matricial:
Cada ecuación tiene a lo sumo cuatro términos en el segundo miembro. Si se
numeran las ecuaciones según el subíndice del primer miembro, los
subíndices de los términos del segundo para la ecuación n son n y n + b 
para las ecuaciones 0, 1, ..., a-1, y estos mismos más n- a y n -a +b  para 
el resto.
0 1 2 1 0
0
1  
 
 
  
         nn a b
n n a b
q q q q q u x
0
0
1
1

  

a bx
S u
x
0 1 2 1Sea                  a bS q q q q
  0
0
1
1   


 
a b
x
u S
x
0 ( )                    
n
nq u x n a b
0
0
  
1


  
 
 
 
 

n
n
n
q n
q
0 
n
nq ux
. n a b
  0 0
0
1
1    


    nn a b
x
q S x n a b
x
0
0
1
1
1
1
1
1
1
1 (1 )
1
(1 )(1 ) (1 )
(1 )(1 ) (1 )
(1 )(1 )
(1 )(1 )




 

 
 
 

  
  
 
 

  
   
   
  
  
  
   
  
  
  
  
     
 

b
b
b
b
a
a
a
a
a b
a b
a b
a b
q
q
q
q
q
q
q
q
q
q
q
q
q
q
  

   
   
   
   
              




 
 
 
 
 
 
 
 
 
 
 
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Capítulo 1
En las ecuaciones de a a a+b-1, hay que sustituir el término con
subíndice  n+b .
En este caso, en lugar de   q n +b  habrá que poner:
Teniendo en cuenta que                                                       y que el coeficiente
que acompaña a q n +b es (1- ) , la sustitución equivale a sumar la
expresión matricial:
y eliminar las columnas desde a+b en adelante de la matriz original del
sistema, que entonces puede escribirse así:
En el primer bloque de ecuaciones, de 0 a a-1, ninguno de los subíndices
del segundo miembro sobrepasa a+b-1 y por tanto no hay que hacer en
ellas ninguna sustitución.
     0 0 0 0
0
1
1 = 1 1  

   n b n an b a b
x
q S x S x x
x
0 1 2 1      a bS q q q q
0
1
0 0
0 0 01
2 2 2
0 0 02
1 1 1
10 0 0
0 0 0
0 0 0
1 1 1
(1 ) (1 )  (1 ) (1 )



  
 
    
    
    
    
         
    
    
    
    
        
a
a
a
a
b b b
a b
q
q
q
x xx x xq
x x xq
qx x x
   
0 0
1 1
1 1
1 1
1 (1 )
1
(1 )(1 ) (1 )
(1 )(1 ) (1 )
(1 )(1 )
(1 )(1 )
 
 
   
 

  
  
 
 
 
    
    
    
    
    
   
   
   
   
   
       
 
b b
b b
a a
a a
a b a b
q q
q q
q q
q q
q q
q q
  

   
   
   
   
 





0
1
0 0
0 0 01
2 2 2
0 0 02
1 1 1
10 0 0
0 0 0
0 0 0
1 1 1
(1 ) (1 ) (1 ) (1 )   



  
 
    
    
    
    
         
    
    
    
    
        
a
a
a
a
b b b
a b
q
q
q
x xx x xq
x x xq
qx x x
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1.2 Planteamiento y resolución de las ecuaciones
Reagrupando términos:
Q.E.D.
Ejemplo de resolución
Supongamos que los clientes llegan en bloques de 5 y son atendidos en bloques de
3: a = 5 y b = 3 . Sean  y  los parámetros que rigen las distribuciones de los
tiempos entre entradas y de los tiempos de atención, respectivamente, y supongamos
que son tales que el sistema es estacionario, es decir, que
La matriz de transición es:
Como en el caso anterior, se presenta a continuación la resolución completa de un
caso particular utilizando la metodología descrita.
1 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
(1 ) 0 0 (1 )(1 ) 0 0 0 (1 ) 0
0 (1 ) 0 0 (1 )(1 ) 0 0 0 (1 )
0 0 (1 ) 0 0 (1 )(1 ) 0 0 0
0 0 0 (1 ) 0 0 (1 )(1 ) 0 0
0 0 0 0 (1 ) 0 0 (1 )(1 ) 0
0 0 0 0 0 (1 ) 0 0 (1 )(1



   
   
  
  
  
  
 
 
 
       
       
     
     
     
   ) 0
0 0 0 0 0 0 (1 ) 0 0 (1 )(1 )
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
  

   
1 (1 )
1
(1 )(1 ) (1 )
(1 )(1 ) (1 )
(1 )(1 )
(1 )(1 )

 

  
  
 
 
  
  
  
  
  
  
    
  
  
  
  
  
  
 
a bI
  

   
   
   
   
0
1
0 0
0 0 01
2 2 2
0 0 02
1 1 1
0 0 0
0 0 0
0 0 0
1 1 1
(1 ) (1 ) (1 ) (1 )



  

    
    
    
    
              
    
    
    
        
a
a
a
a
b b b
a b
q
q
q
x xx x xq
x x xq
qx x x
   
. a b
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Capítulo 1
El polinomio característico es
Reordenamos:
De esta matriz obtenemos las ecuaciones particulares:
y la ecuación general:
Sea x 0 la única raíz de este polinomio en el intervalo (0,1), en el caso de que los
parámetros     y     sean tales que  r  < 1. Entonces:
En las ecuaciones (E2.5), (E2.6) y (E2.7), sustituimos q 8 , q 9 y q 10 por sus valores
generales:
0 0 3
1 1 4
2 2 5
0 3: (1 ) (1 )
(1 ) (1 )
(1 ) (1 )
     
   
   
n q q q
q q q
q q q
  
  
  
3 3 6
4 4 7
3 5: (1 ) (1 ) (1 )
(1 ) (1 ) (1 )
      
    
n q q q
q q q
   
   
5 5 0 8 3
6 6 1 9 4
7 7 2 10 5
5 8: (1 )(1 ) (1 )
(1 )(1 ) (1 )
(1 )(1 ) (1 )
        
      
      
n q q q q q
q q q q q
q q q q q
      
      
      
5 3 28: (1 )(1 ) (1 ) (1 )          n n n n nn q q q q q       
 3 5 8( ) (1 ) (1 ) (1 ) 1 (1 )               P x x x x
0 1 2 3 4 5 6 7       S q q q q q q q q
     80 0 0 0
0
1
1 1 1 8


      n nn a b
x
q S x S x x n
x
5 5 0 0 3(1 )(1 ) (1 ) (1 )(1 )        q q q x S q      
6 6 1 0 0 4(1 )(1 ) (1 ) (1 ) (1 )        q q q x x S q      
2
7 7 2 0 0 5(1 )(1 ) (1 ) (1 ) (1 )        q q q x x S q      
  3 6(1 )(1 ) 1 (1 ) 0     q q   
0 3
1 4
2 5
(1 ) 0
(1 ) 0
(1 ) 0
   
   
   
q q
q q
q q
  
  
  
  4 7(1 )(1 ) 1 (1 ) 0     q q   
 1 6 4
0 0 0 1 2 3 4 5 6 7 0 0
(1 )(1 ) 1
(1 ) (1 ) ( ) (1 ) (1 )
     
             
q q q
x x q q q q q q q q x x
    
   
 0 5 3
0 0 1 2 3 4 5 6 7 0
(1 )(1 ) 1
(1 ) (1 )( ) (1 ) (1 )
     
             
q q q
x q q q q q q q q x
    
   
 2 7 5
2 2
0 0 0 1 2 3 4 5 6 7 0 0
(1 )(1 ) 1
(1 ) (1 ) ( ) (1 ) (1 )
     
             
q q q
x x q q q q q q q q x x
    
   
(E2.0) 
(E2.1) 
(E2.2) 
(E2.3) 
(E2.4) 
(E2.5) 
(E2.6) 
(E2.7) 
(E2.8) 
(E2.9) 
(E2.10) 
(E2.11) 
(E2.5) 
(E2.6) 
(E2.7) 
(E2.0) 
(E2.1) 
(E2.2) 
(E2.3) 
(E2.4) 
(E2.5) 
(E2.6) 
(E2.7) 
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     1.3 Comparación entre los resultados teóricos y las simulaciones
1.3 Comparación entre los resultados teóricos
y las simulaciones
Se pone el sistema {(E2.0) - (E2.7)} en forma matricial:
En el apartado siguiente se muestran los cálculos efectuados con el programa MAPLE 
para algunos valores concretos de a y b , junto con los resultados observados en las
simulaciones para poder compararlos.
En este apartado se muestran las frecuencias observadas en las simulaciones y las
probabilidades teóricas obtenidas resolviendo las ecuaciones anteriores. 
>1, 
Se presentan los cálculos realizados para a =2, b =3 , para a =5, b =3 , y para a = 16, b
=9 , con algunos de los casos simulados en el apartado 1.1, y siempre con intensidad
de tráfico menor que 1, que es la condición necesaria y suficiente demostrada para que
el sistema sea estacionario (recuérdense los resultados para el caso en que ρ > 1, 
figuras 1.1.6, 1.1.12 y 1.1.18). Para cada conjunto de parámetros se muestran las
probabilidades teóricas calculadas y la esperanza teórica obtenida sumando la serie,
más las frecuencias relativas observadas con distintas longitudes de simulación y la
media muestral observada en cada simulación.
1.3.1  Cálculos para  a  = 2,  b = 3
Como se indicó en el apartado 1.1.1, en que se mostraban las simulaciones realizadas,
el parámetro b permanece fijo con valor 0,5, mientras a varía de manera que r 
aumente sin llegar a 1.
Para obtener las probabilidades teóricas, se calcula en primer lugar la única raíz del
polinomio característico en el intervalo (0,1). Este valor se precisa para resolver el
sistema de ecuaciones E1.9, que proporcionará las probabilidades teóricas desde q 0
hasta q 4 (es decir, para n < a + b = 5). Los valores así calculados se sustituyen en la
expresión general para q n con n ≥ 5, junto con la raíz del polinomio, y de este
modo se obtienen estas últimas.
0
1
2
3
4
5
6
7
0 0 (1 ) 0 0 0 0
0 0 0 (1 ) 0 0 0
0 0 0 0 (1 ) 0 0
0 0 0 (1 )(1 ) 1 0 0 (1 ) 0
0 0 0 0 (1 )(1 ) 1 0 0 (1 )
0 0 0 (1 )(1 ) 1 0 0
0 0 0 0 (1 )(1 ) 1 0
0 0 0 0 0 (1 )(1 ) 1
 
 
 
   
   
  
  
  
  
 
 
 
  
 
 
 
 
   
q
q
q
q
q
q
q
q
a a b
a a b
a a b
a b a b
a b a b
a ab a b
a ab a b
a ab a b









0
1
2
3
4
5
6
7
0
0 0 0 0 0 0 0 0
2 2 2 2 2 2 2 2
0 0 0 0 0 0 0 0
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Capítulo 1
Resultados  para a  = 0,3 b  = 0,5 r  = 0,4 x 0 =
, con
y que la raíz x 0 es en este caso pequeña.
La resolución –con MAPLE– del sistema lineal proporciona los valores
q 0 = q 1 = q 3 =
q 2 = q 4 =
para los primeros cinco términos de la sucesión; por tanto :
Los resultados numéricos obtenidos se muestran en la tabla 1.3.1. La probabilidad más
alta se obtiene para 2 clientes en el sistema; la probabilidad de que se acumulen más
de 4 clientes en el sistema es sólo 1-S  = 0,1153.
Tabla 1.3.1: Probabilidades teóricas y frecuencias relativas
observadas en simulaciones de 1000, 5000 y 10000 unidades
de tiempo para a =2, b =3, α =0,3,  β =0,5.
0,15200,1410 0,1592 0,16330
T = 1000
Se presentan para cada caso los resultados numéricos, incluida la raíz del polinomio,
junto con los gráficos correspondientes, así como las medias observadas en las
simulaciones y las esperanzas teóricas calculadas.
0,54
En la tabla 1.3.1 se ve que las probabilidades calculadas son muy pequeñas a partir de
q 5; es lógico teniendo en cuenta que su expresión general es 
T = 5000 T = 10000
Frec. Relativa
0,1520 0,1742
0,2789
0,1303
0,1493
0,8847
Probabilidad
Número de 
clientes
0,1742
0,2789
0,1303
0,1493
0,0530
0,0286
0,0155
2,4319
0,0013
0,0007
0,0004
0,0002
0,0001
0,0032 0,0036 0,0024
0,0000
0,0000
0,0020
0,0000
0,0001
2,4731
0,0007
0,0000
2,5139
0,0022
0,0010
6
7
1
2
3
4
0,1656
0,2668
0,1330
0,14470,1510
0,0479
0,0403
0,0156
0,1436
0,0502
0,0426
0,0166
5 0,0490
0,0580
0,0190
0,1710
0,2580
0,1390
0,1670
0,2611
0,1352
9
8 0,01260,0110 0,0084
0,0045
0,0000
0,0044
0,0000
15
Media
11
2,5500
0,0000
12
13
14
10
0,0010
0,0010
0,0115
0,0016
0,0010
0,0041
0,0000
0 1 2 3 4    S q q q q q  
5
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       1.3 Comparación entre los resultados teóricos y las simulaciones
– Las tres primeras, comparativamente altas (de n  = 0  a  n  = b-1).
– Las dos siguientes, algo menores (de n  = b   a  n  = a+b-1).
– El resto, que responden a la fórmula geométrica general.
Figura 1.3.1: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 1000 unidades de tiempo para a =2, b =3, α =0,3,  β =0,5.
Figura 1.3.2: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 5000 unidades de tiempo para a =2, b =3, α =0,3,  β =0,5.
Figura 1.3.3: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 10000 unidades de tiempo para a =2, b =3, α =0,3,  β =0,5.
En las Figuras 1.3.1, 1.3.2 y 1.3.3 se ve la comparación entre frecuencias observadas y
probabilidades teóricas para tiempo de simulación creciente y un máximo de 15
clientes. En ellas se pueden observar tres bloques de probabilidades:
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Capítulo 1
Resultados  para a  = 0,6 b  = 0,5 r  = 0,8 x 0 =
Los cinco primeros términos, obtenidos del sistema de ecuaciones, son
q 0 = 0,0362 q 1 = 0,0476 q 2 = 0,1220 q 3 = 0,1087 q 4 = 0,1428
Entonces:
30 0,0000 0,0028
Tabla 1.3.2: Probabilidades teóricas y frecuencias relativas
observadas en simulaciones de 1000, 5000 y 10000 unidades
de tiempo para a =2, b =3, α =0,6,  β =0,5.
26 0,0000
27 0,0000 0,0026 0,0017 0,0014
24 0,0000 0,0028 0,0019 0,0025
25 0,0000 0,0021
22 0,0000 0,0058 0,0033 0,0037
23 0,0000 0,0038 0,0024 0,0031
21 0,0000 0,0068 0,0042
28 0,0000 0,0024 0,0016 0,0012
29 0,0000 0,0022 0,0012 0,0010
5,9710 7,0644 6,4772 6,4891Media
0,0015 0,0008
0,0045
0,0026 0,0020 0,0017
19 0,0020 0,0114 0,0076 0,0065
20 0,0000 0,0078 0,0055 0,0054
17 0,0060 0,0142 0,0105 0,0096
18 0,0040 0,0136 0,0102 0,0079
0,0046 0,0030
15 0,0130 0,0164 0,0137 0,0140
16 0,0070 0,0160 0,0135 0,0116
13 0,0270 0,0222 0,0210 0,0205
14 0,0160 0,0216 0,0186 0,0170
11 0,0350 0,0304 0,0303 0,0300
12 0,0200 0,0296 0,0255 0,0248
9 0,0641 0,0436 0,0446 0,0439
10 0,0551 0,0408 0,0395 0,0363
7 0,0731 0,0532 0,0597 0,0643
8 0,0721 0,0562 0,0578 0,0531
5 0,0781 0,0796 0,0824 0,0941
6 0,0941 0,0742 0,0780 0,0778
4 0,1221 0,1290 0,1369 0,1428
0,8266
Ahora la raíz del polinomio es mayor que en el caso anterior; el decrecimiento de q n 
para n  ≥ 5 es más lento, lo que es coherente con el incremento de tráfico en el sistema.
0,4573
1 0,0420 0,0426 0,0498 0,0476
2 0,1291 0,1074 0,1199 0,1220
Frec. Relativa
Probabilidad
T = 1000 T = 5000 T = 10000
0 0,0430 0,0304 0,0343 0,0362
0,0971 0,0966 0,1047 0,10873
La tabla 1.3.2 muestra los resultados teóricos y las frecuencias relativas observadas en
tres simulaciones. Se observa un mejor ajuste a medida que aumenta la longitud de
simulación.
Número de 
clientes
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     1.3 Comparación entre los resultados teóricos y las simulaciones
En este caso, los gráficos no muestran una diferencia tan acusada entre los tres
bloques de probabilidades y las primeras del tercer bloque −las correspondientes a la
fórmula geométrica general− aún son comparativamente altas.
Figura 1.3.4: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 1000 unidades de tiempo para a =2, b =3, α =0,6,  β =0,5.
Figura 1.3.5: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 5000 unidades de tiempo para a =2, b =3, α =0,6,  β =0,5.
Figura 1.3.6: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 10000 unidades de tiempo para a =2, b =3, α =0,6,  β =0,5.
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Capítulo 1
Resultados  para a  = 0,2 b  = 0,9 r  = 0,37 x 0 =
con
Los primeros términos de la sucesión de probabilidades son:
q 0 =
q 1 =
q 2 =
q 3 =
q 4 =
q 5 =
q 6 =
q 7 =
Entonces:
La raíz del polinomio no es muy grande y se puede observar en la tabla 1.3.3 que las
probabilidades a partir de q 8 son pequeñas (según lo anterior, entre todas ellas sólo
suman 0.0549). En la tabla se ven también las frecuencias relativas observadas en tres
simulaciones con unidades de tiempo creciente. Los valores más altos, con bastante
diferencia, se obtienen para 0, 1 y 2 clientes en el sistema.
En esta primera situación que se presenta, la intensidad de tráfico es ligera. Se
obtienen las probabilidades más altas para 0,1 ó 2 clientes en el sistema, con bastante
diferencia sobre el resto.
La expresión general de q n  para n  8 es ahora
0,0514
0,0565
0,5976
1.3.2  Cálculos para  a  = 5,  b = 3
Ahora será el parámetro b el que varíe haciendo aumentar la intensidad de tráfico,
mientras a permanece fijo con valor 0.2. Se mostrarán las probabilidades teóricas
para compararlas con las frecuencias observadas en las simulaciones del apartado
1.1.2, así como la media observada y la esperanza teórica junto con la raíz del
polinomio.
Los cálculos se efectúan de la misma manera; únicamente cambian el grado del
polinomio característico y la dimensión del sistema de ecuaciones.
0,9451
0,2036
0,1850
0,2432
0,0675
0,0657
0,0723
0 1 2 3 4 5 6 7 .       S q q q q q q q q
   80 01 1 8,
    nnq S x x n
   80 0
8
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     1.3 Comparación entre los resultados teóricos y las simulaciones
– Las tres primeras, comparativamente altas (de n  = 0  a  n  = b-1).
– Las cinco siguientes, mucho menores (de n  = b   a  n  = a+b-1).
– El resto, que responden a la fórmula geométrica general.
Número de 
clientes
0,0000
0,0001
19 0,0000 0,0002 0,0003 0,0001
2,8284Media 2,6366
Las Figuras 1.3.7, 1.3.8 y 1.3.9 muestran, de manera muy clara, los mismos tres
bloques de probabilidades que se indicaban en el caso anterior (figuras 1.3.1 - 1.3.3):
2,9362
18 0,0000 0,0000 0,0003
20 0,0000 0,0000 0,0001
2,7793
0,0004
17 0,0000 0,0002 0,0005 0,0002
16 0,0000 0,0002 0,0007
0,0010
15 0,0000 0,0002 0,0009 0,0006
14 0,0000 0,0012 0,0025
0,0028
13 0,0020 0,0014 0,0024 0,0017
12 0,0030 0,0038 0,0062
0,0079
11 0,0030 0,0046 0,0069 0,0047
0,0723
6 0,0631 0,0653 0,0669
7
10 0,0030 0,0050 0,0075
0,0221
9 0,0130 0,0150 0,0181 0,0132
0,0661 0,0675
8 0,0150 0,0170 0,0188
0,1832
0,2272 0,1968 0,1985
0,0535
0,0565
0
0,2036
0,1812 0,1796
0,0705
4 0,0571 0,0553
0,0631 0,0677 0,0663
2 0,2472 0,2652
3 0,0561
0,1850
0,0542
0,2432
0,0531 0,0514
0,0675
Figura 1.3.7: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 1000 unidades de tiempo para a =5, b =3, α =0,2,  β =0,9.
Tabla 1.3.3: Probabilidades teóricas y frecuencias relativas
observadas en simulaciones de 1000, 5000 y 10000 unidades
de tiempo para a =5, b =3, α =0,2,  β =0,9.
0,2421
1
Frec. Relativa
Probabilidad
0,0657
5
T = 1000 T = 5000 T = 10000
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Capítulo 1
Resultados  para a  = 0,2 b  = 0,4 r  = 0,833 x 0 =
Ahora, los primeros términos de la sucesión de probabilidades son:
q 0 = 0,047 q 2 = 0,073 q 4 = 0,034 q 6 = 0,048
q 1 = 0,054 q 3 = 0,029 q 5 = 0,046 q 7 = 0,055
Por tanto:
Como en el caso anterior, se observa un mejor ajuste de las frecuencias observadas a
las probabilidades teóricas al aumentar el número de observaciones.
0,9392
Figura 1.3.8: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 5000 unidades de tiempo para a =5, b =3, α =0,2,  β =0,9.
Figura 1.3.9: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 10000 unidades de tiempo para a =5, b =3, α =0,2,  β =0,9.
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1.3 Comparación entre los resultados teóricos y las simulaciones
1000 5000 10000 1000 5000 10000
0 0,022 0,039 0,045 0,047 36 0,005 0,005 0,004 0,006
1 0,047 0,040 0,047 0,054 37 0,012 0,006 0,005 0,006
2 0,058 0,058 0,078 0,073 38 0,012 0,005 0,004 0,006
3 0,010 0,024 0,030 0,029 39 0,012 0,005 0,005 0,005
4 0,015 0,026 0,031 0,034 40 0,008 0,003 0,006 0,005
5 0,034 0,041 0,048 0,046 41 0,009 0,003 0,005 0,005
6 0,035 0,048 0,048 0,048 42 0,011 0,005 0,005 0,004
7 0,027 0,047 0,059 0,055 43 0,022 0,006 0,006 0,004
8 0,016 0,030 0,038 0,037 44 0,017 0,004 0,005 0,004
9 0,019 0,037 0,039 0,035 45 0,012 0,005 0,004 0,004
10 0,026 0,033 0,033 0,033 46 0,022 0,006 0,004 0,003
11 0,031 0,035 0,034 0,031 47 0,010 0,003 0,007 0,003
12 0,035 0,035 0,032 0,029 48 0,018 0,006 0,004 0,003
13 0,023 0,027 0,031 0,027 49 0,010 0,004 0,004 0,003
14 0,012 0,031 0,023 0,026 50 0,013 0,004 0,003 0,003
15 0,007 0,021 0,026 0,024 51 0,017 0,003 0,003 0,003
16 0,008 0,022 0,026 0,023 52 0,013 0,003 0,002 0,002
17 0,011 0,023 0,023 0,021 53 0,022 0,005 0,002 0,002
18 0,007 0,024 0,023 0,020 54 0,014 0,003 0,002 0,002
19 0,008 0,021 0,021 0,019 55 0,007 0,001 0,000 0,002
20 0,004 0,019 0,016 0,018 56 0,014 0,003 0,002 0,002
21 0,003 0,019 0,019 0,017 57 0,019 0,004 0,001 0,002
22 0,009 0,019 0,017 0,016 58 0,014 0,003 0,000 0,002
23 0,009 0,019 0,016 0,015 59 0,010 0,002 0,001 0,002
24 0,005 0,016 0,014 0,014 60 0,025 0,005 0,000 0,001
25 0,010 0,016 0,014 0,013 61 0,005 0,001 0,000 0,001
26 0,003 0,015 0,012 0,012 62 0,018 0,004 0,000 0,001
27 0,004 0,015 0,009 0,011 63 0,015 0,003 0,000 0,001
28 0,006 0,013 0,013 0,011 64 0,012 0,002 0,000 0,001
29 0,006 0,010 0,008 0,010 65 0,003 0,001 0,000 0,001
30 0,002 0,011 0,009 0,009 66 0,005 0,001 0,000 0,001
31 0,007 0,012 0,007 0,009 67 0,004 0,001 0,000 0,001
32 0,003 0,008 0,005 0,008 68 0,007 0,001 0,000 0,001
33 0,016 0,011 0,008 0,008 69 0,010 0,002 0,000 0,001
34 0,011 0,007 0,005 0,007 70 0,003 0,001 0,000 0,001
35 0,010 0,007 0,005 0,007 Media 28,66 17,07 14,41 15,72
n n
T T
Prob. Prob.
Tabla 1.3.4: Probabilidades teóricas para n clientes en el sistema y 
frecuencias relativas observadas en simulaciones de 1000, 5000 y 10000
unidades de tiempo para a =5, b =3, α =0,2,  β =0,4.
En este caso hay mucha disparidad entre frecuencias observadas y probabilidades para
T = 1000, como se percibe gráficamente en la Figura 1.3.10, mejorando
considerablemente el ajuste al aumentar la longitud de la simulación (Figuras 3.1.11 y
3.1.12 para 5000 y 10000 unidades de tiempo respectivamente).
Aunque se distinguen tres bloques de probabilidades, vemos, como en el caso 1.3.1
(figuras 1.3.4 - 1.3.6), que con mayor intensidad de tráfico hay menos diferencia entre
ellos.
La raíz del polinomio es ahora mayor y las probabilidades decrecen lentamente a
partir de q 8 . Los resultados numéricos se muestran en la tabla 1.3.4 con número de
clientes hasta 70 para observar claramente este lento decrecimiento de las
probabilidades (a partir de 8 clientes).
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Capítulo 1
Figura 1.3.10: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 1000 unidades de tiempo para a =5, b =3, α =0,2,  β =0,4.
Figura 1.3.11: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 5000 unidades de tiempo para a =5, b =3, α =0,2,  β =0,4.
Figura 1.3.12: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 10000 unidades de tiempo para a =5, b =3, α =0,2,  β =0,4.
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     1.3 Comparación entre los resultados teóricos y las simulaciones
, con
Resultados  para a  = 0,15 b  = 0,6 r  = 0,44 x 0 =
n q n n q n n q n n q n n q n
0 0,0552 24 0,0242 48 0,0012 72 0,0001 96 0,0000
1 0,0570 25 0,0102 49 0,0011 73 0,0001 97 0,0000
2 0,0540 26 0,0093 50 0,0010 74 0,0001 98 0,0000
3 0,0587 27 0,0085 51 0,0009 75 0,0001 99 0,0000
4 0,0565 28 0,0077 52 0,0008 76 0,0001 100 0,0000
5 0,0650 29 0,0071 53 0,0008 77 0,0001 101 0,0000
6 0,0635 30 0,0064 54 0,0007 78 0,0001 102 0,0000
7 0,0771 31 0,0059 55 0,0006 79 0,0001 103 0,0000
8 0,0763 32 0,0053 56 0,0006 80 0,0001 104 0,0000
9 0,0162 33 0,0049 57 0,0005 81 0,0001 105 0,0000
10 0,0168 34 0,0044 58 0,0005 82 0,0001 106 0,0000
11 0,0159 35 0,0040 59 0,0004 83 0,0000 107 0,0000
12 0,0173 36 0,0037 60 0,0004 84 0,0000 108 0,0000
13 0,0166 37 0,0033 61 0,0004 85 0,0000 109 0,0000
14 0,0191 38 0,0030 62 0,0003 86 0,0000 110 0,0000
15 0,0187 39 0,0028 63 0,0003 87 0,0000 111 0,0000
16 0,0227 40 0,0025 64 0,0003 88 0,0000 112 0,0000
17 0,0224 41 0,0023 65 0,0002 89 0,0000 113 0,0000
18 0,0210 42 0,0021 66 0,0002 90 0,0000 114 0,0000
19 0,0217 43 0,0019 67 0,0002 91 0,0000 115 0,0000
20 0,0206 44 0,0017 68 0,0002 92 0,0000 116 0,0000
21 0,0223 45 0,0016 69 0,0002 93 0,0000 117 0,0000
22 0,0215 46 0,0014 70 0,0002 94 0,0000 118 0,0000
23 0,0247 47 0,0013 71 0,0001 95 0,0000 Media: 11,973
Tabla 1.3.5: Probabilidades teóricas de n clientes en el sistema para a =16, 
b =9, α =0,15 ,  β =0,6.
En las representaciones gráficas de las Figuras 1.3.13, 1.3.14 y 1.3.15, se observa un
primer bloque de probabilidades relativamente altas (desde q 0 hasta q 8), un segundo
bloque de probabilidades intermedias (las 16 siguientes, desde q 9 hasta q 24), y de ahí
en adelante, ya según la expresión general; valores muy pequeños. Además, las
gráficas también ilustran mejor que las tablas que las diferencias que se observan entre
las frecuencias vistas en las simulaciones y las probabilidades calculadas son más
evidentes en el primero de los bloques mencionados, y muy notables para los tiempos
más cortos de simulación, T = 1000 (figura 1.3.13), donde también son patentes las
diferencias en el segundo de los bloques (de 9 a 24 clientes en el sistema). Este
segundo bloque está mejor estimado para T = 5000, representado en la figura 1.3.14,
donde aún se observan diferencias en el primer bloque que ya queda mejor en el
tiempo más largo de simulación, figura 1.3.15.
1.3.3  Cálculos para  a  = 16,  b = 9
Se fija el parámetro b = 0.6, mientras a varía para aumentar la intensidad de
tráfico. Se comparan las probabilidades teóricas con las frecuencias observadas en las
simulaciones del apartado 1.1.3, así como las medias observadas con la esperanza
teórica.
La expresión general de q n  para n  25 es ahora
0,9109
Se muestran primero, en la tabla 1.3.5, las probabilidades calculadas y después, en la
1.3.6, se comparan las primeras de ellas con las frecuencias observadas para distintos
tamaños muestrales.
24
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n 1000 5000 10000 Prob. n 1000 5000 10000 Prob.
0 0,0856 0,0515 0,0524 0,0552 21 0,0204 0,0212 0,0233 0,0223
1 0,0438 0,0513 0,0442 0,0570 22 0,0296 0,0236 0,0223 0,0215
2 0,0398 0,0639 0,0580 0,0540 23 0,0336 0,0254 0,0271 0,0247
3 0,0754 0,0515 0,0499 0,0587 24 0,0214 0,0218 0,0259 0,0242
4 0,0591 0,0583 0,0635 0,0565 25 0,0071 0,0070 0,0078 0,0102
5 0,0398 0,0471 0,0558 0,0650 26 0,0082 0,0084 0,0085 0,0093
6 0,0540 0,0431 0,0601 0,0635 27 0,0051 0,0056 0,0080 0,0085
7 0,0917 0,0913 0,0847 0,0771 28 0,0082 0,0074 0,0071 0,0077
8 0,0642 0,0811 0,0748 0,0763 29 0,0061 0,0076 0,0096 0,0071
9 0,0183 0,0160 0,0170 0,0162 30 0,0092 0,0096 0,0074 0,0064
10 0,0214 0,0180 0,0154 0,0168 31 0,0071 0,0104 0,0082 0,0059
11 0,0204 0,0168 0,0169 0,0159 32 0,0020 0,0040 0,0048 0,0053
12 0,0183 0,0180 0,0173 0,0173 33 0,0112 0,0076 0,0034 0,0049
13 0,0214 0,0198 0,0170 0,0166 34 0,0010 0,0044 0,0051 0,0044
14 0,0214 0,0184 0,0185 0,0191 35 0,0020 0,0050 0,0043 0,0040
15 0,0153 0,0148 0,0184 0,0187 36 0,0000 0,0040 0,0056 0,0037
16 0,0265 0,0224 0,0235 0,0227 37 0,0031 0,0046 0,0045 0,0033
17 0,0245 0,0216 0,0217 0,0224 38 0,0010 0,0036 0,0036 0,0030
18 0,0234 0,0212 0,0221 0,0210 39 0,0051 0,0048 0,0036 0,0028
19 0,0265 0,0220 0,0241 0,0217 40 0,0000 0,0046 0,0037 0,0025
20 0,0234 0,0226 0,0223 0,0206 Media 10,82 10,96 11,09 11,97
Tabla 1.3.6: Probabilidades teóricas de n clientes en el sistema y frecuencias
relativas observadas en simulaciones de 1000, 5000 y 10000 unidades de
tiempo para a =16, b =9, α =0,15,  β =0,6.
Figura 1.3.13: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la 
simulación de 1000 unidades de tiempo para a =16, b =9, α =0,15,  β =0,6.
Figura 1.3.14: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la 
simulación de 5000 unidades de tiempo para a =16, b =9, α =0,15,  β =0,6.
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     1.3 Comparación entre los resultados teóricos y las simulaciones
Resultados  para a  = 0,3 b  = 0,6 r  = 0,89 x 0 =
n q n n q n n q n n q n n q n n q n
0 0,0102 29 0,0103 58 0,0065 87 0,0041 116 0,0026 145 0,0016
1 0,0106 30 0,0101 59 0,0064 88 0,0041 117 0,0026 146 0,0016
2 0,0105 31 0,0100 60 0,0063 89 0,0040 118 0,0025 147 0,0016
3 0,0114 32 0,0098 61 0,0062 90 0,0039 119 0,0025 148 0,0016
4 0,0113 33 0,0096 62 0,0061 91 0,0039 120 0,0024 149 0,0015
5 0,0133 34 0,0095 63 0,0060 92 0,0038 121 0,0024 150 0,0015
6 0,0133 35 0,0093 64 0,0059 93 0,0038 122 0,0024 151 0,0015
7 0,0176 36 0,0092 65 0,0058 94 0,0037 123 0,0023 152 0,0015
8 0,0178 37 0,0090 66 0,0057 95 0,0036 124 0,0023 153 0,0014
9 0,0073 38 0,0089 67 0,0056 96 0,0036 125 0,0023 154 0,0014
10 0,0076 39 0,0088 68 0,0055 97 0,0035 126 0,0022 155 0,0014
11 0,0075 40 0,0086 69 0,0054 98 0,0035 127 0,0022 156 0,0014
12 0,0081 41 0,0085 70 0,0054 99 0,0034 128 0,0021 157 0,0014
13 0,0081 42 0,0084 71 0,0053 100 0,0034 129 0,0021 158 0,0013
14 0,0095 43 0,0082 72 0,0053 101 0,0033 130 0,0021 159 0,0013
15 0,0095 44 0,0081 73 0,0052 102 0,0033 131 0,0020 160 0,0013
16 0,0126 45 0,0080 74 0,0051 103 0,0032 132 0,0020 161 0,0013
17 0,0127 46 0,0078 75 0,0050 104 0,0032 133 0,0020 162 0,0012
18 0,0125 47 0,0077 76 0,0049 105 0,0031 134 0,0020 163 0,0012
19 0,0130 48 0,0076 77 0,0049 106 0,0031 135 0,0019 164 0,0012
20 0,0128 49 0,0075 78 0,0048 107 0,0030 136 0,0019 165 0,0012
21 0,0139 50 0,0074 79 0,0047 108 0,0030 137 0,0019 166 0,0012
22 0,0138 51 0,0072 80 0,0046 109 0,0029 138 0,0018 167 0,0012
23 0,0163 52 0,0071 81 0,0046 110 0,0029 139 0,0018 168 0,0011
24 0,0163 53 0,0070 82 0,0045 111 0,0028 140 0,0018 169 0,0011
25 0,0111 54 0,0069 83 0,0044 112 0,0028 141 0,0017 170 0,0011
26 0,0110 55 0,0068 84 0,0043 113 0,0027 142 0,0017 171 0,0011
27 0,0108 56 0,0067 85 0,0043 114 0,0027 143 0,0017 172 0,0011
28 0,0106 57 0,0066 86 0,0042 115 0,0026 144 0,0017 173 0,0010
Tabla 1.3.7: Probabilidades teóricas de n clientes en el sistema para a =16, b =9, α =0,3,  
β =0,6.
0,9841
Como antes, se muestran en primer lugar las probabilidades calculadas (tabla 1.3.7).
En esta ocasión, con mayor intensidad de tráfico, se aprecia menor diferencia entre los
tres bloques de probabilidades que se pueden distinguir.
Figura 1.3.15: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la 
simulación de 10000 unidades de tiempo para a =16, b =9, α =0,15,  β =0,6.
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Capítulo 1
n 1000 5000 10000 Prob. n 1000 5000 10000 Prob.
0 0,0119 0,0088 0,0078 0,0102 42 0,0080 0,0090 0,0075 0,0085
1 0,0209 0,0072 0,0104 0,0106 43 0,0139 0,0090 0,0081 0,0084
2 0,0249 0,0140 0,0100 0,0105 44 0,0119 0,0104 0,0094 0,0082
3 0,0209 0,0128 0,0116 0,0114 45 0,0100 0,0080 0,0088 0,0081
4 0,0060 0,0084 0,0128 0,0113 46 0,0179 0,0104 0,0092 0,0080
5 0,0030 0,0088 0,0098 0,0133 47 0,0149 0,0102 0,0091 0,0078
6 0,0100 0,0112 0,0108 0,0133 48 0,0149 0,0092 0,0083 0,0077
7 0,0179 0,0142 0,0127 0,0176 49 0,0100 0,0078 0,0076 0,0076
8 0,0259 0,0156 0,0169 0,0178 50 0,0080 0,0102 0,0091 0,0075
9 0,0050 0,0074 0,0067 0,0073 51 0,0080 0,0082 0,0077 0,0074
10 0,0189 0,0086 0,0073 0,0076 52 0,0139 0,0100 0,0087 0,0072
11 0,0070 0,0080 0,0069 0,0075 53 0,0129 0,0100 0,0076 0,0071
12 0,0109 0,0070 0,0072 0,0081 54 0,0070 0,0094 0,0087 0,0070
13 0,0060 0,0090 0,0081 0,0081 55 0,0119 0,0114 0,0084 0,0069
14 0,0070 0,0078 0,0075 0,0095 56 0,0100 0,0092 0,0073 0,0068
15 0,0090 0,0100 0,0090 0,0095 57 0,0129 0,0090 0,0077 0,0067
16 0,0149 0,0122 0,0096 0,0126 58 0,0080 0,0078 0,0061 0,0066
17 0,0189 0,0120 0,0118 0,0127 59 0,0070 0,0082 0,0073 0,0065
18 0,0139 0,0108 0,0103 0,0125 60 0,0100 0,0070 0,0076 0,0064
19 0,0119 0,0104 0,0120 0,0130 61 0,0129 0,0080 0,0075 0,0063
20 0,0119 0,0138 0,0128 0,0128 62 0,0090 0,0098 0,0072 0,0062
21 0,0119 0,0110 0,0127 0,0139 63 0,0129 0,0062 0,0064 0,0061
22 0,0119 0,0130 0,0120 0,0138 64 0,0129 0,0074 0,0053 0,0060
23 0,0119 0,0134 0,0133 0,0163 65 0,0119 0,0092 0,0064 0,0059
24 0,0149 0,0148 0,0144 0,0163 66 0,0090 0,0096 0,0060 0,0058
25 0,0090 0,0098 0,0094 0,0111 67 0,0080 0,0104 0,0074 0,0057
26 0,0040 0,0064 0,0083 0,0110 68 0,0100 0,0096 0,0069 0,0056
27 0,0100 0,0082 0,0083 0,0108 69 0,0080 0,0078 0,0060 0,0055
28 0,0080 0,0082 0,0099 0,0106 70 0,0050 0,0056 0,0052 0,0054
29 0,0129 0,0114 0,0086 0,0104 71 0,0070 0,0080 0,0061 0,0053
30 0,0100 0,0080 0,0089 0,0103 72 0,0070 0,0058 0,0053 0,0053
31 0,0219 0,0132 0,0120 0,0101 73 0,0149 0,0088 0,0064 0,0052
32 0,0070 0,0084 0,0097 0,0100 74 0,0159 0,0084 0,0060 0,0051
33 0,0129 0,0102 0,0091 0,0098 75 0,0129 0,0072 0,0044 0,0050
34 0,0109 0,0106 0,0089 0,0096 76 0,0090 0,0092 0,0059 0,0049
35 0,0060 0,0098 0,0099 0,0095 77 0,0080 0,0068 0,0054 0,0049
36 0,0189 0,0132 0,0094 0,0093 78 0,0080 0,0078 0,0053 0,0048
37 0,0129 0,0086 0,0097 0,0092 79 0,0100 0,0052 0,0039 0,0047
38 0,0109 0,0080 0,0093 0,0090 80 0,0050 0,0048 0,0047 0,0046
39 0,0100 0,0112 0,0092 0,0089 81 0,0060 0,0052 0,0047 0,0046
40 0,0090 0,0060 0,0083 0,0088 82 0,0050 0,0074 0,0049 0,0045
41 0,0100 0,0088 0,0098 0,0086 Media 41,60 56,05 64,42 64,78
Tabla 1.3.8: Probabilidades teóricas y frecuencias relativas observadas en
simulaciones de 1000, 5000 y 10000 unidades de tiempo para a =16, b =9, 
α =0,3,  β =0,6.
A continuación, en la tabla 1.3.8, se muestran las frecuencias observadas para distintas
longitudes de simulación y los correspondientes gráficos.
La raíz del polinomio está ahora muy próxima a 1, de manera que la sucesión
geométrica de probabilidades decrece muy despacio, como muestra la tabla 1.3.8 y
las Figuras 1.3.16, 1.3.17 y 1.3.18. El número esperado de clientes en el sistema es
muy alto.
Las tablas 1.3.7 y 1.3.8 muestran probabilidades y frecuencias observadas hasta 173 y
82 clientes en el sistema respectivamente, pero las medias muestrales de esta última se
han calculado con las frecuencias de hasta 300 clientes, frecuencias que sí
representamos en las Figuras 1.3.16, 1.3.17 y 1.3.18, que muestran los dos grupos de
probabilidades teóricas comentados y el hecho de que nuevamente se necesitan
tiempos largos de simulación para que las frecuencias observadas se parezcan a las
probabilidades calculadas.
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 - Con  a  = 2  y  b  = 3.
 - Con  a  = 5  y  b  = 3.
 - Con  a  = 16  y  b  = 9.
DE b  CLIENTES  O  MENOS
CAPÍTULO  2
SERVICIO POR BLOQUES  
Hay tres bloques de simulaciones:
2.1  Resultados de simulación
El tiempo que transcurre entre dos llegadas consecutivas sigue una distribución
geométrica de parámetro a . El tiempo de servicio sigue también una distribución
geométrica, de parámetro b . Los tiempos entre llegadas son independientes entre sí,
así como los tiempos de servicio. Además, mientras haya al menos un cliente
esperando, los servicios se producen independientemente de las llegadas.
Se supondrá que a y b son primos entre sí, pues si tuvieran un factor común r , el
número de clientes en el sistema sería siempre múltiplo de r y cada conjunto de r 
clientes se podría tratar como una sola unidad.
Entonces, en cada momento: o bien se produce una entrada (de a clientes), con
probabilidad a , o bien no se produce, con probabilidad 1-a . Además, en el caso de
que haya clientes recibiendo atención, se puede producir una salida, con
probabilidad b , o no, con probabilidad 1-b . 
Como en el capítulo anterior, se presentarán en primer lugar varias simulaciones de
este tipo de sistema, variando tanto los tamaños de los bloques de entradas y salidas
como los parámetros a y b que regulan las frecuencias con que éstas se
producen.
En este capítulo se trabajará con el mismo modelo que en el anterior, xxxxxxxxxx,
pero con la diferencia de que ahora el servidor no espera hasta que se complete un
bloque de b clientes para prestarles atención: los clientes llegan en bloques de a y
son atendidos en bloques de b  o menos.
Geo | Geo |1a b
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Dentro de cada bloque, se hará variar los parámetros a o b , modificándose en
consecuencia la intensidad de tráfico r = aa / b b . De este modo se verá cómo
evoluciona el sistema dependiendo de los valores de los parámetros.
2.1.1   Simulaciones con  a  = 2,  b  = 3
En primer lugar se muestran tres simulaciones con tráfico normal, con r 0,19, 0,47
y 0,76 respectivamente (Figuras 2.1.1, 2.1.2 y 2.1.3):
En estos dos primeros casos (Figuras 2.1.1. y 2.1.2) el número de clientes es siempre
muy bajo, y en las simulaciones realizadas no llega a pasar de 12. El número medio
de clientes en el sistema es muy pequeño.
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2.1 Resultados de simulación
En la siguiente (Figura 2.1.3), con intensidad de tráfico mayor pero no muy alta, el
número de clientes en el sistema es en general más grande, pero aún se observa
bastante estabilidad. El número medio de clientes en el sistema ha aumentado un
poco; también se pueden apreciar que los periodos de ocupación, sin llegar a ser
muy largos, aumentan con la intensidad de tráfico.
En las Figuras 2.1.4, 2.1.5 y 2.1.6 se muestran tres simulaciones con tráfico pesado
(0,91, 1 y 1,05). En la primera de ellas, con intensidad de tráfico aún menor que 1, el
número de clientes en el sistema llega a aumentar mucho en ocasiones, pero en
general se mantiene por debajo de un cierto límite. Los periodos de ocupación son
más largos, pero el sistema se queda vacío en muchas ocasiones.
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Por último, con r mayor que 1, la Figura 2.1.6 muestra cómo el número de clientes
en el sistema parece aumentar indefinidamente, con descensos ocasionales pero
pequeños en relación con el aumento global.
Con r = 1, en la Figura 2.1.5 se ve que el sistema parece alcanzar una cierta
estabilidad a partir de la mitad del tiempo de simulación, que es ahora mucho
mayor. El número de clientes en el sistema es muy alto, salvo lógicamente en los
momentos iniciales. Salvo en estos primeros momentos, el sistema no vuelve a
quedarse vacío.
0
50
100
150
200
250
300
350
400
450
500
0 2500 5000 7500 10000 12500 15000 17500 20000
N
ú
m
er
o
 d
e 
cl
ie
n
te
s 
Tiempo de simulación 
0
250
500
750
1000
1250
1500
0 2500 5000 7500 10000 12500 15000 17500 20000
N
ú
m
er
o
 d
e 
cl
ie
n
te
s 
Tiempo de simulación 
Figura 2.1.5: Simulación con 
Figura 2.1.6: Simulación con 
= 0,6 = 0,4 =1α β ρ
= 0,6 = 0,38 =1,05α β ρ
62
2.1 Resultados de simulación
2.1.2   Simulaciones con  a  = 5,  b  = 3
Se presentan en primer lugar tres simulaciones con tráfico normal, con r 0,1, 0,4
y 0,7 respectivamente.
En las dos primeras, que se muestran en las Figuras 2.1.7 y 2.1.8, el número de
clientes es por lo general bajo, con algunos ascensos ocasionales seguidos de
rápidos descensos.
El número medio de clientes en el sistema es en ambos casos muy pequeño.
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En los tres casos se observa, además, que el sistema se queda vacío con frecuencia.
En la simulación de la Figura 2.1.9 se aprecia aún bastante estabilidad, aunque el
número de clientes en el sistema es ya en general mucho más alto, como también el
número medio de clientes en el sistema.
Las tres simulaciones siguientes, presentadas en las Figuras 2.1.10, 2.1.11 y 2.1.12,
se han hecho con tráfico pesado (0,9, 1 y 1,1). En la primera la intensidad de tráfico
sigue siendo menor que 1. La fluctuación en el número de clientes es elevada,
alcanzándose valores muy altos en ocasiones. El sistema se vacía a veces, pero
ahora los periodos de ocupación son mucho más largos:
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Figura 2.1.9: Simulación con   α = 0,21     β = 0,5    ρ = 0,7 
Figura 2.1.10: Simulación con   α = 0,27     β = 0,5    ρ = 0,9 
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2.1 Resultados de simulación
En la última simulación de este bloque (Figura 2.1.12), con r mayor que 1, el
número de clientes en el sistema muestra tendencia al aumento indefinido, con
algunos descensos ocasionales cuyo efecto es rápidamente anulado por nuevos
aumentos.
Con r = 1, se puede observar en la Figura 2.1.11 que el sistema parece bastante
inestable, con subidas y bajadas muy bruscas en el número de clientes.
Ocasionalmente el sistema llega a quedarse vacío, pero con poca frecuencia.
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Figura 2.1.11: Simulación con   α = 0,3     β = 0,5    ρ = 1 
Figura 2.1.12: Simulación con   α = 0,33     β = 0,5    ρ = 1,1 
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2.1.3   Simulaciones con  a  = 16,  b  = 9
Se presentan primero tres simulaciones con tráfico normal, con r 0,2, 0,4 y 0,6
respectivamente.
En las Figuras 2.1.13 y 2.1.14 se muestran las dos primeras. En ellas el número de
clientes se mantiene estable; no es muy alto teniendo en cuenta que el tamaño de las
entradas es ahora 16.
El número medio de clientes en el sistema es relativamente bajo.
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Figura 2.1.13: Simulación con   α = 0,09     β = 0,8    ρ = 0,2 
Figura 2.1.14: Simulación con   α = 0,18     β = 0,8    ρ = 0,4 
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2.1 Resultados de simulación
En simulación de la Figura 2.1.15 se ve que el número de clientes en el sistema es
más elevado, tanto puntualmente como en media, pero aún se puede observar que el
sistema se mantiene estable.
Se puede ver también que en los tres casos los tiempos de ocupación son cortos y
frecuentemente el sistema se queda vacío.
En las tres simulaciones siguientes (Figuras 2.1.16, 2.1.17 y 2.1.18) hay tráfico
pesado (0,8, 1 y 1,2). En la Figura 2.1.16, con intensidad de tráfico menor que 1, el
número de clientes llega a aumentar mucho en ocasiones, pero todavía se observa
cierta estabilidad, con periodos de ocupación no muy largos.
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Figura 2.1.15: Simulación con   α = 0,27     β = 0,8    ρ = 0,6 
Figura 2.1.16: Simulación con   α = 0,36     β = 0,8    ρ = 0,8 
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Por último, en la simulación de la Figura 2.1.18, con r mayor que 1, el número de
clientes en el sistema aumenta indefinidamente.
Con r = 1 (Figura 2.1.17) el número de clientes fluctúa mucho, pero se mantiene
siempre muy elevado. Sólo al principio el sistema llega a quedarse vacío.
Figura 2.1.17: Simulación con   α = 0,45     β = 0,8    ρ = 1 
Figura 2.1.18: Simulación con   α = 0,54     β = 0,8    ρ = 1,2 
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2.2 Descripción del sistema
Dependiendo del estado del sistema, estas probabilidades son:
Cuando el sistema está en equilibrio:
2.2  Descripción del sistema
Este modelo también es una cadena de Markov, pues el estado del sistema en cada
instante depende de su estado en el instante anterior. Pero ahora la descripción del
estado del sistema en un instante dado requiere dos elementos: (n , m ), donde n es
el número de clientes en el sistema y m el número de clientes que están recibiendo
atención. Ha de ser 0 < m  ≤ n  , si n  > 0, ó (0,0).
Los clientes llegan en bloques de a y son atendidos en bloques de b si en el sistema
hay al menos b clientes; si no, el servidor atiende a tantos clientes como haya en el
sistema. Pero si llega un nuevo bloque de a clientes durante la realización de un
servicio, no se añaden clientes al servicio en curso.
Se puede suponer que a y b son primos entre sí, pues si tuvieran un factor común r , 
el número de clientes en el sistema –y en servicio– sería siempre múltiplo de r y
cada conjunto de r  clientes se podría tratar como una sola unidad.
Los tiempos entre llegadas consecutivas siguen una distribución geométrica de
parámetro a , y son independientes entre sí. A su vez, los tiempos de servicio siguen
una distribución geométrica de parámetro b , y también son independientes entre sí.
Además, mientras haya clientes recibiendo atención, los servicios se producen
independientemente de las llegadas.
Se denotará:
( , ) P(  clientes en el sistema, de los cuales  reciben servicio) q n m n m
(2.2.1) 
(2.2.2) 
(2.2.3) 
   
   
   
   
P O ( , ) P ni entrada ni salida ( , )
P E ( , ) P solo entrada ( , )
P S ( , ) P solo salida ( , )
P ES ( , ) P entrada y salida ( , )
 
 
  
 
 
 
  
n m n m
n m n m
n m n m
n m n m
   
   
   
   
1 si 0
P O ( , )
(1 )(1 ) si 0
si 0
P E ( , )
(1 ) si 0
0 si 0
P S ( , )
(1 ) si 0
0 si 0
P ES ( , )
si 0
  
   
 
 
 
  
 
 
  
 
 
  
n
n m
n
n
n m
n
n
n m
n
n
n m
n
a
a b
a
a b
a b
ab
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– Desde (n , m ), si no ocurre ni entrada ni salida,
– Desde (n-a , m ), si  n-a  ≥ m  y ocurre una entrada.
–
–
Columna 0:
Solo tiene un estado, el (0,0). Le corresponde la ecuación
Columnas  m   con 0 < m  < b :
Con estas consideraciones se plantean las ecuaciones del sistema; la construcción de
la matriz de transición se detalla en el apéndice I.
Se disponen los posibles estados del sistema en forma de tabla:
Tabla 2.3.1: Posibles estados del sistema
2.3  Planteamiento de las ecuaciones: caso  a  < b
2.3.1   Planteamiento de las ecuaciones por columnas
Se plantean las ecuaciones para cada estado (n  , m ) organizándolos por columnas:
Se distinguen la cabecera −el elemento q (m , m )− y el interior de la columna −los
elementos  q (n , m ) con n  > m − para tratarlos por separado.
Naturalmente, será q (n ,m ) = 0 si m > n ó m > b . Además, hay que tener en
cuenta que si se produce una salida –con o sin entrada simultánea– el servidor
pasará a atender a tantos clientes como pueda (n   ó  b , el mínimo de estos dos).
Entonces, al estado (n , m ) se puede llegar:
Desde (n+x , x ), con x = 1, 2, …, b , si se produce una salida, pero solo en
el caso de que sea  m  = n   ó  m  = b .
Desde (n- a+x , x ), con x = 1, 2, …, b , si se producen tanto entrada como
salida, pero solo en el caso de que sea  m  = n   ó  m  = b y  n  ≥ a .
0 0
1 1
2 1 2 2
3 1 3 2 3 3
1 1 1 2 1 3 1 1
1 2 3 1
1 1 1 2 1 3 1 1 1 1 1
1 1 1 2 1 3 1 1 1 1 1 1 1
1 2 3 1 1 1
1 1 1 2 1 3 1 1 1 1 1 1 1 1
2 1 2 2 2 3
    

       
         
  
          
  
a a a a a
a a a a a a a
a a a a a a a a a
b b b b a b a b a b b
b b b b a b a b a b b b b
b b b b a b a b a b b b b
b b b b 2 1 2 2 1 2 1 2       a b a b a b b b b
1
(0,0) (1 ) (0,0) (1 ) ( , )a a b

    
b
x
q q q x x (2.3.1) 
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2.3 Planteamiento de las ecuaciones: Caso a < b
Elementos del interior:
 •
 •
− Si  n-m   es múltiplo de  a , será  m  = n-ak , es decir, 
− Si no,                     y será  n-a (k +1) < m  < n-ak :
Cabeceras de columna:
 •
 •
• (m , m ) con m > a : Si m > a , se puede alcanzar este estado tras una salida,
con o sin entrada simultánea, pero no si ocurre solo entrada, pues el estado
de procedencia debería ser (m-a , m ), que es imposible:
Si m < n < a +m : Entonces n-a < m y m ≠ n , b . Por tanto, no se puede
alcanzar este estado mediante una entrada, pues debería ser desde el estado
(n-a , m ), que es imposible por ser n-a < m . Tampoco mediante una
salida, pues tras producirse una salida pasan a ser atendidos b clientes, si los
hay en el sistema, o los n que haya, si n < b , pero no m con m ≠ n , b . 
Del mismo modo se razona que no se puede llegar a este estado mediante
entrada y salida simultáneas. Entonces:
Si n ≥ a +m : Entonces n-a ≥ m y m ≠ n , b . Razonando como antes, se
concluye que este estado no se puede alcanzar tras una salida ni tras entrada
y salida simultáneas, pero sí tras una entrada:
Aplicando el mismo razonamiento a q (n-a , m ), y así k veces, hasta que
sea n-a (k +1) < m  ≤ n-ak :
pues  esta  última  probabilidad   q (n-ak , m ),  por ser   n-ak-a  < m  ,  se 
encuentra entre las examinadas anteriormente y es nula.
(m ,m ) con m < a : Se puede alcanzar este estado tras una salida, pero no tras
una entrada –simultánea o no con la salida–, pues entrarían  a  > m :
(a , a ) : Al estado (a , a ) se puede llegar después de cualquiera de los posibles 
sucesos:
( , ) (1 )(1 ) ( , ) ( , ) 0a b    q n m q n m q n m
( , ) (1 )(1 ) ( , ) (1 ) ( , )
(1 )
( , ) ( , )
1 (1 )(1 )
      

  
  
q n m q n m q n a m
q n m q n a m
a b a b
a b
a b
(1 )
( , ) ( , ) ( , ) ( 0)   
1 (1 )(1 )
 
       
k
q n m q ak m m q m m k
a b
a b
(1 )
( , ) ( , ) 0 ,
1 (1 )(1 )
a b
a b
 
      
k
q n m q n ak m
1
( , ) (1 )(1 ) ( , ) (1 ) ( , )a b a b

     
b
x
q m m q m m q m x x
1 1
( , ) (1 )(1 ) ( , ) (0,0) (1 ) ( , ) ( , )    
 
        
b b
x x
q a a q a a q q a x x q x xa b a a b ab
1 1
( , ) (1 )(1 ) ( , ) (1 ) ( , ) ( , )
 
         
b b
x x
q m m q m m q m x x q m a x xa b a b ab
( ) , n m a
(2.3.2) 
(2.3.3) 
(2.3.4) 
(2.3.5) 
(2.3.6) 
(2.3.7) 
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Columna  b :
 •
• Si  n  ≥ a +b : en este caso n-a  ≥ b , luego sí se puede llegar tras una entrada:
Si Para  t  = 1, … , b-1: . Por tanto,
según (2.3.4), solo queda el último sumando:
Si          . Según (2.3.3):
La ecuación (2.3.5) corresponde a columnas no múltiplos de a . Se queda en
2.3.2   Simplificación de las ecuaciones
Si b ≤ n < a+b : entonces n-a < b . Por tanto, no se puede llegar a este
estado tras una entrada, pues sería desde (n-a , b ), que es imposible:
Aplicando esto a los sumatorios de las ecuaciones (2.3.5), (2.3.6), (2.3.7), (2.3.8) y
(2.3.9):
Para simplificar los sumatorios que aparecen en las ecuaciones planteadas se
utilizan las expresiones halladas en el apartado anterior :
Las ecuaciones (2.3.7), (2.3.8) y (2.3.9) corresponden a columnas t con t > a.  
Cuando t no sea múltiplo de a , cada sumatorio quedará reducido a su último
sumando:
1 1
( , ) (1 )(1 ) ( , ) (1 ) ( , ) ( , )a b a b ab
 
         
b b
x x
q n b q n b q n x x q n a x x
1 1
( , ) (1 )(1 ) ( , ) (1 ) ( , ) (1 ) ( , ) ( , )           
 
            
b b
x x
q n b q n b q n a b q n x x q n a x xa b a b a b ab
(2.3.8) 
(2.3.9) 
( ) ( ) ( , ) 0          t x x a q t x x
1
( , ) ( , ) 

  
b
x
q t x x q t b b
( ) :    t a ( ) , con 1            t ak a k
1
1 1
( )
(1 )
( , ) ( , ) ( , )
1 (1 )(1 )
(1 )
( , ) ( , ) ( , ) 
1 (1 )(1 )

 
   
 
         
 
        
 
k
k
b b
x x
t x x ak
q t x x q ak x x q x x
q t x x q x x q t b b
a b
a b
a b
a b
( , ) (1 )(1 ) ( , ) (1 ) ( , )       q m m q m m q m b ba b a b
1
( , ) (1 )(1 ) ( , ) (1 ) ( , ) ( , )

         
b
x
q m m q m m q m b b q m a b ba b a b ab
1
( , ) (1 )(1 ) ( , ) (1 ) ( , ) ( , )

         
b
x
q n b q n b q n b b q n a b ba b a b ab
( , ) (1 )(1 ) ( , ) (1 ) ( , ) (1 ) ( , ) ( , )           q n b q n b q n a b q n b b q n a b ba ba b a b ab
(2.3.5) 
(2.3.7) 
(2.3.8) 
(2.3.9) 
( ) :t a
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2.3 Planteamiento de las ecuaciones: Caso a < b
Se simplificará la notación poniendo:
Ecuaciones particulares:
Ecuación general:
Resumiendo, y teniendo en cuenta que las ecuaciones con sumatorios adoptan
distinta forma dependiendo de que correspondan a términos múltiplos de a (en las
que quedarán los sumatorios completos) o no (en las que quedará solo el último
sumando), quedará:
De hecho, estos últimos cálculos son válidos para k =1, de manera que también se le
pueden aplicar a la ecuación (2.3.6).
Así, bastará con calcular las probabilidades correspondientes a los estados (x , x ) 
con 0 ≤ x < b y (n , b ) con n ≥ b , pues el resto son 0 o función de éstas, según se
vio en el inicio del apartado 2.3.1.
Pero cuando t sea múltiplo de a , los dos sumatorios
juntos con sus coeficientes se convierten en:
 
 
 
 
 
 
 
0 0 1
(1 ) (1 ) (1 )     
b
q q q Sa a b a b= 0 :n
(1 )(1 ) (1 )

    
n n n b
q q qa b a b0 < < :n a
1
1 2 1
Si ( ) : (1 )(1 ) (1 ) (1 )
Si : (1 )(1 ) (1 ) (1 )     
   

   
        
         

n n n a n a b n b
k
ak ak ak a ak a b ak b
n a q q q q q
n ak q q q q q A A S
a b a b ab a b
a b a b ab a b
:n a + b
1
1 2 1
Si ( ) : (1 )(1 ) (1 )
Si : (1 )(1 ) (1 )
  

  
      
       
n n n a b n b
k
ak ak ak a b ak b
n a q q q q
n ak q q q q A A S
a b ab a b
a b ab a b
:a < n < b
0 1 1
(1 )(1 ) (1 ) 

       
a a b a b
q q q q q A Sa b a ab a b:n = a
 
1 1
1
(1 )
1 (1 )(1 ) 1 (1 )(1 )
( , ) (1 ) ( , ) ( 1) ,
 


     
 
        

k b
x
q x x q ak b b q a k b b
a bab
a b a b
a b ab
( , ) para      
n
q n b q n b
1
1
1
( , )



b
x
S q x x
1 1 (1 )(1 )

  
A
ab
a b
( , ) para 0,1, , 1    xq x x q x b
2
(1 )
1 (1 )(1 )


  
A
a b
a b
( ( ) , con  1)  t ak a k
1 1
1
1
1
1
1
(1 ) ( , ) ( , )
(1 )
(1 ) ( , ) ( , )
1 (1 )(1 )
(1 )
( , ) ( , )
1 (1 )(1 )
 


 

     
  
           
  
           
 


b b
x x
k
b
x
k
b
x
q ak x x q ak a x x
q x x q ak b b
q x x q ak a b b
a b ab
a b
a b
a b
a b
ab
a b
(2.3.10) 
(2.3.11) 
(2.3.12) 
(2.3.13) 
(2.3.14) 
(2.3.15) 
(2.3.16) 
(2.3.17) 
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Los dos modelos para la ecuación general  (n  ≥ a  + b ) son:
– Para los múltiplos de  a  :
– Para los no múltiplos de  a  :
El polinomio característico es:
Lema  5
Demostración
En el próximo apartado se resolverá este sistema; después, aplicando el resultado
del apartado anterior, se calcularán  las probabilidades de los estados  (n , m )  para
2.3.3   Resolución de las ecuaciones
La única diferencia es que la ecuación para n múltiplo de a no es homogénea,
luego la solución general de la homogénea es la misma para ambos modelos.
Este polinomio, que es el mismo que se encontraba en el capítulo anterior, tiene una
única raíz en el intervalo (0, 1) si y solo si  aa  < b b , como ya se vio entonces.
Se puede poner (puesto que a  < b ):
Entonces:
donde x 0 es raíz del polinomio característico, v una constante que se determinará
con posterioridad, y u una constante cualquiera satisfacen las ecuaciones en
diferencias {(2.3.18), (2.3.19)}.
La expresión con u constante y x 0 raíz del polinomio
característico es solución de la ecuación homogénea.
Entonces, los elementos definidos en (2.3.21) satisfacen los dos modelos de
ecuación (homogénea o no, según sus índices), si se eligen adecuadamente
las constantes u y v . Para verlo, se estudiarán por separado las ecuaciones
dependiendo de que el subíndice n sea congruente con 0 módulo a , con
r   módulo  a , o ninguna de ambas cosas:
Los elementos de la forma
0 ; :    m b n m
2
Si  ( ),  ( , ) 0
Si  ( )  con   0,1,2, ,  ( , )
  
      k m
n m a q n m
n m ak a k q ak m m A q
  11 2 1(1 ) (1 )(1 ) 1 (1 )

            
k
ak a ak ak a b ak bq q q q A A Sa b a b ab a b
 (1 ) (1 )(1 ) 1 (1 ) 0            n a n n a b n bq q q qa b a b ab a b
 ( ) (1 ) (1 )(1 ) 1 (1 )         a b a bP x x x xa b a b ab a b
0
0 2
 si mod
    
si mod   
    
 
        
n
n
ak r k
ak r
q u x n r a
q u x v A n ak r r a
, con 0  y  0      b ac r c r a
(2.3.18) 
(2.3.19) 
(2.3.20) 
(2.3.21) 
0 
n
nq u x
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Si                                              :
Como   corresponde la ecuación homogénea:
Sustituyendo en ella los valores de      que correspondan según (2.3.21)
queda:
por ser  x 0  raíz del polinomio, de modo que esta ecuación se cumple.
Si                                :
Por ser    corresponde la ecuación homogénea:
Se sustituyen en ella los valores
y se obtiene
luego también en este caso se satisface la ecuación.
Si                           :
Por ser   corresponde la ecuación no homogénea:
Se sustituyen en ella los valores
0 mod y mod      n a n r a
0 modn a
0
0
0
0
por ser mod
por ser mod
por ser mod
por ser mod


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
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n
n
n a b
n a b
n b
n b
q u x n a r a
q u x n r a
q u x n a b r a
q u x n b r a
 (1 ) (1 )(1 ) 1 (1 ) 0            n a n n a b n bq q q qa b a b ab a b
 
 
0 0 0 0
0 0 0 0
(1 ) (1 )(1 ) 1 (1 )
(1 ) (1 )(1 ) 1 (1 ) 0
   
 
        
           
n a n n a b n b
n a a b a b
u x u x u x u x
u x x x x
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a b a b ab a b
 (1 ) (1 )(1 ) 1 (1 ) 0            n a n n a b n bq q q qa b a b ab a b
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( 1) 0 2
0 2
( 1)
( 1) 0
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 


  
  
 
 
           
      
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q u x n b a k c r r od
 
 
 
 
 
  a
   
 
 
( 1) 1
0 2 0 2
( 1)
0 0
( 1)
0 0 0 0
1
2 2
1
2
(1 ) (1 )(1 ) 1
(1 )
(1 ) (1 )(1 ) 1 (1 )
(1 ) (1 )(1 ) 1
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   
    
  


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(1 )(1 ) 1 0
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a b
a b
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  11 2 1(1 ) (1 )(1 ) 1 (1 )

            
k
ak a ak ak a b ak bq q q q A A Sa b a b ab a b
( 1)
( 1) 0
0
( 1) 1
( 1) 0 2
( )
0 2
por ser ( 1) mod
por ser mod
por ser ( 1) mod
por ser ( ) mod


    
 
  

        
 
    
 
          
         
a k
a k
ak
ak
a k c r k c
a k b
a k c r k c
ak b
q u x n a ak a a k r a
q u x n ak r a
q u x v A n a b a k c r r a
q u x v A n b a k c r r a


(2.3.19) 
      iq
(2.3.19) 
(2.3.18) 
0 modn a
0 mod  n a
mod     n ak r r a
0mod    n ak a
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y quedará
Para que se satisfaga la ecuación debe ser
Y con este valor de  v :
Q.E.D.
Teorema  3
  , la probabilidad de que haya  n  clientes en el sistema viene dada
(ii ) Para  n  < a+b , la probabilidad viene dada por la solución del sistema
El sistema descrito por las ecuaciones 2.3.11 - 2.3.17 en el inicio de este capítulo,
para  a  < b ,  es estacionario si y solo si  aa  < b β . En este caso:
      por la expresión (2.3.22).
es solución para los dos modelos de la ecuación general para cualquier
constante  u .
Con esto, se obtiene la distribución estacionaria (si existe) para el sistema.
(i )  Para                 
 
   
 
( 1)
0 0
( 1) 1 ( )
0 2 0 2
( 1)
0 0 0 0
1
2 2
1
2
(1 ) (1 )(1 ) 1
(1 )
(1 ) (1 )(1 ) 1 (1 )
(1 )
(1 )
0 (1 )
1 (

       
 
 
 
     
     
           
     

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
a k ak
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a k a b a b
k c
k c
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u x x x x
vA A
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a b a b
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a b a b ab a b
ab a b
a b
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1 1
2 1 2
1 )(1 )
(1 )(1 ) (1 )(1 )
1 (1 )(1 ) 1 (1 )(1 )
   
 
   
     
         
k c k cvA vA A
a b
ab ab a b ab a b
a b a b
0
0 1 2
si mod
( ) 
si mod 
    
  
       
n
n
ak r k c
ak r
q u x n r a
n a b
q u x S A n ak r r a
1 1
1 2 1 2 1 1 2 ( )  
         k c k cvA A A A S v S A b ac r
(2.3.22) 
 n a b
1 (1 )
(1 )(1 )
(1 )
(1 )(1 )
Ia b
a a b
a b
a b
a a b ab
ab

   
   
  
  
  
   
    
  
  
  
  
  
     
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Demostración
Se parte de la solución dada por el lema anterior para las ecuaciones en
diferencias.
0
1
0 0
0 0
2 2 1
0 0 0 0
1 1 1 1
0 0 0 0
1
0 00 0
0 0
1 10 0
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1 1
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b a b
x x x
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(2.3.23) 
aα bβ≥
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Si  aa  < b b , hay una única raíz de P  en (0,1); sea ésta x 0. Entonces, para  u
positivo, la serie
es convergente y de términos positivos.
En este caso:
(i )
Utilizaremos la notación:
La suma de las probabilidades ha de ser 1:
(2.3.24)
El primer término es
(2.3.25)
Queda:
Ya se ha visto que si x 0 es raíz del polinomio (2.3.20), entonces para
cualquier constante u la sucesión definida por (2.3.22) es solución de las
ecuaciones (2.3.18) y (2.3.19), que son las (2.3.16) y (2.3.17) con sus
términos reordenados. 
Si aa ≥ b b , el polinomio característico P (x ) no tiene raíces en (0,1). Por
tanto, la solución general hallada en el lema no da lugar a una serie
absolutamente convergente y el sistema no puede ser estacionario.
Para determinar el valor adecuado de u , se toman estos valores como
solución para
En el segundo término (columnas 1, …, b-1), se agrupan los elementos del
sumatorio interior en bloques de  a  sumandos:
Para cada k , solo el primero de los sumandos individuales cumple que n -m 
sea múltiplo de a . El resto de los sumandos, por tanto, son nulos (según
razonamos en 2.3.2), y el primero vale:
(2.3.26)
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(2.3.27)
Teniendo en cuenta que  b  = ac+r  y sustituyendo cada probabilidad por su valor:
(2.3.30)
Quedará:
Reagrupando y sumando las series geométricas:
(2.3.32)
Así, la ecuación (2.3.24) completa debe ser:
(2.3.33)
Como se ha indicado con anterioridad, se denota
Y con esto, los términos toman el valor
(2.3.34)
En el tercer término (columna b ) se separan los a primeros sumandos y el
resto se agrupan como antes:
(2.3.28)
(2.3.29)
(2.3.31)
(2.3.35)
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x x
    
 
        
 
 
1 1
0 0
0 00 0
1
1 1
1
    

 
  
        
 
b a a b a b
n na b
n n
ux x
q u q
x x
1 2, , ,    a b a b a bq q q
    ( )00 0 0 0 0 0
0
si mod :
1
1 1 1n n n a bn a b
n r a
x
q ux S x x x S
x
 

 

     
  ( )0 1 2 0 0 0 1 2
si mod :
1 1ak r k c ak r a b k cak r
n ak r r a
q ux S A x x S S A     
   
     
0 1 2 0 1 2
ac ak r c k c ac ak r k
b ak ac ak rq q u x S A u x S A
     
        
0 para 1, 2, 1
  
        
ac ak r j
b ak j ac ak r jq q u x j a
1
0
0
a b
n
n
S q
 

 
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(ii )
(2.3.36)
Para determinar las probabilidades q 0 , q 1 , … q a +b -1 , se sustituye el valor
hallado para q n con n ≥ a+b en las a+b ecuaciones particulares (el
sistema {(2.3.11) - (2.3.15)} ), que se escribe a continuación en forma
matricial:
(recuérdese que S 1 = q 1 + ··· + q b -1 y que por la estructura del sistema la
segunda matriz solo tiene términos no nulos en las filas múltiplos de a ).
Las ecuaciones correspondientes a q n con n  (a ) tienen a lo sumo tres
términos en el segundo miembro. Si se numeran las ecuaciones según el
subíndice del primer miembro, los subíndices de los términos del segundo
para la ecuación n , en orden creciente, son n y n+b para las ecuaciones 0,
1, ..., a-1, y estos mismos más  n-a+b   para el resto.
Para q n con n = ak (a ) hay que añadir a esos términos los de la
segunda matriz, correspondientes a los subíndices 1, 2, ... , b-1. Además,
para  n  = a , también hay un término en  q 0.
En el primer bloque de ecuaciones, de 0 a a-1, ninguno de los subíndices
del segundo miembro sobrepasa a+b-1 y por tanto no hay que hacer en
ellas ninguna sustitución.
En las ecuaciones de a a 2a-1, solo hay que sustituir el término con
subíndice  n+b .
Por último, en las ecuaciones de 2a-1 a a+b-1 hay que reemplazar los
términos con subíndices  n-a+b   y  n+b .
0
1
1
1
1 (1 )
(1 )(1 )
(1 )
(1 )(1 ) (1 )

 
 
 

  
 
  
   
   
   
   
   
   
   
   
   
   
    
  
  
a
a
b
a b
q
q
q
q
q
q
a a b
a b
a b
a a b ab a b
ab
ab
0
1 1
1
1
1 2 1 2
12 2
1 2 1 2
0 (1 ) (1 ) 0
0 0
0 0 0 0
0 0
0 0 0 0
0 0
0 0 0 0

 

 
 
 
 
   
   
   
   
   
   
   
   
   
   
     
 
  
b
b
a b
a b
qA A
q
q
A A A A
q
q
A A A A
q
a b a b
  ( )0 1 2 0 0 0 1 2
si mod :
1 1ak r k c ak r a b k cak r
n ak r r a
q ux S A x x S S A     
   
     
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(2.3.37)
y
Q.E.D.
En estos casos, en lugar de  q n -a +b   y  q n +b  habrá que poner:
o bien
Teniendo en cuenta que
y que los coeficientes que acompañan a q n -a +b y q n +b  son 
respectivamente ab y (1-a )b , las correspondientes sustituciones
equivalen a sumar las expresiones matriciales:
por las sustituciones con  n   (a ), más
por las sustituciones con n = ak  (a ) y eliminar las columnas desde a +b  
en adelante de la matriz original del sistema. Reagrupando términos, queda el
sistema indicado en el enunciado del teorema.
(2.3.38)
(2.3.41)
(2.3.39)
(2.3.40)
   0 0 01 1
n a
n bq S x x

   
    20 0 01 1
n a
n a bq S x x

    
0 0 1 2 1      a bS q q q q
0
2 1
0 0
2
0 0 02 2
1 1 1
10 0 0
0 0 0
0 0 0
(1 ) (1 )
1 1 1
ab ab

     
 
    
    
    
    
       
    
    
    
    
        
a
a
a
b a b a b a
a b
q
q
x x
q
x x xq
qx x x
0
1
0 0
0 0 01
2 2 2
0 0 02
1 1 1
10 0 0
0 0 0
0 0 0
1 1 1
(1 ) (1 ) (1 ) (1 )a b a b



  
 
    
    
    
    
         
    
    
    
    
        
a
a
a
a
b b b
a b
q
q
q
x xx x xq
x x xq
qx x x
si ( )n a
   0 0 0 1 2 1 1
ak a k
ak bq S x x S A

    
    2 10 0 0 1 21 1
 
     
ak a k
ak a bq S x x S A
si ( )n ak a 
2 2
2 2
2 2 2 2
2 2 3 3
2 2 2 2
0 0 0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0
(1 )
0 0 0 0 0 0 0 0
0 0 0 0
0 0 0 0 0 0 0 0
A A
A A A A
A A A A
ab a b
   
  
  
  
  
  
  
    
  
  
  
  
  
  
   
0
1
1
1
b
b
a b
q
q
q
q
q

 

 
 
   
   
   
   
    
   
   
   
     
 
 
   
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Las ecuaciones particulares son:
y las ecuaciones generales, para  n  ≥ 5:
El polinomio característico
En este caso, al expresar  b  = ac  + r   queda  3 = 2·1+1, es decir  c  = 1  y  r  = 1:
Entonces:
que en este caso resulta:
donde
Tanto la raíz del polinomio característico como la solución del sistema de
ecuaciones se obtienen por métodos computacionales.
Con el fin de mostrar la metodología empleada, se expone a continuación la
resolución completa de un caso particular sencillo.
2.3.4   Ejemplo de resolución
tendrá una única raíz en (0,1); sea ésta  x 0 .
Supongamos que los clientes llegan en bloques de 2 y son atendidos en bloques de
3: a = 2 y b = 3 . Sean a y b los parámetros que rigen las distribuciones de los
tiempos entre entradas y de los tiempos de atención, respectivamente, y supongamos
que son tales que el sistema es estacionario, es decir, que
En las ecuaciones particulares se sustituyen q 5 , q 6 y q 7 por sus valores generales,
y también para mayor claridad  S 0 :
0 0 3 1
1 1 4
0 : (1 ) (1 ) (1 )
1: (1 )(1 ) (1 )
      
     
n q q q S
n q q q
a a b a b
a b a b
2 0 2 3 5 1 12: (1 )(1 ) (1 )        n q q q q q A Sa a b ab a b
3 3 4 6
4 4 5 7 1 2 1
3 5: (1 )(1 ) (1 )
(1 )(1 ) (1 )
       
      
n q q q q
q q q q A A S
a b a b a b
a b a b a b
2 1 3
1
2 2 2 2 2 1 2 3 1 2 1
(2) : (1 ) (1 )(1 ) (1 )
2 (2) : (1 ) (1 )(1 ) (1 )         
  

  
        
          
n n n n n
k
k k k k k
n q q q q q
n k q q q q q A A S
a b a b a b a b
a b a b a b a b
  2 3 5( ) (1 ) (1 )(1 ) 1 (1 )        P x x x xa b a b a b a b
0 0 1 2 3 4 1 1 2y .       S q q q q q S q q
   2 52 0 0 01 1 para 2 5 ( 3) 
     kkq S x x n k k
.a ba b
    2 4 12 1 0 0 0 1 21 1 para 2 1 5 ( 2) 
 
        
k k
kq S x x S A n k k
  00 0
0
1
1 5 , (2) 


      nn a b
x
q S x n a b n
x
  00 0 1 2
0
1
1 para 1 5 , (2) 


        n k cn a b
x
q S x S A n ak a b n
x
(E3.1) 
(E3.0) 
(E3.3) 
(E3.2) 
(E3.5) 
(E3.4) 
(E3.8) 
(E3.6) 
(E3.7) 
(E3.9) 
(E3.10) 
(E3.11) 
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y queda:
Reordenando:
Ponemos el sistema {(E3.0), (E3.1), (E3.2), (E3.3), (E3.4)} en forma matricial:
 
   
2 0 2 3 0 0 1 2 3 4
2 1 2 1 1 2
(1 )(1 ) (1 ) (1 ) 1
(1 )
                
    
q q q q x q q q q q
A q q A q q
a a b a b a b
a b
 3 3 4 0 0 0 1 2 3 4(1 )(1 ) (1 ) (1 ) 1              q q q x x q q q q qa b a b a b
   
     
4 4 0 0 1 2 3 4 2 1 2
2 2
0 0 0 1 2 3 4 2 1 2 1 2 1 2
(1 )(1 ) (1 ) 1
(1 ) (1 ) 1 (1 )
               
               
q q x q q q q q A q q
x x q q q q q A q q A A q q
a b a b a b
a b a b
0
1
2
3
4
0 0 (1 ) 0
0 (1 )(1 ) 1 0 0 (1 )
0 (1 )(1 ) 1 0
0 0 0 (1 )(1 ) 1
0 0 0 0 (1 )(1 ) 1
q
q
q
q
q
a a b
a b a b
a a b ab
a b ab
a b
    
     
     
  
     
        
0 0 3 1 2
1 1 4
(1 ) (1 ) (1 ) ( )  
(1 )(1 ) (1 )
      
    
q q q q q
q q q
a a b a b
a b a b
   5 0 0 1 2 3 4 1 21 1 ( 5 2 1 con  2)              q x q q q q q S A n k k
    6 0 1 2 3 4 0 01 1 ( 2 con  3)        q q q q q q x x n k k
   2 27 0 0 0 1 2 3 4 1 21 1 ( 7 2 1 con  3)              q x x q q q q q S A n k k
 
0 3 1 2
1 4
(1 ) (1 ) ( ) 0
(1 )(1 ) 1 (1 ) 0
      
     
q q q q
q q
a a b a b
a b a b
 
 
   
0 2 3
0 0 1 2 3 4
2 1 2 1 1 2 0
          (1 )(1 ) 1
(1 ) (1 )
(1 ) (1 ) (1 )        
     
       
        
q q q
x q q q q q
A q q A q q x
a a b a b
a b
a b a b
   
 
     
4 0 0 1 2 3 4
2
0 0 0 1 2 3 4
2
2 1 2 2 1 2 1 2 1 2
0
(1 )(1 ) 1 (1 )
(1 ) (1 )
(1 )
(1
         
       
       
  
q x q q q q q
x x q q q q q
A q q A q q A A q q
x
a b a b
a b
a b a b
a b 20 0) (1 ) (1 )  x xa b
(E3.5) 
(E3.6) 
(E3.7) 
(E3.1) 
(E3.0) 
(E3.3) 
(E3.2) 
(E3.4) 
   3 4 0 0 0 1 2 3 4
0 0
(1 )(1 ) 1 (1 ) (1 )
(1 ) (1 )
           
   
q q x x q q q q q
x x
a b a b a b
a b
(E3.1) 
(E3.0) 
(E3.3) 
(E3.2) 
(E3.4) 
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2.4.1   Planteamiento de las ecuaciones por columnas
Como en el caso a < b , se plantean las ecuaciones para cada estado según las
columnas de la tabla. Su deducción es muy parecida, pero hay algunos detalles
distintos por ser ahora  a  > b :
Para valores concretos de a y b , y con ayuda del programa MAPLE, se calcula la
raíz del polinomio característico y se resuelve el sistema de ecuaciones precedente;
al final del capítulo se muestran los resultados obtenidos y se comparan con los
observados en las simulaciones.
Tabla 2.4.1: Posibles estados del sistema
2.4  Planteamiento de las ecuaciones: caso  a  > b
Se disponen los posibles estados del sistema en forma de tabla:
0 0
1 1
2 1 2 2
3 1 3 2 3 3
1 1 1 2 1 3 1 1
1 2 3 1
1 1 1 2 1 3 1 1 1
1 1 1 2 1 3 1 1 1
1 2 3 1
1 1 1 2 1 3 1 1 1
2 1 2 2 2 3 2 1 2
    

     
     

     
     
b b b b b
b b b b b b b
b b b b b b b
a a a a b a b
a a a a b a b
a a a a b a b
a a a a b a b
0
1
0 2
0 0 0 0 0 3
2 2 2 2 2
40 0 0 0 0
0 0 0 0 0
0 0 0 0 0
1 1 1 1 1(1 ) (1 )
   
   
        
   
     
q
q
x q
x x x x x q
qx x x x x
a b
0
1
0 2
3
4
0 0 0 0 0
0 0 0 0 0
(1 )       0 0 0 0 0
0 0 0 0 0
1 1 1 1 1
  
  
    
  
  
     
q
q
x q
q
q
ab
0 0
0
2
0
0 0
0 0
1(1 ) (1 ) (1 )   0
0
1
   
   
          
   
     
x x
x
x
a b ab
0
1
1 1 2
3
1 2 1 2 4
0 (1 ) (1 ) 0 0
0 0 0 0 0
0 0 0
0 0 0 0 0
0 0 0
q
q
A A q
q
A A A A q
a b a b    
  
   
  
  
     
0
1
2 2 2
3
2 2
42 2
0 0 0 0 0
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2.4 Planteamiento de las ecuaciones: Caso a > b
Columna 0:
Solo tiene un estado, el (0,0). Le corresponde la ecuación
Columnas  m   con 0 < m  < b :
Elementos del interior:
 •
 •
Si  n-m   es múltiplo de  a , será  m  = n-ak , es decir, 
Si no,                     y
Cabeceras de columna:
 •
Si m < n < a+m : entonces n-a < m y m ≠ n , b . Por tanto, no se puede
alcanzar este estado mediante una entrada, pues debería ser desde el estado
(n-a , m ), que es imposible por ser n-a < m . Tampoco mediante una
salida, pues tras producirse una salida pasan a ser atendidos b clientes, si los
hay en el sistema, o los n que haya, si n < b , pero no m con m ≠ n , b . 
Del mismo modo se razona que no se puede llegar a este estado mediante
entrada y salida simultáneas. Entonces:
Si n ≥ a +m : entonces n-a ≥ m y m ≠ n , b . Razonando como antes, se
concluye que este estado no se puede alcanzar tras una salida ni tras entrada
y salida simultáneas, pero sí tras una entrada:
Se aplica el mismo razonamiento a q (n-a , m ), y así k veces, hasta que sea
n-a (k +1) < m  ≤ n-ak :
pues esta última probabilidad q (n-ak , m ), por ser n-ak-a < m , se
encuentra entre las examinadas anteriormente y es nula.
Se distinguen la cabecera −el elemento q (m , m )− y el interior de la columna −los
elementos  q (n , m ) con n  > m −; y se tratan por separado.
(m , m ): como m < b < a , se puede alcanzar este estado tras una salida, pero
no tras una entrada –simultánea o no con la salida–, pues entrarían  a  > m :
1
(0,0) (1 ) (0,0) (1 ) ( , )a a b

    
b
x
q q q x x
( , ) (1 )(1 ) ( , ) ( , ) 0a b    q n m q n m q n m
( , ) (1 )(1 ) ( , ) (1 ) ( , )
(1 )
( , ) ( , )
1 (1 )(1 )
a b a b
a b
a b
      

  
  
q n m q n m q n a m
q n m q n a m
(1 )
( , ) ( , ) ( , ) ( 0)
1 (1 )(1 )
a b
a b
 
       
k
q n m q ak m m q m m k
(1 )
( , ) ( , ) 0 ,
1 (1 )(1 )
a b
a b
 
      
k
q n m q n ak m
1
( , ) (1 )(1 ) ( , ) (1 ) ( , )a b a b

     
b
x
q m m q m m q m x x
( ) , n m a
(2.4.1) 
(2.4.2) 
(2.4.3) 
(2.4.4) 
(2.4.5) 
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, y será  n -a (k +1) < m < n -ak :
Capítulo 2
Columna  b :
 •
 •
 •
• Si  n  ≥ a +b : en este caso n-a  ≥ b , luego sí se puede llegar tras una entrada:
Si 
Para  t = 1, … , b-1:
Entonces, solo queda el último sumando:
Si  
Aplicando esto a los sumatorios de las ecuaciones (2.4.5), (2.4.6), (2.4.7), (2.4.8) y
(2.4.9):
En las ecuaciones (2.4.5), (2.4.6) y (2.4.8) el primer índice no es múltiplo de a . Se
quedan, respectivamente, en
Si a ≤ n < a+b : entonces n-a < b . Por tanto, no se puede llegar a este
estado tras una entrada, pues sería desde (n-a , b ), que es imposible:
2.4.2   Simplificación de las ecuaciones
Se simplifican los sumatorios que aparecen en las ecuaciones planteadas utilizando
las expresiones halladas en el apartado anterior:
Si n = a : al estado (a , b ) se puede llegar desde cualquiera de los posibles
sucesos:
Si n < a : entonces n-a < 0. Por tanto, no se puede llegar a este estado tras
una entrada, pues sería desde (n-a , b ), que es imposible. Tampoco tras
entrada y salida simultáneas, pues sería desde el estado (n-a+x ,x ), también
imposible por ser n-a+x  < x . Queda:
1
1 1
( )
(1 )
( , ) ( , ) ( , )
1 (1 )(1 )
(1 )
( , ) ( , ) ( , ) 
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1 1
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q n b q n b q n a b q n x x q n a x x
( ) ( ) ( , ) 0      t x x a q t x x
( ) :t a
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1
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
  
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q t x x q t b b
1
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     
b
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q n b q n b q n x x
1 1
( , ) (1 )(1 ) ( , ) (0,0) (1 ) ( , ) ( , )   
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b b
x x
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(2.4.6) 
(2.4.7) 
(2.4.8) 
(2.4.9) 
( , ) (1 )(1 ) ( , ) (1 )   ( , )         q m m q m m q m b ba b a b (2.4.5) 
( , ) (1 )(1 ) ( , ) (1 ) ( , )       q n b q n b q n b ba b a b (2.4.6) 
( , ) (1 )(1 ) ( , ) (1 ) ( , ) ( , )        q n b q n b q n b b q n a b ba b a b ab (2.4.8) 
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2.4 Planteamiento de las ecuaciones: Caso a > b
De nuevo se utiliza la notación:
Ecuaciones particulares:
Ecuación general:
Así, bastará con calcular las probabilidades correspondientes a los estados (x , x ) 
con 0 ≤ x < b y (n , b ) con n ≥ b , pues el resto son 0 o función de éstas, según
vimos en el inicio del apartado 2.4.1.
En las ecuaciones (2.4.7) y (2.4.9) el primer índice es de la forma ak . Los dos
sumatorios juntos se convierten en
En el próximo apartado se resuelve este sistema; después, aplicando el resultado del
apartado anterior, se calculan  las probabilidades de los estados  (n , m )  para
Resumiendo, y teniendo en cuenta que las ecuaciones con sumatorios adoptan
distinta forma dependiendo de que correspondan a términos múltiplos de a (en las
que quedarán los sumatorios completos) o no (en las que quedará solo el último
sumando), quedará:
1 1
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1
1
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Capítulo 2
Hay dos modelos para la ecuación general  (n  ≥ a  + b ):
– Para los múltiplos de  a  :
– Para los no múltiplos de  a  :
El polinomio característico es:
Lema  6
Demostración
La solución general de la ecuación homogénea es de la forma
con  u  constante.
Veamos que, entonces, los elementos
Si                                                :
Como corresponde la ecuación homogénea:
Sustituyendo en ella los valores
La única diferencia es que la ecuación para n múltiplo de a no es homogénea,
luego la solución general de la homogénea es la misma para ambos modelos.
2.4.3   Resolución de las ecuaciones
satisfacen los dos modelos de ecuación (homogénea o no, según sus índices),
si se eligen adecuadamente las constantes u y v . Para ello, se estudian por
separado las ecuaciones dependiendo de que el subíndice n sea congruente
con  0  módulo  a , con  b   módulo  a , o ninguna de ambas cosas:
Este polinomio es el mismo que se encontraba en el capítulo anterior; tiene una
única raíz en el intervalo (0, 1) si y solo si  a a  < b b (Lemas  3 y 4 del capítulo 1).
Los elementos de la forma
donde x 0 es la única raíz en (0, 1) del polinomio característico, v una constante
que se determinará con posterioridad, y u una constante cualquiera satisfacen las
ecuaciones en diferencias {(2.4.16), (2.4.17)}.
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(2.4.17) 
(2.4.18) 
(2.4.19) 
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queda:
Si                                 :
Por ser   corresponde la ecuación homogénea:
Sustituimos en ella los valores
y obtendremos
luego también en este caso se satisface la ecuación.
Si                           :
Por ser   corresponde la ecuación no homogénea:
Sustituimos en ella los valores
y quedará
por ser x 0 raíz del polinomio, de modo que la ecuación se cumple para
cualquier u .
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Capítulo 2
Para que se satisfaga la ecuación debe ser
Así,
Q.E.D.
Teorema  4
(ii ) Para  n  < a+b , la probabilidad viene dada por la solución del sistema
es solución para los dos modelos de la ecuación general para cualquier
constante  u .
El sistema descrito en el inicio de esta sección (ecuaciones {(2.4.10) - (2.4.15)} es
estacionario si y solo si  aa  < b b . En este caso:
(i ) Para                    , la probabilidad de que haya  n  clientes en el sistema es
      donde  x 0  es la raíz del polinomio  (2.4.18) en (0,1).
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Demostración
Si  aa  < b b , hay una única raíz de P  en (0,1); sea ésta x 0. Entonces, para  u
En este caso:
(i )
es solución de la ecuación en diferencias (2.4.17).
Para determinar  u , se toman estos valores como solución para
Recordemos la notación:
Si aa ≥ b b , P (x ) no tiene raíces en (0,1). Entonces no es posible que el
sistema sea estacionario, pues ninguna solución de la ecuación en diferencias
genera un conjunto de probabilidades.
Se considera la solución dada por el lema anterior para las ecuaciones en
diferencias.
positivo, la serie  será convergente y de términos positivos.
Si x 0 es raíz del polinomio (2.4.18), entonces para cualquier constante u  
la sucesión
0
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La suma de las probabilidades ha de ser 1:
El primer término es
Queda:
Se sustituye cada probabilidad por su valor:
Queda:
En el segundo término (columnas 1, …, b-1), se agrupan los elementos del
sumatorio interior en bloques de  a  sumandos:
Para cada k , solo el primero de los sumandos individuales cumple que n -m 
sea múltiplo de a . El resto de los sumandos, por tanto, son nulos, y el
primero vale:
En el tercer término (columna b ) se separan los a primeros sumandos y el
resto se agrupan como antes:
1
1
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(0,0) ( , ) ( , ) 1
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Reagrupando y sumando las series geométricas:
Así, debe ser:
Para simplificar la escritura, pongamos
Con esto, los términos toman el valor
(ii ) Para determinar las probabilidades q 0 , q 1 , … q a +b -1 , se sustituye el valor
hallado para q n con n ≥ a+b en las a+b ecuaciones particulares (el
sistema {(2.4.10) - (2.4.13)} ), que se escribe a continuación en forma
matricial:
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pero en esta última situación solo está  n  = a , por ser  a  > b , y será:
(Recuérdese que S 1 = q 1 + ··· + q b -1 y que por la estructura del sistema la
segunda matriz solo tiene términos no nulos en las filas  0  y  a ).
Las ecuaciones correspondientes a q n con n  (a ) tienen a lo sumo tres
términos en el segundo miembro. Si se numeran las ecuaciones según el
subíndice del primer miembro, los subíndices de los términos del segundo
para la ecuación n , en orden creciente, son n y n+b para las ecuaciones 0,
1, ..., a-1, y estos mismos más  n-a+b   para el resto.
Para q a hay que añadir a esos términos los de la segunda matriz,
correspondientes a los subíndices  1, 2, ... , b-1  y el término en  q 0.
por las sustituciones con  n   (a ), más
En el primer bloque de ecuaciones, de 0 a a-1, ninguno de los subíndices
del segundo miembro sobrepasa a+b-1 y por tanto no hay que hacer en
ellas ninguna sustitución.
En el resto, solo hay que sustituir el término con subíndice  n+b .
En este caso, en lugar de  q n +b  habrá que poner:
o bien
Teniendo en cuenta que
y que el coeficiente que acompaña a q n +b es (1-a )b , las
correspondientes sustituciones equivalen a sumar la expresión matricial:
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Q.E.D.
Las ecuaciones particulares son:
y la ecuación general, para  n  ≥ 8:
El polinomio característico
Para  n  ≥ 8:
que en este caso resulta:
con
2.4.4   Ejemplo de resolución
tendrá una única raíz en (0,1); sea ésta  x 0 .
Se supone que los clientes llegan en bloques de 5 y son atendidos en bloques de 3:
a = 5 y b = 3 . Sean a y b los parámetros que rigen las distribuciones de los
tiempos entre entradas y de los tiempos de atención, respectivamente, y supongamos
que son tales que el sistema es estacionario, es decir, que
por la sustitución con n =a y eliminar las columnas desde a+b en adelante 
de la matriz original del sistema. Reagrupando términos, queda el sistema
indicado en el enunciado del teorema.
Tanto la raíz del polinomio característico como la solución del sistema de
ecuaciones se obtienen por métodos computacionales.
Con el fin de mostrar la metodología empleada, se expone a continuación la
resolución completa de un caso particular sencillo.
0 0 3 1
1 1 4
2 2 5
3 3 6
4 4 7
0 : (1 ) (1 ) (1 )
1: (1 )(1 ) (1 )
2 : (1 )(1 ) (1 )
3: (1 )(1 ) (1 )
4 (1 )(1 ) (1 )
      
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     
     
n q q q S
n q q q
n q q q
n q q q
n q q q
a a b a b
a b a b
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6 6 9 4
7 7 10 5
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(1 )(1 ) (1 )
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     
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  

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n n n n n
k
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 3 5 8( ) (1 ) (1 )(1 ) 1 (1 )P x x x xa b a b a b a b        
0 0 1 2 3 4 5 6 7 1 1 2;         S q q q q q q q q S q q
   80 0 01 1 para 3mod5 , 8
n
nq S x x n n
    
.a ba b
    5 55 3 0 0 0 1 21 1 para 5 3 3mod5 , 1

        
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kq S x x S A n k k
   ( )0 0 01 1 , mod
n a b
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       
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(E4.0) 
(E4.1) 
(E4.2) 
(E4.3) 
(E4.5) 
(E4.4) 
(E4.8) 
(E4.9) 
(E4.10) 
(E4.11) 
(E4.14) 
(E4.12) 
(E4.13) 
(E4.6) 
(E4.7) 
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y queda:
Reordenando:
Se pone el sistema  {( E4.0) - (E4.7)} en forma matricial:
En las ecuaciones particulares se sustituyen q 8 , q 9 y q 10 por sus valores
generales, y también para mayor claridad  S 0  y  S 1:
 
   
5 5 0 3 0 0 1 2 3 4 5 6 7
2 1 2 1 1 2
(1 )(1 ) (1 ) (1 ) 1
(1 )
                   
    
q q q q x q q q q q q q q
A q q A q q
a b a a b a b
a b
 6 6 4 0 0 0 1 2 3 4 5 6 7(1 )(1 ) (1 ) (1 ) 1q q q x x q q q q q q q qa b a b a b                 
   8 0 1 2 3 4 6 7 0 1 21 1 (8 5 3 con  1)                    q q q q q q q q x S A k k
   9 0 1 2 3 4 6 7 0 01 1 (9 3mod5)             q q q q q q q q x x
    210 0 1 2 3 4 6 7 0 01 1 (10 3mod5)             q q q q q q q q x x
 0 0 3 1 2
1 1 4
2 2 5
3 3 6
4 4 7
(1 ) (1 ) (1 )
(1 )(1 ) (1 )
(1 )(1 ) (1 )
(1 )(1 ) (1 )
(1 )(1 ) (1 )
      
    
    
    
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   
   
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2 1 2 1 1 2 0
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        
q q q x q q q q q q q q
A q q A q q x
a a b a b a b
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   4 6 0 0 0 1 2 3 4 5 6 7
0 0
(1 )(1 ) 1 (1 ) (1 )
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              
   
q q x x q q q q q q q q
x x
a b a b a b
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   25 7 0 0 0 1 2 3 4 5 6 7
2
0 0
(1 )(1 ) 1 (1 ) (1 )
(1 ) (1 )
              
   
q q x x q q q q q q q q
x x
a b a b a b
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(E4.8) 
(E4.9) 
(E4.10) 
(E4.0) 
(E4.1) 
(E4.2) 
(E4.3) 
(E4.5) 
(E4.4) 
(E4.6) 
(E4.7) 
 
 
 
 
 
0 3 1 2
1 4
2 5
3 6
4 7
(1 ) (1 ) 0
(1 )(1 ) 1 (1 ) 0
(1 )(1 ) 1 (1 ) 0
(1 )(1 ) 1 (1 ) 0
(1 )(1 ) 1 (1 ) 0
      
     
     
     
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q q q q
q q
q q
q q
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(E4.1) 
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(E4.6) 
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2.4 Planteamiento de las ecuaciones: Caso a > b
Esto se une a la primera página del bloque siguiente.
Para valores concretos de a y b , y con ayuda del programa MAPLE, se calcula la
raíz del polinomio característico y se resuelve el sistema de ecuaciones precedente;
al final del capítulo se muestran los resultados obtenidos y se comparan con los
observados en las simulaciones.
0
1
2
3
0 0 (1 ) 0 0 0 0
0 (1 )(1 ) 1 0 0 (1 ) 0 0 0
0 0 (1 )(1 ) 1 0 0 (1 ) 0 0
0 0 0 (1 )(1 ) 1 0 0 (1 ) 0
0 0 0 0 (1 )(1 ) 1 0 0 (1 )
0 0 0 (1 )(1 ) 1 0 0
0 0 0 0 0 (1 )(1 ) 1 0
0 0 0 0 0 0 (1 )(1 ) 1
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q
q
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2.5 Comparación entre los resultados teóricos
y las simulaciones
P(n  clientes en el sistema, de los cuales  m   están recibiendo atención)
En este apartado se comparan las frecuencias observadas en las simulaciones con las
probabilidades teóricas obtenidas resolviendo las ecuaciones anteriores. 
Se presentan los cálculos realizados para a =2, b =3, para a =5, b =3, y para a =16, b 
=9, con algunos de los casos simulados en el apartado 2.1, y siempre con intensidad
de tráfico menor que 1. Para cada conjunto de parámetros se muestran las
probabilidades teóricas calculadas y la esperanza teórica obtenida sumando la serie,
más las frecuencias relativas observadas con distintas longitudes de simulación y la
media muestral observada en cada simulación.
2.5.1  Cálculos para  a  = 2,  b = 3
Como se indicó en el apartado 2.1.1, en que se mostraban las simulaciones
realizadas, el parámetro b permanece fijo con valor 0,7, mientras a varía de
manera que r  aumente sin llegar a 1.
Para obtener las probabilidades teóricas, se calcula en primer lugar la única raíz del
polinomio característico en el intervalo (0,1). Este valor se precisa para resolver el
sistema de ecuaciones {(E3.0) - (E3.4)}, que proporcionará las probabilidades
teóricas desde q 0 hasta q 4 (es decir, para n < a + b = 5). Los valores así
calculados se sustituyen en la expresión general para q n con n ≥ 5, junto con la
raíz del polinomio, y de este modo se obtienen estas últimas.
Recuérdese que los elementos q n así obtenidos no son las probabilidades de "n 
clientes en el sistema", sino las probabilidades de "n clientes en el sistema, de los
cuales mín(n ,b ) están recibiendo atención (es decir, las correspondientes a la
diagonal superior y la columna b de la tabla 2.3.1, según a la notación indicada en
(2.3.10)). Las probabilidades correspondientes a las columnas interiores de la tabla
se calculan a partir de las de la diagonal superior, mediante las fórmulas (2.3.3) y
(2.3.4); por último, la probabilidad de "n clientes en el sistema" (que en lo sucesivo
se denotará por Q n ) se obtiene sumando las probabilidades de "n clientes en el
sistema, de los cuales m están recibiendo atención" con m ≤ n . Se resume a
continuación, para mayor claridad, la notación y las fórmulas:
       ( , )  para  ( , )  para     n nq q n n n b q q n b n b
2
0 si ( )
( , )  
( , ) si ( 0)
  
  
   
k
n m a
q n m
A q m m n m ak k
min( . )
0 0
1
(0,0) ; ( , )   para  0 

   
n b
n
m
Q q q Q q n m n
  
  
 
( )
0 0 0
( )
0 0 0 1 2
1 1 si mod
  ;
1 1 si
 
  
    
     
      
n a b
n n a b k c
S x x n r a
q n a b b ac r
S x x S A n ak r
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2.5 Comparación entre los resultados teóricos y las simulaciones
Resultados  para a  = 0,2 b  = 0,7 r  = 0,19 x 0 =
Q 0 =
Q 1 = Q 3 =
Q 2 = Q 4 =
El resto de los términos de la sucesión se obtienen con
y 
Media
6
7
1
2
0,7182
Su suma vale 0,9957, y se observa que los términos impares apenas contribuyen a
la suma (en este caso, con  a  = 2  y  b  = 3, tenemos  c  = 1  y  r  = 1).
Tabla 2.5.1: Probabilidades teóricas y frecuencias relativas observadas en
simulaciones de 1000, 5000 y 10000 unidades de tiempo para a =2, b =3, 
α =0,2, β=0,7.
Número de 
clientes T = 10000
0,0020
Frec. Relativa
0,0005
Probabilidad
5
8
0,0031
0,2481
0,0031
0,2481
0,0047
0,0238
Presentamos para cada caso los resultados numéricos, incluida la raíz del polinomio,
junto con los gráficos correspondientes, así como las medias observadas en las
simulaciones y las esperanzas teóricas calculadas.
0,2916
Los cinco primeros términos son:
0,7159
0,71590,7343 0,72650
T = 1000 T = 5000
La resolución –con MAPLE– del sistema lineal proporciona los valores q 0, q 1, q 2, 
q 3 y q 4. Aplicando posteriormente las fórmulas (2.3.3) y (2.3.4) se obtiene la
sucesión  {Q n }.
Los resultados numéricos obtenidos se muestran en la tabla 2.5.1, a la vez que las
frecuencias relativas observadas en simulaciones de 1000, 5000 y 10000 unidades
de tiempo. El ajuste, como se aprecia en las Figuras 2.5.1, 2.5.2 y 2.5.3 es bastante
bueno incluso en la simulación de 1000 unidades de tiempo. La intensidad de tráfico
es muy baja y la probabilidad de que el sistema esté vacío (0 clientes) resulta alta.
0,0002
0,6124
4
0,0016
0,0257
0,0047
0,2308
0,0060
0,0010
0,6010
0,0250
0,0004
3
0,0028
0,2399
0,0018
0,0029
0,2489
0,0000
0,0219
0,0000
0,0040
0,6246
0,0002
0,0023
0,0000
0,0238
0,0000
0,0065
0,0000
0,0032
0,0000
0,0004
0,6635
   
   
2 5
0 0 0
2 1 5 1
1 1 20 0 0 1 2
1 1 si 2  (2) 5 ; 2
( ,3)  
S1 1 si 2 1 (2)
k
n k k
S x x n k n k
q q n
q qS x x S A n k

  
       
            
min( ,3)
0 0
1
(0,0) ; ( , )   para  0
n
n
m
Q q q Q q n m n

   
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Figura 2.5.1: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 1000 unidades de tiempo para a =2, b =3, α =0,2, β=0,7.
Figura 2.5.2: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 5000 unidades de tiempo para a =2, b =3, α =0,2, β=0,7.
Figura 2.5.3: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 10000 unidades de tiempo para a =2, b =3, α =0,2, β=0,7.
En las Figuras 2.5.1, 2.5.2 y 2.5.3 se ve la comparación entre frecuencias observadas
y probabilidades teóricas. Se observa que las probabilidades correspondientes a
términos impares (congruentes con r = 1 módulo a = 2) son bajas en comparación
con las correspondientes a términos pares. Esto es así tanto en los términos iniciales,
obtenidos a partir de la resolución del sistema lineal, como en los sucesivos,
calculados a partir de la fórmula general.
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2.5 Comparación entre los resultados teóricos y las simulaciones
Resultados  para a  = 0,5 b  = 0,7 r  = 0,48 x 0 =
Q 0 = Q 1 = Q 3 =
Q 2 = Q 4 =
Se ve también que los términos pares son comparativamente altos con respecto a los
impares. Pero ahora, con intensidad de tráfico un poco más alta, la mayor
contribución se reparte entre las probabilidades de 0 y 2 clientes, siendo esta última
algo más grande, lo que no ocurría en el caso anterior. Empieza a ser relevante
además la probabilidad de 4 clientes en el sistema. También se ve que hay más
diferencia entre frecuencias relativas y probabilidades teóricas para menor tiempo
de simulación. Esto queda mejor ilustrado en las figuras 2.5.4, 2.5.5 y 2.5.6, que
muestran la misma información de manera gráfica.
Figura 2.5.4: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 1000 unidades de tiempo para a =2, b =3, α =0,5, β=0,7.
0,0169
0,4219
0,0360
0,1046
0,0070
0,0241
La tabla 2.5.2 muestra los resultados numéricos y las frecuencias relativas
observadas en las simulaciones de 1000, 5000 y 10000 unidades de tiempo.
Tabla 2.5.2: Probabilidades teóricas y frecuencias relativas observadas en
simulaciones de 1000, 5000 y 10000 unidades de tiempo para a =2, b =3, 
α =0,5, β=0,7.
Número de 
clientes
0,4837
El mecanismo de cálculo de las probabilidades teóricas es el mismo que en el caso
anterior. Obtenemos, para los cinco primeros términos:
0,3632
0,0121
0,3411
0,0222 0,0196
0,3303
0,0169
0,3353
1
0,3303
1,86531,80141,7445Media 2,0121
0,00200,0006
12
0,0026
0,00060,0000 0,0010
0,003010
0,0006
11 0,0006
0,00270,0018
0,00020,0000
0
0,0003
0,0018
0,0080
0,0030
0,0252
0,0050
0,4427
9
0,4219
0,0360
0,0115
0,0054
0,4304
0,1156
0,0040
0,0523
5
6
0,4321
0,0280
0,1218
0,0154
0,0262
T = 10000T = 5000T = 1000
Frec. Relativa
8
2
3
4
Estos cinco términos suman 0,9208; igual que antes, se puede observar que la mayor
contribución a la suma la aportan los términos pares.
0,1156
0,0298
0,1214
0,0156
0,0054
0,0288
7
0,0060 0,0078
0,0060
Probabilidad
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Figura 2.5.5: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 5000 unidades de tiempo para a =2, b =3, α =0,5, β=0,7.
Figura 2.5.6: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 10000 unidades de tiempo para a =2, b =3, α =0,5, β=0,7.
2.5.2  Cálculos para  a  = 5,  b = 3
Ahora el parámetro b permanece fijo con valor 0,5, mientras a varía de manera
que r  aumente sin llegar a 1.
Los cálculos se efectúan igual que en el apartado anterior; únicamente cambian el
grado del polinomio característico y la dimensión del sistema de ecuaciones.
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2.5 Comparación entre los resultados teóricos y las simulaciones
Resultados  para a  = 0,12 b  = 0,5 r  = 0,4 x 0 =
con
Los primeros términos de la sucesión de probabilidades son:
Q 0 = 0,5436 Q 2 = 0,1190 Q 4 = 0,0209 Q 6 = 0,0181
Q 1 = 0,0164 Q 3 = 0,0128 Q 5 = 0,1514 Q 7 = 0,0394
Su suma es 0,9216 ; el mayor aporte procede de los elementos Q 0, Q 2 y Q 5.
13
0,0034 0,0035 0,0025
14 0,0010
0,0004 0,0011 0,0005
19 0,0000
2,0768
0,0008
0,0007
0,0000 0,0030 0,0030
2,4492Media 2,1158
0,0018 0,0016
0,0033
15 0,0030
Las probabilidades más altas se observan para 0, a-b =2, a =5 y 2a-b =7 clientes
en el sistema, como apreciaremos en las Figuras 2.5.7, 2.5.8 y 2.5.9.
2,3034
La expresión general de q n  para n  8 es ahora
20 0,0000
0,0008 0,0008
18 0,0000 0,0010 0,0010
0,0018
17 0,0010 0,0022
0,0420
0,0024 0,0015
16 0,0000
0,0030
0,0139 0,0086 0,0112
0,0112
11 0,0040 0,0034 0,0072 0,0084
10 0,0119 0,0150 0,0162
0,007512
0,0022 0,0047
0,0110
9 0,0168 0,0124 0,0121 0,0151
8 0,0119 0,0050 0,0082
0,0158 0,0290
0,0446
6 0,0158 0,0170 0,0133
5 0,1634 0,1295
7 0,0307
0,01280,0099
Probabilidad
La tabla 2.5.3 muestra los resultados numéricos teóricos y los observados en
simulaciones de 1000, 5000 y 10000 unidades de tiempo.
0,7387
T = 1000
Número de 
clientes
0,0394
1
0,55920
0,0164
0,5733 0,5892
0,0099 0,0196 0,0184
0,1178 0,0970 0,1104
4
3
T = 5000
0,0209
0,0076
2
Tabla 2.5.3: Probabilidades teóricas y frecuencias relativas observadas en
simulaciones de 1000, 5000 y 10000 unidades de tiempo para a =5, b =3, 
α =0,12, β=0,5.
0,5436
0,0261
0,1190
0,15140,1431
0,0181
0,0060
T = 10000
Frec. Relativa
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Figura 2.5.7: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 1000 unidades de tiempo para a =5, b =3, α =0,12, β=0,5.
Como en el caso anterior, se observa un mejor ajuste de las frecuencias observadas a
las probabilidades teóricas al aumentar el número de observaciones.
Figura 2.5.8: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 5000 unidades de tiempo para a =5, b =3, α =0,12, β=0,5.
Figura 2.5.9: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 10000 unidades de tiempo para a =5, b =3, α =0,12, β=0,5.
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2.5 Comparación entre los resultados teóricos y las simulaciones
Resultados  para a  = 0,21 b  = 0,5 r  = 0,7 x 0 =
Ahora, los primeros términos de la sucesión de probabilidades son:
Q 0 = 0,2463 Q 2 = 0,0902 Q 4 = 0,0307 Q 6 = 0,0351
Q 1 = 0,0201 Q 3 = 0,0207 Q 5 = 0,1382 Q 7 = 0,0627
Su suma es 0,644; el resto de los términos de la sucesión se muestra en la tabla 2.5.4.
1000 5000 10000 1000 5000 10000
0 0,181 0,230 0,233 0,246 23 0,008 0,008 0,007 0,006
1 0,022 0,022 0,021 0,020 24 0,005 0,005 0,005 0,005
2 0,079 0,092 0,091 0,090 25 0,003 0,006 0,005 0,005
3 0,011 0,021 0,021 0,021 26 0,004 0,003 0,003 0,004
4 0,045 0,035 0,035 0,031 27 0,006 0,004 0,003 0,004
5 0,111 0,141 0,145 0,138 28 0,005 0,004 0,004 0,003
6 0,020 0,030 0,034 0,035 29 0,003 0,002 0,002 0,003
7 0,083 0,069 0,069 0,063 30 0,008 0,005 0,003 0,002
8 0,025 0,026 0,025 0,024 31 0,002 0,001 0,002 0,002
9 0,020 0,036 0,038 0,038 32 0,005 0,001 0,002 0,002
10 0,045 0,047 0,046 0,034 33 0,005 0,001 0,001 0,002
11 0,024 0,027 0,027 0,030 34 0,004 0,001 0,001 0,001
12 0,033 0,031 0,033 0,029 35 0,007 0,002 0,001 0,001
13 0,015 0,017 0,017 0,019 36 0,007 0,001 0,001 0,001
14 0,028 0,024 0,023 0,020 37 0,008 0,002 0,001 0,001
15 0,022 0,021 0,020 0,017 38 0,006 0,001 0,001 0,001
16 0,017 0,015 0,016 0,015 39 0,005 0,001 0,001 0,001
17 0,028 0,014 0,015 0,014 40 0,003 0,001 0,001 0,001
18 0,025 0,015 0,013 0,011 41 0,004 0,001 0,001 0,001
19 0,026 0,013 0,013 0,010 42 0,001 0,000 0,000 0,001
20 0,010 0,009 0,008 0,009 43 0,001 0,000 0,000 0,000
21 0,023 0,013 0,009 0,008 44 0,000 0,000 0,000 0,000
22 0,007 0,006 0,005 0,007 Media 9,795 7,251 7,047 7,261
Figura 2.5.10: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 1000 unidades de tiempo para a =5, b =3, α =0,21, β=0,5.
Prob. Prob.
0,8776
Se puede observar una pauta similar a la del ejemplo anterior en cuanto a los
términos de mayor probabilidad (n = 0, 2, 5 y 7). En las Figuras 2.5.10, 2.5.11 y
2.5.12 tenemos la representación gráfica de estos resultados numéricos, que también
evidencian que las diferencias entre las frecuendias relativas y las probabilidades
teóricas disminuyen a partir de 5000 unidades de tiempo.
Tabla 2.5.4: Probabilidades teóricas y frecuencias relativas para un número n de
clientes observadas en simulaciones de 1000, 5000 y 10000 unidades de tiempo para
a =5, b =3, α =0,21, β=0,5.
n n
T T
0,00
0,05
0,10
0,15
0,20
0,25
0,30
0 5 10 15 20 26 31 36 41 46
Número de clientes 
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Resultados  para a  = 0,18 b  = 0,8 r  = 0,40 x 0 =
con .
Figura 2.5.11: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 5000 unidades de tiempo para a =5, b =3, α =0,21, β=0,5.
Figura 2.5.12: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 10000 unidades de tiempo para a =5, b =3, α =0,21, β=0,5.
Se fija el parámetro b = 0,8, mientras a varía para aumentar la intensidad de
tráfico. Se comparan las probabilidades teóricas con las frecuencias observadas en
las simulaciones del apartado 2.1.3, así como las medias observadas con la
esperanza teórica.
2.5.3  Cálculos para  a  = 16,  b = 9
0,8804
Se muestran primero, en la tabla 2.5.5, las probabilidades calculadas hasta 118
clientes en el sistema. Después, en la tabla 2.5.6, se comparan las primeras (hasta 30
clientes) con las frecuencias observadas para distintas longitudes de simulación.
La expresión general de q n  para n  25 es ahora
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2.5 Comparación entre los resultados teóricos y las simulaciones
n Q n n Q n n Q n n Q n n Q n
0 0,5583 24 3E-03 48 4E-05 72 2E-06 96 8E-08
1 0,0024 25 4E-03 49 3E-05 73 1E-06 97 7E-08
2 0,0019 26 6E-04 50 3E-05 74 1E-06 98 6E-08
3 0,0038 27 5E-04 51 3E-05 75 1E-06 99 6E-08
4 0,0015 28 5E-04 52 2E-05 76 1E-06 100 5E-08
5 0,0172 29 4E-04 53 2E-05 77 9E-07 101 4E-08
6 0,0015 30 4E-04 54 2E-05 78 8E-07 102 4E-08
7 0,1185 31 3E-04 55 2E-05 79 7E-07 103 3E-08
8 0,0035 32 3E-04 56 1E-05 80 6E-07 104 3E-08
9 0,0030 33 3E-04 57 4E-06 81 6E-07 105 3E-08
10 0,0030 34 2E-04 58 1E-05 82 5E-07 106 2E-08
11 0,0024 35 2E-04 59 9E-06 83 4E-07 107 2E-08
12 0,0048 36 2E-04 60 8E-06 84 4E-07 108 2E-08
13 0,0019 37 2E-04 61 7E-06 85 3E-07 109 2E-08
14 0,0219 38 1E-04 62 6E-06 86 3E-07 110 1E-08
15 0,0019 39 3E-04 63 6E-06 87 3E-07 111 1E-08
16 0,1511 40 1E-04 64 5E-06 88 2E-07 112 1E-08
17 0,0046 41 1E-04 65 4E-06 89 2E-07 113 1E-08
18 0,0040 42 8E-05 66 4E-06 90 2E-07 114 8E-09
19 0,0040 43 7E-05 67 3E-06 91 2E-07 115 7E-09
20 0,0031 44 6E-05 68 3E-06 92 1E-07 116 7E-09
21 0,0069 45 6E-05 69 3E-06 93 1E-07 117 6E-09
22 0,0025 46 5E-05 70 2E-06 94 1E-07 118 5E-09
23 0,0330 47 4E-05 71 2E-06 95 9E-08 Media: 5,385
n 1000 5000 10000 Prob. n 1000 5000 10000 Prob.
0 0,542 0,562 0,553 0,558 16 0,162 0,156 0,154 0,151
1 0,006 0,004 0,003 0,002 17 0,004 0,004 0,003 0,005
2 0,000 0,000 0,000 0,002 18 0,000 0,000 0,001 0,004
3 0,003 0,005 0,006 0,004 19 0,010 0,008 0,007 0,004
4 0,000 0,000 0,000 0,001 20 0,000 0,000 0,001 0,003
5 0,018 0,018 0,019 0,017 21 0,010 0,013 0,013 0,007
6 0,002 0,001 0,001 0,001 22 0,000 0,000 0,001 0,002
7 0,133 0,126 0,119 0,119 23 0,034 0,034 0,036 0,033
8 0,003 0,003 0,003 0,003 24 0,002 0,001 0,002 0,003
9 0,000 0,000 0,000 0,003 25 0,000 0,000 0,000 0,000
10 0,006 0,005 0,005 0,003 26 0,003 0,002 0,004 0,001
11 0,000 0,000 0,000 0,002 27 0,000 0,000 0,001 0,001
12 0,004 0,007 0,008 0,005 28 0,008 0,005 0,005 0,000
13 0,000 0,000 0,000 0,002 29 0,000 0,000 0,001 0,000
14 0,017 0,023 0,024 0,022 30 0,009 0,008 0,009 0,000
15 0,001 0,001 0,001 0,002 Media 6,683 6,266 6,607 6,576
Tabla 2.5.6: Probabilidades teóricas y frecuencias relativas para un número n de
clientes observadas en simulaciones de 1000, 5000 y 10000 unidades de tiempo para
a =16, b =9, α =0,18, β=0,8.
Tabla 2.5.5: Probabilidades teóricas hasta n =118 clientes para a =16, b =9, 
α =0,18, β=0,8.
Probabilidades calculadas
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Figura 2.5.15: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 10000 unidades de tiempo para a =16, b =9, α =0,18, β=0,8.
Figura 2.5.14: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 5000 unidades de tiempo para a =16, b =9, α =0,18, β=0,8.
Figura 2.5.13: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo) en la
simulación de 1000 unidades de tiempo para a =16, b =9, α =0,18, β=0,8.
Las probabilidades más altas se obtienen (como en el ejemplo anterior) para los
términos 0, a-b =7, a =16 y 2a-b =23.
En las Figuras 2.5.13, 2.5.14 y 2.5.15 se comparan las frecuencias relativas
observadas en las simulaciones con las probablidades teóricas. La distribución
muestral es muy parecida a la teórica incluso en la simulación más corta.
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2.5 Comparación entre los resultados teóricos y las simulaciones
Resultados  para a  = 0,36 b  = 0,8 r  = 0,80 x 0 =
n Q n n Q n n Q n n Q n n Q n n Q n
0 0,165 29 0,013 58 0,004 87 0,001 116 0,000 145 0,000
1 0,004 30 0,013 59 0,004 88 0,001 117 0,000 146 0,000
2 0,003 31 0,012 60 0,004 89 0,001 118 0,000 147 0,000
3 0,006 32 0,012 61 0,004 90 0,001 119 0,000 148 0,000
4 0,003 33 0,011 62 0,004 91 0,001 120 0,000 149 0,000
5 0,016 34 0,011 63 0,004 92 0,001 121 0,000 150 0,000
6 0,004 35 0,011 64 0,003 93 0,001 122 0,000 151 0,000
7 0,068 36 0,010 65 0,003 94 0,001 123 0,000 152 0,000
8 0,007 37 0,010 66 0,003 95 0,001 124 0,000 153 0,000
9 0,006 38 0,009 67 0,003 96 0,001 125 0,000 154 0,000
10 0,007 39 0,009 68 0,003 97 0,001 126 0,000 155 0,000
11 0,006 40 0,009 69 0,003 98 0,001 127 0,000 156 0,000
12 0,010 41 0,008 70 0,003 99 0,001 128 0,000 157 0,000
13 0,006 42 0,008 71 0,003 100 0,001 129 0,000 158 0,000
14 0,027 43 0,008 72 0,003 101 0,001 130 0,000 159 0,000
15 0,006 44 0,007 73 0,002 102 0,001 131 0,000 160 0,000
16 0,116 45 0,007 74 0,002 103 0,001 132 0,000 161 0,000
17 0,011 46 0,007 75 0,002 104 0,001 133 0,000 162 0,000
18 0,011 47 0,007 76 0,002 105 0,001 134 0,000 163 0,000
19 0,012 48 0,006 77 0,002 106 0,001 135 0,000 164 0,000
20 0,010 49 0,006 78 0,002 107 0,001 136 0,000 165 0,000
21 0,018 50 0,006 79 0,002 108 0,001 137 0,000 166 0,000
22 0,010 51 0,006 80 0,002 109 0,001 138 0,000 167 0,000
23 0,051 52 0,005 81 0,002 110 0,001 139 0,000 168 0,000
24 0,011 53 0,005 82 0,002 111 0,001 140 0,000 169 0,000
25 0,006 54 0,005 83 0,002 112 0,001 141 0,000 170 0,000
26 0,015 55 0,005 84 0,002 113 0,001 142 0,000 171 0,000
27 0,014 56 0,005 85 0,002 114 0,001 143 0,000 172 0,000
28 0,014 57 0,004 86 0,001 115 0,000 144 0,000 173 0,000
Tabla 2.5.7: Probabilidades teóricas hasta n =173 clientes para a =16, b =9, α =0,36, β=0,8.
En la tabla 2.5.7 se ven las probabilidades calculadas hasta 173 clientes en el
sistema. Ahora hay mayor intensidad de tráfico y la probabilidad de que se
acumulen más clientes en el sistema es más alta.
Las frecuencias relativas observadas en simulaciones de 1000, 5000 y 10000
unidades de tiempo, hasta n = 82 clientes en el sistema, se muestran en la tabla 2.5.8
Probabilidades calculadas
0,9625
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n 1000 5000 10000 Prob. n 1000 5000 10000 Prob.
0 0,173 0,154 0,169 0,165 42 0,013 0,009 0,009 0,008
1 0,004 0,004 0,005 0,004 43 0,009 0,006 0,005 0,008
2 0,002 0,002 0,002 0,003 44 0,016 0,009 0,010 0,007
3 0,007 0,007 0,008 0,006 45 0,006 0,007 0,006 0,007
4 0,003 0,002 0,002 0,003 46 0,012 0,011 0,009 0,007
5 0,016 0,015 0,017 0,016 47 0,009 0,006 0,006 0,007
6 0,002 0,004 0,003 0,004 48 0,014 0,009 0,006 0,006
7 0,055 0,062 0,075 0,068 49 0,010 0,006 0,005 0,006
8 0,003 0,005 0,006 0,007 50 0,009 0,006 0,004 0,006
9 0,001 0,003 0,003 0,006 51 0,014 0,008 0,007 0,006
10 0,007 0,007 0,009 0,007 52 0,007 0,004 0,004 0,005
11 0,002 0,004 0,004 0,006 53 0,009 0,009 0,008 0,005
12 0,013 0,012 0,014 0,010 54 0,008 0,006 0,005 0,005
13 0,005 0,004 0,004 0,006 55 0,005 0,004 0,004 0,005
14 0,022 0,024 0,028 0,027 56 0,010 0,006 0,006 0,005
15 0,006 0,007 0,006 0,006 57 0,008 0,004 0,003 0,004
16 0,105 0,109 0,121 0,116 58 0,011 0,007 0,005 0,004
17 0,010 0,010 0,011 0,011 59 0,005 0,003 0,003 0,004
18 0,004 0,005 0,005 0,011 60 0,007 0,005 0,005 0,004
19 0,016 0,015 0,016 0,012 61 0,008 0,005 0,004 0,004
20 0,006 0,007 0,006 0,010 62 0,002 0,003 0,003 0,004
21 0,020 0,022 0,026 0,018 63 0,007 0,007 0,005 0,004
22 0,007 0,007 0,007 0,010 64 0,003 0,002 0,002 0,003
23 0,046 0,048 0,053 0,051 65 0,004 0,005 0,004 0,003
24 0,011 0,012 0,011 0,011 66 0,001 0,003 0,003 0,003
25 0,005 0,005 0,005 0,006 67 0,003 0,005 0,004 0,003
26 0,008 0,012 0,013 0,015 68 0,006 0,003 0,003 0,003
27 0,005 0,005 0,005 0,014 69 0,004 0,004 0,004 0,003
28 0,014 0,016 0,017 0,014 70 0,004 0,002 0,003 0,003
29 0,006 0,009 0,007 0,013 71 0,003 0,002 0,002 0,003
30 0,031 0,026 0,026 0,013 72 0,005 0,006 0,004 0,003
31 0,009 0,008 0,008 0,012 73 0,003 0,003 0,002 0,002
32 0,010 0,015 0,017 0,012 74 0,001 0,004 0,003 0,002
33 0,010 0,011 0,010 0,011 75 0,002 0,002 0,002 0,002
34 0,005 0,006 0,005 0,011 76 0,004 0,004 0,003 0,002
35 0,015 0,013 0,013 0,011 77 0,002 0,001 0,002 0,002
36 0,007 0,008 0,007 0,010 78 0,002 0,002 0,002 0,002
37 0,017 0,013 0,013 0,010 79 0,001 0,002 0,002 0,002
38 0,009 0,008 0,007 0,009 80 0,003 0,003 0,002 0,002
39 0,019 0,016 0,014 0,009 81 0,000 0,003 0,002 0,002
40 0,006 0,005 0,007 0,009 82 0,003 0,002 0,002 0,002
41 0,005 0,005 0,005 0,008 Media 27,243 30,150 26,296 27,208
Tabla 2.5.8: Probabilidades teóricas y frecuencias relativas para un número n de
clientes observadas en simulaciones de 1000, 5000 y 10000 unidades de tiempo para
a =16, b =9, α =0,36, β=0,8.
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2.5 Comparación entre los resultados teóricos y las simulaciones
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2.6 Comparación entre los dos modelos
considerados en los capítulos 1 y 2
Las probabilidades para el número de clientes presentes en el sistema se calculan en
ambos modelos de modo muy similar: Las primeras a +b se obtienen resolviendo un
sistema de ecuaciones lineales; las restantes, mediante las expresiones (1.2.31) para
el modelo del capítulo 1 y (2.3.22) para el modelo del capítulo 2.
De dichas expresiones se puede obtener las correspondientes esperanzas para el
número de clientes en el sistema, que quedan definidas mediante la ecuación (2.6.1)
para el primer modelo y con la (2.6.2) para el segundo:
El término que se resta en la ecuación (2.6.2) va a hacer que en media se acumulen
menos clientes con el segundo modelo que con el primero.
La única diferencia entre estos dos modelos es que en el primero (tratado en el
capítulo 1) se requiere un mínimo de b clientes para iniciar un turno de atención,
mientras que en el segundo (tratado en el capítulo 2) es posible iniciar un turno de
atención con menos de b  clientes.
Este hecho se observa en la Figura 2.6.1, que muestra el número medio de clientes 
en el sistema obtenido mediante simulaciones sistemáticas con densidad de tráfico 
creciendo en pasos constantes de 0,1 y para tres valores de β (bajo, medio, alto). 
Apenas se aprecian diferencias en cuanto a β para densidad de tráfico inferior a 0,4, 
aunque el número medio de clientes en el sistema se mantiene siempre ligeramente 
superior para el modelo 1, a la izquierda, que para el modelo 2, representado en la 
gráfica de la derecha. Al crecer la densidad de tráfico también aumentan las 
diferencias debidas a β dentro de cada modelo, pero se diluyen las diferencias 
debidas al modelo (seguramente porque b  es pequeño).
Figura 2.6.1: Comparación entre el número de clientes presentes en el sistema en función de la
densidad de tráfico para los modelos 1 y 2.
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(2.6.2) 
Modelo 1: Se requiere un mínimo de b 
clientes para iniciar un turno de atención 
Modelo 2: No se requiere un mínimo de b 
clientes para iniciar un turno de atención 
2, 3, 0,2 ; 2, 3, 0,5 ; 2, 3, 0,7a b a b a b          β β β
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2.6 Comparación entre los dos modelos considerados en los capítulos 1 y 2
La Figura 2.6.2, basada en simulaciones y no en ningún estudio teórico ‒que no se
ha hecho para tiempos de espera‒, muestra este hecho: En el gráfico de la izquierda,
correspondiente al primer modelo y para todos los valores de β , se ve que el tiempo
de espera es más alto para densidad de tráfico baja (tanto más alto cuanto menor es
β ), decrece hasta alcanzar un mínimo y luego aumenta, a causa ya de la congestión.
En el gráfico de la derecha, correspondiente al segundo modelo, el aumento en el
tiempo de espera se debe solo a la mayor densidad de tráfico, y, como era de esperar, 
crece más deprisa para valores menores de  β .
Figura 2.6.3: Porcentaje de tiempo de espera debido a que no se ha alcanzado el número mínimo de
clientes en función de la densidad de tráfico para el modelo 1.
Por último, la Figura 2.6.3 muestra el porcentaje del tiempo de espera que se debe a 
que aún no se ha alcanzado el mínimo requerido de clientes. Este gráfico solo tiene 
sentido para el primer modelo, claro, puesto que en el segundo no hay que esperar 
por ese motivo.
Un resultado interesante es que, en términos de tiempo de espera representados en la
Figura 2.6.2, el primero de estos dos modelos es más eficiente para densidad de
tráfico media que cuando es baja, lo que no ocurre en el segundo modelo.
Posiblemente se deba al hecho de que en este último no hay que esperar a que se
alcance el mínimo de b clientes para iniciar el servicio; en el primer modelo, si la
densidad de tráfico es baja, puede ocurrir que dicho mínimo tarde algún tiempo en
alcanzarse.
Figura 2.6.2: Comparación entre los tiempos de espera en función de la densidad de tráfico para los
modelos 1 y 2.
Modelo 1: Se requiere un mínimo de b 
clientes para iniciar un turno de atención 
Modelo 2: No se requiere un mínimo de b 
clientes para iniciar un turno de atención 
2, 3, 0,2 ; 2, 3, 0,5 ; 2, 3, 0,7a b a b a b         β β β
2, 3, 0,2 ; 2, 3, 0,5 ; 2, 3, 0,7a b a b a b         β β β
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En la Figura 2.6.3 es patente el decrecimiento de dicho porcentaje al aumentar la 
densidad de tráfico: al llenarse el sistema con mayor rapidez, la espera se deberá a la 
congestión y no al tiempo que tarde en alcanzarse el mínimo.
Se observa también que el porcentaje de tiempo de espera debido a que no se ha 
alcanzado el mínimo es mayor para mayores valores de β : β grande significa tasa de 
salidas alta, es decir, servicio rápido. Por lo tanto, es de esperar que la proporción de 
tiempo de espera debida al tiempo requerido para atender a los clientes precedentes 
sea menor para β grande, a igualdad de las demás condiciones.
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Como en los capítulos anteriores, se presentan, antes de mostrar la resolución
teórica, varias simulaciones de este sistema para modelos concretos de distribución
del tamaño del bloque de entrada.
En este capítulo se estudiará el modelo el Geo
X
|Geo
b
|1: los clientes llegan en
bloques de tamaño aleatorio y son atendidos en bloques de b . Si en un momento
dado hay menos de b clientes esperando, el servicio no se inicia aunque el servidor
esté libre.
En el caso de que haya clientes recibiendo atención –esto es, si hay al menos b  
clientes en el sistema–, se puede producir una salida, con probabilidad b , o no, con
probabilidad 1-b , de manera independiente de las entradas. Además, las salidas,
siempre que haya clientes suficientes en el sistema, se producen independientemente
unas de otras.
Sea cual sea dicho modelo, la intensidad de tráfico vendrá dada por el cociente
donde X es la variable aleatoria "tamaño del bloque de entrada "; en estas
simulaciones veremos las diferentes maneras en que evoluciona el sistema a medida
que aumenta la intensidad de tráfico.
Si el tamaño del bloque de entrada, X , sigue una distribución de Poisson de
parámetro  l , tendremos  EX  = l ; por tanto, la intensidad de tráfico será
Concretamente, para ilustrar este punto se ha utilizado el modelo de Poisson para X ; 
al final del capítulo se trabaja también con otros modelos y se comparan las distintas
situaciones.
CAPÍTULO  3
SERVICIO POR BLOQUES DE b  CLIENTES 
CON TAMAÑO DE BLOQUE DE ENTRADA 
ALEATORIO
3.1  Resultados de simulación
En cada momento se produce una entrada de X clientes (podría ser X = 0), con
probabilidad P(X = k ) = a k (cualquier distribución discreta). Entran clientes –al
menos uno– con probabilidad 1-a 0; no entra nadie con probabilidad a 0. La
distribución del tiempo entre dos entradas consecutivas es geométrica de parámetro
1-a 0.
E
b


X
b
l
b

b
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Figura 3.1.1: Simulación con   b =4     β =0,5    λ =0,4    ρ =0,2
Figura 3.1.2: Simulación con   b =4     β =0,5    λ =0,8    ρ =0,4
En primer lugar se ven tres simulaciones con tráfico normal, con  0,2, 0,4 y 0,6
respectivamente (Figuras 3.1.1, 3.1.2 y 3.1.3).
Las trayectorias en estas dos primeras simulaciones son bastante estables; el número
de clientes en el sistema se mantiene por debajo de 10 en el primer caso y de 15 en
el segundo.
Se muestran aquí simulaciones con b = 4 y b = 0,5 para la distribución de las
salidas, y con distintos valores del parámetro l que regula la distribución de las
entradas. Al aumentar  l , aumenta en consecuencia la intensidad de tráfico.
3.1.1  Simulaciones con  b  = 4
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3.1 Resultados de simulación
Figura 3.1.3: Simulación con   b =4     β =0,5    λ =1,2   ρ =0,6
Figura 3.1.4: Simulación con   b =4     β =0,5    λ =1,6   ρ =0,8
Las tres simulaciones siguientes se han hecho con tráfico pesado (  = 0,8,  = 1
y  = 1,1). En la primera (Figura 3.1.4), el número de clientes se mantiene en
general por debajo de 30, pero puede llegar a aumentar bastante: 
En la tercera, a continuación, con  = 0,6, el número de clientes llega a aumentar
ocasionalmente hasta 24, pero se observa aún cierta estabilidad:
En la segunda (Figura 3.1.5) el número de clientes en el sistema fluctúa mucho,
siendo en general muy alto. La duración de los periodos de ocupación llega a ser en
ocasiones larguísima:
El número medio de clientes en el sistema no es alto en ningún caso; como era de
esperar, se ve que aumenta con la intensidad de tráfico. También, como es lógico,
los periodos de ocupación son más largos a medida que aumenta   .
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Figura 3.1.5: Simulación con   b =4     β =0,5    λ =2   ρ =1
Figura 3.1.6: Simulación con   b =4     β =0,5    λ =2,2   ρ =1,1
Por último, en la Figura 3.1.6, con  = 1,1: Ahora es patente la tendencia creciente
en el número de clientes presentes en el sistema; las ligeras disminuciones que
podemos observar a lo largo del proceso no logran contrarrestar dicha tendencia:
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3.1 Resultados de simulación
Figura 3.1.7: Simulación con   b =8     β =0,4    λ =0,6   ρ =0,18
Figura 3.1.8: Simulación con   b =8     β =0,25    λ =0,6   ρ =0,3
En las Figuras 3.1.7, 3.1.8 y 3.1.9 hay tres simulaciones con tráfico normal: r =  0,18,  
0,3 y 0,5; en las dos primeras se observan trayectorias estables, con el número de
clientes en el sistema casi siempre por debajo de 10:
El número de clientes en el sistema es, en general, bajo en ambos casos. Vemos que
ocasionalmente aumenta –hasta 25, en la segunda simulación–, pero enseguida
disminuye, y las medias observadas son pequeñas.
3.1.2  Simulaciones con  b  = 8
En este segundo grupo de simulaciones se aumenta a 8 el tamaño del bloque de
salida y se mantiene fijo el parámetro λ = 0,6. Se irá disminuyendo el valor del
parámetro β , lo que a su vez hará aumentar la intensidad de tráfico ρ .
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Figura 3.1.9: Simulación con   b =8     β =0,15    λ =0,6   ρ =0,5
Figura 3.1.10: Simulación con   b =8     β =0,09    λ =0,6   ρ =0,83
Se ve, como era de esperar, que tanto las medias observadas como la duración de los
periodos de ocupación aumentan a medida que aumenta  r .
En la Figura 3.1.9, con r = 0,5, las fluctuaciones son mayores, y en ocasiones el
número de clientes en el sistema llega –e incluso sobrepasa– a 30. No obstante, la
media observada, 8,34, no es muy alta:
En la siguiente simulación (Figura 3.1.10), con r = 0,83, se puede ver que las
fluctuaciones son considerables y que el número de clientes presentes en el sistema
ya es en general más alto que en las simulaciones con tráfico más ligero. El número
medio de clientes es de 18,4, mucho mayor que los que habíamos observado antes:
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3.1 Resultados de simulación
Figura 3.1.11: Simulación con   b =8     β =0,075   λ =0,6   ρ =1
Figura 3.1.12: Simulación con   b =8     β =0,07   λ =0,6   ρ =1,07
A continuación, en la Figura 3.1.11, ya tenemos r = 1; el número de clientes
ocasionalmente desciende mucho, pero la inestabilidad es muy acusada. Rara vez el
sistema se queda vacío:
En el último ejemplo (Figura 3.1.12), para b = 8, con r = 1,07, se observa una
tendencia creciente clara, aunque se producen pequeños descensos ocasionales:
3.2  Planteamiento y resolución de las ecuaciones
De nuevo el sistema es una cadena de Markov: el estado del sistema en cada instante
(el número de clientes presentes) depende de su estado en el instante anterior.
Los clientes llegan en bloques de tamaño aleatorio X , con distribución
{a k }k =0,1,2,... , y el tiempo entre llegadas consecutivas sigue una distribución
geométrica de parámetro 1-a 0. 
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Estas probabilidades son:
*
*
para  k  = 0, 1, 2, …
Tabla 3.2.1: Matriz de cambio sin salida
, pero sólo si  n  ≥ b .
Se puede considerar la matriz de transición como la suma de la matriz de cambio
sin salida  (Tabla 3.2.1) y la  matriz de cambio con salida (Tabla 3.2.2).
se estudia a qué estados puede pasar el sistema desde el estado  n :
Para obtener las probabilidades de transición
(No se produce salida)
Son atendidos en bloques de b (constante) y el tiempo de servicio sigue una
distribución geométrica de parámetro  b .
Sea Y el número de clientes que salen en un momento dado; la situación se puede
resumir así:
3.2.1  Matriz de transición y ecuaciones en el equilibrio
(Sí se produce salida)
Al estado  n+k , con probabilidad
Al estado  n+k- b , con probabilidad
Los tiempos entre llegadas son independientes entre sí, y también los tiempos de
servicio. Además, los servicios se producen independientemente de las llegadas, a
menos que no haya clientes suficientes como para iniciar un servicio.
donde se incluye la posibilidad de que sea  k  = 0.
Las probabilidades de transición vendrán dadas en función de las probabilidades de
que en cada momento se produzca una entrada (de k clientes), una salida, ambas
cosas o ninguna. Estas, a su vez, dependen del número de clientes que haya en el
sistema.
P ( , 0 | ) P (entran  y no sale ninguno |  clientes en el sistema)
P ( , | ) P (entran  y salen  |  clientes en el sistema)
  
  
 
 
 
X k Y n k n
X k Y b n k b n
si
P ( , 0 | )
(1 ) si

 b
 
      
k
k
n b
X k Y n
n b
, P(el sistema pase del estado  al  en la siguiente unidad de tiempo)n mp n m
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3.2 Planteamiento y resolución de las ecuaciones
Si llamamos:
se puede escribir la matriz de transición (Tabla 3.2.3) como:
Sean las probabilidades en estado de equilibrio.
En esta situación:
Es decir:
Tabla 3.2.2: Matriz de cambio con salida
Tabla 3.2.3: Matriz de transición
P (   clientes  en  el  sistema)nq n
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Sean
las funciones generatrices de las sucesiones
respectivamente; será:
y
Entonces:
3.2.2  Resolución de las ecuaciones
De aquí se obtienen las ecuaciones que rigen el sistema cuando éste está en
equilibrio:
0
Para  : 

  
 
   
n b n
n n k k n k b k
k k b
n b q q c q
1
0
Para  : 
 
  
 
   
b b n
n n k k n k b k
k k b
n b q q c q
 
0
0 0
( ) ( ) 1
( ) ( )
 b b


 
 
   
 

 
n b
n
n
n n
n n
n n
A x x B x x
C x c x Q x q x
        ,  1  , 0 ,  , 0 ,   , 0,  ,   y  n n nc q b b
 ( ) ( ) 1 ( )b b   bC x A x x A x
 
1 1
0 0 0 0 0
( )
   
     
     
   
        
   
     
b n b n
n n n
n n k k n k b k n k k n k b k
n n k n b k k
Q x q x q c q x q c q x 
1 1
0 1 1
0 0 0
1
1
0 0
  
  

  
 


 
    
   
  
 
n n n b
n n n b
n n n
n n
n b n b
n n
q x q x q x
c q x c q x
  
1
0 1 1 1( ) ( ) ( ) ( ) ( )

        
b
b b bq A x q x A x q x A x q C x q xC x
1 2
0 1 1 1 2( ) ( )

  
              
b
b b b bq q x q x A x q q x q x C x
1 1 2
0 1 1 1 2( ) ( )
   
  
              
b b b b b
b b b bA x q q x q x x C x q x q x q x
1 1
0 0
( ) ( ) ( )
 

 
 
   
 
 
b b
n b n
n n
n n
A x q x x C x Q x q x
1 1
0 0
( ) ( ) ( ) ( )
 

 
 
    
 
 
b b
n b n
n n
n n
Q x A x q x x C x Q x q x
1
0
( ) 1 ( ) ( ) ( )

 

            
b
b b n
n
n
Q x x C x A x x C x q x
1
0
( ) ( )
1 ( )




  


bb
n
n b
n
A x x C x
q x
x C x
1
0
( ) ( )
( )






bb
n
n b
n
x A x C x
q x
x C x
           
 
 
 
 
  
           
 
 
 
 
  
(3.2.10) 
(3.2.11) 
(3.2.12) 
(3.2.13) 
(3.2.14) ( )   Q x
126
3.2 Planteamiento y resolución de las ecuaciones
Teorema  5
El sistema descrito en las ecuaciones (3.2.10) es estacionario si y solo si  EX < b  β .
Demostración
1. Condición necesaria :
Operamos:
Pero , luego
Y queda
Por tanto, si el proceso es estacionario:
Tendrá que ser, por tanto, 
2. Condición suficiente :
Supongamos que el proceso es estacionario. Entonces, Q (x ) debe ser
convergente en   x  = 1; concretamente, debe ser
Además se debe cumplir que 
pues los números q 0, q 1, ..., q b -1 son los primeros elementos de la sucesión
de probabilidades que buscamos, {q n }.
Obsérvese también que b b es la esperanza de la variable aleatoria "número 
de clientes que salen en cada momento " y EX la del "número de clientes
que entran en cada momento ". Entonces, tanto b b como EX son números
positivos.
Este último límite es de la forma 0/0, pues A (1) = C (1) = 1. Aplicando la
regla de L´Hôpital: 
Supongamos que EX <b β . Si en la expresión (3.2.14) se sustituye C (x ) por
su valor según (3.2.12), quedará
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Q.E.D.
Luego, en particular, A (r ) ≠ 0, y para el numerador quedará:
Si  EX  < b b  , el teorema de Rouché ([1], [75]; ver el apéndice II) prueba que 
el denominador de esta expresión tiene exactamente b-1 raíces en el
interior del círculo unidad (incluyendo multiplicidades).
El denominador no se anula en  x  = 0, pues  A (0) =  0 ≠ 0.
Supongamos que r , dentro del círculo unidad, es raíz del denominador.
Entonces, r  ≠ 0, y se cumplirá:
Se pueden elegir como los coeficientes del polinomio de
grado b-1 que tiene estas mismas raíces más la condición
Así, el cociente resulta una función analítica en el interior del círculo unidad
cuyo límite cuando x tiende a 1 es precisamente 1. Se completa la sucesión
xx sustituyendo estos en el sistema (3.2.9); esta será, por
su propia construcción, la solución estacionaria.
En el apartado siguiente se ilustra este proceso de resolución con algunos ejemplos.
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3.3 Comparación entre los resultados teóricos y las simulaciones
3.3
y por tanto:
Resultados  para b  = 4 b  = 0,5 l  = 0,4 r  = 0,2
Se sustituyen los parámetros por sus valores en la funcion generatriz:
Las  b  - 1 = 3  raíces del denominador en el círculo unidad son:
r 1   =
r 2   = i
r 3   = i
Para la resolución con un modelo concreto –en este caso, el modelo de Poisson–, se
parte de la expresión obtenida en el apartado anterior para la función generatriz de
{q n } (3.2.14) :
Comparación entre los resultados teóricos
y las simulaciones
En este apartado se resuelven las ecuaciones para algunos casos concretos y se
comparan las probabilidades teóricas así obtenidas con las frecuencias relativas
observadas en las simulaciones correspondientes.
Si la distribución del tamaño del bloque de entrada se rige por el modelo de Poisson
de media  l   , la función generatriz  A (x )  será
 - 0,09747  -  0,81727
Los coeficientes del polinomio de grado b-1 = 3 que tiene estas mismas raíces y
suman
En el primer bloque de simulaciones expuestas en el apartado 3.1, los parámetros
que regían la distribución de las salidas eran fijos ( b = 4, b = 0,5 ), y se hacía
variar la media  l   de la distribución de Poisson para las entradas. A continuación se 
presentan las probabilidades teóricas obtenidas y las esperanzas teóricas (todos los
cálculos se han hecho con MAPLE) junto con los resultados observados en las
simulaciones.
 - 0,75736
 - 0,09747  +  0,81727
Dichas simulaciones se realizaron utilizando el modelo de Poisson para el tamaño
del bloque de entrada, de modo que ahora aplicaremos el método general de
resolución a esta situación.
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son: q 0  = q 2  =
q 1  = q 3  =
y, en general, para  n  ≥ 1:
Tabla 3.3.1: Probabilidades teóricas y frecuencias relativas
observadas en simulaciones de 1000, 2500 y 5000 unidades
de tiempo para  b =4, β=0,5, λ =0,4.
Figura 3.3.1: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 1000 unidades de tiempo para  b =4,  β=0,5, λ =0,4.
Número de 
clientes
2,3163
En las Figuras 3.3.1, 3.3.2 y 3.3.3 se ven las comparaciones entre frecuencias
observadas y probabilidades teóricas:
Media 2,3403 2,3365 2,3247
0,0168
0,0018
0,0008
0,0006
T = 1000 T = 2500 T = 5000
0,0008
0,0000
0,1188
9
10
0,1247
0,2006
0,2315
0,2431
0,1227
0,0484
0,0181
0,0991
0,2262
0,2112
0,2753
0,1181
0,0470
0,0060
0,0040
0,0020
0,0000
0,0025
0,0009
0,0003
0,00670,0070
0,2315
5
6
7
8
1
2
3
4
0,0110
0,0437
0,0188
0,0060
0,0032
0,2007
0,2376
0,2552
0,1222
0,2087
0,2287
0,2397
0,1236
0,0535
0,2431
0,1247
Los demás términos de la sucesión se calculan del siguiente modo, a partir de la
forma matricial del sistema de ecuaciones en el equilibrio:
La tabla 3.3.1 muestra los resultados numéricos obtenidos junto con las frecuencias
relativas observadas en simulaciones de 1000, 2500 y 5000 unidades de tiempo.
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3.3 Comparación entre los resultados teóricos y las simulaciones
Resultados  para b  = 4 b  = 0,5 l  = 0,8 r  = 0,4
En este caso, tenemos:
Las raíces del denominador en el círculo unidad son:
r 1   =
r 2   = i
r 3   = i
Figura 3.3.2: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 2500 unidades de tiempo para  b =4,  β=0,5, λ =0,4.
Figura 3.3.3: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 5000 unidades de tiempo para  b =4  β=0,5, λ =0,4.
En estos gráficos no se aprecia pauta alguna en cuanto a la magnitud de las
probabilidades. Simplemente se puede observar que aumentan hasta 3 clientes en el
sistema y luego empiezan a disminuir rápidamente, aunque la probabilidad de 4
clientes en el sistema aún es alta en relación con las otras. La intensidad de tráfico
no es alta (ρ =0,2); las cuatro primeras han de sumar 1-ρ= 0,8, que naturalmente
coincide con la impresión visual en la figura 3.1.1, donde la mayor densidad de
puntos se observa entre 0 y 3; añadiendo la probabilidad de 4, sale 0,9227 y la
probabilidad de más de 4 clientes es sólo de 0,0773. El número medio de clientes en
el sistema es bajo; no llega a 3.
 - 0,62956
Por lo demás, como era de esperar, las frecuencias relativas observadas se
aproximan más a las probabilidades teóricas cuanto mayor es el tiempo de
simulación, especialmente al pasar de 1000 a 2500.
 - 0,11970  +  0,69325
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son: q 0  = q 2  =
q 1  = q 3  =
Número de 
clientes
Tabla 3.3.2: Probabilidades teóricas y frecuencias relativas
observadas en simulaciones de 1000, 2500 y 5000 unidades
de tiempo para  b =4, β=0,5, λ =0,8.
Figura 3.3.4: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 1000 unidades de tiempo para  b =4  β=0,5, λ =0,8.
Los coeficientes del polinomio de grado b-1 = 3 que tiene estas mismas raíces y
suman
0,0661 0,1845
0,1371 0,2123
Los demás términos de la sucesión se calculan de la forma indicada en el punto
anterior.
La tabla 3.3.2 muestra los resultados numéricos obtenidos y con las frecuencias
relativas observadas en simulaciones de 1000, 2500 y 5000 unidades de tiempo.
Frecuencia relativa
Probabilidad
T = 1000 T = 2500 T = 5000
0,0661
1 0,1297 0,1390 0,1371
0 0,0677 0,06870,0640
0,1477
0,0044
0,0022
6
0,1621
5 0,0981 0,0935 0,1004
4 0,1817 0,1652
0,0012
0,0082
0,0193
0,0111
0,0064
0,0037
0,1845
3 0,2006 0,2070 0,2123
2 0,1934 0,1844
0,0008
0,0548 0,0537
0,0216 0,0212
7 0,0344 0,0366
0,0475
0,0351
8
0,0583
0,0092
0,0052
0,0024
0,0098
0,0336
14 0,0004
15
0,0010
0,0021
0,0031
0,0010
0,1901
0,1921
0,1674
0,1085
0,0176
0,0114
0,0052
0,0052
Se presentan las comparaciones gráficas entre frecuencias observadas y
probabilidades teóricas en las Figuras 3.3.4, 3.3.5 y 3.3.6:
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3.3 Comparación entre los resultados teóricos y las simulaciones
Resultados  para b  = 4 b  = 0,5 l  = 1,2 r  = 0,6
Ahora, queda:
Las raíces del denominador en el círculo unidad son:
r 1   =
r 2   = i
r 3   = i
Figura 3.3.5: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 2500 unidades de tiempo para  b =4  β=0,5, λ =0,8.
Figura 3.3.6: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 5000 unidades de tiempo para  b =4  β=0,5, λ =0,8.
Los coeficientes del polinomio de grado b-1 = 3 que tiene estas mismas raíces y
suman
 -  0,60213
Como en el caso anterior, no hay más pauta que un crecimiento inicial y un
decrecimiento posterior. Podemos observar que las probabilidades para 4 y 5
clientes en el sistema son más altas que en aquel caso, debido a la mayor intensidad
de tráfico, aunque la probabilidad más alta se sigue correspondiendo con 3 clientes.
Aún así, el número medio de clientes en el sistema ha aumentado, ya supera el 3,
pero sigue siendo bajo.
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son:
q 0  = q 2  =
q 1  = q 3  =
0,03260 0,0551 0,0316 0,0334
Frecuencia relativa
0,0362 0,1260
Probabilidad
0,0818 0,1595
Se calculan los demás términos de la sucesión como en los ejemplos anteriores.
Ahora, con intensidad de tráfico algo mayor ( r = 0.6 ) , los cuatro primeros sólo
suman 0.4, de modo que los siguientes ya tienen un peso considerable. De todos
modos, el número medio de clientes en el sistema sigue sin ser muy elevado.
Se han hecho para este caso simulaciones de 1000, 5000 y 10000 unidades de
tiempo; en la tabla 3.3.3 y las Figuras 3.3.7, 3.3.8 y 3.3.9 se puede observar que la
aproximación de las frecuencias relativas a las probabilidades teóricas es más lenta
que para intensidades de tráfico menores.
T = 1000 T = 5000 T = 10000
Tabla 3.3.3: Probabilidades teóricas y frecuencias relativas
observadas en simulaciones de 1000, 5000 y 10000 unidades
de tiempo para  b =4, β=0,5, λ =1,2.
Número de 
clientes
0,0000
0,0020
0,0010
0,0000
0,0010
0,0000
0,0000
0,0818
2 0,1902 0,1302 0,1300 0,1260
1 0,1241 0,0878 0,0809
0,1595
4 0,1732 0,1440 0,1561 0,1513
3 0,2052 0,1492 0,1635
0,0887
5 0,1131 0,1138 0,1231
6
8 0,0290 0,0468 0,0435
9 0,0090 0,0422 0,0285
0,0571 0,0914 0,0938
7 0,0370 0,0592 0,0688
0,0003
10 0,0030 0,0290 0,0223
0,0008
22 0,0000 0,0010 0,0003 0,0006
0,0000
0,0000
20 0,0000
0,0218
0,0158
0,0114
0,0082
0,0054
0,0011
0,0028
0,0026
0,0018
Se muestran a continuación los gráficos para comparar los resultados teóricos con
los simulados.
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3.3 Comparación entre los resultados teóricos y las simulaciones
En esta primera simulación (Figura 3.3.7), con sólo 1000 unidades de tiempo, se
observa que hay mucha diferencia entre frecuencias relativas y probabilidades
calculadas.
En las dos siguientes (Figuras 3.3.8 y 3.3.9), con 5000 y 10000 unidades de tiempo
respectivamente, se ve que la aproximación mejora de manera apreciable:
Figura 3.3.7: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 1000 unidades de tiempo para  b =4  β=0,5, λ =1,2.
Figura 3.3.8: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 5000 unidades de tiempo para  b =4  β=0,5, λ =1,2.
Figura 3.3.9: Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 10000 unidades de tiempo para  b =4  β=0,5, λ =1,2.
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Capítulo 3
Resultados  para b  = 4 b  = 0,5 l  = 1,6 r  = 0,8
La función generatriz será:
Las raíces del denominador en el círculo unidad son:
r 1   =
r 2   = i
r 3   = i
son: q 0  = q 2  =
q 1  = q 3  =
Las simulaciones que se presentan en este caso son de 1000, 10000 y 20000
unidades de tiempo; la tabla 3.3.4 muestra los resultados.
 - 0,47233
 - 0,12311  +  0,52979
 - 0,12311  -  0,52979
Los coeficientes del polinomio de grado  b-1 = 3  que tiene estas raíces y suman
Frecuencia relativa
Probabilidad
T = 1000 T = 10000 T = 20000
0,0123
0,0123 0,0633
0,0363 0,0881
1 0,0400 0,0404 0,0343 0,0363
0 0,0130 0,0134 0,0097
0,0633
3 0,1039 0,0910 0,0842 0,0881
2 0,0639 0,0645 0,0599
0,0973
5 0,1139 0,0972 0,0936 0,0919
4 0,1019 0,1028 0,0938
0,0811
7 0,0899 0,0720 0,0736 0,0703
6 0,0789 0,0772 0,0822
0,0609
9 0,0669 0,0562 0,0580 0,0528
8 0,0619 0,0638 0,0699
0,0458
11 0,0400 0,0409 0,0421 0,0397
10 0,0430 0,0518 0,0476
0,0345
13 0,0320 0,0311 0,0297 0,0299
12 0,0280 0,0356 0,0340
0,0259
15 0,0100 0,0212 0,0234 0,0225
14 0,0290 0,0251 0,0266
0,0195
17 0,0220 0,0154 0,0175 0,0169
16 0,0180 0,0181 0,0199
0,0147
24 0,0020 0,0029 0,0065 0,0063
0,0070 0,0096 0,0110 0,0111
18 0,0090 0,0126 0,0149
0,0070 0,0095 0,0121 0,012719
0,0060 0,0051 0,0084 0,0072
20
21
22
0,0050 0,0059 0,0093
8,4368
0,0019
30 0,0000 0,0021 0,0025 0,0054
29 0,0000 0,0019 0,0027
0,0036
28 0,0043
27 0,0010 0,0027 0,0037
0,0054
26 0,0010 0,0031 0,0042 0,0049
25 0,0000 0,0033 0,0062
Número de 
clientes
Tabla 3.3.4: Probabilidades teóricas y frecuencias relativas
observadas en simulaciones de 1000, 10000 y 20000 unidades
de tiempo para  b =4, β=0,5, λ =1,6.
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3.3 Comparación entre los resultados teóricos y las simulaciones
En las Figuras 3.3.10, 3.3.11 y 3.3.12 se ve como la aproximación mejora al
aumentar el tiempo de simulación.
El número medio de clientes en el sistema ha aumentado considerablemente con
respecto a las situaciones anteriores, llegando casi a 9. El decrecimiento de la
sucesión de probabilidades es mucho más lento.
Figura 3.3.10: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 1000 unidades de tiempo para  b =4  β=0,5, λ =1,6.
Figura 3.3.11: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 10000 unidades de tiempo para  b =4  β=0,5, λ =1,6.
Figura 3.3.12: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 20000 unidades de tiempo para  b =4  β=0,5, λ =1,6.
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Resultados  para b  = 8 b  = 0,4 l  = 0,6 r  = 
Ahora la función generatriz será, según (3.3.3):
Las  b  - 1 = 7  raíces del denominador en el círculo unidad son:
r 1   =
r 2   = i
r 3   = i
r 4   = i
r 5   = i
r 6   = i
r 7   = i
son:
q 0  =
q 1  =
q 2  =
q 3  =
q 4  =
q 5  =
q 6  =
q 7  =
 0,5871
 0,5871
 - 0,0766
En el segundo bloque de simulaciones con distribución de Poisson, en cambio, se
dejaron fijos los parámetros l = 0,6 (la media de la distribución de las entradas) y
b = 8 (el número de clientes que son atendidos simultáneamente), mientras se
modificaba la intensidad de tráfico variando el parámetro b , que regula la
distribución del tiempo de servicio. Se muestran ahora los resultados teóricos
obtenidos (todos los cálculos se han hecho con MAPLE) junto con los observados en
las simulaciones.
 - 0,8016
 - 0,6056  +  0,5450
0,1875
 - 0,6056  -  0,5450
Los coeficientes del polinomio de grado b-1 = 7 que tiene estas mismas raíces y
suman
 +  0,7091
0,117348
0,120848
0,122747
Los demás términos de la sucesión se calculan, como antes, según (3.3.5).
La tabla 3.3.5 muestra los resultados numéricos obtenidos junto con las frecuencias
relativas observadas en simulaciones de 1000, 5000 y 10000 unidades de tiempo.
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3.3 Comparación entre los resultados teóricos y las simulaciones
Tabla 3.3.5: Probabilidades teóricas y frecuencias relativas
observadas en simulaciones de 1000, 5000 y 10000 unidades
de tiempo para  b =8, β=0,4, λ =0,6.
Número de 
clientes
Aunque la intensidad de tráfico es pequeña, el número medio de clientes en el
sistema es ya superior a 5, mayor que en el caso de que los clientes fueran atendidos
de 4 en 4 con intensidad de tráfico algo más alta (ver tablas 3.3.1, 3.3.2 y 3.3.3).
Figura 3.3.13: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 1000 unidades de tiempo para  b =8  β=0,4, λ =0,6.
4,9884 5,0443
0,0160 0,0256
0,0030 0,0094
0,0751
0,1224
0,0928
0,1184
0,1230
0,1207
0,0468
0,0840 0,0780
0,0010
0,0365
0,0773
0,1020
0,1125
0,1203
0,1191
0,1274
0,1298
0,1156
0,0042
0,0029
0,0022
0,0000
0,0060
6
7
13
9
11
10
12
8
14
15
0,0407
0,0772
0,0990
0,1109
0,1173
0,1208
0,1227
0,1238
0,0041
0,0022
0,0012
0,0370
0,0881
0,0951
0,1161
0,1341
0,1361
0,1261
0,0136
0,1211
0,0000
0,0460
0,0836
0,0269 0,0258
0,0128 0,0140
T = 5000 T = 10000
2
3
4
5
1 0,0734
T = 1000
0,0459 0,0474
0 0,0400
Frecuencia relativa
Probabilidad
0,0078 0,0076
0,00140,00120,0000
5,0116
Las figuras 3.3.13, 3.3.14 y 3.3.15 muestran las comparaciones entre frecuencias
observadas y probabilidades teóricas; se necesitan tiempos largos de simulación
para que se parezcan entre sí. 
Media 4,7257
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Capítulo 3
Resultados  para b  = 8 b  = 0,25 l  = 0,6 r  = 0,3
Sustituyendo los valores de los parámetros en (3.3.3) obtendremos:
Las raíces del denominador en el círculo unidad son:
r 1   =
r 2   = i
r 3   = i
r 4   = i
r 5   = i
r 6   = i
r 7   = i
Figura 3.3.14 Probabilidades teóricas (azul) y frecuencias relativas observadas (rojo)
en la simulación de 5000 unidades de tiempo para  b =8  β=0,4, λ =0,6.
Figura 3.3.15: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 10000 unidades de tiempo para  b =8  β=0,4, λ =0,6.
El decrecimiento de las probabilidades para más de 9 clientes en el sistema es muy
rápido; se pueden atribuir esas probabilidades relativamente altas de hasta 8 ó 9
clientes al hecho de tener que esperar a que haya 8 para que se inicie la atención.
 - 0,0773  -  0,8105
 0,5522  +  0,6862
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3.3 Comparación entre los resultados teóricos y las simulaciones
son:
q 0  = q 4  =
q 1  = q 5  =
q 2  = q 6  =
q 3  = q 7  =
A partir de ellos se calculan los demás términos de la sucesión como ya se ha
indicado, según (3.3.5).
Los resultados numéricos obtenidos hasta 20 clientes, junto con las frecuencias
relativas observadas en simulaciones de 1000, 5000 y 10000 unidades de tiempo, se
muestran en la tabla 3.3.6.
Frecuencia relativa
Probabilidad
T = 1000 T = 5000 T = 10000
0,0280 0,1027
0,0926 0,1177
0,0569 0,1096
0,0780 0,1144
Los coeficientes del polinomio de grado b-1 = 7 que tiene estas mismas raíces y
suman
0,0280
1 0,0599 0,0611 0,0569
0 0,0240 0,02390,0131
0,0704
0,0036
0,0780
3 0,0895 0,0979 0,0926
2 0,0743 0,08570,0673
0,0784
0,0995
0,1367
0,0032
0,0023
6 0,1211 0,1096
0,0989 0,0839
7 0,1035 0,1117
0,1166
0,1347
0,0033
En las Figuras 3.3.16, 3.3.17 y 3.3.18 está la comparación gráfica entre frecuencias
observadas y probabilidades teóricas. El aspecto global es muy parecido al caso
anterior, pero el decrecimiento es algo más suave.
5,9277 6,0280
20
17
0,0011
18 0,0028
0,00220,0000
8
9
10
16
12
14
19 0,0010
Media 5,9407 6,0831
0,0000
0,0000
0,0010
0,0005
0,0017
0,0015
0,0905
0,0623
0,0402
0,0020
0,0261
0,0016
0,0649
0,0433
La intensidad de tráfico es aún baja, como en el caso anterior, y en ambos vemos
que las 8 primeras probabilidades de la sucesión tienen mucho peso sobre el
conjunto de la distribución. La media también ha crecido, superando ya 6.
5 0,1133 0,1173 0,1096
4
15 0,0010 0,0042 0,0067 0,0069
0,0050
0,0212 0,0217 0,0212
13 0,0161 0,0162 0,0123 0,0146
11 0,0392 0,0318 0,0294 0,0307
0,0096 0,0116 0,0100
0,1144
0,0054
0,0658
0,0447
0,0920
0,0647
0,0446
0,0048
0,1177
0,10270,1055 0,1025
0,0052
Tabla 3.3.6: Probabilidades teóricas y frecuencias relativas
observadas en simulaciones de 1000, 5000 y 10000 unidades
de tiempo para  b =8, β=0,25, λ =0,6.
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Capítulo 3
Figura 3.3.18: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 10000 unidades de tiempo para  b =8  β=0,25, λ =0,6.
Figura 3.3.16: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 1000 unidades de tiempo para  b =8  β=0,25, λ =0,6.
Figura 3.3.17: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 5000 unidades de tiempo para  b =8  β=0,25, λ =0,6.
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3.3 Comparación entre los resultados teóricos y las simulaciones
Resultados  para b  = 8 b  = 0,15 l  = 0,6 r  = 0,5
Ahora la función generatriz de la sucesión {q n } será:
Las raíces del denominador en el círculo unidad son:
r 1   =
r 2   = i
r 3   = i
r 4   = i
r 5   = i
r 6   = i
r 7   = i
son:
q 0  =
q 1  =
q 2  =
q 3  =
q 4  =
q 5  =
q 6  =
q 7  =
Los coeficientes del polinomio de grado b-1 = 7 que tiene estas mismas raíces y
suman
0,0155
0,0730
 - 0,7250
 - 0,0749  +  0,7671
 - 0,5483  -  0,4914
 0,5178  +  0,6541
 0,5178  -  0,6541
0,0622
0,0954
Los demás términos de la sucesión se calculan, como siempre, mediante (3.3.5).
Ahora, con intensidad de tráfico algo mayor ( r = 0,5 ) , los ocho primeros sólo
suman 0,5, de modo que su peso ya no es tan grande como en los dos ejemplos
anteriores. La tabla 3.3.7 muestra estas probabilidades teóricas y las frecuencias
relativas observadas en las simulaciones. Se observan (Tabla 3.3.7) probabilidades
comparativamente altas para 12 ó 13, por ejemplo, clientes en el sistema.
Los resultados de las simulaciones se comparan gráficamente con las probabilidades
en las Figuras 3.3.19, 3.3.20 y 3.3.21, en las que se aprecia el decrecimiento mucho
más lento de la sucesión de probabilidades.
0,0492
0,0893
 - 0,0749  -  0,7671
0,0336
0,0819
 - 0,5483  +  0,4914
El número medio de clientes en el sistema es ya de 8,64, más alto del que
observábamos en la tabla 3.3.3 con b =4 y mayor intensidad de tráfico (0,6).
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Capítulo 3
0,0046 0,0054
0,0102 0,0044 0,0041
0,0061 0,0020 0,0036
0,0020 0,0004 0,0009
0,0000 0,0014 0,0026
0,0041 0,0012 0,0023
0,0285 0,0464 0,0388
0,0367 0,0280 0,0342
0,0183 0,0266 0,0285
0,0173 0,0232 0,0224
0,0183 0,0200 0,0181
0,0132 0,0128 0,0165
0,0718
0,0855 0,0825 0,0853
0,0611 0,0789
0,0835 0,0859 0,0844
0,0621 0,0737 0,0682
0,0631 0,0566 0,0533
0,0631 0,0392 0,0473
22
23
24
0,0035
0,0029
0,0893
0,0954
0,0850
25
0,0711
0,0589
0,0488
0,0405
0,0155
0,0336
0,0492
0,0622
0,0730
0,0819
0,0042
0,0743 0,0771
0,0163 0,0170
0,0438 0,0524 0,0443
0,0723 0,0717
0
20
2
1
4
0,0675
0,0128
0,0285 0,0366 0,0389
0,0876
0,1008 0,0983 0,0937
T = 1000 T = 5000 T = 10000
Frecuencia relativa
Probabilidad
7
8,7427 8,6482
30
11
12
13
3
5
6
14
15
16
17
18
21
29
0,0132 0,0074 0,0081
0,0143 0,0068 0,0069
0,0071 0,0058 0,0057
0,0031
0,0158
0,0131
0,0109
0,0090
0,0335
0,0278
0,0230
0,0191
26
0,0163 0,0140 0,0154
0,0092 0,0106 0,0115
0,0051 0,0074 0,0094
0,0068 0,0043
0,0071
27
8
9
28
8,3429
0,0024
0,0020
0,0017
0,0014
0,0075
0,0062
0,0051
19
Media 9,2851
10
Tabla 3.3.7: Probabilidades teóricas y frecuencias relativas
observadas en simulaciones de 1000, 5000 y 10000 unidades
de tiempo para  b =8, β=0,15, λ =0,6.
Número de 
clientes
Figura 3.3.19: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 1000 unidades de tiempo para  b =8  β=0,15, λ =0,6.
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3.3 Comparación entre los resultados teóricos y las simulaciones
Resultados  para b  = 8 b  = 0,09 l  = 0,6 r  = 
La función generatriz será:
Las raíces del denominador en el círculo unidad son:
r 1   =
r 2   = i
r 3   = i
r 4   = i
r 5   = i
r 6   = i
r 7   = i
Como era de esperar, los valores observados se aproximan a los teóricos al aumentar
la longitud de la simulación.
 - 0,0706  +  0,7245
 0,4874  -  0,6184
0,8333
 - 0,5182  -  0,4649
 0,4874  +  0,6184
 - 0,6858
 - 0,5182  +  0,4649
 - 0,0706  -  0,7245
Figura 3.3.20: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 5000 unidades de tiempo para  b =8  β=0,15, λ =0,6.
Figura 3.3.21: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 10000 unidades de tiempo para  b =8  β=0,15, λ =0,6.
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son: q 0  = q 4  =
q 1  = q 5  =
q 2  = q 6  =
q 3  = q 7  =
0,0359
0,0323
0,0305
T = 1000 T = 10000 T = 20000
0,0040
0,0142
0,0040
0,0091
0,0236
0,0281
0,0156 0,0163
0,0156
0,0323
0,0364
27 0,0204
0,0142
0,0190
0 0,0009
0,0157
26 0,0204
30 0,0215 0,0142 0,0184
0,0149
0,0154 0,0143
0,0140
0,0081 0,0183 0,0153
0,0363
9 0,0298 0,0387 0,0329 0,0349
En la tabla 3.3.8 se presentan el resto de las probabilidades más las frecuencias
relativas observadas en simulaciones de 5000, 10000 y 20000 unidades de tiempo.
Frecuencia relativa
Probabilidad
7 0,0319 0,0423 0,0422 0,0364
6 0,0255 0,0384 0,0360
3 0,0094 0,0241 0,0212 0,0190
2
0,0075 0,0054
1 0,0030 0,0152
0,0236
5 0,0236 0,0375 0,0314 0,0281
4 0,0189 0,0264 0,0245
0,0095 0,0091
29 0,0168 0,0152
28 0,0196 0,0149
Los ocho primeros términos sólo suman ahora 0.1667; su peso en el conjunto de
probabilidades es pequeño. 
0,0291 0,0316
0,0333
11 0,0217 0,0323 0,0316 0,0319
10 0,0262 0,0339 0,0370
Los coeficientes del polinomio de grado b-1 = 7 que tiene estas mismas raíces y
suman
8 0,0257 0,0419
0,022319
0,0255
17 0,0230 0,0243 0,0248 0,0244
16 0,0255 0,0268 0,0247
0,0279
15 0,0234 0,0276 0,0288 0,0267
14 0,0236 0,0285 0,0263
13 0,0262 0,0281 0,0276 0,0292
12 0,0302
21,5890
20
21
22
0,0211
0,0266
0,0221 0,0189
0,0212
0,0230 0,0214 0,0204
0,0224
0,0136
0,0170
0,0233
24 0,0185 0,0154 0,0172 0,0178
0,0243
0,017025
0,0213
18 0,0234 0,0230 0,0252
0,0204 0,0227 0,0219
20,8042
0,0195
0,0229 0,0225
22,3423
0,0131
0,0198
0,0219 0,0166 0,0206 0,0186
25,6722
23
Media
Tabla 3.3.8: Probabilidades teóricas y frecuencias relativas
observadas en simulaciones de 5000, 10000 y 20000 unidades
de tiempo para  b =8, β=0,09, λ =0,6.
Número de 
clientes
0 1 2 3 4 5 6
E
1 0,1667

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b X
q q q q q q q
b
b
r
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3.3 Comparación entre los resultados teóricos y las simulaciones
Figura 3.3.23: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 10000 unidades de tiempo para  b =8  β=0,09, λ =0,6.
Figura 3.3.24: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 20000 unidades de tiempo para  b =8  β=0,09, λ =0,6.
La intensidad de tráfico es ahora alta (0,83), y el número medio de clientes en el
sistema, 25,67, muy elevado en comparación con los observados en los casos
anteriores.
En las Figuras 3.3.22, 3.3.23 y 3.3.24 se aprecia como la aproximación de las
frecuencias relativas observadas a las probabilidades teóricas mejora al aumentar el
tiempo de simulación. También se ve que la probabilidad más alta se sigue
alcanzando en 7, pero ahora el decrecimiento de la sucesión de probabilidades es
muy lento.
Figura 3.3.22: Probabilidades teóricas (azul) y frecuencias relativas observadas
(rojo) en la simulación de 5000 unidades de tiempo para  b =8  β=0,09, λ =0,6.
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3.4 Comparación del modelo de Poisson
con otros modelos
3.4.1  Distribución geométrica
Figura 3.4.1: Simulación con   p =0,71     ρ =0,2
En el apartado 3.2 se estudió este sistema desde el punto de vista teórico sin
especificar un modelo concreto de distribución para el tamaño del bloque de
entrada. Pero las simulaciones del apartado 3.1 se llevaron a cabo empleando la
distribución de Poisson, y, por ello, para efectuar la comparación de simulaciones
con resultados teóricos se aplicó el método de resolución precisamente al modelo de
Poisson. También la influencia de los parámetros se particularizó, en el apartado
3.3, al modelo de Poisson.
Ahora se mostrarán simulaciones y resultados teóricos para otros modelos y se
compararán las conclusiones con las obtenidas para el caso de Poisson.
El tamaño del bloque de entrada se rige ahora por la distribución geométrica. Se
muestran tres simulaciones –con intensidad de tráfico baja, media y alta,
respectivamente, determinada por el parámetro p de la distribución geométrica–
que se pueden comparar con las presentadas en el apartado 3.1 para la distribución
de Poisson. Los parámetros b y b –que establecen el ritmo de atención a los
clientes– se mantienen, como entonces, en  4  y  0,5.
La esperanza para el número de entradas es ahora 
de manera que la intensidad de tráfico vendrá dada por
Se utilizan para estas simulaciones (Figuras 3.4.1, 3.4.2 y 3.4.3) los valores 0,71,
0,45 y 0,38 para p ; de este modo se obtienen sistemas con las mismas
intensidades de tráfico que las vistas con el modelo de Poisson: 0,2, 0,6  y  0,8:
Tiempo de simulación 
1E 
 
pX
b pb

b b
1
E


p
X
p
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12
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Número medio de clientes en el sistema: 2,46 
Tiempo medio de estancia en el sistema: 5,88 
Tiempo medio de espera: 3,88 
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3.4 Comparación del modelo de Poisson con otros  modelos
Figura 3.4.2: Simulación con   p =0,45     ρ =0,6
Figura 3.4.3: Simulación con   p =0,38     ρ =0,8
Los resultados obtenidos se muestran al final del capítulo, junto con los obtenidos
en el apartado siguiente, para discutir conjuntamente los resultados con las tres
distribuciones (Poisson, geométrica y binomial negativa).
Si se comparan estas tres simulaciones con las correspondientes a las mismas
intensidades de tráfico pero con modelo de Poisson (Figuras 3.1.1, 3.1.3 y 3.1.4), se
ve que son muy parecidas. Puede que el proceso sea más estable bajo el modelo de
Poisson; las fluctuaciones parecen mayores bajo el modelo geométrico. El número
medio de clientes en el sistema también es mayor para el modelo geométrico, en
cada caso, que para el modelo de Poisson. Los tiempos medio de estancia en el
sistema son similares; la mayor diferencia –mayor tiempo para la distribución
geométrica– se observa con densidad de tráfico 0,8.
Se ha aplicado el método de resolución descrito en al apartado 3.2 a la distribución
geométrica, con función generatriz
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Número medio de clientes en el sistema: 5,48 
Tiempo medio de estancia en el sistema: 4,56 
Tiempo medio de espera: 2,56 
Número medio de clientes en el sistema:11,64 
Tiempo medio de estancia en el sistema:  7,27 
Tiempo medio de espera:  5,27 
Tiempo de simulación 
Tiempo de simulación 
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3.4.2  Distribución binomial negativa
n
p

Figura 3.4.4: Simulación con   p =0,91    ρ =0,2
4 4 4
0,91 0,77 0,71
0,2 0,6 0,8
En los tres casos (Figuras 3.4.4, 3.4.5 y 3.4.6) se observan fluctuaciones ligeramente
mayores que las que veíamos para las mismas intensidades de tráfico con el modelo
de Poisson. Sin embargo, son menores que las observadas en las correspondientes
simulaciones con distribución geométrica.
En este apartado se utiliza la distribución binomial negativa para el tamaño del
bloque de entrada. Como antes, se presentan tres simulaciones, con intensidad de
tráfico baja, media y alta. Para poder comparar con las simulaciones hechas bajo
modelo de Poisson, y se hace variar la intensidad de tráfico manteniendo la
esperanza de las salidas del sistema (b = 4; b = 0.5; EB = bb = 2) y modificando la
esperanza de las entradas, que depende de los parámetros n y p de la distribución
binomial negativa.
Teniendo en cuenta que la esperanza de la distribución binomial negativa es
y, por tanto, la intensidad de tráfico será
se han empleado los parámetros de la tabla 3.4.1, que generan las intensidades de
tráfico indicadas:
Tabla 3.4.1: Parámetros empleados para las
simulaciones con distribución binomial negativa para
el tamaño del bloque de entrada BN(n , p ) con
intensidad de tráfico resultante.
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Número medio de clientes en el sistema:   2,3 
Tiempo medio de estancia en el sistema: 5,82 
Tiempo medio de espera:   3,82 
Tiempo de simulación 
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3.4 Comparación del modelo de Poisson con otros  modelos
Figura 3.4.5: Simulación con   p =0,77     ρ =0,6
Figura 3.4.6: Simulación con   p =0,71    ρ =0,8
También se puede reparar en que estas tres simulaciones se encuentran en una
situación intermedia entre las hechas bajo modelos geométrico y de Poisson por lo
que respecta al número medio de clientes en el sistema y a los tiempos de estancia y
espera. Las diferencias son más acusadas para mayor intensidad de tráfico.
Para la distribución binomial negativa la función generatriz es
para ella, se ha calculado con MAPLE las probabilidades teóricas q n para el
número de clientes presentes en el sistema en las tres situaciones precedentes. Los
gráficos siguientes (Figuras 3.4.7, 3.4.8 y 3.4.9) muestran la comparación de estas
distribuciones con las obtenidas para los modelos de Poisson y geométrico. Se
observa en los tres casos que también desde el punto de vista teórico el modelo con
distribución binomial negativa se sitúa en una posición intermedia entre los modelos
con distribución geométrica y de Poisson.
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Figura 3.4.8: Comparación entre las probabilidades calculadas según el modelo de
distribución para el tamaño del bloque de entrada: Poisson (azul), binomial negativa
(verde), geométrica (rojo); tamaño del bloque de salida: 4; intensidad de tráfico: 0,6.
Figura 3.4.9: Comparación entre las probabilidades calculadas según el modelo de
distribución para el tamaño del bloque de entrada: Poisson (azul), binomial negativa
(verde), geométrica (rojo); tamaño del bloque de salida: 4; intensidad de tráfico: 0,8.
Figura 3.4.7: Comparación entre las probabilidades calculadas según el modelo de
distribución para el tamaño del bloque de entrada: Poisson (azul), binomial negativa
(verde), geométrica (rojo); tamaño del bloque de salida: 4; intensidad de tráfico: 0,2.
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3.4 Comparación del modelo de Poisson con otros  modelos
 Geométrica 14,1435 142,4452 11,9350
 Binomial negativa 4,9907 12,6394 3,5552
 Geométrica 5,9946 24,0442 4,9035
 Geométrica 2,3650 2,8244
En cualquier caso, se ve que la distribución binomial negativa para el tamaño del
bloque de entrada da lugar a una situación intermedia entre las observadas para las
distribuciones geométrica y de Poisson.
  = 0,8
 Poisson 8,9358 51,3030 7,1626
 Binomial negativa 11,3981 83,9760 9,1638
Se observa que para igual intensidad de tráfico (e igual esperanza de entradas y
salidas) el sistema con entradas según la distribución de Poisson muestra esperanza
y varianza menores que el sistema con entradas según la distribución geométrica, y
(salvo en un caso) también que cuando la distribución es binomial negativa.
También es observable que las diferencias se acentúan al aumentar la intensidad de
tráfico.
1,6806
  = 0,6
 Poisson 4,8813 11,8702 3,4453
  = 0,2
 Poisson 2,3163 2,4053 1,5509
 Binomial negativa 2,3059 2,5061 1,5831
Tabla 3.4.2: Esperanzas y varianzas calculadas según el modelo de distribución para
el tamaño del bloque de entrada y la intensidad de tráfico (tamaño del bloque de
salida: 4).
Esperanza Varianza Desviación
La suma de las cuatro primeras, fijada la intensidad de tráfico, ha de ser la misma
para los tres modelos (1-ρ ). Más allá, se puede ver como a partir de un cierto valor,
el decrecimiento de la sucesión es más rápido para el modelo de Poisson y más lento
para la distribución geométrica.
Además, utilizando las derivadas de la función generatriz, se han calculado en cada
caso la esperanza y la varianza teóricas del número de clientes en el sistema. Los 
resultados se presentan en la tabla 3.4.2.
153
154
1.
2.
3.
4.
5.
6.
7.
CAPÍTULO 4
El sistema es estacionario si, y solo si, la densidad de tráfico se mantiene
inferior a uno, como se prueba en los teoremas 1 y 2.
Siempre que n ≥ a+b , la resolución de las ecuaciones en diferencias
proporciona la probabilidad de que haya n clientes en el sistema, que viene
descrita (teoremas 1 y 2) mediante 
Si n < a+b , la probabilidad de que haya n clientes en el sistema viene dada
por la ecuación (1.2.13) si a  < b , o por la ecuación (1.2.32) si a  > b .
El carácter no estacionario es evidente en las simulaciones para los varios
casos simulados con tráfico mayor o igual que 1.
En el caso estacionario, para densidad de tráfico baja, y sea cual sea la
relación entre a y b , se pueden observar claramente tres bloques en la
sucesión de probabilidades (o frecuencias relativas en las simulaciones),
correspondientes a los casos 0 ≤ n < b , b ≤ n < a +b , n ≥ a +b , que se van
‘diluyendo’ al aumentar el tráfico del sistema.
En el caso estacionario, y en todos los casos simulados, las frecuencias
relativas se aproximan bastante bien a las probabilidades para las
simulaciones con 10000 unidades de tiempo. 
El número medio de clientes presentes en el sistema observado en las
simulaciones aumenta con la intensidad de tráfico; formalmente, la esperanza
responde a la expresión
y los valores así calculados se aproximan igualmente bien a los obtenidos en
las simulaciones.
donde x 0 es la única raíz (lemas 2 y 4) del polinomio característico en (0, 1).
CONCLUSIONES
Se relacionan aquí las conclusiones que se pueden extraer del análisis detallado de
los tres modelos de colas en masa en tiempo discreto que constituyen la memoria,
análisis con una doble vertiente: el punto de vista teórico esencial en todo desarrollo
matemático y la comparación con los resultados (los ‘datos’) que es el ámbito
natural de la Estadística y que, en todos los capítulos, se hace mediante simulación
para varios casos concretos. 
Para el modelo de cola en masa para tiempo discreto Geo
a
|Geo
b
|1 cuando tanto las
entradas en el sistema como la atención tienen lugar en bloques de tamaño fijo y
distinto, a y b , y la atención no se inicia hasta que no haya al menos b clientes
esperando, se puede concluir que:
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donde r es el resto de dividir b entre a , si a <b , o el propio b en caso
contrario, S 1 es la suma para k desde 1 hasta b-1 de las probabilidades de
que haya k clientes en el sistema, todos ellos recibiendo atención y A 2 es el
definido en (2.3.10). Las congruencias mencionadas se perciben muy
claramente, sobre todo en las figuras que ilustran las comparaciones.
La condición necesaria y suficiente para que el sistema sea estacionario sigue
siendo que la densidad de tráfico sea menor que 1.
Las simulaciones realizadas con tráfico 1 o superior muestran un claro
carácter no estacionario.
Los dos primeros sumandos coinciden con los del primer modelo, pero ahora
hay que restar un tercer término, debido precisamente al término que se
restaba en las probabilidades para n congruente con r módulo a . Así, es
lógico que por término medio se acumulen menos clientes con este modelo
que con el anterior.
La esperanza del número de clientes presentes en el sistema para este modelo
es
En el caso en que, con el mismo modelo Geo
a
|Geo
b
|1, los clientes siguen llegando
en bloques de a pero son atendidos en bloques de b , o menos, los teoremas 3 y 4
establecen que, con las nuevas ecuaciones que modelan el proceso:
El planteamiento y resolución de las ecuaciones en diferencias proporcionan
fórmulas cerradas para el cálculo de las probabilidades.
La probabilidad de que haya n clientes en el sistema, incluso para n ≥a +b 
depende no solo de la relación entre a y b , sino también de la congruencia
de n , módulo a :
La probabilidad de que el sistema se quede vacío es alta y, en todo caso, más
alta que para el modelo anterior.
Las simulaciones realizadas con tres posibles distribuciones para el tamaño
de los grupos de entrada (Poisson, geométrica y binomial negativa) muestran
la tendencia creciente en el número de clientes en el sistema para todos los
valores de b  considerados al aumentar la densidad de tráfico.
Se han descrito las ecuaciones en diferencias que modelan el sistema,
obtenidas a partir de la construcción de las matrices de transición.
Finalmente, para el modelo considerado en el capítulo 3, cuando las llegadas se
producen en grupos de tamaño aleatorio sin distribución prefijada y el servicio se
presta en grupos de tamaño fijo:
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Conclusiones
3.
4.
5. Debido precisamente a la naturaleza de este método, no se ha podido obtener
en este modelo una fórmula para la esperanza del número de clientes similar
a las de los dos modelos anteriores.
El planteamiento de las ecuaciones en forma matricial hace posible dar un
procedimiento recursivo para la resolución del sistema infinito, con
independencia de cuál sea la distribución del tamaño del bloque de entrada. 
El sistema descrito mediante esas ecuaciones es estacionario si y solo si la
esperanza de la distribución de los bloques de entrada se mantiene inferior al
producto entre el tamaño de los bloques de servicio (b ) y la probabilidad de
que se producza una salida, siempre que el número de clientes no sea inferior
a b , según se muestra en el teorema 5.
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La matriz de transición se puede considerar como la suma de cuatro matrices:
* W, matriz de paso por ningún suceso .
* A, matriz de paso por entrada .
* B, matriz de paso por salida .
* AB, matriz de paso por entrada y  salida simultáneas .
… …
… … …
… …
… … …
… …
donde indica la probabilidad de pasar del estado (n , m ) al (r , s ) mediante el
suceso entrada .
Se detallan a continuación las cajas de cada matriz:
Matriz  W:
0 1 … n …
0 W0,0
1 W1,1
(n , m )
(r ,1) … (r , s ) …
Apéndice I:   Matriz de transición
Cada una de ellas está formada por cajas ; la caja (n , r ) relaciona el conjunto de
estados iniciales con n clientes en el sistema y el conjunto de estados finales con
r   clientes en el sistema. Por ejemplo, la caja (n , r ) de la matriz A es:
(r , mín(r , b ))
(n ,1)
…
…
(n ,mín(n , b ))
Son casos especiales aquellos en que el estado inicial, el final o ambos tienen 0
clientes en el sistema, porque entonces lógicamente también hay 0 clientes
recibiendo atención.
Si no se produce ningún suceso, el estado del sistema no cambia. Por tanto, esta
matriz solo tiene cajas no nulas en la diagonal:
W = … …
n Wn ,n
… …
Las cajas tienen la siguiente forma:
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Apéndice 1: Matriz de transición
Matriz  A:
0 1 … a a+1 … a +n …
0 A0, a
1 A1, a +1
Si se produce una entrada cuando el sistema está en el estado (n , m ), se pasa al
estado (n+a , m ). Entonces, esta matriz solo tiene cajas no nulas en las posiciones
(n , n+a ):
A = …
…
n An , a +n
…
…
Su forma es:
Matriz  B:
Si llamamos  r  = n-m , queda
La estructura de la matriz es
0 1 2 … b-1 b b+1 …
0
1 B1, 0
B = 2 B2, 0 B2, 1
3 B3, 0 B3, 1 B3, 2
Si  n < b :
Si  n ≥ b :
Si se produce una salida cuando el sistema está en el estado (n , m ), se pasa al
estado (n-m , min(n-m , b )). Entonces, esta matriz tiene cajas no nulas en las
posiciones (n , n-m ). Como  0 < m  ≤ min(n , b ), será
… … … … … 
b Bb ,0 Bb ,1 Bb ,2 … Bb , b -1
b+1 Bb +1,1 Bb +1,2 … Bb +1,b -1 Bb +1,b
b+2 Bb +2,2 … Bb +2,b -2 Bb +1,b Bb +1,b +1
… … … … …
0,
( ,1) ( , 1) ( , )
(0, 0) 0 0 

a
a a a a a
A
1, 1
( 1,1) ( 1, 2) ( 1, min( 1, ))
(1,1) (1 ) 0 0 
   

a
a a a a b
A
,
( ,1) ( , ) ( , 1) ( , min( , ))
( ,1)
( , )
(1 ) 0 0
(1 ) 0 0
 
 

     



n a n
a n a n n a n n a n a n b
n
n n
A
,
( ,1) ( , )
( ,1)
( , )
(1 )
(1 )
 
 

 



n a n
a n a n b
n
n b
A
min( , ) max(0, )     n n m n n b n b
max(0, ) .  n b r n
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Apéndice 1: Matriz de transición
Las cajas son de la forma
Para  n≤b : Para  n≤b+1:
Para
Matriz  AB:
Entonces, la matriz AB tiene cajas no nulas en las posiciones (n , r ) siempre que
y la matriz tiene la estructura siguiente:
0 … a-1 a a+1 a +2 …
0
1 AB1, a
AB = 2 AB2, a AB2, a +1
3 AB3, a AB3, a +1 AB3, a +2
Si el estado del sistema es (n , m ) y se producen simultáneamente una entrada y una
salida, se pasa al estado (n+a-m , min(n+a-m , b )).
… … … … … 
b ABb , a ABb , a +1 ABb , a +2
b +1 ABb +1, a +1 ABb +1, a +2 …
b +2 ABb +2, a +2 …
… …
La forma de las cajas es
1,0
(0, 0)
(1,1) (1 ) 


B
,0
(0, 0)
( ,1)
( , 1)
( , )
0
0
(1 ) 



n
n
n n
n n
B
2,1
(1,1)
(2,1)
(2, 2)
(1 )
0
  B
,1
(1,1)
( ,1)
( , 2)
( , 1)
( , )
0
0
(1 )
0
 




n
n
n n
n n
n n
B
max(0, ) :  n b r n
,
( ,1) ( , min( , ))
( ,1)
( , )
( , min( , ))
0 0
0 (1 )
0 0
 

n r
r r r b
n
n n r
n n b
B
max( , )    a a n b r a n
,
( ,1) ( , min( , ))
( ,1)
( , )
( , min( , ))
0 0
0
0 0
 
n r
r r r b
n
n n r
n n b
AB
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Hay que demostrar que Q (x ) definida como
es analítica en  x =1.
El teorema demostrado en [75] dice:
      f (z ) y φ (z ) son derivables en z =1 con
ambas funciones son analíticas en | z | < 1 , continuas en | z | = 1 y derivables en z =1.
Además:
● Para | z | = 1:
por ser {α n } una distribución de probabilidades y 0 < β < 1.
Apéndice II: Modificación y aplicación del 
Si llamamos 
Sean las funciones f (z ) y φ (z ) analíticas en el interior del círculo unidad y 
continuas en la frontera. Supongamos que:
Entonces,  f (z ) + φ (z ) tiene en el interior del círculo unidad un cero menos             
que  f (z ) en ese mismo dominio.
Para ello se necesita saber el número de raíces del denominador dentro del círculo unidad.
El teorema de Rouché no es directamente aplicable, pues las hipótesis no se verifican. No
obstante, esta situación se plantea frecuentemente en problemas de teoría de colas, y
diversos autores (por ejemplo, [1] y [75]) han propuesto modificaciones al teorema de tal
manera que se pueda usar. Cualquiera de estas dos sirve en este caso; veamos cómo aplicar
[75]:
Por tanto, el número de ceros de f (z ) + φ (z ) en el interior del círculo unidad será uno
menos que el de f(z). Esta última función tiene exactamente b ceros en dicho dominio,
luego   f (z ) + φ (z )  tendrá b-1.
  ●
  ●
Entonces, se satisfacen las hipótesis del teorema.
teorema de Rouché
1
0
( ) (1 )
( )
( ) (1 )


 
 
    

bb
n
n b b
n
A x x
Q x q x
x A x x

 
( ) ( )  para 1, 1  f z z z z
(1) (1) 0  f 
( )  bf z z
( ) ( ) (1 )     
bz A z z  
 
0
( ) ( ) (1 ) ( ) (1 ) | | (1 ) | | 1 ( )


 
              
 
b b n bn
n
z A z z A z z z z f z       


 (1) (1) 0
(1)
 

f
f

 (1) 1; (1) (1) (1 ) 1 0      f A  
 (1) (1 ) (1) (1 )(1) (1)
E E 0
(1) 1
     
       
b A A bf
b X b b b X
f
  
 
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