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Abstract
Interpretation of dispersionless integrable hierarchies as equations of
coisotropic deformations for certain associative algebras and other alge-
braic structures is discussed. It is shown that within this approach the
dispersionless Hirota equations for dKP hierarchy are nothing but the as-
sociativity conditions in a certain parametrization. Several generalizations
are considered. It is demonstrated that the dispersionless integrable hier-
archies of B type like the dBKP hierarchy and the dVN hierarchy represent
themselves the coisotropic deformations of the Jordan’s triple systems. Sta-
tionary reductions of the dispersionless integrable equations are shown to
be connected with the dynamical systems on the plane completely inte-
grable on a fixed energy level.
1
1 Introduction to the concept of coisotropic defor-
mations.
Dispersionless integrable equations and hierarchies have attracted consider-
able interest during the last two decades (see e.g. [1-16]). A principal example
of such equations is given by the dispersionless Kadomtsev-Petviashvili (dKP)
equation
∂u
∂x3
=
3
2
u
∂u
∂x1
+
∂v
∂x2
,
∂v
∂x1
=
3
4
∂u
∂x2
.
(1.1)
This equation is equivalent to the compatibility condition
∂2S
∂x2 ∂x3
=
∂2S
∂x3 ∂x2
for the pair of equations
∂S
∂x2
=
(
∂S
∂x1
)2
+ u, (1.2)
∂S
∂x3
=
(
∂S
∂x1
)3
+
3
2
u
∂S
∂x1
+ v. (1.3)
The higher dKP equations arise as the compatibility conditions for equation (1.2)
and equations (see [1]-[10])
∂S
∂xn
=
(
∂S
∂x1
)n
+
n−2∑
m=0
unm(x)
(
∂S
∂x1
)m
. (1.4)
Other dispersionless integrable equations are usually associatedwith theHamilton-
Jacobi type equations of the form [9, 10]
∂S
∂xn
= Ωn
(
∂S
∂x1
, x
)
(1.5)
where Ωn are meromorphic functions of the first argument.
In this standard formulation the variables x1 and p =
∂S
∂x1
play a distin-
guished role. They form the pair of canonically conjugate variables and the
compatibility conditions for the equations (1.5) can be written as
∂Ωn
∂xm
(p, x)−
∂Ωm
∂xn
(p, x)− {Ωn (p, x) ,Ωm (p, x)} = 0 (1.6)
where the Poisson bracket {·, ·} is defined as
{f, g} =
∂f
∂x1
∂g
∂p
−
∂f
∂p
∂g
∂x1
. (1.7)
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So the whole standard approach deals with the nonstationary Hamilton-Jacobi
equations (1.5) and the Hamiltonians Ωn(p, x).
In the present paper we will consider a novel approach to the dispersion-
less integrable equations and hierarchies in which they represent themselves
the coisotropic deformations of associative algebras or other algebraic struc-
tures [17].
This approach which is a melting of ideas borrowed fromHamiltonian me-
chanics and theory of associative algebras starts with the reinterpretation of
the Hamilton-Jacobi equations (1.5) as the stationary ones. Within such a view-
point it is natural to consider all variables x1, x2, x3, . . . on the equal footing
and to introduce the corresponding canonical variables p1, p2, p3, . . . conjugate
to x1, x2, x3, . . . with respect to the standard Poisson bracket {·, ·, } given by
{f, g} =
n∑
i=1
(
∂f
∂xi
∂g
∂pi
−
∂f
∂pi
∂g
∂xi
)
. (1.8)
Thus we introduce the symplectic manifold M2n equipped with the Poisson
bracket (1.8). Hamilton-Jacobi equations (1.5) are substituted by the zero set of
Hamiltonians
hn ≡ −pn +Ωn (p1, x) = 0. (1.9)
We emphasize that now xi, pi form pairs of canonical conjugate variables and
pi 6=
∂S
∂xi
. We will denote the submanifoldM2n given by zero set (1.9) as Γ.
For instance, instead of equations (1.2), (1.3) one now has the zero set of the
Hamiltonians
h2 = −p2 + p
2
1 + u (x1, x2, x3) ,
h3 = −p3 + p
3
1 +
3
2
up1 + v.
(1.10)
The submanifold Γ defined by the equations (1.10) is “parametrized” by the
functions u and v of the coordinates x1, x2, x3.
The second step in our approach is to introduce a special class of subman-
ifolds Γ. It is quite natural to require that Hamiltonian flows generated by the
Hamiltonians h2 and h3 preserve Γ or, in other words, the Hamiltonian vector
fields associated with h2 and h3 are tangent to Γ. This requirement is equiva-
lent to the condition
{h2, h3}|Γ = 0 (1.11)
It is easy to check that this condition is satisfied if u and v obey the dKP equa-
tion (1.1). In this case {h2, h3} = 0.
Thus, for any solution u, v of the dKP equation (1.1) the Hamiltonians h2
and h3 are in involution and the deformation of x1, x2, x3 according to the
Hamiltonian flows preserve Γ.
We will refer to such deformations as the coisotropic deformations due to
the following reason. The submanifold Γ defined by the equations (1.10) and
obeying the above conditions is the 4−dimensional submanifold in M6 for
3
which {h2, h3}|Γ = 0 and moreover the restriction of the standard symplec-
tic 2−form
ω ≡
3∑
i=1
dpi ∧ dxi (1.12)
on Γ does not vanish. Since the Hamiltonian vector fields associated with h2
and h3 span the kernel of ω then the rank of ω|Γ is equal to two and, hence,
ωΓ = dL ∧ dM (1.13)
where L and M are canonical variables on Γ. The submanifolds with such
properties are called coisotropic submanifolds (see e.g. [18, 19]).
So, any solution u, v of the dKP equation defines through (1.10) a 4−dimensional
coisotropic submanifold in M6 and it is then natural to refer to the associated
deformations as coisotropic ones.
Similarly, the conditions {hn, hm} = 0 for theHamiltonians hn given by (1.9)
define coisotropic deformations. One can easily check that the coisotropy con-
ditions for Hamiltonians (1.9) exactly coincides with (1.6). In particular, for
polynomials Ωn(p1) of the type (1.10) the coisotropic deformations are given
by the dKP hierarchy.
Reformulation of the dispersionless integrable equations and hierarchies as
the coisotropic deformations not only gives us a technical simplification but
also opens a way for essential generalizations and a novel interpretation [17].
A way for considerable extension of the above approach lies in the observa-
tion that one can pass from the zero set of the functions hn to the ideal J gen-
erated by them. Indeed, any polynomial function fn of h1, h2, . . . belong to Γ
and the coisotropy condition {fn, fm}|Γ = 0 is satisfied due to {hn, hm}|Γ = 0.
Moreover, the both sets of functions give rise to the same differential equations
for the potentials.
So the coisotropy condition takes the form of the closeness of J with respect
to the Poisson bracket (1.8), i.e.
{J, J} ⊂ J. (1.14)
A passage to the ideal J gives us the freedom to choose its basis in different
ways. Let us consider the ideal generater by the dKPHamiltonians h0 ≡ −p0+
1 and
hn = −pn + p
n +
n−2∑
m=0
unm(x)p
m, n = 1, 2, 3, . . . (1.15)
as an example, where for convenience we add Hamiltonians h0 = −p0 + 1 and
h1 = −p1 + p. Formally, we have to introduce the variable x conjugate to p.
This implies that unm will depend only on x1 + x. First, since −p2 + p
2
1 + u = 0
on Γ one has u = p2 − p
2
1. Substituting this expression for u into h3 , one gets a
new Hamiltonian
h˜3 = −p3 −
1
2
p31 +
3
2
p1p2 + v. (1.16)
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Continuing such procedure, one obtains an infinite set of Hamiltonians h˜n
which have a form of the sum of polynomials in p1, p2, . . . and the functions
un(x1, x2, . . . ), namely,
h˜n = nPn(p˜) + un(x), n = 2, 3, . . . (1.17)
where p˜ =
(
−p1,−
1
2p2,−
1
3p3, . . .
)
, u2 = u20 = u, u3 = u30 = v and Pn(t) are
Schur’s polynomials defined by the formula exp (
∑∞
n=1 z
ntn) =
∑∞
m=0 z
mPm(t).
The Hamiltonians h˜n together with h0 and h1 form a basis for the same ideal J
generated by the functions hn (1.15).
For the Hamiltonians (1.17) the coisotropy condition (1.14) implies that
{
h˜n, h˜m
}
=
n−2∑
k=1
n
k(n− k)
∂um
∂xk
h˜n−k −
m−2∑
k=1
m
k(m− k)
∂un
∂xk
h˜m−k (1.18)
and the following equations are satisfied
n− 1
n
∂un
∂xm−1
=
m− 1
m
∂um
∂xn−1
, (1.19)
∂um
∂xn
−
∂un
∂xm
+
m−2∑
k=1
m
k(m− k)
um−k
∂un
∂xk
−
n−2∑
k=1
n
k(n− k)
un−k
∂um
∂xk
= 0 (1.20)
where m,n = 2, 3, . . . . One can check that (1.19) and (1.20) are equivalent to
the standard dKP hierarchy.
An interesting basis arises if one shall try to convert the basis (1.15) into that
bilinear in p1, p2, p3, . . . . Such a basis can be easily built in the following way.
From the first equation (1.10) one has p21 = p2 − u. Substituting this expression
for p21 into the second equation (1.10), one gets the equation
−f12 ≡ p1p2 − p3 +
1
2
up1 + v = 0. (1.21)
Then, getting from the second equation (1.10) the expression p31 = p3−
3
2up1−v
and substituting it and p21 = p2 − u into equation (1.15) with n = 4, one arrives
at the equation
−f13 = p1p3 − p4 +
(
u42 −
3
2
u
)
p2 − vp1 + u40 − uu42 = 0. (1.22)
Repeating such a procedure, one gets the family of Hamiltonians of the form [17]
−fjk ≡ pjpk −
j+k∑
l=0
Cljk(x)pl = 0, j, k,= 1, 2, 3, . . . (1.23)
where Cljk are certain coefficients and we denote p0 ≡ 1. The minus sign in the
l.h.s. of the above formulas is choosen in order to have the same definition of
fjk as that in [17]. The relation
fjk = hjhk −
∑
l≥0
Cljk(x)hl + pjhk + pkhj
5
shows that the zero set of hk coincides with zero set of fjk . Direct but cumber-
some calculations demonstrate that the coisotropy conditions for the Hamilto-
nians fjk again give rise to the dKP hierarchy.
So, the choice of the basis in the ideal J does not affect the coisotropy condi-
tions. But, remarkably, the above freedom allows us to reveal a deep algebraic
roots of the dispersionless integrable equations. Indeed, equations (1.23) look
very much like the realization of the table of multiplication for an associative
algebra in the basis formed by p0, p1, p2, . . . . This observation leads us to
the possibility to treat the dKP hierarchy as the coisotropic deformations of a
commutative associative algebra [17].
Namely, let we have a commutative associative algebra. We choose a basis
p0(≡ 1), p1, p2, . . . in the algebra and so we have the corresponding table of
multiplication
pjpk =
∑
l=0
Cljkpl. (1.24)
The commutativity means that Cljk = C
l
kj while the associativity implies∑
l=0
CljkC
p
lm =
∑
l=0
ClmkC
p
lj . (1.25)
To consider deformations we assume that the structure constants Ckjk depend
on a set of variables x1, x2, x3, . . . . To specify deformations we associate with
the table of multiplication (1.24) the set of quadratic Hamiltonians
fjk = −pjpk +
∑
l=0
Cljk(x)pl, (1.26)
where xj , pj form pairs of canonically conjugate variables in the symplectic
manifoldM equipped with the Poisson bracket (1.8).
Thenwe consider the polynomial ideal J = 〈fjk〉 generated by these Hamil-
tonians and the submanifold Γ defined by
Γ = {(xj , pj ∈M ; fjk = 0)} . (1.27)
Finally, if the ideal J is closed with respect to the Poisson bracket, i.e.
{J, J} ⊂ J (1.28)
so that Γ is a coisotropic submanifold ofM , the functions Cljk(x) are said to de-
fine a coisotropic deformation of the associative algebra defined by (1.24) [17].
One can show that the condition (1.28) is satisfied if the structure constants
Cljk obey the system of equations
∑
s=1
(
Cmsj
∂Cslr
∂xk
+ Cmsk
∂Cslr
∂xj
− Cmsr
∂Csjk
∂xl
− Cmsl
∂Csjk
∂xr
+
∂Cmjk
∂xs
Csjr −
∂Cmlr
∂xs
Csjk
)
= 0
(1.29)
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The system of equations (1.25) and (1.29) completely defines coisotropic de-
formations of the associative algebra (1.24) and it is a basic one in our ap-
proach [17]. For this reason we will refer to it as the central system of the
theory of coisotropic deformaitons.
We emphasize that the central system is the system of algebraic and dif-
ferential equations for the structure constants Cljk only. We shall see that this
feature is an essential advantage of the approach which we discuss here.
2 dKP coisotropic deformations: tau function and
Hirota’s equations.
A central problem concerning the central system (1.25), (1.29) is, of course, the
existence and meaning of its nontrivial solutions. A solution is provided by
the dKP hierarchy for which the structure constants Cljk can be reconstructed
through the potentials unm(x) is (1.15) via the formula (1.23).
On the other hand an analysis of equations (1.23) shows [17] that the dKP
structure constants Cljk have the following general form
Clkj = δ
l
k+j +H
k
j−l +H
j
k−l (2.1)
where k, j, l = 0, 1, 2, 3, . . . , δlk is the Kroneker symbol and H
k
j are functions
of x1, x2, . . . such that H
k
0 = 0 and H
k
j = 0 for j ≤ −1. We will show that
the use of the general (unparametrized) form (2.1) of the structure constants in
the central system will lead us to the existence of the tau-function and a novel
algebraic interpretation of the dispersionless Hirota’s equations [17].
The first step is to implement the associativity conditions on the coefficients
Hkj . Direct substitution of expressions (2.1) into equations (1.15) and the use of
the identity
k−1∑
l=n−1
Hik−lH
m
l−n =
k−1∑
l=n−1
Hmk−lH
i
l−n,
shows that the structure constants Cljk obey the associative conditions if and
only if the bracket
[H,H ]ikm := H
i+k
m −H
i
m+k−H
k
i+m+
i−1∑
l=1
Hki−lH
l
m+
k−1∑
l=1
Hik−lH
l
m−
m−1∑
l=1
Hkm−lH
i
l
(2.2)
vanishes identically for any choice of the indices (i, k,m) ∈ N . An interesting
consequence of this result can be drawn by contraction. Indeed one may check
that the above equations imply the useful symmetry relations
pHip = iH
p
i . (2.3)
Next, one has to implement the coisotropy conditions . In terms of the coef-
ficients Hik the ensuing equations are rather complicated. However a closer
7
scrutiny shows that they are simplified drastically on account of the associativ-
ity conditions just obtained. Indeed one can prove that the coisotropy condi-
tions may be reduced to the equations
∂[H,H ]l,n,i−j
∂xk
+
∂[H,H ]l,n,k−j
∂xi
−
∂[H,H ]i,k,l−j
∂xn
−
∂[H,H ]i,k,n−j
∂xl
= 0,
which are automatically fulfilled owing to the associativity conditions, and to
the linear equations
∂Hip
∂xl
=
∂H lp
∂xi
.
So, to summarize, the associativity and coisotropy conditions in the case of
the structure constants of the form (2.1) are together equivalent to the set of
quadratic algebraic equations
[H,H ]ikl = 0, (2.4)
and to the set of linear differential equations
∂Hip
∂xl
=
∂H lp
∂xi
(2.5)
having the form of a system of conservation laws. The equations (2.4) and (2.5)
give the specific form of the central system for the dKP hierarchy. It encodes
all the informations about the hierarchy. In particular it entails that for any
solution of the central system one has
{fik, fln} =
∑
s,t≥1
Kstiklnfst (2.6)
where
Kstikln =
(
δit
∂
∂xk
+ δkt
∂
∂xi
)
(Hnl−s+H
l
n−s)− (δnt
∂
∂xl
+ δlt
∂
∂xn
)(Hki−s +H
i
k−s).
From this formula one sees that the Hamiltonians fjk of the dispersionless KP
hierarchy form a Poisson algebra. The above central system can be seen also
as the dispersionless limit of the central system of the full dispersive KP hier-
archy [20].
There are presently two strategies to decode the informations contained in
the central system. According to the first strategy, one first tackles the asso-
ciativity conditions (2.4), noticing that they allow to compute the coefficients
(H2k , H
3
k , . . .) as polynomial functions of H
1
k . For instance, the symmetry con-
ditions
H21 = 2H
1
2 H
3
1 = 3H
1
3
give (H21 , H
3
1 ), and then the condition (2.4) with i = k = 1, l = 2, i.e.
H31 −H
1
3 −H
2
2 +H
1
1H
1
1 = 0
8
givesH22 , and so forth. Renaming the free coefficients as suggested by the table
of multiplication of the previous section, that is by setting
H11 = −1/2u, H
1
2 = −1/3v, H
1
3 = −1/4w+ 1/8u
2,
one gets
H21 = −2/3v, H
2
2 = −1/2w+ 1/2u
2, H31 = −3/4w+ 3/8u
2.
At this point one plugs these expressions into the simplest linear coisotropy
conditions
∂H11
∂x2
−
∂H21
∂x1
= 0,
∂H12
∂x2
−
∂H22
∂x1
= 0,
∂H11
∂x3
−
∂H31
∂x1
= 0,
arriving to the equations
∂v
∂x1
= 3/4
∂u
∂x2
,
∂v
∂x2
= 3/2
∂w
∂x1
− 3u
∂u
∂x1
,
∂u
∂x3
= 3/2
∂w
∂x1
− 3/2u
∂u
∂x1
.
The elimination of ∂w
∂x1
leads finally to the dKP equation and to the higher equa-
tions, if one insists enough in the computations. By this strategy one come back
to the hierarchy in its standard formulation.
A simple inversion of the order in which the equations are considered leads
instead to the Hirota’s formulation. It is enough to remark that equations (2.5)
entail the existence of a sequence of potentials Sm such that
Him =
∂Sm
∂xi
.
Then the symmetry conditions (2.3), oblige the potentials Sm to obey the con-
straints
i
∂Si
∂xl
= l
∂Sl
∂xi
,
which in turn entail the existence of a superpotential F (x1, x2, . . .) such that
Si = −1/i
∂F
∂xi
, Him = −1/m
∂2F
∂xi∂xm
. (2.7)
This result provides a second parametrization of the structure constants, after
that described before. The insertion of the new parametrization into the full set
9
of associativity conditions finally leads to the system of equations
−
1
m
Fi+k,m +
1
m+ k
Fi,k+m +
1
i+m
Fk,i+m
+
i−1∑
l=1
1
m(i− l)
Fk,i−lFl,m +
k−1∑
l=1
1
m(k − l)
Fi,k−lFl,m
−
m−1∑
l=1
1
i(m− l)
Fk,m−lFi,l = 0,
(2.8)
where Fi,k stands for the second-order derivative of F with respect to xi and
xk. These equations are equivalent to the celebratedHirota’s bilinear equations
for the tau function of the dispersionless KP hierarchy (see e.g.[7, 8, 14]). For
instance, for (i = k = 1,m = 2) or (i = m = 1, k = 2) or (m = k = 1, i = 2) one
obtains directly the first Hirota’s equation
−1/2F2,2 + 2/3F1,3 − (F1,1)
2 = 0.
For (i = 1, k = 2,m = 2) or (i = 2, k = 1,m = 2) or (i = 1, k = 1,m = 3) it
gives instead the second Hirota’s equation
1/2F1,4 − 1/3F2,3 − F1,1F1,2 = 0.
Higher equations (2.8) do not separately coincide with Hirota’s bilinear equa-
tions, but are together equivalent to standard Hirota’s equations of the same
weight.
Thus, the dispersionless Hirota’s equations for the dKP hierarchy is noth-
ing but the associativity conditions (2.4) under the parametrization (2.7). We
emphasize that this result is due to the use of the structure constants (2.1) in
the central system instead of potentials unm.
We note that the functionsKstikln in the formula (2.6) are linear combinations
of third- order derivatives ot the tau function F . For example,
{f11, f1n} = −2
s=n−1∑
s=1
(
1
(n− s)
∂3F
∂x1
2∂xn−s
)
f1s n = 2, 3, . . . . (2.9)
It is, probably, not just a coincidence that the third order derivatives of the
tau function appear both in WDVV equations [21, 22, 14] and as the structure
constants in equations (2.9).
We note also that the coisotropy conditions (2.9) break at the points where
the third order derivatives of F blow up. These points correspond to the sin-
gular sector of the dKP hierachy.
3 Extensions: dmKP, Harry Dym and d2DTL hier-
archies.
Several generalizations of the results presented in the section 2 are associated
with rather obvious extensions of the polynomial algebra defined by the for-
10
mula (1.15).
First extension is to relax the polynomials in the r.h.s of (1.15) permitting
them to contain the terms un,n−1(x)p
n−1, i.e. to consider the family of Hamil-
tonians
h0 = −p0 + 1
h1 = −p1 + p
. . .
hn = −pn +
n∑
m=0
unm(x)p
m, n = 2, 3, 4, . . .
(3.1)
with unn = 1. The coisotropy condition again is given by the equation {hn, hm} =
0where the Poisson bracket is defined as
{f, g} =
∂f
∂x
∂g
∂p
−
∂f
∂p
∂g
∂x
+
∑
i=1
(
∂f
∂xi
∂g
∂pi
−
∂f
∂pi
∂g
∂xi
)
. (3.2)
The variable x0 conjugate to p0 is a cyclic one and we omit the corresponding
term from (3.2). In virtue of the form of h1 the coefficients unm depend on the
sum x+ x1.
The coisotropy conditions for the Hamiltonians (3.1) give rise to the gener-
alised dKP hierarchy (see [17]). In the special gauge u20 = 0, u30 = 0 one gets
the dmKP hierarchy [17].
Further obvious extension is to allow the coefficients unn depend on x.
The corresponding deformations contain the dispersionless Harry Dym hier-
archy [23] as a subclass. Indeed, with the choice
h2 = −p2 + ρ
2p21,
h3 = −p3 + ρ
3p31 + µρ
2p21
(3.3)
one gets from the coisotropy condition the system
∂
(
ρ2
)
∂x3
=
∂
(
µρ2
)
∂x2
,
∂µ
∂x1
=
3
2
∂ρ
∂x2
(3.4)
that is the dispersionless 2 + 1−dimensional Harry Dym equation [23].
In the above extensions one remains within the class of polynomial algebras
with the single generator p. A generalization of the whole approach to poly-
nomial algebras with n generators via the gluing process has been proposed
in [17]. In the simplest case of two generators p and q it consists in adding to
two polynomial algebras (3.1) the gluing relation
pq = ap+ bq + c. (3.5)
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The relation (3.5) allows us to build the whole table of multiplications between
piqk. It was shown in [17] that the corresponding coisotropic deformations are
given by the two-point dKP hierarchywhich is equivalent to the Whitham uni-
versal hierarchy on the Riemann sphere with two punctures [9]. In particular,
it contains the simplest 2+1−dimensional Benney equation introduced in [10].
Here we would like to indicate a way to incorporate the dispersionless two-
dimensional Toda lattice (d2DTL) in our scheme. For this purpose we consider
two general copies of polynomial algebras and, hence, two families of Hamil-
tonians
h0 = −p0 + 1
h1 = −p1 + ap+ b
. . .
hn = −pn +
n∑
m=0
unm(x, y)p
m
(3.6)
and
h˜0 = h0 = −p0 + 1
h˜1 = −q1 + a˜q + b˜
. . .
h˜n = −qn +
n∑
m=0
u˜nm(x, y)q
m
(3.7)
glued by the relation
f = pq − 1 = 0. (3.8)
Here a, b, unm, a˜, b˜, u˜nm are functions of the variables x, x2, x2, . . . ; y, y1, y2, . . .
canonically conjugate to p, p1, p2, . . . ; q, q1, q2, . . . .
Let us analyze now the coisotropy condition for these Hamiltonians. It
is not difficult to check that the use of the canonical Poisson bracket of the
type (1.7), for instance, for the Hamiltonians h1, h˜1, f gives rise to a too strong
constraints on a, b, a˜, b˜ and consequently to trivial deformations.
If instead one uses a modified Poisson bracket defined as
{f, g} = p
(
∂f
∂x
∂g
∂p
−
∂f
∂p
∂g
∂x
)
− q
(
∂f
∂y
∂g
∂q
−
∂f
∂q
∂g
∂y
)
+
∑
i=1
(
∂f
∂xi
∂g
∂pi
−
∂f
∂pi
∂g
∂xi
+
∂f
∂yi
∂g
∂qi
−
∂f
∂qi
∂g
∂yi
) (3.9)
the situation changes drastically. Indeed, from the conditions {h1, f}|Γ = 0
and
{
h˜1, f
}∣∣∣
Γ
= 0 one obtains
ax − ay = 0, bx − by = 0,
a˜x − a˜y = 0, b˜x − b˜y = 0,
(3.10)
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while the condition
{
h1, h˜1
}∣∣∣
Γ
= 0 gives
ay1 + ab˜x = 0,
a˜x1 − a˜by = 0,
a˜ay + aa˜x + by1 − b˜x1 = 0.
(3.11)
At the particular gauge b = −a, b˜ = −a˜ the system (3.10), (3.11) implies that
ay1 − aa˜x = 0,
a˜x1 + a˜ax = 0.
(3.12)
From this system one gets
θx1y1 +
(
eθ
)
xx
= 0 (3.13)
where θ = log (aa˜). It is the Boyer-Finley or dispersionless two-dimensional
Toda lattice (d2DTL) equation (see e.g. [5, 8, 9]). Considering the coisotropy
conditions for the higher Hamiltonians hn, h˜n, onewill obtain the higher d2DTL
equations and the whole d2DTL hierarchy.
The fact that in order to get d2DTL as coisotropic deformations of the poly-
nomial algebras one has to consider the modified Poisson bracket (3.9) is of
considerable importance. It indicates that the symplectic structure of the de-
formations should be consistent with the algebra to be deformed. Of course,
one can easily transform the modified bracket (3.9) into a canonical one intro-
ducing the variable w such that p = exp(w), q = exp(−w). But in terms of
this variable the Hamiltonians hn, h˜n become the polynomials of exponentials
exp(w) and exp(−w). This phenomena and the first half of the bracket (3.9) (at
q = 1/p) are well-known for the d2DTL hierarchy (see e.g. [5, 8, 9]).
Similar situation of consistency of Poisson bracket and the form of Hamil-
tonians take place for dispersionless equations considered in [24].
4 Coisotropic deformations of the Jordan’s triple sys-
tems: hierarchies of B type.
Quite different and interesting structures arise for ”algebras” compatible with
a discrete group, i.e. in the cases when discrete group acts nontrivially on a
basis while the structure constants remain invariant. Here we will consider
only a simple example of the group of simultaneous reflections of all elements
of a basis pi → −pi.
Let us begin with the one component case. A natural basis now is given by
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odd powers p2i+1 and the analogs of the polynomials (1.15) are of the form
p1 = p,
p3 = p
3 + up,
p5 = p
5 + v3p
3 + v1p,
p7 = p
7 + w5p
5 + w3p
3 + w1p
(4.1)
and so on. Such an algebra, obviously, is not closed under the usual product
operation pipk. But the relations
p31 = p3 − up1,
p21p3 = p5 + (u− v3) p3 − [u (u− v3) + v1] p1,
p1p
2
3 = p7 + (2u− w5) p5 +
[
u2 − w3 − v3 (2u− w5)
]
p3
+
[
(2u− w5) (v3u− v1)− u
(
u2 − w3
)
− w1
]
p1,
p21p5 = p7 + (v3 − w5) p5 + [v1 − w3 − v3 (v3 − w5)] p3
+ [(v3 − w5) (v3u− v1)− u (v1 − w3)− w1] p1
(4.2)
and similar one suggest to consider the cubic operation pipkpl. So, the odd
polynomials (4.1) provide us with an example of the “algebra” with the basis
p1, p3, p5, . . . closed under the commutative trilinear operation
pipkpl =
i+k+l∑
m=1
Cmiklpm (4.3)
where all indices take only odd integer values, and
C3111 = 1, C
1
111 = −u, C
5
113 = 1,
C3113 = u− v3, C
1
113 = − [u (u− v3) + v1]
and so on. Algebraic structures defined by the trilinear law (4.3) are known as
the Jordan’s triple systems (see e.g. [25, 26]). The associativity for the Jordan’s
triple system is defined as
(pipkpl) pnpm = pipk (plpnpm) = pi (pkplpn) pm (4.4)
that leads to the following “associativity” conditions∑
t
CtiklC
s
tnm =
∑
t
CtlnmC
s
ikt,∑
t
CtlnmC
s
ikt =
∑
t
CtklnC
t
imt.
(4.5)
One can apply the approach discussed above to define coisotropic deforma-
tions of Jordan’s triple systems. So, we convert the multiplication table (4.3)
into to the zero set Γ of the Hamiltonians
fikl := −pipkpl +
∑
m=1
Cmikl(x)pm, i, k, l = 1, 3, 5, . . . (4.6)
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and then demand the coisotropy of Γ with respect to the canonical Poisson
bracket. One gets the coisotropy deformations equations for the structure con-
stants Cmikl which are similar to the equations (1.29).
Here we will consider the simplest of them which arise as the coisotropy
conditions for the lowest Hamiltonians
f111 = −p
3
1 + p3 − up1 and f113 = −p
2
1p3 + p5 − vp3 − wp1.
One gets
{f111, f113} = (−ux2 + 3wx1) f111 + (−2ux1 + 3vx1) f113 + (−2ux1 + 3vx1) p5
+ (−ux3 + 3wx1 + 2vux1 − 3vvx1 − vx3 + uvx1) p3
+ (uux3 − 2uwx1 + 2wux1 − 3wvx1 − wux1 − ux2v + ux5 − wx3) p1.
(4.7)
The r.h.s. of (4.7) vanishes on Γ if
2ux1 − 3vx1 = 0,
ux3 − 3wx1 + vx3 − uvx1 = 0,
ux5 + uux3 − 2uwx1 − ux1w − vux3 − wx3 = 0.
From the first equation as usual one has v = (2/3)u. So, one gets the following
system
wx1 +
1
9
(u)2x1 −
5
9
ux3 = 0,
ux5 −
7
9
uux3 +
4
9
u2ux1 − ux1w − wx3 = 0
or, equivalently, the equation
9
5
ux5 − uux3 + u
2ux1 − ux1∂
−1
x1
ux3 − ∂
−1
x1
ux3x3 = 0. (4.8)
It is just the dKP equation of the B type [27, 15]. In a similar manner one can
gets the whole dBKP hierachy which represent itself the coisotropic deforma-
tions of the Jordan’s triple systems (4.3).
The form of the structure constants analogous to (2.1) of dKP case is the
following
Cmikl = δ
m
i+k+l+1 +H
2i+1
2(k+l−m)+1 +H
2k+1
2(i+l−m)+1 +H
2l+1
2(i+k−m)+1
+
∞∑
p,t=0
p+t=l−1−m;m≥0
H2i+12p+1H
2k+1
2t+1 +
∞∑
p,s=0
p+s=k−1−m;m≥0
H2i+12p+1H
2l+1
2s+1
+
∞∑
t,s=0
t+s=i−1−m;m≥0
H2k+12t+1 H
2l+1
2s+1
(4.9)
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where H2i+12p+1 = 0 at p ≤ 1. The associativity conditions (4.5) are equivalent
to infinite set of cubic equations for H2i+12p+1 and the coisotropy conditions are
equivalent to these algebraic associativity equations and the exactness equa-
tions similar to the dKP case.
The two point dKP hierarchy with the involution pi → −qi, qi → −qi pro-
vides us with one more interesting example. In this case one has two families
of relations (4.1), i.e.
p2i+1 =
i∑
k=0
vi,k(x, y)p
2k+1
1 ,
q2i+1 =
i∑
k=0
wi,k(x, y)q
2k+1
1
(4.10)
glued by
p1q1 = u(x, y) (4.11)
where (x, y) = (x1, x3, x5, . . . ; y1, y3, y5, . . . ).
The corresponding closed “algebra” is defined by the following table of
multiplication
pipkpl =
∑
m=1
Amikl(x, y)pm,
qiqkql =
∑
m=1
Bmikl(x, y)qm,
pipkql =
∑
m=1
Cmikl(x, y)pm +
∑
m=1
Dmikl(x, y)qm,
piqkql =
∑
m=1
Emikl(x, y)pm +
∑
m=1
Fmikl(x, y)qm.
(4.12)
The formulas (4.12) define the Jordan’s double triple system. In the parametriza-
tion (4.10), (4.11) the structure constants A and B are given by the relations of
the type (4.2) while
C1111 = u, D
m
111 = 0, E
m
111 = 0, F
1
111 = u,
C1113 = w1,1u, D
1
113 = u
2, E1311 = u
2, F 1311 = uv1,1,
(4.13)
and so on.
In general, the “structure constants” A, B, C, D, E, F obey the set of cu-
bic “associativity” conditions. The coisotropy condition for the Hamiltonians
defined by (4.12) again give rise to the integrable deformations of the triple
system (4.12). It can be called the two-point dBKP hierarchy.
Let us consider the set of three lowest Hamiltonians from (4.10), (4.11), i.e.
f = p3 − p
3
1 + vp,
f˜ = q3 − q
3
1 + wq1,
H = p1q1 − u(x, y).
(4.14)
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The coisotropy conditions for the zero set Γ : f = g = H = 0 take the form{
f, f˜
}
= 3 (wx1p1 − vy1q1)H,
{f,H} = vx1H,{
f˜ , H
}
= wy1H
(4.15)
together with the equations
ux3 + (uv)x1 = 0,
vy1 − 3ux1 = 0,
uy3 + (uw)y1 = 0,
wx1 − 3uy1 = 0.
(4.16)
This system represent the dispersionless limit of the Nizhnik-Veselov-Novikov
(dNVN) equation [16] (more precisely for solutions of the form u = u(x1, y1, x3+
y3)). The whole family of the coisotropic deformations for the algebra (4.12) is
given by the dNVN hierarchy.
Central systems for the algebraic structures discussed above, existence of
tau-functions and corresponding dispersionless Hirota’s equations will be con-
sidered elsewhere.
5 Stationary reductions of dispersionless hierarchies
and dynamical systems integrable on a fixed en-
ergy level.
Integrable hierarchies and the whole construction considered in this paper ad-
mit reductions for which some variables xi are cyclic one. For example, for the
dKP case the cyclicity of the variable x2 reduces it to the dKdV hierarchy. Un-
der such a reduction {pi, f} = 0 for any function f and hence pi =const. So the
number of canonical variables is reduced effectively by two and the number of
Hamiltonians becomes equal to the one-half of total number of variables.
Let us analyze such a situation more carefully. We begin with the dKP equa-
tion and assume that the variable x3 is cyclic. Hence, p3 =const. For this sta-
tionary reduction the dKP equation becomes
∂2u
∂x22
+
∂2
(
u2
)
∂x21
= 0 (5.1)
and one has two Hamiltonians (1.10)
H := h2 = −p2 + p
2
1 + u(x1, x2),
H1 := h3 = p
3
1 +
3
2
up1 + v + const
(5.2)
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where ∂v
∂x1
= 43
∂u
∂x2
. These Hamiltonians are in involution {H,H1} = 0.
For the Hamiltonian H the associated dynamical system contains, in par-
ticular, the equations
∂x1
∂t
= 2
∂H
∂p1
= 2p1,
∂p1
∂t
= −
∂H
∂x1
= −
∂u
∂x1
,
(5.3)
and, hence,
∂2x1
∂t2
= −2
∂u
∂x1
. (5.4)
For the dynamical system (5.3) the function H1 is the integral of motion cubic
in momentum. This observation reproduces the result of the paper [28] that
the dynamical system (5.3) and (5.4) with the potential u (x1, x2) which obey
equation (5.1) has the additional integral of motion cubic in p1.
In the case of cyclicity with respect to the variable xn (n ≥ 4) one has the
Hamiltonian Hn = p
n
1 + . . . , in involution with H , which is the integral of
motion for the system (5.3) of the order n (see again [28]).
Another simple example is provided by the stationary dNVN system (4.14),
(4.15). In order to establish the connection with the standard two-dimensional
dynamical systems we impose the constraints y1 = x¯1, q1 = p¯1, q3 = p¯3, w = v¯
where bar means a complex conjugation, and assume that u dependes only
on x1, x¯1 and t = x3 + y3. Passing to new variables x1 → z := x1 + ix2,
p1 → p := p1 + ip2, one rewrites the Hamiltonian H in the form
H = p21 + p
2
2 + u (x1, x2, t) (5.5)
while the corresponding equation looks like
∂u
∂t
+
∂ (uv)
∂z
+
∂ (uv¯)
∂z¯
= 0,
∂v
∂z¯
= 3
∂u
∂z
.
(5.6)
It is the dispersionless Veselov-Novikov (dVN) equation [2, 16]. Instead of two
Hamiltonians f and f˜ (4.14) one has for equation (5.6) their sum
H˜ = f + f˜ = p3 + p¯3 − p
3 + vp− p¯3 + v¯p¯ (5.7)
and {
H, H˜
}
= (vz + v¯z¯)H. (5.8)
The formulae (5.7-5.8) mean that for any solution of the dVN equation (5.6) the
dynamical system with the Hamiltonian H (5.5) possesses on the level of zero
energy E = 0 the additional integral of motion H˜ (5.7). In particular, in the
stationary case ∂u
∂t
= 0, then p3 + p¯3 is a constant and hence
H˜ = −p3 + vp− p¯3 + v¯p¯+ const. (5.9)
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So, in this case one has the dynamical system with two degrees of freedom
which has at the zero energy level E = 0 the additional cubic integral of mo-
tion (5.9) if the potential u is a solution of the stationary dV N equation
∂ (uv)
∂z
+
∂ (uv¯)
∂z¯
= 0,
∂v
∂z¯
= 3
∂u
∂z
. (5.10)
Such integrals of motion are usually called conditional or configurational inte-
grals of motion (see e.g. [29, 30]). Within a different approach the connection
between the existence of the conditional cubic integral (5.9) and equation (5.10)
has been established in [31] (formula (7.5.12)). Similarly the higher odd order
conditional integrals for the Hamiltonian system (5.5) found in [31] are the
Hamiltonians Hn associated with higher stationary dVN equations.
So, stationary dKP, stationary dVN hierarchies and other stationary disper-
sionless integrable hierarchies provide us with the dynamical systems com-
pletely Liouville integrable on the fixed energy level.
Full dispersionless hierarchies in our scheme are characterized by the exis-
tence of number of independent Hamiltonians which is equal to the one-half of
dimension of the symplectic space minus one. They represent the cases closest
to the Liouville completely integrable ones and one may call them next to the
Liouville completely integrable.
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