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General introduction 
In 1961 Rasch introduced the approach to probabilistic item response 
modelling that is based on the measuremental ideal of 'specific objectivity' 
(as he called it in 1966, cf. Rasch, 1966a). Specific objectivity is viewed 
by Rasch as a necessary requirement of scientific comparisons; it will be 
explained and discussed in the chapters 1 and 7. It has been proved that 
within the realm of probabilistic, unidimensional two-parameter models, 
only the logistic item response model formulated by Rasch allows for 
specifically objective measurement. This 'Rasch model' is introduced in 
chapter 1. 
The first chapter introduces the Rasch model and its five basic assump-
tions: dichotomous data, local stochastic independence, unidimensionality, 
sufficiency, and monotonicity. Violation of the model in practical applicat-
ions must be due to violation of one or more of these assumptions. There-
fore problems with respect to application can be studied assumption-wise. 
This study, which focuses on the application of the Rasch model to attitude 
data, proceeds in this manner. 
In case of standardized intelligence tests, there appears to be a good 
chance that the five Rasch model assumptions are met (cf. Fischer, 1974, 
301f), but in the case of attitude questionnaires, which have more recently 
become the object of applied Rasch model studies, the assumptions seem to 
be more troublesome. In chapter 2 the main theme of this study, the measure-
ment of attitudes by means of the Rasch model, is introduced. Problems of 
such applications are discussed; this discussion is structured according to 
the basic set of Rasch model assumptions. Chapter 2 is devoted to the assump-
tions of local stochastic independence, unidimensionality, and sufficiency, 
whereas chapters 3-6 treat the assumption of monotonicity (ch. 3-5) and the 
assumption of dichotomous items (ch. 6). 
Since the Rasch model is a very restrictive model, we investigate, in 
the third chapter, the possibility of applying simpler procedures for item 
analysis which have some resemblance to the Rasch model in terms of a common 
subset of assumptions; these procedures can either be viewed as the final 
stage of a scale analysis, or can be applied with the aim of subsequentially 
carrying out an analysis with the Rasch model. Since all the methods dis-
cussed in chapter 3 appear to have their shortcomings, it is concluded that 
it is defensible to directly apply a probabilistic model such as Rasch's to 
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the data. Therefore, in the next chapters the study proceeds to a more 
elaborate discussion of two of the five Rasch model assumptions, viz. mono-
tonicity (chapters 4, 5) and dichotomous items (chapter 6). 
Chapter 4 focuses on features of item content which may be used to 
predict the item's (non-)monotonicity in a formal representation model. 
Knowing such characteristics, it would he possible to take into account 
monotonicity in the phase of item construction. This study only gives a few 
guidelines and suggestions for such a theory on the mapping of structural 
features of item phrasing into formal characteristics of item response 
functions. 
In chapter 5 we discuss a number of related item response models incor-
porating a nonmonotonous relation between the subject's attitude position 
and the probability of a response. In particular, we focus on the possibili-
ty of incorporating specific objectivity in a model for nonmonotonous items. 
The Rasch model requires dichotomous data. When item responses are mul-
ticategory, either the response scale has to be dichotomized, or a polycho-
tomous Rasch model has to be applied. It will be argued in chapter 6 that 
when 'non-interference' between response partitioning and subject measure-
ment is accepted as a necessary requirement in the case of graded responses, 
the polychotomous Rasch model is not applicable in general. The rather strong 
implication of this is that non-interference and specific objectivity im-
ply that multicategory graded response data should be analyzed dichotomously, 
i.e. with the dichotomous Rasch model. 
The study closes with some reflections on the methodological require-
ment of specific objectivity (chapter 7). 
2 
THE RASCH MODEL AND ITS ASSUMPTIONS 1 
1.1. Introduction 
This study concentrates on the way the psychometric model developed by 
George Rasch (first publication I960) can be applied to attitude question­
naires. We shall first discuss the model. In the next chapter, then, we fo­
cus on its application to the measurement of attitudes. 
The Rasch model is attractive for two reasons: (a) because it belongs 
to item response theory, and (b) because of its unique property of specific 
objectivity. The latter property will be discussed in section 1.2.A, where­
as the remainder of this introductory section is devoted to an exposition 
of item response theory. 
Pioneering work in the field of item response theory was done by (e.g.) 
Lawley (1943, 1944), Tucker (1946), Lord (1952), and Rasch (1960). Recently 
Hambleton et al. (1978) gave an overview. Item response theory is the col­
lective name for a number of models which describe the subject response as 
an explicitely specified probability function containing one or more subject 
and item parameters. Thus it is a psychometric theory about the way items 
are responded to, and as such it differs from classical test theory, which 
is essentially a theory of measurement error (Gulliksen, 1950; Guilford, 
1954; Nunnally, 1959, 1967; Magnussen, 1966; Lord & Novick, 1968; Campbell, 
1976). 
In this study the response of subject ν to item i will be denoted as 
a ., the test score of subject ν as a -, and the total score of item i as 
vi J vO 
a
oi· 
Claseical teat theory 
In the basic equation of classical test theory the observed score a . 
of subject ν on a test of К items is written as the sum of a true score com­
ponent τ and an error component E : 
3 
A - = τ + E . 
vO ν 
(1.1) 
There is a distinction between a manifest score, a
 n
, and a latent i.e. un-
' vO 
observable, score τ . Except for measurement error, true score and observed 
score are assumed equal in classical test theory. The stochastic aspect of 
test measurement is represented by the error term E only. 
In case of a one item test, eq. (1.1) may be written as 
A . ' τ + Ε , (1.2) 
vi ν 
in which the index i denotes the item. When the item is dichotomous, eq. 
(1.2) can be written as 
A . - DICH(c.,X .) , (1.3) 
VI 1 VI 
where DICH is defined as 
DICH 
0 < > X . < с. 
VI 1 
1 < > Χ . > с. 
VI 1 
(1.4) 
and Χ .-τ +Ε: Χ . is a continuous variable and с. is a cut-off point for 
vi ν vi ι 
dichotomizing X .. 
vi 
Item parameters are absent in equation (1.2): The true score τ is 
defined as the expectation of the observed score A . : 
E(A .) - τ . (1.5) 
VI ν 
Eq. (1.5) formulates the way an observed score a . is regressed on a true 
score τ. In classical test theory the regression function Ε(Α|τ) is equal 
to τ, во the basis of it is a simple linear model (cf. Lumsden, 1976). 
Therefore, it is strongly connected to other linear techniques, especially 
factor analysis (cf. Graybill, 1976). 
Strong true acore theory 
Classical test theory is based on the relatively weak assumption (among 
others) that the test score a . is equal to the true score τ except for the 
disturbance of the random error E. When assumptions are made about the spe­
cific form of the conditional distribution of A . given τ , we speak of 
strong true score theory. To distinguish strong true score theory from the 
weak true score theory of classical test theory, we will write λ instead 
of τ in the sequel. The λ is not defined as a true score, but as the pa-
rameter of the probability function f(a |λ ) describing the probability 
that subject ν obtains the test score a „. 
vO 
Thus instead of a latent true score we have a latent parameter in 
strong true score theory. Because of this, strong true score theory fits 
in the framework of latent structure theory (I.azarsfeld, 1950; Lazarsfeld 
f Kenry, 1968; Andersen, 1980c). Latent structure models give a represen­
tation of manifest observations in terms of latent parameters and not in 
terms of statistical error theory. In the strong true score theory models 
we are interested in, the relation between observables and parameters is of 
a probabilistic nature. As an example of a strong true score model, we 
mention the binomial error model described in Lord & Novick (1968, 508f). 
To get an unconditional probability f(a ) not depending on λ, we have 
to integrate out λ from the response function: 
f(a) - Jf(a|A)gU)dX . 
Λ 
Λ is the parameter space, that is: the domain of g(X); g(X) is some proba­
bility density function for λ, it describes the density of λ in the popu­
lation under study (called 'reference population' in this study). 
In case of a dichotomous one-item test, the response function for 
a .«1 is 
vi 
f(A .-l|X ) - E(A .|λ ) , (1.6) 
VI ' V vi' ν 
which may be compared to the expectation (1.5) of classical test theory. 
An optional extra assumption of strong true score models is the condi­
tioning of the response function on both ν and i; so λ becomes a function 
on both ν and i: λ .. Using this ve introduce an assumption that is essen­
tial to item response theory. 
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Local stoahasti-c independence 
Local stochastic independence implies that the manifest variables are 
stochastically independent for fixed values of ν or i. For instance (fixed 
v): 
f(a .,a .|λ .,λ -) - f(a .Ιλ .) » f(a .Ιλ .) . (1.7) 
V i ' VJ' V i ' VJ VI 1 VI ч VJ' VJ 
A similar equation can be formulated for the independence of A . and A .. 
vi wi 
Using local stochastic independence, the likelihood of the data is 
L(data|A) - Π f (a . |λ .) (1.8) 
(A) 
where the product is over all N*K observations of A .. Note that in (1.7) 
vi 
we are conditioning on an element of a facet, not on a parameter. This is 
of importance since a facet element may be characterized by more than one 
parameter; in such case, conditioning on only one parameter will not neces­
sarily result in independence. 
Local stochastic independence does not imply global stochastic inde­
pendence, a point which can be illustrated as follows. Suppose items i and 
i are dichotomous. The probabilities f(A .»ΐ|λ .) and f(A .=1,A .-ΐ|λ .,λ .) r
 vi ' vi vi vj ' vi vj 
may be written in condensed form as f . and f .. respectively. Because of 
vi vij J 
local stochastic independence: f .."f .f .. Putting two subjects ν and w in r
 vij vi vj " •" 
one sample S, consisting of ν and w only, we have (assuming the probabilities 
of selecting ν or w from S are equal) 
f . + f . 
ρ,. CIS) - ^ і =Ь 
f .. + f .. f .f . + f .f . 
p..(
+
,
 +
 |s) --ХЫ ïèl.^Uü « л
 > (,.9) 
1J 7 •> 
in case of local stochastic independence. If i and j are globally stochas 
6 
tically independent 
f . + £ . f . + f . 
r..,'+.+ls) -
ij 
p- (+> + |s) -ïi S b . - Ы H i . (1.10) 
Comparing (1.9) and (1.10) we see that p..(+,+|S) is larger than p..(+,+|S) 
and the correlation between i and j is positive whenever 
(f .-f .)(£ .-f .) > 0 . (1.Π) 
VI Wl VJ WJ 
When (1.11) holds for all subject pairs (v,w), the correlation between i and 
j is positive. This will be the case for two-parameter item response func­
tions which are monotonous in the subject parameter (cf. section 1.2.1.3). 
Formula (I.II) shows that λ .»λ . and/or λ .-λ . in case of global stochas-
vi wi vj wj " 
tic independence of i and j in sample S. Again in case of two-parameter 
monotonous item response functions this implies that ν and w cannot he dis­
tinguished on the basis of the latent parameter of the response function 
(1.6) describing the data, and therefore ν and w are equivalent viewing the 
data. What happens here is that local stochastic independence is 'blown up' 
to overall stochastic independence. Wood (1978) gives a good example of such 
a blow-up. (In more than one sense however: See Jansen, Roskam & Van den Wol­
lenberg, 19Θ2, for a criticism on Wood's conclusion). 
Item response theory 
The number of parameters λ . in response function (1.6) is equal to the 
number of observations a ., so without additional restrictions the model is 
vi 
not faleifiable. To separate item influences from subject influences in the 
response process, parameter Λ . is written as a function λ(ζ ,α.,β.,...) of 
a subject parameter ξ and a number of item parameters α.,в in item res­
ponse theory. The parameter ζ can be interpreted as the subject ability. In 
case of a dichotomoue item i, the function 
f(Avi-l|ç,ai,Bi....) -. f^í) (1.12) 
of the argument ζ specifies the aharaotertstic curve for item i. Thus in 
item response theory the conditional distribution f(a .|λ .) for the score 
7 
on one item is written as a probability function of subject and item para­
meters. 
To complete this introductory section, we list the response models for 
dichotomous items which are currently the most used. Below, we give the pro­
babilities f(A .-ΐΐξ ,α.,...)••:? . (+), i.e. the item's characteristic curve 
vi ' ν ι vi 
as specified by each of the models. 
The normal ogive model of Lord (1952, 1953a,b, 1980a): 
α. (ζ -σ.) 
«ι.(Л -a.) , 
e, .
 h • о - , , | * ν * _ L 
1
 ' (2іг) 
exp(-U )dt , (1.13) 
in which a., σ., and β. are parameters characterizing the item. Figure 1.1 
p(+U) 
lU+ßi) • 
ξ-scale 
Figure 1.1. Meaning of the item parameters in the normal ogive model (1.13). 
illustrates the meaning of the parameters. Parameter g is the probability 
that a subject completely lacking in 'ability' (ζ =-=>) will respond positive­
ly to the item. It is called the guessing parameter. Parameter σ· is a lo­
cation parameter. When ς "σ., and β.=0, there is a 50X probability of res­
ponding positively to the item. Thus a. determines the position of the curve 
along the latent scale. Since the more difficult the item, the farther the 
curve is to the right, a. is called the 'item difficulty'. In case of atti­
tude questionnaires, where a correct answer does not exist, 'difficulty' 
and 'ability' have to be understood metaphorically of course. When β. is in­
dependent of i, parameter a. is proportional to the slope of the curve at 
the point ξ ~σ., its inflection point. Thus a. represents the discriminative 
power of the item, the amount of increase in ζ that is necessary to get a 
certain increase in the response probability ρ .. Interpretation of a. 
and 6· for attitudinal data are given in the next chapter. 
The logistic model of Birnbaum (1958, 1968): 
exp(a.(Ç -σ.)) 
1 • exp(Iii<£v-oi)) 
in which the item parameters can have the same interpretation as in (1.13). 
The difference between (1.13) and (1.14) is less than .01 for every set of 
parameter values when a.'1.7(1. (Birnbaum (1965, 11) mentions this as a re­
sult of a study of Haley (1952, 7)). Thus the two models give similar re­
sults for most practical work. If the parameter ß.=0 in (1.14), the model 
is called the two-parameter logistic model. If both ß.=0 and a.=l in (1.14), 
we get the one-parameter logistic model, better known as the Rasch model. 
1.2. The dichotomous Rasch model 
The response function for the Rasch model is 
«4>(ξ
ν
-σ.) 
P
v i(+) ^ — . (1.15) 
An alternative formulation is 
9 
p
v i(+) ^ - I (1.16) 
1 + θ е. 
ν ι 
that is ξ is transformed according to θ-6χρ(ξ) and σ according to ε=βχρ(-σ); 
note that e. now represents the 'easiness' of item i. From the enumeration 
of the models (1.13), (1.14), and (1.15) it may seem that the Rasch model 
is just one of the many models. In fact, the model (I.15) is equivalent to 
a set of basic assumptions which can be judged on their own merit (section 
1.2.1). The assumptions have desirable implications for estimating and test­
ing procedures (sections 1.2.2, 1.2.3), and are also attractive from a me­
thodological point of view (section 1.2.A). 
1.2.1. The model 
The logistic response model of Rasch (1960, 1961, 1966a,b,с,d; see also 
Fischer, 1974; Wright, 1977b; Wright & Douglas, 1977a; Wright & Stone, 1979; 
Van den Wollenberg, 1979) is equivalent to a quintet of assumptions (Fischer, 
1974, 194-195): 
dichotomous items, 
local stochastic independence, 
unidimensionality, 
sufficiency, 
monotonicity. 
.17a) 
.17b) 
.17c) 
.17d) 
. I7e) 
We have already introduced the first two assumptions. The third implies that 
a single scalar parameter ζ is necessary and sufficient to account for exa­
minee test performance. The fourth requires the existence of a sufficient 
statistic for the subject (item) parameter that is independent of i (ν). 
The final assumption demands that the function (1.12) is a monotoneously 
increasing function of ζ and a monotoneously decreasing function of the item 
parameter σ. 
It is easy to prove that (1.15) implies dichotomous data, monotonicity, 
and unidimensionality. 
The assumption of local stochastic independence cannot be derived from 
10 
a formula like (I.15), but it follows from the formulation of the Rasch mo­
del as a latent structure model; so it belongs, as it were, to the ccmmon 
background of a specific set of models of item response theory. 
That (1.15) possesses the sufficiency property can be proved as follows. 
The likelihood of a single response a . in the Rasch model is 
p(a . I t ,σ.) = • * exp(-o.*a .) * βχρ(ξ »a .) . (1.18) 
к ч
 vilSr ι . ,
 ч
 yK u i v i r s v v i 
1 + β χ ρ ( ξ - σ . ) 
We see that p(a . | ς ,σ·) i s a member of the one-parameter exponential fami­
ly when the l ike l ihood i s considered as a function of e i t h e r ξ or о. only. 
J
 V 1 
Therefore, Va .=a . is a sufficient statistic for ξ , and Va .-a„. is a 
I vi vO ν i) vi Oi 
sufficient statistic for a. (Mood, Graybill & Boes, 1974, 326). 
Derivations of the ICC (1.15) from the 5 assumptions (1.17) may be found 
in Lazarsfeld & Henry (1968, 221-225) and Fischer (1974, 195-198, 412-420). 
In sections 1.2.1.1 - I.2.1.3 the assumptions of unidimensionality, 
sufficiency, and monotonicity will be studied in more detail. Also, suffi­
ciency is studied in section 1.2.4 and in chapter 7. 
1.2.1.1. Unidimensionality 
Unidimensionality implies that the subject response a . can be accounted 
for, in the model, by a scalar parameter ξ corresponding to the 'ability' 
of the subject. Underlying the item response data, we assume one single 
'ability' dimension on which both the subjects and the items are scaled. 
This assumption is closely connected to the item response model at issue, 
since a dimension is a feature of the model of data analysis (cf. Wottawa, 
1979). It is only with respect to a certain model, for instance the linear 
model of factor analysis, or the logistic model of Rasch, that one can 
speak of a 'dimension'. It is, for instance, a misconception of the mean­
ing of 'onedimensional' when one selects items by means of factor analysis 
models, hoping that a unifactorial item set will be unidimensional with 
respect to the Rasch model. 
The choice of a certain model in order to determine the 'dimensions' 
of the data depends on methodological and empirical criteria. If we demand, 
for instance, that the dimensionality does not depend on the specific sample 
of subjects observed, so that we do not want to find only one dimension in 
11 
one sample, and five dimensions in another sample from the same reference 
population, then the Rasch model is required. It will be argued in sections 
1.2.A and 2.2 below that on account of its property of specific objectivity, 
satisfying the Rasch model is the only sensible way of measuring theoretical 
constructs: therefore its use as a criterion for unidimensional ity is metho­
dologically preferable. Of course, it always remains a question whether it 
fits the data, which can only be answered in empirical terms. It is con­
ceivable that the choice for a model might be determined solely by the in­
ferred dimensionality: the fewer the number of 'factors', the better the 
model. From a methodological point of view, however, we judge this crite­
rion inferior to specific objectivity. 
One might raise the question of the relation between definitions of 
dimensionality which are used in different models. Answering it, however, 
does not alleviate the problem, since eventually one specific modelwise re­
presentation of unidimensionality must be selected. 
For instance, Lord 4 Novick (1968, 374-376) prove that a sufficient 
condition for the normal ogive model (1.13) with guessing parameter β equal 
to zero, is that the K*K matrix of tetrachoric intercorrelations is of unit 
rank, provided the abilities ξ are normally distributed in the group tested. 
In such a case, we can consider ξ as the common factor of the items. From 
this, Lord (1980a, 21) extracts the following approximate factor analytical 
criterion of unidimensionality in item response model (1.13): The first root 
of the tetrachoric matrix is large compared to the second, and the second 
root is not much larger than any of the others. An example of such a check­
ing on unidimensionality is Slinde & Linn (1979). 
As Lord & Novick (1968, 375) admit, the condition is far from neces­
sary since it requires the validity of the normal ogive model and of a speci­
fic ability distribution. Therefore, the Lord model may hold although the 
factoranalytical criterion is violated. 
In fact, the matrix with tetrachoric correlations is of unit rank 
whenever 
A . - DICH(c.,X .) , (1.19) 
VI 1 VI 
where DICH i s defined according to (1.4) and where X . is equal to 
X . - τ + ε ; (1.20) 
v i 
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τ and ε are assumed to be independently distributed according to a normal 
density. From (1.19) and (1.20) the normal ogive model may be derived, but 
(1.19) and (1.20) are in accordance with other test models too (cf. (1.2) 
and (1.3) of classical test theory). 
Even in case of perfect model fit, the matrix of dichotomous item in-
tercorrelations φ., will not be of unit rank in the Rasch model. Unit rank 
of the φ-matrix implies 
π.. - π.π. ^ ~ 
• У — y — x - i — f * ; . (1.2.) 
1 J
 (π.ΐΓ,-α-π.ΗΙ-ικ))8 J 
in which a. represents the loading of item i on the factor, and π. repre­
sents the model probability of responding positively to item i. The proof 
in appendix A shows that (1.21) cannot be generally true when the expected 
marginal probability π. is computed according to the Rasch model. 
1.2.1.2. Sufficiency 
A statistic r is said to be a sufficient statistic for a parameter 
ζ if all information in the data a with regard to this parameter is avail­
able in the statistic. In other words, the conditional probability p(a|r,Ç) 
is not a function of ζ; 
p(a|r) - p(a|r,Ç) 
. p(a,r|c) 
• Ä - ( 1 · 2 2 ) 
Rewriting (1.22) we find the following condition that is necessary and suf-
ficient for the existence of a sufficient statistic r for ζ 
p(a|ç) - p(r|e)p(a|r) . (1.23) 
This condition is known as the Fisher-Neyman factorization criterion for 
sufficient statistics (Kendall & Stuart, 1973, 23; Mood, Graybill & Boes, 
13 
1974, 307). Note that if we put r(a)=a in (1.23), the criterion always holds 
good. 
The theory of sufficient statistics was developed by Fisher (e.g., 1950) 
in 1920-1940. According to Andrich (1980, 14) Rasch studied with Fisher in 
1935 while this idea and the associated theory of maximum likelihood were 
being developed. Basing parameter estimators on sufficient statistics in­
volves a number of important statistical advantages (see sections 1.2.2 and 
1.2.3), but in his work Rasch shifts his emphasis of the sufficient statis­
tic from estimation to the elimination of parameters. In Rasch's approach, 
sufficiency is pursued because it enables to make use of conditional esti­
mation procedures. The theory of conditional inference was developed by 
Rasch and described by Andersen (1973b,c). In section 1.2.2 we shall say 
more about estimation in the Rasch model. 
In a foreword to the 1980 reprint of Rasch (1960), Rasch says (p.xii): 
"To purely mathematical minds sufficiency may appeal as nothing 
more than a surprising and singularly nice property, extremely 
handy when accessible, but, if not, then you just do without it. 
But to me sufficiency means much more than that. When a suffi­
cient estimate exists, it extracts every bit of knowledge about 
a specified feature of the situation made available by the data 
as formalized by the chosen model. 'Sufficient' stands for 'ex­
haustive' as regards the feature in question. 
What is left over when a sufficient estimate has been ex­
tracted from the data is independent of the trait in question 
and may therefore be used for a control of the model that does 
not depend on how the actual estimates happen to reproduce the 
original data. This is a cornerstone of the probabilistic models 
that generate specific objectivity." 
The concept of specific objectivity is discussed later in this chapter (sec­
tion 1.2.4), but Rasch's remark on sufficiency deserves some comment. By the 
statement that p(a .|r ,σ.) is independent of the trait in question, Rasch 
means that the parameter ς does not figure in the model formulation of the 
probability p(A ."l|r ,σ.) for, as we shall see below, this probability is 
in the Rasch model equal to 
γ
( ί ) 
Y
r-1 (1.24) 
(Fischer, 1974, 236). The γ are a function of the item parameters e. and of 
the data (via r: see footnote 2). 
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For Rasch, 'trait' is identical with a parameter of the logistic model 
(1.15), viz. ζ. Apart from the model itself, it is not possible to talk 
about a trait. This view is in accordance with our treatment of the concept 
of dimension in the preceding section; it will return in our discussion of 
attitude measurement by means of the Rasch model in the next chapter. 
An important result for sufficient statistics is that only if a proba­
bility function р(а|л) belongs to the exponential family is therea suffi­
cient statistic for λ (Kendall 6 Stuart, 1973, 26). The one-parameter expo­
nential family can be generalized to the K-parameter exponential family, and 
so can the result on sufficiency: necessary and sufficient for the existen­
ce of two jointly sufficient statistics for the parameter vector ^(λ.,λ«) 
is that the two-parameter density p(a|x) can be written as a member of the 
two-parameter exponential family 
2 
p(a|x) - a(X) * M a ) * exp( V с Ü)*d (a)) (1.25) 
- _£ι ч — q 
(Mood, Graybill & Boes, 1974, 313; Lehmann, 1959, 50-54). Putting λ=(ζ,σ): 
p(a|ç,o) - a(Ç,a) » b(a) * expíCj (C.oHj (a)) * exp(c2U,o)d2(a)) . 
(1.26) 
If we want both joint sufficiency of the vector (a ,3..) for the parameter 
vector (ξ,σ) and single sufficiency of a - for ξ and of a . for σ, equations 
(1.18) and (1.26) must hold simultaneously (that is (1.26) should be fac-
torizable according to (1.23) for both ξ and o). In that case λ(ζ,σ) must 
be an additive function of ζ and σ (Fischer, 1974, 418; Brogden, 1977; Ha-
merle, 1979). 
So the Rasch model response function (1.15) implies additive decamposa-
bility of λ .. This property of additivity can be motivated in two ways. 
First there is the demand for sufficient statistics, that is the wish to 
obtain the optimal statistical properties of conditional estimation; we 
call this the atatiatical argument. Second we have the requirement that the 
λ . are interrelated in special ways. This motivation stems from the view­
point of measurement theory and we therefore call it the meaaicrement argument. 
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The statistical argument is developed in sections 1.2.2 and 1.2.3, and the 
measurement argument is discussed in section 1.2.4 and chapter 7. 
The sufficient statistic г for the subject parameter ξ of the Rasch 
model was found to be the marginal subject total a . In the item response 
model (1.14) of Birnbaum, the sufficient statistic for ξ can be shown to 
be, by means of a decomposition analogous to (1.18), and assuming g.=0 for 
all i, 
Υα..
ν
. . (1.27) 
1=1 
In the Birnbaum model the presence of the item discrimination parameters a. 
in the sufficient statistic for the subject parameters ξ (1.27) poses a 
statistical problem; we shall discuss it in section 1.2.2.1. The Birnbaum 
specification of the parameter λ ., viz. λ .=α.(ξ -σ.), runs counter to the r
 vi vi i v ι 
existence of an additive structure for Λ. In this probabilistic model every 
item is characterized by its own unique discrimination parameter ct., which 
has as a consequence the possibility of the ICC's intersecting each other. 
Suppose two ICC's, i and j, intersect each other at some point ξ=0. 
Then (cf. figure 1.2): 
E(A .|ξ ,σ.,α.) <E(A .|ζ ,σ.,α.) , (1.28a) 
νι'Λτ' ι* ι vj ' ν' j j 
E(A .|ς ,σ.,α.) > E(A .Ιζ ,σ.,α.) . (1.28b) 
Wl' W' 1 * 1 WJ' W J J 
Thus the comparison of the expected item scores A . and A . is not indepen-
vi vj 
dent of the specific subject ν sampled for this comparison. This is an im­
portant observation; we will return to it in our treatment of Rasch's the­
ory of specifically objective comparisons in section 1.2.4. Note that the 
level of comparison is the expected score, not the latent parameter. 
Whenever Λ is structured according to three (or more) facets, for in­
stance subjects (v), items (i), and time points (g) (see for instance Micko, 
1970; Scheiblechner, 1971; Fischer, 1974, 343-348), the multiple monotoni-
city is necessary and sufficient for an additive representation of 
λ . : λ . "ζ -σ.+τ (cf. Krantz et al., 1971, 302). Since monotonicity is 
Vlg Vlg V 1 g 
such an important characteristic of the Rasch model, the next section is 
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ς-scale 
Figure 1.2. Interaecting ICC's of tuo items i and j in the tijo-parameter 
logietio model (1.14). 
devoeed to i t . 
1.2.1.3. Monotonioity 
The response function ρ(+|ξ,σ) is a monotoneously increasing function 
of ξ and a monotoneously decreasing function of α in the Rasch model. This 
is easily proved from (1.15); figure 1.3 gives an illustration. In formulas, 
ρ . > ρ . 
vi *wi Ρ · > Ρ · (Vj) , (1.29a) 
ρ . < ρ . r
vi rvj ρ . < ρ . 
Wl WJ 
(Vw) (1.29b) 
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Fipure 1.3. Item characteristic curve in the Rasch model (1.1S). 
Inequalities (1.29) formulate the property of double monotonicity of the 
Rasch model. 
Because of (1.29a) there is a l-l correspondence between latent scores 
ζ and expected scores E(A .|ξ ,σ.) for any item i. There is an unambiguous 
regression of A . on ξ for every item i. In case of nonmonotonicity, this 
property is lost; we will return to this in chapter 5. 
Because of double monotonicity in the Rasch model, the item parameters 
σ. are monotonous related to the expectations of the marginal totals A . : 
σ. < σ. < > E(A0.) > ΕζΑ..) for every sample of subjects. (1.30) 
The model of Birnbaum does not posses double monotonicity. For item 
response function (1.14) property (1.29b) does not hold, as is illustrated 
by the inequalities (1.2Θ) for the example of figure 1.2. Figure 1.2 clearly 
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Shows that for ζ <σ. the expected score A . on item i is smaller than the 
v i vi 
expected score A . on item j. Thus when all subjects have abilities in the 
interval (-«°,o.) we will find that a .<a . for the, items of figure 1.2, con­
trary to (1.30). 
Condition (I.II) holds if the differences (f .-f .) and (f .- f .) have 
vi wi vj wj 
the same sign; in other words, a necessary and sufficient condition for 
(1.11) is 'similarly orderedness' of the response functions f(Α .«Ι|λ .) 
and f(A .-ΐ|λ .) (Mokken, 1971, 119). In the Rasch model, similarly ordered­
ness is implied by the monotonicity condition (1.29a). In general, two di-
chotomous items i and j are correlated positively when (1.29a) holds (Mok­
ken, 1971, 131); note that this also holds for the Birnbaum model. 
To describe the data as a function of latent parameters, we have to 
estimate the parameters. Furthermore, we want to be sure that the hypo­
thesized response function indeed is a good descriptor of the data set at 
issue, so we have a teeting problem. The topics of testing and estimation 
in the Rasch model will be treated in the next two sections. 
1.2.2. Estimation 
For our discussion of the procedures for estimating the parameters of 
the Rasch model from the observations, and for testing the validity of this 
hypothesized parametric model for dichotomous item responses, we shall use 
model equation (1.16): 
θ ε. 
p(A .-1|Θ ,e.) - ^ - i - . (1.31) 
V 1 V
 * I + θ ε. 
ν χ 
There are several ways of obtaining estimators of the parameters θ 
and ε.. A simple method, suitable for hand calculation, is described and 
illustrated in Wright & Stone (1979, 2Θ-Α5). For applying this procedure 
one has to assume, however, a normal distribution of the subject and item 
parameters (o.e., 21). It will be clear that this method only gives ap­
proximate estimates; when one has access to a computer, there are better 
estimation procedures. 
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1.2.2.1. Unconditional етаиа conditional procédures 
The most comnonly used method with the Rasch model is maximum likeli-
hood estimation, and this is applied in two different ways; unconditional 
maximum likelihood estimation (UML) and conditional maximum likelihood 
estimation (CML). The methods are quite similar in the sense that the esti-
mation equations equate the marginal totals a . and a . with their cor-
responding unconditional or conditional expectations; this is a general pro-
perty of exponential distributions (Andersen, 1980b,c). 
In the unconditional procedure, the basic likelihood is 
пе ""Be. 
L(A|e,e) - V 1 (i-l,...,K;v=l Ν) , (1.32) 
which shows the likelihood of the data matrix A with entries a . (i»l,...,K: 
v-1 N) depending on the data through the marginal totals a^. and a . only. 
This illustrates again that the marginals a . and a . constitute jointly 
sufficient stacistics for the parameter vector (ε.,θ ), a fact that was 
established already in equation (1.26). From the joint likelihood (1.32) 
(for it is a function of both θ and ε, cf. Uainer, Morgan & Gustafeson, 1980, 
40), the estimation equations 
N 
β«ε,· 
a
n
, - I ^-^- (i-1 K) (1.33) 
υ ι
 v-1 1 • θ ε. 
ν ι 
are easily derived (cf. Wright & Panchapakesan, 1969; Fischer, 1974; Wright 
& Douglas, 1977a,b). Cohen (1979) gives approximate expressions for the item 
parameters in the UML approach, which could be used as starting values in 
an algorithm for solving (1.33) iteratively. 
We see that in (1.33) the subject parameters S_ are present. Thus in the 
unconditional approach one has to estimate the subject and item parameters 
simultaneously. Consequently, one has to solve both (1.33) and the subject 
estimation equations 
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Κ 5ε. 
а
 П
 = У ^-^— (ν-1 Ν) (1.34) 
i-l I + 8 г. 
ν ι
at the same tine. 
Consistency of the estimator's 
Andersen (1971; quoted in Fischer, 1974, 260) has proved that simulta­
neous maximum likelihood estimation produces, for moderate and fixed K, in­
consistent estimators of the item parameters. An estimator Τ , computed from 
a sample of N values, is said to be a consistent estimator of ε if for any 
positive a and b, however small, there is some N such that: 
Prob(|TN-E|<a) > 1-Ь (И>іЛ . (1.35) 
So Τ is a consistent estimator of ε if it converges in probability to ε 
(Kendall & Stuart, 1973, 3). 
Haberman (1977, 817, 835) has proved that unconditional maximum likeli­
hood estimators in the Rasch model are consistent if for the series Ν , К 
s s 
(Ν >K Ve; Ν , Κ -χ. for s-*») 
s s s s 
log N 
— > 0 for s — > » . (1.36) 
1/K 
Condition (1.36) can be reduced to the requirement that N approaches 1 if 
both N and К (N>K) get very large. Fixing K, the best value of N for com­
plying with (1.36) is therefore K+l. It is not clear how close N-to-the-power-
1/K should be to 1 to satisfy (1.35) for reasonably small a and b. Wright & 
Douglas (1976) found that TOIL estimates did not differ very much from the 
CML estimates (which have been proved to be consistent; see below) for 
N-500 and К between 20 and 80. Thus perhaps a value of 1.36 (500 to the 
power 20) is close enough to 1 for Haberman's condition to be approximate­
ly fulfilled. 
The proof of Haberman demonstrates that consistency is obtained when 
both N and К become infinitely large, a result which is, of course, not 
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very suited for practical purposes. It is, for instance, not too strong to 
state that the remark of Lord (1980b, 197): "Estimation difficulties are 
minimized when number of items and number of examinees are not too small. 
You may have some difficulties if K<30 or N<1000", has no practical value. 
At the moment no proof of such a result exists for the joint estimation 
of subject and item parameters in the Lord model (1.13) (Lord, 1980a, 182); 
there are in fact cases in which estimation is very difficult and even may 
become impossible in this item response model (Lord, 1980a, 184-186). 
There seems to be some simulation evidence that the inconsistency of 
the item parameter estimators in the UHL approach is correctable by means 
of the correction term K/K-l (Wright & Douglas, 1977b). The factor clearly 
demonstrates that especially for fixed and small К consistency is a problem 
in UML. Note that there does not exist as yet a mathematical derivation of 
this correction factor for the case K>2. 
An explanation for the inconsistency of the ordinary maximum likelihood 
estimators in the Rasch model was given by Andersen (1973a) in terms of the 
distinction between incidental and atmctuval parameters, first made by 
Neyman & Scott (1948); the same distinction is made by Scheiblechner (1977) 
who speaks, however, of idiosyncratic versus general parameters. The dis­
tinguishing factor between incidental parameters and structural parameters 
is their number (Fischer, 1974, 350): the number of structural parameters 
does not increase when the sample is enlarged, whereas the number of inci­
dental parameters does. As a consequence, the amount of information for 
a structural parameter increases when more observational units are added 
to the sample. In a testing situation we may conceive of the subjects as 
being represented by means of incidental parameters in the item analysis, 
and the items may be identified by a fixed number of structural parameters. 
Enlarging the sample of subjects means adding more unknown subject para­
meters to the model, so the positive effect of an extra amount of data is 
undone by the increase in parameters. On the other hand, the number of item 
parameters remains constant so that a larger subject sample implies having 
more information for every item parameter. 
Note that Haberman's result blurs this distriction somewhat because in­
creasing both types of parameters beyond bound results in consistent esti­
mation; in such case information increases more rapidly than the incidental 
parameters. 
Neyman & Scott demonstrated that maximum likelihood estimators can fail 
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to be consistent in the case of joint maximum likelihood estimation of struc­
tural and incidental parameters. That was the case in the UML procedure for 
fixed K. Thus a lot may be gained if we could eliminate the unknown and 
incidental θ out of the estimation equation for the structural ε.. This is 
ν ^ ι 
precisely what the CML approach does. 
The conditional method 
In the conditional method the incidental parameters are separated from 
the stuctural parameters by conditioning the likelihood on statistics that 
are sufficient for the former (Rasch, 1960, 1966b,d; Andersen, 1973a,c; 
Fischer, 1974; Douglas, 1980; Gustafsson, 1980a). Thus the unknown θ is con­
ditioned 'away' by replacing it by the observable a .. Since the statistic 
a . is sufficient for the parameter θ , no relevant information is lost in 
the CML approach. To estimate the item parameters £ the unconditional likeli­
hood L(a Ιθ ,ε) of the data vector a of a subject ν and the conditional 
-ν' ν — -v •' 
likelihood L(a |a
 η
,ε) of this data vector are equally useful (assuming 
θ known). 
ν 
Andersen (1973a) showed that by this conditional approach indeed consis­
tent estimators are obtained. Separability of incidental and structural ef­
fects in probabilistic models is possible only when there exist sufficient 
statistics for the incidental parameters. In the Rasch model this condition 
is fulfilled by assuming an additive structure for λ and applying a loga­
rithmic transformation on the parameters. 
To simplify'notation we will write a . as r in the sequel. Below ve 
derive the estimation equations for the item parameters by applying the ge­
neral rule 
a
oi s Ε ( Α ο ΐ Ι ν ^ · ( 1 · 3 7 ) 
Note that ve have a conditional expectation in this case. 
Equation (1.37) can be rewritten as 
N 
a
n
. a J
 E(A .|r ,ε) 
Οι
 ь
, vi' ν — 
v-1 
- Ι \ , . (1.38) 
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Because of sufficiency, Che conditional probability π . only depends on the 
. ν 
subject ν through the lav score r . The probability is the ваше for all sub­
jects having this same marginal total. Therefore, we will drop the index ν 
and write π . for the conditional probability in the sequel. In case of an 
unconditional probability (e.g. (1.15)) we will write ir . below. Thus 
Prob(+|a
v0-r,i) 
and 
іт
 і
 -: Prob(+|v,i) . 
The conditional probability ir . is equal to the ratio of p(A .»l,r|e ,ε) 
to р(г| ,ε); since r is a sufficient statistic for θ , the resultant proba­
bility p(A .«і|г, ,ε) is equal to p(A .-l|r,e). The probability p(r|e ,ε) 
is equal to the sum of the probabilities of all possible ways of obtaining 
the score r given a latent subject parameter θ , that is the sum of all the 
expressions p(a |θ ,ε) in which the sum of the elements in the subject vec­
tor a is equal to r: 
ΡΜβ,ε) - Σ P(£Je
v
.£) 
(r) ^ 
in which 
V ! 
Θ
Γ
 Σ Ι έ / 1 
V
 (r) i 1 
п(і+е ε ) 
i v 1 
* r 
Π(1 + θ e ) 
i v l 
У nej 1 . 
(r) i 1 
(1.39) 
(1.40) 
24 
and Σ means that smnmation is over all ( ) possible ways of obtaining the 
score r in a K-item test. The factor γ is called the elementary synmetric 
function of order r in the parameters £; we shall return to these combina-
torial functions later in this section . The probability ρ(Α .=1,г| ,ε) 
can be written in the same way as 
Ρ ί Α ν Γ ' . Φ ν ^ ) - I P(a
vi|ev.£> 
(r) 
a 
Γ - V 
θ
ν Σ. ^ І 
(r1) 1 
i 
(1.41) 
in which 
У 
(r1) 
means that summation is over all possible ways of obtaining the score r in 
a K-item test when a .-1, that is the sum of all the expressions 
ρ((a , — , a .»I,...,a )|θ ,ε) in which the sum of the subject vector 
(a , a .-1, ,a „) is equal to r. Because a . - ] , the item parameter ε. 
vi vi ' * vN M vi r ι 
must be present in every factor of the combinatorial expression 
Σ. Π ε / 1 (1.42) 
(r1) 1 
of (1.41). Therefore we can rewrite (1.42) as 
(гЬ i С-') І J 
.(i) (1.43) 
The synmetric function of order r-1, Y ? > is defined analogously to the 
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r-th order symétrie function (1.40), except that γ _, does not contain the 
item parameter ε.. 
Substituting (1.43) in (1.41), and dividing the resultant expression 
for (1.41) by (1.39), we finally obtain the conditional probability 
Y ( i ) 
"ri-'iT1 · <'·"> 
'r 
so that the estimation equations (1.38) become 
„ -(i) 
Y • 
a0i " ^ Ч " ^ 2 ^ (І-1,...,К) . (1.45) 
r-1 γ 
Eq. (1.44) formulates the regression of item score A . on test score 
r, i.e. the item-test гедтеввіоп. It is proved in appendix В that the item-
test regression (1.44) is a monotoneously increasing function of r in the 
Rasch model. 
Equation (1.45) may be compared to the unconditioned estimation equa­
tion (1.33). The most striking difference is of course the absence of the 
subject parameter θ in (1.45); this has as a consequence that in the CML 
approach consistent estimation of the item parameters is possible for small 
and fixed K, contrary to, as ve saw, in the UML-approach. The second dif­
ference is that all item parameters figure in the equation for ε., which 
is not the case in the UKL estimation equation. Thus in the CML-approach the 
ε. must be estimated simultaneously. The equations (1.45) contain the para­
meters ε. in implicit form and therefore they must be solved iteratively. 
The greatest problem in solving these equations lies in the computation of 
the symmetric functions γ , defined in (1.40). 
Fischer (1974) presents some recursive formulas that lighten the 
burden of computing all the symnetric functions in every iteration: 
£? •TÍ" . (1.46) 
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к ... 
ry - У ε.γ(ΐ . (1.47) 
г >, i'r-l 
ι»1 
Still, the computational problems are heavy; recently, Gustafsson (1980a) 
has shown that it is possible to devise an algorithm which is both fast 
and accurate for rather large K. 
One may wonder why so much attention is devoted to estimating the item 
parameters by means of the computationally awkward conditional procedures 
when it is known that for large К the CHL and UltL estimates do not differ 
very much, and that for small К the UHL estimates may be correctable to 
become equivalent to the estimates obtained by CML methods. The answer is 
that the CML approach enables us to use efficient statistical tests of fit 
with known statistical properties because it is possible to avoid estimation 
of person parameters in evaluations of fit, whereas in the UML approach there 
exist only approximate statistical tests, the asymptotic properties of which 
are unknown. We return to this in section 1.2.3. 
1.2.2.2. Estimation of the subject parameters 
It will not be hard to imagine that estimation of subject parameters by 
means of an analogue of the conditional estimation equation (1.45) poses 
even greater computational difficulties, since there are as a rule many more 
subjects than items. Therefore usually subject parameter estimates are ob­
tained by means of the unconditional set of equations (1.34) after the con­
ditional estimation of the item parameters (Fischer, 1974, 240). 
For the UML and CML equations to be solvable, the pattern of responses 
must satisfy certain requirements; a full list of these conditions may be 
found in Fischer 0981). 
Вауевіап estimation 
When information is available concerning the form of the subject dis­
tribution, a Bayesian approach to estimation of the θ is appropriate. This 
would for instance be the case when samples from the same population are 
tested repeatedly. Some references are Kearns & Meredith (1973, 1975), 
Sanathanan & Blumenthal (1978), De Gruijter (1980), Lord (1980a,Ь) and 
Swaminathan & Gifford (1982). A formal treatment of Bayes' theorem may be 
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found in Heathcote (1971, 141-148) whereas Navon (1978) presents a discussion 
from the viewpoint of human behavioral characteristics. 
Andersen & Madsen (1977), (see also Andersen, 1980a) have derived esti­
mators for the parameters of a normal and a log-beta density of Θ. Using 
their procedure it is possible to directly estimate the parameters of the 
population density of Θ. 
1.2.2.3. The information matrix 
The asymptotic variances and covariances of the maximum likelihood 
estimators ε for the item parameters in the Rasch model are obtained by 
inverting the Fisher-information matrix I with entries 
г a inL } (1.48) 
е.,ε. 
(Fischer, 1974, 235); the expectation E is a function of the random 
variables ε. and ê. which are the (conditional or unconditional) maximum 
likelihood estimators of the item parameters ε. and ε. respectively. The 
entries of I are a function of the model probabilities π . (π .) and π .. 
ri vi rij 
(π ..) in the conditional (unconditional) approach. The probability η .. 
is simply the product of the probabilities π . and π . because of local 
stochastic independence. In the CML approach however we cannot assume π .. 
to be equal to π .π . since π . and л . are both conditional on the subject 
ri rj η rj 
marginal total r. Instead we have 
Y(i,j) 
и .. - ε.ε.
 Γ
~
2
 (1.49) 
(Fischer, 1974, 237). Note that π ..<π .π . since 
' rij— η rj 
π .. • π (A .-la .-1)π . < π .π . 
rij г vi ' vj rj — η rj 
Using the recursive relation (1.46) we can write π .. as a simple function 
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of π . and π . . 
п r j 
Computing the second order derivativee of the syrnnetric functions 
Applying (1.46) to Y ? and γ _ , we obta in 
and 
Subtracting (1.51) from (1.50), we have 
which if ε.^ε. can be rewritten as 
ι J 
/i) _
 Y(J) 
Y ( i , j ) . j ^ г ^ ( I > 5 3 ) 
ε. - ε. ^ 
J ι 
This equation shows that the symmetric functions Y _\ need not be expli-
citely computed, which reduces the problem of computing statistics of fit 
that are based on the second order probabilities π .. considerably (See the 
r lJ τ) 
next section). To my knowledge, (1.53) is nof generally known , as for in­
stance Gustafsson (1980b, 211) remarks: 
"The greatest problem in solving the equations, which must be 
done iteratively, lies in efficiently and accurately computing 
the γ am}.their first dérivâtes with respect to each of the 
items (Y _.) and sometimes also their second order dérivâtes 
with respect to the items two at a time (γ Д )·" 
and (o.e., 213): 
"When К is large, the test is quite tedious to compute since it 
requires computation of K-l matrix inversions as well as the 
second dérivâtes of the symmetric functions" (the yC^xJ)). 
Substituting (1.53) for Y _2 i n (J·49)» w e obtain 
π .. - ε.ε. 
"J ι J 
r
(i) _
 Y(i) 
'r-1 'r-l 
(ε.-ε.)γ j ι г 
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i— ε.-ϊ-!- — ε.-?-}- (apply (1.44)) 
ε . - ε . γ ε . - ε . γ J ι г J ι 'Γ 
£j ei 
= π . π . 
η rj 
ε. - е . е. - е. 
-^І 1_LL
 ( ^., . (1.54) 
E j - ε. 
Equation (1.54) shows that the second order probability IT .. may be ob­
tained as a simple function of the item parameters ε. and ε. and of the 
first order probabilities π . and ir .. As 
ri rj 
1 K 
n. " TT У η π . 
ι Ν '-, г η 
г=І 
(η : number of subjects in score group r) is a linear combination of the 
π ., equation (1.54) may be generalized to the marginal item proportions 
π., π. and π., expected in the conditional approach: 
ε.¥. - ε.ж. 
«..--J-l 2-L . (1.55) 
1 J
 ε. - ε . 
Equations (1.54) and (1.55) also hold for the unconditional model case, as 
is easily shown: 
π .. • π .π . 
Vlj vi vj 
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8 £ i , e E j 
1 + θε. I + 6ε. 
(е.-с.)в2е. 
J—l LJ_ 
(
Е
.-
Еі
)(і+
 Еі
)(і+
 Е
.) 
е і Е
,(І+ е,) - е
іЕ
,(1+
 Е і
) 
(e,-ei)(l+eei)(l+ecj) 
θε.ε. βε.ε. 
1
 3 LJ 
(ej-Ei)(l+eei) ( E j- e i)(l+e E j) 
ε . π . - ε. π . 
J-V1 Lil (,.^ .) . (,.56) 
E j - ε.
 J 
Procedures for estimating π., from ε., е., π., and π. when e.«e. are dis-
ij ι J ι 3 ι J 
cussed in Jansen (1983). 
Having found a set of numerical values for ε that satisfies (1.45) does 
not imply that the Rasch model holds; in fact, under fairly general condi­
tions (see Fischer, 1981) there will always exist a unique solution. What 
counts is not fit per se but relative fit, which may be evaluated as a ratio 
of differently parameterized likelihoods. 
1.2.3. Teeting 
It will be argued in section 1.2.4 and chapter 7 that using the Rasch 
model as a model of measurement is the only sensible procedure by which the 
use of item marginals as indicators of the 'difficulty' of an item and con­
sequently the common procedure of comparing items to each other with respect 
to 'difficulty' can be legitimated (the same holds for comparing subjects 
with respect to ability). Since the Rasch model makes rather strong assump­
tions about the process generating the data, tests of fit are important. In 
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our discussion of testing procedures for the Rasch model we shall focus 
especially on those tests that are used in this study. 
Recently, much attention has been devoted to testing the Rasch model 
by means of assumption-specific tests. A test is assumption-specific if it 
is sensitive to violations of one model assumption only, and not sensitive 
to violations of one or more of the remaining assumptions. For diagnostic 
purposes such testing procedures are handy since they answer the question: 
which aspect of the Rasch model seems to be violated by the process gener­
ating my data? Important work on assumption-specific testing procedures 
for the Rasch model was done, independently, by Van den Wollenberg (1979, 
1980, 1982a,b,с) and Gustafsson (1980b). Before discussing assumption-spe­
cific tests, we shall briefly review a few widely used testing procedures 
for the Rasch model. 
Again, we can distinguish between procedures which are based on the 
unconditional likelihood (1.32) and methods that belong to the conditional 
approach. As before, the unconditional approach is statistically inferior 
to the conditional approach. Due to the lack of consistency of the uncon­
ditional maximum likelihood estimators for fixed number of items, the stat­
istical properties of the tests that are based upon these estimators are 
unknown. 
Wright S Fanchapakesan (1969) devised an unconditional fit statistic 
which they claimed to be distributed asymptotically according to the chi-
square distribution. Recently, this claim has been shown to be not true, 
cf. Van den Wollenberg (1979, 37-39; 1980) and Veldhuizen (1980); see also 
Whiteley (1977, 229-231). In this study the Wright-Panchapakesan goodness 
of fit test will not be used. 
1.2.3.1. Tests based on partitioning the sample 
A very simple conditional test of fit was introduced by Fischer & Schei-
blechner (1970). First the total subject sample is divided into two sub-
samples. Then both subsamples are analyzed with the dichotomous Rasch model; 
using the conditional approach the item parameter estimates Э. and 3. 
in the first and second subsamples respectively are obtained. These estim­
ates are not dependent on the subject distributions g.(€) and g.(0 of 
subsamples 1 and 2 respectively (except for precision). This implies that 
5. and 5. should be equal within chance limits. To test the difference 
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between these estimates, Fischer and Scheiblechner constructed, analogously 
to the Student t-test, the statistic Z.: 
' ι 
s
(l) _ .(2) 
Ζ. i ±—г. (1.57) 
- I ^ 1 S 
Ь т т у * ^ 
ι 
The I. are the diagonal entries in cell (i,i) of the information matrix def­
ined in (1.48). This test is also described in Wright & Stone (1979, 94-95). 
2 
These authors claim that Z. and its sum over items 
z
- l z i 
ι 
follow a chi-square distribution with 1, K-l degrees of freedom respectively. 
A) This test is widely used 
Some problems concerning the test statistic (1.57), for instance the as­
sumption that the covariance of the estimators ξ. and ξ. is zero, are dis­
cussed in Van den Wollenberg (1979, 31-34). It is concluded there that Z. 
can only be useful as a heuristic device for seeking sources of model viol­
ation; this is the way we will make use of this test. 
Another so-called split test can be obtained by plotting the parameter 
estimates <ƒ. and 3. against each other. Again, this can be used only as 
a heuristic device for spotting deviating items. A descriptive index of the 
correspondence between the two sets of estimates is then obtained by com­
puting the correlation between them. This correlation should be interpreted 
with some care, however, as Van den Wollenberg (1979, 138-141) points out. 
The most widely used test in the conditional approach is the condition­
al likelihood ratio test, presented by Andersen (1973a). In it, the sam­
ple is split into K-l level groups according to the test score a .; within 
a level group (r say) subjects have equal score a
 n
~r. Subsamples with 
r-0 and r=K are ommitted in the computation since they do not yield infor­
mation with regard to parameter estimation. Item parameters are estimated, 
on a conditional basis, both for the total sample and for every subsample 
r, yielding the conditional likelihoods L(£) (total sample) and L (€ ) 
(level group). In case of perfect Rasch homogeneity ε=? , and we can write 
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Andersen has proved that L=-21nL is distributed according to a chi-square 
distribution with (K-1)(K-2) degrees of freedom when the nunber of subjects 
η in every level group becomes infinitely large. 
The application of this test is not restricted to the case in which the 
sample is partitioned into K-l level groups. A bi-partitioning of the sample 
is sufficient for this test to work, provided the split-procedure is indepen­
dent of the scores on a subset of the items to minimize the possibility that 
these items are estimated as very difficult in one group and as very easy in 
another. An instance of such an unlucky split causing artefactual deviation 
has been presented by Van den Hollenberg (1979). 
Sample independence 
Split tests are teste of the 'sample-independence' property of the Rasch 
model (Fischer, 1974, 281f). The item parameters are estimated independently 
of the distribution of the subject parameters if conditional estimation proc­
edures are used, since then the unknown subject parameters are replaced by 
the known sufficient statistics for them; the latter influence the item 
parameter estimates only with respect to the precision of the estimators. 
By splitting the sample in such a way that g.CÇ) and g.(Ç) are different 
distributions, we are able to test the sample-independence of the estimates: 
when the Rasch model holds, the conditional estimates 3. and 5. should 
ι ι 
be approximately equal. The topic of sample-independence will be continued 
in the section on specific objectivity below (section 1.2.4). 
The split procedure 
There are many ways in which the subject sample could be bi-partitioned. 
Even in the case of perfect Rasch homogeneous data, there will exist splits 
which yield larger values of the fit statistic, a fact which can be demon­
strated as follows. 
Eq. (1.30) shows the estimated item parameters to be monotonous decreas­
ing with the item marginals a . in the Rasch model. This means that the 
(1) (2) item marginals a., and a . of two subsamples should be monotonous related 
in case of perfect model fit, since they are both monotonous related to the 
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common latent parameters σ. =σ· 3σ.; this situation is written shortly 
1 l(i) 
as 'M'. On the other hand, when the a ' are not monotonous related to the 
(2) 0 l 
a.. , denoted as -M, model fit cannot be perfect: there will be some invers­
ions in the 3. with the respect to the 3. , which implies that for at 
least two items Z. will not equal zero. From (1.55) it is easy to obtain 
Ei - 'i ' π ϋ 
е. ц. ~ π.. 
ι ι ij 
which should hold in both subsamples. Thus the splitting criterion may not 
disturb the equality 
.(1) .(1) «(2) _(2) 
π. - π . . π. -тт.. 
J Ы_ . J υ_ 
ЛІ) _ ,(!)
 ;(2) ,(2) ïï. π . . тт. ~ ι ι . . 
1 IJ 1 IJ 
which should hold etochastically (i.e. except for estimation error). When 
this equality holds for all item pairs (i,j), we have M. However, the reverse 
is not true. Even in the case of M, the equation may be violated to an un­
acceptable degree. In case of -M, this holds a fortiori. 
It will be clear that it is no difficult matter, especially with large 
N, to achieve -M while the data are Rasch homogeneous. Therefore, not all 
split criteria are permitted, for some of them may lead to an incorrect re­
jection of the Rasch model. Fischer (1974, 298) remarks: 
"Allerdings gibt es auch Fälle, in denen ohne ersichtlichen 
Grund bei Unterteilung der Stichprobe nach verschiedenen 
Kriterien (Gesamtleistung hoch-niedrig, jung-alt, männlich-
weiblich, und so fort) jeweils andere Items zu signifikanten 
Z. führen, so das mann keine eindeutigen Entscheidungen 
filien kann", 
and he concludes with respect to this (I.e.): 
"Die Frage, warum Heterogenitätvon Testmaterialien auftritt, 
ist zweifellos eines der brennendsten Anwendungsproblemen 
des logistischen Modells." 
1.2.3.2. Asawnption-Bpeoifia testa 
Split tests examine the invariance of the ICC's over different subject 
groups. It is obvious that if the analyses in the subsamples give different 
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parameter estimates, these estimates differ because of the nature of the 
split. The specific split procedure chosen can bring about a difference in 
the subgroups which comes out in the model tests. Consequently, an assump­
tion-specific test can be obtained by splitting the total sample using one 
assumption at a time. Two examples of such splits are discussed below. 
We will assume the standard error of the subject parameter estimator 
ξ to be low. Then, if r -r for two subjects ν and w we may assume that 
£ =£ы without much loss of information. In such a case we call ν and w 
latently equivalent. 
Suppose a subject ν of the first group (e.g. male) and a subject w of 
the second group (e.g. female) are latently equivalent; this means that 
the expected proportions π • and 9 . are equal, basing the computation 
r
v
i r
w
i 
on the same total group item parameter estimates (cf. (1.44)). Therefore, 
the observed proportions ρ . and ρ . should be about equal in both sub-
groups. If however the latter proportions are influenced in a significant 
way by group membership we have split on some unknown extra dimension since 
one person parameter is not sufficient to characterize the subjects. Thus 
we have a violation of the assumption of unidimeneionaiity.A simple split 
technique to detect such a violation was presented by Van den Wollenberg 
(1982a). Essentially, the split must be chosen in such a way that the two 
subsamples are characterized by different traits, and in Van den Wo11en-
berg' s 'splitter item technique' this is obtained by partitioning the 
total sample on account of the subjects' dichotomous scores on one item, 
which is removed from subsequent analyses with the Rasch model, to avoid 
the artefactual deviation effect mentioned in section 1.2.3.1. 
Another division of the sample can be obtained by the high/low split 
in which the sample is partitioned into two groups based on the raw scores. 
With this split it can be examined whether monotonioity holds for the lower 
and upper ends of the latent scale. Both for low and high subjects equation 
(1.30) should be satisfied. From the inequalities (1.28), a lack of model 
fit in the case of a high/low split can also be caused by the violation 
of the sufficiency assumption. Since in this split it is not possible that 
ζ -ξ (because r φτ always), situations in which ρ . iv . for 
ν w ' ' Mri rwi 
ΐ "ξ , are impossible and, therefore, it is, in general, not possible to 
detect violations of unidimensionality. 
These results are due to Van den Wollenberg (1979). He classifies the 
four critical Rasch model assumptions of monotonicity, local stochastic in-
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dependence, unidimensionality, and sufficiency into two groups of indis-
сгішіпаЫе assumptions: 
- monotonicity, sufficiency; 
- local stochastic independence, unidimensionality. 
The same idea can be found in Gustafsson (1980b). A motivation for the clas­
sification of local stochastic independence and unidimensionality in one 
group will be given in the next section. Dichotomous data are not so much 
of an assumption, since it is constructed. However, when the data originally 
are of a multicategory nature, and dichotomous observations have been obt­
ained by means of some 'dichotomization' procedure, dichotomicity does 
have, of course, the status of an 'assumption'. This case will be treated 
extensively in chapter 6. 
Traditional model tests have focused invariably on the first group of 
assumptions. For instance the Fischer-Scheiblechner Ζ and Andersen's likeli­
hood ratio L were almost invariably applied in conjunction with high/low 
splits or level group splits. Van den Wollenberg (1979, 1982c) has derived 
two new test statistics for the Rasch model, the first of which expliaitely 
aims at the detection of violations of the first group of assumptions (the 
Q. test), and the second of which, called Q, test, is directed at the ex­
amination of the second group of assumptions. Since these tests are relat­
ively new, we shall discuss them below in somewhat more detail. 
1.2.3.3. The Q1 and Q- teste of Van den Wollenberg 
The Q. test is, just as the L test, defined for level groups. Within 
a level group r, the observed item total a., is compared with the expected 
item total E(A
n
. ), which in the conditional approach is equal to 
Y ( i ) 
E(A
n
. )-n ε.-ϊ^- , (1.58) 
Oir r ι γ 
using equation (1.44). An important difference between Andersen's L test and 
Van den Wollenberg's Q. test is that in the latter the expected level group 
frequencies are estimated using the total group item parameter estimates £. 
Thus the latter procedure is computationally easier. 
The observed and expected item marginals for item i in all level groups 
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are compared by means of the statistic 
^ <
aOir - E ( A O i r ) ) 2 . ««Oir - E ( A 0 i r ) ) 2 q. . I { _ ϋ ϋ ™
 +
 _ » Ì E îdi£ J , (,.59) 
г-. E(A
o i r) n r - E(A 0. r) 
which can be recognized as the sum of 2(K-1) contingency table entries. Sum-
mating q· over the К items and correcting the result for mutual dependence 
of the q. gives 
«. -FT.bi · (,·60) 
ι»1 
the statistic Q . For a motivation of the correction factor K/K-l ve refer 
to Van den Wellenberg (o.e.)· According to Van den Wollenberg, the statistic 
2 
Q. is distributed as χ with (K-l)(K-2) degrees of freedom. This claim was 
supported by simulation results, both of Van den Wollenberg (1979), and 
Glas (1981). These Monte Carlo studies also showed that there is a close cor­
respondence between the Q. statistic and the likelihood ratio test of Ander­
sen; in fact, Q. and L are interchangeable as to their statistical properties. 
Just as the likelihood ratio test, the Q. test is sensitive to violations 
of the first group of assumptions only since it is defined for level groups. 
However, when applying the splitter item technique described above, the Q. 
test is sensitive to assumptions from the second group exclusively. 
As eq. (1.60) shows, usage of the Q. statistics enables us to evaluate 
the separate contributions of all К items to the total statistic, which im­
plies that Q. can be used to spot deviating items: it can be applied as a 
test on item level, contrary to the L statistic. In this respect Q. is simil­
ar to the Ζ statistic (1.57). 
The Qz test 
Suppose unidimensionality is violated, e.g. underlying the data there 
are two or more latent traits. If the subject's position on one latent trait 
is fixed, the assumption of local stochastic independence requires that the 
association between the items is zero. In the case of more than one latent 
trait, however, the subject's positions on the non-fixed traits still will 
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vary and as a consequence items still will be associated, causing a violat­
ion of the assumption of local stochastic independence. Thus violations of 
unidiraensionality might be spotted by means of violations of local stochas­
tic independence. This reasoning is due to Van den Wellenberg (1979, 115). 
In other words: if subject responses do not depend on one parameter ξ for 
which r would be a sufficient statistic (so unidimensionality is violated), 
the responses a .|r and a .|r do not satisfy (1.54). Thus, by comparing 
ρ .. to π .. as computed by (1.54), violations of unidimensionality might 
be detected. 
The Q- was derived explicitely to spot violations of local stochastic 
independence; simulational studies showed it indeed to be sensitive to 
violations of unidimensionality as well. The following contingency table 
is defined for level group r: 
i 0 
"rij 
"rij 
"rij 
"rij 
η τ η . 
In Q 2 the observed second order frequencies η .. are compared with the ex-
pec 
by: 
ted frequencies E(N . . ) , which, in the conditional approach, are given 
Ε ( Ν . . ) » η π . . - η ε . ε. 
rij r n j r ir jr 
v
(i.j) 
Y
r-2 (1.61) 
using (1.49). Note that in this case the item parameters are computed for 
every level group; hence, we have written ε. and ε. in (1.61). 
The frequencies η .· and E(N ..) are compared in the statistic 
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2 2 2 2 
qri. - _ ^ + ^ 1 _ + ^ _ + _ Α _ , (1.62) 
J E(Nrii) Wri? Ε ( ΝΓΏ) « W 
in which D-η ..-E(N . , ) . Now, r ranges from 3 to K-2, since n,.. necessarily 
rij x rij 2ij 
is equal zero or equal n. and n^_, ·· necessarily is equal to η .+n .-n . 
Van den Wollenberg claused that (1.62) is distributed as chi-square with 
one degree of freedom; this claim was shown to be true by Molenaar (1980). 
Summing (1.62) over all item pairs (i,j) in level group r and again 
correcting for dependencies of the q .., we obtain 
42(
Γ
)-|ΞΤ J.^rij · ('·«) 
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Simulational results suggest that Q.. . is distributed as χ with }K(K-3) 
degrees of freedom (Van den Wollenberg, 1979, 128). 
The level group statistics Q.. ^ can be added together to obtain an 
overall statistic Q„; such step should be applied with care however (Van 
den Wollenberg, 1979, 129). 
Simulational results confirmed that Q. does a good job in detecting 
violations of the assumption of unidimensionality in the Rasch model, and 
that it, in most circumstances, does not react at all to violations of the 
first group of assumptions. Thus Q- is an assumption-specific test. 
1.2.4. Specific objectivity 
Much work has been done with the Rasch model, both on topics such as 
testing and estimating and on the applications of it to various kinds of 
data. The reason for so much attention being devoted to one single model 
for item responses is, as we saw, that the Rasch model is statistically 
superior to other probabilistic models for dichotomous item responses. Al­
ternatively one finds in the literature on the Rasch model another reason 
for its outstanding position as an item response model: the Rasch model 
formalizes desirable characteristics of measurement (Rasch, 1961, 1966c; 
Fischer, 1974; Wright, 1977a). The attractive property that, within the 
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domain of probabilistic models for dichotomous responses, is uniquely 
possessed by the Rasch model is called spécifia objectivity. 
Earlier in this chapter we made a distinction between the statistic-
al argument and the measurement argument as motivations for using the 
Rasch model, that is for decomposing the latent parameter λ additively into 
its facets subjects and items. Specific objectivity belongs to the measure­
ment argument, for it is formulated as a theory about objectivity in 
comparisons (cf. Rasch, 1966c, 1977). 
An example of a specifically objective comparison is the relation be­
tween mass m, force F, and acceleration a, in Newton's Second Main Law: 
Thus: the force F. that acts upon a body ν with mass m causes an accelar-
ation 
F. 
a . - — (1.64) 
vi m 
ν 
which can be observed. Now suppose we want to compare two objects ν and w 
with respect to their masses m and m respectively. To this end, we let a 
force, F. say, act upon these objects, and observe the reactions a . and 
a .. The ratio comparison 
a . 
vi 
a . 
wi 
is, due to (1.64), independent of the specific force F. that was used to 
bring about the reactions a . and a .: 
vi wi 
F./m m 
гяг-г ·
 ( 1
·
6 5 > 
1 W ν 
Thus the comparison of the objects is independent of the agent i: it is 
specifically objective. This example is due to Rasch (I960, eh. VII). In 
his treatment he stresses the multiplicative conjunction of F. and m in 
(1.64), which is understandable viewing (1.65). 
In general, the comparison of two objects θ and θ from a universe of 
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objects is said to be specifically objective when the result λ of this com­
parison is the same for all agents ε. (i-Ι,...,Κ) from an universe of agents 
that are used to elicit the reactions λ . from these objects. So, analogous 
vi 
to (1.64), we have 
λ . - θ * ε. 
vi ν ι 
as a necessary and sufficient condition for specifically objective measure­
ment of either the objects ν (v»l,..,N) or the agents i (i«l K). Thus 
in a deterministic context, λ . should be multiplicatively (or additively) 
decomposable to allow for specifically objective comparisons (cf. Rasch, 
1977, 79). 
Ramsay (1975), in his review of Krantz et al. (1971), states that this 
book 
"deals with the fact that virtually all the laws of physics 
can be expressed numerically as multiplications or divisions 
of measurements" 
(o.e., 258). And on p. 262 he utters again his amazement at 
"the remarkable fact that throughout the gigantic range of 
physical knowledge numerical laws assume a remarkable simple 
form provided fundamental measurement has taken place (...)". 
Thus it seems that specific objectivity is a property of 'virtually all' 
comparisons in physics. 
Above, specific objectivity has been defined in a deterministic con­
text. In a probabilistic model, the parameters λ, θ and ε are essentially 
unobservable. Therefore, in the literature the requirement for specifc 
objectivity is reframed as the demand that the measurement model should 
allow for "probability expressions which depend on only one set of parame­
ters at a time" (Douglas, 1980, 1), and consequently specific objectivity 
is defined as follows for probabilistic models: 
"A two parameter statistical model for measuring is defined 
to be specifically objective if statistical inference proce­
dures exist such that if we intend to draw statistical infer­
ence about only one of the parameters it does not depend on 
other parameters." 
(Scheiblechner, 1979, 21), and 
"(...) the conditional distribution given sufficient statistics 
can be taken as a specifically objective statistical model." 
(o.e., 22). A similar definition is given by Fischer & Pendi (1980, 173-174). 
In a probabilistic context, specific objectivity is also called 'sample 
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independence' or 'sample-free measurement'. By these definitions specific 
objectivity in a probabilistic context becomes equivalent to the statistical 
property of sufficiency, so that, in fact, specific objectivity coincides 
with the Rasch model. Suppes (in Spada & Kempf, 1977, 22) questioned the 
possibility of finding a general formulation for specific objectivity that 
could be separated from the Rasch model itself. In a reply Fischer (o.e., 
36) admitted that "it is difficult to give a completely general definition 
of specific objectivity". 
Thus it seems that the measurement argument of specific objectivity 
and the statistical argument of sufficiency are not separated very well in 
the literature on the Rasch model. In the final chapter of this study we 
will investigate another, formal, definition of a specifically objective 
probabilistic comparison proposed by Roskam (1983). 
Whether responses can be represented by the Rasch model and, therefore, 
whether comparisons are specifically objective, is an empirical question. 
Rasch, however, (e.g. 1966c) conceived of specific objectivity as a method-
ological principle, that is, as a requirement of scientific comparisons 
among objects. When specific objectivity is accepted as a 'demarcation cri-
terion' analogous to the well-known criterion of falsiflability, many ex-
isting measurement models must be discarded as being not scientific, for 
instance the Birnbaum model. In the final chapter of this study we will 
motivate why it is reasonable to impart the methodological requirement of 
specific objectivity such importance. 
1.3. Conclusion 
In the course of the years the Rasch model has been extended into 
several variants which are all characterized by the property of specific 
objectivity, that is by the possibility of applying conditional estimation 
procedures. To avoid too lengthy an introduction, however, we postpone the 
treatment of these models to later sections in which we, by necessity, come 
to them. This holds especially for the linear logistic test model (to be 
introduced in chapter 5) and the unidimensional and multidimensional poly-
chotomous models (chapter 6). 
Other extensions, not to be treated in this study, may be found in 
Scheiblechner (1971, 1977), Kempf (1974, 1977), Fischer (1976, 1977), Kempf 
& Repp (1977), and Spada & Kempf (1977). These are all models based on con-
A3 
ditional inference that allow statistical separation of the relevant latent 
faceta. 
Having introduced the Rasch model and its assumptions in this chapter, 
we may proceed to an assumption-wise study of the problems associated with 
the application of the model on attitudinal data. Attitude measurement by 
means of the Rasch model and its special problems are discussed in the next 
chapter. 
Notée 
1. Random variables are denoted with capital letters in this study. 
2. Note that: 
1 0 0 ^ 0 1 0 <) . , 0 0 1 
γ, - ε , ε ^ - . ε , ^ • ε , ε ^ . . . ^ + ... + ε , . , . ε ^ , ^ 
Cj + ε 2 + . . . · » Εκ ( ( , ) terms) , 
1 1 0 O I O I O 0
Ж
 ^ 0 0 I 1 
ε1 ε2 * ε| ε3 + •·• + εΚ-1ΕΚ (Φ t m s ) ' 
( φ terms) 
Finally, γ. is defined to be equal to 1. 
3. Gustafsson (personal conmunication, 1962) has confirmed this. 
4. There even existed a pop group with the name 'Fischer Z' from 1977 until 
1980 ("Muziekkrant 00R", 1981, 108). 
44 
USING THE RASCH MODEL TO MEASURE ATTITUDES 2 
But an attitude is not something that can be established by 
introspection, whether in the case of our own persons or of 
others. An attitude is a dispositional or latent trait; and 
it is comparable in its theoretical status with viscosity от 
electrical resistance in physics, even if unlike the latter, 
it can be usefully defined for sociopsychological purposes 
only in statistical terms. In any event, the concept is cog-
nitively valuable only in so far as it effects a systematic 
organization of manifest data obtained from overt human res­
ponses to a variety of conditions, and only in so far as it 
makes possible the formulation of regularities in such res­
ponses. (Nagel, 1964, 172). 
2.1. Introduction 
Attitude theory is a definitoria! jungle. Fishbein & Azjen (1975, 2) 
report to have found, in a review of research published between 1968 and 
1970, more than 500 different procedures for measuring attitudes and, 
associated with these methods, numerous different definitions of an atti­
tude. Kiesler, Collins, & Miller (1969, 1) state that there has been no 
single definition of attitudes acceptable to all who do research on atti­
tude change. An attitude is, for instance, defined as "the intensity of 
positive or negative affect for or against a psychological object" (Thur-
stone, 1946, 39), or as "consistency in response to social objects" 
(Campbell, 1950, 31). The former definition, which was adopted by Edwards 
(1957) in his book on attitude measurement, describes an attitude as an 
affect, that is as a subjective state, so it is a 'mentalistic' definition, 
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whereas the latter one gives a description from a behavioristic viewpoint. 
A very broad definition of an attitude would be "a learned predis­
position to respond in a consistently favorable or unfavorable manner with 
respect to a given object" (Fishbein & Azjen, 1975, 6), but, again, this 
definition poses more questions than it answers. What do we mean, for in­
stance, by consistency, and how should a word such as 'predisposition' be 
understood? 
There has been some progress nade, however, in attitude theory; both 
Kiesler, Collins, & Miller and Fishbein & Azjen stress the point that the 
definition of an attitude should correspond closely with the operational 
definitions used to measure them. Still, they start from the definition of 
an attitude and only afterwards reach the stage of measuring it. Fishbein 
& Azjen (1975, 6) for instance, remark that "conceptual definitions will 
be most useful when they provide an adequate basis for the development of 
measuring procedures without trying to elaborate on the theoretical meaning 
of the concept", but they do not make the next step: to reverse the tradi­
tional attitude research procedure by, first, defining a set of attitudinal 
items and, second, introducing 'attitude' as a theoretical construct via 
this instrument, that is by studying the model representations of the data 
that were gathered by it. 
Proceeding in this way, there is no need for operationalizations of 
some concept that was previously theoretically defined. We find, as it 
were, properties of an attitude in our data by identifying these with charac­
teristic features of a representation, in some model, of attitude items; the 
model is the measurement model we choose to apply. Of course, there are dif­
ferent ways of collecting data about social psychological phenomena and 
therefore different model representations of an attitude, but, when these 
models are formulated in a formal language, comparisons of these different 
'attitudes' could be made through a formal translation procedure of one mo­
del into another; the same holds, a fortiori, for the case in which different 
formal representations of the same data set are possible. 
An extensive discussion of this approach from the viewpoint of methodo­
logy can be found in Roskam (1979, 1982). In the English зшапагу of this 
1979 study. Roskam states (p. 114): 
We find that a strictly empirical approach is succesful if 
it does not start from hypothetical constructs but tries 
instead to discover structure in data, which will then lead 
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Co Che development of (new) concepts. Wich this approach, 
we find thac Che usual operationalism is superfluous, since 
concepts are immediately empirically defined. In the course 
of Che research, Che empirical concent of concepCs is en­
riched as one invesCigaCes new hypotheses concerning those 
structures or concepts which were previously identified." 
The latter point will be illustrated in our discussion of the assump­
tions of monotonicity and dichotomization in the Rasch model. 
An attitude is indicated by the measuring aid of an attitude item. 
Modelling the latCer item by means of item response theory, e.g. the Rasch 
model, it is possible to study the theoretical construct of an attitude in 
a formal context. If attitude items comply with the model representation 
chosen, they are characterized by properties of that model. By studying 
attiCude items in a formal way, we may learn something about an attitude 
(cf. Roskam, 1981a, 200, on studying intelligence through formal represent­
ations of intelligence items). 
So, in this study, it will not be a matter of trying to measure a 
previously defined attitude by means of the Rasch model. On the contrary, 
we study an attitude through the Rasch model: a subject's attitude is in­
dicated by the parameter ζ that is obtained by applying the Rasch model 
succesfully to a set of attitude items. To do this, a definition of an 
attitude item is needed; some examples are given below (see (2.3b) and 
(2.4)). 
Now of course such an approach can only be fruitful if the properties 
of the attitude so represented are, in some way, in agreement wich more Chan 
fifcy years of accitude research in social psychology. In this research 
tradition, there are, however, a number of long-standing controversies and 
by our choice of the Rasch model as a means for measuring attitudes we have, 
implicitely, taken a stand on several of these topics of disagreement. Some 
of the points of controversy are (cf. McGuire, 1968; Fishbein & Azjen, 1975): 
- attitude as a response or as a readinese to respond; 
- the organization of an attitude; 
- the kind of consistency implied by the definition of an attitude; 
- in what way can an attitude be said to be a predisposition'! 
Our answers to these questions must be based on a study of the Rasch model; 
for the sake of clearness we will repeat therefore, the basic formula (1.15): 
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(2.1) 
By our choice of a probabilistic latent structure model, we have re­
solved the first point of discussion by agreeing with the conceptualization 
of an attitude as a readiness to respond. This readiness is represented in 
the model by the subject parameter ξ. For each value of ξ, there exists a 
probability of agreeing with an item. The value of this probability depends 
not only on ζ however but also on an item-dependent factor a in the Rasch 
model. Thus, the actual response is determined by a factor that is indepen­
dent of the subject, and it must, therefore, be identified with the mani­
festation of a subject's attitude in a specific situation, not with the 
subject's attitude itself. We return to this in our discussion of the last 
topic of disagreement below. Note that this interpretation of the probabi­
listic nature of the Rasch model is based on the assumption of rntnzsubject-
stochasticity of the response process, and that it rejects the view of 
item responses being deterministic within subjects and stochastic over 
subjects. 
Using the Rasch model it is possible to test whether the responses can 
be described as being determined by a one-dimensional factor, viz. the Ç-
scale: a single subject parameter determines the response to each item from 
the universe of items. If the data comply with the Rasch model as a measure-
mental representation, they are, in this respect, homogeneous. This does not 
mean that it is not possible to look for determinants of an attitude, as for 
instance Fishbein (1963) does in his expectancy value theory, which relates 
the attitude of a subject towards an object to the subject's intentions 
regarding the attitude object and to the subjective evaluations associated 
with those intentions. We will return to this in section 2.2. 
'Consistency' can have different meanings and the question is which in-
terpretation we have selected by defining an attitude to be indicated by the 
subject parameter ζ of measurement model (2.1). Fishbein S Azjen (1975, 6-8) 
distinguish three types of consistency with respect to attitude definitions: 
stimulus-response consistency, response-response consistency, and evaluative 
consistency. Since in this study the data are restricted to be of the ques-
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tionnaire type, i.e. consist of the dichotomous or polychotomous responses 
of N subjects to К items, stimuli are identified with items in this context. 
A response to such an item stimulus vas represented in chapter 1 by the 
binary observable a . in the case of dichotomous items. In the sequel the 
words 'item', 'stimulus', and 'item stimulus' will be used interchangeably. 
Stimulus-response consistency means that a person may be observed to 
consistently make the same response in the presence of a given stimulus. 
Since by our modelling (2.1), the attitude is indicated by a parameter ξ 
that is related to a manifest response a . in a probabilistic way, the 
consistency characteristic of our implicit attitude theory is not of the 
stimulus-response kind. 
Response-response consistency involves the degree of consistency be­
tween different responses to the same attitude object. In this case, the 
presentation of a stimulus need not invariably be followed by the same 
response; instead of this, the requirement is that the various responses 
elicited by different stimuli are consistent with one another. In terms of 
the Rasch model, response-response consistency implies that the expected 
item responses a . and a . of subject ν are in some way consistent with 
one another; the exact meaning of 'consistency' is, however, unclear. One 
could for instance, view the Rasch model property of double monotonicity, 
formulated in (1.29), as an indication of response-response consistency, 
since it formulates a requirement for the observables. It might be possible 
to formulate analogous conditions for the observables for the other model 
assumptions as well. This suggests that response-response consistency may 
be equivalent to the Rasch model in general, that is: to the validity of 
the Rasch model for the data. So we assume that response-response consis­
tency is to be identified with ecalabitity in our approach. Note that, 
as a consequence of this interpretation, response-response consistency 
changes when the model of data analysis changes, e.g. a different kind of 
consistency is assumed for nonmonotonous items than for monotonous items. 
Fishbein & Azjen (1973, 8) report that "to the best of our knowledge, 
none of the common attitude-measurement techniques rely on the notion of 
response-response consistency". This is a result of the fact that they do 
not have a clear criterion of consistency in their context, as they frank­
ly admit (o.e., 6). So here we see the advantage of studying an attitude 
through a measurement model such as Rasch'β. 
Having established a complete reduction of the Rasch model to response-
49 
response consistency, 'nothing is left', as it were, for the third kind of 
consistency, evaluative consistency, when modelling an attitude by (2.1). 
Fishbein & Azjen (1975, 7) describe it as the constancy of the overall 
favorability or unfavorability expressed by a subject's responses toward 
some object. As the evaluative or affective aspect has been most frequent­
ly regarded as the most distinctive feature of an attitude (see for in­
stance the discussion of the semantic differential of Osgood, Suci, & Tan­
nenbaum (1957) in ch. 3), we inevitably reach the conclusion that the for­
mal representation of an attitude item by means of the Rasch model (2.1) 
is not sufficient to distinguish it from an intelligence item or from an 
item of a personality inventory. 
Thus a consequence of our approach is that it is not possible to se­
parate, on a formal basis, an attitude from a personality trait or from an 
intelligence factor. What we observe are item responses, and these record 
the degree of agreement or disagreement the subject expresses with regard 
to a certain item. Depending on the response content we infer that we are 
investigating attitudes, or personality traits, or factors of intelligence. 
The same model is used to measure ability or to measure attitude or to 
measure something else, but this does not mean that these terms represent 
intrinsically the same concepts; we only treat them in the same way. A 
necessary conclusion of this is that psychological concepts must be iden­
tified with stimulus and response features that are not represented in the 
model; this does not mean, however, that it will not be possible to model 
what are essentially content factors in the near future. In the opinion of 
the author it even is imperative to define psychological concepts as atti­
tude or trait in terms of formal characteristics of stimuli and responses. 
To clarify this point, we briefly give a very, very simple instance of 
the way responses determine the object of the study: 
- intelligence (cognitive, knowledge, problem solving): (2.2) 
"The solution to problem Y ie Χ"; 
- attitude (evaluative, affect, evaluation of an object): (2.3) 
"I like X" ; 
- personality (conative, tendency, state): (2.4) 
"I will do X in situation Y" 
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So Che ваше item, for instance the statement "A lot of people are opposed 
to nuclear energy" may yield information for intelligence research, for 
attitude research or for personality research, by combining it with a cog­
nitive response format ("false/true?"), an evaluative format ("like/do not 
like?") or a conative format ("would you join/not join?"). With this parti­
cular example either the subject's knowledge about the current state of 
acceptance of nuclear energy may be investigated, or his attitude toward 
nuclear energy, or his locus of control (internal versus external). 
The impact of different response formats can also be illustrated by 
comparing the definitions of attitude items and involvement items accord­
ing to Guttman's definitional system of facet theory (Levy, 1978, 302). 
Attitudinal items are defined by Guttman as follows: 
An item belongs to the universe of attitude items if and 
only if its domain asks about behavior in a cognitive/ 
affective/instrumental modality toward an object, and its (2.5) 
range is ordered from very negative to very positive to­
ward that object, 
whereas the following tentative definition for involvement has been suggest­
ed by Levy (I.e.): 
An item belongs Co the universe of involvement items if and 
only if its domain asks about the amount of contact in a 
cognitive/affective/instrumental modality with an object, 
and its range is ordered from very low to very high amount 
of contact with that object. 
Definition (2.5) adds to our instance (2.3) the important quality Chat a 
prerequisite for different items measuring the same attitude is Chat they 
ask for the subject's evaluation of the same attitude object. 
There is still one controversy left: what interpretation should be 
given to the dispoaitional nature of an attitude? The subject parameter ζ 
of response model (2.1) is fixed for the item set at issue. This means that 
the subject's responses to the К stimuli are generated, in a probabilistic 
way, by one and the same attitude position. Thus there is some pattern in 
these responses, and this pattern is due Co a constant subject factor (and, 
of course, К item-specific factors). By this, we assume that an attitude 
is comparable to a personality traic in ics cross-situational consistency. 
Since Mischel (1968), this assumption has been challenged frequently; for 
an overview of this controversy and for a description of Che differenC po­
sitions in it (e.g. personaiism, situacionism, interactionism) we refer the 
reader to Hettema (1979, 1980). It is still possible to defend the personal-
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istic view (as ve do), although it might be moderated somewhat, for instance 
by introducing consistency as a mediating trait (cf. Bern & Allen, 1974; 
Fey & Gazendam, 1980; Jansen & Van der Maesen de Sombreff, 1983); this 
means that for some subjects responses are determined by intrinsic factors 
(e.g. attitude positions) but for other by situational factors. Thus, again, 
our modelling of an attitude does not run counter to accepted views of 
social psychology. 
It may be asked what the measuremental status is of this latent atti­
tude score ξ. The ξ lies on a difference scale because the difference (ξ-σ) 
lies on an absolute scale. This means that it is possible to unambiguously 
write down an equation such as 
Sv = 4, + 2 ( θν- β χ ρ ( 2 )ν · 
This is, however, just a formula, and things change if ve try to interpret 
it. In case of θ representing an attitude of some subject. Narene' remark 
holds that "it is not at all obvious as to what corresponds empirically to 
the highly structured, abstract concept of multiplication by a positive 
real" (Harens, 1981, 250). As long as we have no theory as a guide for the 
interpretation of the operation that is represented in the mathematical mo­
del equation, it does not make sense to translate it as: 
Subject v's attitude is two units more than subject w's. 
Such an attitude theory does not exist at the moment. This situation may be 
compared to the measurement of warmth in modern physics, which is described 
by Shepard (1981, 23) as follows: 
"It was the considerably later developments of thermodynamics 
and the kinetic theory of heat that furnished the structure 
necessary for the transformation of the original, intuitive 
notion of warmth into the present, fully articulated concept 
of temperature. (...) Apparently, then, the interval and ra­
tio properties of the thermodynamic scale of temperature can 
be fully justified only by reference to physical theory." 
Thus the result of applying the Rasch model to an attitude questionnaire can 
be at best an ordinal attitude scale, which implies that we can only rank 
order the respondents for the intensity of the attitude at issue. 
Because of this, one can ask what are, then, the advantages of trying 
to measure an attitude by means of the Rasch model; this question will be 
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answered in the next section. There are instances of applications of the 
Rasch model to attitudinal data; a number of them will be presented in sec­
tion 2.3. From these examples, it will be inferred that there are some 
hindrances to obtaining an acceptable fit of the Rasch model to attitude 
data. Studying an attitude item through the mathematical model (2.1) has 
implications for the way the concept 'attitude' is conceived. Some of these 
consequenses we have already discussed above; there still remain, however, 
results that are more closely linked to the Rasch model itself, that is 
to the five basic assumptions of the Rasch model. Therefore, the discus­
sion in section 2.A will be structured according to these assumptions: di-
chotomous data, monotonicity, local stochastic independence, unidimensio-
nality, and sufficiency. The final section (2.5) of this chapter contains 
some conclusions. 
2.2. Advantage of analyzing attitudinal data by means of the Rasch model 
The motivation for using the Rasch model as a means for carrying out 
measurement hinges on its unique property of specific objectivity as we 
saw in section 1.2.4. When the data comply with the model (a checking of 
this is called a 'Rasch analysis') it is possible to compare, in a proba­
bilistic way, the subjects independently of the set of items actually 
selected from the pool referring to the same universe of content. Because 
of this, a Rasch analysis results in a one-dimensional subject order that 
is independent of the item set being used but that depends, of course, on 
the population of items, i.e. on the behavioral domain represented by the 
items. Therefore, the Rasch model is the only sensible way of establish­
ing the homogeneity or 'intrinsic unidimensionality' of a response domain. 
When the data can be represented by the model, the items are indicative of 
the same construct (represented by the parameter ξ in the model) in the 
вате way (because of the item-independence of the model). Thus the advan­
tages of applying Rasch analyses are in the first place methodological; 
we have seen in chapter 1 that they involve a number of statistical advan­
tages as well (see also chapter 7). 
A consequence of sample-free measurement is that we are free in the 
selection of items (except for the precision of subject measurement), having 
constructed a Rasch homogeneous item pool.This is an additional advantage. 
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An analogy 
He have seen that in a probabilistic model for dichotomous responses 
specific objectivity is equivalent to sufficiency of simple sum statistics 
which implies that the subject sum a „ is a sufficient statistic for the 
vO 
subject's attitude ς toward some object. This property of the Rasch model 
enables us to draw a parallel between a variant of Fishbein's expectancy 
value model and our attitude model (2.1). Fishbein & Azjen (1975) hypothe­
size that a subject's attitude position is determined by the weighted sum 
У I .e . . (2.6) 
I . represents a specific intention i of subject ν toward the attitude ob­
ject; it is defined more abstractly as the subjective probability of per­
forming a specific behavior i (o.e., 12-13); the coefficient e . represents 
the subjective evaluation of the latter behavior. 
Formula (2.6) resembles the expression 
^а
у
.а. , (2.7) 
for the sufficient statistic for ζ in the Birnbaum model in which ß."0. 
ν ι 
The indicator a . may be seen as the analogue of I . when it indicates the 
vi ' vi 
agreement or disagreement of subject ν with an item i describing a specific 
behavior toward the attitude object. For a. to be the analogue of e ., the 
latter coefficient should be independent of v. When e . is independent of 
both ν and i, (2.7) becomes the analogue of the sufficient statistic a . 
of the Rasch model. Continuing the analogy, we give below an 'attitudinal' 
interpretation of the item parameters ο., a., and β. of the Birnbaum and 
Rasch models. 
As we saw in section 1.1, the model parameter a. is interpreted as the 
difficulty of the behavior described in the item: it represents the hindran­
ce to agreeing with the item. For instance, the item: 
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Item i: I accept nuclear energy in the sun yea/no , 
probably will be much easier to agree with than the item: 
Item j: I accept nuclear energy in my garden yes/no . 
The items can be compared for their difficulty through the expected res­
ponses E(A .) and E(A .) of a subject (eq. (1.30)). 
The item discrimination parameter can be related to characteristics of 
attitude items by means of the following analogy between item response 
theory and factor analysis. 
It can be shown that, for the normal ogive model (1.13) with guessing 
parameter equal to zero, a. and the item-test biserial correlation are 
"approximately monotonie increasing functions of each other" (Lord, 1980a, 
33) provided θ is normally distributed in the group tested. In the latter 
case however, the latent trait of the normal ogive model is equivalent to 
the common factor of the items (section 1.2.1.1); therefore, in such a case, 
the item-trait correlation is equivalent to the loading of the item on the 
common factor of the items. Considering the small numerical differences 
between the normal and logistic models, this may be assumed to hold for the 
Birnbaum model as well. And so there probably is a close correspondence be­
tween the discrimination parameter a. of the Birnbaum model and the loading 
of the corresponding item on the comnon factor of the set of items based on 
tetrachoric correlations (Lord, 1980a, 30-40; Muthén & Christofferson, 1981, 
411). Note that this reasoning is only intended to give some insight into 
the interpretation of factor loadings (or item-trait regressions) vis-a-vis 
the Birnbaum or Rasch model; it is not an exact proof. For a further discus-
sion we refer the reader to McDonald (1981). 
Since a factor loading measures the degree to which an item represents 
the trait at issue, it may be called the saliency of the item. Note that 
saliency is defined in terms of a formal characteristic of an item, just as 
are discrimination and difficulty. Via the feature of saliency, we can re-
late the item discrimination α to a property of attitude items. 
Analogous to the linking of θ to item social desirability (v.i_), we may look 
for item features that are related to saliency. E.g., low saliency may go 
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together with a large distance between the respondent and the situation 
described in the item (cf. item (a) below) or with the low realistic value 
of the item (item (b)), and high saliency may be found for 'hot' issues 
(items (c) and (d)). 
The Rasch model requires that all slope parameters be equal. Thus, by 
the Rasch model, the saliency of an item with respect to the attitude object 
should be the same for all items. Suppose subjects both rate the judged 
relevance of statements with respect to some specified topic and indicate 
their agreement with these statements. Then a subsequent Rasch analysis 
may yield knowledge about the relation between saliency and subjectively 
judged relevance. When itans of about equal relevance together constitute 
a Rasch homogeneous scale, the items' saliency scores can be assumed to 
represent measures of the relevance; furthermore, it would be proved then 
that judged relevance depends only on the items (e.g. e. instead of the 
coefficient e . of the Fishbein model). 
vi 
This interpretation assumes that saliency and difficulty can be in-
dependently varied in attitude items, for they are independent item charac-
teristics in the Birnbaum model. Therefore, we will give an illustration. 
Suppose the attitude object is nuclear energy and we have the following it-
I accept nuclear energy: 
(a) on the moon yes/no; 
(b) in my garden yes/no; 
(c) when the problem of nuclear waste materials 
has been solved yes/no; 
(d) under the present safety conditions yes/no. 
The difficulty and saliency levels of these items may be as follows: 
(a) 
(b) 
(c) 
(d) 
difficulty 
low 
high 
low 
high 
saliency 
low 
low 
high 
high 
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Responses to the items (a) and (b) presumably will not distinguish sharply 
subjects who are high on the latent trait from subjects who are low on the 
trait, or, in other words, the item-trait correlations for these items are 
expected to be low. 
Finally, the Birnbaum model may contain an item-dependent parameter β.; 
since β. is equal to the limit of Prob(+|v,i) as ξ •*--, it essentially gives 
the probability of responding positively to an item when the subject's trait 
score is very low. Therefore, it is interpreted as a guessing parameter in 
the context of intelligence research. In the case of attitude items, β. may 
be interpreted as representing the attractiveness of an item regardless of 
the subject's attitude. Thus, it may represent e.g. the 'social desirability' 
as determined by the item (and not by the subject: it is not a trait in this 
interpretation). For example, it seems likely that at present even for the 
most sexistic respondent from the Dutch universities there will be some non-
negligible tendency of agreeing with the item "every university should have 
a department of 'female studies'". 
2.3. Some applications of the Rasch model to attitudinal data 
In section 2.1 we have discussed some consequences of defining an atti­
tude by means of the Rasch model. Other implications of our approach will 
be introduced by means of an illustrative discussion of some applications 
of the Rasch model to attitude questionnaires. Mostly, such questionnaires 
are analyzed by means of classical procedures (cf. Edwards, 1957, 1970; 
Nunnally, 1967, 426-558; Scott, 1968; Kiesler, Collins, & Miller, 1969, 
1-38; Dawes, 1971; Fishbein & Azjen, 1975, 53-106; Jaspars, 1981, 205-213). 
Some of the authors to be considered below conducted both classical analyses 
and Rasch analyses, notably to study the different impacts of the methods on 
item selection and item elimination. In chapter 3 we will give an example 
of such a multimethod analysis. 
We do not intend to present a complete overview of all applications of 
the Rasch model to attitude data. Instead, we have concentrated on those 
studies that draw attention to a number of topics that are treated subse­
quently in the chapters 3, 4, 5, and 6. 
Wakenhut (19741 
Wakenhut (1974) investigated the possibility of measuring three social/ 
political attitudes (sexual morality, communism, liberalization of criminal 
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law) with Che aid of the Rasch model. As a starting point for his item eli­
mination technique. Wakenhut used an already existing item pool, contain­
ing about 120 items, for each attitude. Each item pool was analyzed with the 
2 
Rasch model (using some previously gathered data) yielding an overall X -
2 
value and individual χ -values for the items (Fischer-Scheiblechner Z-test) 
measuring the deviation of the item set and of the separate items from 
Rasch homogeneity. If there was a significant deviation from Rasch homoge-
2 
neity for the item set, the item having the largest X was eliminated and 
the resulting item set (now 119 items) was, again, submitted to an analysis 
2 
with the Rasch model. This procedure was repeated until the overall χ -
value was no longer significant; in such a case, the resulting items were 
assumed to form a Rasch homogeneous scale. 
For brevity, we shall denote this procedure as IRR, which stands for 
Iterative Reduction Rasch analysis. An example of the IRR-procedure will be 
presented in chapter 3. A criticism of the procedure applied by Wakenhut 
may be found in Jansen (1981a, 29-31). 
IRR of the three item pools produced three Rasch homogeneous item sets, 
each consisting of about 30 items, which were used to collect new data 
(№477). Subsequently, these data were analyzed by means of the Rasch model. 
None of the three item sets appeared to be Rasch homogeneous in this phase. 
Wakenhut (1974, 85-88) gives two reasons for lack of model fit of an 
item: violations of the monotonicity assumption and violations of local eto-
ohastia independence. The first condition, monotonicity, was checked by 
plotting the empirical item-test regression curves. In the Rasch model this 
regression is equal to the conditional probability π ., which was given 
in eq. (1.24) and which is a monotoneously increasing function of r (proof 
in appendix B). Replacing π . by its unbiased estimate η ./η , the empirical 
item-test regression curve should also be a monotoneously increasing function 
of r for items complying with the Rasch model. 
In chapter 3, we will give an example in which the monotonicity assump­
tion of the Rasch model is checked, in an approximate way, using quite an­
other procedure. It should be stressed, though, that violations of this as­
sumption can be spotted by means of the conventional high-low split tests, 
as was stated in section 1.2.3.2. 
There was no checking of local stochastic independence in Wakenhut's 
study. Since the items originally were of a multicategory nature, response 
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categories ranging from "fully agree" (6) to "fully disagree" (1), the 
responses had to be dichotomized. A category of indifference was absent, so 
that the choice of the dichotomization point seemed to be non-arbitrary (Wa-
kenhut, 1974, 74-75). 
Henning (1974) 
Henning (1974, 1976, 1978) tried to measure three attitudes by means of 
the Rasch model. Before undertaking a Rasch analysis, however, he tried to 
detect items that almost certainly would deviate from the model on account 
of nonmonotonicity. The preselection method Henning chose is the scaling 
technique introduced by Mokken (1971). This method, which is based upon the 
idea of holcmorphism (Rasch, 1960, 169), will be discussed in more detail 
in the chapter on preselection methods (ch. 3). In the same chapter we dis-
cuss Henning's checking of item monotonicity by means of the item intercor-
relatione. 
The results Henning found could not give a decisive answer concerning 
the relation between the Rasch model and the specific method of preselection 
(cf. Jansen, 1981a, 31-34). There was, for instance, no correspondence be-
tween items that were found to be 'suspect' in the preselection and the 
items deviating in the subsequent Rasch analysis. So Henning had to conclude 
that, at the item level. Rasch analysis and the preselection method at issue 
did not agree. 
Two attitude questionnaires (for 'Self-esteem', and for 'Machiavellia-
nism') fitted rather well to the Rasch model; the third one ('Enjoyment and 
Modernity') did not. The reason for the lack of model fit was sought in the 
violation of monotonicity by some of the items. Henning (1974, 140-166) 
devoted an entire chapter to monotonicity; the solution he proposed was 
discussed above: he tried to garantee the necessary monotonicity of the 
items by means of a selection method that is applied before an analysis with 
the Rasch model is undertaken. Apparently, the pieselection method Henning 
chose to apply did not work. 
Stapf (1970) 
Most of the attitude questionnaires are of a multicategory nature, 
whereas the Rasch model in its simpliest form (eq. (2.1)) requires dichoto-
mouB data. Therefore one has to make a cut in the response scale such that 
one end becomes "no" responses scored zero, and the other end "yes" respons-
es scored one. (Of course, an alternative is to apply a Rasch model for mul-
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tïcategory items, cf. chapter 6.) Defining such a cutting point will be call-
ed a diahotomization. When the response scale contains a category of indif-
ference (e.g. "don't know") dichotomization may not be obvious. 
Special attention was devoted to the problem of this middle category or 
neutral category by Stapf (1970). He suggested the following criterion of 
neutrality: Suppose category g is nominally neutral. Perform, then, two 
dichotomous Rasch analyses: an analysis in which g is incorporated with the 
"yes"-categories, and an analysis in which g is classified as being indi-
cative for a "no"-answer. If the results of these analyses agree, category 
g can be said to be 'truly neutral'. In chapter 6 we will give an answer 
to the question of whether this really gives us a criterion of neutrality; 
it will be argued there that by Stapf's method we would have to assign every 
category the label 'neutral' if one of the categories has been labelled neu-
tral. 
Stapf (1970) constructed a scale for the attitude toward punishment. 
Just as Henning, he eliminated 'bad' items before he undertook a Rasch ana-
lysis. His item selection procedure was rather simple: An item to which more 
subjects say "no", should describe a more severe kind of punishment than 
an item that is, as to say, 'easier'. Thus, the item marginal a^. should 
decrease with the intensity of the punishment described by the item, which 
implies that the item parameter a. increases with this aspect of the item 
content. Item intensity was estimated by a rating method. A number of gra-
phical tests for sample independence showed that the selected items (K*9) 
constituted a Rasch homogeneous scale (Stapf, 1970, 111-113). 
Stapf's procedure for checking monotonicity was formulated in terms of 
item content. In the sequel, items complying with such a content criterion 
will be denoted as substantially monotonous. 
Ace i Barth (1973) 
Асе & Barth (1973) evaluated the fit of several attitude questionnaires 
to the Rasch model; generally, the results were discouraging. They refer to 
a former study of the first author (Ace, 1972), in which the same observa­
tion of a lack of model fit was made. 
Ace & Barth applied several dichotomizaticns to the response scale, 
which was a 7-point rating scale ranging from "not at all..." to "extremely..". 
It appeared that the way the original polychotomous data were dichotomized 
has an influence on the observation of Rasch homogeneity: with some dichoto-
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mizations a better fit to the Rasch model was obtained than with others. 
Thus there seemed to be an interferenae between conformity to the Rasch mo-
del and the dichotomization applied in the Ace & Barth-data. 
Andereen & Madsen (1977) 
Andersen & Madsen (1977) got an excellent fit of A attitude-like items 
to the Rasch model. The items consisted of situations of conflict to which 
the subjects could respond with a 'universalistic' attitude (scored 0) or 
a 'particularistic' attitude (scored 1). Unanswered items were scored 0 too, 
so the original data were trichotomous and had, therefore, to be dichoto-
mized. 
This study may be compared to the research of Ace & Barth; it is to a 
certain degree somewhat disappointing that Andersen & Madsen only tried one 
dichotomization. What would their results have been if unanswered responses 
were incorporated with the 'particularistic' side of the final dichotomy? 
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Andersen & Madsen tried to fit a normal density N(y,o ) to the latent 
density g(Ç). However, since many more subjects with raw score zero were 
observed than would be expected under this assumption, they did not succeed. 
A guess was that this bad fit was caused by the dichotomization procedure, 
i.e. classifying both unanswered and universalistic responses as zero might 
have been inappropriate. 
Andrioh (1978a) 
Another example to be discussed here consists of a study conducted by 
Andrich (1978a). In this study, Andrich develops a variant of the Rasch mo-
del that is suited for the analysis of multioategory items, which circumvents, 
of course, the necessity of having to dichotomize the items. At the same 
time, the model is directed at giving a theoretical (testable) base for the 
Likert item scoring procedure, viz. sunmated ratings. In an application of 
this new model to a set of polychotomous items, a marginal fit was found. 
From this analysis, some conclusions regarding the position of the middle 
category were drawn; in particular, the proportion of subjects who scored 
this neutral category was consistently overestimated by the model (in 30 out 
of 32 cases). 
Even from this brief overview of only a few of the applications of the 
Rasch model to attitudinal data, a number of recurring problems emerge. The 
next section is devoted to a classification and, in a few cases, deeper 
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discussion of these problems. 
2.4. The assumptions of the Rasch model and attitude measurement 
The applications discussed in the previous section encountered problems 
that can be classified broadly, into two main categories: problems having 
to do with the monotonioity assumption of the Rasch model, and questions 
concerning the need to generate dichotomous data. 
2.4.1. Monotonioity 
Under the heading 'monotonicity' we classify methods aimed at selecting 
more or less monotonous items. Wakenhut and Henning used so—called methods 
of preselection, based upon item test regression, item intercorrelation or 
holomorphism, whereas Stapf looked for items that would be monotonous because 
of their content, so he aimed at, as we have called it, substantial monoto-
nicity. It appeared that Wakenhut's and Henning's approach did not work out 
very well, whereas Stapf's did. 
The reason for these methods of preselection failing to comply with 
a subsequent Rasch analysis will be discussed in chapter 3. In this chapter, 
we will study several of these methods in a theoretical way; they nearly all 
will appear to be characterized by flaws which have, essentially, the same 
cause. In addition to this theoretical study, we will give, in the same chap-
ter, an example in which several classical methods for analyzing an attitude 
questionnaire (e.g. item analysis, factor analysis) are compared with each 
other and with a subsequent Rasch analysis as regards their sensitivity to 
violations of monotonicity by the items. 
The topic of substantial monotonicity is taken up, then, in chapter 4. 
The complement of monotonicity is, of course, nonmonotonicity, and therefore 
chapter 5 is devoted to a discussion of the relation between item nonmonoto-
nicity and the Rasch model. 
2.4.2. Diohotomization 
Under the heading 'dichotomization', we classify the position of the 
category of indifference in a dichotomization (Stapf, Wakenhut), the rela-
tions between several dichotomizations and subsequent Rasch analyses of the 
same multicategory item set (Ace & Barth, Andersen & Madsen), analyses on 
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the original multicategory data using polychotomous models (Andrich), and 
the validity of the Likert scoring technique (Andrich). These aspects o£ the 
application of the Rasch model to multicategory attitudinal data, vili be 
discussed in chapter 6 via a general study of the dichotomization of multi-
category data in the Rasch model. 
There remain three Rasch model assumptions: local stochastic indepen­
dence, unidimensionality, and sufficiency. For completeness, they will be 
treated briefly in the next three sections. 
2.4.3. Local'-stochastic independence 
Local stochastic independence requires that for a given subject res­
ponses to the items are stochastically independent, and that for a given 
item subject responses are stochastically independent. Thus it is violated 
whenever there is a relation either between the responses of the same sub­
ject to different items, or between the responses of different subjects to 
the same item. 
Violation of local stochastic independence can be caused in various 
ways, for instance by memory effects in a subject or by content similarity 
between items. In such cases responses are not only determined by the latent 
trait, represented by ζ and σ. for a single instance, but also by other 
subject-dependent or item-dependent factors. Thus, in general, in the Rasch 
model local stochastic independence will be violated whenever unidimensio­
nality is violated, as has already been explained in the reasoning leading 
to the test statistic Q, in section 1.2.3.3. 
2.4.4 . Unidimensionality 
Unidimensionality is violated when a single response cannot be des­
cribed adequately by one scalar parameter characterizing the subject and 
one scalar parameter characterizing the item. 
The first kind of violation refers to all sorts of subject distortions, 
such as response styles (e.g. giving only extreme answers), or response 
tendencies (e.g. acquiescence: the tendency to agree with every item irres­
pective of its content). These so-called contingent variables affecting 
the measurement of human traits are well-known in psychometrics. For an 
extensive overview we refer the reader to Nunnally (1967, 559-622), who 
63 
discusses, for instance, the effects of speed, guessing, response styles, 
response bias, carelessness, and confusion, and who suggests some methods 
for minimizing the impact of these disturbing factors on questionnaire data. 
The second kind of violation is caused by item dependent factors such 
as ambiguity of content or content similarity; its influence is minimized 
by taking care to construct 'good' items. 
Both kinds of disturbing factors are not specific of the Rasch model, 
and for that reason we will not discuss them in this study any further. 
2.4.5. Sufficienoy 
A consequence of specific objectivity is that the simple sum a « is 
a sufficient statistic for the parameter ζ indicating the subject's atti­
tude position. This implies that persons with the same sum score are con­
sidered to be equivalent on the latent scale. So the Rasch model is a 
(testable) formalization of the widely used method of ewmated rating в in 
attitude measurement. The method of sunmated ratings was, however, proposed 
by Likert (1932) for multicategory attitude items. This implies that there 
is need for an item response model for polychotomous items that still pos­
sesses sufficiency of simple sum statistics as one of its properties. Such 
a model exists; we will extensively discuss it and its implications for 
analyzing attitudinal data in chapter 6. 
The exposition of the 'saliency' of items in section 2.2 may yield 
some guidelines for the construction of items complying with sufficiency; 
such items would then be called 'substantially sufficient'. Note however 
that the equality of item saliencies or item discriminations does not 
automatically imply sufficiency, since in the Lord model (1.13) item curves 
may also be parallel. 
2.5. Conelusion 
The three assumptions of local stochastic independence, unidimensio-
nality, and sufficiency are defined and formulated in terms of properties 
of mathematical models; therefore, there are no obvious procedures for a 
nonparametric checking of them. There are, of course, some traditional 
guidelines for practical test construction and data collection (e.g. pre­
venting acquiescence and avoiding ambiguity), but, as we saw, these guide-
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lines do not distinguish the Rasch model from other models for dichotomous 
item responses; in fact, this practical advice even holds invariably for 
classical test theory. 
In this chapter we have focused on the implications of our intention 
to measure attitudes by means of the Rasch model. It appeared that there 
was nothing in attitude theory which prevented the use of the Rasch model 
as a means for measuring attitudes. Moreover, our approach involved a num­
ber of advantages which were listed in a preceding section. Examination of 
a few examples of 'Rasch attitude measurement' showed the impact of 
violations of the assumptions of monotonicity and dichotomicity on the 
analysis; therefore, these assumptions are studied in more detail in the 
next four chapters. 
It might be objected that by adopting this approach we are not study­
ing attitudes but attitude items (as was already pointed out in section 
2.1). Such a remark is correct, but it is not an objection; it rests on a 
misconception about the nature of psychological theory. As Guttman (1981a, 
50) stresses: "A theory is an hypothesis of a correspondence between a 
definitional system for a universe of observations and an aspect of the em­
pirical structure of those observations, together with a rationale for such 
an hypothesis." By 'observations' ve mean, simply, the N*K data matrix 
filled with 1's and 0's; it contains in coded form the dichotomous responses 
of N subjects to К items. This matrix contains our elementary data (in the 
sense of Coombs, 1964), and what we are studying is the possibility of this 
data matrix assuming a special form, i.e. we are interested in an 'aspect 
of the empirical structure'. This special form is the pattern we would 
expect to find if the Rasch model held. The unique methodological property 
of the Rasch model discussed in section 2.2 constitutes the rationale for 
hypothesizing this specific pattern: when the model holds, responses to an 
item are determined unambiguously by a one-dimensional theoretical entity 
(represented by ζ in the model) which can be measured independently of the 
item. What remains is the 'definitional system for a universe of observa­
tions', which is a matter of item construction. 
That a certain item is an attitude item cannot be established by 
means of a subsequent analysis of data. Such a question can only be ans­
wered by referring to a definition of an attitude item, as for instance 
(2.5). In this study we will not adopt any particular definition; we 
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simply consider those questionnaires of the attitude type that are gene-
rally regarded as such, although, occasionally, ve vili comment on the 
form of specific items, using (2.3) as a guideline. 
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MONOTONICITY: METHODS OF PRESELECTION 3 
3.1. Introduction 
In a two-parameter model with response function ρ . for dichotomous 
items, the property of double monotonicity is formulated as 
-> Ρ · > Ρ · (Vj) , (3.1a) 
ρ . < ρ . < > ρ . < ρ . (Vw) , (3.1b) 
vi vj rwi wj 
Inequalities (3.1) have been listed as ineq. (1.29) for the special case of 
the Rasch model. Double monotonicity was called holomorphism by Rasch (1960, 
169). In the sequel, we will use the terme double monotonicity and holomor­
phism interchangeably. 
Mokken (1971) has studied properties of holomorphiс itan sets. A defin­
ing characteristic of such sets is that the item trace lines (as specified 
by a parametric holomorphic item response model) will never intersect. The 
existence of a point of intersection Ç=Ç would imply that there exists a 
ξ for whom ρ .<p . below that point but ρ .>p . above that point, which vio-•'v «·
ν 1 t-vj r r v l r Vj i- 
lates (3.1b). When ρ . is described by a two-parameter response function 
f (Α ·~ΐ|ξ ,σ·), for doubly monotonous item sets the following ordering proper­
ty holds: 
"i * 0j * — ' E ( Aoi ) * E ( Aoj ) £ o r a 1 1 8 ( ξ ) ; ( 3 · 2 ) 
for the Rasch model, the corresponding inequality is given by (1.30). 
Property (3.2) implies that in the case of holomorphism, the rank order 
of the expected item totals will be in perfect agreement with the latent item 
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order. Therefore, the rank order of the observed item marginals will be, with­
in response fluctuations, the same for every subject group selected from 
the reference population. 
Property (3.2) is of importance, since it may be used f or testing double 
monotonicity. But, however simple this idea may seem, it is not easy to 
translate it into a statistical test with known properties. 
Another property of doubly monotonous or holomorphic item sets has been 
proved by Mokken (1971, 132-133): 
p.jd.l) < pik(l,l) (3.3a) 
ρ^(Ο,Ο) > pik(0,0) (3.3b) 
for all triads of items (i,j,k) with σ.>σ. (j more difficult than k) and i 
J к 
unconstrained; p..(1,1) is the proportion of respondents that answer both 
item i and item j correctly, and p..(0,0) is the proportion of respondents 
that fail on items i and j. Property (3.3) is independent of the subject 
distribution so, again, we have a sample independent ordering property of 
observables. 
Property (3.3) can be used to eliminate nonmonotonous items (Mokken, 
1971, 134). Define M as the K»K matrix with entries m-.-Za .a ., and M as 
ij ν vi vj 
the K»K matrix with entries m..=E(l-a .)(l-a .)· If the columns of the N*K 
ij ν vi x vj' 
data matrix A are ordered from high to low with respect to their column to­
tals, the upper right triangle in M should be, if (3.3a) holds, non-decreas­
ing in its rows (from left to right) and non-decreasing in its columns 
(from bottom to top). For Μ , the situation is just the reverse. We may call 
this the method of 'visual inspection'. Recently, Molenaar (1982b) has 
published some ideas about a statistical test of properties (3.3a) and (3.3b). 
Finally, doubly monotonous items possess the property (p. is the pro­
portion of subjects that responds positively to item i) 
p.jd.l) ip.Pj (Vi,j) , (3.4) 
(Mokken, 1971, 131). We see that in doubly monotonous item sets, the item 
responses always are stochastically dependent over the subjects (except for 
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the trivial case that p.-p.); we have noted this earlier in our discussion 
ι 3 
of local stochastic independence in chapter 1. Furthermore, the item inter­
relationships are positively oriented: the dichotomous item intercorrelation 
φ., is greater than or equal to zero. Property (3.4) is an important feature 
of monotonous items; the same property is implied by Guttman's 'First Law 
of Attitude': 
"If any two items are selected from the universe of attitude 
items towards a given object, and if the population observed 
is not selected artificially, then the population regressions 
between these two items will be monotone and with positive or 
zero sign", 
(quoted in Levy, 1981, 69). 
The law states that e.g. for binary items complying with Guttman's 
definition of an attitude item (see (2.5)), the intercorrelations φ., will 
be nonnegative. Note however that the observation of such a nonnegative φ·· 
does not distinguish attitude items which are monotonous from attitude items 
which are nonmonotonoue. A more restrictive, and therefore more powerful, 
law would be the statement that attitude items referring to the same object 
are doubly monotonous. Such a characterization of attitude items would not 
depend on some, in essence arbitrary, method for measuring the inter-item 
covariation, since it would be formulated in terms of properties of items 
as represented in a formal model. 
It remains a question whether attitude items indeed always will be mono­
tonous, given some definition of an attitude item. We postpone this discus­
sion till chapter 5. 
Again, property (3.4) may be used as a check of item monotonicity, as 
was for instance the case in the application of Henning (1974), discussed 
in section 2.3. As will be argued in section 3.3 below, item intercorrelations 
may be used to check intep—item monotonicity and to determine the direction 
of the items. As such it is probably the only method of preselection that 
cannot be bypassed in a Rasch analysis. 
Instead of holomorphism or double monotonicity. Coombs, Coombs & 
Lingoes (1978), use the term 'stochastic cumulative scale'. The latter con­
cept is not defined by the authors, but presumably they use it to refer 
to the item ordering that prevails in the population, that is to the items' 
rank order that is stochastically dominant in the subject population. They 
define 'cumulative monotonicity' as 
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ρ (1,0) > pik(l,0) ( V i î p ^ l (3.5a) 
ρ.^Ο,Ι) < pik(0,l) (Vitp^Pj) (3.5b) 
for ail triade of items (i,j,k) with p<p, (so σ·>σ.) and p. constrained 
j к J к ι 
according to (3.5a) or (3.5b). Items complying with (3.5a) and (3.5b) are 
assumed to constitute a stochastic cumulative scale. According to Coombs et 
al. (o.e., 283) if the data are less than perfect, the scale is an approxim­
ation of a Guttman scale, which means, for one thing, that dominating any 
one item implies (in a probabilistic sense) domination of the preceding it­
ems (o.e., 287). It is their aim to present "a method for constructing a 
cumulative scale for use with large data sets with an excessive variety of 
response patterns, as an alternative to the more usual deterministic scalo-
gram analysis techniques" (o.e., 282). 
Conditions (3.5a) and (3.5b) are understandable when it is realized that 
in a perfect Guttman scale 
ξ > σ. < » A . - 1 , (3.6) 
ν — ι VX 
which implies 
Pij ( M ) - Pi (P^Pj) . ( 3 · 7 ) 
so that, for instance, 
P i j ( 0 , l ) - Pj - P i j d . D - Pj - Pi (p^Pj) 
When double monotonicity is assumed, the constraints on the ordering of 
p., p., p. as given in (3.5) are not necessary. In fact, then (3.5a) and 
ι j к 
(3.5b) coincide with conditions (2) and (3), respectively, of Mokken (1971, 
132) which are, in turn, equivalent to the conditions (3.3) of this section: 
(3.3a) < > (3.5a) 
(3.3b) < > (3.5b) 
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as is easily proved. 
Thus, stochastic cumulative scales constitute a subset of holomorphiс 
scales, and a procedure for checking stochastic cumulativity can be used as 
a means for checking the holomorphism of the item set. Therefore .we are able 
to study the method proposed by Coombs et al. to assess stochastic cumula­
tivity with respect to the assessment of holomorphism in this chapter. In 
fact, we will concentrate on the procedures of both Mokken (section 3.2.1) 
and Coombs et al. (section 3.2.2) for selecting doubly monotone items. The 
discussion in these sections will show that the methods do not work unam­
biguously; an explanation for this is proposed in section 3.2.3. 
In section 3.3 we present a simple example of analyzing a set of atti­
tude items for monotonicity. In that section, we do not attempt to establish 
a Rasch homogeneous scale; the aim is to check in different ways the monoto­
nicity of the items at issue. The final section 3.4 contains some conclusions. 
3.2. Scaling for double monotonicity 
Both Mokken (1971) and Coombs et al. (1978) aim to construct an item 
set that is a probabilistic analogue of the Guttman scale. However, they 
propose different methods for selecting such items. Below, these procedures 
will be discussed separately and then compared. In both cases, the starting 
point is the Guttman scalogram, in which double monotonicity holds and in 
which, therefore, conditions (3.2), (3.3), and (3.4) are fulfilled. Item 
selection takes place by examining the value of a 'coefficient of scalabili­
ty' that indicates the degree to which the items violate the perfect Gutt­
man scale, that is this restrictive kind of double monotonicity. The idea 
behind this is that items that comply to a certain degree with the perfect 
scalogram will almost certain comply with its probabilistic analogue of 
double monotonicity, defined in (3.1)· Thus the probabilistic aspect of dou­
ble monotonicity (- holomorphism) is translated into a less restrictive 
criterion value for a coefficient indicating the degree of deterministic 
double monotonicity (- Guttman scalability - scalogram). 
In other words, since the scalogram is too high an ideal for practical 
applications, a 'lesser' ideal is proposed, viz. holomorphism. Holomorphism 
is less restrictive than Guttman homogeneity and 'therefore' a scalability 
coefficient indicating Guttman scalability by its construction need not, in 
case of the holomorphism ideal, be as high as in the case of the scalogram 
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ideal to be acceptable. This is possible because (3.2)-(3.5) are implied by 
Guttman scalability whereas the reverse is not true. The conditions (3.2)-
(3.5) are also in agreement with a doubly monotonous item set, viz. (3.1). 
3.2.1. Loevinger and Mokken 
The advantages and disadvantages of the Mokken scaling method were 
recently discussed by Jansen (1982a,b), Jansen, Roskam & Van den Wollenberg 
(1982), and Molenaar (1982a,Ъ). This section will, therefore, be rather 
condensed. 
3.2.1.1. Procedure 
Mokken published his scaling method in 1971; to avoid criticism of ob­
soleteness, we shall refer, in our presentation of the procedure, to the 
account that Stokman & Van Schuur (1980) gave of it recently. He have al­
ready mentioned, in section 3.1, a way of checking inequalities (3.3). In­
equality (3.4) is, of course, tested rather easily by checking the sign 
of all inter-item correlation coefficients phi in the case of dichotomous 
responses. 
Apart from these inspection methods. Mokken developed a procedure for 
selecting items that complied with his "stochastic cumulative model" (Stok­
man & Van Schuur, 1980, 16), which consists of a combination of the Rasch 
model assumptions of unidimensionality, local stochastic independence, 
dichotomicity, and double monotonicity. The starting point of the construc­
tion of the coefficient of scalability is the perfect Guttman scalogram, 
which is defined by (3.6) (Stokman & Van Schuur, 1980, 17-19). In the case 
of perfect Guttman scalability, the proportion p..(1,0) should be equal to 
zero if p.<p.. The idea then is that a low observed error proportion p..(1,0) 
(again p.<p.) indicates a good approximation to the Guttman scalogram (Stok­
man & Van Schuur, 1980, 19). The question is, of course, how low? Mokken 
chose to apply the coefficient of scalability H.. as a measure of this; it 
was introduced by Loevinger (1947, 1948) and entails a comparison of the 
observed proportion p'. (1,0) (p.<p.) to p.. (1,0), which is defined as the 
proportion p..(1,0) that can be expected in case of global Btoohaatio inde-
1J (
e
) 
penderne in the population: p;. -p.(l-p.). 
Thus, Guttman scalability is assessed by a comparison of observed error 
to expected error where the latter is defined in terms of global stochastic 
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independence, i.e. non-scalability. Below, we will see that Coombs, Coombs 
& Lingoes have the same idea of assessing the amount of Guttman scalability 
in the data, but they do this by computing expected proportions based on 
Guttman scalability. This is an important difference. 
In Mokken's procedure items are selected, and item sets are judged us­
ing (for conveniency, p..(1,1) is written as p..) 
p ^ O . O ) Pij-PiPj 
Hij " ' " "Ti) ( pi < pi ) - ( 3 - 8 ) 
and variants of it: H., which is a weighted average of all H... j-=l, ,K, 
j^i; H, which is a weighted average of all H., i»l,...,K. A few quotations 
from Stokman & Van Schuur (1980) will illustrate the use of this coefficient 
of scalability: 
"...develop a number of scalability criteria to test the 
goodness-of-fit of the model. In particular, the positive 
correlation between each pair of items has been used as a 
basis for different coefficients of scalability, including 
(...) H..., (...) H, н
г
..", 
(o.e., 22). 
"As criteria of goodness-of-fit the coefficients are help­
ful because they enable us to judge the scale as a whole 
(H) as well the scalability of each item separately (H.)", 
(o.e., 24). 
" The H coefficient enables us to evaluate the scale as a 
whole while the H. coefficients reflect the goodness-of-
fit of the items separately", 
(o.e., 25). Another quotation to illustrate the use of H..: 
"... via de eisen aan de H-coIfficiënten een kleiner aan- .. 
tal schendingen van de Guttman-eigenschappen wordt bereikt" , 
(Molenaar, 1982b, 173). 
In these quotations, the coefficient is described as a kind of loss func-
tion; and indeed, it shares with many other loss functions the feature of 
possessing an arbitrary element in the way departures from the ideal of sca-
lability are Created (cf. Guttman, 1981a). Moreover: An important question 
which has, however, been raised only recently, is what the word 'scalability' 
means in this context, since in the definition of the coefficient (3.8) the 
idea of a scale does not appear at all. In fact, the model to which observ-
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ables are compared in H.. is the situation of perfect non-ecalability. This 
will be the main point of the discussion below. 
Some practical examples of Mokken scale analysis may be found in Mokken 
(1971), Henning (1974, 1976), Groenier (1979), Stokman & Van Schuur (1980), 
rapport 'De Nederlandse Rijksloods' (1981), and Den Bandt (1982). 
3.2.1.2. Disauasion 
We will not iterate the counter-examples given by Jansen (1982a), which 
show that coefficient (3.8) is not a sound indicator of double monotonicity. 
For completeness, we will list briefly a few objections raised by Jansen, 
Roskam & Van den Hollenberg (1982), and a few counter-objections presented 
by Molenaar (1982a,b). 
It can be shown, both practically and theoretically, that the size of 
the coefficient of scalability H.. (H., H) is influenced by the difference 
(p.-p.), that is, in case of holomorphism, by the distance between i and j 
on the latent scale. In particular, it can be demonstrated that in circum­
stances H.. can bean increasing function of this distance. This is intuitive-
ly understandable, since violations of Guttman scalability will decrease 
when p. is farther removed from p.. The same intuitive notion shows that 
J 
(p.-p.) will also be influenced by the slopes of the item curves for i and 
j: when the ICC's get steeper, p.. will approximate p. and consequently vio­
lations of the scalogram property (3.7) will decrease. 
Now the size of the latent distance σ.-σ. is irrelevant to whether or 
ι J 
not the items possess the property of double monotonicity, as can be seen 
from definition (3.1). This implies that, in the case of established double 
monotonicity, the coefficient H.. can still vary depending on the difference 
(p.-p.)· In particular, it can attain values lower than some accepted mini­
mum boundary for it. From this, it must be concluded that coefficient H.. 
is not a proper indicator of double monotonicity (Jansen, 1982a). Coefficient 
H.. is based on the item covariance с. .-:p. .-p.p.. Ingenerai, the covariance 
ij ij υ ι J 
between two items depends on the way the subjects' latent parameters ξ are 
distributed on the latent scale vis-a-vis the item parameters (Fischer, 1974, 
133-137). Thus item covariance can be said to be aampie-dependent: its mag­
nitude is influenced by the choice of the subject sample by which we intend 
to determine the relations between the items. Generally, in all models of 
item response this sample-dependency feature of the item covariance or item 
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correlation will be present, including classical test theory. In the same 
way В.. is sample-dependent, whereas double monotonicity is not, given a 
reference population. So again the conclusion is that H.. cannot be a sound 
indicator of holomorphism. 
The next step is then to ask what H does measure. As its definition 
(3.8) does not contain any idea of a scale, and as, in fact, its definition 
is based on the idea of non-scalability, it cannot be an indicator of some 
specific scale, such as a Guttman scale, or a Rasch scale. H.. is equal to 
•ii 
•ij 
(Torgerson, 1958, 325), in which φ., is the correlation between dichotomous 
items, and φ., is the correlation between these items that is maximally at­
tainable given the marginal proportions p. and p.. H.. can be considered as 
a sort of standardized item correlation. If items were selected on the basis 
of φ., alone, we would have the classical test theory ideal of low measure-
mental error, i.e. equal item difficulties, since only when p.=p., can φ.· 
be equal 1. We would expect φ., to get larger when p. approximates p.. 
However, things change radically when φ., is divided by its theoretical 
тяхітшпп φ.., for then, in certain circumstances, H.. can decrease when p. T i j ' ij ι 
gets closer to p.. From this, it was concluded by Jansen, Roskam & Van den 
Wollenberg (1982) that it is altogether unclear what scaling by H.. does, 
and what it is expected to do. 
Replying to this criticism. Molenaar (1982a,b) stated that the coeffi­
cient of scalability (3.8) indicates the quality of ttte measurement; it is 
low only when the variability of the subjects on the latent scale, that is, 
the variance of g(Ç), is relatively small compared to the variance of the 
item difficulties σ.: 
J 
"Totdat mijn opponenten het tegendeel aantonen blijf ik van 
mening dat de H-coëfficiënten - die wel van de subjectverde-
ling afhangen - alleen dan laag zijn wanneer de spreiding in 
de subjectparameters, ongeacht de verdelingsvorm, zo klein 
is t.o.v. de spreiding van itenmoeilijkheden dat de resulte-
rende schaal als ondoelmatig moet worden beschouwd"^', 
(Molenaar, 1982b, 173). In that case, the discriminating ability of the item 
set is low since most subjects will have the same score. As Molenaar points 
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out, every model of measurement degenerates when there is no distinction to 
be made between subjects (cf. Wood, 1978). 
Holenaar'8 interpretation of Kokken scale analysis can in no way be 
corroborated by means of a reference to one of the older sources on the pro-
cedure. Nowhere in Mokken (1971)· Niemöller (1976), Nienöller S Van Schuur 
(1977), Stokman & Van Schuur (1980) or the STAP User's Manual Vol. 4 (1980), 
could I find the idea of Molenaar. Thus as a motivation for using the coeffi-
cient of scalability H, it is new. 
Furthermore, it is questionable whether Molenaar's interpretation of 
Mokken scale analysis is correct. According to him, H.. (H., H) is low only 
when the variance of ζ, denoted as VAR(ç), is small compared to VAR(o)i that 
is when 
VAIl(Ç) < « VAR(a) . (3.10) 
However, as was stated above, it is possible to conceive situations in which 
H.. decreases with decreasing latent item distance, i.e. with decreasing 
VAR(o). Fixing VAR(Ç), it is at least theoretically possible in those 
situations to decrease VAR(o), and correspondingly H.., until 
VAS(Ç) » > VAR(o) , (3.11) 
while at the same time a very low value for H.. is found. As situations 
(3.10) and (3.11) are clearly incompatible with each other, Molenaar's claim 
that H is low "only" in situation (3.10) is not correct. 
An example of a situation in which (3.11) holds is the case p.-p.. Note 
that in a holomorphic model, the situation p.=p. is perfectly conceivable. 
In particular, it is not so that whenever p.-p., one of the items i or j 
is superfluous with respect to subject measurement. This is only the case 
for a perfect Guttman scale, in which every item bi-partitions the subject 
sample into disjoint parts; subjects within one of these partitions cannot 
be distinguished, then, on the basis of that item. However, when stochasti-
city is introduced, e.g. when the scalogram model is replaced by the Rasch 
model as an ideal of scalability, things change. In such cases, maximal in-
formation about some subject ν is obtained when all items have the same 
difficulty σ.-ζ , and maximal information about some item i is obtained when 
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all subjects have the same ability ς "о.. Thus there are cases conceivable 
in which the equality p.=p. for two items is an ideal in terms of the 
measurement criterion of maximal information. In fact, the aim of tailored 
testing is just this centering of item difficulties around a subject's posi­
tion on the latent scale. 
The coefficient of scalability H.. can be lowest, in certain circum-
stances (a general proof of this does not presently exist), when p. is near­
est to p.. Rewriting (3.8) for p.»p., we find 
2 p.. - p. 
H.. - -JJ ^ ( 3 · , 2 ) 
p. - p. 
J J 
where p.. i s defined as the l imit JJ 
Lim p.. . (3.13) 
Ρ·-4>· 
ι J 
In an example presented by Jansen (1982a), double monotonicity was 
modelled by assuming the Rasch model to hold, and a certain subject density 
g(e) was specified. When the Rasch model holds, p.. is equal to 
ε.p. - e.p. 
p..- limp..- lim-J-i ί-1- , (3.14) 
'ι J ι J U j - e.) 
using (3.2) and (1.55) . Applying I 'Hopital 's l imit rule, (3.14) can be re­
written as 
i l ^ j V ' i V ε ρ· - ρ 
lim — Ц - l im- i-^ i - p . - ε . ρ ! , (3.15) 
Ε
. -
ε
. _ £ _ (
ε
. -
ε
. )
 ε
. -
ε
. -ι J J J 
χ j ЬсГ j ι I j 
in which 
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'і-зЬ^ 
The subject density g(6) was, for the sake of the argument, specified as 
Un(0,q): 
Е( ) -
for 0<θ<ς 
0 otherwise 
Then p. can be computed from (1.16) and the previous density to be equal to 
•rlr. 
θε. , 
J — I dB 
q 
0 . . θε. 
, - ^ .
 l B ( , + q e , . 
J 
(3.16) 
To compute H.. by means of eq. (3.12) ve have to determine p. . : 
ρ . . - ρ. - ε . ρ : 
JJ J r j 
ln( l+qc.) ln( l+qe.) 1 
1 Ì- - ε.»{ И } 
ςε· , e . « jd+qej) 
qe. 
2 p L_ 
* 1 + qe. 
(3.17) 
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Figure 3.1. Piota of ρ,· and Η ·· for items conplying to the Rasoh nodel and subject density Q~Un(0, 10). 
Substituting (3.17) in (3.12), we finally find that for this example 
qE. - p.(l+qE,) 
H.. - 1 J x-J L . (3.18) 
J J
 (p^ppd+qEj) 
This function is plotted in figure 3.1 for q=10. For comparison, we have also 
sketched p.. in this figure. Instead of е., we have put p. on the abcissa of 
JJ 3 3 
the coordinate plot; p. is related to ε. by means of (3.16). 
Figure 3.1 shows that H.. is small over the whole range of item diffi­
culties; in fact, the critical value of .30 (indicative of a 'weak scale' 
according to Mokken, 1971, 185) is never attained. Even a critical value as 
low as .20 is too high for this example. 
When p.-.92 (ε.=5), coefficient H.. is equal to .18. A simple compu­
tation (based on figure 4 from Jansen, 1982a) shows that when p.-.92 p. must 
be smaller than .80 for H.. to be larger than .30 in this particular example. 
An item with parameter ε.=5 lies at the mean of the subject density speci­
fied as Un(0,10). So when subjects are distributed according to Γη(0,10) 
tailoring the test at the average subject in the sample (Θ-5) would be de­
vastating to a subsequent Mokken scale analysis, for all H.. (p.=p.) would 
be very small, consequently, and no 'scale' would be found (i.e. H. and Η 
would also be very small). 
This example shows that H.. can be very low in situation (3.11), and 
that therefore Molenaar's re-interpretation of Mokken scale analysis is 
questionable. Thus, again, we inevitably reach the conclusion that much still 
remains unclear about this scaling technique. 
What is left are simple techniques for inspecting the properties (3.3) 
and (3.4), which are necessary for double monotonicity; only recently, some 
progress seems to have been made towards a statistical test of these in­
equalities (Molenaar, 1982b). That it is necessary to verify both (3.3) and 
(3.4) was shown in an example by Jansen (1981a). 
3.2.2. Coombs, Coombs & Lingoes 
The technique of Coombs et al. for verifying the cumulative monotonicity 
condition (3.5) is based upon the comparison of observed frequencies to 
frequencies expected under the validity of the Guttman scalogram. After the 
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establishment of an item set complying with (J.5), the fit of this set to 
the Guttman scalogram is evaluated using traditional criteria (e.g. Green's 
coefficient of reproduction Rep , see Mokken, 1971, 57-58) and using a new-
D 
ly developed coefficient of Shevell (1975), which is claimed to have desira­
ble properties; however, Jansen & Van den Wollenberg (1983) have proved this 
claim not to be true. In this chapter we shall in no event concern ourselves 
about means for checking Guttman scalability, as our aim consists of prese­
lection methods for holomorphism or double monotonicity. 
3.2.2.1. Procedure 
Suppose we have two items, i and j with p.<p.. In the case of Guttman 
scalability, p..(0,1) is equal to p.-p., so that a reasonable measure of 
the deviation from a perfect scalogram pattern of these items seems to be 
2 (»^(o.D-nJfiO.i))
2 
\\- (I)—u · ( 3 · , 9 > 
1 J
 n^(0,1) 
Definition (3.19) can be written more simply as 
2 Pi,(1.0) 
X^ - N -У (ρ <p ) , (3.20) 
p.-p. J 
using the identity 
Pij (0.1) -P<f(0.1) - P j - P i j - (P-Pi) 
- p. - p.. - p..(1,0) 
2 
An overall measure X. for item i is defined as 
A - I Kt + Ì XT.· • C3·21) if - I xf. + I xf. 
1
 (p^Pj) 1J (p^Pi) J l 
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2 . . . 
This coefficient X. is used for selecting items complying with cumulative 
monotonicity as follows. When cumulative monotonicity is violated, which is 
the case when (3.5) is not satisfied for some item set, the item with the 
2 
largest X. is eliminated from the set. This procedure is repeated until either 
(3.5) is not longer violated anymore, or there are only two items left, in 
which case it must be concluded that the items are unscalable. The final 
item set complying with (3.5) is assumed to constitute a stochastic cumula­
tive scale; in such an item set, double monotonicity will almost certainly 
hold (although not necessarily). 
2 
Coefficient X.. is analogous to H.. in that it is defined only for 
ij ij 
p.<p.. Note however that a large H.. indicates a good fit (to which model 
is unclear however) whereas a large X.. is indicative of a bad fit, that is 
a relatively large difference between п.. (0,1) and п.. (0,1). Note that, 
-^J IJ η 
since the sample size N figures in the definition (3.20) of X.., comparisons 
2 2 1 J 
of X.. between different samples can only be made when the X.. are first 
ij ν л ^ 
divided by their respective sample sizes. Finally, it must be remarked that 
2 in the procedure of Coombs et al. described above, X. is only used as an 
ordinal measure of deviation. Thus it only makes sense in comparison to an-
2 2 
other X , X. say, computed on the same data set. 
3.2.2.2. Discussion 
As coefficient (3.20) is only used ordinally, it makes no sense to infer 
2 . . 
its applicability from the values an individual X.. can take; so it is not 
meaningful to apply the procedure described in section 3.2.1.2, in which it 
was shown that a measure of fit can take values indicating bad fit when in 
fact, the fit is perfect. In this section we will, therefore, ask the fol-
2 
lowing three questions with respect to coefficient X... First, suppose dou­
ble monotonicity is satisfied, i.e. the inequalities (3.5) holds without 
2 2 
restrictions on p.. Which items will then have the largest X.. and X.? ri ь ij ι 
Second, suppose the Rasch model holds, as a special case of double monoto­
nicity. What will then be the form of this coefficient? Finally, what is 
2 . . 
the relation between the coefficient of this section, X.., and coefficient 
ij 
H.. of section 3.2.1? 
ij 
The first question makes sense when it is realized that, in general, 
the data will exhibit a good approximation to the cumulative monotonicity 
conditions (3.5) and therefore to the double monotonicity conditions (3.3), 
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2 
when it is intended to apply the X.. procedure (as was, for instance, the 
case in the studies mentioned in Coombs et al., o.e.). This vili, in fact, 
surely be the case in the latter stages of this iterative item elimination 
2 
procedute based upon relative X. size. An important question is, then: 
supposing double monotonicity is satisfied, which itas vili be selected by 
using coefficient (3.20) as a measure for item elimination? 
It is easy to prove the following theorem: 
2 
If double monotonicity holds and p.<p., then X.. is a mono-
1
 1 J 1J 
toneously increasing function of p., and a monotoneously de- (3.22) 
creasing function of p.. 
The proof of the first part of (3.22) runs as follows. 
If p.<p.<p. , then p.-p.<p,-p., and, because of double monotonicity, 
Pjk(1.0)>pik(],0). Consequently, 
<Р
к
-^>Р?
к
<'.°> < (р
к
-р^
2
к
0.о) ™ 
2 2 
X.. < X.. 
ik jk 
which completes the proof. The second part of (3.22) can be proved analog­
ously. 
From theorem (3.22) we learn that in the case of double monotonicity, 
2 
X.. decreases, starting from J, in both directions. That implies that an 
1 J
 2 
extreme item i always yields a lower X.. with some item j than does a less 
extreme item к (p.«ρ.<p.)· Thus extremeness is an advantage in this case. 
ι к j 2 2 
Now Coombs et al. use X. instead of X.. as a measure of item selection; 
2 1 У 
X. was defined in (3.21). From this definition and from (3.22), it can be 
1
 2 
inferred that X. always will be lowest when ι is the most extreme, i.e. 
easiest or most difficult, item of the set. So every double monotonous itan 
scale will contain these two items, whatever their content may be. We for­
mulate this in the following theorem: 
If double monotonicity holds and ?•<?.<?. (j"'. · · · ,K; jl'i.k), 
2 2 1 J 
then X.<X. . The same holds if p.>p >p.. (3.23) 
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We only give a proof for the first part of (3.23), since the proof of the 
second part runs analogously. 
If p.«p. <p., then ri к j 
X? - У X?. - I X?. + X? b 
j^i j^i.k 
and 
„2 ? „2 ^ „2 
< " 1 <i + XT j-i 
jl'i.k 
ik -
2 2 Applying (3.22), we find that X..<X. . for these items (j|li,k), so that 
2 2 1J kj 
X.<X. . This completes the proof. 
Although it is not as easy to derive analogous conditions for items of 
intermediate difficulty, some results are available. 
If Р-<Р
т
<Р
к
<Р= (j-l K: j^i.k.m), then 
X? - Jx?. • X?. • X? , 
ι ч ij ik us ' 
x
2
 - Ух
2
. + х 2
ь
 + χ? , 
m . mj шк im 
and 
<·κ шк ik 
J 
Applying theorem (3.23), we have 
x
2
> x
2 
m ι 
Furthermore, 
X? - X 2 = У(Х?.-Х2.) + (X?.-X? ) . (3.24) 
К m h Tcj mj ik im 
\ I l_ 
A 
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The first term. A, is positive (on account of theorem (3.22)) and will in­
crease, therefore, when the number of items indexed by j increases. The se­
cond part of (3.24), called B, is negative (again on account of (3.22)) but 
it is constant. Thus when K, the number of items with difficulty greater than 
p. , increases the likelihood that 
X? > X 2 (3.25) 
к m 
increases. Consequently, when К is large, and when i, m, and k are the three 
most extreme items (one-sided; either i, j, k all very easy, or i, j, k all 
2 2 2 
very difficult), there is a good chance that X.<X <Х. · 
When m and k are more in the middle range of the item difficulties in 
2 2 
the set, we can be less certain about the rank order of X and X. . For the 
number of items h, for which p.<p, <p <p, , will increase, which implies that 
L h ш k 7 7 
in (3.24) the term A decreases and the term В increases, (since X, >X,,). 
We have derived in this section the following properties of item selec-
2 . 
tion with X. in case of double monotonicity: 
- the final item set most certainly vili contain the two most extreme itane 
(see (3.23)); 
- there is a good chance that, when the final item set contains an item j 
that is relatively extreme, it will also contain all items i that are more 
extreme (see (3.24) and (3.25)). 
An instance of this is given by an example presented by Coombs et al. 
(o.e., 286, 289). The original item set consisted of 15 items. We index these 
items according to their respective difficulties, so ρ >p2>...p.,. After se­
veral iterations in which items were eliminated using X , the final set con­
tained the items I, 2, 7, II, 12, 13, 14, 15. This set indeed contains the 
extreme items of the original set; furthermore, the presence of iten 7 in 
the final set illustrates the uncertainty of our predictions with respect to 
items of intermediate difficulty. 
The fact that the items with the lowest and the largest p. always will 
be selected in this procedure when the data are a good approximation to double 
monotonicity, is of importance, as it is a common, and indeed sensible, prac­
tice to define the final scale through these extremes. We must conclude that 
when using the procedure of Coombs et al. for selecting a doubly monotonous 
item set, results will be influenced by a feature of the items, i.e. the re-
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lative size of p., that is independent of double monotonicity. 
To verify this conclusion, ve now suppose the Rasch model holds as a 
special case of double monotonicity. The advantage of this is that the Rasch 
2 
model is parametrized, so that we can study the behavior of Ύ... more exactly. 
When the Rasch model holds, we can rewrite p..(1,0) as, using (1.53) 
p. - p. 
p..(1,0) « p. - p.. • ε. -• 
Substituting th is in (3.20) we have 
2 ^ . (р
Г
р, . ) 
Х^. - N 1 i I (e .<e. ) (3.26) 
J ( Е
Г
е
і> 
in the Rasch model. Because of (3.22), (3.26) should be a monotoneously in­
creasing function of ε. and a monotoneously decreasing function of ε . . Dif­
ferentiating (3.26) with respect to ε . : 
Э , 2 Ν ε 
Т^
 Х
« " ТГ^? , 2 ε^~Ρ ί ) " Ί φ ι Χ Τ Ί » 
we obtain 
J L χ?. , 0 < > 
3ti i j 
S ε ί P i " P i 
- * - p. < 2 - i - J i . (3.27) 
Э е
і
 1 ε
ί
 Ej - e i 
In th is derivation, p. i s equal to 
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"•ίπ 
i — g(e)de 
. 1 + θε. 
θ ι 
Substituting this in (3.27), не get 
! a θ ε ϊ 2 ε ί f β ε4 βε,· 
{ — i — }g(9)de < J ( 1 i — }g(e)de 
¿ 3ε. 1 + СІ '¿'Γ'έ θ ' + ЕІ ' + в е і 
у g(e)de < i 
I (l+θε.) J ε.(1+θε.)(1+θε. 
ö l θ 1 J 1 
A sufficient condition for (3.2Θ) is 
2βε. 
2 < J ( ) 
g(e)de . (3.28) 
) 
(l+eEi) E i(1+e e j)(l+9 E i) 
This inequality can be reduced to 
ε. < 2ε. + θε.ε. , 
ι J i j 
which obviously holds for all θ (since ε·>ε.>0; θ>0). 
Thus (3.26) is a monotoneously increasing function of ε.. In the ваше 
way it can be proved that (3.26) decreases monotoneously with increasing ε.. 
2 J 
For instance, in the example discussed in section 3.2.1.2, X.. gets 
larger when ε. approaches ε.. In that particular example, the increase is 
rather slow, since even for as large a value (with respect to ε·"10) as 
2 . J 
ε.-7, X.. is approximately equal to .08 (setting N-l). Table 3.1 gives a ι · ij
„2 few values of X.. for different values of the item distance σ.-σ.. Remember 
4 J i 
that ε.*βχρ(-σ.), and that ε."10 in the example. 
1 1
 2 J 
Values of X.. are very low in this particular example, except when the 
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Table 3.1. Values of X2. . for ε .=10, e.=1,2,...9, 
9 distributed according to Un(0,10), 
and reeponses complying to the Rasch 
model. 
e. 
1 
1 
2 
3 
4 
5 
6 
7 
8 
9 
σ
χ 
0 
- .69 
-I.IO 
-1.39 
-1.61 
-1.79 
-1.95 
-2.08 
-2.20 
α. - о . 
-2.30 
-1.61 
-1.20 
- .91 
- .69 
- .51 
- .35 
- .22 
- .10 
χ
2
. 
IJ 
.0024 
.0066 
.0125 
.0208 
.0325 
.0503 
.0803 
.1405 
.3216 
distance between σ. and σ. is very small. But, as Coombs et al. use the X 
coefficient only in an ordinal way, we raust consider the pattern of these 
values, which is certainly monotoneously increasing with i. It is obvious 
2 . . . 
that X.., which indicates the deviation from a perfect scalogram pattern, 
decreases in the Rasch model when the items i and j get farther apart, for 
in such a case we will have, de facto, a scalogram on the latent scale. For 
the same reason we have a strong suspicion that H.. increases for decreasing 
item difficulty е., although a general proof of this does not presently exist. 
2 
Fetation betueen H. . and X. . coefficients 
A more exact comparison of the coefficients H.. and X.. is obtained as 
follows. From the definition (3.8) of H.. we have 
p^Cl.O) - (1-Η..)ρ.(1-
Ρ
.) , 
which, upon substitution in (3.20), yields 
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and 
/ p.-p. X.. 
H.. - 1 1—i__il . (3.30) 
4
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From (3.29) and (3.30) we see that the equality H..-1 is equivalent 
2 lJ 
to the equality X..-0, as it should be since in both cases perfect Guttman 
scalability is indicated. 
When U..-0, the data are "random" since p.. (1,0)-p.(1-p.) in that case 
(see (3.8)). Coefficient X.. was not devised as an indicator of non-scalabili-
ty (for its aim is Guttman scalability), and it is, therefore, not surprising 
that it does not detect such a situation: 
2 2 
2» P - O - P / 
X^. - N - l 1 — (3.31) 
p. - p. 
J ι 
2' 
in case of random item responses. In such cases X.· still remains an in­
creasing function of p., that is property (3.32) still holds. The reason 
for this is that random data comply with the cumulative monotonicity con-
2 
ditions (3.5). Thus use of coefficient X.. should be accompanied by a check 
on the randomness of the item responses. 
Equation (3.30) tells us that U.. is standardized for the sample size 
N, in contrast to X... Using (3.31), equation (3.30) can be rewritten as 
X.. 
J
 x..
 J 
ij 
Since both X.. and X.. increase with increasing p., the behavior of H.. as 
ij ij " r i ij 
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a function of p. is, on the basis of (3.32), unclear. 
3.2.3. Сопсіивгст 
In sections 3.2.1 and 3.2.2 we have discussed tvo methods for selecting 
items that are doubly monotonous. The departure point for both procedures is 
the Guttman scalogram, in which the three holomorphism conditions (3.2), 
(3.3), and (3.4) hold. This very restrictive ideal of scalability is relaxed 
to obtain the ideal of a probabilietia Guttman scalogram, which is equivalent 
to double monotonieity in a probabilistic latent structure model for dicho-
tomous item responses and is, therefore, still characterized by these three 
conditions. Nonetheless, the ideal of these scalability coefficients is much 
more the perfect deterministic Guttman scale than a stochastic model. These 
coefficients imply a comparison of observed bivariate probabilities to the 
value of these probabilities that would be expected in case of a perfect 
Guttman scalogram. Although coefficient H.. has been defined as a comparison 
of observed probabilities to probabilities as expected in case of global 
stochastic independence of the items, equation (3.8) shows that it reaches 
its maximum value of I only when p..=p.. For p.<p., p.. is equal to p. when 
rij ι ri rj ij Ί ι 
the data comply with a Guttman scalogram. 
Coefficient X.. is explicitly defined as a comparison of p..(1,0) to its 
expected value under scalogram assumptions, which is equal to p.-p. for 
Pi<p. (see (3.19)). 
Since these procedures for establishing holomorphic item sets are essen­
tially methods for checking and testing the amount of Guttman scalability in 
the data, they have the same shortcomings as other methods for testing Gutt­
man scales. Since the introduction of the scalogram model by Guttman (1944), 
many procedures for assessing the degree to which data deviate from Guttman 
homogeneity have been proposed in the course of the years (cf. Torgerson, 
1958, 318f; Mokken, 1971, 49f). Although at first glance they seem to be 
very different (e.g. Proctor, 1970; Shevell, 1975; Hofmann, 1979), these me­
thods have a similar structure which follows directly from the nature of the 
scalogram model. 
It can be justified to attach the label "Guttman homogeneous" to a data 
set which violates to some degree the scalogram model, if it is assumed 
that the observed deviations are incidental, that is when one introduces some 
kind of disturbance. This noise factor, as it might be called, only operates 
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on the level of the sample since it is assumed that in the population Guttman 
scalability holds. Therefore, the probability assumptions that are made to 
deal with such non-scale observations refer exclusively to the conditions un-
der which the data were gathered. One may speak of 'auxiliary probability'. 
In contrast to this, a probabilistic model is characterized by possessing 
'intrinsic probability', which expresses a fundamental property of the pheno-
mena to which it refers. The distinction between auxiliary and intrinsic pro-
bability was made by Camilleri (1970, 143-145) in his criticism of tradi-
tional significance testing. 
Procedures for testing Guttman homogeneity must specify some kind of 
auxiliary probability that is extrinsic to the scalogram model itself. Exam-
ples are the probability of a singlé deviating response (assumed constant 
for all subjects and items by Proctor, 1970), or the probability of a latent 
scalable response pattern being transformed to an observed non-scale pattern 
by means of different types of response error (e.g. intrusion or emission, 
which are assumed to occur at a constant rate by Dayton i Macready, 1980). 
Only in this way can the stochasticity that is necessary for statistical test-
ing be obtained. This being the case, a test of Guttman homogeneity essen-
tially is a test of Guttman homogeneity and the additional probability assump-
tions. The only way to avoid such an ambiguous test is to verify, e.g. by 
another test or by the appropriate experimental design, the validity of the 
testing assumptions. By way of analogy in the analysis of variance the sta-
tistical test of the equality of the treatment means is based upon two spe-
cial assumptions (apart from independence of observations), viz. (1) the homo-
geneity of population- error variances and (2) a normal distribution of the 
error within each treatment population, both of which can be checked inde-
pendently of the analysis of variance itself (Kirk, 1968, 60-62). It appears, 
however, that for a number of tests for Guttman homogeneity such an a priori 
checking of additional assumptions is absent. As a consequence of this, these 
tests are ambiguous. 
An extreme instance of this is the scalability coefficient developed 
by Shevell (1975); as Jansen & Van den Wollenberg (1983) show, the additional 
assumption in this case amounts to the requirement that all items are equal-
ly difficult: 
A problem of coefficients H.. and X.. appeared to be that they favoured 
extreme items, which is a general feature of procedures for checking the sca-
91 
logram model (Torgerson, 1958, 323). Perhaps the use of such coefficients as 
a descriptive index of Guttman scalability may improve from weighting errors 
to their improbability. A non-scale response to an extreme item should be 
judged as a more severe deviation than a non-scale response to an item of 
intermediate difficulty. 
However, the concept of double monotonicity, defined by (3.1), may be 
too vague to admit a statistical test with known properties. Since (3.1) is 
independent of the modelwise parametrization of the probability ρ ., a sta­
tistical test will have to be nonparametric. When the ultimate aim is the 
Rasch model, it may, however, be advisable to apply a direct test of the mo­
notonicity assumption, described in section 1.2.3.2. In the next section we 
will study, in an example, the relation between a traditional Rasch test (Z) 
and some simple procedures for assessing the item's monotonicity. This rather 
elaborate illustration will give us some insight into monotonicity as an it­
em property. 
3.3. An example using various methods 
The purpose of the study to be discussed in this section is not the con­
struction of an item scale complying with the Rasch model. In the first place, 
this section is a lengthy illustration of a monotonicity inquiry using pre­
selection methods. In particular, we focus on the property of inter-item mono­
tonicity and its checking by means of (3.4) using some measure of item asso­
ciation. By means of this method of preselection the direction of the items 
may be determined. Furthermore, the example should support our assertion 
expressed in section 2.2 above, that even a failed Rasch analysis can have 
heuristic value regarding the nature of the items by uncovering their struc­
tural properties, in this case nonmonotonicity. Finally, we have chosen this 
particular instance because the questionnaire we analyze is of a special kind. 
In section 3.3.1 we introduce the questionnaire to be analyzed and the 
associated psychological construct that it is intended to measure. In section 
3.3.2, we employ some 'preselection methods' to identify so-called 'suspect' 
items that will almost surely deviate in a subsequent Rasch analysis that 
uses a monotonicity-specific fit test. Application of these methods is also 
helpful in the interpretation of the items. For illustrative purposes, sec­
tion 3.3.3 describes the results of a factor analysis on the items, which 
was used as a check for the absence of multidimensionality. The Rasch ana-
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lysis itself is presented in section 3.3.4. The results of the Rasch analy-
sis in this section also appear in Jansen (1980b). 
3.3.1. The items 
It is stressed in the psychology of labor in the last decades that work, 
in addition to satisfaction of economic needs, also, and perhaps primarily, 
must be evaluated in terms of degree of well-being it offers. Hence, much 
research has been done on the determinants of job satisfaction, e.g. Hackman 
& Lanier (1971), Katz (1973), White & Ruh (1973), Hackman & Oldham (1975), 
Oldham (1976), and Dunham (1977). A variable that seems to affect the job 
satisfaction of a worker is the subjective perception of the working-room. We 
concentrate on the perception of the working-room since it is not for in-
stance the physical temperature of the working-room, but the perception of 
the heat at the workshop that influences human behavior. The perception of 
the work space (PW) can be considered as a component of the more general con-
cept of working climate or psychological climate. With respect to the latter 
concept, much research has already been carried out e.g. James & Jones (1974), 
La Rocco et al. (1975), James et al. (1977), Gavin & Kelley (1978), and 
Jones & James (1979). 
As we saw, it is not the working-room as such, but the subjective per-
ception of it, that influences behavior. If FW affects the behavior of a 
worker then workshops which are perceived differently should be associated 
with different kinds of behavior. However, underlying this is the presuppo-
sition that we can discriminate between the perceptions of the working-room, 
that is that we possess a means of classification by which we can detect and 
interprete differences in the perceptions of the working-room. When catego-
rizing and quantifying the differences in PW, we can, beforehand, not exclude 
the possibility that the working-room is perceived on more than one dimension 
(for instance: anonimity, controlability. Below another example of a cate-
gorization is presented). Interpretations of PW which lead to unidimensionali-
ty in an item response model will be discussed below after the introduction of 
the item. 
The questionnaire that was used as a measuring aid for the PW, 
may be found in table 3.2: it consists of 19 multicategory items. The items 
reproduced in table 3.2 have been taken from La Rocco et al. (1975). 
The PW items a to s were originally components of a semantic differen-
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Table 3.2. The 19 items of the Questionnaire for the Perception o' 
Workspaoe (PW). 
My working place: 
a. 
b. 
c. 
d. 
e. 
f. 
g· 
h. 
i. 
J· 
k. 
1. 
Ш. 
n. 
0. 
P· 
4-
r. 
s. 
is 
is 
is 
is 
is 
is 
is 
is 
is 
is 
is 
old-fashioned 
clean 
gloomy 
arousing 
colourfull 
dangerous 
warm 
noisy 
stuffy 
boring 
dry 
possesses 
no 
is 
is 
is 
privacy 
badly lighted 
spacious 
fatiguing 
commands fine 
view 
is 
is 
is 
unhealthy 
disturbing 
old 
2 : 
2 : 
2 
2 
2 : 
2 
2 : 
2 : 
2 
2 
2 
2 
2 
2 
2 
2 
2 
2 *. 
2 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
) 4 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
is modern 
is dirty 
is bright 
is depressing 
is gray 
is safe 
is cold 
is quiet 
is fresh 
is motivating 
is vet 
possesses a lot 
of privacy 
is well-lighted 
13 confined 
is stimulating 
does not coimand 
a fine view 
is healthy 
is not disturbing 
is new 
tial (La Rocco et al., 1975). The semantic differential (literally, an instru­
ment that categorizes meanings; cf- Osgood, Suci & Tannenbaum, 1957) can be 
described as a combination of controlled association and scaling. By means 
of a number of polar adjectives, the semantic differential tries to find a 
description of a concept as it is experienced by a subject. Analyzing the 
data, which usually is done by means of factor analysis, the sanantic struc­
ture of the concept as determined via the adjectives is revealed. Tactor ana-
lyis is intended to identify the 'true dimensions' of the semantic space. 
For instance, in the case of a large emotional connotation for the concepts, 
the semantic space will tend to collapse into a single dimension. All con­
cepts will load evaluatively in the sense of good versus bad ('polarization'). 
According to Osgood et al. (1957), the same three basic components should 
invariably be recovered with factor analysis as dimensions of the semantic 
space, namely evaluation, potency and action. 
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In section 3.3.3 we investigate the dimensionality of PW by analyzing 
the questionnaire as if it were a amantic differential. However, contrary 
to Osgood et al. (1957), who postulate three factors, ve hope to find only 
one factor underlying the PW questionnaire; therefore we apply the Rasch mo­
del as a method of item analysis. It may be asked how this single dimension 
should be interpreted. 
Since the questionnaire asks for the perception of the workspace, the 
subject parameter ξ of the Rasch model corresponds to the perceived working-
roam of the subject, whereas the item parameter a is assumed to represent 
a perceived feature of the workspace. Suppose the Rasch model holds and ξ 
and σ are ordered simultaneously on a single line. It may be asked, then, 
what interpretation should be given to the relation between 'subjects' and 
features, i.e. how ρ ., the probability of person ν giving a positive ans­
wer to item i, should be interpreted. Such an interpretation might be in­
ferred from the relation between the actual order of the working-room 
features on the latent scale and some external variable. 
For instance, if the order as obtained in the model used for item ana­
lysis coincides with the objective modernity of the working-rooms, then we 
have a clear interpretation of the latent scale, which is, moreover, cogni­
tive in nature. 
In this study we prefer.an evaluative interpretation. We assume that 
when the latent subjective workspace parameter ζ is larger, the attractive­
ness of the subject's working-room is greater since the working-room at is­
sue possesses positive features to a higher degree. It is more modern, clean, 
light, stimulating, etc. Thus we identify one evaluative dimension underly­
ing a variety of semantic judgment. 
In section 3.3.A.3 below is shown that the more difficult items of the 
final order are 'arousing', 'colourfull', Witivating', and 'yielding priva­
cy'. According to the attractiveness interpretation, these working-room fea­
tures must be descriptive of an ideal workspace. This result agrees, to a 
certain degree, with the results of a study of Schultz & Espe (1982), in 
which it appeared that an ideal roon is characterized by the properties 
'chunrny', 'personal', 'familiar', 'comfortable','harmonious', 'fine', 'secure', 
'attractive', 'good' ("gemütlich, persönlich, vertraut, bequem, harmonisch, 
schön, geborgen, anziehend, gut"). The absence of features as arousing and 
stimulating in the latter categorization could be attributed to the PW-
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questionnaire asking for an evaluation of the иогкіпд-тоот. 
Conceiving of the latent continuum as attractiveness of the working-
room, ζ is the evaluative perception of subject v's working-room and a. in­
dicates the extent to which the qualification described in item i (for in­
stance, dangerous-safe) is an impediment to a positive response. Thus, 
nearly all working-rooms will be well-lighted (item m), but only a few will 
yield privacy (item 1). In that case, we shall call item 1 more 'difficult' 
than item m. Confronted with item 1, it is harder to give a positive response 
than with item m. 
In section 3.3.4 we present an attempt to directly trace this evaluative 
dimension by means of a scale analysis with the Rasch model. 
The 19 items of table 3.2 have been presented to a sample of 303 sub­
jects selected at random from the population of Dutch civil servants. When 
considering only those government officials who possessed a fixed working-
room, the number of respondents was reduced to 257. No missing values were 
observed, so we possess a complete data matrix with, as entries, the answers 
of 257 subjects to 19 items. 
We used the computer program for conditional maximum likelihood esti­
mation described by Raaijmakers & Van den Wollenberg (1979) to estimate the 
latent parameters of the 19 items. The Rasch homogeneity of the individual 
items was assessed by the Fischer-Scheiblechner test. We have seen that this 
so-called Z-test, when accompagnied with a high-low split of the subject sam­
ple, is sensitive to violations of the monotonicity assumption in the Rasch 
model. 
3.3.2. Présélection for monotonicity 
The Rasch model requires dichotomous data. Therefore, the 7-point res-
ponse scales of the items have to be dichotomized. Assuming that the subjects 
have used the categories correctly (for instance, with item a, they choose 
5 or 6 or 7 when their working-room is, subjectively, modern, and I or 2 
or 3 when their working-room is experienced as not being modern), we can in-
corporate the scores S, 6 and 7 with the positive half of the final dicho-
tomy, so with "yes", and the scores I, 2 and 3 with "no". In this intuitive-
ly compelling dichotomization procedure, the position of the category of in-
difference (category A) raises a problem. 
Stapf (1970) suggested performing all Rasch analyses two times, the first 
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time with the category of indifference incorporated with "no" ('Dichotomiza-
tion No': DN), and the second time with category 4 considered to be positive 
('Dichotomization Yes': DY). According to him the category of indifference 
can be said to be truly neutral if the results of the analyses are about the 
same, since, in that case, the incorporation of the category of indifference 
does not affect the analysis with the Rasch model. 
It will be shown in chapter 6 that dichotomization of nnilticategory items 
is permitted only under limited conditions, and that when these restrictions 
hold, we would have to assign every category the label 'neutral' by Stapfe 
criterion. Thus in this respect Stapf's method makes no sense. 
For illustrative purposes only we have, nonetheless, followed Stapfe 
prescription and performed the Rasch analysis two times. 
In section 3.3.4 we present the results of the Rasch analyses under the 
dichotomization conditions DN and DY; also, in that section, the separate 
analyses are compared and combined. 
Another problem in dichotomizing the items is which of the two distinct 
category sets (1, 2, 3) or (5, 6, 7) must be considered to be positive. With 
regard to this, item b, for instance, seems to pose no problem (categories 
1, 2 and 3 definitely are positive). What, however, about item s? Which 
is the positive side of item s? In section 3.3.2.1, we treat the problem 
of determining the positive direction of the items. Since what matters, 
for the Rasch model is only the set of an item relative to the other items, 
we seek to establish inter-item monotonioity in that section. 
Still another problem is created by our assumption that the evaluative 
categories 1, 2, 3, 5, 6 and 7 constitute two disjoint sets, (1, 2, 3) and 
(5, 6, 7), one of which being generally negative ("no"), the other being 
generally positive ("yes"). However, perhaps in reality the categories are 
partitioned in the sets (2, 3, 5, 6) and (I, 7), one of which is positively 
loaded, and the other negatively loaded. So we may ask, which is the real 
positive/negative (or yes/no) dichotomy of the categories? This is a problem 
of intra-item monotonicity (section 3.3.2.2). 
3.3.2.1. Inter-item monotonicity 
Property (3.1b) says that in the Rasch model an increase in ρ . is as­
sociated with a corresponding increase in ρ ., in the case of two different 
items i and j. Assuming that the response categories of table 3.2 are a one-
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to-one mapping of the ICC (for instance, person w scoring 6 on item i and 
subject ν responding S on the same item is equivalent to ρ . being larger 
than ρ .)» the parallelism of the ICC's will be manifested as a monotonous 
inter-relationship between the items: a larger score on item a is associated 
with a larger score on item b (relative to another subject). Conversely, 
whenever item a and item b do not covary monotoneously the ICC's of item a 
and item b can never both be monotoneously increasing. 
Suppose the probability of a positive response to item a is monotonous 
increasing in ξ . There are three possibilities with respect to another item 
b. Item b is either monotoneously decreasing, monotoneously increasing, or 
is a nonmonotonous function of the latent subject parameter. In the first 
case, item b will be said to be antimonotonous with respect to item a, and 
ve expect to observe a negative ordinal correspondence between a and Ь. A 
simple receding of the categories of item b will, in this case, establish 
monotonicity between a and b. In the case of normonotonicity, however, the 
item (b in this case) should be eliminated. It is, of course, possible, to 
search for a transformation of the category codes of item b such that the 
resulting ordinal association between a and b is positive. Such a receding 
will, generally, affect the intuitively compelling order of the response 
categories. This point is discussed in the next section. Nonmonotonicity of 
an item may be observed as the absence of a significant ordinal association 
between the item and other, presumably monotoneous, items. We may, therefore, 
conclude that the manifest ordinal correlation between the items yields 
information about the latent inter-item monotonicity. 
This exposition shows that as a means for checking or detecting the di­
rect-ion of the items, this procedure seems to be indispensable as a method 
of preselection. Whereas in the case of cognitive items, the positive (cor­
rect) side of an item will almost always be clear from the content, the po­
sitively evaluated side of an attitude item may not be obvious. In case of 
the normal ogive model and normally distributed Θ, a factor analysis of the 
tetrachoric or polychoric (in case of multicategory items) correlations 
yields information about the direction of an item by means of the sign of 
the item's loading on the common factor of the items; as explained in sec­
tion 2.2 this loading is monotoneously to the item slope parameter in this 
special situation. However, for the Rasch model, this correspondence holds 
only approximately, and it is, therefore, advisable to rely upon the matrix 
of ordinal item association measures as a check on inter-item monotonicity. 
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Table 3.3. Scheme of dichotomization for the queetiormaire PW: 
1: positive ("yea"); 
2: negative ("no"); 
*: the code of the 4th categorie depends on the dicho­
tomization condition: DN (code is 0) or DY (code is 11. 
« 
0 
о 
4) 
u 
01 
υ 
1 
2 
3 
4 
5 
6 
7 
items 
а Ь с d e 
0 1 0 1 1 
0 I 0 I 1 
0 1 0 1 1 
1 0 1 0 0 
1 0 1 0 0 
1 0 1 0 0 
f g h i j 
0 1 0 0 0 
0 1 0 0 0 
0 1 0 0 0 
1 0 1 1 1 
1 0 1 1 1 
1 0 1 1 1 
к 1 ш α о 
1 0 0 1 0 
I O D I O 
1 0 0 1 0 
0 1 I 0 1 
0 1 I 0 1 
0 1 1 0 1 
ρ q Г S 
1 0 0 0 
1 0 0 0 
1 0 0 0 
O l l i 
O l l i 
O l l i 
As a measure of ordinal correlation, we used Kendall's tau (e.g. Fer­
guson, 1971, 308). In all (171) cases, the sign of the tau's was as expected. 
For instance, items a and b were antimonotonous (a modern working-room is 
clean), item a and с were monotonous (a modern working-room is well-lighted), 
and item b and с were antimonotonous (a clean working-room is well-lighted) 
etc. This observation argues for the plausibility of our assumption that 
the working-room features are ordered on a single dimension of attractiveness. 
Taking into consideration the sign of the tau's, the 19 items of the questi­
onnaire on PW should be dichotomized according to the scheme presented in 
table 3.3. In this table it can, for instance, be observed that, for item g, 
the categories I, 2 and 3 belong to the positive half of the final dichotomy. 
Table 3.3 is based exclusively on the sign of the tau coefficients. As 
we saw, the nonmonotonicity of an item's ICC can express itself in a nonsig­
nificant tau between that item and other items that are considered monotonous. 
As appears from table 3.3 there are two groups of 'like-directed' items. One 
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group consists of items that are scored opposite to the other group. If the 
Rasch model holds, an item will exhibit a significant large positive tau with 
items from its own group, and possess a significant large negative tau with 
the other group's items. Thus, when an item consistently covaries in a non­
significant manner (expressed as low tau's) with other items, either from 
its own group or from the other, there is reason to doubt the latent mono-
tonicity of that item. 
Visual inspection of the tau matrix produced two items with notably low 
tau's. First item к has no relation to about three-fourths of the items, and 
second item g is not related to about a third of the items. Relatively, low 
tau's were observed with the items h, m, and p. So we consider the items 
g, h, k, m, and ρ suspect with respect to inter-item monotonicity. 
3.3.2.2. Intra—item monotonicity 
The FW-questionnaire contains items which do not exhibit a significant­
ly positive or negative ordinal correlation with any other item. A reason 
for this apparent lack of inter-item monotonicity might be, that the order 
of the response categories does not correspond to the latent continuum. 
That is, coding the category of i that is chosen by ν as χ ., we require 
that 
ζ > ζ —> χ . > χ . (in probability). 
v w vi — wi r J 
By this we hit on the problem of intra-item monotonicity: How are the 
response categories related to the latent trait? Is it possible to change 
the values of the categories in such a way that the recoded item does vary 
ordinally with the other items? He have already seen an example of this, by 
reverse scoring of antimonotonous items to make them inter-monotonous. 
In the case of category codings that agree with the latent order of the 
categories, the items will covary positively (assuming the Rasch model holds). 
Conversely, this means that those category values that establish positive 
inter-correlation between the items yield the latent order of the categories 
(assuming Rasch homogeneity). Therefore, we may recode the categories in such 
a way that the items conform without exception to inter-item monotonicity. 
Then, the computed category values provide information regarding intra-item 
monotonicity. 
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To compute the new category codes, ve used the method of 'reciprocal 
averages', developed by Guttman (1941), a description of which may be found 
in Torgerson (1958, 338-345); currently, this technique is known as dual 
scaling or as components analysis of categorical data (cf. Nishisato, 1980). 
In this method the search for new category weights is translated into maxi-
mizing the correlation ratio between the categories (conceived nominally) 
and the subjects, whose responses to the categories are represented by in-
dicator variables. We chose this method since in this procedure, approxim-
ately the average item intercorrelation is maximized. 
Since, hypothetically, we are dealing with monotonous items, all ca-
tegories should be included in the analysis (Torgerson, 1958, 339). It must 
be ranarked here emphatically that the computation of new category weights 
is only used for diagnosing intra-itan (non-)monotonicity. We do not intend 
to replace the old category codes (1, 2,..., 7) with the new weights. For, 
the latter codes depend for a great part on the specific sample of subjects 
(Nunnally, 1967; Torgerson, 1958, 345). 
In general, receding response categories for actual use makes sense 
only when categories are nominal. With the ordinal response categories of 
table 3.2 , computation of new category codes is performed solely to detect 
items with clearly nonmonotonous category orders: When the new codes of an 
item's graded response categories do not exhibit a monotonous pattern, the 
item should be eliminated since the corresponding data very probably con-
tain a lot of random noise. Note that the 'objective' basis for identifying 
deviating category orders is the grading of the response scale, which ranges 
from very negative to very positive according to definition (2.5) of an 
attitude item. 
For the actual computation of the weights, we used the iterative pro-
cedure developed by Lawshe & Harris (1958), which has been implemented in the 
program series STAF (Steen, 1977). The procedure rests on two assumptions: 
- The score of an individual is proportional to the average of the weights 
of the categories that he has chosen; 
- The weight of a category is proportional to the average score of the in-
dividual choosing that category. 
The actual procedure involves successive iterations. Following the initial 
assiganent of weights to each category, a total score is obtained for each 
individual by taking the sum of the weights of his categories. For a cate-
gory, the mean of the total scores for all individuals responding in that 
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category is obtained. This mean total score serves as a basis for the new 
weights for the category. The process is continued until only small changes 
in the weights are observed between successive iterations. In the iterative 
algorithm proposed by Lawshe & Harris, the individual scores computed from 
the category weights of the previous iteration, are converted to nine point 
standard scores in each iteration (stanine scores with a range from 1 to 9, 
a mean of 5, and a standard deviation of 1.96). New category weights are 
then computed. These are compared to the previous weights. If the differences 
(measured by the product moment correlation) are large, a new iteration is 
inserted. Usage of the stanine score transformation brings about the 
necessary anchoring of the category weights; stanine scores are to a high 
degree comparable to their raw score counterparts (Zachert & Levine, 1952). 
In figures 3.2, 3.3, and 3.4 the computed weights are pictured as a 
function of the original category codes. Firstly, it may be noticed that the 
item analysis confirms the inter-item monotonicity presented in table 3.3: 
items a and с are monotonous, items a and d are antimonotonous, items d and 
e are again monotonous, etc. Thus the dichotomization scheme in table 3.3 
adequately represents the relations between the items. 
Further, it appears from figures 3.2, 3.3, and 3.4 that in a few cases 
the transformed category codes are markedly nonmonotonous with the original 
weights. These cases are collected in figure 3.2 (items b, f, g, k). It must 
be remarked that the rather peculiar pattern of item b in figure 3.2a is not 
caused by some uncommon frequency distribution. The responses to item b were 
distributed as follows over the categories: 54, 70, 40, 43, 22, 21, 7 (ca­
tegories: 1, 2, 3, 4, 5, 6, 7). 
Thus, we may consider the items b, f, g, к suspect; very probably 
these items will violate the Rasch model because of lacking intra-item-mo-
notonicity. 
3.3.2.3. Suspect items 
As a result of failing inter-item monotonicity and intra-item monotoni­
city we expect that the items b, f, g, h, k, m and ρ will show up as deviant 
in a Rasch analysis that operates with a fit test that is specifically sen­
sitive to violations of the assumption of monotonicity. Section 3.3.4 con­
tains this analysis. First, however, we present the results of a traditional 
factor analysis on the item intercorrelations. 
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(a) item Ъ (Ъ) Item ί 
(β) item g (4) item к 
H н 
Figure 3.2. Original category weights and new category codea (computed according 
to the method of reciprocal averages) of the items b (a), f (Ъ), g 
(с), and к (d). 
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Figure 3.3. Original category weights and neu category codee (computed according to the method of reciprocal average) of the iteme 
a.o.d.e (a), h.i.j, and I (b). 
•i 1 1 1 1 1 4 Ι 1 1 1 1 1 1 · 
1 2
. . 3 4 5 6 7 1 2 } 4 5 6 7 
re 3.4. Oriymal category weights and new category codee (computed according to the method of reciprocal average) of the items 
m,n,o,p (a), q^r, and в (b). 
3.3.3. Preselection for unidimensionality 
As was stated in section 3.3.1, we expect to find only one factor under­
lying the FW-questionnaire. In section 1.2.1.1 we have introduced an approxi­
mate check on unidimensionality by means of factor analysis. The first la­
tent root of the correlation matrix is large compared to the second, and the 
second is not much larger than any of the others. This may be assumed to 
hold too for multicategory items. In that case tetrachoric correlations are 
to be replaced by polychoric and discretization (1.19) is to be replaced by 
an appropriate discretization of the continuous latent variable into more 
than two categories (cf. Olsson, 1979, 444). Instead of the polychoric cor­
relations, we used the product moment correlations below. 
Principal factor analysis of the correlations between the 19 items 
yielded 5 factors, the first three of which reproduced respectively 63Z, 
12Z and 1IZ of the common variance. According to Osgood et al. (1957) the 
following three factors will invariably be found when factor analyzing a 
semantic differential: 
- evaluation (50Z-75Z of the common variance), 
- potency (25Z-37Z of the common variance), 
- action (less than „ „ „ „ „ „ „ „ ). 
In table 3.4 the original (unrotated) orthogonal factor pattern is presented; 
the entries in table 3.4 consist of factor loadings that are, absolutely, 
larger than .40. 
As seen from table 3.4, the factor analysis clearly indicates that FW 
is factorially unidimensional. Almost all items possess high loadings on 
the first factor, whereas the other factors do not make a substantial con­
tribution to the reduction of unexplained common variance, and cannot be 
interpreted meaningfully. For instance, the second factor originates from 
the large correlation between item a and item β (.82), which in turn stems 
from item a verbally asking nearly the same thing as item s (item a: old-
fashioned vs. modern, and item c: old vs. new). Furthermore, the sign of the 
loadings on the first factor in all cases corresponds with the scheme of 
dichotomization presented in table 3.3. This also holds for the items the 
loadings of which were not included in table 3.4. (As a matter of fact, on 
account of the criterion of factor purity, these items b, f, g and к should 
be considered for elimination). Thus, we may conclude that the simple cri­
terion for approximate factorial unidimensionality is fulfilled reasonable 
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Table 3.4. Factor pattern of the queetionnaire 
FW (only loadings greater than .40 
or smaller than -.40 have been 
Hated). 
items 
a 
Ь 
с 
d 
e 
f 
g 
h 
i 
j 
к 
1 
m 
η 
0 
Ρ 
Ч 
г 
s 
factors 
I 
.67 
.62 
-.67 
-.62 
. 4 2 
.70 
.72 
.55 
.48 
-.55 
.71 
-.45 
.66 
.68 
.55 
I I 
.61 
.68 
I I I 
.44 
.47 
.42 
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well by these data. It may be noted that the analyses of section 3.3.2 and 
the factor analysis of this section agree rather well on so-called suspect 
items. 
3.3.4. Rasoh analysis 
To find a subset of items complying with the monotonicity assumption 
of the Rasch model, the item contributing the most to the total chi square 
of the item set (computed for the Fischer-Scheiblechner test) was eliminated 
and the remaining items were analyzed with the Rasch model once more. This 
procedure was repeated until the total chi square reached an acceptable va-
lue. In the sequel, this method will be denoted as 'iterative reduction 
Rasch analysis' (IRR). It will be clear that IRR is subject to chance in-
fluences and therefore, when discussing the Rasch analysis below we consi-
der the danger of eliminating spuriously deviating items. Naturally, only 
cross-validation can impart validity to the result of an IRR. Since such a 
cross-validation was not a part of the study, we must be sceptical re-
garding the validity of the final scale. Since this section has as its 
only purpose the comparison of procedures with respect to the elimination 
of nonmonotonous items, the absence of a cross-validation is not a serious 
hindrance to the discussion. 
3.3.4.1. Analysis 
In figure 3.5 the reduction in total chi square is displayed as a func-
tion of the number of items left in the questionnaire and the dichotoraiza-
tion conditions DN and DY. For comparison, the corresponding reductions in 
critical chi square (significance level is nominally .05) and in expected 
chi square are indicated. 
Concentrating on DN, we see that the reduction of 19 items to 17 items 
involves a considerable decline of total chi square, which is larger than 
the spurious dimunition that might be expected from the loss in degrees 
of freedom. However, after the elimination of 9 items (10 items left) the 
observed chi square is seen to be about equal to the expected chi square. 
Approximately, starting from the point "14 items left" the curve for 
total chi square and the straight line indicating critical chi square are 
about parallel. We may, therefore, conclude that in this region model 
deviations are exclusively spuriously. For comparison, we have computed the 
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BH.. 
(10Θ.2) 
DY -
(56.2) 
oritlo»! 
chi 
•qoar· 
(28.9) 
degree* 
of free­
dom (18) 
0 _ 
19 18 17 1С 
f igure 3.5. Deoline in ahi square аа a function of the number of Heme 
remaining in the working-room questionnaire (dichotonrization 
oonditiona DN and DÏ). For compariaon, the oorreaponding reduc-
tions in oritical chi square (alfa=.OS) and degrees of freedom 
(=expeoted chi square) are sketched as well. 
15 11 13 12 11 10 
standard normal variable Ζ corresponding with every total chi square (cf. 
Hays, 1973); they are listed in table 3.5. Table 3.5 shows that, approxim­
ately from the point "14 items left" the value of Ζ lies within the region 
of acceptance, and that a sharp reduction exists in chi square between the 
point "14 items left" and the point "15 items left". 
From this, we infer that, in the dichotomization condition DN the items 
b, g, i, k, and ρ have to be eliminated, four of which were considered sus­
pect above. 
Dichotormzation condition DY 
In figure 3.5 and table 3.5 we draw the line under which item elimina­
tion is apparently spurious only at the point "15 items left". Therefore, 
in DY the items b, h, k, and η must be eliminated, three of which belong 
to the group of suspect items. 
3.3.4.2. Item еігтгпаігоп 
Only the first step of the IRR in the conditions DN and DY is compara­
ble; for, subsequent iterations of Rasch analyses are conducted with differ­
ent items. Further, IRR, being an iterative search process, is sensitive 
to the order of item elimination. For instance, if, in the condition DY, ve 
eliminate item к first, we cannot be certain whether the second deviating 
item will be item h. To examine the effect of the dichotomization, however, 
in both conditions the same items should have been eliminated. In this sec­
tion therefore, a single group of deviating items is established on the 
basis of the DN and DY results. 
Combining the results of the analyses in both dichotomization condi­
tions we can be very sure about the elimination of the items b and к Al­
though somewhat less certun, we further eliminated the items g, i, and ρ 
(on account of DN only) as veil as h and η (on account of DY only). Hence, 
the items b, g, h, i, k, n, and ρ were considered to violate to an unac-
(.eptable degree the monotonicity assumption of the Rasch model 
Two of these ite-ns did not belong to the apriori class of suspect items. 
Ноье^ег, the procedures discussed in sections 3.3.2.1 and 3.3 2.2 for the 
detection of deviating items, are not Affmprt for the construí, tion of a 
Rasch homogeneous scale. The> onl> >leid a class of items that for obvious 
reasons art suspect M t h regard to the monotonicity assumption ol the Rasch 
modcl. As seen from table З.э itens considered suspect coincide for the nost 
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Table 3 .5 . Eltmtruited items and z-uaîuee of a few steps m the IRR, for 
the dichotomzatwn conditions DU and DY. 
• 'suspect ' items, 
— boundary for chance capitalization (approximately). 
number 
of 
items 
19 
18 
17 
16 
15 
14 
13 
12 
11 
10 
9 
8 
7 
DN 
eliminated 
• 
g 
к* 
1 
* 
Ρ 
ь' 
η 
f' 
h' 
1 
J 
a 
β 
ζ 
8.8 
8.6 
4.9 
4.0 
3.9 
2.2 
2.3 
1.3 
1.4 
.1 
.6 
.8 
.3 
DY 
eliminated 
к' 
h' 
η 
s 
о 
1 
f ' 
d 
• 
Ρ 
J 
* 
g 
ζ 
4.7 
4.1 
3.3 
2.8 
2.1 
1.9 
2.2 
.4 
- .4 
-1.0 
- .03 
- .8 
.5 
Table 3.6. Parameters, standard errors, and z-values of the items m the 
conditions DN and DÏ (of Wmght & Stone, 1979, SS). 
items 
a 
с 
s 
sum 
DN 
parameter 
- .482 
- .893 
.609 
935 
.824 
.609 
-2.528 
.992 
.248 
.074 
- .387 
.001 
st. error 
.162 
.164 
.169 
.174 
.172 
.169 
.203 
.175 
.165 
.163 
.162 
DY 
parameter 
- .116 
- .221 
.109 
946 
.628 
.991 
-1.933 
- .247 
.060 
- .328 
.109 
- .002 
St. error 
.167 
.169 
.164 
.159 
.160 
.160 
.237 
.169 
.164 
.171 
.164 
inter­
polated 
St. error 
.165 
.167 
.167 
.167 
.166 
.165 
.221 
.172 
.165 
.167 
.163 
ζ 
-1.574 
-2.856 
2.120 
- .045 
.834 
-1.643 
-1.909 
5.092 
.808 
1.699 
-2.152 
part with items violating this assumption. As a result, we put some con­
fidence in the methods devised for the verification of inter-item monoto­
nicity and intra-item monotonicity. Finally, therefore, item f was elimi­
nated as well, since it violated intra-item monotonicity to a high degree. 
Closing this section, we speculate briefly on the reason for some 
itens not complying with the monotonicity assumption of the Rasch model. 
The latent trait is conceived of as the attractiveness of the working-
room. In a number of items, properties are mentioned, neither of which can 
be considered very attractive or positive. In those cases, the response 
curve of the itou is shaped like a | | turned upside down. It should, for 
instance (item g), be neither too warm, not too cold, but 'in between'. 
Thus a response in category I does not indicate a positive answer in terms 
of the attractiveness trait. With these items, the point of maximum pre­
ference lies near to the category of indifference, so that this category, 
originally neutral, becomes positively charged. Therefore, Rasch analysis 
in the condition DY generally does better than Rasch analysis in the con­
dition DN. This observation of nonmonotonous preference can be noted par­
ticularly with the eliminated items g, h, k, and n. 
3.3.4.3. The final result 
The final set is expected to consist of items complying with double 
monotonicity. Indeed, submitting the questionnaire data to a Rasch analysis 
without the items b, f, g, h, i, k, n, and ρ yielded z-values of 1.43 (DN) 
and .69 (DY), which are very acceptable results. The σ-parameters of both 
analyses are pictured in figure 3.6. In that figure, the vertical axis 
depicts the latent scale, whereas the item parameters are ordered based on 
the DN-condition on the horizontal axis. He shall first compare the results 
of the DN and DY conditions. 
In table 3.6 the item parameter estimates and corresponding standard 
errors are listed. For the computation of the standard error we used a 
formula given by Wright & Stone (1979, 65). The z-values reproduced in 
table 3.6 must not be taken too seriouly, since the samples DN and DY were 
not independent. Since, in computing the z-values, the covariation of the 
estimates was not taken into consideration, the z-values will, generally, 
be too small (assuming positive covariation). 
The item parameter estimates DN are plotted against the corresponding 
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Figure 3.6. Vertical αχίβ: Latent parametere of the Heme a,c,d,e,j,l,m,o,q,r and e in the diahotonrization 
conditiona DU and DÏ. The гtema are ordered according to the DN-Boale on the horizontal a i t e . 
estimates DY in figure 3.7. In the case of perfect correspondence, all 
points should fall on the straight line depicted in the figure. Of course, 
in applications of the Rasch model, perfect conformity will seldom be the 
case, and therefore we have drawn boundaries around the line of perfect 
model fit in figure 3.7, corresponding to critical z-values of 2.00 and 
-2.00. As we see, especially item o (fatiguing-stimulating) lies outside 
this region of acceptance. Item о is scored neutrally more frequently 
than the other items, and therefore it changes from a working-room charac­
teristic that is relatively hard to achieve (DN) into an easily established 
property (DY). The correlation between the item parameter estimates of 
DN and DY was .84, which must be judged as low, both viewing the context 
of Rasch scaling and the presence of the outlying item m. So with respect 
to item measurement, there is a difference between dichotomization condi­
tions DN and DY. 
From figure 3.7, it can be inferred that in the sample item parameter 
estimates in DN and DY differ by item specific amounts (e.g. Э. -Э. +η.). 
Consequently the correlation between these estimates is low. It will be 
shown in chapter 6 that, notwithstanding these 'bad' item results, subject 
measurement may be uninfluenced by the dichotomization procedure applied, 
provided the original multicategory response process complies with a spe­
cific polychotomous model. Thus, it might be that with respect to subject 
measurement, DN and DY agree. 
However, it is not our aim to construct an item set for the attractive­
ness of PW that would comply with the Rasch model in all its facets: mono-
tonicity, sufficiency, local stochastic independence, unidimensionality, 
dichotomicity. We have focussed on the selection of items that did not 
violate the Rasch model property of monotonicity as indicated by an 
appropriate statistical test. Figure 3.7 and table 3.6 have been included 
to draw attention to the problem of item dichotomization, which is discussed 
extensively in chapter 6. 
For illustrative purposes, we continue our discussion of the final re­
sult pictured in figure 3.6, concentrating on the vertical axis of this fi­
gure. This axis gives a simultaneous ordering of working-room characteris­
tics (cleanliness, modernity, safety, etc.) and the respondents' working-
rooms. From the respondent's scores on the working-room adjectives we infer 
an order of these properties, and then we consider that a working-room must 
be considered more attractive whenever it possesses to a higher degree posi-
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Figure 3.7. Horizontal axis: Item parameters in the dichotomization condition DN. 
Vertical axis: Item parameters in the dichotmisation condition Oí. 
The dotted linee indicate a region of acceptance for the hypothesie 
of no difference between the DN and DY condition». 
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tive characteristics such as modernity and safety. Whenever an item lies to 
the right on the latent scale, it is "hard" to agree with, for a respondent 
considering his working-room. The farther to the right of the trait a res-
pondent'8 working-room is located, the more it is characterized by positive 
properties and therefore, one might say, the more attractive it is. Compar-
ing DN and DY, it may be observed that the first and at the same time most 
easily met requirement of a working-room is that of being well-lighted 
(itanm). However,colourfulness (item e) makes the working-room more attrac-
tive and is not so easily met. With both the DN- and DY-scales we can observe 
that 
- Even a very unattractive working-room is likely to be (considered) well-
lighted; being well-lighted (item m) contributes little to the (psycholo-
gical) attractiveness of the working-room. 
- However, when the working-room is colourful (item e) it possesses very 
probably all the other positive characteristics as well; the same holds 
for item j (motivating). 
- We can distinguish two groups of items: 
First, items expressing relatively 'easy' properties such as well-lighted 
(item m), bright (item c), modern (item a), healthy (itou q), not disturb-
ing (item r), and new (item s), and , second, those items dealing with 
properties which are relatively more 'difficult' to have, such as arous-
ing (item d), colourful (item e), motivating (item j), and yielding pri-
vacy (item 1). 
3.4. Concluaion 
— This chapter was devoted to an analysis of item selection methods based 
exclusively on the monotonicity of the item's ICC. Monotonicity of an item 
set was described as double monotonicity or holomorphism above (section 3.2), 
and we have discussed, in sections 3.2.1 and 3.2.2, two different methods 
for selecting holomóTphic item sets. These procedures did not work out very 
well, as was concluded in section 3.2.3; in that same section we have pre-
sented a reason for this failure. 
The second half of this chapter contained an example of a monotonicity 
analysis by means of other methods of preselection. It was not our intention 
to recommend these search procedures as a standard pre-analysis for the Rasch 
model, although they worked out rather well in the example. 
ίΊ'β 
At the end of section 3.3.4.2 we speculated about the interpretation 
of monotonicity in terme of item content. Via such speculations it may be 
possible to formulate criteria for monotonicity in terms of item aontenti 
items complying with such criteria will be referred to as eubetantially 
monotonous. We have met substantial monotonicity before in our discussion 
of Stapf's application of the Rasch model to attitude data in section 2.3. 
It will be the main topic of next chapter. 
Notée 
1. "... via the restrictions on the H-coefficients a smaller number of viol-
ations of the Guttman-properties is obtained". 
2. "Until my opponents demonstrate the opposite I hold to my opinion that 
the H-coefficients - which do depend on the subject distribution - are 
low only when the variance of the subject parameters, regardless of the 
form of the distribution, has such a small value compared to the vari-
ance of the item difficulties that the resulting scale should be con-
sidered as inefficient". 
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MONOTONICITY: SUBSTANTIAL 4 
4.1. Introduction 
In the example of the previous chapter, monotonicity was not a crite­
rion of item construction. In fact, it was uncovered after the collection 
of data, by means of a statistical criterion, viz. an appropriate test of 
the Rasch model. Then, viewing the apparent nonmonotonicity of some indivi­
dual items, we have speculated briefly about a psychological reason for 
this. Only afterwards was an explanation ventured about the way a respondent 
would react to the items. 
For instance, in section 3.3.4.2 the nonmonotonicity of the items g, 
h, k, and η (see table 3.2) was explained by the conjecture that neither 
of the polar working place characteristics mentioned in each of these items 
may be very attractive. By this supposition, an increase in these proper­
ties of the working place (warmth, quietness, dryness, spaciousness) would 
not necessarily be an increase in the total attractiveness of the subject's 
working place. Conversely, when ζ increases, i.e. the attractiveness of 
the subject's working place increases, the tendency of the working place to 
possess these properties is supposed to decrease. 
With this we have given, implicitely, an interpretation of the establ­
ished monotonicity of the remaining items of table 3.2. By hypothesis, an 
increase in all these working place attributes always would cause an in­
crease of the subject's working place on the attractiveness dimension 
(which was hypothesized to be represented by the ζ-scale resulting from the 
Rasch analysis in chapter 3), i.e. the perceived attributes do not encounter 
some optimal level as to the attractiveness of the specific working-room 
that is characterized by them. This hypothesis refers to the items a, c, d, 
«t j. 1. o, q, r, s of table 3.2. Even a brief inspection of the content of 
some of these items makes this assumption rather doubtful. For instance, 
can a working-room never be too colourful (item e)? Only item q seems to 
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(*) 
(Ь) 
(с) 
НО | YES 
5.6 
МО | YES ] НО 
5.6 5.10 
НО | YES | НО 
5.6 10 
Figur« 4.1. Schematic repreeentations of a monotonous item (a), a nonmono-
tonoue item (Ъ), and a quaei-tnonotonoue item (c). 
coaply with our intuition. For your health, 'the sky is the linit'. 
It should be realized in this discussion that a subject is represented 
in terms of hie perception of the attractiveness of the working place and it 
could be, therefore, that the suspected nonmonotonicity of item e would show 
up if another sample of subjects answered these items. If the sample contained 
perceived working-rooos which are too colourful or too grey to be attractive 
(item e), the item asking for this property would become nonmonotonous on 
the latent scale at issue. On this attractiveness continuum, the item's 
characteristic curve would attain about the same low values for both high 
and low t
v
, for both very unattractive (low ζ ) and very attractive (high 
Çv) working-rooms would agree in the probability of responding positively to 
item e. Since by this interpretation, item e would be monotonous in some 
samples only (included the sample used in chapter 3), it could be said to be 
quasi-monotonouB. 
Quasi-monotonicity can be best explained by representing the monotonici-
ty and nonmonotonicity of an item in a deterministic response model, as is 
done in the figures 4.1a and 4.1b. The corresponding items are (the first one 
is taken from Torgerson, 1958, 304) 
I am over five feet six inches tall; (4.1) 
I am between five feet six inches tall and 
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five feet ten inches tall. (4.2) 
Both items are dichotomous. The first item divides the continuum of interest 
(height) into two nonoverlapping segments which, in the deterministic seal-
ling model of Guttman, contain exclusively either the latent parameters of ~ 
the persons saying "yes" or the parameters of the subjects answering "no". The 
second item, however, divides the latent scale into three segments, two of 
which contain subjects who cannot be distinguished on the basis of their ma-
nifest responses: both subjects who are taller than five feet ten inches and 
subjects who are shorter than five feet six inches, will say "no", although 
their positions on the underlying trait are quite different (cf. figure 4.1b). 
Even when an item is monotonous in one sample, it might show up as non-
monotonous in another sample. We have called this quasi-monotonicity above; 
it can be illustrated by the following item: 
I am between five feet six inches tall and ten feet tall. . (4.3) 
Item (4.3) is theoretically nonmonotonous, but practically monotonous. Since 
nobody is over ten feet tall, the corresponding section of the latent con-
tinuum is empty and the item is practically equivalent to the monotonous it-
em (4.1) (see figure 4.1c). Whether or not a nonmonotonous item behaves as 
a monotonous item depends on the sample of subjects to which the items are 
presented. Quasi-monotonous items are monotonous in the middle range of sub-
jects (cf. figure 4.2a), but nonmonotonous for middle and extreme subjects 
(cf. figure 4.2b). So quasi-monotonous items are monotonous because of the 
sample used but nonmonotonous in their formal structure, i.e. because of their 
ICC. Quasi-monotonicity is a sample-dependent property. 
So we might invoke quasi-monotonicity as an explanation for items that 
seem nonmonotonous because of their content not being detected as such by 
tests of monotonicity in a Rasch analysis (as was the case with item e dis-
cussed above). 
The apparent nonmonotonicity of the items discussed in the introduction 
was explained by means of a psychological intuition about the relation be-
tween an attractive working place and its experienced properties. 
It will be clear that this sort of psychological item theorizing is 
suboptimal (to say the least) since it is in all cases poet hoc and in many 
cases final. There is no subsequent test on newly collected data, so the in-
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(a) sample a: 
(b) sample b: 
NO . NO YES , NO 
(middle range) 
NO , NO YES NO 
(middle and excreme subjects) 
Figure 4.2. Quasi-monotonioity (a) and normonotonioity (b) of an item, 
depending on the sample. 
terpretation remains an untested hypothesis. The question arises as to whether 
it is possible to construct items in such a way that there are apriori 
reasons to be confident in the raonotonicity of the itens. We would like to 
have items that by their manifest form alone are some sort of garantee for 
monotonicity. Viewing these items, a subject is expected to 'behave monoto-
neously'. 
An answer to this cuestión would have to relate the latent item form to 
the manifest item form, that is it would have to translate the formal mono-
tonicity of an ICC into item content. Thus, in fact, we ask for the content 
characteristics of a monotonous item. Items agreeing vith these content cri-
teria will be said to possess eubstantial monotonicity. 
Up to this point, we have talked about items using the language of item 
response theory, e.g. we have discussed monotonicity as a formal item proper-
ty. In this chapter we make use of what might be called a 'phrasing-language', 
i.e. when we talk about the substantial monotonicity of an item we are 
referring to characteristics of the item wording. With this language, items 
are described in terms of directly recognizable characteristics which are 
related to formal properties of representation models; the phrasing-lan-
guage would be comparable to the semantic component of a granmar in lin-
guistic theory. 
It will be clear that at present we are far from such a linking of 
features of item wording to formal properties of representation models. 
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Therefore, this chapter should be considered as a preliminary investigation 
into this subject matter. At the end of it, there will not be a definitive 
recipe for constructing substantially monotonous items. Instead, this chap­
ter discusses a few guidelines and a lot of examples. As we will see below, 
as one likely candidate for the empirical correlate of monotonicity in item 
content, will be proposed the presence of a 'comparative' in the formulation 
of the item. 
For the treatment of substantial (non-)monotonicity, we replace the it­
em examples (4.1) and (4.2) by two new instances; since the dimension ξ of 
the items (4.1) and (4.2) seems to coincide with the trait 'height' which 
can be inferred from the item content, these items are too simple for our 
discussion. 
The two item examples which will be used by us throughout this chapter 
are 
As a punishment, I find A rather severe: yes/no (4.4) 
As a punishment, I find A acceptable: yes/no . (4.5) 
Item (4.4) is substantially monotonous and item (4.5) is substantially non-
monotonous, for reasons which are explained below. 
In section 4.2 we study in somewhat more dppth the differences between 
monotonous and nonmonotonous items in model-language; switching from model-
language to phrasing-language, section 4.3 is devoted to a discussion of 
properties of item content with respect to (non-)monotonicity. Additional 
examples ar^ given in section 4.4 and the final section 4.5 contains some 
conclusions. 
4.2. Monotonous and nonmonotonous items 
In this section we explore in more depth the differences between mono­
tonous and nonmonotonous items. In particular, we focus on the latent struc­
tures corresponding to such items. Starting from properties of the formal 
model (cumulativity, maximum probability, ideal point) we say something 
about the features of the psychological process of itou responding that are 
assumed to be represented by them (such as dominance, and proximity). In 
this way we prepare the discussion of monotonicity and nonmonotonicity as 
substantial item properties which appears in section 4.3. 
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4.2.1. Monotonous items 
The difficulty of an item is represented by a parameter of an item 
response model in this study. With dichotomous monotonous items, it is a 
convention to identify this difficulty with the latent parameter of the 
boundary between two segments of the latent scale corresponding to the two 
response categories (cf. figure 4.1a). In case of probabilistic modelling 
of the responses to these items, this boundary can be defined as the parame­
ter σ of the subject for whom p("yes")=p("no")-j, and, correspondingly, the 
two segments of the latent trait are the two intervals (-",σ) and (σ,+<•>). 
When ξ β(-»,σ) and ζ β(σ,+»), ρ(+|ξ ,σ) always will be larger than ρ(+|ζ ,σ). 
Note that this method of localizing the item on the latent trait is 
only a convention, and, in fact, in case of more than two response catego­
ries, it breaks down: In the case of monotonicity the item is, so to speak, 
equivalent to the latent trait itself; it is not just a point on it. A 
monotonous item is a set of category points (Coombs, 1964, 231), it is a 
cumulative item. 
Having localized the item by a parameter σ the process of responding to 
a monotonous dichotomous item can be interpreted as follows. A positive 
response to the item 'implies', in the model, that the subject's scale value 
ξ probably is larger than the scale value σ of the item, i.e. that the signed 
distance between these latent parameters probably is positive. When this dis­
tance increases, the probability of agreeing with the item increases. This 
relation of a signed distance between parameters in a formal model might be 
interpreted as representing a dominance relation between the subject and 
the item in the real world, and therefore a monotonous item is sometimes 
called a dominance item. 
Thus a dominance relation between a subject and an item is represented 
in a model by the signed distance between the subject and item's model coun­
terparts (e.g. parameters). Techniques for analyzing dominance items in this 
way have been developed by Likerc (1932; dominance items are also called 
"Likert items"), who introduced the method of suramated ratings (to be dis­
cussed in chapter 6), Guttman (1944), and a number of researchers in pro­
babilistic item response theory (see section 1.1). In the latter approach, 
dominance items may be represented as monotonous items. 
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4.2.2. Normonotonoua items 
In the case of nonmonotonous dichotomous items, we have (at least) 
three segments on the latent scale, two of which correspond to the same 
response category (cf. figure 4.1b). Again, when the model is probabilistic 
in nature, the localization of the boundaries separating these segments 
becomes arbitrary. A rule might be that when the subject's parameter is in 
the middle segment, the corresponding probability of agreeing with the item 
always is larger than when this parameter is in one of the outer segments. 
By this rule, the middle segment becomes the domain of maximum probability, 
i.e. it contains the parameter of the subject for whom the probability of 
agreeing with the item is largest. The item's parameter may be identified, 
then, with this point of maximum probability. Conversely, the response pro­
bability of a subject will be maximal only when the item's scale value co­
incides with the subject's scale value. Therefore the subject's position 
on the latent scale may be called the ideal point of the subject. 
Again, this way of localizing the item in case of nonmonotonicity is 
a convention. Because of this convention, nonmonotonous items are some­
times called point items. 
Having localized the item on the latent scale, the process of res­
ponding to a nonmonotonous dichotomous item can be interpreted as follows. 
A positive response to a nonmonotonous item 'implies', in the model, that 
the subject's scale value ζ must be located somewhere in the vicinity of 
the item's scale value σ, i.e. that the distance between these latent para­
meters is relatively small. When this distance increases, the probability 
of agreeing with the item decreases. This distance relation between parame­
ters in a formal model might be interpreted as representing a proximity 
relation between the subject and the item in the real world. Therefore a 
nonmonotonous item is sometimes called a proximity item. 
Thus a proximity relation between a subject and an item may be repre­
sented in a model by the distance between the subject and the item's model 
counterparts. Techniques for analyzing proximity items in this way have been 
developed by Thurstone (1928; proximity items are also called 'Thurstone it­
ems'), and Coombs (1964). A large number of geometrical models aiming 
at representing the proximity between subject ν and item i as a distance 
in 'pictures' originated with the normetrie breakthrough in the sixties 
(Shepard, 1962a,b; Kruskal, 1964a,b; Lingoes, 1965; Guttman, 1968; Roskam, 
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60 70 Severity 
Figure 4.3. Three items of the form (4.4) and their characteristic curves. 
60 70 Acceptance 
Figure 4.4. Three items of the form (4.S) and their characteristic curves. 
1968). In item response theory, proximity items may be represented as non-
mono tonous items. 
4.2.3. The latent scales 
From the preceding two sections we conclude that a monotonous ICC can 
be interpreted as representing a dominance relation, whereas nonmonotonicity 
of an item's ICC may be representative of a proximity relation. These re­
sults imply that the latent scale represents quite different traits de­
pending on whether the response curves are monotonous or nonmonotonous. We 
will illustrate this by means of the items (4.4) and (4.5). 
Suppose the unknown punishment "λ" in these items has three values: 10 
days in jail, 60 days in jail, or 70 days in jail. Assuming item (4.4) to 
be monotonous and item (4.5) to be nonmonotonous, the characteristic curves 
of the three possible items in each case are pictured in the figures 4.3 
and 4.4. Note that the ICC's in figure 4.3 are a decreasing function of the 
subject parameter since we assume 60 days, e.g., in jail to be a more severe 
punishment than 10 days in jail. With respect to item (4.5) it must be 
stressed here that 'acceptance' in itself cannot act as a criterion of sub­
stantial nonmonotonicity for, below we present examples of items asking 
for subjective acceptance which appear to be monotonous in analyses with 
the Rasch model. 
With respect to attitude toward the severity and acceptability of punish­
ment we will distinguish two main positions which, for the sake of a clear 
illustration, are located far from each other on the latent scale: A lenient 
attitude (low ζ) and a harsh attitude (high ζ). We assume the scale values 
of these positions to be identical to the parameters of the items '10 days' 
and '60 days' respectively. So for a 'lenient', the ideal point is 10, but 
for a 'harsh' the ideal point is 60: When σ.-ΙΟ, the agreement of a lenient 
will be maximal. To simplify the exposition a lenient will be called a 
'liberal' and a harsh a 'conservative'. 
For the items (4.4), the tendency to agree decreases with increasing 
subjective scale value, and therefore the response probabilities of the two 
main attitude positions, liberal and conservative, can be ordered in this 
case as in the left column of table 4.1. However, when a nonmonotonous item 
is farther removed from a subject on the latent scale, the tendency of that 
subject to agree with it will be lower, so that we should find the response 
probability rank order listed in the right part of table 4.1 for the items 
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Table 4.1. Rank orders of the response probabilities for the 
two item sets of figures 4.3 and 4.4 for liberal 
and conservative subjects. 
items 
10 days 
60 days 
70 days 
items of figure 4.3 
liberal 
1 
2 
3 
conservative 
I 
2 
3 
items of figure 4.4 
liberal 
I 
2 
3 
conservative 
3 
1 
2 
(4.5). 
Comparing figures 4.3 and 4.4 we note that in the case of monotonieity 
the latent scale has a 'direction', whereas the latent space for the items 
(4.5) is symmetrical with respect to response probabilities. 
Figure 4.3 shows that both liberal and conservative subjects judge 10 
days less severe than 60 days and 60 days less severe than 70 days. This 
ordinal relation between severity judgments can be formulated as: 
liberal/conservative: 10 days < 60 days < 70 days ; (4.6) 
the sign '<' denotes an ordinal relation, in terms of judged severity, be-
tween psychological entities (and not between mathematical entities, e.g. 
numbers). In the case of the item set of figure 4.4, we can write down two 
analogous psychological inequalities with respect to the acceptability of 
the respective punishments: 
liberal: 10 days > 60 days > 70 days , (4.7) 
conservative: 10 days < 70 days < 60 days . (4.8) 
In constructing figures 4.3 and 4.4, the scale values of the stimuli 10 days, 
60 days, and 70 days have been assumed to be equal to 10, 60, and 70 scale 
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points respectively. Thus when denoting the scale value of 10 days as s(a) 
and of 60 days as s(b), the scale value of 70 days is given by s(a)+s(b). 
The psychological counterpart of s(a) is written as a, of s(b) as b, and 
of s(a)+s(b) as a&b; the sign '&' denotes some psychological concatenation 
operation, which is represented by addition in the model: s(a4b)-s(a)+s(b). 
With this notation, the formulas (4.6) and (4.8) can be rewritten as follows 
for conservative subjects: 
conservative: a < b < a&b (4.9) 
s s 
conservative: a < a&b < b . (4.10) 
When s(a)<s(b), Prob(+|s(a)+s(b))*Prob(+|s(b))>Prob(+|s(a)) in case of 
monotoneously decreasing response curves, which represents the dominance 
ordering a&b>b>a in the real world, where > denotes some unspecified psycho-
logical comparison (cf. Roskam, 1968). From this we infer that when the 
psychological trait is of a kind that 
a&b ¿both a and b , (4.11) 
о 
monotonous response curves will be obtained in the model (decreasing in the 
special case of (4.10)). 
However, formula (4.10) demonstrates that, in a situation of nonmono-
tonous items, there exist subjects for whom 
a&b < either a or b . (4.12) 
о 
Since (4.11) and (4.12) cannot be both true at the same time, we have in 
them a criterion for monotonicity. In particular, a criterion for monotoni-
city is that stimulus a and stimulus b together are not less with respect 
to some dimension than either a or b separately. Below, we will present an 
example in which a&b is equivalent to a when a is harder to agree than b. 
This is, for instance, the case in the perfect Guttman scalogram, in which 
a < b < > a&b -
о о 
is represented by eq. (3.7). 
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4.3. Substantially monotonoue and nonmmotonoue items 
In this section we elaborate on the findings of the preceding section: 
monotonous and nonmonotonous items, differ with respect to the way alterna-
tives a and b combine to the pair a&b (section 4.3.1), and with respect to 
whether the item possesses a comparative (section 4.3.2). 
4.3.1. Compound or contingent 
Inequalities (4.11) and (4.12) represent different utilities scales for 
the subjects: Formula (4.11) represents 'additive utility' since the conca-
tenation a&b of a and b is always 'better than or equal to' both a and b, 
whereas (4.12) describes 'semibounded utility' since the utility of the com-
bination a&b is between the utilities of a and b. The terms additive utility 
and semibounded utility stem from Coombs (1964, 374-379). According to him, 
the different utility scales of (4.11) and (4.12) correspond to differences 
of the pair (a,b) in these formulas: When (4.11) holds, (a,b) can be called 
a compound pair and when (4.12) holds, a contingent pair. As contrasted with 
a compound pair, the addition of a better alternative to a good alternative 
in a contingent pair in some way involves the addition of both a positive and 
a negative aspect, so that the utility of the total pair lies between the 
utilities of the alternatives. Thus the option of a contingent pair is a 
mixture of positive and negative features. 
For instance, moving from 10 days to 100 days the punishment becomes 
more acceptable for a conservative subject because it gets more favourable 
for the society but at the same time it may become less acceptable because 
the punishment becomes more unfavourable for the criminal (cf. figure 4.4). 
An increase in punishment days implies an increase in acceptability for 
one reason (positive aspect) but a decrease in acceptability for another 
reason (negative aspect). Thus, nonmonotonicity may arise as the result of 
a conflict between an increasing positive stimulus aspect and a faster in-
creasing negative stimulus aspect. Nonmonotonicity may arise because 
"good things satiate and bad things detoriate" (Coombs & Avrunin, 1977). 
According to Coombs (o.e., 379): "By comparing different individuals' 
utility scales for compound and contingent options we may experimentally 
distinguish between the two". Using this method in an introspective manner, 
we were able to specify item (4.4) as substantially monotonous, and item 
(4.5) as substantially nonmonotonous in section 4.1 above. 
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Following Coombs, we may use inequalities (4.11) and (4.12) as 
experimental criteria for the nature of the utility scale of the subjects, 
and therefore for the (non-)monotonicity of corresponding items. With these 
criteria, which are independent of the Rasch model, it may be possible to 
determine which aspects of the phrasing specified by the item definiton 
make the item (non-)monotonous; these item features may subsequently be 
used as criteria for the substantial (non-)monotonicity of an item. 
Some examples of using, in an introspective manner, the evaluation of 
item pairs as compound or contingent as a criterion for the substantial mo-
notonicity of the items, appear in section 4.4. 
4.3.2. Comparative 
Inspection of the left side of table 4.1 shows that in case of monoto-
nous items the same stochastically dominant rank order of the items on the 
latent trait is obtained, viz. 10 days<60 days<70 days, for both the liberal 
and conservative subject groups. This in fact holds for all subject groups 
from the population, (cf. formula (3.2) of chapter 3). When the item curves 
are nonmonotonous however, the example of figure 4.4 shows that liberals 
and conservatives rank order the items in different ways. Moving to the 
right, we may even find a very conservative subject for whom 70days>60 days 
>I0 days, which is the exact opposite of the liberal's rank order (4.7). 
The existence of such an unchanging item order ranging from low agree-
ment to high agreement in case of monotonicity can be interpreted as being 
representative of a direction in the attitude: When the item describing an 
instance of the attitude of interest does not contain this directional as-
pect, substantial monotonicity may be obtained by adding some sort of com-
parative to the item. In this view, item (4.5) can be transformed into an 
item possessing substantial monotonicity by rephrasing it as follows: 
For a punishment, I would at least require A: yes/no . (4.13) 
For both liberal and conservative subjects, the stochastic item order is ex-
pected to be 10 days>60 days>70 days in case of item form (4.13). An item 
set possessing this comparative property may be called 'cumulative' because 
every item will pose the same problem (e.g. severity of punishment) but to 
a somewhat higher degree than the preceding item. 
In case of item example (4.13), the comparison does not refer to the 
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relation between two items, but to the relation between a standard stimulus 
of punishment ('A') and the subjective ideal for punishment. That is, (4.13) 
might be reformulated as: 
The number of days of imprisonment'I would require is equal 
to or larger than A: yes/no. 
As ve saw in the preceding section, the property compound/contingent 
cannot be directly observed at the item phrasing, but it may be used to set 
up Rasch model-free experiments for determining features of substantial mono-
tonic i ty. In contrast with compound/contingent, comparativity is a directly 
recognizable item characteristic, and it may serve therefore as a criterion 
of substantial (non-)monotonicity. Using the two guides of compound/contin-
gent and comparatives we will study a few examples of substantially (non-) 
monotonous item forms in the next section. 
A.4. Examples 
Four examples will be discussed. The first two consist of instances in 
which actual Rasch analyses were conducted on items of the attitude kind. The 
third example has a long history in social psychology. In the final instance, 
we will construct an alternative questionnaire for the attractiveness of the 
psychological workspace using these examples as guidelines. 
Attitude towards the severity of punishment 
In section 2.3 we have discussed the application of Stapf (1970) (See 
table 4.2). The construction of this set of items can be described by means 
of the following two examples (excluded from the final questionnaire): 
For a punishment, I beat my son/daughter severely; (4.14) 
(Zur Strafe schlage ich meine Sohn/Tochter ziellos) 
For a punishment, I give my son/daughter old clothes 
to put on. (4.IS) 
(Zur Strafe gebe ich meinem Sohn/Tochter alte Sachen 
zum anziehen). 
Both items could get the same rather low (say) marginal total, but for dif-
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Table 4 . 2 . The final 9 items of Stapf (1970), ordered to increasing 
'difficulty' a.. 
Zur St rafe : 
(For a punishment: 
Zur St rafe : 
(For a punishment: 
Zur St rafe : 
(For a punishment: 
Zur St rafe : 
(For a punishment: 
Zur St rafe : 
(For a punishment: 
Zur St rafe : 
(For a punishment: 
Zur Strafe : 
(For a punishment: 
Zur St rafe : 
(For a punishment: 
Zur S t ra fe : 
(For a punishment: 
eine Moralpredigt halten 
delivering a moral semon) 
sagen: er/sie soll sich schämen 
saying: you ought to be ashamed of yourself) 
Schläge androhen 
threatening with a sound beating) 
andere Kinder als Vorbild vorhalten 
using other ahilaren as an exemple) 
seine/ihre Vergehen und Fehler vorhalten 
confronting him/her with his/her faulte) 
ihm/ihr Hausarrest geben 
giving him/her heuse arrest) 
ihm/ihr den Hintern versohlen 
beating his/hers buttocks) 
ihn/sie ohrfeigen 
boxing his/her ears) 
ihn/sie nicht mehr beachten 
ignoring him/her awhile) 
ferent reasons: Host people will say "no" to (4.14) because of the severity 
of the punishment, but "no" to (4.IS) since the kind of punishment described 
in it is very unusual. Thus the ваше subject score would be indicative of 
different psychological dimensions, e.g. attitude toward the severity of 
punishment versus attitude toward the peculiarity of punishment, and therefore 
these items would not comply with a unidimensional scaling model. In this 
case, item (4.IS) should be eliminated. 
The items of the final set seem to clearly exhibit a cumulative proper­
ty determined by the severity of the punishment. However, inspection of the 
individual items suggest that the general format might have been (the exact 
formulation could not be derived from Stapf's article): 
For a punishment, I find A acceptable: yes/no (4.16) 
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Although this item appears to be a point item (cf. item (4.5)), the item 
set of table 4.2 appeared to be Rasch homogeneous. A possible explanation 
for this may be that in the context of punishment of one's children, ac­
ceptability is conceived by the subject as severity, which is cumulative 
(cf. item (4.4)). This would imply that acceptance cannot be a criterion 
of substantial (non-)monotonicity. Clearly, such an explanation remains a 
speculation at this point, but it seems clear that 'acceptance' is ambi­
guous: Asking for acceptability in an item may either correspond to non­
monotonic i ty (item example (4.5)) or to monotonicity (items (4.16) of 
Stapf) depending on the context. 
To get items of the type (4.4), one could replace "For a punishment..." 
by "For a punishment I would at leaet ", or: For a punishment, I would 
never accept..." (comparative formulations). Another method would be the 
presentation of an instruction in which it is stressed that one should 
only respond to an item in terms of severity. The fact that these items 
did comply with the Rasch model urged us to conclude above that the subject 
sample at issue conceived of these items as dominance item. It must be re­
marked, however, that a severe item reduction took place (from 20 to 9), 
and that a test of the dimensionality axiom of the Rasch model (by the Q.-
statistic, cf. section 1.2.3.3) was absent. 
Attitude towarde patients who ape discharged from a psychiatrie institution 
This example was published by Jansen (1981a). He analyzed a question­
naire of β items, which were used in 1969 to measure the attitude of inha­
bitants of a city in the Netherlands towards patients who are discharged 
from a nearby psychiatric institution. A sample of 357 subjects responded 
to the 8 questions listed in table 4.3. Analyses with the dichotomous and 
polychotomous Rasch model showed that, after the elimination of item 5, this 
item set complied very well with the Rasch model. 
It seems that the items of this 'acceptance scale' comply with com-
parativity: They have the format of Guttman items, i.e. cumulative tenden­
cies are obvious. The final order of the items on the latent scale was 1 
(easiest), 2, 3, 4, 6, 8, 7 (most difficult), oranitting item 5, so the pre­
dicted item order in table 4.3 was not entirely correct; but that is not a 
problem as long as the items can be ordered. 
Again, because of the successful Rasch analysis, it can be concluded 
that these items were effectively dominance items. This is, however, a post 
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Table 4.3. The 8 items analyzed by Janeen (1981a), ordered to decreasing 
social distance (as expected by intuition!. 
Suppose an acquaintance, for instance a former collegue who has the same 
schooling as you and who belongs to the kind of people you associate with, 
is discharged from an institution for psychopaths: 
(1) Would you want to have to do with him/her? 
(2) Would you permit that he/she, just like others, frequents you as 
a friend? 
(3) Would you permit him/her to live in your neighbourhood? 
(4) Would you accept him/her as your neighbour? 
(5) Would you talk with him/her about your problems? 
(6) Would you accept him/her as a teacher of your children? 
(7) Would you accept him/her as a babysitter? 
(8) Would you accept that he/she marries your son/daughter (or someone 
else you are close to)? 
hoc conclusion. 
Thus looking at the items we ask: Is it conceivable to say "no" for rea-
sons of high acceptance (so the item is too easy as to say), for in that case 
the item will violate substantial monotonicity? The answer to this question 
is, of course, determined completely by subjective judgment but still it 
seems to us as if the items in table 4.3 comply very well with this 'com-
pound' condition, except for item 5. 
A negative answer to item S could have nothing to do uith rejectance of 
the former psychiatric patient, it might, in fact, bean indication of high 
acceptance (protecting the former patient to troubles). Therefore, item 5 
violates unidimensionality, which indeed was demonstrated clearly by Jansen 
(1981a). 
For the remaining seven items, the situation is as follows: It is very 
hard to think of a respondent who, for instance, says "no" to item 1 be-
cause his real acceptance level urges him to agree with the hardest item, 
viz. item 7. The cumulative structure of this item set is very strong: If 
one agrees with item 4, then it is almost inevitable to agree with item 3. 
Thus it seems as if the individual items possess substantial monotonicity as 
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a property: A "no"-ansver implies low acceptance (small ζ) and a "yes"-answer 
indicates high acceptance (large O . The structure of these items is: 
At any rate, I would at least accept him/her 
in situation A: yes/no. (4.17) 
which stresses the compound property of a pair of these items. In fact, in 
this case the pair a&b will be equivalent to option a with respect to accep­
tance if a is harder to agree with than b. 
The Bogardus eocidl distance ecale 
The Bogardus 'social distance scale' has a long history in social psy­
chology. It can be described as one polychotomous item with 7 response ca­
tegories. The item consists of the attitude object at issue, the response 
categories are 7 social contacts to which the object may or may not be ad­
mitted by the respondent. For instance, 
I admit Turks 
(1) as a marriage suitor; 
(2) to my club; 
(3) to the street where I live; 
(4) as a colleague in my work; (4.18) 
(5) as a citizen of my country; 
(6) only as a visitor to my country; 
(7) not to my country. 
By means of these seven response categories, or 7 dichotomous items, Bogar­
dus (1925; reprinted in Fishbein, 1967, 71-76) tried to measure the 'social 
distance' between a subject and an attitude object. 
For the same reason as with the preceding example, these seven items do 
not seem to be point items (except for itaa 6, from which the word 'only' 
should be omitted). Agreement with the pair a&b is expected to be greater 
than or equal to agreement with the pair options a and b. Thus (a,b) is a 
compound pair and therefore the ability scale for the options is of the ad­
ditive kind, which implies the possibility of representing the data by mono­
tonous curves in probabilistic item response theory. 
The structure of the items is 
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At any rate, I would at least accept Turks 
in situation A: yes/no, (4.19) 
which stipulates the comparative quality of the item set. 
The set of items describes several situations by means of which it 
should be possible to locate a subject on an 'acceptance continuum'. The 
subject parameter ξ is, then, the subject-dependent disposition that fa­
cilitates acceptance of the attitude object at issue ('tolerance') and o. 
gives the 'dificulty' of the contact, inhibiting acceptance. Note that the 
Bogardus scale, viewed as a set of cumulative items, does not yield any 
direct information about the attitude object; if the item parameters are 
fixed, the acceptability of the attitude object (e.g. Turks) may be defined 
as the average subject parameter. In that case, acceptability is not sample 
independent,.as, of course, it should be. 
There is a close resemblance between the item forms (4.17) and (4.19): 
Both define a subject's attitude toward some object by the degree of social 
distance between the subject and the attitude object. Distance will be 
'social' when the items describe a succesion of situations which imply 
more and more intimate real-life contacts with the attitude object, and dis­
tance may be called 'psychological' when the contact refers to ideas. An 
example of the latter kind of attitudes might be the attitude toward the 
liberal punishment of criminals. 
Attitude touards the working-room 
As an illustration, we apply the criteria of substantial monotonicity 
by constructing an alternative item format for a questionnaire measuring the 
attractiveness of the respondent's workspace. The original questionnaire was 
given in table 3.2. 
It is, beforhand, not clear whether the items (e.g. modernity, clean­
liness, brightness, etc.) form a cumulative scale. Therefore in this case 
substantial monotonicity is not obviously present, and the validity of the 
monotonicity condition should therefore, be checked using statistical proce­
dures as was done in the previous chapter. 
In the introduction to this chapter, we have argued that the PW-items 
might not possess substantial monotonicity. The reason for this is that the 
individual items might, essentially, be point items: a working-room that 
scores high on an item could be low in attractiveness. Therefore we must for-
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muíate the items in such way that low scores indicate low attractiveness and 
high scores indicate high attractiveness unequivocally. 
A simple form which seems to be in accordance with this might be: 
"My working-room is attractive for its..." (brightness, modernity, clean-
liness, etc.). Another formulationmight be: "it is the of my working-
room which makes it attractive". Note the difference between these item forms 
and the original item: "My working-room possesses...". The first forms seem 
to be characterized by substantial monotonicity, that is there appear to be 
content reasons for these items to be monotonous. 
When a working-room is attractive for aspect a and the same working-
room is attractive for another aspect b, it seems obvious that the attrac-
tiveness of this working-room for aSb will not be less than either of these 
separate attractiveness. Thus we expect to find additive utility, and there-
by this criterion of substantial monotonicity seems to be fulfilled. 
4.5. Conalueion 
The two criteria for substantial monotonicity that were introduced in 
this chapter, viz. comparativity and coapoundness, will not be sufficient 
conditions for the monotonicity of the items in a model. Therefore, their 
use lies more in the detection, in terms of content, of items violating 
monotonicity than in the a priori establishment of a monotonous item set. 
Clearly, additional characteristics of substantial monotonicity may be found. 
This chapter is only to be seen as an exploratory inquiry into this subject 
matter, and it is for that reason that it may seem to have only rarely 
surpassed intuitive heuristics. 
We have seen in section 4.3 that nonmonotonicity may result from the 
stimulus being a mixture of positive (+) and negative (-) aspects: When 
(+) increases, the probability of agreeing with the item increases, and when 
(-) increases, this probability decreases. This suggests that it might be 
possible to establish a monotonous item set by letting the subjects rate 
these features independently, i.e. by explicitely asking for agreement on 
account of either (+) or (-). 
For instance, item (4.5) may become unambiguous monotonous by formu-
lating it either as (+): 
With respect to the society, A is a 
favourable punishment: yes/no, (4.20) 
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or as (-): 
With respect to the criminal, A is a 
favourable punishment: yes/no. (4.21) 
Monotonous items represent a dominance relation, and nonmonotonous it-
ems a proximity relation, as we have seen in section 4.2. Dominance and 
proximity may be considered as properties of the semantic 'deep structure' 
of the item phrasing, and what we are looking for are the elements of the 
verbal 'surface structure' of the item that correspond to these properties. 
By systematically varying the formulation of an item the effects of compo-
nents of this surface structure, e.g. of words as 'at least', 'acceptable' 
or 'appropriate' and the context, on the item's (non-)monotonicity may be 
investigated, i.e. surface correlates of dominance and proximity may be 
detected. It will be clear that this study is to be considered only as a 
first and minor step toward such a wide research programme. 
We have seen in section 4.3.2 that there seems to exist at least one 
correlate in formal grammar of dominance, viz. a comparative formulation. 
By this, a characteristic of substantially monotonous items may be that the 
formal description of the verbal 'surface structure' of an item in terms of 
a 'deep structure' and a set of rules for deriving the surface structure 
from this deep structure (as for instance specified by the transformational 
generative grammar of Chomsky, 1957), contains some sort of comparative compo-
nent; for that matter, Chomsky; (1965, 178f) discusses a 'comparative trans-
formation'. In this way, criteria for substantial monotonicity may be for-
mulated in terms of structural properties of item wording. 
Substantial monotonicity is determined by the verbal formulation of the 
item whereas monotonicity is a characteristic of the mathematical model by 
which the responses to the items are represented in a formal way. In the 
case of a misfit between the model (e.g. monotonicity) and the data (e.g. 
substantial nonmonotonicity) it is only the model that is liable to change, 
which implies that attitude items that are nonmonotonous in their content 
ask for an'item response model with nonmonotonous characteristic curves. 
The next chapter is devoted to a study of such a model, in which specific 
objectivity as a methodological requirement is incorporated. 
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NONMONOTONICITY 5 
5.1. Konmonotonicity in the attitude domain 
The discussion in chapter 4 poses the question: Is it realistic to re-
quire of attitude items that their ICC's should be monotonous? The answer 
seems to be: no. In case of intelligence tests, there is a good chance that 
monotonicity will be met (cf. Fischer, 1974, 301f), but for attitude ques-
tionnaires this seems to be a good deal more troublesome. Consider for in-
stance the attitude item (taken from Hakenhut, 1974, 88) 
"Die Strafaussetzung auf Bewährung ist in den meisten 
Fällen eine problematische Sache (setting someone free (5.1) 
because of good behavior is mostly problematical)." 
A respondent may agree with this item for several, very different (in terms 
of attitude towards criminal law) reasons, corresponding to different inter-
pretations of the item. Therefore, different latent parameters ξ generate the 
same manifest probability of saying "yes", which is a violation of monotoni­
city. 
It should be noted, by the way, that this item is an attitude item only 
under a specific interpretation of the term 'problematical'; it might also 
be conceived as an'intelligence item (then it asks for a response to a ques­
tion which can be answered correctly or incorrectly). The item would become 
unambiguously attitudinal if it would be complemented by some sort of evalu­
ative question, e.g. "This is good/bad?", or "I do like this/ I do not like 
this?". 
In chapter 3 we have seen a few other examples of items which were con­
jectured nonmonotonous. A tentative explanation for this was suggested in 
section 3.3.4.2. In section 4.1 this interpretation was elaborated: the posi­
tive evaluation of an item may not increase permanently when σ gets larger 
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but instead may encounter some limit at a certain point σ on the latent 
scale after which it goes down. So it might be that the subject has some 
ideal stimulus σ. on the latent scale corresponding to the item he agrees 
with the most compared to other items. For instance, with item (5.1) we 
may distinguish two opponent ideal points corresponding to a very conser­
vative or very liberal attitude toward criminal law; a conservative subject 
will be less tended to agree with an item when it is farther removed from 
his ideal item. 
When nonmonotonous attitude items exist and, moreover, when a sensi­
ble interpretation of responses to such items seems possible, the question 
becomes by which models these items should be analyzed. In section 5.2 a 
particular kind of model is introduced, i.e. a model suited for the analy­
sis of pair comparison data. Note that by this we change the data base: in­
stead of single stimuli data (subject»item) we assume pair comparison data 
(subject·item pair). Thus, already in the introduction to this chapter we 
have to admit that, at present, we do not really possess suitable models 
for the analysis of single stimuli data on nonmonotonous items. Therefore, 
the chapter ends (section 5.4) with some thoughts about such a model. In 
section 5.3 a number of properties of the introduced pair comparison model 
are derived, and discussed with respect to testable differences between 
this model and some alternative models. 
5.2. A model for nonmonotonous items 
Essentially, infinitely many formal models for nonmonotonous items are 
conceivable. What we are looking for, however, is a model that incorporates 
the property of specific objectivity, for instance one in which the Rasch 
model is contained at some other level than the elementary dichotomous res­
ponses of a subject to a single item. 
In the chapters 3 and 4, supposedly nonmonotonous items were elimi­
nated prior to a Rasch analysis. In this section, nonmonotonicity is dealt 
with in the model phase. To get a monotonous response curve that can be 
modelled by the Rasch model, we will change something in the procedure of 
data collection. The reason for this is that in a situation of nonmonotonous 
ICC's, other kind of information is needed for an unequivocal localization 
of the subject parameters ξ and the item parameters α on the latent trait. 
Figure 5.1 illustrates that nonmonotonous item characteristic functions 
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1 Τ 
Figure 5.1, Ambiguity in the regression of 
probabilities on parameters. 
Figure 5.2. Distinguishing ξ from ξ by means of 
a second item j . 
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do not permit an unequivocal attribution of latent parameters to manifest 
probabilities; note that in accordance with the treatment of nonmonotonous 
items in section 4.2.2, a. is defined in figure 5.1 as the ξ for which ρ . 
is maximal. In figure 5.2 we introduce a second item j for which σ.>σ.. 
Furthermore, we assume that the item curves are single peaked, synmetric, and 
have the same shape. Now we see that whenever ζ is greater than σ.. 
(-:1σ.+ io.: the midpoint of σ. and σ.), ρ • will be greater than ρ .. Con-i j Γ ι j rvj vi 
fronted with the item pair (i,j), respondent ν will, with probability great­
er than !, choose j over i: 
E > σ.. < > ρ . > ρ . < > ρ (i,j) < i » (5.2) 
s
v ij Kvj 'vi *ν J 
in which ρ (i,j) is defined as subject v's probability of choosing i over j. 
Deterministically 
ξ > σ.. < > ν prefers i to i . (5.3) 
ν ij r J 
Thus, knowing the order of i and j on the latent scale, we can unequi­
vocally determine the order of ν and w on this scale from their pairwise item 
preferences: w chooses i over j and therefore lies at the left of midpoint 
σ.., but ν prefers j to i and hence will be located at the right of the mid­
point, and therefore 
«,»<* «
 ( 5
·
4 ) 
It will be clear that by (5.3) we have, in fact, formulated the model of 
deterministic unfolding. According to the unfolding model of Coombs (1964, 
ch. 5) a subject ν chooses stimulus j over stimulus i if and only if the dis­
tance d(v,j) of the scale value ζ to the scale value σ. is less than the 
distance d(v,i) of ξ to σ.. When we rewrite (5.3) as 
d(v,j) < d(v,i) < > ν prefers j to i , (5.5) 
it will be clear that it expresses Coombs' unfolding model. 
Coombs' unfolding is developed for personal oharaoteristic curves 
(FCC) f (σ) containing the item parameters a as arguments (Coombs, 1964); 
our development is in terms of ICC's however, as figures 5.1 and 5.2 sti-
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púlate. In the course of the development. Coombs has to assume that the 
FCC's are synmetric (o.e.. 111). Then it is possible to define the maximum 
of f (σ) as the ideal point ζ of subject ν and to describe the preference 
f (σ) as a function of the distance between ζ and the stimulus point σ.. 
ν ν
 r
 ι 
When it is in addition assumed that all FCC's have the same shape, one subject para­
meter is sufficient to characterize the FCC of subject v, viz. the location 
parameter ξ . In such a two-parameter situation (ξ,σ), it is obviously pos­
sible to replace FCC's by ICC's and do the unfolding story in terms of the 
latter, as we have done above. 
Formula (5.5) shows that the unfolding model of Coombs is a model for 
preferential choice. The adaption of the Rasch model, necessary to circum­
vent the problem of nonmonotonicity of a single item's responses, amounts 
to combining it with a preference model, thereby connecting a model assuming 
nonmonotonous preference curves with the monotonous logistic model of Rasch. 
Since the Rasch model is a probabilistic model, the redefined Rasch model 
will be a mathematical model of probabilistic unfolding, to be discussed in 
section 5.2.1. 
The derivation in this section appeared before in Jansen (1981b); it is 
based on ideas from Sixtl (1973) and Jansen (1979). Already in the latter 
study, attention was devoted to the problem that the redefined Rasch model 
does not seem to hold empirically; this problem will be the central topic 
of section 5.3. 
Because of our doubts regarding the empirical validity of the 'Rasch 
model for preferential choices', we present some alternative unfolding models 
in section 5.3.2. That section is included only for reasons of completeness, 
since it is somewhat removed from the central theme of this study: the 
Rasch analysis of attitudinal data. Finally, section 5.4 contains a discus­
sion. 
5.2.1. A Rasoh model for pairwise -prefevencea 
Whereas (5.3) states a model for deterministic unfolding, eq. (5.2) for­
mulates a model for probabilietic unfolding. Looking again at figure 5.2, 
it may be observed that ρ . is monotonous with the distance d(v,i). Supposing 
all nonmonotonous item curves having the same shape (as in figure 5.2), it 
is not difficult to see that (combining (5.2), (5.3), and (5.5)) 
P
vj > pvi < * d ( v'J ) * d( v» i) (o^Oj) , (5.6) 
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so that we may write 
p
v
(j,i) - f(d(v,j),d(vpi)) = 1 - Pv(i,j) . (5.7) 
Eq. (5.7) represents a curve for the item pair (i,j) the formulation of which 
is yet to be specified. Examples of specifications will be given in this sec­
tion and in section 5.3. Studying (5.7) instead of ρ ., we have switched 
attention from the nonmonotonous function ρ . to the function ρ (j,i), for 
which a monotonous function is conceivable. 
A possible formulation is 
exp(£ -a..) 
P„(j,i) ^ — ^ (σ.<σ.) , (5.8) 
1
 +
 ехр(С
у
-а..) J 
which model was called Rasch Homogeneous Unfolding Model (RHUM) by Jansen 
(1979). This model was derived by Sixtl (1973) from a number of assumptions, 
but he did not seem to realize the relation between (5.8) and the Rasch mo­
del. The complement of (5.8) is 
exp(0 -ξ ) 
ρ (i,j) - I - ρ (j,i) ^— («Vi) · <5·9) 
1 • ехр(о..-
Су
) J 
When σ.-σ., ρ (i,j) is defined to be equal to J; since ρ (i,j)"4(a.-Ç ) for 
σ.-σ. according to (5.9) (4 denotes the logistic distribution function), the 
latter definition implies a remarkable discontinuity of (5.9) when it is re­
garded as a function of a.. In the model denoted as ВНШ (to be treated be­
low) this discontinuity has been removed. 
Note that the use of (5.8) or (5.9) is determined by the relation be­
tween σ. and a.; if σ.>σ., the probability ρ (i,j) would be given by (5.8) 
instead of by (5.9). Since we will use (5.9) in the sequel, the assump­
tion σ.<σ should always be made. 
Formula (5.9) can be rewritten as 
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exp(Kd(v,i)+d(v,j))) 
ρ (i,j) = (ζ<σ.<σ.;σ.^σ.) , (5.10a) 
1 + exp(i(d(v,i)+d(v,j))) ν ι j ι j 
which brings out the structure (5.7) of RHUM. In the same way we have 
and 
exp(-J(d(v,i)+d(v,j))) 
P„(i,j) - (σ.<σ.<ε ;σ.ϊ»σ.) , (5.10b) 
I + exp(-Hd(v,i)+d(v,j))) ι j ν ι j 
expHd(v,j)-d(v,i))) 
P
v
(i.j) (°-l.i..£0j) · (5.10c) 
1 + exp(J(d(v,j)-d(v,i))) i-v- j 
Conceiving (5.9) as a dichotomous Rasch model requires some redefini­
tions. The item midpoint σ.. will be called, in Rasch model terms, an 'item 
parameter', whereas a. and a. are denoted as 'stimulus parameters'. The item 
consists in this case of a stimulus pair (i,j) from which the subject may 
(score 1) or may not (score 0) choose the first one, i.e. stimulus i. For­
mula (5.9) is pictured in figure 5.3 for the binary choices ρ (j,l) and 
ρ (k,l) with σ.<σ, <σ,. 
ν j к 1 
For using RHUM, the order of the stimulus parameters a. must be known 
in advance. In (5.9), ρ (i,j) is a monotoneously increasing function of σ.. 
and a monotoneously decreasing function of ζ ; in terms of unfolding theory, 
this means that i is more preferred to j both when σ.. lies more to the right 
and when ζ lies more to the left of the latent dimension. This implies that 
on this dimension stimulus i must lie at the left of stimulus j: σ.<σ.. 
ι J 
Because of the necessity to know the order of the stimuli beforehand, 
RHUM is especially suited for stimuli the order of which either has already 
been determined from prior analyses, or can be assumed on base of their con­
tent. Because of the Rasch model property (1.30), the order of the stimulus 
midpoints a., on the latent scale always can be inferred from the domi­
nance order of the stimuli: that stimulus that is preferred most often in 
all pairs has the smallest σ. (it is the 'easiest' item as to say), etc. 
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This is in agreement with a finding of Greenberg (1965), who proved that 
К 
there exists a monotonous mapping function of the (_) pairvise preference 
probabilities p(i,j)
r
 obtained by sunming over all subjects, into the (.) 
interstimulus midpoints a., on the latent trait when the unfolding model 
holds. 
The procedure of RHUM works as follows: Suppose we have К stimuli, the 
order of which on the latent scale of interest is known. We then build all 
К 
(.) stimulus pairs (i,j) with o.<a. and present these to N subjects, ask­
ing for a preference response, e.g.: "Choose that statement with which you 
agree with the most", or: "Choose that stimulus you like the most". Next, 
we collect these responses in a N*(.) data matrix A with dichotomous en­
tries a ..: when a ..-I, the first stimulus of the pair (i,j) was chosen by 
vij vij r J * 
person v. Finally, we analyse A by means of model (5.9). Having found the 
model parameters belonging to the midpoints a.., the stimulus parameters 
σ. and σ. may be obtained as is described below. 
ι J 
1 χ 
ricure 5.3. The characteristic curves for ρ (¿,l) and ρ !k,l), in the Rasch 
Homogeneous Unfolding Model. 
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5.2.2. Eetimation 
In Jansen (1979, 1981b) is described how the σ. can be computed from 
the σ.. by application of the linear logietia test model (LLTM; cf. Fischer, 
1974, 340f). In the LLTM, the item parameter σ. of the dichotomous Rasch 
model (1.15) is written as the sum of M so-called basic parameters η (M<K). 
The exact composition of the σ out of the n is specified in a K»ll structure 
matrix Q. Essentially, the LLTM is a reformulated dichotomous Rasch model, 
since it is a Rasch model with linear restrictions on the item parameters; 
because of this linearity, the LLTM possesses all properties of the Rasch 
model. The fit of the data to the linear restrictions can be tested by means 
of a conditional likelihood ratio test. 
In RHUM, the (7)·Κ structure matrix Q has the form 
'12 
JK 
1 1 
1 о 
о 0 
о 0 
0. 
ι 
σ. 
J 
Defining σ'-ίσ.,σ,,...,σ
κ
), ando '(о, 
12 ij' 
near restrictions in RHUM can be written as the matrix equation 
σ
Κ-1 К^' t h e s e t o f l i ~ 
Qo 
Testing the RHUM is a two-phase process: first, the goodness of fit of model 
(5.9) is tested, second the goodness of fit of the linear reduction of the 
(.) midpoints to the К stimulus parameters is tested using an LLTM with ap-
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propriate Q. The second phase also yields estimators for the stimulus para­
meters. It is possible that the first phase yields positive results, but the 
second fails. In such case, it is to be concluded that is it not the exact 
midpoint between the stimulus parameters that determines the pairvise choice 
Ρ (i.j). but some other function. 
When the number of real items (the 'stimuli' in the RHUM) is denoted by 
M, the number of 'Rasch model items' (the stimulus midpoints in the RHUM) is 
M M 
equal to (.). Therefore in the RHUM, the Rasch-scale consists of ( ) monoto-
mous 'items' by means of which the subjects are measured. This implies that, 
compared to a conventional Rasch-scale of К monotonous items, the RHUM re­
quires only M stimuli to get the same amount of information with respect to 
subject measurement, where M is computed from К as (2)~K. For instance, to 
get a 15 item Rasch-scale, only 6 stimuli are needed by the RHUM. Note that 
M<K for K>3. 
5.2.3. Relation with unfolding 
In unfolding theory, the trait ζ on which both the subject parameters 
ξ and the stimulus parameters σ. are located, is called the J-scale ('J' 
for 'Joint'). The J-scale is contrasted to the subject-dependent I-scale 
('I' for 'Individual') which is defined as the subjective rank order of all 
stimuli from most preferred (nearest to ξ on the J-scale according to (5.5)) 
to least preferred. The I-scale of subject ν is obtained from the J-scale 
by folding the latter scale at the subject point ζ . The reverse process, 
reconstructing the ccramon J-scale from a sample of individual I-scales, is 
called unfolding. 
Because of sufficiency, subjects with the same marginal total a . get 
the same estimated % in RHUM. In terms of unfolding, this corresponds to 
v
 К 
the fact that the ξ of subjects with the same a
 0 (ϊΌ,ί,)) must be located 
in the same isotonic region (- a region bounded by two consecutive mid­
points σ..), and that these subjects therefore must have the same pre-
•^J К 
ference order on the stimuli. The marginals a -0 and a ^(,) correspond 
to the two open isotonic regions at the lower and upper ends of the J-scale. 
According to (5.5) preference is determined by the distance between Ç and 
σ.. Preference is maximal when distance is minimal, that is when Ε =σ.; for 
ι v i 
that reason, ζ is called the 'ideal stimulus' of subject ν in unfolding 
theory. Note that in the RHUM (5.9) preference is maximal when the dis-
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tance between ξ and σ.. is minimal; the fact that d(v,i) does not play a 
ν ij 
part in function (5.9) will be the main point of critique on the RHUM below. 
Preference decreases when the distance between the subject and stimu­
lus scale points becomes larger; that is the case both when ζ moves to the 
right and when ξ moves to the left on the latent scale. This implies that 
we can locate, on the same dimension, subjects with perfectly opposite I-
scales (so-called 'mirror images'). For instance, for item example (4.5) 
with A equal to 10, 60, or 70 days in jail, we may distinguish a liberal 
subject (I-scale: 10-60-70) from a very conservative subject (I-scale: 
70-60-10). The ideal points of these mirror subjects may be thought of as 
two opponent anchor points, which implies that the J-scale can be inter­
preted as being bipolar in nature. Therefore, bipolarity of an attitude 
construct may be an indicator of nonmonotonicity of the corresponding at­
titude items, as it implies the existence of two extreme attitude positions 
which are opposite on the latent scale but which agree in the rejection of 
intermediate positions or stimuli. It is possible to view a certain analogy 
between the bipolar continuum defined above and the concept of a metathetic 
continuum as defined by Stevens (1959, 613-614). 
We have represented the item pair (i,j) by the parameter c . in our mo­
del; via the LLTM, this 'molar' parameter is decomposed into the additive 
effect of two independent factors: a parameter for stimulus i and a para­
meter for stimulus j. These stimulus effects affect a subject's response 
through the single parameter σ.. only, i.e. σ.. is sufficient to describe 
the influence of the item pair on the response. This property of the RHUM 
will be the main topic of the next section. 
5.3. Some properties of the RHUM 
It is possible to test the RHUM in an approximate way, without even 
having to estimate its parameters exactly, by deriving from it some simple, 
i.e. ordinal, requirements of the binary choice proportions ρ (i,j). Below 
these critical RHUM-properties will be discussed; examples of testing the 
RHUM by means of these conditions can be found in Jansen (1979, 1981b). 
Furthermore, the properties can be used to contrast the RHUM with 
other models of pairwise choice, three of which will be introduced in sec­
tion 5.3.2 below. The discussion in section 5.3.3 makes it apparent that 
these models are suitable for certain situations only, e.g. that some ge­
neral features of the stimulus and subject sets at issue determine which 
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model should be applied. Finally, section 5.3.4 will make it clear that the 
four stochastic unfolding models of this study have the same εhortconing, 
relating to what will be called 'subjective stimulus discriminability'. 
5.3.1. The empirical Validity of the RHUM 
Suppose we have the following latent structure 
Ç a. 
ν ι 
H . (5.11) 
The stimuli j, k, and 1 are on the same side of the subject on the J-scale; 
this situation is called uni laterality. Applying the unfolding rule (5.6), 
we infer that subject v's I-scale is equal to the preference order jkl (j is 
the most preferred, 1 the least). Because σ.<σ,<σ1, it is obvious that 
a..<ob1, which implies that ρ (j,l)<p (k,l) when the pairwise preferences are 
modelled according to the RHUM formulation (5.9): for subject ν and the 
unilateral stimulus set (j.k.l), the RHUM predicts that ρ (k,l)>p (j.l) 
(cf. figure 5.3). 
A triple of stimuli which all are located on the same side of a sub­
ject on the J-scale, is called an unilateral triple for that subject; note 
that unilaterality is subject-dependent. Depending on the positions of ζ , 
σ., σ, , and σ. on the J-scale, different kinds of triples can be distin­
guished, e.g. a bilateral adjacent triple 
σ. ς 
J ν 
or a bilateral split triple 
ξ σ. 
ν J 
(5.12) 
(5.13) 
or the unilateral triple sketched in (5.11); in all triples the preference 
order is jkl. Associated with each triple is a special form of consistency 
of choice, defined as stochastic transitivity, three kinds of which are dis 
tinguished (again preference order jkl): 
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SST (strong stochastic transitivity) 
P„(j.k) ì è 
Pv(k.l) i i 
•> Pv(j,l) iMAX(pv(j,k),Pv(k-l)); (5.14a) 
MST (moderate stochastic transitivity): 
P„(j.k) Ì І 
-> ρ (j,l) > MIN(p (j,k),P
v
(k,l)); (5.14b) 
ρ (k,l) > i 
WST (weak stochastic transitivity): 
P
v
(j.k) 1 І 
P
v
(k,l) 1 i 
p
v
(j,l) i J . (5.14c) 
The predicted level of stochastic transitivity depends on the nature of the 
stimulus triple and on the way the choice proces ρ (j,k) is formalized. In 
Coombs' formulation of unfolding theory, SST is predicted for unilateral tri­
ples (Coombs, 1964, 1060, which implies, by (5.14a), that ρ (j,l) is pre­
dicted to be greater than ρ (k,l) in situation (5.11) by Coombs. Thus with 
respect to unilateral triples, predictions of Coombs and of RHUM are differ­
ent, which makes it possible to set up experiments to decide between the 
two specifications of probabilistic unfolding (for completeness we have list­
ed the predictions of Coombs and the RHUM for all kinds of triples in table 
5.1). 
Jansen (1979, 1980a, 1981b) reanalyzed data from a few experiments to 
get an answer to this specific question; considered were, the 'Amsterdam ex­
periment' conducted by Coombs (1964, I08f), and experiments of Bechtel (1968), 
and of Hall & Weir (1974). A similar analysis can be found in Dijkstra et al. 
(1980). Results indicated that almost invariably SST was found in case of 
unilateral triples, although there appeared to be conditions under which the 
MST prediction of RHUM came out reasonably well. For more details and spe­
cific comments on the experiments ve refer to Jansen (1979, 1981b; data of 
Coombs and of Bechtel), Jansen (1980a; data of Hall & Weir), and Dijkstra 
et al. (1980). Thus, the empirical validity of the RHUM seems to be question­
able, which poses the problem whether it is at all possible to measure spe­
cifically objectively in case of nonmonotonous items; this discussion will 
be continued in the final section 5.4 of this chapter. 
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Table 5 .1 . Stoahastia transitivity of preferential choice according to 
unfolding theory. In Coombs' theoryj transitivity is deter­
mined by the order of the stimuli and their laterality, 
folding the J-scale at the ideal point (Coombs, 19β4, ch.5). 
In the RHUM transitivity is determined by the order of the 
midpoints, folding the J-scale at the ideal point. The pre­
ference order is j-k-l. 
tr ip le 
I I I I 
I I I I 
ξ σ. σ, σ, 
ν j k l 
I I I I 
I I I 1 
σ, ζ σ. σ, 
к ν j 1 
I l I I 
I l I I 
"j ξ ν ° k a l 
1 I I I 
1 I I I 
1 ν j к 
name 
U n i l a t e r a l 
t r . 
B i l a t e r a l 
s p l i t t r . 
B i l a t e r a l 
adjacent t r . 
B i l a t e r a l 
adjacent t r . 
p r e d i c t i o n s 
Coombs 
SST 
SST 
MST/SST 
MST/SST 
RHUM 
MST 
SST 
MST 
MST/SST 
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The occurence of SST in case of unilateral triples implies that the 
monotonous preference curves ρ (i,j) are not parallel, which may be derived 
from unequal discriminations. Therefore, we may introduce the discrimination 
parameter a., of the stimulus pair (i,j) . In RHUM, it is assumed that all 
a·· are equal. In the next section we discuss a few models which are based 
on the, tentative, identification of a., with the stimulus distance d(i,j). 
5.3.2. Alternative models 
Since it is observed that ρ (j,l)>p (k,l) in situation (5.11), it ap­
pears that the distance d(j,l) is a determining factor of the pairwise choice 
ρ (j,l): when the stimuli j and 1 are lying farther apart than the stimuli 
j and к on the latent scale, j and 1 would be discriminated more sharply than 
j and k. Thus, the apparent difference in discrimination for the stimulus 
pairs (j,l) and (k,l) may be assumed to be determined by a difference in 
stimulus distance: a..-d(i,j). Below we present a model (called 'BHUM') in 
which preference is determined, partly, by this stimulus distance. Also, two 
other models will be discussed (called 'LUM' and 'SWHUM') which resemble 
the former in structure and which also meet the requirement of predicting 
SST for unilateral stimulus triples. 
In the next section the four models RHUM, BHUM, LUM, and SWHUM will be 
contrasted in a formal way, but it may be instructive to give two distinctive 
features already in this section. First, figure 5.3 demonstrates the pre­
ference curves ρ (i,j) of the RHUM to have the same slopes at the point σ... 
The same will be shown to hold for the LUM, whereas the BHUM and SWHUM (and 
Coombs' unfolding) differ from the RHUM/LUM with respect to this. Second, 
figure 5.3 demonstrates that ρ (i,j) has asymptotes 0 and 1 in the RHUM. On 
this feature we can contrast the RHUM/BHUM/SUHUM on the one hand and the 
LUM (and Coombs' unfolding) on the other hand. 
Using these two distinctives the following table can be constructed 
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equal slopes unequal slopes 
asymptotes 
Φ 0,1 
asymptotes 
= 0,1 
at o.. 
LUM 
RHUM 
at a. . 
Coombs' 
unfolding 
вник/ 
SWHUM 
This table may be of help in the remainder of this section. 
In RHUM, the stimulus distance d(i,j) has no influence on ρ (i,j), as 
may be noticed from the equations (5.10). Therefore, one might build in 
d(i,j) in model (5.9) such that ρ (i,j) is an increasing function of d(i,j). 
A simple form is 
εχρ(ΰ(ϊ,ΐ)(σ..-ζ )) 
P
v
(i.j) — (σ.<σ.) 
1 + expídU.jHo.j-C^) ι- J 
(5.15) 
which for its resemblance with (1.14) will be called Birnbaum Homogeneous 
•unfolding Model (BHUM). It is pictured in figure 5.4; note that ρ (i,j)=J 
for Cj = rj contrary to the RHUH (5.9). Comparing (5.9) with (5.15) it is 
clear that in the RHUM (5.9) it is assumed that for every stimulus pair 
the discrimination is the same. Applying the identity ρ (j,i)=l-p (i,j), 
the only difference between formula (5.15) and its counterpart for ρ (j,i) 
is the .-IJK of the distance d(i,j) 
P
v
(i,j): +d(i,jl , 
ρ (j.i): -d(i,j) . 
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As expected, the BHUM (5.15) predicts the SST-condition (5.14a) for uni­
lateral triples and especially ρ (j,l)>p (k,l), contrary to the RHUM. Thus 
with respect to stimulus discriminability, BHUM seems to be more realistic 
than the RHUM. But, of course, the property of specif ic objectivity is lost. 
It can be proved (see the discussion of the SWHUM below) that the 
BHUM (5.15) predicts SST for all triples. Because of these stringent sto­
chastic transitivity predictors, the empirical validity of the BHUM (5.15) 
seems to be low. =• 
ν 
Another variant, called Logistic Unfolding Model (LUM) by Jansen (1981b), 
can be obtained from (5.10c) by ommitting the constant J ι 
exp(d(v,j)-d(v,i)) 
P
v
(i.j) ; (5.16) 
I + exp(d(v,j)-d(v,i)) 
Figure 5.4. The oharacterietic curvee for р (з,1> and р^(к,1) in the Birnbaum 
Homogeneous Unfolding Model or the SchOnemann-Wang Homogeneous 
Unfolding Model. 
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it is pictured in figure 5.5; as in the BRUM (5.15), the situations σ.-σ. 
poses no problema for (5.16). 
Contrary to (5.10c), (5.16) is assumed to be valid for all ξ. Again, 
SST is predicted for unilateral triples; in fact, SST is predicted for all 
triples since (5.16) complies with simple scalability on individual level. 
Thus, also for the LDM (5.16), empirical validity seems to be low. Never­
theless, it might be possible that the LUM (5.16) can give an adequate des­
cription of the choice processes among stimuli that are very different, e.g. 
bilateral extreme stimuli. In such cases,ζ will be in between a. and a., 
so that the RHUM (see (5.10c)) and the LUM (5.16) cannot be sharply discri­
minated empirically. The RHUM behaves like the LUM in special circumstances, 
as can be observed too from a comparison of figures 5.3 and 5.5: When d(i,j) 
gets larger, the asymptotes of ρ (i,j) in the LUM get more extreme, so that 
in the end ρ (i,j) assumes the ogival shape of the BHUM (with a steeper 
slope however). 
Ficure 5.5. The characterietic аш ев for ρ (j,l> and ρ (к, lì in the 
Logistic Unfolding Model. 
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The LUM as formulated in (5.16) resembles a model presented by Schbne-
mann & Wang (1972), in which the distances d(v,j) are squared 
2 2 
exp(d (v,j)-d (v,i)) 
P
v
(i.j) - 5 5 · <5·Ι7> 
1 + exp(d^(v,j)-<i (v.i)) 
Model (5.17) will be referred to as the Sahänemann-Wang Homogeneous Unfolding 
Model (SWHUM). The exponential term d (v,j)-d2(v,i) of the SWHUM (5.17) can 
be rewritten as 
d2(v,j) - d2(v.i) - (ί,,-σ^2 - (ξ
ν
-σ.) 2 
2 2 
» α· - 2ζ σ. - σ. + 2ξ σ. 
J ν J ι 'vi 
- σ? - σ? - 2Ç (σ.-σ.) 
J ι "V j ι' 
- (oj-oi)(aj+ai-2tv) (σ^>σ.) 
- 2α(ίο)(σ^-ξ
ν
) . (5.18) 
which brings out the close resemblance between the SWHUM (5.17) and the BHUM 
(5.15): The SWHUM is identic with the BHUM except for a linear translation 
of the scale unit by a factor 2; because of this, we can refer to figure 5.4 
for a picture of the SWHUM (5.17). 
Analogeously as for the LUM (5.16), it can be shown that the SWHUM (5.17) 
predicts SST for all stimulus triples. Again, we might conclude from this 
that the validity of (5.17) for real-life data will be low. But, Schönemann 
& Wang (1972, 295-301) reported that their model fitted 'encouragingly' well 
with the data of Coombs' Amsterdam experiment. In this experiment the pre-
dictions of Coombs (1964) with respect to the expected level of stochastic 
transitivity for different types of stimulus triples, came out very well. 
As table 5.1 shows. Coombs predicted SST for unilateral triples, 'strong 
SST' for bilateral triples, and MST/SST (that is: both are possible) for bi-
lateral adjacent triples so that it indeed is conceivable that his data can 
be described approximately by the probabilistic unfolding model SWHUM (5.17). 
It should be remarked, though, that Schönemann A Wang used as a measure of 
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Table 5.2. Sunrnary table of the findings of eection 5.3 with respect to the four models of probabilistio unfolding 
(note that a.<a . by assumption). 
model 
RHUM 
BHUM 
LUM 
SWHUM 
Р (і.І>-
exp(...) 
Hexp(...) 
0ii-Çv 
<І(І.І)(о
іГ
С ) 
d(v,j)-d(v,i) 
2α(ί,3)»(σ^-ξ
ν
) 
eq. 
(5.9) 
(5.15) 
(5.16) 
(5.18) 
fig· 
5.3 
5.4 
5.5 
5.4 
properties 
stoch. transit. 
in case of 
unilat. triples 
MST 
SST 
SST 
SST 
steepness at 
ξ -a.. 
ν ij 
-I 
-d(i.j) 
-2 
-2d(i,j) 
exp(...) 
l+exp(...) 
at C
v
. 0. 
-{d(i.j) 
-id2(i.j) 
-d(i.j) 
-d2(i,j) 
Lio Ρ (i,j) 
0 
0 
I 
l+exp(o.-o.) 
0 
the goodness of fit the residuals between observed and reproduced binary 
choice probabilities» instead of a statistical criterion. 
Concluding: there exist at least three models of probabilistic unfold­
ing: the BHUM (5.15), the LTJM (5.16) and the SWHUM (5.17), in which SST is 
predicted for unilateral triples (5.11). These models might serve as alter­
natives for the RHUM (5.9) in a situation of varying discriminations be­
tween stimuluB pairs, where the discrimination of a pair has been assumed 
to be determined by the stimulus distance on the latent scale. Note however 
that these alternative models invariably predict SST for all stimulus tri­
ples, which may not be realistic. Until! now, the four models of probabi­
listic unfolding have been contrasted only on account of the property of 
stochastic transitivity in case of unilateral stimuli. But there are other 
differences between these models. In the next section, some features con­
trasting the models are discussed. 
5.3.3. Comparing the four models 
The four models introduced in the preceding sections differ with res­
pect to the formulation of the response function ρ (i,j) that is assumed 
to describe the probability of subject ν choosing stimulus i over stimulus 
j. It would be nice if these differences between mathematical formulas could 
be translated into a number of differences as to a few general features of 
the response process, e.g. into different properties of the subject and 
stimulus sets at issue. This section is devoted to a (necessarily incom­
plete) inventarisation of such generally interpretable differences between 
the HHUM (5.9), the BHUM (5.15), the LUM (5.16), and the SWHUM (5.17). 
Below, we will distinguish two features by means of which it is possi­
ble to classify uniquely the four models. For conveniency, the results of 
the preceding section with respect to the models have been listed in table 
5.2; not that for the SWHUM we use the reformulation (5.18). 
As we saw in the preceding section, in situation (5.11) different pre­
dictions are made by the models regarding the degree of stochastic tran­
sitivity: the various predictions are listed in the 5th column of table 
5.2. A possible explanation for these contrasting predictions was found in 
the RHUM not being influenced by the discrimination between two stimuli; 
the discrimination of a stimulus pair is represented by the distance between 
the stimulus scale values in this argument. Note that, empirically, SST 
seems to be the case in this situation (cf. section 5.3.I). 
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Now suppose ξ coincides with the midpoint a., of the stimuli a. and o.. 
It is obvious that all model probabilities are a decreasing function of ζ 
when ζ is in the interval (σ.,σ.). 
Some idea of the steepness of the functions for ρ (i,j) in the interval 
(σ.,σ.) is given by the value of the derivatives in the point o... For the 
function 
exp(u) 
Ρ M 
1 + exp(u) 
the derivate to u i s equal to 
exp(u) 
(l+exp(u)) 
2 - u'pCuHl-pCu)) 
Since we are looking for the derivative in the point ξ-σ.., this expression 
reduces to 
Ju' 
For, in all models RHUM, BHUM, LUM and SWHIM, p(u) is equal to i when 
ζ-σ.. (σ.ιΌ.)· Thus for comparing the derivatives of the functions (5.10c), 
(5.15), (5.16), and (5.18) in the point a.., we only need to compute the 
dérivâtes of the arguments of the exponential function with respect to ξ: 
RHUM: ^(σ.,-ξ) - -1 ; (5.19a) 
σς ij 
BHUM: |?(d(i,j)(a..-Ç)) - -d(i,j) ; (5.19b) 
at, IJ 
LUM: IrWv.jWiv.i)) = -2 (σ.<ξ<σ.) ; (5.19c) 
os IJ 
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SWHUM: |^(2(1(ΐ^)(σ„-ζ)) - -2d(i,j) (5.19d) 
The results (5.19) ehov that in the RHUM (5.9) and the LUM (5.16) the steep­
ness of the curve has constant value at the point а..г it is not influenced 
by the distance between the stimuli. However, in the BHUM (5.15) and the 
SWHUM (5.18) the decreasing rate of the response function is determined by 
the distance between the stimulus scale values, which seems intuitively ac­
ceptable when this distance is identified with the discrimination between a 
stimulus pair. These results are listed in the 6th column of table 5.2. 
Thus, we can distinRuish the RHUM (5.9) and the LUM (5.16) on the one 
hand, and the BHUM (5.15) and the SWHUM (5.18) on the other hand, on account 
of whether the pairwise stimulus discriminability (measured by the discrimin­
ation index d(i,j) by assumption) influences the steepness of the response 
function. This feature is the basis for the row-wise classification of the 
four models in table 5.3. 
Note that the steepness of the response curve always is greater for the 
LUM than for the RHUM, and for the SWHUM than for the BHUM: In the LUM (SWHUM) 
a change in the subject's attitude position causes a larger change in response 
probability than in the RHUM (BHUM). From this we may infer that maybe the 
LUM (SWHUM) is especially suited for the description of choice responses on 
account of attitudes which are to a high degree bipolar: When subject v's 
attitude ideal is in the neighbourhood of stimulus i, he will practically 
always prefer i over a stimulus j that is more distant to v. We define 
such an attitude to be antagonistic. Keeping d(i,j) constant, application of 
the RHUM (BHUM) in such case implies lowering the expected probability of 
preferring the 'own' stimulus i and enlarging the expected probability of 
choosing the more 'strange'stimulus j. So in this respect, the subject's 
attitude is described as being more balanced. Note that in this the stimu­
lus discriminability d(i,j) does not play a part: Responses to stimuli 
which are discriminated equally well, might be described by different mo­
dels according to the antagonism of the attitude. 
Thus, a second classification of the four models (columns of table 5.3) 
can be based on whether the attitude to be represented is antagonistic, i.e. 
whether a larger steepness of the response function is required to des­
cribe the data adequately. When the steepness is larger for the LUM (SWHUM) 
than for the RHUM (BHUM) but the stimulus distance remains the same, the 
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Table 5.3. A comparison of the RHUM, the BHUM, the LUM, and 
the SWHUH on tuo dimensions steepness of the 
response function (antagonism of the attitude), 
and influence of the distance between the sti­
mulus scale values (discrimination of the sti-
rmluB pair) on this steepness. 
antagonistic attitude 
stimulus pair 
discrimination 
influences 
steepness of 
response 
function 
NO 
YES 
NO 
RHUK 
BHUM 
YES 
LUM 
SWHUM 
probability P
v
(i,j) should be lower for the LUM (SWHUM) than for the RHUM 
(BHUM) when ζ
ν
"=σ . When Ç coincides with σ , the exponential term of the 
models is equal to 
RHUM: -id(i,j) 
BHUM: -id2(iij) 
LUM: 
SWHUM: -d^d.j) 
-dd.j) 
(5.20a) 
(5.20b) 
(5.20c) 
(5.20d) 
(see also the 7th column of table 5.2). Note that, of the four models, the 
RHUM (5.9), the BHUM (5.15), the LUM (5.16), and the SWHUM (5.18) none pre­
dict that p
v
(i,j)"=0 when <>.·£„· Both Luce (1961) and Krantz (1967) reject 
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the situation: σ.-ζ <—> ρ (i,j)=0 as unreasonable because it implies that 
a stimulus j which is located at the subject's ideal point will be preferred 
over any other stimulus i lOOZ of the time irrespective of the distance be­
tween both stimuli. 
The results (5.20) confirm the classification of the models in table 
5.3. Note that in all cases the expected probability ρ (i,j) is a decreasing 
function of the distance between σ. (-ξ ) and σ.. 
J ν' χ 
Closing this section we can say that the models RHUM (5.9), BHUM(5.15), 
LUM (5.16), and SWHUM (5.17) (or (5.18)) can be contrasted in terms of a pro­
perty of the stimulus set at issue (the discrimination of a stimulus pair 
influences the response function), and a property of the attitude construct 
at issue (antagonism). Of course, the classification of table 5.3 is only in­
tended to give an indication of which model seems to be the most suited for 
which situation. In this section ve have stressed the differences between 
the four models but inspection of the respective formulas learns that they 
are very similar in structure. One common property of the RHUM, BHUM, and 
SWHUM will be the main topic of the next section. 
5.3.4. Discussion 
When Ç —>+">, the model probabilities of the RHUM (5.9), BHUM (5.15), and 
SWHUM (5.18) go to zero. This means "psychologically, that the preference be-
tween two stimuli (...) should become more pronounced as their joint distance 
from the ideal point increases" (Schönemann & Wang, 1972, 281-282). The joint 
distance of the stimuli from the ideal point can be represented by 
d(v,ij)«=-:d(Ç ,σ..)"ξ -σ.. since σ.,σ.<ξ when ζ becomes large. A comparison 
of the formula's (5.9), (5.15) and (5.18) shows that the RHUM, BHUM, and 
SWHUM are a monotoneously decreasing function of d(v,ij) when σ.<σ., and that 
therefore ρ (i,j) decreases (p (i,j) increases) with d(v,ij). 
Since in the LUM the factor ζ cancels for unilateral stimulus pairs 
(i,j), the pairwise choice probability ρ(i,j) has constant value outside 
the interval (σ.,σ.). This implies that ρ (i,j) does not decrease when ζ 
goes farther away from both σ. and σ. in the LUM; instead it attains a lower 
limit, the exact value of which is determined solely by the stimulus dis­
tance (cf. figure 5.5). 
These limit results for the RHUM, LUM, BHUM and SWHUM, have been sum­
marized in the 8th column of table 5.2. 
Intuitively, it seems not acceptable that ρ (i,j) remains constant for 
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ι ·• 
VP^i.-i) 
ι ij J 
Figure S.6. Example of a response aurve for ρ (i,j) incorporating the effect 
of the subjective discrimination Td(v,ij) of a stimulus pair. 
all ζ >σ., as is the case in the LUM. Again, we find the LUM to be applicable 
in case of bilaterally extreme stimuli only (then σ.<ζ_<σ. always). But, it 
is acceptable that ρ (i,j) does not decrease anymore when С is very much 
larger than σ. and o. for one would expect the subject to get indifferent 
between the stimuli when they are far removed from his own ideal point. 
E.g., instead of figure 5.3 we would expect the response curve pictured 
in figure 5.6 со be the most plausible. Note that in this example, ρ (i,j)- i 
for large ζ . Croon (1982) demonstrated that ρ (i,j) has the shape as de­
pictured in figure 5.6 when ρ (i,i) is defined as Prob(S .<£ .) and the 
«• lyN vi vj 
distribution of 5 . is assumed to be lognormal with parameter dCv.i); the 
latter assumption is the basis of Ramsay's (1977) treatment of maximum like­
lihood estimation in multidimensional scaling. However, in Croon's model 
P
v
(i>j)"l when ζ 'о., which was evaluated as unreasonable in the previous 
section. 
However, the RHUM, ВHUM, and SWHUM predict that in the end stimulus j 
always will be chosen over stimulus i when Ç gets very large. In this respect 
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these models run counter to psychological intuition. 
Focussing on figure 5.6 we see that in this example the subject be-
comes indifferent in his choice when both i and j are very strange to him 
although the stimulus distance, and therefore the stimulus pair discrimi-
nation according to our assumption, remains the same. This effect of indif-
ference might be attributed to another kind of stimulus discriminability 
which does not depend on the distance between the stimuli (which is for all 
subjects the same), but which is a decreasing function of the joint dis-
tance of the stimuli from the ideal point, i.e. a decreasing function of 
d(v,ij)B:€ -σ... Therefore: we may distinguish the general discrimination 
d(i,j) of a stimulus pair from the subjectivediscrimination-d(v,ij) of the 
same stimulus pair; the latter discrimination changes when the subject's 
ideal point changes. From this interpretation it can be inferred that the 
RHUM, BHUM, and SWHUM, assume the pairwise choice probability ρ (i,j) to be 
a monotonous function of the subjective stimulus discrimination -d(v,ij)» 
(σ..-ς ), where the latter is weighted with the general ('objective') 
stimulus discrimination d(i,j) (note that d(i,j)=] in the RHUM). However, 
the example of figure 5.6 specifies a model in which ρ (i,j) is a normono-
tonouB function of (σ..-ξ ). ij ν 
Thus to get a model in which the response curve is a monotonous func­
tion of the subject and item parameters, we had to change the data base from 
single stimuli data to pair comparison data. Subsequently, in a discussion 
of models specifying the response probability ρ (i,j), we meet a very plau­
sible model in which, however, the response probability is a nonmonotonous 
function of the subject and item parameters. Therefore, with respect to this 
we are back on our initial position again: nonmonotonicity. 
5.4. Conclusion 
We have introduced, in section 5.2, a model that could handle responses 
to nonmonotonous items in case of pair comparison data. The discussion in 
section 5.3.1 made it clear that this model, the RHUM, may be applicable 
in very special situations only (if at all), and that there exist other mo­
dels for the same kind of data with more plausible properties. 
A general conclusion is that it is not enough to propose a model and 
examine its fit to an available data set, as for instance Sixtl (RHUM) and 
Schönemann & Wang (SWHUM) did; it is also necessary to derive specific pro-
perties of the models, on account of which the validity of them may be 
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judged, both by psychological intuition and by parameter-free model tests. 
For instance, it seems that, on empirical grounds, it is unlikely that 
a valid model for probabilistic unfolding that is formulated in terms of 
pairwise preferences will possess the property of specific objective measure­
ment, i.e. will be the Rasch model. A reason for this is that stimuli lying 
farther apart on the latent scale might be discriminated more sharply by 
the subject, and hence preference is more pronounced than in case of more or 
less similar stimuli. By this argument any model in which the binary choice 
proportion is not a function of some sort of stimulus pair discriminability, 
should be rejected. 
We have obtained the RHUM by changing the data from single stimulus for­
mat to pair comparison format (pick 1)· It т а У be asked whether it is possible 
to save the Rasch model by again changing the data: Collecting data and ap­
plying a Rasch model with the aid of another response format than pair com­
parison. To save the Rasch model, the new item parameter σ.., still would 
have to be a linear function of the basic stimulus parameters σ.,σ.,σ ,... 
so that a LLTM may be applied. 
For instance, we could interprete each member of a K-item set as a cate­
gory of a K-cacegorial 'superitem'. The subject would be asked, then, to 
choose that item he agrees with the most, so that the data would be of the 
pick 1/K kind. Responses can be analyzed by one of the existing models for 
multicategory items, e.g. by an 'uni-dimensional polychotomous' model, exam­
ples of which are discussed in the next chapter. 
In an unidimensional polychotomous model for item responses, the sto­
chastic responses to an item category are represented by a category charac­
teristic curve, which may be nonmonotonous (cf. figures 6.3 and 6.4 of the 
next chapter). There does exist an unidimensional polychotomous Rasch 
model, allowing f or specif ically objective measurenent of the subjects,items, 
and categories. If the categories seem not to be unidimensional, a multi­
dimensional polychotomous model may be applied in which different catego­
ries are represented by different dimensions. 
Replacing categories by items, the category characteristic curves 
would become item characteristic curves, the nonmonotonicity of which will 
not bea hindrance to specifically objective neasurenent anymore. Mote that in 
this case the questionnaire consists of one (super-)item only, so that the 
parameter of this itera cannot be computed. But, in fact, this parameter does 
not interest us since we are interested in the measurement of the subjects 
168 
and the categories (- nonmonotonous items), which is possible when the data 
set is large enough. 
Since in the polychotomous Rasch model ρ . (Κ| 1,2,... ,Κ)-»·1 for ξ-*», 
i.e. preference for the last item (σ^σ-.. .<σ„) becomes perfect when ξ 
becomes very large, item distance (e.g. σ
ν
-σ„ .) does not play a part in it. 
Thus, again, choice is not influenced by item discrimination in this model. 
Finishing this chapter, we discuss briefly the nature of the J-con-
tinuum in the RHUM. 
In preferential choice, the I-scale necessary is monotonous since it 
ranges from most preferred (the ideal stimulus or subject point) to least 
preferred. The joint set of all subjective preference orders is described 
by a nonmonotonous model in unfolding theory. The underlying latent conti­
nuum (the J-scale) is onedimensional in the sense that it represents a joint 
order of both subjects and stimuli in the model. Nonmonotonicity of the pre­
ference probabilities on the level of the J-scale may be attributed to the 
stimuli differing in (at least) two aspects, as will be argued below. 
Coombs & Avrunin (1977) assume the stimuli to have two aspects in un­
folding, i.e. they assume that a stimulus is good for one reason and bad for 
another reason (cf. the discussion in section 4.5). If two stimuli i and j 
would have one of these aspects in common, e.g. the amount of the 'good' 
feature is the same for both choice objects, then either i always will be 
chosen over j or vice versa depending on the relation between i's and j's 
'bad' aspect. Therefore, Coombs 4 Avrunin conclude that a requirement for 
a nonmonotonous preference curve is that all stimuli are characterized by 
such a combination of negative and positive features that a stimulus that 
is worse on one dimension is better on another dimension. They call this the 
demand for an 'efficient set' of stimuli. When i is larger than j on a 
'good' dimension but also larger than j on a 'bad' dimension, we call the 
resulting preference orders i-j ('good' dimension) and j-i ('bad' dimension) 
non-compatible. 
In case of an efficient set, it is not possible to order unequivocally 
the stimuli in terms of global attractivity after the joint impact of both 
positive and negative aspects is taken into consideration. The essential 
thing in unfolding is that there does not exist a unique dominant preference 
order. It may be asked how the ordering of the J-scale should be interpreted 
in unfolding. From the necessity of the stimuli constituting an efficient 
set. Coombs & Avrunin argue that the J-order is equal to the rank order on 
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the good and bad aspects, which implies that the latter orderings are equal 
too: When a stimulus is better in one aspect, it will be worse on the other 
aspect. For convenience, we may assume that the σ-rank order on the J-scale 
is equal to the rank order of the positive stimulus feature: were it only 
for that aspect, stimuli would get more attractive with increasing parameter 
a. 
This discussion shows that the J-scale consists of two aspects which 
are perfectly negatively correlated. An I-scale is the compromise of several 
non-compatible stimulus orders on different stimulus dimensions. The argu­
ment above shows that these stimulus orders (e.g. a 'good' order and a 'bad' 
order) can be assumed to be for all subjects the same, but that different 
I-scales are obtained as a result of different subjective ways of compromis­
ing the non-compatible stimulus orders. 
This discussion and the results of the previous sections makes it clear 
that problems arise when attitude items are nonmonotonous: Problems with 
respect to which item response model should be used as a tool for item ana­
lysis, problems with respect to the nature of the model's latent dimension, 
and especially, problems concerning the possibility of the assumption of spe­
cifically objective measurement. So it seems that it is, on practical grounds, 
défendable to require that attitude items should be monotonous, which implies, 
for one thing, that one should take care to avoid a response format eliciting 
preference responses. The most sensible way to do this is to construct items 
that are substantially monotonous, examples of which were given in chapter 4 
above. 
This ends our discussion of the implications of the Rasch model assump-
tion of monotonicity for the measurement of attitudes. There is still one 
property left, viz. the requirement of dichotomous data. Since mostly atti-
tude questionnaires are being combined with a multicategory response format, 
either item responses have to be dichotomized or a polychotomous Rasch model 
has to be applied. Both procedures are in no way obvious, as will be argued 
in the next chapter. 
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DICHOTOMIZING MULTICATEGORY ITEMS 6 
6.1. Introduction 
In section 2.3 we discussed a few applied studies in which the origi-
nal multicategory item response scales were diehotomized: a cutting point 
was defined on the response scale such that one end became "no" responses, 
scored zero, and the other end "yes" responses, scored one. Localization 
of such a cutting point may not always be obvious, especially when one of 
the categories is a category of indifference (e.g. "don't know", or "neu-
tral"). In the same section we referred to a study of Ace & Barth (1973) 
in which several dichotomizations of the same multicategory data were tried. 
For illustration, table 6.1 gives the results of the analyses with 4 dif-
ferent dichotomizations; in the Ace & Barth study, the overall fit of the 
data to the Rasch model was assessed by means of a chi-square probability 
associated with the overall mean-square fit of the matrix of standardized 
residuals (cf. Wright & Fanchapakesan, 1969). It is obvious that in some 
dichotomizations a better fit to the Rasch model is obtained than in others. 
Thus it appears that dichotomization in some way interferes with conformity 
to the Rasch model, although it cannot be excluded at this point that the 
bad fit of a dichotomized item set might be attributable to sample fluc-
tuations (i.e. to an unlucky dichotomization). 
In our analysis of the workspace data (section 3.3.4) the same was ob-
served: the incorporation of the neutral category seemed to have an influence 
on a subsequent Rasch analysis. 
What should one infer from such results? Can it be justified to choose 
the best fitting dichotomization? What implicit assumptions are made in 
dichotomizing polychotomous items? These are a few questions we shall try 
to answer in this chapter. Since an alternative for dichotomizing multicate-
gory items consists of the application of the Rasch model for polychotomous 
data in which the latent trait is presumed to be unidimensional, we shall al-
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Table 6.1. Díahotomizationa and aaaociated fit between the Ace t Barth 
(1973) multicategory attitude data and the Raaoh model. A 
'1' in cell (2,4) means that in diahotcmization no. 2 res-
ponses in category 4 are scored 1. 
dicho- 1 
tomi- 2 
zati- 3 
ons 4 
categories 
1 2 3 4 5 6 7 
0 0 1 1 1 1 1 
0 0 0 1 1 1 1 
0 0 0 0 1 1 1 
0 0 0 0 0 1 1 
fit ? 
yes 
yes 
no 
no 
so study this model in this chapter. Especially, we concentrate on whether 
this model is compatible with dichotomization. 
A discussion of dichotomization in the Rasch model can be motivated 
'both by practical arguments and by theoretical arguments. 
Some practical motivations for dichotomizing are the following: at the 
moment the dichotomous Rasch model is the only generally applicable model 
because analysis by means of its polychotomous counterpart (to be presented 
in the next section) is hampered by a number of technical impediments relat-
ing to the computation of the synmetric functions (Fischer, 1974, 460); for 
the dichotomous Rasch model testing procedures are much further developed 
than for the polychotomous ?.asch model (cf. chapter 1); categories are some-
times not used by the subjects, which nay imply, in certain circumstances, 
that the response format is effectively dichotomous, and correspondingly 
the dichotomous Rasch model can be applied without any loss of information. 
The last point, loss of information, may be considered as an argument 
against dichotomizing response scales, and even against categorical scaling 
in general. Lodge (1981, 5-6), in his criticism of social science category 
scaling, mentions, among other things, the folioving tvo weaknesses of this 
method : 
- information is lost because of the limited resolution of the categories; 
- by offering a certain set of categories the researcher may affect the res-
ponse process. 
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In a formal sense the first point is correct: Statistical information 
will increase when a new (non-empty) category is added to the set. A proof 
of this, for a specific polychotomous model, may be found in Samejima (1969). 
However, it appears that this objection against category scaling is not 
correct in a psychological sense. It is questionable whether the additional 
information obtained by a new category is also relevant information in all 
cases. Nunnally (1967, 521) remarks that numerous studies indicate that 
reliability of questionnaire scores increases with number of categories, but 
that increases tend to level off at about seven steps, and that after about 
II steps there tends to be little increase of reliability with more steps. 
Perhaps the limited discriminability of a category scale is in agreement 
with a limit to human information processing in the case of graded responses 
(cf. Miller, 1956). 
In the treatemnt of Lodge's second objection to categorical scaling we 
move to the discussion of the theoretical importance of studying dichotomi-
zation in the Rasch model: dichotomization is a special instance of com-
bining categories after the data have been collected but before a scale ana-
lysis is conducted. 
Lodge's second objection can be met by measuring subjects in such a way 
that results are independent of the specific category set by which the no-
yes continuum is partitioned. In case of attitude items, the response scale 
essentially consists of a continuum ranging from complete rejection to com-
plete acceptation of the item. Schematically: 
(No) < > (Yes) 
(complete (complete 
rejection) acceptation) 
Any verbal formulation of this continuum, e.g. 
disagree slightly slightly agree 
disagree agree 
represents a partitioning of the continuous "No-Yes" 'line' into a countable 
number of response categories. However, from a methodological point of view 
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(as phrased by Lodge's second objection), it should be irrelevant to subject 
measurement which partitioning is chosen in an application and how it is 
formulated verbally. 
In practical applications the partitioning and formulation of the graded 
response scale precedes the phase of actually obtaining data. Formally, how-
ever, there is no difference between a multicategorical partitioning of the 
continuous response scale into a graded response scale before data are ob-
tained, and a combination of the graded response categories after the data 
have been obtained. In both cases a larger number of successive intervals on 
the response continuum is collapsed into a smaller number of successive ca-
tegories. In both cases the effect of the construction of the response cate-
gories on the measurement of the subjects can be studied. And, in both cases 
it is possible to focus the study on the simple case of a dichotomization of 
the response scale, as will be done in this study. 
If the partitioning and formulation of the continuous response scale 
are considered as irrelevant to subject measurement, then a dichotomization 
of the response categories, e.g.: 
H 1 F . 
disagree agree 
even after the data have been obtained, should have no effect on subject 
measurement, except of course a (possible) loss of information, as was dis-
cussed above. In this way, the effect on subject measurement of the parti-
tioning and formulation of the response scale can be studied by means of a 
study of the effects of changing the number of categories after the data 
have been obtained. The requirement is that, with respect to subject measure-
ment, results should not change when response categories are oramitted from 
the set (then some subjects will have to resort to one of the other catego-
ries, which may be equivalent to a change of the affective value of that 
category, cf. section 6.5.3), when new categories are added (then the re-
verse may happen: some subjects move to the new categories, which may be 
equivalent to a change of the affective value of the original category), or 
when categories are combined, either in constructing the response format, or 
after the data have been collected; this will be called the requirement for 
non-interference between category construction and subject measurement. 
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In the special partitioning of a dichotomization, categories are com-
bined in such a way that two main response options remain, viz. "yes" and 
"no". Non-interference means in this case that subject measurement is not 
dependent on the specific dichotomization applied. The only way in which 
subject measurement may be affected is by an increasing or decreasing pre-
nsión, for by combining categories we may loose information (cf. the first 
point of criticism discussed above). 
Non-interference may be studied both empirically and theoretically. In 
the first approach the central question is whether different category scales 
with the same items result in different subject measures in practice; some 
examples of such studies are discussed in section 6.5.3. 
However, as subject measurement requires a model of measurement, the 
question can be reframed in terms of whether the subject parameter ζ of some 
measurement model, M, with additional parameters a referring to items and/ 
or categories, is affected by the partitioning of the response continuum. 
In such a way non-interference becomes a model property, as had been ex­
pected of course for we are studying data through model representations of 
them. 
Let Ρ and P' be two different partitionings of the response continuum. 
In the theoretical study of measurement models, non-interference nay be de­
fined in a formal way as follows: 
If Ρ satisfies Μ(ξ,σ) and P' satisfies M'(£'»£'). then non­
interference is defined by ζ"£(ζ'), in which f is an admiss­
ible transformation of the scale values ξ'. 
Note that this definition does not require that N and M' are the same 
models. However, when P' represents a dichotomization, we will consider only 
those cases in which M' is the Rasch model because of the methodological 
superiority of this model. In such a case, f is determined by the difference 
scale property of the Rasch model parameters. 
By studying non-interference as a model property, we are, essentially, 
studying polychotomous item response models. The central question is which 
models for multicategory items exhibit interference. Analyses by means of 
the latter latent structure models are dependent on the specific category 
set that accompanied the items, so that the results have only a limited 
meaningfulness in such cases. When interference occurs, subject measurement 
is influenced in a non-trivial way by an aspect of the measuring instrument, 
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i.e. by the partition of the response scale, so that, the meaningfulness 
of these formal theories of item response raust be questioned from a metho-
dological point of view. 
More specifically, in this chapter we will study conditions under which 
the special partitioning of dichotomizing is, or is not, allowed. The simple 
methodological requirement is that a dichotomization is not admissible when 
it implies interference. Thus we will study polychotomous item response mo-
dels as to their implications for a dichotomization. The starting point of 
a dichotomization is some model for polychotomous item response processes 
(section 6.2), the end-point is, by definition, the dichotomous Rasch model, 
and the formally defined dichotomization figures in-between (section 6.3.1). 
In this chapter we have selected two general models, one of which be-
longs to the family of Rasch models; they are introduced in section 6.2 be-
low. Some other models can be found in Gurland, Lee & Dahm (I960), Bock 
(1972), Andrich (1978a), Douglas (1978), Masters (1982) ] \ and Wright and 
Masters (1982). The latent structure models in this chapter differ with res-
pect to the assumptions underlying them, and they represent different 'the-
ories' about the process by which a multicategory item is responded to. In 
a comparison between the models (section 6.A) these differences are studied. 
We study non-interference in the case of a dichotomization to the di-
chotomous Rasch model because we require specific objective measurement at 
the dichotomous level. First, it will appear (section 6.3.2) that the spe-
cific polychotomous model (denoted as 'polychotomous logistic difference 
model') which complies with non-interference for dichotomizations does not 
allow for specifically objective measurement in the case of three or more 
categories. Second, the polychotomous Rasch model (denoted as 'unidimensional 
polychotomous Rasch model') does not comply with non-interference for di-
chotomizations and therefore its meaningfulness as a model for measuring 
subjects by means of multicategory graded response data is questionable 
(section 6.3.3). Since the 'unidimensional polychotomous Rasch model' is 
the only model that allows for specifically objective measurement with mul-
ticategory data, and since the 'polychotomous logistic difference model' is 
the only model that possesses the property of non-interference for dichoto-
mizations, the rather strong implication of these two findings is that, when 
specific objectivity and non-interference are accepted as necessary re-
quirements of measurement, multicategory data should be analyzed dichotomous-
ly in the case of graded responses. 
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In section 6.5 we discuss some consequences of these findings. 
notation 
A dichotomization will be denoted as D(...). Between parentheses we re-
cord the numbers of the categories that are defined to indicate a positive 
answer (e.g. "yes", or "agree") to the item. For instance in this notation 
the first dichotomization of table 6.1 is written as 0(3,4,5,6,7), the second 
as 0(4,5,6,7), the third as 0(5,6,7) and the fourth as 0(6,7). 
As a guide to our discussion of dichotomization in the Rasch model we 
choose the following item (which for the sake of clarity is not of the at-
titude kind) 
I might be able to junp higher than 1.60 meters: 
1. Disagree 
2. Slightly disagree 
3. Uncertain 
4. Slightly agree 
5. Agree 
(6.1) 
This is a multioategory item with a category of indifference. It is of impor-
tance that the item can be responded to using only the categories yes (agree) 
and no (disagree); otherwise dichotomization would make no sense. The catego-
ries are therefore indicators for the degree of agreement, a larger category-
number marking a higher degree of agreement. We distinguish the item ("I 
might be able to jump higher than 1.60 meters") and the response categories 
("disagree agree"). The item seems to be substantially monotonous (cf. 
chapter 4), as it should be in the Rasch model. Items are indexed as i-l,...,K, 
subjects as v-1 N, and categories as h-1 M. The number of categories 
is assumed to be the same for all items, namely M. Until further notice we 
assume that every item is accompanied by the same set of categories. The res-
ponse format is of the pick I out of M kind. 
6.2. Unidimensional polychotomous models 
An inevitable assumption underlying a dichotomization is that the cate-
gories are unidimensional, as will be motivated in section 6.3.1. For that 
reason we will concentrate on polychotomous item models in which the cate-
gories are conceived as unidimensional in this section. 
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The first model to be discussed (section 6.2.1) is a multicategory ex­
tension of the dichotomous Rasch model formulated in (1.15). A specific va­
riant of this Unidimensional Folychotomous Rasch Model was presented by An-
drich (1978b); this model, the Rating Rasch Model, is presented in section 
6.2.1.2. It is included in this study because it incorporates a psychological 
theory about graded responses and because it is advocated as the model for 
graded responses; formally however, the Rating Rasch Model is a restricted 
variant of the general Unidimensional Folychotomous Rasch Model. Finally 
the 'Folychotomous Logistic Difference Model' due to Samejima (1969) is 
treated. 
6.2.1. The Unidimensional Polychotomoue Rasah Model (UPRM) 
Rasch (1961) was the first one to give a multidimensional extension of 
the one-parameter logistic model: 
Prob(choosing category h|v,i) =ip .(h) 
/ r(h) (h). 
-5 . (6.2) 
[ expa^-o^) 
g-1 
For identiflability purposes we have to put some linear constraints on the 
parameters: ξ ^ - σ ^ - Ο (¥v,i) and Ϊ σ ^ - O (Vh-1,... ,M). Eq. (6.2) formulates 
V I ¿1 
the Multidimeneional Polychotomoue Rasch Model (MPRM). In the MPRM, every 
subject ν is characterized by an M-dimensional vector of subject-category 
parameters ξ (h"l,...M), representing the inclination of the subject to 
V
 fhi 
respond in category h. The subject parameters ξ and the item parameters 
(hi v 
a: can be estimated independently of each other by conditioning on the 
corresponding sufficient statistics (Andersen, 1977); therefore, specific 
objectivity holds. 
Note that in the MPRM each response category h corresponds to a latent 
'trait' on which both the items and the subjects are localized. So the MPRM 
might as well be called the 'multitrait' Rasch model. It represents the 
simultaneous measurement of M distinct traits corresponding to the M dis­
tinct response categories. Of course, application of the MPRM requires that 
every item is combined with the same category set. Of these M traits, tl-1 
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are measured independently in Che case of pick l/M data. 
The scores ζ on these M-l independently measured traits may be cor­
related over subjects, and in such a case the number of dimensions can be re­
duced using factor analytic methods. When traits are correlated to a high 
degree, one common factor may suffice to reproduce the original scores. Es­
pecially in the case of a graded response format, such a unifactorial reduc­
tion seems obvious (Andersen, 1973c, 40; Fischer, 1974, 424-428). 
Rasch (1961, 330) introduced the unidimensional reduction conditions 
,W .
 ф
< Ь )
С + ψ
( Μ , (6.3.) 
σ Ρ
0
 - ф
( Ь )
о. (h-l,...,M) . (6.3b) 
He proved that only under these conditions do sufficient statistics exist for 
the model parameters; so these equations can also be derived from the require­
ment of specifically objective measurement at the polychotomous, unidimensio­
nal level, that is, the parameters ζ, σ, and ψ corresponding to respectively 
subjects, items, and categories can be estimated independently of each other, 
(cf. Fischer, 1974, 436f). Note that the constraints of the MPKM imply for 
the parameters φ ( , ι ) and i|i(h) of (6.3a) and (6.3b) that φ ( , )=ψ ( 1 )-0, and 
(M) 
Σσ.·0. An additional constraint is that φ -1 (Andersen, 1973c, 42). 
i x 
Substituting of (6.3a) and (6.3b) in (6.2) yields the Unidimensional 
Polychotomous Rasch Model (UPRM) 
ехр(ф ( 1 , )
+
ф
( 1 , )(
С
-а.)) 
p
v
.(h) - -jj Ϊ—1 . (6.4) 
Ι
 β
χρ(ψ ( Β )+φ ( 8 )(ξ
ν
-σ )) 
g-1 
In the UPRM the number of independent model dimensions is reduced from 
H-l to 1, but the categories may still correspond to distinct response quali­
ties (called 'traits' above). The difference between the MPKM and the UPRM 
is that in the latter model the category dimensions are linearly dependent. 
The common factor ξ is a function of the category dimensions via the 
loadings φ. Thus, the measurement of this reduced 'trait' is a function of 
the ф-рагашеіегв, which are, in turn, dependent on the specific category set 
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that accompanies the items. The item categories, apart from the items 
themselves, determine in a non-trivial way what it is that is measured. A 
different set of response categories might substantially affect trait mea­
surement. 
The sufficient statistic for ζ in the UPRM is 
Κ Μ , , 
У Ι ф
( 8 )
а . , (6.5) 
i-1 gíl V 16 
(в) 
and, because of the form of this statistic, φ has been called by Ràsch 
(1961, 329) the scoring function of category g; a . is a binary function 
indicating whether the subject chooses category g of item i (a . •!) or not 
(a . »0). The UPRM enables us to estimate the subject parameters independent-
ly of the item parameters (and conversely) at the multicategory one-dimen-
sional level, but, as may be noticed from (6.5), estimation of the ζ still 
(h) V 
depends on the unknown scoring parameters Φ .In practice this will not 
be a problem, for the φ cannot be considered as incidental parameters. 
Their number does not increase when the number of items increases. There­
fore we may concentrate on the UPRM with unspecified scoring parameters in 
this study. 
If we want φ to be absent in the estimation equations for ζ and σ. 
(hi ^ fh^1" 
we have to specify φ . For instance, Andersen (1977, 74) defines the φ 
to be φ =M+l-h, in which case (6.5) reduces to the equidistant scoring 
function: Category 1 is scored M, category 2 is scored M-l,..., category M 
is scored I. He demonstrated that this scoring rule may be derived from two 
requirements: (a) conditional estimation of the subject parameter, and (b) 
a certain ordering property for the sufficient statistic (6.5). The latter 
"rather mild" (according to Andersen, o.e., 80) condition requires that the 
sufficient statistic is 'smooth': a minimal difference between two points 
in the data space is mapped into a minimal difference of the corresponding 
statistic. In such a case the estimated person parameter represents a smooth 
transformation from the data space to the real line. 
With this proof Andersen gave a new rationale for the traditional sim­
plified Likert scoring technique of item categories. We will return to this 
topic in the discussion section of this chapter. 
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6.2.1.2. The Rating Rasch Model (RUM) 
Andrich (1978b, 1980) presented a psycholocical theory about rating. 
From the rating response mechanism thus formulated, the Rating Rasoh Model 
(RRM) was derived; this model is a special case of the UPRM. Thus, Andrich 
gave a psychological rationale for (a special form of) the UPR11. Note that 
by studying the UPRM with respect to non-interference, we are implicitely 
discussing Andrich'в rating theory on account of a criterion of internal 
validity. 
In the RRM the category boundaries are conceived of as ordered thres­
holds with difficulty parameters τ and discriminability parameters α (M 
categories and therefore M-l thresholds: m-l,...,M-1). For each threshold 
a stochastic response process is assumed as a result of which it is, or is 
not, passed by the subject. Answering by category h implies a) that all 
lower category boundaries 1, 2 h-1 are dominated by the subject, and 
b) that the subject was not able to pass the remaining M-h boundaries. This 
response process may be compared to a hurdle-race in which the hurdles get 
systematically higher; if the hurdles become too high, the subject stops. 
Since threshold passing is assumed to be a stochastic process, this stopping 
is of a probabilistic nature; thus we get probabilities ρ .(h) of choosing 
category h. Note that it is essential for the RRM that the order of the ca­
tegories is known: τ,-<τ-< <τ . 
1 2 m 
A final assumption is that c) the set of outcomes from the hurdle race 
process is restricted in such a way that the final outcome set contains no 
response vectors in which a higher hurdle is jumped over but a lower hurdle 
is not. When threshold m is passed, all lower ('easier') thresholds 1 m-l 
should have been passed as well. In this way it is possible to establish a 
I-I function between the M outcomes of the elementary hurdle race and the 
M categories: 
no thresholds passed 
threshold τ. passed 
thresholds τ , τ passed 
thresholds τ., τ-, ...,τ passed 
category 1 chosen; 
category 2 chosen; 
category 3 chosen; 
category M chosen. 
(6.6) 
The passing of a threshold m is represented by a Birnbaum model with 
exponential term α (ξ -σ.-т ); this 'elementary probability' is denoted as 
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ρ . . Using the rules a, b, and с listed above, the category choice probabili­
ty ρ .(h) is computed from the elementary probabilities as follows: 
h-1 K-l 
Π ρ . Π O-p · ) 
, vim , "vim 
M"» - г?% "t-, · «•» 
У ( Π ρ - Π (Ι-ρ . )) 
'-, .'vim rvim g«I m-1 m-g 
Substituting for ρ . the Birnbaum model with parameters ξ , σ., о , and τ , 
vim ν ι m m 
the RRM is obtained, which is, in fact, the UPR1I with the restrictions 
Ψ
( 1 , )
 - - Ι α τ (ψ ( Ι )-0) , (6.8a) 
φ
0 0
 = Ι α (φ Ο )-0) . (6.8b) 
m-l m 
Note that, contrary to the UPRM as formulated in (6.4), the category para­
meters Φ and ψ of the RRII are interrelated via the threshold discinni-
nability parameters α . This has as a consequence, for instance, that in 
the RUM the equality ф ( Ь ) = ф ( Ь + 1 ) (i.e. ah=0) implies that ψ
( 1 ι )
-ψ
( 1 > + 1 )
 so 
that ρ .(h)»p .(h+l) in such a case; this is not, in general, the case in 
the UPRM. 
A further restriction of the UPRM is obtained by assuming identical 
threshold discriminability parameters among categories in the RRM: a h"
aL
+
i· 
Vh. Putting a. «I, the expressions (6.8) become h 
ψ№ί= - Ι
 τ
 (ψ(Ι)-0) , (6.9а) 
Ф
( Ь )
- h - 1 . (6.9Ь) 
Note that (6.9) implies that an equidistant scoring function is assumed (cf. 
the previous section). In the specification (6.9) of the RRM, the elementary 
probability ρ . in (6.7) is assumed to be the Rasch model with parameters 
ξ , σ., and τ . In this study, the RRM will be used in its specific form (6.9). 
Recently, Andrich (1982) has presented a further restriction of the 
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RRM by assuming the distance between the successive thresholds to be equal: 
W i " c · vh· 
An example of the RM' is presented in section 6.3.3.2; figure 6.4, which 
belongs to that section, gives an indication of the form of the category cha­
racteristic curves ρ .(h) for П-5. 
vi 
In the RKIl a dominance model (the Birnbaum model) is assumed for the 
раввіпд of a category boundary. However, the choice of a category is model­
led by (6.7) which will be, in general, a nonmonotonous function of the sub­
ject parameter; figure 6.4 (to be discussed below) gives an example of the 
RRM with restrictions (6.9) for Μ=·5 in which the nonmonotonous trace-lines 
for the categories 2, 3, and 4 are clearly seen. It is even possible to 
interprete the RDM as a probabilistic unfolding model (cf. Jansen, 1981c, 
32-42). Remembering the treatment of nonmonotonicity in the previous chap­
ter, we know that it may not be possible to distinguish two different sub­
jects ν and w (ξ Î<Ç ) with a nonmonotonous response model, for both subjects 
V w 
may have the same response probability (p .(h) in this case) although their 
latent trait positions differ. In the RRM this problem is not present how-
ever since with models of the kind (6.4) subjects are not compared by ex-
M (в) pected category scores a . but by expected г tem scores Ε,φ a . , as can 
vig ' r g=lT vig' 
be inferred from the sufficient statistic (6.5). The expectation of a sub­
ject's item score is equal to 
«ι
 V 18 À \ ν ιε g-1 " 1 6 8-1 
Μ ,. . 
gi;/ Fvig 
2) 
which is a monotoneously increasing function of ζ (proof in appendix C). 
6.2.2. The Polychotomaue Logietic Difference Model (PLDMÌ 
The Polychotomoua Logietic Difference Model (PLDll) is defined as 
"
хр(с
»"
0
і'
л
іі-і
>
 » p ' W V 
P
vi(h) - 1 + exp(Çv-ai-nh_1) 1 + e x p U ^ - y 
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(h-2 Il-l); (6.11) 
it is equivalent to the difference, at the point ζ , betveen two logistic 
curves, ρ .(M) is defined as 
«p(v o i-Vi 
1 + εχρ(ξ -σ.-τν.,,) 
"Vi' 
and ρ .(Ι)»1-ρ .(2)-ρ .(3)-...-ρ .(11). The meaning of the parameter η 
(h=l M-l) will be clarified in the section on dichotomization of the 
PLDM (section 6.3.2.1); it is clear that it should be defined to be a mono-
toneously increasing function of h (otherwise, ρ .(h) would be negative). 
It should be noted that n, may depend on i: n, . In the sequel, this will be 
assumed, but for notational conveniency, we continue to write η. . 
The model of (6.11) is a special case of the 'graded response model' 
introduced by Aitchison & Silvey (1957), and reintroduced by Samejima 
(1969). Essentially, it is an extension of the Thurstonian procedure of suc-
cesssive intervals to the analysis of ordered category responses. In this 
method, response categories are represented as regions of a continuum sepa­
rated by ordered category boundaries (the η). Figure 6.6 (to be discussed 
below) gives a pictorial illustration of this. It demonstrates that the im­
portance or popularity of a category h is determined by the width of it, 
e.g. by the difference η.-τ). . between its boundaries. 
n n—J 
The PLDM does not permit conditional estimation of the subject para­
meters since it does not contain sufficient statistics for the subjects. 
After dichotomization, however, this changes;in section 6.3.2.2 it will ap­
pear that the PLDM allows for specific objective subject measurement after 
the response scale has been dichotomized. 
In general the category characteristic curves (CCC) (6.11) will be non-
monotonous in the subject parameter (cf. figure 6.5). 
6.3. Dichotomizing 
In our theoretical study of non-interference for the dichotomizations, 
a dichotomization corresponds to the reduction of a polychotomous item 
response model to the dichotomous Rasch model. The polychotomous model we 
I8A 
start from determines the properties of the dichotomization at issue as 
will be shown below (especially the property of interference). There are, 
however, two general characteristics every dichotomization must possess; 
these are the necessary assumptions underlying a dichotomization. These 
assumptions are treated in section 6.3.1. In the next two sections (6.3.2 
and 6.3.3) we will 'dichotomize' the unidimensional response models for 
multicategory items of the previous section; for expository reasons this 
discussion will start with the FLDH. 
6.3.1. Asaumpticna 
Dichotomizing a category scale may seem self-evident. We will show, 
however, that there are a number of assumptions which have to be fulfilled 
in order to dichotomize multicategory items meaningfully. In this study, 
we distinguish necessary assumptions, which are in our view implied by di-
chotomization, and optional assumptions representing requirements that stem 
from the specific structure of the probabilistic model describing the poly-
chotomous response process. An example of the last kind of assumption is 
condition (6.27) for the UPBM (section 6.3.3.1). Necessary assumptions 
are unidimensionality (section 6.3.1.1), and monotonous dichotomization 
(section 6.3.1.2). 
6.3.1.1. UniametiBionality 
In the case of graded responses the categories of an attitude ques-
tionnaire represent the degree of a subject's response: they differ with 
respect to this only. Thus we have to assume that there is an a priori sim-
ple rank order which follows semantically from the phrasing of the catego-
ries (cf. item (6.1)). This rank ordering property of the categories is call-
ed the unidimeneionality of the category eet. In the remainder of this study, 
we suppose that the assumption of unidimensionality is fulfilled: response 
categories differ only because they represent different partitions of the 
response scale indicating degree of agreement, and, by convention, they have 
been numbered in such a way that a larger category number indicates a high-
er degree of agreement. 
Unidimensionality of the category set is a necessary assumption since 
if it were not the case, amalgamating the scores in categories 4 and 5 in 
dichotomization 0(4,5), for instance, would be adding apples and oranges, 
that is we would throw together basically imcomparable responses. If for in-
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stance a subject were to choose category 4 of item (6.1) if his true 'jump­
ing ability' ζ lay between 1.65 and 1.70 meters and category 5 if ζ>1.70, 
then cateogries 4 and 5 could be said to be truly unidimensional. However, 
if the subject were to choose category 5 for quite different reasons, for 
instance because he wants to give a very favorable picture of himself, thus 
because of social desirability tendencies, then categories 4 and 5 would 
violate the assumption of unidimensionality of the category set. Note that 
this assumption implies that there is formally no difference between the 
category of indifference and any other category: the "uncertain"-category 
is simply the transition from a lower category (a "no"-category) to a higher 
category (in this case of the "yes"-kind), like every other category. In 
practice however especially the middle category can be hindrance to obtain­
ing unidimensionality since it is well-known that a respondent may pick 
that category for reasons not pertaining to the latent trait at issue (cf. 
Cronbach, 1960, 446f). 
In the theoretical study of dichotomization, unidimensionality of the 
category set is assumed to be present when the attitude data are represented 
by means of an unidimensional model, e.g. we assume that at the multicate-
gory level the item response process complies with some unidimensional poly-
chotomous model. Each of the models of section 6.2 satisfies unidimensionali­
ty, and therefore we may take them as a starting point for the theoretical 
study of dichotomization. 
6.3.1.2. Monotonous dichotomization 
A dichotomization will be called monotonous when it has the form 
D(h,...,M). Since in this chapter, by convention, the category indices 1 
h M are monotonous with the order of the graded responses, D(h,...,M) 
implies that the original graded response scale is 'bisected' into two 
consecutive category sets: A "no"-set: (1,2,...,h-l), and a "yes"-set: 
(h,h+l,...,M). Note that to apply a monotonous dichotomization, the rank 
order of the categories on the latent scale should be known beforehand. In the 
case of monotonous dichotomizations, the possible dichotomizations for item 
(6.1) are D(5), D(4,5), 0(3,4,5), and 0(2,3,4,5), the remaining permissible 
dichotomizations 0(1,2,3,4), 0(1,2,3), 0(1,2) and 0(1) being just the 
complements of these. In the study of Ace & Barth, for instance, all dicho­
tomizations were monotonous (cf. table 6.1). 
In the case of graded responses, monotonici ty of the dichotomization is a 
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necessary assumption. Since with such item categories the categories can be 
ordered a priori, they induce, at a manifest level, a weak order on the sub­
jects. This still is the case after a dichotomization. Intuitively, it is 
clear that a dichotomization interferes with subject measurement when the" 
weak subject order obtained in it is not weakly monotonous with the ori­
ginal subject order. For instance, suppose item (6.1) is dichotomized accord­
ing to D(2,4), so that both subjects scoring 5 and subjects scoring I get 
the same score 0 on the item; in this dichotomization a subject scoring 5 on 
the original item will be ranked lower than a subject scoring 2. When dif­
ferent dichotomizations of the response scale induce different orders on the 
subjects, measurement is dependent on the specific category set since ζ is 
monotonous with a . in the Rasch model .The different weak orders of the 
vO 
subjects derived from the manifest scores in different dichotomizations of 
the same item will be weakly monotonous with the original weak order only 
when the dichotomizations are monotonous. Thus the demand for a monotonous 
dichotomization is a necessary pre-condition, at a manifest level, of the 
requirement of non-interference of the dichotomization of an item. 
Note that a monotonous dichotomization represents this manifest ana­
logue of non-interference only for К.<2. When the subject order is derived _ 
from the responses to more than two items, monotonous item dichotomizations 
do not necessarily imply weak monotonicity between the subject orders de­
rived under different dichotomizations, as will be illustrated in section 
6.5.2 below. Thus, for R>3, monotonicity of the dichotomization is a neces­
sary but not sufficient pre-requirement for non-interference. 
Dichotomizations complying with the two necessary assumptions will be 
called permissible. In this study we concentrate on dichotomizations the 
outcome of which is the dichotomous Rasch model 
„,. . exp(Ç -σ. ) 
p H C
v
. ° i ( h ) > - ^ , (6.12) 
1 • e x p ( V a f h > ) 
in which a. is the parameter of the item that results from the dichotomi­
zation D(h,...,M). D(h,...,M) is the monotonous dichotomization that will 
be used as an example throughout this chapter. To simplify notation, we 
write D(h) instead of D(h,...,M). The left hand side of equation (6.12) will 
be denoted as ρ .X+|D(h)) in the sequel. Since the original data are of the 
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pick I/M kind the latter probability is equal to 
M 
Pvi(+|D(h)) - У p v i(E) (h-2 M) . (6.13) 
g-h 
Equation (6.13) establishes a relation between the dichotomous Rasch model 
and some polychotomous item response model. 
In the next section, ve begin the theoretical study of dichotomization 
in terms of properties of formal models. In this model study, dichotomization 
is represented by equation (6.13), in which ρ .(g) stands for some unidimen­
sional polychotomous model for item response, and in which ρ .(+|D(h)) is de­
fined as the dichotomous Rasch model (6.12). Using (6.13) we can, therefore, 
check upon the presence of non-interference for some choice of ρ .(g); in 
the next two sections we will substitute the PLDM and the UFRM in the right 
hand side of (6.13). 
6.3.2. Dichotomization and the PLDM 
6.3.2.1. Dichotomizing 
Substituting the PLDM (6.11) for ρ .(g) in (6.13) we get 
exp(C -σ.-τν,) 
P
vi(+|D(h)) - 1 h Ì (h-2 Μ) , (6.14) 
1 • е х
Р
Ц -о.-
 і
) 
which is a dichotomous Rasch model. Since associated with every dichotomi­
zation D(h) there exists a parameter η (h-1,...,M-1), the latter may be 
called a dichotomization parameter. Comparing (6.1A) to (6.12) we see that 
in the FLDM-case the item parameter corresponding to the dichotomization 
D(h) is equal to 
-5 < h ) - «4 * i , · <6..5> 
From (6.15) we have 
D(h+]) D(h) ^ i ,. . „ , . . „. ., ,,. 
оГ °i ah (h-l,...,M-l; 1=1,...,Κ) , (6.16) 
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in which α i s defined as 
η 
ah " nh " V i (h"2 ^ 0 ' ( 6' 1 7 ) 
I 1 
ai m nl * 
Obviously, a. is undefined; therefore, we define σ. "a,. To avoid clum-
•" ι ' ι 1 
sy notation, we drop the index i and write n. and α in the remaining sections 
h η 
since we will concentrate almost invariably on a single item. 
6.3.2.2. Non-interference 
Equations (6.14) - (6.16) demonstrate that Rasch analyses of D(h) and 
D(h+1) will estimate the same subject parameter, although σ. will, in ge­
neral, differ between these dichotomizations. Therefore, the FLDM possesses 
the non-interference property as defined in the introduction: when the PLDM 
holds for the multicategory data, we can dichotomize the items in every per­
missible way and still be certain that the same latent trait is measured. 
However, the dichotomizations D(h) and D(h+1) may differ in precision of 
measurement, as will be illustrated below, and therefore the estimated sub­
ject scales will be, in general, only weakly monotonous with each other. 
This result is of course more or less trivial: the PLDM (6.11) formu­
lates ρ .(h) as the difference between two parallel logistic curves, and 
dichotomizing according to (6.13) results in these basic logistic curves 
(6.14), which, in this case, are parallel between dichotomizations. 
Considering (6.15) as the formulation of non-interference of the di-
chotomization in case of the Rasch model, it appears that the FLDM is the 
only unidimensional polychotomous item response model that possesses non­
interference of the dichotomization and specifically objective measurement 
at the dichotomous level: when non-interference of the dichotomization and 
specific objectivity of the dichotomous measurement are required, the mul­
ticategory data should comply with the FLDM. In such a case, the dichotomous 
data will comply with the Rasch model, and different monotonous dichotomi­
zations will not affect the subject scale, although the item parameter es­
timates o. may differ. Because the FLDI1 does not allow for specific ob­
jective measurement, multicategory items should be analyzed dichotomously 
(i.e. with the dichotomous Rasch model) in such a case. In section 6.3.3 we 
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will investigate whether the only model that allows for specific objective 
measurement at the multicategory level (i.e. the UPEM) possesses non-inter­
ference of the dichotomization. Below, we will discuss equations (6.15) and 
(6.16) using fictitious illustrations. For expository reasons, we start with 
the latter equation. 
Precision 
In case of non-interference, dichotomization may have an impact on the 
precision of measurement only. For instance, suppose subjects ν and w give 
the same responses to all multicategory items, except item i. Confronted 
with item i, subject ν picks category h whereas subject ν prefers category 
h+1. We define the dichotomous indicator a . to be 
VI 
h 
a . 
vi 
0 < > "no" in D(h) 
I < > "yes" in D(h) g-h 
Vlg 
(6.18) 
and 
К M 
• η - Σ • • - Σ Σ a . 
ν 0
 І-1 V 1 i-l g-h ν ι β 
(6.19) 
which can be proven to be the sufficient statistic associated with ξ in mo­
del (6.14). Then it will be obvious that 
„,.. h h ,D(h) ,D(h) 
D(h) > a . - a
 n
 < > ξ
 v
 - ζ 
vO wO ν w 
„/,_., ч h+l h+1 
D(h+1) > a < a „ 
vO wO 
^
 £D(h+l) < ^(h+1) 
ν ^w 
using the Rasch model property of the marginal subject total a _ being mono­
tonous with the subject parameter estimates ξ . We see that in this example 
the item scale resulting from D(h+1) discriminates better between the subjects 
ν and w than the scale computed in dichotomization condition D(h): Dichotomi­
zation according to D(h) causes item i to be easier. A similar situation ap-
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plies to item measurement, but, there being typically many more subjects 
than items, the impact of dichotomization on the precision of item measure­
ment is expected to be small. 
An illustration of this example is given in figure 6.1 (assuming 6.16)). 
In this figure are depicted the item characteristic curves for item i in 
the dichotomizations D(h) and D(h+1), that is the plots of the dichotomous 
response probabilities p.(+|D(h)) and p.(+|D(h+l)). In the dichotomous Rasch 
model these probabilities are equal to the expected item scores for a subject 
in the corresponding dichotomizations. The figure clearly illustrates the 
difference between D(h) and D(h+I) with respect to the discrimination be­
tween subjects ν and w; in D(h) item i simply is too easy. 
What counts, in the example, is the measuring capability of an instru­
ment vis-a-vis a specific sample of subjects since, for other subjects, D(h) 
may be doing better than D(h+1). But, as we know, by the principle of spe­
cific objectivity subject measurement is independent of the specific set 
of items as long as the latter are sampled from the same homogeneous pool. 
Thus in this case dichotomization influences the precision of the measurement, 
but not the measurement per se. Therefore the same Rasch homogeneous scale is 
expected to be found in both dichotomizations D(h) and D(h+1). 
Viewing figure 6.2, which may be compared to figure 6.1, we can inter­
prete о, as the distance between the item parameters o. and o. re­
sulting from different dichotomizations (below we will argue why α,>0). 
Since (6.16) defines a simple translation of the item parameters σ. of the 
dichotomous Rasch model, the item characteristic curves for item i in the 
dichotomizations D(h) and D(h+I) are parallel and logistic, and therefore 
specific objectivity still holds. The items of D(h) and D(h+1) are homo­
geneous in the sense that both measure the same latent trait. 
It will be clear that in this case dichotomizations differ only with 
respect to the precision of measurement, that is with respect to the amount 
of information they yield of a specific subject sample (cf. figure 6.1). The 
M-l permissible dichotomizations D(h) (h-2 M) yield, for a K-item test, 
K»(M-1) different items with parameters σ. ' (i-l,...,K; h-Z,...,M). 
Choosing a specific dichotomization is equivalent to selecting (in a strati­
fied way} a specific set of К items from this homogeneous item pool. Be­
cause of specific objectivity it does not matter, with regard to subject 
measurement, which item sample is chosen for the measurement of the subjects, 
that is it does not matter which specific permissible dichotomization is pre-
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Figure 6.1. Ивврапзе curvea for item i in dichotomizationa D(h) and D(h+1). 
Figure 6.2. Response curves for item i in dichotomizationa DCh) and D(h+1); 
the difference a. - a . is equal to o,. 
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ferred. If the assumption of non-interference of the dichotomization holds 
we could choose, for instance, to dichotomize every item in such a way that 
the information of the dichotomized item with regard to the subject sample 
is maximized. Thus in case of the one-item test of figure 6.1 we prefer 
D(h+1) over D(h). This is, however, a sample-dependent criterion so that, 
in effect, different diahotomizations could be applied over different eamplee. 
The dichotomization parameter ц 
The meaning of n. , in (6.15) can be clarified by means of the follow-
h-1 
ing example, which will also make it clear why we have the index h-l. Sup­
pose item (6.1) is responded to according to the following scheme 
I might be able to jump higher than 1.60 m.: 
1. Disagree < > ζ < 1.50 
ν 
2. Slightly disagree < > 1.50 £ ξ < 1.55 
3. Don't know < > 1.55 < ζ < 1.65 
— ν 
A. Slightly agree < > 1.65 £ ζ < 1.70 
5. Agree < > 1.70 £ ζ 
Dichotomization yields 
D(5) 
D(4.5) 
D(3,A,5) 
15(2,3,4,5) 
"yes" <—> ξ >_ 1.70m. — > item 1: "I can jump over 1.70 m." 
"yes" <—> ξ > l.C5m. — > item 2: "I can jump over 1.65 m." 
3: "I can jump over 1.55 m." "yes" <—> ξ > 1.55m. — > ite J
 ν — 
"yes" <—> t i'1.50m. — > item 4: "I can jump over 1.50 m.". 
We see that dichotomizing makes the original item easier or harder: In 
D(3,4,5) a jumping ability of 1.55 is sufficient for saying "yes" (item 3), 
in D(5) however the item (item 1) is too difficult for the same respondent. 
Suppose the item parameter σ of the original polychotomous item is equal to 
1.60 (the midpoint of the category of indifference); then we find for the 
parameters of the 4 dichotomous items using eq. (6.15) 
D(5) 
D(4,5) 
D(3,4.5) 
D(2,3,4,5) 
: o, -
: σ 2 -
: Оз -
: ° 4 -
.70 - σ + .10 
1.65 - σ + .05 
1.55 - σ - .05 
1.50 - σ - .10 
σ + η. 
ο + η. 
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We see that dichotomization shows up as a shift of the item difficulty para­
meter o.rhe range of this shift is determined by the categories that are 
considered to be indicative for a "no"-response( for these are responsible 
for the item becoming more difficult (it is harder to say "yes")· However, 
we can specify this assertion. Since by assumption the item categories are 
ordered a prion, the amount of the shift is determined entirely by the no-
category with the highest category number. It is in this sense that the pre­
sence of the index h-1 in (6.15) must be interpreted. 
It is not hard to see that by (6.15) the dichotomization parameters η 
always will be monotoneously increasing with index h; also, it will be evi­
dent that TV, is undefined. In case of M categories there exist, therefore 
M-l parameters n (h"l,...,M-1), corresponding to the M-l permissible mono-
h 
tonous dichotomizations D(h+1). Note that a.>0 always (cf. (6.17)). 
h 
In one dichotomous analysis with the Rasch model, the dichotomization 
parameters n, will be confounded with the polychotomous item parameters σ., 
as it should be because dichotomization only causes an item-specific shift 
of this polychotomous parameter. Thus, when conducting one analysis, the 
η. can not be estimated. It is possible, however, to get some estimates for 
the dichotomization parameters by repeatedly analyzing the same items in dif­
ferent dichotomizations. 
For instance, we could analyse the same multicategory data set two times. 
In the first analysis, К polychotomous items are dichotomized in some, 
permissible, way (D say), which yields a set of К dichotomous items: 
(1,...,i,...,K). In the second analysis, the first K-l items are dichotomized 
in the same way as in the first analysis; thus, again, we have the item set 
(I, ,i K-l). Item K, however, is dichotomized in some other way 
(D' say), giving the new dichotomous item K'. Therefore we have two sets 
(l,...,i K-1,K) and (1 i K-l,К'). Apart from the influence of 
arbitrary estimation constraints on the parameter extimates, the item para­
meters for К and K' will differ only by an amount ^"ij-i > corresponding to 
the difference between the item shifts induced by the dichotomizations D and 
D'. Since the two tests are supposed to be equivalent in the sense of the 
Rasch model, we have here, in fact, a simple problem of equating two Rasch 
homogeneous tests with K-l common items. For a discussion of this problem 
and means for solving it, we refer to Wright & Stone (1979, 96-106). At the 
moment, the only applicable test of non-interference seems to be the ordinal 
194 
correlation between the subject totals obtained in different dichotomizations. 
Thus, a simple check on non-interference of the dichotomization consists of 
computing all ordinal correlations between the K-l dichotomized subject 
totals a . (h-2,...,M). Still, the problem of dependence between different 
'dichotomized' samples remains since they always will contain a conmon core 
of one· or more identically recoded categories from the original set. 
It is not possible to analyze (6.14) by the linear logistic test model 
(LLTH) since in this case the number of basic parameters (the σ. and the η.) 
τ\/ι.\ ι " 
is larger than the number of 'item' parameters (the о. ), so that appli­
cation of the LLTM would not imply a reduction of the items to a minor set 
of basic items. Furthermore, it is also not possible to analyze model (6.14) 
as a Rasch model with three facets (viz. subjects, items, and categories), 
since the basic random variable A . has only two facets in this model: It 
vi J 
does not vary over the dichotomization facet within model (6.14). 
6.3.3. Diahotomizing and the UPBll 
6.3.3.1. Diahotomizing 
Suppose some multicategory data set A satisfies the UPRM. Let A be a 
dichotomization D(h) of A, where the elements a . of A are defined accord-
VI 
ing to (6.18). Then it is possible to prove the following theorem: 
ie) fe-n Suppose A satisfies the UPRM for some ф,'ь/>ф,'Б ', i.e. for 
weakly ordered φ* 8' (g=l M) ; suppose the Φ ^ - 0 and φ'1"-1. 
Then the dichotomized data set A will comply with a dichoto-
mous Rasch model iff the φ are defined according to 
0 < > 1 f. g <. h-1 
k<8) (6.27) 
ι < — > h <_ g f. м 
Also, the shift η . of the polychotomous parameters σ. to the 
dichotomous parameters σ. of the Rasch model to which A 
complies, namely 
exp(Ç -σ.-η ) 
V 1 h
' , (6.28) 
1 • exp^-o.-n,,.,) 
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necessarily will have the forra of the transformation 
«Pí-Vi' = £T TT ( 6 · 2 9 ) 
У exp(* ( 8 )) 
B=l 
of the UPRK parameters ψ. 
The proof of this theorem can be found in Appendix D. 
More loosely formulated, the theorem states that the UPRM (6.4) can be 
dichotomized according to D(h) to a Rasch model iff the φ have the values 
(6.27); in such a case D(h) results in a shift (6.29) of the σ. to the σ. , 
and the dichotomous Rasch model will have the form (6.28). It is of impor­
tance to note that the Rasch model to which D(h) complies of necessity has 
the form (6.28), for this implies that the item shift η is independent of i, 
contrary to the dichotomization of the PLDM (cf. (6.14)). 
Condition (6.27) 
Dichotomization condition (6.27) has a clear interpretation: In the 
UPRM every category h is weighted by the scoring function φ , implying 
that with respect to subject measurement there is a difference between the 
choice of category h (subject score is φ ) and the choice of category h+1 
(score is φ ). The subject who selects category h (subject v, say) is 
not confused with another subject who chooses category h+1 (w, say): 
ξ ΐ'ξ . But, in dichotomization D(h) that is precisely what is happening. 
Selecting category h or selecting category h+1 are, deliberately, treated 
as one and the same response. In that case subjects ν and w should get the 
same item score, which is the case when φ •'-ф^  in the UPRM. 
Note that by condition (6.27) the sufficient statistic (6.5) for the 
subject parameter of the UPRM changes into the sufficient statistic (6.19) 
for the subject parameter of the dichotomous Rasch model (6.28). 
The derivation of dichotomization condition (6.27) is consistent with 
the findings of Andrich (1978b). In Andrich's Rating Rasch Model, the equali­
ty ф^ '=ф is equivalent to zero discriminability of the h-th 'threshold', 
therefore there is no effective threshold between the categories h and h+1. 
In such a case categories h and h+1 can be pooled. When, in addition, 
ψ
( 1 ι )
=ψ
( Η + 1 )
, as is implied by ф ( Ь ) = ф ( Ь + 1 ) in the RRM (cf. section 6.2.2), 
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this pooling does not result in loss of information vith respect to subject 
measurement. Ultimately, D(h) can be fit into Andrich's restriction of the 
UPRM by assuming there is only one latent boundary or threshold (the (h-l)st 
one in this case 
In his interpretation of the situation φ »φ Andrich refers to 
Andersen (1977) who "provides an illustration and concludes that the two 
corresponding successive categories may then be pooled because the choice 
of category between these two is random". 
In his study of the UPRM, Andersen (1977, 79-80) derives from the score 
function equality φ -φ that ρ .(h)=p .(h+1), which however is correct 
only when it is in addition assumed that in the UPRM ψ =ψ (in the spe­
cial case of the RRM this was the case as we saw above). If Andersen's claim 
were true, dichotomization D(h) would only be valid when ρ .(I)»...ρ .(h-l) 
and ρ .(h)=...p .(Μ), which would have to hold for all subjects and items. 
vi rvi J 
But then D(h) would be possible only if it were observed that the following 
sets of equalities held: 
pi(l) - ρ.(2) - = ρ.0ι-2) « p.(h-l) , 
p.(h) - р.(Ь+1) - - p.(M-]) - р.(М) , (V-1,...,K) 
The derivation of the reduction conditions (6.27) and (6.29) shows that di­
chotomization is possible even when the ψ have different values for dif­
ferent h. Of course, by dichotomizing according to D(h) when for some sub­
ject ρ .(h))4? .(h+1), information will be lost with respect to ξ. Converse­
ly, when it is confirmed that ρ .(h)=p .(h+1), combination of the categories 
h and h+1 into a new category will not result in loss of information with 
respect to the estimation of the subject parameter; an example of this is 
presented in section 6.3.3.3. 
Condition (6.29) 
The model of eq. (6.28) is a dichotomous Rasch model in which the effect 
of the dichotomization is represented by an item-independent shift η, , of the 
h— I 
item dif f icult ies . According to its definition (6.29), n. . does not depend 
n—I 
on i, which implies that in D(h) every item is shifted by the same amount 
n. ,. Thus we have the additional requirement η, ."П. . (Vi=l,...,K) to h-l h-l h-l 
allow dichotomization in the UPRM. This means that the UPRM description of 
dichotomization in the Rasch model is a rather stringent one, compared to the 
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PLDM in which (6.15) holds with П.,- In the latter model it is possible 
to dichotomize each item differently, in the former it is not. 
The UPRM possesses non-interference of the dichotomization D(h) iff 
the φ-parameters are specified according to (6.27). In such a case the di-
chotomous Rasch model is given by (6.28), and non-interference of the dicho­
tomization may be formulated as (6.15), dropping the index i from η, . in 
h— 1 
that equation. Therefore, when (6.27) is satisfied, the same subject para­
meters will be estimated by (6.28) as by (6.4). The shift η of the item 
parameters between the UPRM and the Rasch model is independent of i; this 
implies that 3. and 8. are equal when both sets of parameter estimates 
obey the same norming restraints (e.g. ΐ5=Σ3 =0). 
Since the UPRM (6.4) and the Rasch model (6.28) differ in precision of 
measurement, the estimates of the subject parameters in both models will be, 
in general, weakly monotonous with each other. At the model level, however, 
the same subject parameters are estimated. 
Concluding, we find that it is possible to reduce the UPRM to a dicho-
tomous Rasch model. Necessary for this are the 'reduction conditions' (6.27) 
and (6.29). The Rasch model of necessity has the form (6.28). The only 
extra requirement, however, is (6.27) since (6.29) is a simple transforma­
tion of the ψ. In the next section it will be shown that (6.27) determines 
the interference property of dichotomization of the UPRM. 
6.3.3.2. Interference 
In equation (6.16), which formalizes the non-interference property, the 
item parameters corresponding to two different dichotomizations are compared 
with each other. Now for the PLDM, dichotomization implies unidimensionality 
and monotonicity, but in case of the UPRM these necessary assumptions must 
be supplemented by the reduction condition (6.27). Therefore a central ques­
tion in judging the non-interference of dichotomization when the UPRM holds 
is whether the additional dichotomization condition (6.27) can hold for two 
dichotomizations simultaneously. It is obvious that the presence of condition 
(6.27) is an impediment to applying more than one dichotonization to the same 
multicategory item. When (6.27) holds, i.e. D(h) is possible, the φ-condition 
to be derived from D(h+1) does not hold, i.e. D(h+1) is impossible. 
We have seen in section 6.2.1 that the trait ζ of the UPRM is obtained 
as the common factor of M-l linearly dependent category dimensions ξ by 
means of the reduction conditions (6.3). The latter conditions are formu-
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lated in terms of the parameters Φ (among others), which implies that the 
specification of the φ determines the trait ζ of the UPRM (as was already 
concluded in section 6.2.1). This means however, that, in general, a change 
in the φ-specification will result in violation of the original reduction 
conditions, which will have as a consequence either that unidimensional re­
duction is no longer possible, or that an essentially different common 
factor is obtained. In both cases, changing the φ of the UPRM results in 
a non-trivial change in the subject scale. Since the dichotomization con­
dition (6.27) is formulated in terms of these Φ, different dichntomizitions 
would result in different subject tiales. 
Thus, when the UPRM is a tjlid de^iription of the polyi. hotumuiis res-
ропье ргосеьь, dichüL^uiizaLi^Li win, ¿ti general, inLciLere wiLli ^ ubjet-L 
measûrement. When the UPRM holds, only one dichotomization is possible (i.e. 
the one complying with (6.27)), if any: the UPRM does not comply with non-
interference of the dichotomization. 
Moreover, since there exists at most one monotonous dichotomiza-
tion of UPBM-data to data that comply with a Rasch model, a dichotomization 
of UPRM-data will, in general,result in a data structure that cannot be re-
presented by the Rasch model, which implies that specifically objective 
measurement is not possible at the dichotomous level. 
The UPRM is the only response model for multicategory items that allows 
for specifically objective measurement at the polychotomous level. However, 
the UPRM does not comply with non-interference of the dichotomization, there-
fore it is not a valid model of measurement for graded responses. Because 
we have found that the only polychotomous model that complies with specific 
objectivity does not comply with the requirement of non-interference of the 
dichotomization,the validity of the UPRM for the analysis of graded res-
ponse data should be seriously questioned. 
In the remainder of this section we investigate whether dichotomizations 
of the UPRM in which (6.27) is violated will be detected in a Rasch analysis. 
First, we study the 'robustness' of the Rasch model to such 'incorrect' di-
chotomizations theoretically. Second, we present the results of a simulation 
study. 
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RobusIness 
What will happen when we dichotomize the data in a wrong way? For 
instance, if the multicategory items comply with an UPRM and condition 
(6.27) holds, only D(h) is possible. But, suppose that for some reason 
the incorrect dichotomization D(h+1) is applied. We find using 
(6.13) 
Ι εχρ(Ψ(8)+(ξ
ν
-σ.)) 
P
vi(-|D(h+l)) - _ S^J 
\ βχρ(Ψί6; + (£; -σ.))+6χρ(Ψ1',; + (ξ -σ.))+ ] expíiT8·1) 
g=h+l v 1 v 1 g=i 
εχρ(ξ -п.) « Η . 
ν i vi 
1 + expí^-o^ * Hv. 
(6.30) 
in which 
M . . 
l ехр(ф 1 8 ;) 
Η . β=ϊϋ τ-, . (6.31) 
vi . . h-1 . . 
exp(ç -σ,Οβχρίψ11") + \ exp«,18') 
ν
 ' g-1 
Equation (6.30) demonstrates that the response function for ρ .(+|D(h+l))is 
clearly not of the Rasch model type in this case. If we assume σ. to be con­
stant, the probability ρ .(+|D(h+l)) varies in a non-logistic way as a func­
tion of the subject parameter ζ. Still, the item curves ρ .(+|D(h+l)) are 
not completely free to vary since it can be shown that they satisfy the fol­
lowing constraints: 
- they are monotoneously increasing functions of ξ; 
- they cannot intersect for σ.ιΌ.. 
Both properties are easily demonstrated. Differentiating the response func­
tion (6.30) 
expU-o^H.U) 
1 + βχρ(ς-σ
ί
)Η.(ξ) 
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with respect to ξ, we find 
βχρ(ξ-σ.)(Η.(ε)+Η;.(ς)) 
i (6.32) 
(1+βχρ(ε-σ.)Η.(ξ))2 
as the slope of the item curve ρ .(+|D(h+l)) at the point С The sign of 
this slope is determined by the sign of H.(Ç)+H'. (ξ) which is equal to 
Ι βχρ(ψ(ε)) * Ι βχρ(ψ(8)) 
g^ l g=b+1 
(ехр(С-о.)ехр(і(ЛП Ι ехрСф16^)^ 
8-1 
and which is clearly positive for all ζ. Thus, ρ .(+|D(h+l)) is a monotoneous 
ly increasing function of I. 
Second , we fix ζ at ζ ; then we can derive from the equality 
P
v
.(+|D(h+l))-p
vj(+|D(h+I)) that 
exp(Ç -σ.)Η . exp(Ç -σ.)Η . 
ν ι vi ν J vj 
1 + expU -σ.)Η . 1 + βχρ(ξ -σ.)Η . 
r
 V 1 VI V J VJ 
exp(-o.)H . - ехр(-о.)Н . r
 ι vi r j vj 
exp(-o.) Η 
ι ν 
exp(-a.) Η . y vi 
ехр(С
у
-о.)ехр(ф(Ь)) + Ι βχρ(ψ(8)) 
Έ\ » ( 6 · 3 3 ) 
βχρ(ξ -0.)ехр(ф
(Ь)) + У βχρ(ψ(6)) 
1
 g-1 
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which obviously implies that σ.·σ.. So the equality ρ .(+|D(h+l)) = 
ρ .(+|D(h+l)) only holds ifσ.*ο., from which we derive that the item r
vj ' ^ 12 
curves for i and j cannot intersect except for the case that σ.=σ.. 
ι J 
Because of the monotonicity and non-intersection property of the ICC's 
(6.30) incorrect dichotomizations of multicategory data complying with the 
UPRM may not be likely to show up in an analysis with the Rasch model. From 
eq. (6.3Π) it is seen that the factor Η . determines the slope of the res-
л
 vi r 
ponse curve at the point ζ »a.. What counts is the way these item discrimi­
nation factors Η . vary over ν and i, since an assumption of the Rasch mo­
del is that they are, for all items and subjects, equal. Since Η . consists 
(E) V 1 
of positive terms only, it is, for given values of the Ψ , minimal when 
the difference ξ -о. is maximal. As there is no bound^¡o this difference the 
ν ι *^  
minimum value of Η . is 0. Further, Η . is maximal when exp(Ç -о.) is mini­
vi vi v i 
mal. When exp(Ç -o.)->0, H . approaches 
M . . 
У expd/ 8') 
H . = Eî!îî . (6.34) 
vi.max h-1 . . 
У expí*18') 
g-1 
which is equal to 
exp(-n. .) -
exp(4,(h)) 
1,-1
 V (E) 
У ехр(і|Л8;) 
g-1 
according to (6.29). Thus, it is found that H . <exp(-rL )", which implies 
that the larger η. ,, the smaller H . as defined by (6.34) becomes. 
n-1 vi.max ' 
Therefore, there will be relatively little variation of the coefficients Η . 
J
 VI 
for different items when the parameter n. _ corresponding to the correct 
dichotomization D(h) is large. Thus, an incorrect dichotomization D(h+I) is 
not very likely to be detected when a , is large. For instance, if TL >l, 
then Η . <ехр(-т
 1)<.37, so that Η . can vary between 0 and .37 over the vi.max n-l vi 
items; simulation studies of Van den Wollenberg (1979, 92) and Van den Vijver 
(1982) have shown that such differences are not very likely to be detected 
with the conventional testing procedures for the Rasch model. The simulation-
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al study below confirms this. 
Suppose σ.·σ. for all items j-l,...,K. All item response curves (6.30) 
are identical in D(h+1), and the net effect of the incorrect dichotomization 
D(h+1) will be a monotoneous transformation, by a factor (6.31), of the ICC's 
(6.28) resulting from the correct dichotomization D(h). Thus in that case 
dichotomization has a subject-dependent effect on the slope of the ICC, i.e. 
on the discriminative ability of the item and it will not result in item 
shifts. 
A simulation 
We studied the effect of dichotomizations on two models: The UPFM and 
the specification (6.9) of the RKM. We chose M-5, K=4, and N=40C0.The number 
of subjects should be relatively large both because the items are multicate-
4 
gory (allowing for 5 =625 different response vectors) and because dichotomi­
zation may result in a considerable loss of subjects having all items 'cor­
rect' or 'wrong'. It will be observed below that the effective subject sample 
in some circumstances can become relatively small after a dichotomization, 
e.g. as low as 19% of the original sample. 
The category parameters of the UPBM were chosen as ψ =Ψ =0, 
, / 2 V 4 ) - . . 5 , ψ ( 3>=2, φ ( 1>=φ ( 2 )-0, and φ< 3 )-φ ( 4>-φ ( 5>-.. Note that by this 
the φ-parameters are specified according to D(3). Figure 6.3 pictures the 
category characteristic curves of the UPRM for o.=0 and ξ varying between 
-3 and +3. CCC's are denoted as p. in this figure; with reference to figures 
ti 
CCC's will be denoted as p. (ξ) or ρ , with reference to formulas as ρ .(h). 
h h vi 
Figure 6.3 demonstrates that in the limit (i.e. ξ-*» or ξ-·—00) the 
probabilities ρ .(h) are determined predominantly by the 'category at­
traction' ψ. For instance, when ζ gets large, the probability of picking 
category 3 is much larger than the probability of choosing 5. Furthermore, 
if ξ=0=σ., the UPRM equation (6.A) dictates that ρ .(h) is determined sole-
ly by ψ , which implies in the simulation that ρ .(2)-p .(A) and 
ρ .(l)'p .(5) and that ρ .(3) is the largest at this point; this is the case 
vi vi vi 
in figure 6.3. Note that ρ .(I) and ρ .(2) are monotoneously decreasing in 
ξ and that ρ .(3), ρ .(4) and ρ .(5) are monotoneously increasing in ζ, 
which would be expected in this special example of the UPRM. 
For the specification (6.9) of the RK1 the threshold parameters τ were 
specified as: τ —1.5, τ.»-.5, τ.,"·5 and τ,-1.5; φ is given by (6.9b), i.e. 
φ
( 1 )
=0, φ1-25-!, Φ ( 3 )-2, φ ( 4 )-3, and φ ( 5 )-4. Applying (6.9a) we find that 
this τ-specification yields the same parameters Ψ as in the UPRM-example. 
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-3 -2 -I О 1 2 ζ 3 
Figure 6.4. The oategory charaoteriatic curvee ph(t,) (h=l, ,ΰ) of a RRM with τ 's equal to -1.5, -.b, .b, l.b, and 
with ф'а equal to 0, 1, 23 3, 4; а. га equal to 0. 
The category characteristic curves of this RRM are pictured in figure 6.4 
for σ.·0 and ξ between -3 and +3. 
ι 
The 4 item parameters for both the UPRM and RRM were chosen as 
ι =-l, ι,—.5, σ -.5, and o,-l. Both for the UPRM and for the RRM, 4000 
subject parameters were sampled from a standard normal density. In such 
case, almost all sampled ζ-values will fall between -3 and +3 and the mean 
ξ will be 0; these values agree with what is found in practical applica­
tions of the Rasch model. Note that because of sample independence, the 
subject density is irrelevant in the Rasch model. 
To generate the raw data, construction method I of Van den Hollenberg 
(1979, 85-86) was applied. Having sampled a value for ζ from N(0,1) we are 
able to compute the UPHM or RRM probabilities ρ .(h) for the 5 categories 
of an item. Subsequently a random number U is sampled from a rectangular 
density Un(0,l). Using the decision rule 
h-1 h 
I p
v i(e) < U < I P v i(g): 
g-1 g-1 
a .=0 
vih 
yes<—> a ..=1 
' vih 
the manifest response vector a . = (a ...a a .
c
) can be determined. 
-vi vil vi2' vi5 
E.g. if the response probabilities for the categories I, 2, 3, 4, 5 are 
.10, .20, .30, .20, .20, 
and U=.45 then a . =1 and the response vector is (0,0,1,0,0) for item i. For 
a fixed ζ-value this procedure was repeated for the 4 items, each time 
sampling a random number U from Un(0,l). 
Using this method of complete randomization, the response model is 
simulated including random fluctuations, and the test statistics (L, Q., 
2 
Q-, v.i.) should be χ , varying around their respective expectations if 
the dichotomized data fit the Rasch model. 
The multicategory data were dichotomized according to (6.18). E.g. 
in case of the response vector (0,0,1,0,0) for an item: 
206 
D(5) : a . - О ; 
vi 
D(4,5) : a
v i - О ; 
D(3,4,5) : a
v i - I ; 
0(2,3.4,5): a
v i - 1 . 
Thus for the present case of 4 items and 4C00 subjects, the data for the 
dichotomous Rasch model consisted of a 4000*4 matrix A with entries a .; 
this matrix was computed either from the UPW!, D(h), and random fluctuation , 
or from the RRM, D(h), and random fluctuation. 
The dichotomized data were analyzed using RADI, a program for the di­
chotomous Rasch model (Raaijmakers & Van den Wollenberg, 1979). Conditional 
maximum likelihood estimation was applied; test statistics were Andersen's 
L, and Van den Wollenberg's Q. and Q.. 
The multicategory UPRM and RRM data were dichotomized according to the 
monotonous dichotomizations D(S), D(4,5), 0(3,4,5), and 0(2,3,4,5); also, 
the data were analyzed under the dichotomization 0(3) in which only responses 
in category 3 were counted as positive. The latter partitioning of the res­
ponse scale was included to the study the effect of a nonmonotonous dicho­
tomization on the test statistics. 
Results for these 5 dichotomization conditions are summarized in table 
6.2. Item parameter estimates and test statistics are given for the total 
group (size N). In two cases (0(2,3,4,5) and 0(5) of the UPRM) group size 
was relatively small, resulting in exceptionally small score group sizes: 
in 0(2,3,4,5) of the UPRM, the number of subjects η in score group r-1 
was equal to 7, and in 0(5) η -3. To compute the L and Q statistics, these 
score groups had to be combined with one of the other score groups. As a 
consequence, the degrees of freedom of these statistics changed. These 
situations are denoted with a * in table 6.2. In one situation L could not 
be computed (0(5) of the UPRM). 
Discussing the simulation results in table 6.2, we first concentrate 
on the test statistics, and then on the item parameter estimates. 
Since dichotomizing data generated by the RRM will always interfere 
with specifically objective subject measurement, and since the UPRM pos­
sesses non-interference in case of (6.27) only, the only theoretically ac­
ceptable dichotomization is 0(3,4,5) of the UPRM. However, in the previous 
section ve have given some arguments why an incorrect monotonous dichoto­
mization may not always be detected with existing testing procedures for 
207 
Table 6.2. Resulta of the aiimlation study: Values of the test statistios L, Q., and Q„ resulting from Raeah 
analyses ση data generated in accordance with an UPRM or a RUM (as specified in the text; values 
of the ^-parameters are indicated in the table) and diohotomiBed according to S different dichoto-
mizations. Also indicated is the number of subjects in the sample (S)3 and whether the computation 
of L and Q-, encountered some difficulties (*). 
dichotomization: 
"yes" vs. "no" 
2,3,4,5 vs. 1 
3,4,5 vs. 1,2 
4.5 vs. 1,2,3 
5 vs. 1,2,3,4 
3 vs. 1,2,4,5 
UPRM 
(•-0.0.1.1.1) 
N 
889 
2901 
2859 
744 
3260 
Э 
- .52 
- .41 
.28 
.65 
- .94 
- .54 
.45 
1.03 
- .31 
- .28 
.16 
.43 
- .21 
- .12 
.10 
.23 
- .45 
- .24 
.16 
.53 
L 
(df-6) 
.93* 
(df-3) 
1.41 
6.31 
* 
14.97 
(p<.02) 
4, 
(df-6) 
.88* 
(df-3) 
1.35 
6.04 
6.βθ" 
(df-3) 
14.83 
(p<.02) 
(df-2) 
.10 
2.90 
.92 
.35 
4.49 
(P<.I0) 
RRM 
(ф-0.1,2,3,4) 
N 
1590 
2799 
2800 
1630 
2785 
Э 
-1.53 
- .98 
.84 
1.68 
-1.59 
- .86 
.77 
1.68 
-1.72 
- .90 
.88 
1.74 
-1.54 
- .88 
.80 
1.62 
.19 
- .11 
- .20 
.13 
L 
(df-6) 
9.02 
2.07 
6.85 
7.07 
9.71 
(p<.14) 
(df-6) 
8.71 
1.85 
6.27 
6.97 
9.79 
(p<.13) 
(df-2) 
.36 
1.77 
1.63 
3.02 
65.82 
(p<.00l) 
the Rasch model. The simulation study of this section confirms this: 
considering the number of subjects the test statistics L, Q , and Q. in­
dicate a good fit to the Rasch model in D(2,3,4,5) D(5). 
In this particular simulation, the nonmonotonous dichotomization was 
characterized by somewhat larger values of Q. (on the border of significance) 
than was the case in the monotonous dichotomizations. Turthermore, the 
test statistic Q reached more strongly in the RRM, but only slightly in the 
UPRM. 
A possible explanation for the different behavior of Q. under the two 
polychotomous models will be given below after the discussion of the item 
parameter estimates. 
It has been pointed out in section 6.3.3.1 that definition (6.29) 
of the dichotomization parameter η implies that η will be independent of i 
in the case of a non-interfering dichotomization of the UFRI1. This implies 
that in the case of a correct dichotomization, the dichotomous item parame­
ter estimates should be (about) equal to the initial polychotomous parameters, 
provided both sets of estimates obey the same norming restraints, which is 
the case in the simulation. Table 6.2 demonstrates that indeed only in the 
case of the correct dichotomization D(3,4,5) of the UPRM, are the item para­
meter estimates close to the original UPRM-parameters. The small deviations 
are caused by (a) the reduction in sample size of about 27% and (b) the 
decreased precision in the case of a dichotomous analysis (cf. section 
6.3.2.2). 
In the incorrect monotonous dichotomizations of the UPRM, we observe 
a strong regression of the dichotomous 3 to the mean (zero) of the polycho­
tomous parameters; in case of the RRM a strong egression from this mean 
is found. Comparisons among several incorrect monotonous dichotomizations 
of the same model show non-interference in its strict sense (6.16) to be 
violated. 
Because of the difference scale property of the Rasch model, corres­
ponding (r)egressions of the dichotomous ξ will be found. E.g. in D(2,3,4,5) 
of the UPRM,parameter estimates for subjects with raw scores 1, 2, and 3 are 
-1.16, -.002 and 1.16 respectively, whereas the corresponding t for 
D(3,4,5) are: -1.25, -.004 and 1.25. It is clear that with respect to the 
difference scale property of the measurement model, subject measurement is 
influenced in a non-trivial way by the choice of dichotomization in these 
two cases. Thus although the incorrect monotonous dichotomizations yield 
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Rasch models according to the test statistics, these are 'different' 
Rasch models according to the parameter estimates. 
Finally, we discuss the nonmonotonous dichotomizations of the UPRM and 
REM. It is interesting to observe that in case of the RRM the item para­
meter estimates are nonmonotonous with the original parameters: items 2 
and 3 are estimated as rather easy, and items 1 and A as rather difficult. 
This is not the case for the UPRI1. A possible explanation of this is 
based on a comparison between figures 6.3 (UPR11) and 6.A (RRM). 
From eq. (1.30) ve know the 3. in the Rasch model to be antimonoto-
nous with the a .. In case of D(3), the 3. will be antimonotonous there­
fore with the a..-, the number of scores in category 3 of item i. 
Figure 6.3 demonstrates that the CCC for category 3 is a monotoneously 
increasing function of ε in the UPRM. This implies that a.., will get 
larger when the CCC (p.) is shifted to the left (easier). Therefore, the 
item category totals (a
n
.,) are antimonotonous with the polychotomous σ., 
which implies that the dichotomous σ. will be monotonous with the polycho­
tomous 3. in the case of D(3) of the UPRM. 
However, in the RRM the CCC p, is a nonmonotonous function of ζ (cf. 
fig. 6.4), which is concentrated at the center of the subject density N(0,1). 
Thus by our choice of the subject density, a . will be larger for the 
middle items 2 and 3 than for the extreme items I and 4. Therefore items 
2 and 3 are estimated as easier than the items 1 and 4 in case of D(3) 
of the RRM. 
The latter phenomenon may also be used for a tentative explanation of 
the large value of Q. in D(3) of the RRM. The Q- was large because (among 
other things) the item pair probability p.- was underestimated by the 
Rasch model and ρ was overestimated. Now in the latter model the rank order 
of the items was estimated as (easy-difficult) 
3 2 4 1 
1 1 1 1 (Rasch model) , 
whereas the original (simulated) difficulty order was 
1 2 3 4 
1 1 1 1 (RRM) 
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In the original difficulty order item 1 is close to item 2, contrary to the 
order as estimated by the Rasch model. Since the response curves for category 
3 are nonmonotonous in the simulated Ritti, p..>p., for the original difficulty 
order. However, in the case of the difficulty order as estimated by the Raschmo-
del, which specifies monotonous response curves, inequality (3.3a) applies, 
so that p..>p . which clearly conflicts with the simulated item pair pro-
babilities. Thus, basing the estimation of p.? and p., on the incorrect 
item rank order may result in underestimation and/or overestimation. 
Note that this explanation is in agreement with the presence of a 
non-significant Q. in D(3) of the UPRM; in the latter case the rank order 
of the items as estimated by the model was the same as the original rank or-
der. 
Closing the discussion of this simulation we conclude (a) that test sta-
tistics were not markedly sensitive to incorrect monotonous dichotomiza-
tions, (b) that test statistics in certain circumstances were sensitive to 
a nonmonotonous dichotomization, and (c) that incorrect monotonous dichoto-
mizations had a large effect on item parameter estimates and therefore on 
subject measurement according to the Rasch model. The latter point is of 
importance whenever the aim of the application is to measure subjects on 
the difference scale of the Rasch model instead of on an ordinal scale (cf. 
eh. 2). To impart generality to these conclusions, however, a more thorough 
simulation study would be needed. 
6.3.3.3. Examples 
In section 6.1 the application of Ace and Barth (1973) was discussed; 
table 6.1 summarized the results of this study. An explanation of these re-
sults might be interference between subject measurement and category com-
bination, for the fit of the model seems to depend on the yes-no receding 
of the ordered categories. By choosing simply the best fitting dichotomi-
zation, e.g. (1,2,3) versus (4,5,6,7), one conceals the fact that measure-
ment might yield quite different results if another dichotomization were 
used, e.g. if the two supercategories (1,2,3) and (4,5,6,7) were replaced 
by the new supercategories (1,2,3,4) and (5,6,7). It is somewhat strange 
that a good fit was obtained both when category 3 was coded as 0 (dicho-
tomization 2) and when the same option was weighted with I (dichotomization 
1); probably we have here a case in which an incorrect dichotomization slips 
through the conventional Rasch model testing procedure, as was described in 
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the preceding section (although the influence of sample fluctuations cannot 
be excluded, cf. section 6.1). 
Andriah (1979) introduced the specification (6.9) of his RUM as a method 
for analyzing contingency tables having an ordered response classification. 
In this procedure objects are classified according to a rating procedure 
with respect to some dimension by a group of judges. This rating process 
can be represented by the restricted REM when one considers the objects to 
be rated as items, the classification as the selection of one of a number of 
ordered categories, and the group of judges as the replication of one subject 
with the same latent parameter ζ on the rating dimension (i.e. the same 
anchor point). Thus, a subject parameter is absent in this application of 
the RRM. As Andrich remarks, the restricted RPil implies in this case that 
"when more than one object (...) is rated and different values of σ. are in­
volved, no interaction between the response categories and location value 
a. is hypothesized or envisaged. This follows from the assumption that 
the rating mechanism should operate in the same way irrespective of which 
object is being rated" (o.e., 408, with a change in notation). 
It must be remarked that, because of the interference property of the 
restricted RRM, the outcome of the rating mechanism does depend on the ca­
tegories at issue, even when the same object is being rated. 
In the same study, Andrich presented an example in which 8 groups of 
coal miners (K=8) were rated on a 3-point scale (M-3) by an unknown number 
of judges (N unknown) according to the degree of abnormality found in X-ray 
film. Thus the format of the contingency table was 8*3, i.e. it contained 
the frequencies of the classificationof 8 subject groups in 3 categories. 
Two models were tried: first, the restricted RRM with φ -h-1, and se­
cond a restricted RRM in which φ »0 and φ =φ "1; in the second 
case we have effectively an example of D(2). The Pearsonian chi-squares 
measuring the deviation between observed and expected contingency table 
cell frequencies, were 
first model: X 2 - 5.87 (df.- 11; ρ <_ .90); 
second model: X 2 = 8.15 (df - 12; ρ <^  .80). 
We see that the fit of the first model is as good as the fit of the second 
model. Andrich rejects the first model, however, because it yielded the 
(to him) unacceptable order τ.<τ of the threshold parameters of the RRM; 
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this order is indeed counter-intuitive. 
In D(2): φ -φ . As was remarked in section 6.2.2 above, the equali­
ty ф ( Ь ) = ф ( Ь + , ) implies that ψ ( , ι )-ψ ( , 1 + , ) in the RRM. Therefore, the model 
parameters were as follows in this example: Φ =0, φ •φ =1 and τ.=0; 
ι. was estimated as .68. 
We have here a special application of the RRM, which is, in turn, a 
a special form of the UPRM. Thus it is possible to translate the values of 
the RBM-parameters into values of the corresponding parameters of the UPRÎ1. 
Using (6.9) we get: ψ ( Ι )-0, ψ(2)=-.68, ψ ( 3 ) —.68 for the UPRM. By applying 
equation (6.29) we now are able to estimate the parameter η corresponding 
to dichotomization D(2): 
βχρ(ψ ( 2 )) + ехр(ф(3)) 
exp(-n,) ,γ-, 
ехр(ф и ;) 
2exp(-.68) , (6.35) 
во that η.=1.01. Thus by dichotomizing according to D(2), the UPRU be­
comes equivalent to a dichotomous Rasch model in which the original UPRU 
item parameters are shifted to the right (i.e. the items get more difficult) 
by an amount of about I scale unit, assuming ε fixed. 
Since in this application both φ ( Ι , )-φ^ 1 ι + 1 ) and ψ ( , ι )-ψ ( 1 ι + 1 ), the model 
predicted that p.(h)=p.(h+1) for all i. This prediction was confirmed, 
which implied that in this case dichotomization was not accompanied by any 
loss of information (cf. the discussion in section 6.3.3.1). 
Finally, Andriah (1978d) presents an application of specification (6.9) 
of the RRM in which subject parameters are also present.Initially, 273 sub­
jects (N-273) responded to 20 items pertaining to a dependent or indepen­
dent attitude to learning. For instance, agreeing with the items 
I like to learn things which are definite, 
I am confident that the lecturer always gives correct 
information in lecture, 
and disagreeing with the item 
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I enjoy teasing ideas out in an argument 
were assumed to indicate an authority-dependent attitude toward learning. 
The response format vas of the form: strongly disagree, disagree, agree, and 
strongly agree, so that M»4. Note that a category of indifferences was left 
out "because of the apparent general consensus in the literature that this 
category can attract responses other than those representing simple neutra­
lity" (o.e., 588). Now either these unwanted responses are subject-depen­
dent and may therefore not vanish when a specific category is omitted, or 
they are category-dependent (so they will disappear) in which case the ques­
tion arises whether this finding of a specific category (instead of the 
subject) determining the response holds for the other categories as well; 
in section 6.5.3 below some evidence will be presented from which it appears 
that response format may determine the nature of the response. The goodness 
of fit of the responses to the model was evaluated by a generalization of 
the Fearsonian chi-square statistic proposed by Wright & Panchapakesan 
(1969) for the dichotomous Rasch model (cf. section 1.2.3). 
The final scale consisted of 16 items (K=16)
>
 with fit statistic 
2 
X =53.83, df»42 (p<.20), so the fit of the RKM to this set of 4-category 
items was acceptable. The threshold estimates were τ. —1.00, τ.—.20, and 
τ3-1.02 
Since the RKM fitted the data, the category codes have the values (6.9b) 
implying that dichotomization is impossible and that, in general, measure­
ment of the subjects' attitudes is dependent on the category set at issue. 
When categories 'agree' and 'strongly agree' are thrown together into some 
new supercategory, the RR11 will not fit anymore with the same set of para­
meters (if it fits at all). Against this, Andrich might argue that the data 
analysis showed that these categories should not be collapsed, but then he 
is precisely demonstrating our point. A necessary prerequisition to the mea­
surement of the learning attitude by his final set of 16 items is the use 
of exactly the four response categories that accompanied the items in the 
original study. When other categories are used, there is a risk that atti­
tude scores differ substantially, e.g. that another attitude is being mea­
sured (if anything). 
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Figure 6.5. The category charaateristia curvee ρΛζ) (h=l,...,i) of a PLDM with n's equal to -2.5, -.5, .5, l.b; 
о . ie equal to 0. 
6.4. A comparison between the UPRM and the PLDM 
The UPRM (6.4) had interference as one of its properties, whereas the 
PLDM (6.11) was characterized by the non-interference property (6.16). Only 
in case of the latter model we could dichotomize the items in all permis­
sible ways and still be sure that we were measuring the same ability. It 
may be asked whether the PLDM can indeed be a plausible model of subjective 
category choice, and, if it is, what the differences are between the UPRM 
and the PLDM as to the way in which they represent the response process. To 
answer these questions, we will, in the sections below, first present an 
example, by means of which the UPRM and the PLDM can be compared (section 
6.4.1). The example will help us in our subsequent evaluation of both mo­
dels for representing polychotomous items in a probabilistic way (section 
6.4.2). 
6.4.1. An example 
Figure 6.4 of section 6.3.3.2 provides a picture of the characteristic 
curves ρ.(ξ) of a RRM in which o.*0 and ξ varies from -3 to +3. As was sta­
ll ι (h) 
ted in the simulation study of section 6.3.3.2, φ =h-l, and τ.~-1.5, 
τ2=-.5, τ,-.5, τ,=1.5. The RRM gives a rating interpretation of the UPRM 
and it is for that reason that we have depicted the RRM parameters τ in 
(h) m 
figure 6.4 instead of the ψ of the UPRM. Figure 6.5 shows, on the same 
scale as figure 6.4, an example of the PLDM. Again M-5, and for comparison 
we have assumed the FL to be equal to the corresponding τ of the RRM (re­
member that η. is defined for h-l, ,M-I, as is τ ). 
A few things can be readily observed from both figures. There are some 
striking differences between the graphical representations. For instance, in 
case of the RRM the category characteristic curves for the categories 2, 3 
and 4 attain much larger values than the corresponding curves p., p, and p, 
of the PLDM. However, since ρ.+ρ.+ρ,+ρ,+ρ-Ι for every ξ, we could remove 
this difference by making n. very much smaller and η, very much larger; then 
p. and p. would be lowered in the middle range, causing p., p, and p, to 
reach larger values. It will be obvious that most of the larger differences 
between the RRM and the PLDM examples could be removed by making different 
choices for the η. This implies that the parameters η of the PLDM and τ of 
the RRM indicate different aspects of the categories. We shall go further in­
to this matter in section 6.4.2. 
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Andrich showed that his RUM possesses some intuitively attractive pro­
perties: 
(i) P h(T h) - P h + 1 ( T h ) . 
The category curves p, and p.^. intersect each other when 
η n+l 
ζ lies on the threshold separating the categories h and 
h+l. At the point τ subjects are indifferent between ca­
tegory h and category h+l, as they should be. (6.36) 
(ii) ph=max for ' Ч . - ] ^ ' ^ 0^1,M) 
The category curve p, attains its maximum in the h-th 
η 
category, its 'own' category. 
The characteristic curve p. (ξ) of the PLDM also has some attractive pro-
h 
perties: 
(i) p. is symmetrical around C"i(,,V_i*\) (h^l.M). 
(ii) p. is maximal for ?"=Ип._|+\) (ЫН.М). 
(iii) Р
ь
( і)жрь( (^'.M) · (6'37) 
(iv) Ph(nh)-Ph+1(V if v V i ' V r ' h i ( W I ' M ) * 
Properties (ii)-(iv) are a consequence of p. being symmetrical; therefore (i) 
η 
is a basic property. The symmetry of the category characteristic curve in the 
PLDM follows of course from the antisymmetry of the logistic curve (6.14) 
around σ.: p(o.-a)"l-p(a.+a), considering (6.14) as a function of ξ. 
With respect to (ii), there is no difference between the RRM and the 
PLDM. As to the property of indifference at the category boundary, however, 
there is a difference. Therefore ve have to conclude that the parameters η of 
the PLDM do not represent the same features of the categories as the parame­
ters τ of the RHM. 
6.4.2. A oompariaon 
It will be clear that the rating Rasch model and the polychotomous lo­
gistic difference model embody different representations of the way a subject 
responds to a multicategory item. In section 6.3.3.2 we have explained why 
dichotomization interferes with Rasch homogeneity when the UPRM holds. The 
same explanation holds of course for the RKM. Essentially, by dichotomizing 
according to D(h) we remove all hurdles except the (h-l)st one: The only re-
217 
maining threshold is the one between categories h-1 and h. Thus, dichotomi-
zation clearly 'distorts' the original latent structure and therefore pro­
duces interference. 
In our introduction of the PLDM in section 6.2.3 we have observed that 
the importance of a category h is determined by the difference Π,-η, , be­
tween its boundaries in this model. Using eq. (6.17), this difference can be 
denoted as o. . The parameter a, measures the distance between the logistic 
response function for ρ .(+|D(h)) and ρ .(+|D(h+l)). When the distance gets 
larger, the polychotomous probability ρ .(h) becomes larger. In fact, a. is 
monotonous with ρ .(h), аэ сап be proved easily. This means that a. can be 
interpreted as the attraction of response category h when this category is 
combined with item i (remember: <L «CL ). 
A simple illustration of the relationship between α and ρ .(h) may be 
obtained as follows. Suppose ζ "О.; then we can rewrite (6.11) as 
P
vi(h)-*(-nh_1)-*(-nh) « (l-*(nh_]))-(l-*(rih))-*(nh)-4'(nh_]), in which f is 
the cumulative logistic distribution function. Thus 
p
v i(h) - ЧЧту - ïd^.,) . (6.38) 
A graphical representation of the relation (6.38) may be found in figure 6.6. 
Thus, when confronted with a multicategory item, the subject makes a cut be-
neath category h (D(h)) and a cut above category h (D(h+1)). Then he compares 
his (stochastic) preferences for the category sets (h M) and (h+Ι,...,Μ), 
that is: ρ .(+|D(h)) is compared with ρ .(+|D(h+l)). What counts in this is 
the increaee in the preference for the category set (h+1,—,M) when h is 
added to this set. This preference increase is monotonous with a. , as we saw. 
Samejima (1969, 19-20) makes a distinction between homogeneous and 
heterogeneous processes of thinking. The response models representing the 
subprocesses involved in the reasoning which should lead to a certain cate­
gory choice either can have the same discriminating pover, in which case 
the reasoning process is defined to be homogeneous throughout the whole 
thinking process, or can have different discriminations, which implies that 
thinking is structured in a heterogeneous way. 
Clearly, the PLDM assumes a homogeneous thinking process, since the res­
ponse curves ρ .(+|D(h)) for the 'mastery' of a category set (h,...l0 have 
the same slope for all chosen category sets (h-2 M). In specification 
(6.9) of the KRM, homogeneity is assumed at the level of the passing of a 
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category threshold, i.e. the 'elementary probabilities' ρ . have the same 
discriminations. Especially in the case of attitude questionnaires, it is 
not so farfetched to assume that the total response process consists of a 
few homogeneous subprocesses which involve stochastic comparisons of cate­
gories or category sets within a given item. Thus, the two competetive mo­
dels, ITPRM and RRM, do not differ with respect to the assumed homogeneity 
of the subjective answering process. On the other hand, as to the property 
of non-interference, there is a difference. In the RRM, dichotomization is 
more than just the , employment of a 'restricted eye': It entails a restricted 
view. 
6.5. Discuaaion 
In section 6.3.2.2 we concluded that the PLDM complied with the require­
ment of non-interference of the dichotomization. However, because of the 
requirement of specific objectivity, multicategory data complying with the 
PLDM should be analyzed dichotomously, i.e. with the dichotomous Rasch model. 
'h-l h " * \ 
Figure 6.6. Pictorial representation of eq. (6.38): 
the relation between ρ .(h 
attraction α. in the PLDM. 
219 
In section 6.3.3.2 it appeared that the only model that allows for 
specifically objective measurement with multicategory items, the UPRM, does 
not comply, in general, with non-interference. From this, it was concluded 
that the UFRM is not applicable in case of graded responses, since non-inter­
ference is a necessary requirement with such a response format. 
From both findings the rather strong implication follows that multi-
category graded response items should be analyzed dichotomously when non­
interference and specific objectivity are accepted as necessary requirements 
of the measurement. Meaningful measurement of subjects by means of these it­
ems is possible only when different monotonous dichotomizations yield subject 
scales that are weakly monotonous with each other, i.e. when the multica­
tegory items comply with the PLDM. 
In the remainder of this chapter we discuss a few topics that relate 
to dichotomizing but have not been considered until this point. As was al­
ready announced in section 2.4, we will treat the position of the catego­
ry of indifference (section 6.5.1) and the validity of the equidistant scor­
ing technique (section 6.5.2) below. The chapter ends with some additional 
thoughts about (non-)interference (section 6.5.3). 
6.5.1. Category of indifference 
Is it possible to infer anything about the true position of the catego­
ry of indifference by dichotomization procedures? Stapf (1970) suggested the 
following 'criterion of neutrality' (cf. section 2.3): Suppose category g is 
nominally neutral (the don't know-category). Perform two dichotomous Rasch 
analyses, both an analysis in which g is incorporated with the "yes"-cate-
gories (so D(g)), and an analysis in which g is classified as being indica­
tive for a "no'-answer (so (D(g+1)). If the results of these analyses are 
equivalent, category g can be said to be 'truly neutral'. It will be clear 
that if the PLDM holds, this procedure is not a criterion for true neutra­
lity at all. In fact, all categories 2, ,M become 'neutral' in Stapfe 
sense since by the property of non-interference we have: D(2)-D(3)- »D(M). 
Suppose the items are trichotomous. Because ρ .(2,3)»l-p .(1), a Rasch 
vi rvi 
analysis in D(2,3) will yield the same results with respect to subject 
measurement as a Rasch analysis in D(l) (i.e. only category 1 is coded as 
a ."1), except for an inversion of the parameters, e.g. t ' ~-ξ 
This situation is formulated as 0(2,3)—D(l) for convenience. 
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By the requirement of non-interference it is demanded that D(2,3)~D(3) 
with respect to subject measurement. Since D(2,3)—D(l) in case of 3 cate­
gories, it follows that non-interference holds if and only if D(3)—D(l) 
with respect to the subject parameter estimates if M-3. This implies, for 
instance, that the subjective category scores a .. (accumulated over all 
items) should be weakly (anti-)monotoneously related to each other for D(l) 
and for D(3). A more strict condition can be obtained by writing the neces­
sary equality 
«D(3) -D(l) 
-І - -J (6.39) 
-D(3) .0(1) 
£j Ei 
which can be written in terms of observed category proportions using (1.55): 
Р
І З "
 p i 3 . j 3 _ p j ] " P j i . j i 
P j3 " P i 3 . j 3 P i l " P i l . j l 
P i 3 . j l * P i 3 . j 2 _ p i 2 . j l * p i 3 . j l 
P i l . j 3 + p i 2 . j 3 p i l . j 2 + p i l . j 3 
(6.40) 
where p., ., is the proportion of subjects that choose category 3 with both 
item i and item j. The necessary condition is a function of 6 proportions as 
the equality shows. The total number of independent binary proportions p., . 
(glh-]t2,3) is 8 (since their sum is 1), which is also equal to the degrees 
of freedom of the contingency table containing these proportions. The equal­
ity imposes one extra restriction on the proportions, and therefore there 
are still 7 proportions free to vary. Choosing as free proportions p.. ·,. 
Pi2.i2' ^ г о Э ' Pil.j2' pi3.j2* w e з е е t b a t t h e c o n d i t i o n DO)—D(l) imposes 
no restriction on the second category. Thus by Stapf's criterion we should 
call category 2 'neutral' iff D(3)-D(l) although the latter condition im­
poses no restrictions at all on the number and the pattern of responses in 
this category. Again, the conclusion is that Stapfe procedure does not 
yield a criterion of true neutrality. 
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6.5.2. Equidistant ваогіпд 
In the method of equidistant scoring (a simplified version of the tech­
nique proposed by Likert, 1932) the item categories h are scored as the 
successive integers φ «h-I. Often , the total test score is defined as the 
sum (6.5) of these weighted item scores ('suinnated ratings'). As to scoring 
the specification (6.9) of the RBM is equivalent to the method of equidis­
tant scoring. 
Suppose the restricted RDM fits a multicategory item set and the cate­
gory weights are found to be equal to φ -h-1. In this application the 
method of equidistant scoring can then be applied. Now suppose we intend to 
combine the categories h and h+] into a new category; by doing so it would 
be implicitly assumed that φ аф , which clearly runs counter to the 
initial observation that φ -h-1 and φ -h. Therefore, such a combination 
of categories is not allowed in this special case. 
But this implies that the validity of the equidistant scoring function 
depends on the presence of some specific categories with the items. Had two 
categories been combined (i.e. replacement by a new, larger category), the 
method of equidistant scoring would no longer be valid. Since the equidis­
tant scoring function depends on the values of the category weights φ , 
and since the latter values depend on the categories at issue, the validity 
of equidistant scoring is determined by the category set at issue, i.e. 
by the way the response continuum has been partitioned into a set of order­
ed options. However, with respect to subject measurement this partitioning 
is essentially arbitrary and can be motivated only for informational reasons. 
Thus, we have to conclude that the use of the equidistant scoring technique 
in the UFRM depends on an aspect of the measuremental procedure that should 
be irrelevant to subject measurement. The restricted RMI cannot be a meaning­
ful model for measuring subjects in case of graded responses. As the RBM was 
especially designed for the representation of graded response data ('rating 
data'), it therefore has an intrinsic flaw. 
Switching from the RRH to general Likert-scoring ("Simming of equidis­
tant scores), it is still required that in the case of graded responses sub­
ject measurement should be independent of the dichotomizations applied (as 
has been argued in section 6.1). However, it is easily proved that for K>3, 
dichotomizing in a monotonous way is in itself not sufficient for the subject 
totals being weakly monotonous under different dichotomizations. For instance, 
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suppose К-3, М'Э, and suppose the response vectors containing the item scores 
φ a .. (h-1,2,3) of two subjects ν and w are (0,0,2) and (1,1,1) respec-
vih 
tively. With these data, ζ <t by the Likert scoring method. Dichotomizing 
ν w 
according to D(3), the response vectors for ν and w become (0,0,1) and 
(0,0,0) respectively, which implies, by the Likert scoring method, that 
Χ >ξ , contrary to the subject scale obtained in the first analysis. Thus, 
even with monotonous dichotomizations Likert-scoring may yield subject scales 
which are not weakly monotonous, and so may yield substantially different 
results with respect to subject measurement. As a consequence, Likert-scoring 
is meaningless as long as the subject scales obtained under all M-l permis­
sible dichotomizations of the same multicategorical data are not weakly mo­
notonous (and the same holds for other monotonous partitions of the response 
set). The requirement of non-interference in the sense of weakly monotonous 
subject scales under different monotonous dichotomizations, implies that 
application of Likert-scoring is valid under rather restrictive conditions 
only. 
It may be asked what the relation is between the PLDM and Likert's 
scoring method of multicategory dominance items. 
In case of the PLDM it is not possible to apply conditional estimation 
procedures to the polychotomous data. Estimation of the relevant parameters 
of the PLDM can take place by means of the method of unconditional maximum 
likelihood (Samejima, 1969), and the basic data consist of the N»K»M reali­
zations of the dichotomous random variable A .. defined in section 6.2.1. 
vih 
For that reason the total likelihood, which serves as a basis for parameter 
estimation, does not depend on the coding of the categories, so that it makes 
no sense to talk about 'equidistant scoring' in this case. 
Also, there does not exist a 'summated rating' that contains all the 
(statistical) information with respect to the subject parameter, for this 
information is not separable from the information provided by the total 
likelihood. The conclusion must be that, although categories might be coded 
in successive integer form, a sunmated rating characterizing the subject 
does not exist in the PLDM, and that therefore the equidistant scoring 
technique is not relevant when the data comply with this model. 
The PLDM (6.11) and the Rasch model (6.14) contain the same subject pa­
rameter ξ; but (6.14) is obtained by the transformation (6.13) on the PLDM 
which implies a transformation of the data (dichotomization). Therefore, the 
likelihood functions of ζ are different in the PLDM and the Rasch model, 
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and so it is possible that the latter model allows for conditional estimation 
whereas the former does not. 
In the PLDM the basic datum for a subject*item combination consists of 
the M-dimensional vector a' .»(a ..»a .,,....a .„) containing the response 
— vi vil vi2 * viM β r 
pattern of subject ν for item i. In the Rasch model, the basic datum is di-
chotomous, viz. consists of the indicator variable a . defined in (6.1Θ). 
h ^^ " 
Subjects with the same score a . are described by the same likelihood and 
therefore they cannot be distinguished in the dichotomized PLDM. Since for 
this likelihood function there is no need for the individual response 
patterns a . in the dichotomized PLDM, we have, so to speak, 'created' suf­
ficiency by carrying out data reduction. One might say that obtaining con­
ditional estimation by throwing away data is rather a weak play. But there 
is something to gain: the methodological and statistical advantages of 
conditional estimation combined with non-interference with respect to sub­
ject measurement. The next section is devoted to the latter property of ca­
tegory combination. 
6.5.3. (Non-)interferenae in practice 
Interference is, of course, methodologically akward. However, it may be 
asked whether it has any psychological counterpart, i.e. whether there is 
evidence that item responding is influenced in a non-trivial way by the 
category set at issue. Suppose we present item (6.1) to two (comparable) 
subject samples; in one group we present it with a 5-point rating scale (as 
was the case in section 6.1), in the other group however the fifth cate­
gory is omitted. What will happen then? By this procedure we would have a 
check on our assumptions about the way subjects effectively reduce their 
(stochastic) attitude position to one of a few possible response outlets. 
Much depends of course on the method by which 'category S-subjects' distri­
bute their response over the categories that are available. There seems to 
be some evidence that the presence of certain categories influences the ac­
tual response so that it is not even possible to talk about 'category 5-
subjects' before any 5-point item is presented at all. 
For instance. De Bruyne (1977) investigated the influence of response 
format on item responses. Two questions, A and B, were both asked to two 
comparable samples; a subject could give as many answers to an item as he 
liked. However, in the first subject group (N»62), question A was paired 
with a fixed number of response options and question В was in free-response 
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form, whereas, in Che second group (N-56) the situation was reversed: ques­
tion A did not possess response categories and question В had a preceded 
response classification. Results indicated clearly that the type of the res­
ponse format determined the number and the kind of the item responses. 
Another example in which the effect of item response format on subjects' 
responses was investigated is Ward (1981). He concentrated on aptitude tests, 
however, and observed that in case of 'discrete verbal cognitive' items, 
response format (multiple choice or several degrees of free response) had 
no differential effect on the responses. Thus perhaps interference as an 
empirical phenomenon is limited to the domain of attitudinal responses. 
A necessary condition for non-interference may be obtained as follows. 
It is easily verified that the UPRM (6.4) complies with the constant ratio 
rule 
p
v i ( h ) 
" f(Ç, categories g and h ) , (6.41) 
Pvi(8> 
(disregarding σ.)· By (6.4J), the ratio between ρ .(h) and ρ .(g) is inde­
pendent of the other categories in the response set. However, intuitively 
it is expected that reducing for instance the category set (do not agree, 
agree, agree very much) to the new set (do not agree, agree) will result 
in violation of the constant rule, in which 
Prob (agree) 
Ï (6.42) 
Prob (do not agree) 
is independent of what other categories are included in the set. For, it 
seems likely that subjects who initially responded in the category "agree 
very much", will not distribute proportionally over the remaining two cate-
gories "do not agree" and "agree", but instead will pick invariably the 
"agree"-category of the new dichotomous category set, which implies that 
(6.42) will change in a dichotomization. Removing the response category 
"agree very much" affects the category "agree". 
The PLDM (6.11) does not comply with (6.41) since the ratio ρ .(h)/ 
ρ .(g) also depends on the parameters of the categories adjacent to g 
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and h, viz. g-1, g+l, h-1 and h+1, as is easily verified. As the PLDM 
(6.11) is the only model that possesses non-interference and specific 
objectivity for dichotomizations, a necessary condition for non-inter­
ference and specific objectivity is the violation of (6.41) between dif­
ferent monotonous dichotomizations. Thus, interference is related to the 
constant ratio rule (6.41). 
Suppose that, empirically, there is interference between an item and 
its response categories in case of attitude questionnaires with graded 
responses: subjects' evaluative responses to attitude items are determined 
partly by the partitioning of the response scale. In such a case, the quest­
ionnaire does not allow for subject measurement independently of item cate­
gories, and it should be considered, therefore, useless as an instrument for 
measuring. This holds even when the data comply with e.g. the UPR11. An item 
response model that does not satisfy the requirement (motivated in section 
6.1) that the construction of the grading response categories should be ir­
relevant to subject measurement, is methodologically not acceptable as a 
model of measurement, even though it may be empirically valid in some in­
stances. 
The essential question is whether the data, which may be fitted by the 
UPRM, are valid as measurements. But, whether data are measurements is not 
decided by the data, which only decide on the empirical validity of a model, 
but by meta-empirical, i.e. methodological considerations. 
The Rasch model is characterized by the property of specific objec­
tivity, which is generally interpreted as: Subject measurement is indepen­
dent of the sample of items (and vice versa), i.e. the outcome of the 
measurement is not influenced by the specific measuring instrument used. 
The UPRM allows for specifically objective measurement of the subjects 
when the category codes φ are known, i.e. estimation of the ξ does not 
depend on the choice of the items (σ) and the categories (ψ). Interference 
being a property of this variant of the Rasch model, what is the exact 
meaning of specific objectivity in the Rasch model? A tentative answer to 
this question will be given in the next and final chapter of this study. 
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1. The polychotomous item response model presented by Masters (1982) 
is a very general model. For instance, the "Rating Rasch Model" 
(to be presented in section 6.2.1.2) is a special case of it ac-
cording to Masters (o.e., 163). It came however too late to the 
attention of the present author for a study of its properties. 
Still, it can be asserted on account of the results of this chap-
ter, that Master's model does not garantee the desirable property 
of 'non-interference', the Rating Rasch Model being a special 
case of it (see below). 
2. Note that a sufficient statistic need not always to be a monoto-
nous function of the respective parameter (Kendall & Stuart, 1973, 
25, 233). 
3. The term a
 n is defined in (6.19). 

SPECIFIC OBJECTIVITY 7 
7.1. Introduction 
It has been argued in section 1.2.4 that as a motivation for using the 
Rasch model the measurement argument of specific objectivity is not separa-
ted very well from the statistical argument of sufficiency. The measurement 
argument stipulates that subject measurement should not be influenced by 
the selection of a specific measuring agent (item) from the reference uni-
verse, whereas the statistical argument stresses the statistical advantages 
of using conditional estimation procedures (e.g. consistent estimators and 
test statistics with known and desirable properties). 
There is a need for an exact definition of specific objectivity in a 
probabilistic context whose formulation is independent of purely statis-
tical considerations. A recently proposed definition (Roskam, 1983) of a 
specifically objective probabilistic comparison is discussed and elaborat-
ed in section 7.2. In section 7.3 we argue subsequently why we consider 
the principle of specific objectivity to be such an important requirement 
of scientific comparisons, including the ones of attitude theory. Finally, 
^section 7.4 contains a reflection of a more general nature, referring both 
to this chapter and to the preceding ones. 
7.2. A formulation of a specifically objective probabilistic comparison 
7.2.1. Formulation 
Before presenting Roskam's formulation, we consider the theoretical de-
finition of specific objectivity given by Rasch. Rasch (1966c, 4-5) intro-
duces specific objectivity in terms of the theory about deterministic com-
parisons between objects by means of an agent that was already discussed in 
section 1.2.4. Then he states (I.e.) 
"I wish to point out that in this context only the objects 
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and/or the agents are subject to comparison, while the data 
themselves are not directly compared; they only serve as in­
struments for the comparison aimed at. The consequences of 
these two concepts: (specific) comparisons and specific ob­
jectivity, completed by the requirement that a comparison 
is always possible and the result always unambiguous, are 
really overwhelming." 
This 'unambiguity' may be clarified by means of the following quotation from 
Rasch (I960, 9): 
"If a relationship between two or more statistical variables 
is to be considered really important, as more than an ad hoc 
description of a very limited set of data ( ), the relation­
ship should be found in several sets of data which differ ma­
terially in some relevant respects." 
Roskam (1981b, 57; 1983, 81-83) demonstrated that the Rasch model is 
equivalent to the requirement of the probability of the item ordering iRj 
being the same for all subjects from the reference population. In agreement 
with the first quotation of Rasch, two items i and j ('objects') are ordered 
('compared') on account of the (dichotomous) responses a . and a . of a sub­
ject ν ('agent') from the reference population. To meet the requirement that 
an ordering is 'always possible', it is demanded that a .l'a ., e.g. r -1 for 
the two-item test (i,j); thus the order iRj is conditional on r -1, and the 
probability may be written as p(iRj|r =1). Rasch's requirement of 'unambi­
guity' is then formulated as 
p(iRj|r
v
-l) J_v , 
which may be considered as an exact formulation of the second quotation from 
Rasch. -, 
Below, in our presentation of the actual derivation, we will follow Ros­
kam, who describes the Rasch model as the probabilistic analogue of the Gutt-
man scalogram. 
In the Guttman scalogram, the order of the dichotomous items i and j on 
a dimension of difficulty (denoted as iRj: i is harder than j) can be deter­
mined unequivocally in a deterministic sense when some subject ν dominates j 
(denoted as: vSj) but does not dominate i (-vSi), assuming the domination 
relations comply with 'composite transitivity' (Ducamp & Falmagne, 1969). 
Thus by definition 
iRj =: vSj & -vSi . 
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Such a differencial response can only be observed with subjects who score 
r =1 in the item pair (i,j). In such a case, the item order iltj is established 
independently of the subject sampled from the reference population (sample-
independently) : 
(vSj & -vSi|r
v
-l) I ν . (7.1) 
This principle may be generalized to a probabilistic context as follows. 
The probability of the order iRj can be determined unequivocally in a stochas­
tic sense when 
p(iRj) —. p(vSj & -vSi|r
v
=l) J_v . (7.2) 
The ordering (7.2) will be called a stochastically consistent item ordering. 
The right part of (7.2) is identical to Fischer's equation (12.4.1) (1974, 
196) which is derived from the requirement of sufficiency. In effect, it is 
as much as a definition of sufficiency. The present derivation is however not 
based on sufficiency as a statistical requirement but on the requirement of 
a consistent stochastic ordering of the items. 
From (7.2) we can derive 
p(vSj & - v S i | r
v
= l ) 
p(vSj & -vSi) 
p ( V l ) 
p(vSj & -vSi) 
p(vSj & -vSi) + p(-vSj & vSi) 
p(vSj )( l-p(vSi ) ) 
p(vSj)( l-p(vSi) ) + p(vSi )( l-p(vSj ) ) 
l v , (7.3) 
assuming local stochastic independence. When we define p(vSi) as the ICC 
f.(Ç)-f. of item i, (7.3) becomes 
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J 
(7. 
from which, assuming f Co be generally differentiable, it follows that f. is 
given by the Rasch model ICC (1.15) (Roskam, 1983, 82). 
Thus the Rasch model can be derived from the requirement of stochastical­
ly independent item orderings, and in this sense the model can be considered 
the probabilistic counterpart of the scalogram: the (probability of the) 
ordering iRj in the test (i,j) is established independent of the subjects. 
Since the Rasch model is symmetrical in i and v, (7.2) could be replaced by 
its analogue for a stochastically consistent subject ordering. 
Note that (7.3) is in the Rasch model equal to 
ε. 
p(iRj) -: p(vSj & -vSi|r -1) - p..(0,1|г
у
-1,K-2) - J . (7.5) 
J
 ε. + e. 
ι J 
Eq. (7.5) implies that the probability p(iRj) conforms to the Luce choice 
rule (cf. Andrich, 1978c). Since we may obtain from (1.55) 
ε. π. - τ.. 
-1--1 Я , (7.6) 
ε. π. - π.. 
1 1 1J 
the quotient ε./ε. is independent οι what other items are included in the 
test. This means that p(iRj) computed according to (7.5) is both independent 
of ν and of the other items in the Rasch model. 
The derivation presented above concentrates on the ordering of two items. 
Roskam has considered the possibility of generalizing his derivation to mul­
tiple item orderings iRjRk... by applying stochastic transitivity on the item 
pair probabilities p(iRj)t employing a reasoning that would be similar to 
Ducamp S Falmagne's (1969) treatment of composite measurement. 
However, such a generalization would not be correct, because in this 
way a multiple ordering of probabilities would be obtained instead of the 
required probability of a multiple ordering. Therefore we propose in the 
next section a generalization of p(iRj) to multiple item orderings which 
is analogous to Roskam's derivation for an ordering of a pair of items. 
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7.2.2. Multiple item orderings 
VJe first discuss the case K=3. In the Cuttman scalogram, the multiple 
order iRjRk can be determined unequivocally only when two subjects are ob-
served with subject response vectors (0,0,1) and (0,1,1). Conversely, a mul-
tiple order of subjects uQvQw is defined with the two item response vectors 
(0,0,1) and (0,1,1). As the argument is entirely syranetrical in subjects and 
items, we give the following derivations in terms of the item ordering iRjRk. 
By analogy, a generalization of (7.2) is 
p(iRjRk) =: 
p(vSk & -vSj & -vSi & wSk & wSj 4 -wSi|r =1 &r -2) -
p(vSk Ä -vSj & -vSi|r =1) » p(wSk & wSj & -wSi|r =2) J_ v.w . (7.7) 
In the Rasch model probability (7.7) is indeed independent of the subjects 
p(vSk & -vSj & -vSi|r -1) · (p(wSk & wSj & -wSi|r =2) =: 
p.., (0,0,llr -1) » p.., (0,1,l|r -2) Kijk • ν rijk ' w 
ε. ε, 
(7.8) 
ε. + ε. + ε, ε. ε. +ε.ε.+εε 1 
ι J к ik ij jk 
P r o b a b i l i t y (7.8) can be r e w r i t t e n as (using (7 .5)) 
p(iRjRk) 
2 
ε. ε, 
( e . t e . K e ^ K e ^ ) + e . c ^ 
ε
 ·
 ε
ν
 E
v 
(г^—) (—=—) ( - — ) 
ε.+ε. ε.+ε, ε.+ε, i j J к i k 
ε. ε. е. 
1 + ( — J — ) ( — — ) ( — - — ) 
i j J к i k 
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p(iRj)p(jRk)p(iRk) 
. (7.9) 
1 + p(iRj)p(jRk)(l-p(iRk)) 
Note that p(iRj) is defined according to (7.5), which is independent of K. 
Since p(iRj) complies with the product rule 
p(jRi)p(kRj)p(iRk) 
1 , (7.10) 
p(iRj)p(jRk)p(kRi) 
we can derive from (7.9) 
p(iRjRk) p(iRj)p(jRk)p(iRk)(l+p(jRi)p(kRj)p(iRk)) 
p(jRiRk) p(jRi)p(iRk)p(jRk)(l+p(iRj)p(jRk)p(kRi)) 
p(iRj) 
p(jRi) 
which implies 
p(iRjRk) 
p(iRj) - . (7.11) 
p(xRjEk) + p(jRiRk) 
Equation (7.11) formulates the decomposition rule according to which the bi-
nary probability p(iRj) may be obtained from the triple probabilities 
p(iRjRk) in the Rasch model complying with the definitions in (7.2) and (7.7). 
In their overview of general probabilistic ranking theories. Luce & Suppes 
(1965, 351-358) present a few examples of decomposition rules. E.g. an ob-
vious choice seems to be 
p(iRj) = p(iRjRk) + p(iRkRj) + p(kRiRj) , 
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which does not comply with (7.11) however. Obviously (7.2) and (7.7) as 
well as their generalization to rankings of K>3, act as a ranking postulate. 
Generalization of (7.2) and (7. 7) to K>3 
Formula (7.5) can be written as 
p(iRj) - - ! — , (7.12) 
and (7.9) as 
„(i.iyi) 
p(iRjRk) - — — . (7.13) 
γ1 γ2 
Note that (7.12) and (7.13) are not directly comparable since γ. is computed 
as ε.+ε. in (7.12) but as ε.+ε.+ε. in (7.13). 
ι J ι j к 
Generalizing (7.7) and (7.8), the probability of an ordering of К items 
p(lR2R...RK) -:
 P l 2 _ >K(0,0,.. .0,1 |r=l) · р п _ >K(0,0,... ,0,1,1 |r-2) 
• ... * P^...^0,1 Hr-K-l) 
v
(l K-l) (1 K-2) (1) 
- ' -
 2
 » -iti 
K - l 
π 
r-1 
Y l 
у«· 
. . . , Κ - r ) 
Y
r 
γ 2 
» (7.14) 
which is again independent of the subject sample; all γ-functione in (7.14) 
are computed on the К item parameters e.,...,ε„. 
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7.3. Specific objectivity as a methodological requirement 
The derivation of the preceding section shows that a specifically ob-
jective model produces a consistent stochastical subject order with respect 
to some construct or trait. Subject measurement is, in a stochastic sense, 
independent of the specific set of items selected from the pool defining the 
pertinent construct. A consequence of this is, as has already been argued in 
section 2.2, that a specifically objective model is the only meaningful 
instrument for defining and measuring a unidimensional construct. Before we 
corroborate this 'meaningfulness argument', we have to refute one possible 
counter-argument. 
It may be that in the social sciences, specific objectivity is esta-
blished far less frequently than in physics. An example is the study of spe-
cific objectivity in models of probabilistic unfolding in chapter 5 above. 
In general, the Rasch model makes rather strong requirements of the data. 
This is, however, an empirical counter-argument, and as such it cannot 
match the methodological status of the principle of specific objectivity. A 
methodology in the first place is a program, a prescription for obtaining 
empirical results which comply with a certain criterion of meaningfulness 
(cf. Habermas, 1967, 48-49). Empirical data either are obtained under this 
program (and then they do not refute it), or they are not obtained under it, 
in which case the inferences simply cannot be considered as meaningful. 
Specific objectivity only may be refuted by other methodological principles 
that, essentially, argue why it does not make sense. An example of such an 
argument may be that a principle that never works because it is not adequate 
viewing the nature of the phenomena under study, should be discarded. It 
seems to me, however, that at present it is much too early for such a 
conclusion. 
Statements about subjects are general only when they are independent 
of the specific measuring device sampled from the reference population. In 
such a case instruments from the same universe are equally representative of 
the theoretical construct that is addressed by them. In this respect the 
universe can be said to be homogeneous and, correspondingly, the construct 
can be labeled unidimensional: subjects can be ordered unequivocally with 
respect to it. 
In this way specific objectivity is a basic principle for the definition 
and measurement of theoretical constructs (e.g. verbal ability, internal con-
trol, machiavellianism). It is of special importance for the theoretical stu-
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dy of actitudes, for experience bas shown that homogeneous item construc-
tion is no simple matter in such case. 
7.4. General conclusion 
The construction of homogeneous attitude items may be advanced by the 
discovery of substantial item features: structural properties of item word-
ing which can be related to formal properties of the representation model. 
When, for reasons exposed in the previous section, the Rasch model is chosen 
as the only acceptable model of measurement, such a substantial item theory 
would have to concentrate on the relation between the basic assumptions of 
the Rasch model and its parameters on the one hand and directly observable 
features of item phrasing on the other hand. In this way, preselection for 
the Rasch model would coincide with the construction of the items. 
Construction of multicategory items should be guided, then ,by a sub-
stantial theory on items that comply with a unidimensional polychotomous 
measurement model wich exhibits non-interference. In the case of the re-
quirement of monotonous Rasch-dichotomizability, e.g. of specifically objec-
tive subject measurement at the dichotomous level, the measurement model 
would be the PLDM discussed in the previous chapter. 
flote 
I. Personal communication (1982). 
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APPENDIX A 
We prove Chat 
π . . - 1Г.1Г. 
φ.. У LJ . a*a! (A.l) 
1 J
 (π.π^Ι-π.χΐ-^))1 1 3 
can not hold in general when the expected probability ΊΤ. is computed ac-
*
 1 
cording to the Rasch model; a. represents the loading of item i on the com­
mon factor and π. represents the model probability of responding positively 
to item i. Eq. (A.l) can be reduced to 
π.. - и.и. - а"(іг.(1-я.))* * а*(и . (1-π .)) * 
IJ i j ι ι ι J J J 
a. * a. . (A.2) 
1 j 
Note that this redefinition of the loadings is valid only if π. is indepen­
dent of j and IT. is independent of i. Using (1.55), (A.2) can be rewritten 
ε.π. - ε.π. 
-J-i LJ._ ,.„. » а.а. 
ε.ir.(Ι-π.) - е.η.(Ι-π.) 
-J-i 1 i-J — - a.a. (ε.^ε.) . (А.З) 
ε
 _
 ε
 IJ i j 
j i 
Thus to prove that (A.l) can not hold in general, we have to prove that it 
is not generally possible to write 
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е.».(Ι-π.) - е.я.О-іг.) 
-J-î J îJ ^ (A.4) 
е. - е. 
as the product of the equivalent functions f(e.,ïï.)(f.) and f (ε. ,ττ.) (f.). 
In the proof below we will write the numerator of (A.4) as A for convenience. 
Proof (reductio ad absurdum) 
Suppose 
- f .f. . (Α.5) 
е. - ε. 
We then obtain 
(ε. - ε.Η. - ^ - (f.iO). (A.6) 
J J
 i 
Also, from (A.5) we obtain, by differentiating with respect to ε. , 
£!fГ-^—г . (A.7) 
(ε.-ε.) 
in which 
f! - ^ - f . , 1 3ε. ι ' 
ι 
В - (£j -Ei)n^(E:.(l-irj)+ ε.π ) - ε. (π.-ж.) , (Α.8) 
and 
ι 3 
π'. - - τ — π. 
ι 9ε. ι 
Equation (Α.7) implies that 
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(ε.-ε )£. Ulm . (Α.9) 
J 1 J
 (ε. -е.)Г. l 
Combining (A.6) and (A.9) we have: 
A 
f. (ε.-εΟί'. 
ι J ι ι 
£. (ε.-ε.)Α 
— - — J — ϊ — (B^O) . (A. 10) 
£! 
ι 
By assumption, the left side of (A.10) is independent of j, i.e. it is not 
a function of ε. or π.. Therefore, the right side of (A.10) should be free 
of ε. or π. as well; this part is equal to (using (A.4) and (A.8)): 
(ε.-ε.)Α ε.π.(1-π.) - ε.π.(1-π.) 
- J -i Li J îJ i . (A.ll) 
Β ε.(π.-π.) 
π'.ίε.α-ττ.) + ε.π.) - -ì—J—— 
By assumption, the expression (A.ll) depends only on ε.(π.), and therefore 
it is constant for fixed ε.(π.). Now suppose θ-υη(Ο,ΙΟ), that is the sub­
ject parameter θ is distributed uniformly on the interval (0,10) (this 
particular example is discussed in section 3.2.1.2). If we put ε.»1, π. 
is equal to .76 for this subject density (using equation (3.14). Having 
fixed ε. and π., the right side of (A.ll) should attain the same value for 
all ε.(π.). For instance, the same value should be obtained for ε.=2 
J J J 
(¥.=.85) and for ε.=\ (π.«.64). Substituting ε.»2 and ε.-J in (A.ll) we 
J J J J J 
find: 
.024 
(ε.-2) , (A.12) 1.1 S π'. - .18 J 
ι 
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and: 
-.017 
(ε.-i) , (A.13) 
.82"! - .12 J 
ι 
respectively. It ΐβ easy to show that (A. 12) is positive iff π'.>.16; in the 
same way, we find (A. 13) to be positive iff π'.<.]5. This implies that there 
does not exist a value of π', for which both (A.12) and (A.13) are positive. 
Thus in this example it is not generally possible for (A.12) and (A.13) to 
be equal in value for fixed ε., and therefore we have discovered that there 
exists at least one counter-example for the initial assumption of (A.II) not 
depending on ε. This implies that (A.5) is not generally true. This com­
pletes the proof. 
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APPENDIX В 
We prove that the conditional probability (I.A4) is a monotoneously in­
creasing function of r in the Rasch model. The proof has the form of a reduc­
tio ad absurdum, i.e. we suppose that π .^ _. . and we show that this asunp-
tion leads to an absurdity. We assume that r>2; the inequality is not defined 
for r»0, and the proof is trivial for r«l. 
Proof 
Suppose in a test of К items 
"ri - "r-l i ( r i 2 ) ( B - , ) 
i . e . that (using (1.44)) 
/ i )
 Y ( i ) 
•£±<_J£l· ( r>2) . (B.2) 
*
Γ
 Y
r - I 
Ineq. (B.2) i s t r u e iff for any quanti ty ε . (j=K+l) 
, ( i . j )
 v
( i . j ) 
' - ' -
 r
-
2
 . (B.3) 
Y ( j ) - V ( J ) 
' r
 T
r - 1 
From (B.3) we obtain 
Y(i.j) (І) 
^ U T < ^ T . (B.4) 
v
(i,j) -
 v
( j ) 
'r-2 'r-l 
Assuming ε.<ε., and using (1.53) we obtain from (B.4) 
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Y<i> _ Ji) Y(j) 
r Τ г 
γ
( ΐ ) .
γ
ϋ ) - 7 ΐ ) · ( Β · 5 ) 
'г-Ι
 т
г-1 Tr-1 
As we assume ε.>ε.. γ ,>γ , and (В.5) can be rewritten as j ι r-1 r-1 
\ , ' Γ Ï:-Ï! 
' Í 0 , ^ . . (using (1.44)) 
£ iE jYr- i E i E j V i 
1 - π . 1 - π . 
Ei< Ei 
e.π . е.ir . 
J ri ι rj 
e. π .(Ι-π .) 
_i <_£ΐ: LL. 
ej π .(Ι-π .) J
 rj ri' 
(using (7.6)) 
π . - п . . π.(Ι-π.) 
η rij , ri v rj 7 
*• < ''— < > (π ..<τι .π .) 
—
 Í1 •> rij ri ri 
π . - π . . π . (1-π .) J J 
rj rij rj ri 
"rj - "ri 
ε. < ε. 
ì - ι 
contrary to the assumption. Hence (B.5) cannot be true, and so (B.4) (and 
(B.3)) cannot be true for any ε.. This means that (B.2), to which it is 
equivalent, is false too. But since (B.2) follows from (B.l), (B.l) is false, 
i.e. it is not true that ж .£π . ., and therefore it must be that 
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(В.6) 
This completes the proof. 
2A5 

APPENDIX С 
We prove that the expectation (6.10) is a monotoneously increasing 
function of the subject parameter ζ. 
Proof 
Let В ., be defined by 
vih ' 
B
vih-: e x p ^ V ^ V i » 
The derivative of (6.10) with respect to ζ may then be written as 
*- Ι Φ
( 1 , )
Ρ · . - 5 Φ 0 0 - Ρ · . 
»i h=i v i h h-i 3 ξ v i h 
?
 ф
(Ь) Э_ Bvih 
h
"
1
 У в . 
gij ν ι ε 
в . Л Ф
( 1 , )
 [ в . - I ф ( 8 )В . ) 
М
 ГЬ-»
 V l h
 o.l V 1 8 o-1 v l 8 
- Ι φ
0 0
 Ц B=J . ( c . l ) 
b
-' ( l В . ) 2 
8 4 V 1 8 
The derivative (C.l) is positive when 
Σ ¿"ы™ I \ i z > Ϊ *
( h ) B
v i h Σ Ф
(8)
В
 І 8 · (С.2) 
h-1 l n g-1 1 8 h-1 i n g-l 8 
Now suppose M»2, so there are only two categories, e.g. a and b. In that 
case (C.2) reduces to 
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2 2 2 2 2 2 2 2 2 2 
φ В + φ В В. + φ. В В. + φ. В. > φ В + 2ф ώ,Β В. + ф.В. , (С.З) 
а а а а Ъ b а Ъ b b a a a b a b b b 
dropping the indices ν and i and writing φ, for φ . Inequality (С.З) i s 
η 
equivalent to 
*a
 +
 +b " 2 фа фЬ ' ( C- 4 ) 
which holds for all φ. ι'φ . b a 
The left and right hand sides of (C.3) consist of 2 different terms each 
corresponding to the two combinations of the pair (a.b) by (C.2), and dropp-
2 2 2 2 ing the terms that are contained in both parts (viz. φ В and Ф
ь
в
ь
) • In the case 
of three categories, the analogue of (C.3) consists of 6 different terms on 
each side, since every combination (g,h) contributes two terms of the form 
appearing in (C.3). In case of M categories, the analogue of (C.3) contains 
M M 
2(.) different terms on both sides of the inequality sign. These 2(„) terms 
can be compared pairwise ((.) comparisons) according to (C.3). Since for 
every pair (gth) inequality (C.2) holds as was proven above, inequality (C.2) 
also holds for the sum of all these pair comparisons, so that (C.l) is po­
sitive. This completes the proof. 
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APPENDIX D 
We prove that the UPSM (6.4) can be dichotomized by D(h) to a dicho-
tomous Rasch model iff the UPRM-parameters φ and φ are defined according 
to (6.27) and (6.29) respectively, and provided they conform to the con­
straints listed in section 6.2.1. 
The subject and item parameters of the UPRM are written as Ç and σ 
respectively, whereas the corresponding parameters ξ and α of the Rasch 
model are defined as 
« - «
 +
 і '
 ( D
-
, a ) 
a*. - a. + вІ . . (D.lb) 
L 1 n — J 
Note that (D.I) does not impose any restriction on the relation between 
(ζ,σ) and (ζ ,σ ), except that ζ and o. are the Rasch model parameters 
of subject ν and item i respectively in dichotomization D(h). Equation 
(D.I) formulates the fact that D(h) causes a shift 
A - i -: V i - "h-i ' (D-2) 
of (Ç -σ.) to (ξ -σ.). Writing λ for (Ç -σ.) (so dropping ν and i in this 
special case) the effect of a dichotomization is to transform parameter λ 
of the UPRM into parameter λ-η.\ of the Rasch model. Applying (6.13) we 
may therefore formulate D(h) as 
Ι
 β
χρ(ψ(6>
+
φ<8>
λ
) expU-TÎ'Î) 
"h-Γ 
Ι εχρ(ψ ( 8 )+φ ( 6 )λ) 1 + exp(X-n^|) 
g-1 
(D.3) 
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We will now prove that (D.3) holds iff (6.27) and (6.29) hold. The proof 
contains a few lemmas, the end of which are marked with a |_| . 
In lemma 1 we restrict n.*.· 
h—l 
Lemru 1 
Suppose ζ -σ., i.e. *-0. Expression (D.3) then becomes 
M . . 
У εχρ(ψ 1 8 ;) exp(-n^'h 
Eh M 
) ехр(ф 1 8 ;) 1 + ехр(-пУ:;) 
8-1 Ъ 
м
 ι ^ 
Ι βχρ(ψ(Β)) 
«K-Ö • fí — - (D.4) 
Σ ех
Р
(ф ( 8 )) 
g-1 
Since the right hand side of (D.4) is independent of ν and i, the left hand 
side is also independent of ν and i. Thus necessarily we should write η. 
ν i h instead of η.'.. In such case (D.4) becomes condition (6.29). 
n—I 
Substituting (D.4) for expi-Tv'JO in (D.3) we get 
n~l 
M M 
[ e x p ( * ( e V 8 ) X ) J
 β
χρ(ψ ( ε )
+
λ) 
g=h _ g=h 
l ех
Р
(* (8>
+
ф<6>
х ) Υ Β χ ρ ( ψ
( 8 ) ) + l
 6χρ(ψ
( Ε )
+
λ) 
g-I g-1 g=h 
У β χ ρ ί ψ ^ + φ ^ λ ) . У
 ε
χ
Ρ
(ψ ( ε )) 
g-h g-1 
У βχρ(ψ ( ε )) * У 6χρ(ψ(ε)+(φ(ε)+1)λ) . (D.5) 
g-h g=l 
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Since the necessity of (6.29) has already been proved, we have to prove 
that (D.5) holds iff 
/ε) . 
0 <—> l<g<h-l 
(DOO) , (D.6) 
1 <—> h<g<M 
which is (6.27). That (D.5) is true when φ is defined according to (D.6) 
is easily proved. The reverse, deriving (D.6) from (D.5), is however more 
tedious. We shall use induction. Leuna 2 establishes the initial condition, 
and lemmas 3 and 4 prove the induction steps. 
Suppose M=2. Then D(h) is of necessity D(2). Because of norming cor-
ints, we are fr 
case (D.5) becomes 
stra ee to set φ -0 and φ -Ί (cf. section 6.2.1). In such a 
βχρ(ψ(2)+λ) · ехр(ф 0 )) = βχρ(ψ ( 2 )) · βχρ(ψ(1)+λ) 
which is true for all λ and ψ. Thus if M-2 (D.5) holds iff (D.6) holds, and 
therefore D(h) iff (D.6) in this case. 
Il l 
In the lemmas 3 and I* we prove that when a new category a or b is added 
to the "no"-set or "уев"-8еІ,respectively of a dichotomized category set, 
(D.5) implies that φ =0 and Φ -I when it is assumed that for the remain­
ing categories (D.6) holds. 
LenttiQ 3 
Suppose D(h) is equivalent to (D.6) for a set of M-l categories; the cate­
gories are denoted as g=2 M. We now add a new category to the "no"-set 
of D(h): this category is indexed as g-1. Now 
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к ( 8 ) 
0 <-> 2<g<h-l 
1 <—> h<j5iM 
ф
0 ) <-> g-, 
(by assumption). (D.7) 
Substituting (D.7) in (D.5) yields 
ΐ εχρ(ψ(8)+λ) · Ι 6χρ(Ψ(8)) 
g=h g-1 
f exp(* ( g )) · ( Ι βχρ(ψ(8)+λ)+βχρ(ψ(1) + (φ ( 1 )
 +
 1)λ)) < » 
g-h g-2 
h-1 , . 
βχρ(λ) Ι β
Χ
ρ(ψ^ 8 ;) -
E-l 
εχρ(λ) Ι βχρ(ψ ( 8 )) + βχρ(ψ ( 1 )+(φ ( 1 )+1)λ) 
g-2 
< > 
βχρ(ψ(,)+λ) - εχρ(ψ ( 1 )+ (φ ( 1 ) + 1)λ) < > 
И
0
 -О 
Thus: VJhen we add a new category g=l to the "no"-side of D(h), (D.5) holds 
iff φ =0 if it is assumed that for the remaining categories g=2,...,M 
(D.6) holds. Therefore we have proven that 
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D(h) < > (D.6) (g-2 M) 
implies 
D(h) < > (D.6) (g-1 M) . 
G 
Ьепвпа 4 
Now suppose D(h) is equivalent to (D.6) for a set of M-l categories 
denoted as g-1 M-l. Again, we add a new category but in this case to 
the "yee"-set of D(h); the new category is indexed as g«M.Now 
b < « > -
0 <-> l<g<h-l 
1 <-> h<g<M-l 
ф(М) <-> g-M 
(by assumption) (D.8) 
Substituting (D.8) in (D.5) we have 
M—I b—1 
( Ι βχρ(Ψ ( 8 )+λ)+βχρ(ψ ( Μ )+φ ( Μ )λ)) * Ι βχρ(ψ ( 8 )) 
g=h g-1 
І exp№ ( 6}»! εχρ(ψ(Β)+λ) 
g-h g-1 
< > 
M-l 
exp(X) Ι βχρ(Ψ ( 6 )) + εχ
Ρ
(ψ ( Μ )+ψ ( Μ )λ) 
g-h 
exp(A) Ι βχρ(ψ ( 8 )) < > 
g-h 
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(ψ( Μ>
+
φ
( Μ
>
λ
) - ехр(ф ( М )П) < > 
Φ 
Thus: When a new category M is added to the "yes"-side of D(h), (D.5) holds 
(M) iff φ «1 if it is assumed that for the re 
(D.6) holds. Therefore we have proven that 
Ί maining categories g-l,...,H-l 
D(h) < > (D.6) (g-1 M-l) 
implies 
D(h) < > (D.6) (g-l,...,M) 
Using the lemma's 2, 3, and 4 we are now able to prove that 
D(h) < > (D.6) (h=2 M) , (D.9) 
provided the necessary condition (6.29) holds. 
Proof 
From lemma 2 we infer that (D.9) is true for M=2. Lemmas 3 and 4 show 
that (D.9) will continue to hold when new categories are added to the "no"-
set or "yes"-set of a dichotomization. Since from D(2) and M=2 every other 
dichotomization D(h) for arbitrary M can be obtained by adding categories 
to the "no"-side or "yes"-side of D(2), (D.9) will hold for all h and II. 
This completes the proof. 
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SUMMARY 
This study concentrates on the application of the testing model of 
Rasch to attitudinal data. To this end the five basic assumptions to which 
the Rasch model appears to be equivalent are studied more closely. In ad-
dition, attention is devoted to the unique measurement-theoretical status 
of the Rasch model. 
In chapter 1 the Rasch model is presented; further, it is explained 
why this model takes up a unique position in the midst of other item res-
ponse models. In an item response model, the subject's answer to an item 
is described by means of a probability function that depends on one or more 
subject and item parameters. In this respect it is to be distinguished from 
classical test theory in which the stochasticity of item responses is con-
ceived of and described as measurement error. Because of the distinction 
between on the one hand a collection of observed item responses and on the 
other hand a set of latent parameters, item response models belong to 
latent trait theory, which in itself can be classified under the general 
latent structure model. 
The Rasch model is equivalent to a quintet of assumptions, which are 
described amply in the first chapter in the context of the treatment of the 
relation of the Rasch model to attitudinal data in the further chapters. The 
special assumption of sufficiency implies that the Rasch model parameters 
can be estimated by means of the procedure of conditional maximum likeli-
hood. As a result, use can be made of estimating and testing methods the 
statistical properties of which are sufficiently known. In particular, at-
tention is devoted to procedures of assumption-specific testing, which 
have been developed recently and which consist of a series of tests which 
focus exclusively on one or two of the basic assumptions at a time. 
Conditional estimation and assumption-specific testing being in them-
selves properties that grant the Rasch model a special position in the 
midst of item response models, the uniqueness of the model follows from its 
measurement-theoretical property of 'specific objectivity'. With a speci-
fically objective model of measurement, the comparison between objects 
(e.g. subjects) from a universe of objects yields the same result for all 
instruments (e.g. items) that are selected from the universe of instruments 
on the basis of which the objects are compared. It appears that within the 
domain of probabilistic, unidimensional response models for dichotomous 
items, the Rasch model is the only model that allows for specifically ob-
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jective comparisons, both between subjects and between items. 
Anticipating the final chapter, the first chapter ends with posing 
the requirement for an exact, probabilistic formulation of the property of 
specific objectivity within the framework of the Rasch model, since spe-
cific objectivity until now either has been defined in a purely verbal 
sense, or has been identified with the procedure of conditional estimation. 
In chapter 2 the second main theme of this study is introduced: the 
measurement of attitudes by means of the Rasch model. It is enunciated that 
attitudes should be studied by means of a study of formal representations 
of responses to attitude items. When the Rasch model is chosen as a model 
of measurement, this approach has its implications for attitude theory: 
functional properties and parameters of the Rasch model become descriptive 
terms of attitude measurement, i.e. properties of attitude items. Therefore, 
a number of properties that are implied by the use of this model are com-
pared to characteristics that are attributed to attitudes with varying 
levels of certainty in the literature. 
Subsequently it is explained why especially the Rasch model constitutes 
a precondition for the measurement of attitudes. Because of specific objec-
tivity it is possible to compare persons to each other in a probabilistic 
way, and thus to measure them, without the specific selection of attitude 
items from the reference population of items for that specific attitude 
affecting the outcome. Since, with the Rasch model, it is possible to deter-
mine a unidimensional subject ordering that is independent of the choice 
of items given a reference population of items, the model offers the 
unique opportunity to establish in a meaningful way the homogeneity or 
'unity' of the response domain, that is of the attitude that is defined by 
the latter. 
When applying the Rasch model to attitudinal data, the parameters of 
this model are to be interpreted in a way that differs from the usual ap-
plications in the domain of intelligence testing. Examples of such interpre-
tations are presented by means of an analogy to a well-known attitude model 
in social psychology. 
A number of practical examples are discussed, and subsequently an in-
ventory is taken of the problems which arose with these applications. It 
appears that the difficulties can be classified according to the five basic 
assumptions of the Rasch model. Two of these, viz. monotonicity and dicho-
tomous data, appear to stand out from the rest and therefore these are 
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treated in detail in the chapters 3-6. 
Chapter 3 is devoted to techniques by means of which it may be possi-
ble to detect and eliminate items that will almost surely violate the as-
sumption of monotonicity, prior to the actual Rasch analysis. Two of these 
methods of preselection are discussed: those of Loevinger & Mokken, and of 
Coombs, Coombs, & Lingoes. In both cases the concern is with methods for 
detecting holomorphic items. Partly, this chapter continues, with new ar-
guments, the discussion on the value of the technique of 'Mokken scale ana-
lysis' that was started by the author in 1982. 
In the case of holomorphic two-parameter response models (e.g. the 
Rasch model) the response function is an increasing function of the subject 
parameter and a decreasing function of the item parameter. From this 
property of 'double monotonicity', a number of ordinal properties of the 
item marginals can be derived which, at least in theory, are testable with-
out reference to the specific form of the response function. In this way, 
nonparametric preselection of monotonous items becomes possible. 
Apart from these ordering conditions, both methods of preselection 
yield a coefficient, which is defined on item pairs, that may make it pos-
sible to assess and (only with the method of Loevinger & Mokken) to test 
the monotonicity of individual items and the holomorphism of sets of items 
in a more exact way. However, it appears that both coefficients possess the 
undesirable property that the selection of an item into the final 'holo-
morphic' set also depends on properties of the items or the subjects which 
are irreleveant to holomorphism. 
In the second part of the chapter some other methods of preselection 
for monotonicity are tried out by means of an application in the domain of 
the psychology of labor. Also, the discussion of this practical example 
is intended to introduce, in an illustrative way, the topics of the 'direc-
tion' and the 'dichotomization' of an item that will be treated in a more 
theoretical way in the subsequent chapters. 
The methods of preselection that are used in the example concentrate 
on 'inter-item monotonicity' (methods: ordinal item correlations, factor 
analysis of tetrachoric correlations) and on 'intra-item monotonicity' 
(method: component analysis of categorical data). By comparing the outcomes 
of these methods to the results of Rasch analyses on the same set of items, 
it appears that these methods may have some value in preselecting items, 
and, especially, it appears that preselection on the basis of item direction 
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is indispensable to an efficient Rasch analysis. The latter method of pre­
selection entails (re)coding the dichotomous items in such a way that res­
ponse code 1 invariably indicates a larger attitude position than response 
code 0. 
In chapter 4 the problem of nonmonotonicity is studied with respect 
to item construction. Preselection on the basis of monotonicity would be 
efficient and unambiguous if one could have at one's disposal the content 
characteristics of a monotonous item. In order to apply preselection using 
this criterion of 'substantial' monotonicity, features of the verbal phras­
ing of an item are to be related to the formal properties of the item as it 
is represented by an item response model. If monotonous items were detect­
able in terms of grammatical and semantic aspects of their phrasing, a 
substantial theory of items would link structural features of the manifest 
item formulation to formal characteristics of the latent item representa­
tion. 
After this introduction two examples of potential criteria for substan­
tial monotonicity are located and, using еяатріез, discussed. That is all 
that can be offered at the moment. The chapter sketches a potential re­
search progrannn, it gives some guidelines, but primarily it consists of a 
somewhat casuistic discussion of characteristics of substantial monotoni­
city employing a number of examples of attitude items. 
Via an investigation of the nature of the latent scales in monotonous 
and nonmonotonous item response models, two potential features of substan­
tial monotonicity are discussed. 
First, the addition of a stimulus a to a stimulus b can have as a 
consequence for the subject either that the combination a&b is better than 
or equal to (i.e. elicits with a larger or equal probability a positive 
response) a or b, or that a&b is less attractive than either a or b. In the 
first case we speak of a 'compound' stimulus pair and in the second case 
of a 'contingent' stimulus pair. It appears reasonable to assume that items 
containing a contingent stimulus pair as object will violate the assumption 
of monotonicity. Since the distinction compound/contingent cannot be observed 
directly in the formulation of the item, its use lies primarily in the pos­
sibility of setting up simple Rasch model-free experiments (or, perhaps, 
some sort oí imaginary experiment) to trace characteristics of substantial 
monotonicity. 
Subsequently, the property of 'comparativity' is proposed as a second 
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criterion of substantial monotonicity. If the item contains a comparative 
('larger than', 'at least', 'never', etc.) it will very probably be mono-
tonous. In opposition to compound/contingent, comparativety generally will 
be directly recognizable in the phrasing of the item. The two characteris-
tics of substantial monotonicity proposed above are subsequently applied 
to a number of the practical examples of Rasch analyses of attitudinal 
questionnaires discussed in chapter 2. 
In chapter 5 the discussion concentrates on models for nonmonotonous 
items. Thus, the basic assumption of monotonicity is abandoned, and in-
stead an item response model that specifies nonmonotonous items but still 
allows for specifically objective measurement is screened in terms of its 
plausibility. 
The model in question appears to be a model of probabilistic unfolding, 
and consequently it is denoted as the Rasch Homogeneous Unfolding Model 
(RHUM). Instead of 'single stimulus data', which require the subjective 
acceptance or rejection of one attitude item, the RHUM uses paired com-
parison data which require the subjective preference for one out of two 
paired attitude items. Monotonicity is obtained by describing, in the mo-
del, the probability of choosing the first item from the pair as a monoto-
nous function of the distance between the subject parameter and the midpoint 
of the two item parameters. 
It appears to be possible to estimate the subject and midpoint para-
meters specifically objectively. Moreover, from the latter the item para-
meters can be estimated by applying a specific form of the linear logistic 
test model; in this way it is possible to test in a statistical way the 
plausibility of this parameter reduction. 
From the RHUM a number of predictions can be derived concerning the 
expected levels of stochastic transitivity with different stimulus triples. 
An important prediction - for it contrasts with the unfolding model of 
Coombs - is 'moderate stochastic transitivity' (MST) for unilateral stimu-
lus triples; for these triples Coombs predicts 'strong stochastic transi-
tivity' (SST). By re-analyzing the data of unfolding applications in the 
literature, it appears that, as a result of this prediction, the RHUM pos-
sesses questionable validity. 
The main reason for the failure of the RHUM is that the latent distance 
between the parameters of the stimuli from the choice pair does not affect 
subjective preference. When this distance is considered as a measure of the 
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discriminación between the two stimuli, both psychological intuition and 
empirical findings require the prediction of SST for unilateral triples. 
Therefore the chapter moves subsequently to a discussion of three mo-
dels of probabilistic unfolding which do predict SST for unilateral stimu-
lus triples. The four models can be compared to each other in terms of 
two classification criteria; a unique classification in a fourfold table 
appears to be possible. It is considered an important disadvantage of the 
three new models that they invariably predict SST for all possible stimu-
lus triples, which conflicts with the empirical result from choice experi-
ments. A disadvantage that is conmon to all four models is that, in defi-
ance of intuition, the respondent does not become indifferent when he is 
far away from both stimuli, i.e. from the stimulus midpoint. Finally there-
fore, an ideal model is discussed that incorporates such a situation of in-
difference; it appears, however, that even in the case of paired comparison 
data such a model will specify nonmonotonous response curves. The final con-
clusion is therefore that the phases of item selection or item construction 
yield the best opportunity to comply with monotonicity. 
Chapter 6 is devoted to the basic assumption of dichotomous data. Since 
in most cases attitude items possess more than two response categories, the 
multicategorical data should, when specific objectivity is required, either 
be analyzed using the 'Unidimensional Folychotomous Rasch Model (UPRM) or 
be dichotomized so that the dichotomous Rasch model may subsequentially 
be applied. The latter procedure raises the question at which point the 
graded response scale (e.g. disagree very much, disagree, don't know, agree, 
agree very much) should/may be dichotomized. It appears that answering this 
question involves an investigation into the meaningfulness of the UPRM as 
an instrument for subject measurement. 
Since in the case of graded responses the preference for one point of 
dichotomization above another essentially cannot be argued, the requirement 
is introduced that subject measurement should be independent of the choice 
of dichotomization (though the specifc form of the dichotomization is limited 
somewhat). This requirement subsequently is generalized to every arbitrary 
partitioning of the graded response continuum: in the case of graded res-
ponse there should be 'non-interference' between subject measurement and 
category construction. 
Next, focussing on the special partitioning of the dichotomization, it 
is investigated what, in model terms, will be the polychotomous structure 
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of a multicategorical item that possesses non-interference and that can be 
described by means of an appropriate dichotomous Rasch model after a dicho-
tomization. It appears that such a structure can be represented by the 
'Polychotomous Logistic Difference Model' (PLDM). Thus, when the data com-
ply with the PLDM, on the multicategorical level dichotomization will yield 
items that fit the dichotomous Rasch model and that represent (in weak-
monotonous sense) the same subject scale independently of the actual dicho-
tomization. However, since the PLDM does not possess specific objectivity 
in the case of a multicategorical analysis, the multicategorical items 
should be analyzed dichotomously, i.e. by the dichotomous Rasch model, in 
that case. By choosing the point of dichotomization in an optimal way with 
every item, (as was stated above, the choice of this point is irrelevant 
in case of the PLDM because of non-interference) the loss of information 
caused by dichotomizing can be kept within bounds. 
Conversely, it is investigated under which conditions the UPRM posses-
ses non-interference; again, the dichotomization is chosen as a special 
case of a partitioning. The conditions appear to be stringent to such an 
extent that it can be stated that the UPRM generally possesses interference, 
and that for that reason subject measurement will depend in a non-trivial 
way on the construction of the graded response scale in the case of appli-
cations of the UPRM. This means, for instance, that use of the response 
categories (disagree very much, disagree, agree, agree very much) may yield 
quite another subject scale than application of the categories (disagree, 
agree, agree very much). 
Because of interference, the UPRM is not a meaningful instrument for 
the measurement of subjects. Since the UPRM is the only model for multi-
categorical items that allows for specifically objective unidimensional 
subject measurement, the foregoing implies that meaningful (i.e. non-inter-
fering) and specifically objective measurement of subjects on one simple 
dimension using multicategorical items is not possible. 
It has appeared from the treatment of the PLDM that non-interference 
and specific objectivity both hold only at the dichotomous level with that 
model. Moreover, from the foregoing it appears that specific objectivity 
does not go together with non-interference at the polychotomous level. Both 
findings lead to the rather strong conclusion that, in the case of graded 
responses, multicategorical items should, in any case, be analyzed dicho-
tomously. Using this kind of items for subject measurement makes sense only 
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if the point of dichotomization appears to be irrelevant (in such a case 
the original items vili comply with the PLDM). 
Rejecting the UPRM because of non-interference has repercussions for 
the 'Rating Rasch Model' (RRM) of Andrich, which is derived from the UPRM 
and which has been proposed as the appropriate model for graded responses 
in the literature (e.g. by its name). It appears that this model never com-
plies with non-interference, and that it therefore cannot be a meaningful 
instrument for measuring subjects. 
In a simulation study it is investigated to what extent the UPRM and 
the RRM are robust to dichotomizations that are not permitted because of 
interference. The outcomes confirm a result that was derived previously 
in a theoretical way: the current test statistics of the dichotomous Rasch 
model are practically insensitive to an interfering dichotomization of the 
UPRM and the RRM. It does appear however that the estimates of the item pa-
rameters differ substantially between different 'false' dichotomizations, 
which will have an influence on the corresponding estimates of the subject 
parameters. Thus, in this respect interference may reveal itself in the 
Rasch model. 
Chapter 7 goes further into the matter of the question (which was posed 
in the first chapter) for an exact formulation of the measurement theore-
tical property of specific objectivity in case of the Rasch model without 
this property being identified imnediately with the statistical criterion 
of conditional estimation. 
It appears that a formulation proposed by Roskam complies with this 
requirement. In it, specific objectivity is transformed into the requirement 
that the probability of the ordering of an item pair should be independent 
of the selection of a subject from the reference population on the basis 
of whose responses the items are compared to each other (and vice versa). 
It appears that the Rasch model can be derived from this requirement. 
It is investigated whether, and in which way, this formulation can be 
generalized to orderings of more than two items. This appears to be possible, 
and, again, the probability of an ordering of an arbitrary number of items 
(subjects) is independent of the subjects (items) in the Rasch model. On 
the basis of these results the Rasch model can be considered as the natural 
probabilistic counterpart of the Guttman scalogram. 
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SAMENVATTING: Easch-analyse van attitudegegevens 
Deze studie concentreert zich op de toepassing van het testmodel van 
Rasch op attitudegegevens. Hiertoe worden de vijf basisassumpties waarmee 
het Rasch-model equivalent blijkt onder de loep genomen. Daarnaast wordt 
aandacht besteed aande unieke meettheoretische achtergrond van het Rasch-
model . 
In hoofdstuk I wordt het Rasch-model gepresenteerd en wordt uiteenge-
zet in welke zin dit model een unieke plaats inneemt temidden van andere 
itemresponsie-modellen. In een itemresponsie-model wordt het subjectieve 
itemantwoord beschreven door middel van een waarschijnlijkheidsfunctie 
die contingent is op een of meer persoons- en itemparameters. Als zodanig 
onderscheidt het zich van de klassieke testtheorie waarin de stochastiek 
van itemantwoorden opgevat en beschreven wordt als meetfout. Vanwege het on-
derscheid tussen enerzijds een groep van geobserveerde itemresponsies en an-
derzijds een verzameling van latente parameters, behoren itemresponsie-mo-
dellen tot de latente trek-theorie, die op zich weer een subklasse is van 
het algemene latente struktuur-model. 
Het Rasch-model is equivalent met een vijftal assumpties, die in het 
eerste hoofdstuk uitvoerig beschreven worden met het oog op de behandeling 
van de relatie Rasch-model - attitudegegevens in de verdere hoofdstukken. 
De speciale assumptie van 'voldoendheid' maakt dat de parameters van het 
Rasch-model geschat kunnen worden met behulp van de procedure van conditio-
nele grootste aannemelijkheid. Het gevolg is dat gebruik gemaakt kan worden 
van schattings- en toetsingsmethoden waarvan de statistische eigenschappen 
in voldoende mate bekend zijn. Met name wordt aandacht besteed aan recente-
lijk ontwikkelde procedures van 'assumptie-specifiek' toetsen waarbij in 
een reeks van toetsen telkens slechts een of twee van de basisassumpties 
ter discussie staan. 
Zijn conditionele schatting en assumptie-specifiek toetsen, op zich al 
eigenschappen die het Rasch-model een bijzondere plaats geven temidden van 
de itemresponsie-modellen, zijn uniciteit heeft het model te danken aan de 
ermee verbonden meettheoretische eigenschap van 'specifieke objectiviteit'. 
In een specifiek objectief meetmodel levert de vergelijking tussen twee 
objecten (bijvoorbeeld) personen uit een universum van objecten dezelfde uit-
komst voor alle instrumenten (bijvoorbeeld items) uit een universum van in-
strumenten waarmee de objecten vergeleken worden. Het blijkt dat in de groep 
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van probabilistische eendimensionele itemreeponsie-modellen voor dichotome 
gegevens het Rasch-model het enige model is dat specifiek objectieve verge-
lijkingen toestaat, zowel tussen personen onderling als ook tussen items 
onderling. 
Vooruitlopend op het slothoofdstuk wordt tenslotte in het eerste hoofd-
stuk de vraag gesteld naar de exacte probabilistische formulering van de 
eigenschap van specifieke objectiviteit in het kader van het Rasch-model, 
omdat zij dan tot nog toe uitsluitend ofwel in verbale zin gedefinieerd 
werd ofwel geïdentificeerd werd met de conditionele schatttingsprocedure. 
In hoofdstuk 2 wordt het tweede thema van deze studie, de meting van 
attitudes met behulp van het Rasch-model, geïntroduceerd. Uiteengezet wordt 
dat attitudes bestudeerd dienen te worden door middel van onderzoek van for-
mele representaties van de antwoorden op attitude-items. Wanneer als meet-
model het Rasch-model wordt gekozen heeft deze benadering implicaties voor 
de attitudetheorie: Functionele eigenschappen en parameters van het Rasch-
model worden descriptiva van het meten van attitudes, c.q. kenmerken van 
attitude-items. Een aantal uit het gebruik van dit model voortvloeiende ei-
genschappen worden derhalve vergeleken met karakteristieken die in de lite-
ratuur met meer of minder stelligheid aan attitudes worden toegeschreven. 
Vervolgens wordt uiteengezet waarom vooral het Rasch-model een voor-
waarde vormt voor de meting van attitudes. Vanwege specifieke objectiviteit 
is het mogelijk personen in probabilistische zin met elkaar te vergelijken, 
en dus te meten, zonder dat de specifieke keuze van attitude-items uit de 
referentiepopulatie van items voor die speciale attitude, er toedoet. Aan-
gezien door het Rasch-model een eendimensionele persoonsordening kan worden 
bepaald onafhankelijk van de itemkeuze gegeven een referentie-populatie van 
items, biedt het de unieke mogelijkheid om op een zinvolle wijze de homoge-
niteit of 'eenheid' van het responsiedomein, en daarmee van de erdoor gede-
finieerde attitude, vast te stellen. 
Bij de toepassing van het Rasch-model op attitudegegevens dienen de pa-
rameters van dit model op een andere wijze geïnterpreteerd te worden dan 
bij de gebruikelijke toepassingen op intelligentiegebied. Voorbeelden van 
dergelijke interpretaties worden gegeven middels een analogie met een bekend 
attitudemodel uit de sociale psychologie. 
Na deze inleidende stappen passeren een aantal praktijkvoorbeelden de 
revue en wordt een inventaris opgemaakt van de problemen waarop deze toe-
passingen stuitten. Het blijkt dat de moeilijkheden gegroepeerd kunnen wor-
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den volgens de vijf basisassumpties van het Rasch-model. Twee daarvan, mono-
toniciteic en dichotome gegevens, blijken eruit te springen, en deze worden 
derhalve uitvoerig behandeld in de hoofdstukken 3-6. 
Hoofdstuk 3 bestudeert technieken waarmee items die welhaast zeker 
de monotoniciteits-assumptie zullen schenden, opgespoord en geëlimineerd 
zouden kunnen worden voordat het Rasch-model zelf in stelling gebracht wordt. 
Er worden twee van dergelijke voorselectiemethoden besproken, een van Loe-
vinger & Mokken en een van Coombs, Coombs & Lingoes. In beide gevallen 
gaat het om methoden voor de detectie van holomorfe items. Voor een deel is 
dit hoofdstuk een voortzetting, met nieuwe argumenten, van de door de au-
teur in Ι9Θ2 gestarte discussie over de waarde die aan de techniek van 'Mok-
ken-schaalanalyse' gehecht zou moeten worden. 
In de klasse van holomorfe twee-parameter responsie-modellen (waartoe 
het Rasch-model behoort) is de responsiefunctie een stijgende functie van 
de persoonsparameter en een dalende functie van de itemparameter. Op grond 
van deze 'dubbele monotoniciteit' kunnen een aantal ordinale eigenschappen 
van de itemmarginalen afgeleid worden die, althans in theorie, toetsbaar 
zijn zonder dat de specifieke vorm van de responsiefunctie geëxpliciteerd 
wordt. Aldus lijkt nonparametrische voorselectie van monotone items mogelijk. 
Naast dergelijke ordeningscriteria leveren beide voorselectiemethoden 
een coëfficiënt, gedefinieerd voor paren van items, op grond waarvan de mo-
notoniciteit van afzonderlijke items en de holomorfie van groepen van items 
op een wat meer exacte wijze ingeschat en, uitsluitend in het geval van de 
methode van Loevinger & Mokken, getoetst zou kunnen worden. Het blijkt ech-
ter dat beide coëfficiënten lijden aan het euvel dat de opname van items in 
de uiteindelijke 'holomorfe' verzameling mede afhankelijk is van voor holo-
morf ie irrelevante eigenschappen van de items of personen. 
In het tweede deel van het hoofdstuk worden middels een toepassing op 
het gebied van de arbeidspsychologie enige andere voorselectiemethoden voor 
monotoniciteit op hun werkzaamheid beproefd. Een tweede oogmerk van dit 
praktijkvoorbeeld is de illustratieve introductie van zaken als 'itemrich-
ting' en 'itemdichotomisering' die in de volgende hoofdstukken op een meer 
theoretische wijze behandeld worden. 
De gebruikte voorselectiemethoden concentreren zich op 'inter-item-
monotoniciteit' (methoden: ordinale itemcorrelaties, factoranalyse van te-
trachorische correlaties) en op 'intra-item-monotoniciteit' (methoden: com-
ponenten-analyse van categorische gegevens). Door vergelijking met de resul-
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tacen van Raschanalyses op dezelfde itemlij st blijkt dat de gebruikte metho-
den enige waarde kunnen hebben bij de voorselectie van items, en dat met name 
voorselectie op itemrichting onmisbaar is voor een efficiënte Raschanalyse. 
Bij deze laatste voorselectie gaat het erom de dichotome items zodanig te 
(her-)coderen dat onveranderd de antwoordcode I indicatief is voor een gro-
tere attitudepositie dan de antwoordcode 0. 
In hoofdstuk 4 wordt het probleem van de monotoniciteit bestudeerd aan 
de hand van de itemconstructie. Voorselectie op monotoniciteit zou efficiënt 
en ondubbelzinnig kunnen plaatsvinden als men zou beschikken over de inhou-
delijke kenmerken van een monotoon item. Om te kunnen voorselecteren op ba-
sis van deze 'substantiële' monotoniciteit dienen aspecten van de verbale 
formulering van een itou gerelateerd te worden aan de formele kenmerken van 
het item als beschreven door een itemresponsie-model. Indien monotone items 
traceerbaar zouden zijn op grond van grasmaticale en semantische aspecten 
van hun verwoording, verbindt een substantiële itemtheorie structurele ken-
merken van de manifeste itemfonmlering met formele kenmerken van de latente 
itemrepresentatie. 
Na deze inleiding worden twee voorbeelden van mogelijke criteria voor 
substantiële monotoniciteit opgespoord en, middels voorbeelden, besproken. 
Meer kan op dit moment niet geboden worden: Het hoofdstuk schetst een moge-
lijk onderzoeksprograima, geeft enige richtsnoeren, maar bestaat vooral uit 
de enigszins casuletische bespreking van kenmerken van substantiële monoto-
niciteit middels een aantal voorbeelden van attitude-items. 
Op grond van een studie van de aard van de latente schalen in monotone 
en nonmonotone itemresponsie-modellen, worden twee mogelijke kenmerken van 
substantiële monotoniciteit besproken. 
Ten eerste kan voor het subject de toevoeging van een stimulus a aan 
een stimulus b tot gevolg hebben dat ofwel de combinatie a&b beter is dan of 
gelijk is aan (d.w.z. met grotere of gelijke kans tot een positief antwoord 
leidt) a of b, ofwel a&b minder aantrekkelijk is dan a of b. In het eerste 
geval wordt van een 'compound' stimuluspaar gesproken en in het tweede ge-
val van een 'contingent' stimuluspaar. Het blijkt dat er redenen zijn om aan 
te nemen dat items waarin een contingent stimuluspaar als object voorkomt, 
de assumptie van monotoniciteit zullen schenden. Aangezien het onderscheid 
compound/contingent niet direct afleesbaar is van de itemformulering, ligt 
zijn nut vooral in de mogelijkheid eenvoudige Rasch-model-vrije experimenten 
(of eventueel gedachtenexperimenten) op te zetten om kenmerken van substan-
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tiile monotoniciteit op het spoor te komen. 
Als een tweede criterium voor substantiële monotoniciteit wordt ver-
volgens 'comparativiteit' voorgesteld: Als het item een comparatief bevat 
('groter dan', 'tenminste', 'nooit', etc.) zal het met grote waarschijnlijk-
heid monotoon zijn. Comparativiteit is, i.t.t. compound/contingent, in het 
algemeen wel direct te herkennen aan de verwoording van het item. De twee 
voorgestelde kenmerken van substantiële monotoniciteit worden vervolgens 
toegepast op een aantal van de in hoofdstuk 2 besproken praktijkvoorbeel-
den van Raschanalyses van attitudevragenlijsten. 
In hoofdstuk 5 worden modellen voor nonmonotone items besproken. De 
basisassumptie van monotoniciteit wordt dus losgelaten, en in plaats daarvan 
wordt een itemresponsie-model waarin met nonmonotone items nochtans speci-
fiek objectieve subjectmeting mogelijk is, op zijn plausibiliteit doorge-
licht. 
Het bewuste model blijkt een model voor probabilistische ontvouwing 
('unfolding') en derhalve krijgt het de benaming Rasch-Homogeen Unfolding 
Model (ИЩИ). In plaats van met 'single stimulus-data' waarin de respondent 
gevraagd wordt ëén attitude-item te aanvaarden of te verwerpen, werkt het 
RHUM met paarsgewijze keuze-gegevens waarin de persoon gevraagd wordt zijn 
voorkeur uit te spreken voor ëén van twee in een paar samengebrachte atti-
tude-items. Monotoniciteit wordt verkregen doordat de probabiliteit van de 
keuze van het eerste item uit het paar in het model wordt beschreven als een 
monotone functie van de afstand tussen de persoonsparameter en het middel-
punt van de twee item-parameters. 
Het blijkt mogelijk de subject- en middelpuntsparameters specifiek ob-
jectief te schatten. Bovendien kunnen uit de laatste de itemparameters door 
middel van een speciale vorm van het lineair logistische testmodel geschat 
worden; op deze wijze is de plausibiliteit van deze reductie van parameters 
statistisch toetsbaar. 
Uit het RHUM zijn voorspellingen afleidbaar over de te verwachten ni-
veau's van stochastische transitiviteit bij verschillende stimulus-drietal-
len. Een belangrijke want met het ontvouwingsmodel van Coombs contrasteren-
de predictie is die van 'moderate stochastic transitivity' (MST) bij unila-
terale stimulus-drietallen; Coombs voorspelt 'strong stochastic transitivi-
ty' (SST) voor zulke drietallen. Door middel van heranalyse van gegevens 
van ontvouwingstoepassingen in de literatuur blijkt dat op grond van deze 
voorspelling de validiteit van het RHUM twijfelachtig is. 
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De voornaamste oorzaak van dit feilen van het RHUM is dat de latente 
afstand tussen de parameters van de twee stimuli uit het keuzepaar géén 
invloed heeft op de subjectieve preferentie. Als die afstand wordt gezien 
als een maat voor de discriminatie tussen de twee stimuli, vereisen zowel 
de psychologische intuïtie als het empirisch materiaal de predictie van 
SST bij unilaterale drietallen. 
Derhalve worden vervolgens een drietal modellen voor probabilistisch 
ontvouwen besproken waarin wel SST voorspeld wordt bij unilaterale stimulus-
drietallen. Het viertal van modellen kan via twee indelingscriteria met el-
kaar vergeleken worden; unieke classificatie in een vierveldentabel blijkt 
mogelijk. Als belangrijk nadeel van de drie nieuwe modellen wordt gezien 
dat ze onveranderlijk SST bij alle soorten stimulus-drietallen voorspellen, 
hetgeen in strijd is met de empirische gegevens uit keuzeexperimenten. Als 
gemeenschappelijk nadeel van alle vier de besproken modellen geldt dat, in 
strijd met de intuïtie, de respondent niet indifferent wordt als deze zich 
ver verwijderd weet van beide stimuli, i.e. van het stimulusmiddelpunt. Ten-
slotte wordt derhalve een ideaalmodel besproken dat een dergelijke indif-
ferentiesituatie incorporeert; het blijkt echter dat zulk een model ook in 
het geval van paarsgewijze keuze-gegevens nonmonotone responsiecurven zal 
specificeren. De eindconclusie luidt daarom dat de beste gelegenheid om 
aan monotonieiteit te voldoen geboden wordt in de fasen van itemselectie of 
itemconstructie. 
In hoofdstuk 6 staat de basisassumptie van dichotome gegevens centraal. 
Aangezien in de meeste gevallen attitude-items voorzien zijn van meer dan 
twee antwoordcategorieën dienen, om te voldoen aan specifieke objectiviteit, 
de meercategoriële gegevens ofwel geanalyseerd te worden met het 'unidimen-
sionele polychotome Rasch-model'(UPKM), ofwel gedichotomiseerd te worden zo-
dat vervolgens het dichotome Rasch-model toegepast kan worden. De laatste 
procedure werpt de vraag op op welk punt de gegradeerde antwoordschaal (bijv. 
zeer mee oneens, mee oneens, weet niet, eens, zeer mee eens) gedichotomiseerd 
moet/mag worden. Het blijkt dat beantwoording van deze vraag met zich mee-
brengt dat de vraag gesteld moet worden naar de zinvolheid van het UFRM als 
een middel voor persoonsmeting. 
Aangezien er bij gegradeerde responsies geen argumenten te geven zijn 
waarom het ene dichotomisatiepunt boven het andere zou moeten worden verko-
zen, wordt als eis ingevoerd dat subjectmeting onafhankelijk moet zijn van 
de gekozen dichotomisering (aan de aard van de dichotomisering worden overi-
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gens zekere grenzen gesteld). Deze eis wordt vervolgens uitgebreid tot elke 
willekeurige partitionering van het gegradeerde responsie-continuum: Er 
dient in het geval van gegradeerde responsies sprake te zijn van 'non-inter-
ferentie' tussen subjectmeting en categorieconstructie. 
Vervolgens wordt voor de speciale partitionering van de dichotomisering 
nagegaan hoe in modeltermen de polychotome struktuur eruit zal zien van een 
meercategoriëel item dat non-interferentie bezit en dat na dichotomisering 
met een passend dichotoom Rasch-model beschreven kan worden. Die struktuur 
blijkt beschreven te kunnen worden door het 'polychotome logistische dif-
ferentie-model' (PLDM). Als de gegevens op meercategoriëel niveau aan het 
PLDM voldoen, zal dus dichotomisering resulteren in items die aan het di-
cho tome Rasch-model voldoen en die, onafhankelijk van de dichotomisering, 
dezelfde (in zwak-monotone zin) persoonsschaal representeren. Omdat echter 
het PLDM bij meercategoriële analyse niet aan specifieke objectiviteit vol-
doet, dienen in dit geval de meercategoriële items dichotoom, d.w.z. vol-
gens het dichotome Rasch-model, geanalyseeerd te worden. Door bij elk item 
het dichotomisatiepunt optimaal te kiezen (zoals gezegd is de keuze van dat 
punt bij het PLDM vanwege non-interferentie irrelevant) kan het verlies aan 
informatie ten gevolge van de dichotomisering beperkt worden. 
Omgekeerd wordt vervolgens onderzocht onder welke voorwaarden het UPRM 
non-interferentie bezit, waarbij opnieuw als speciaal geval van een parti-
tionering de dichotomisering wordt gekozen. Die voorwaarden blijken zodanig 
stringent dat gesteld kan worden dat in het algemeen het UPRM interferen-
tie bezit, en dat derhalve bij toepassingen van het UPRM de persoonsmeting 
in niet-triviale zin afhankelijk is van de constructie van de gegradeerde 
antwoordschaal. Dat betekent dat bijvoorbeeld gebruik van de antwoordcate-
gorieën (zeer mee oneens, oneens, eens, zeer mee eens) een wezenlijk andere 
persoonsschaal kan opleveren dan toepassing van de categorieën (oneens, eens, 
zeer mee eens). 
Vanwege interferentie is het UPRM geen zinvol middel voor de persoons-
meting. Aangezien het UPRM het enige model voor meercategoriële items is 
dat specifiek objectieve eendimensionele persoonsmeting toelaat, volgt uit 
het voorgaande dat zinvolle (d.w.z. niet interfererende) én specifiek objec-
tieve meting van personen op één dimensie met meercategoriële items niet 
mogelijk is. 
Uit de behandeling van het PLDM is gebleken dat non-interferentie en 
specifieke objectiviteit voor dat model slechts op dichotoom niveau samen-
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gaan. Uit het voorgaande blijkt bovendien dat specifieke objectiviteit en 
non-interferentie niet samengaan op polychotoom niveau. Beide bevindingen 
leiden tot de tamelijk sterke gevolgtrekking dat in het geval van gegradeer-
de responsies meercategoriële items in ieder geval dichotoom geanalyseerd 
dienen te worden. Gebruik van deze items voor persoonsmeting heeft alleen 
dan zin als het dichotomiseringspunt er niet toe blijkt te doen (dan zullen 
de oorspronkelijke items aan het PLDM voldoen). 
De verwerping van het UPRM vanwege interferentie heeft haar weerslag 
op het van het UPRM afgeleide 'rating Rasch-model' (RRM) van Andrich, dat 
in de literatuur is gepresenteerd als hét aangewezen model voor gegradeer-
de responsies. Het blijkt dat dit model nooit aan non-interferentie kan 
voldoen, en dat het derhalve geen zinvol middel voor persoonsmeting is. 
In een simulatiestudie wordt onderzocht in hoeverre het UPRM en het 
RRM robuust zijn voor niet toegestane want interfererende dichotomiseringen. 
De uitkomsten bevestigen het tevoren langs theoretische weg afgeleide re-
sultaat dat de gangbare toetsingsgrootheden van het dichotome Rasch-model 
praktisch ongevoelig zijn voor een interfererende dichotomisering van het 
UPRM of het RRM. Wel blijken de schattingen van de itemparameters sterk te 
verschillen tussen verschillende incorrecte dichotomiseringen, hetgeen van 
invloed zal zijn op de corresponderende schattingen van de persoonsparame-
ters. Dus in dit opzicht kan interferentie in de Rasch-analyse aan het licht 
treden. 
In hoofdstuk 7 wordt ingegaan op de in het eerste hoofdstuk gestelde 
vraag hoe de meettheoretische eigenschap van specifieke objectiviteit in 
het geval van het Rasch-model op een exacte wijze geformuleerd kan worden 
zonder dat ze onmiddelijk vereenzelvigd wordt met het statistische crite-
rium van conditionele schatting. 
Een door Roskam voorgestelde formulering blijkt aan deze eis te vol-
doen. Specifieke objectiviteit wordt daarin vertaald in de eis dat de pro-
babiliteit van de ordening van een itempaar onafhankelijk moet zijn van 
de keuze van een persoon uit de referentiepopulatie op grond van wiens 
antwoorden de items vergeleken worden (en vice versa). Uit deze eis blijkt 
het Rasch-model afgeleid te kunnen worden. 
Onderzocht wordt of en op welke wijze deze formulering kan worden uit-
gebreid naar ordeningen van meer dan twee items. Dat blijkt mogelijk, en 
opnieuw blijkt dat de probabiliteit van een ordening van een willekeurig 
aantal items (personen) onafhankelijk is van de personen (items) in het 
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Rasch-model. Op grond van deze bevindingen kan het Rasch-model beschouwd 
worden als de natuurlijke probabilistische tegenhanger van het Guttman-sca-
logram. 
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GLOSSARY OF FREQUENTLY USED SYMBOLS 
Symbols that have only local relevance are oramitted. 
symbol meaning definition on page 
a . dichotomous variable indicating a positive 3 
(1) or negative (0) response of subject ν 
to item i 
a
n
. total number of subjects responding positi- 3 
vely to item i 
vO 
total number of items responded positively 3 
by subject ν 
d(v,i) latent distance between subject ν and item i 144 
d(i,j) latent distance between item i and item j '55 
d(v,ij) latent distance between subject ν and the mid- '65 
point of items i and j 
D(h) dichotomization in which responses above cate- '77 
gory h-l are scored 1 and responses below cate­
gory h are scored 0 
DN dichotomization in which the category of indif- 97 
ference is coded 0 
DY dichotomization in which the category of indif- 97 
ference is scored I 
f(a .|λ .) response function for subject ν and item i 5 
Η.. coefficient of scalability of the items i and j 73 
(used by Loevinger & Mokken) 
К number of items 3 
L the Andersen test statistic 34 
N number of subjects £ 
ρ .(+) probability of subject ν responding positively 8 
to item i 
ρ . probability of subject ν responding positively 17 
to item i 
p. proportion of subjects responding positively to 68 
item i 
p..(1,1) proportion of subjects responding positively to 68 
ij item i and item j 
p.. proportion of subjects responding positively to 73 
item i and item j 
ρ (i,j) probability of subject ν choosing item i from 146 
the pair (i,j) 
ρ .(h) probability of subject ν choosing category h with 178 
item i 
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meaning definition on page 
the Van den Wollenberg test statistic for 38 
monotonieity/sufficiency 
the Van den Wollenberg test statistic for 40 
local stochastic independence/unidimensio-
nality 
ordering of the items i and j 230 
rav score of subject v; number of itens 23 
responded to positively by subject ν 
domination relation between subject ν and 230 
item i 
coefficient of scalability of the items i 81 
and j (used by Coombs, Coombs & Lingoes) 
the Fischer-Scheiblechner test statistic 33 
difference between n. and η. , 189 
η n~l 
discriminative power of item i 9 
discrimination of the item pair (i,j) 155 
elementary symmetric function of order r 24 
elementary symmetric function of order r-l 25 
with element i excluded 
item parameter 10 
parameter of dichotomization D(h) 188 
subject parameter 10 
parameter of the response function for sub- s 
ject ν and item i 
subject parameter 7 
model proportion of subjects responding posi- 30 
tively to item i 
probability of a subject with raw score r res- 24 
ponding positively to item i 
probability of subject ν responding positively 24 
to item i 
probability of a subject with raw score г res- 28 
ponding positively to both items i and j 
probability of subject ν responding positively 28 
to both items i and j 
item parameter 9 
itera midpoint parameter 144 
threshold parameter in the rating Rasch Model 181 
symbol meaning definition on page 
φ scoring parameter of category h in the 180 
Unidimensional Polychotomous Rasch model 
φ category parameter in the Unidimensional 179 
Polychotomous Rasch Model 
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STELLINGEN 
1. Propagandisten van een bepaald mathematisch model voor een aspect 
van psychologisch gedrag dienen door middel van de theoretische 
afleiding van welomschreven, interpreteerbare, en eenvoudig obser-
veerbare raodeleigenschappen, de plausibiliteit en de beperkingen 
van het voorgestelde model voor het betreffende gedragsdomein in 
te schatten. 
2. Toepassing van het Rasch-model op attitudequestionnaires kan als 
positief gevolg hebben dat er meer aandacht besteed zal worden aan 
de fasen van de formulering van de items en de constructie van de 
vragenlijst. Immers, in tegenstelling tot bijvoorbeeld factoranaly-
se levert een Raschanalyse niet altijd wat op. 
3. Er dient gestreefd te worden naar een substantiële itemtheorie waar-
in structurele kenmerken van de manifeste itemformulering verbonden 
worden met formele eigenschappen van de latente itemrepresentatie in 
een meetmodel. 
4. In tegenstelling tot wat de benaming suggereert is het Rating Rasch-
Model van Andrich (1978) wezenlijk ongeschikt voor de analyse van 
rating-gegevens. 
Andrich, D. Psychometrika, 1978, 43, 561-573. (Dit proefeahrift) 
5. Andersen (1977), en in navolging van deze Andrich (1978), verbinden 
een foutieve gevolgtrekking aan de situatie van gelijke categorie-
scoringsparameters in het unid imens ione le polychotocie Rasch-model. 
Andersen, E.B. Psychometrika, 1S77, 42, 69-81; 
Andrich, D. Psychometrika, 1978, 43, 561-573. (Dit proefschrift) 
6. Indien gestreefd wordt naar non-interferentie en specifieke objec-
tiviteit dienen multicategoriële gegradeerde items dichotoom geana-
lyseerd te worden. 
(Dit proefschrift) 
7. Het Rasch-model moet beschouwd worden als de natuurlijke probabilis-
tische tegenhanger van het Guttman-scalogram. 
8. Uit de assumpties van lineariteit en homoscedasticiteit, die ten grond-
slag liggen aan een veel gebruikte correctieformule voor 'restriction 
of range' van de correlatiecoëfficiènt, kan een nieuwe correctiefor-
mule afgeleid worden, met zowel theoretische als praktische implicaties. 
Jansen, P.G.W. Correction for restriction of range: A new formula from 
old assumptions, 1983; Corrections for restriction of range: A neu form-
ula and some implicatione, 1983. 
9. Variatie van overt gedrag in verschillende situaties door dezelfde 
persoon betekent niet noodzakelijkerwijs dat persoonlijkheidstrek-
ken niet cross-situationeel constant zijn; deze observatie kan na-
melijk ook in overeenstemming zijn met een probabilistisch latente 
struktuurmodel met variërende situatieparameters en constante per-
soonsparameter. 
Jansen, P.G.W., & Van der Maesen de Sombreff, P.E.A.M. Persoonscon-
sistentie en testhomogeniteit. 's-Gravenhage: Rijks Psychologische 
Dienst, 1983. 
10. De recente discussie in De Psycholoog over de procedure van valïdi-
teitsgeneralisatie zoals toegepast door Schmidt & Hunter onderstreept 
dat de methodisering en verwetenschappelijking, en daardoor optimali-
sering, van de personeelsselectie als een van de belangrijkste ver-
worvenheden van de psychologie beschouwd moet worden. 
Hofstee, W.K.B. De Psycholoog, 1982, 17, 697-70?; 1983, 18, 402-409; 
Roe, R.A., Algera, J.A., Jansen, P.G.W., & Vijn, F. De Psycholoog, 
1983, 18, 202-206; nr. 9. 
11. Het geeft te denken dat nog in de eerste bijdruk (d.d. 1980) van het 
in Nederland als een standaardwerk geldende handboek 'Inleiding in de 
testtheorie' door Drenth (oorspronkelijke druk 1975) de met de moder-
ne testtheorie nauw verbonden naam van Fischer consequent verkeerd 
wordt gespeld (namelijk als 'Fisher', cf. pp. 48, 388, 409). 
Drenth, P.J.D. Inleiding in de testtheorie. Deventer: Van Loghum 
Slaterus, 1975. 
12. De, ook relatief, drastische achteruitgang van de arbeidsvoorwaarden 
bemoeilijkt de capabele bezetting van tijdelijke onderzoeksplaatsen 
aan de universiteit en bedreigt daardoor, op termijn, de kwaliteit 
van het wetenschappelijk onderzoek. 
13. De overeenkomst tussen beleidsambtenaren en zoutzuur is niet het op-
lossend vermogen. 
's-Gravenhage, 9 november 1983 
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