ABSTRACT Deng entropy has been proposed to measure the uncertainty degree of basic probability assignment in evidence theory. In this paper, the condition of the maximum of Deng entropy is discussed. According to the proposed theorem of the maximum Deng entropy, we obtain the analytic solution of the maximum Deng entropy, which yields that the most information volume of Deng entropy is bigger than that of the previous belief entropy functions. Some numerical examples are used to illustrate the basic probability assignment with the maximum Deng entropy.
obtained from two independent sources is preserved; when we join two independent problems, the total information is preserved''.
In Ref. [19] , Prof. Tsallis emphasized the concept of nonadditive entropy. He presented that ''If the system is constituted by N equal elements which are not strictly independent, but quasi-independent instead (i.e., not too strongly correlated, in some nonlocal sense to be further clarified later on; typically for a Hamiltonian many-body system whose elements interact through short-range interactions, or which are weakly quantum entangled), the additivity of entropy guarantees its extensivity in the thermodynamical sense '' If, on the contrary, the correlations between the N elements are strong enough (a feature which might typically occur for nonergodic states, e.g., in Hamiltonian many body systems with long-range interactions, or which are strongly quantum entangled), then the extensivity of entropy might be lost (at least at the level of a large subsystem of a much larger system), being therefore incompatible with classical thermodynamics [19] .
Hence, Tsallis entropy is a type of nonadditive entropy under certain conditions, for it consider the influence of the correlations of the states in a system. If the correlations are weak or none, Tsallis entropy degenerates into Shannon entropy, additivity law is satisfied. If the correlations are strong, additivity law is unsatisfied.
Similarly, Deng entropy also considered the interactions of the states, which has discussed above. It can be easily proofed if the interactions are weak or none, Deng entropy degenerates into Shannon entropy, additivity law is satisfied. In addition, if the interactions are strong, additivity law of Deng entropy is unsatisfied. Deng entropy has been used in applications [30] [31] [32] [33] .
The maximum entropy principle is widely used in many applications [34] [35] [36] . However, the maximum belief entropy has not been presented. In this paper, the maximum Deng entropy will be proposed.
The paper is organized as follows. The preliminaries briefly introduce some concepts about Dempster-Shafer evidence theory, Deng entropy in Section 2. In Section 3, the maximum belief entropy is proposed, the analytic solution of the belief entropy is discussed, and the belief assignment with max belief entropy under certain focal elements is discussed. Finally, this paper is concluded in Section 4.
II. PRELIMINARIES
In this section, some preliminaries are briefly introduced.
A. DEMPSTER-SHAFER EVIDENCE THEORY
Dempster-Shafer theory (short for D-S theory) is presented by Dempster [7] and Shafer [8] . This theory is widely applied to uncertainty modeling [37] [38] [39] , decision making [40] [41] [42] [43] , fault diagnosis [44] , [45] , reliability analysis [46] [47] [48] [49] [50] , target recognition [51] , [52] , conflicting management [53] [54] [55] [56] [57] [58] and information fusion [59] [60] [61] . D-S theory has many advantages to handle uncertain information [62] [63] [64] . First, D-S theory can handle more uncertainty in real world. In contrast to the probability theory in which probability masses can be only assigned to singleton subsets, in D-S theory the belief can be assigned to both singletons and compound sets. Second, in D-S theory, prior distribution is not needed before the combination of information from individual information sources. Third, D-S theory allows one to specify a degree of ignorance in some situations instead of being forced to be assigned for probabilities. Some basic concepts in D-S theory are introduced.
Let X be a set of mutually exclusive and collectively exhaustive events, indicated by
where set X is called a frame of discernment (FOD). The power set of X is indicated by 2 X , namely 
which satisfies the following condition:
where A is a focal element if m(A) is not 0 [7] , [8] . Recently, some operations on BPA are presented such as negation [65] and correlation [66] . There are plenty of methods to study Dempster-Shafer theory to expand its applications [67] [68] [69] . However, entropy plays an essential role in uncertainty. The paper mainly discusses the property of entropy.
The follow part reviews the main ideas of dealing with the uncertainty that a BPA. Yager [70] makes the distinction between two types of uncertainty called discord (or randomness or conflict) and non-specificity. The first one has been related to entropy and the second one to imprecision. One is associated with cases where the information is focused on sets with empty intersections and the other one is associated with cases where the information is focused on sets with cardinality greater than one [71] , [72] .
Assume that X is FOD, A and B are focal elements of the mass function, and |A| denotes the cardinality of A. Then, definitions of some main uncertainties measures of BPA in DST framework are briefly introduced as follows. In this paper, we mainly conclude the most uncertainty and its conditions of these measures of BPA.
B. HOHLE'S CONFUSION MEASURE
Hohle's confusion measure is one of earlier confusion measures for D-S theory was due to Hohle [73] .
The maximum uncertainty of
The constraints mean the beliefs are only assigned to the single focal sets, and uniformly distributed [73] .
C. YAGER'S DISSONANCE MEASURE
Dissonance measure of BPA was defined by Yager as follow [70] :
The constraints mean that the focal elements are disjoint and uniformly distributed. As in Ref. [70] , Yager denotes the maximal number of disjoint subsets of X consist of the |X | disjoint sets of singletons and has a value of log 2 |X | when the belief mass is equally divided.
D. HIGASHI & KLIR'S WEIGHTED HARTLEY ENTROPY
Higashi & Klir's entropy is shown as follow [74] :
The maximum uncertainty of E DP is log 2 (|X |) such that m (X ) = 1, and m (A) = 0, ∀A ⊂ X [74] . The constraints mean that Higashi & Klir's entropy obtains its maximal value when the belief are all assigned to the full set X where the unknown information is the most.
E. KLIR & RAMER'S DISCORD MEASURE
Klir & Ramer's discord measure is denoted as follow [75] :
The constraints mean the beliefs are only assigned to the single focal sets, and uniformly distributed [75] .
F. KLIR & PARVIZ''S STRIFE MEASURE
Another strife measure of BPA was defined by Klir and Ramer, as follow [76] :
The maximum uncertainty of S KP (m) is log 2 (|X |) such that m ({θ i }) = 1 |X | , ∀θ i ∈ X . The constraints mean the beliefs are only assigned to the single focal sets, and uniformly distributed [76] .
G. GEORGE & PAL'S CONFLICT MEASURE
The total conflict measure prospered by George & Pal,denoted as H GP , is defined as follow [77] :
The constraints mean the beliefs are only assigned to the single focal sets, and uniformly distributed [77] .
H. WANG & SONG'S INTERVAL MEASURE
Wang & Song's interval measure denoted by SU WS is defined as follows [37] ,
The maximum uncertainty of SU WS is |X | such that
The constraints mean the beliefs are only assigned to the single focal sets with the most unknown information [37] .
I. DENG ENTROPY
With the range of uncertainty mentioned above, Deng entropy [26] can be presented as follows
where, F i is a proposition in mass function m, and |F i | is the cardinality of F i . As shown in the above definition, Deng entropy, formally, is similar with the classical Shannon entropy, but the belief for each proposition F i is divided by a term (2 |F i | − 1) which represents the potential number of states in F i (of course, the empty set is not included) [78] .
Specially, Deng entropy can definitely degenerate to the Shannon entropy if the belief is only assigned to single elements. Namely,
In Dempster-Shafer theory, there are many methods to measure the uncertainty [79] . Deng entropy has attracted a lot of attention [80] [81] [82] [83] because its measure of total non-specificity and discord. Hence, analysing the maximum Deng entropy is essential, which can get Deng entropy to more applications.
In this section, we summarize the main different uncertainty measures. The maximal values and their conditions of the different uncertainty measures are concluded in Table 1 . From the Table 1 , most of the previous uncertainty measures support the maximal value of BPA as log 2 (|X |) from two types of uncertainty called discord (or randomness or conflict) and non-specificity. Then Deng and Deng [23] think if the states of the system are uncertain, the maximum entropy may be larger than classical entropy. As the Ref. [23] describes, if the states of x extend to {x 1 }, {x 2 }, . . . , {x N }, {x 1 , x 2 }, {x 1 , x 3 }, . . . , {x 1 , x 2 , . . . , x N }, and ∅, the most uncertainty of the systems becomes |X |. The work of Wang and Song [37] support the idea of Deng and Deng [23] . The changes happen where the non-specificities are different. We have briefly give the explanations of the changes for non-specificity in the part of introduction. In the following section, we focus the maximum Deng entropy and its conditions.
In section III, the condition of the maximum belief entropy is discussed. A simple example with two-scale frame of discernment is used to illustrate the computation of the maximum belief entropy in this section.
III. THE MAXIMUM DENG ENTROPY
Assume F i is the focal element and m(F i ) is the basic probability assignment for F i , then the maximum Deng entropy for a belief function happens when the basic probability assignment satisfy the condition m (
, where i = 1, 2, . . . , 2 X − 1, and X is the scale of the frame of discernment.
Theorem 1 (The maximum Deng entropy): The maximum Deng entropy:
Then the Lagrange function can be defined as
Now we can calculate the gradient,
Then Eq. (15) can be simplified as
From Eq. (16), we can get
Let
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According to Eq. (13), we can get
According to Eq. (18), we can get
Hence, the maximum belief entropy 
Proof: According to Theorem 1, the Deng entropy obtains its maximum value when the basic probability assignment satisfy the condition m (
, where i = 1, 2, . . . , 2 X − 1, and X is the scale of the frame of discernment. Hence,
Because i 2 |F i | − 1 is constant for a sure frame of discernment, then
Hence, The maximum Deng entropy changing with different scale of FODs can be shown in Table 2 and Figure 2 . 
IV. CONCLUSION AND FUTURE WORK
In this paper, we proposed the maximum Deng entropy and got the analytic solution of the maximum Deng entropy. Some numerical examples is used to illustrate the basic probability assignment and the analytic solution of the maximum Deng entropy. In the future work, we plan to try the maximum Deng entropy in the applications of fractals and quantum physics, e.g. self-similarity of the complex systems, and measurement of quantum entanglement, etc.
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