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ABSTRACT
The subject of this dissertation is concerned almost exclusively with soft x-ray spectroscopy
of the 3d transition metals. These relatively common metals, owing to their widespread
availability, are already used in all facets of technology. Stainless steel is largely chromium,
iron, and nickel; copper wires transmit nearly all of our electricity; nickel is used in the
making of margarine. Their wide range of electronic properties, strength, and usefulness in
chemical reactions underpins their versatility to the point where they are used in essentially
everything we manufacture. Key to this thesis is their ability to induce magnetism. If
realized, spintronic technologies would harness the semiconducting electronic properties of
a material, while also utilizing the induced magnetic properties to transport spin polarized
charge. The ability to advance digital logic (0s and 1s) from its current state as on/off
switches controlled solely via current, to the spintronic method of flipping spins to an up or
down state, would have vast consequences for the computing world. Heat dissipation and
cooling issues would largely vanish, and computing speed would show large improvements,
while being non-volatile when power is lost.
Succinctly put, the broad goal of my studies focused on how transition metal impurities
doped into host semiconductors in small proportions can influence the host material’s elec-
tronic and magnetic properties. This was accomplished primarily through modelling exper-
imental spectra with theoretical calculations, and then extracting information through their
agreement. In doing this, it is possible to determine fundamental quantitative properties of
for each 3d ion, and how each ion situates itself within the host lattice. This information
can then be linked back to known properties of the material in order to determine which 3d
ions, host materials, and synthesis conditions show promise for spintronic or other related
ii
technologies.
For the study concerning Bi2Te3 it was shown that the various transition metals Cr, Mn,
Fe, Co, Ni, and Cu each integrate themselves into the host crystal in a particular fashion.
Manganese atoms substitute cleanly into Bi sites; chromium atoms are not absorbed into
the bulk, but only the surface; iron prefers a mixture of oxidation states; and for cobalt and
nickel a mixture of configurations was found. Similarly, with host materials TiO2 and ZnO,
DFT calculations predicted that the probability of substitution by a transition metal atom
into a Zn or Ti site decreased in probability as the atomic number of the dopant metal atom
increases, with a greater chance of metallic clustering in TiO2. Spectroscopic measurements,
along with crystal field calculations confirmed these trends though modelling and direct
comparison of calculation and experiment. This allowed us to extract real physical properties
of the system, such as oxidation state, local symmetry, and effects d-orbital energies, via the
calculation parameters.
In the ferromagnetic compound NiFe2O4, the Fe atoms are responsible for the magnetism,
but are in three different unique sites of various oxidation states and symmetries. By the-
oretically modelling x-ray magnetic circular dichroism experiments I have shown how these
three sites can be readily distinguished, and how the interplay between their individual con-
tributions to the magnetism are necessary to understand how the bulk magnetism arises.
Furthermore, only through modelling the experimental XMCD with calculations can it be
understood how aluminum alloying affects the overall magnetism. As more non-magnetic
aluminum atoms replace magnetic iron atoms, the overall strength of the magnetism does not
continuously decrease, but in fact begins to increase again at a certain point; this unexpected
and unintuitive result can only be explained using the methodology described above.
Structural changes in regular white TiO2 occur under a high pressure atmosphere that
cause it to turn black, as a result of mid band gap states forming. I was able to adapt a
generally hard x-ray technique (EXAFS) to the soft x-ray regime using the capabilities of the
REIXS beamline at the Canadian Light Source to probe the change in interatomic distances
between the white and black materials and observe the undergone structural changes. The
shift in atomic distances were then compared to distorted structures of the nominal material
and a distortion in the vicinity of an oxygen vacancy were able to solve the dilemma of the
nature of the distortion.
The Chelyabinsk meteorite had a thermomagnetic analysis performed on it to determine
the various Curie temperatures of the magnetic materials contained in it, which consists
of nickel and iron. Through comparisons with magnetic phase charts, we showed that the
meteorite contains an iron-nickel alloy, which is quite common. But the breakthrough finding
that had not been observed before was the discovery of an extremely pure form of iron, which
hadn’t ever been observed to occur naturally before.
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CHAPTER
ONE
INTRODUCTION
Semiconductor technologies have become so prominent in the developed world such that
many of us take them for granted, and no longer notice the large role they play in every
minute of our lives. They are arguably the single most influential technological breakthrough
in the history of our planet. Semiconducting materials are needed as the building blocks for
computational logic; simply stated, this is the ability to be turned on or off, which is the
fundamental principle that has led to the creation of nearly all our electronic technology we
see today.
The most rudimentary semiconducting device is the diode, typically formed from a single
p-n junction—two connected materials, one with excess electrons and one with excess holes.
This material is usually silicon, or a metal oxide doped with very small amounts of another
element to provide the excess (or depleted) electron regions. By providing a voltage to either
end of the material it can be either forward biased or reverse biased if the voltage is higher
at the p end or n end, respectively. The effect is that conduction is high and current will
readily flow if forward biased, while very little current will flow when reverse biased. This
simple fundamental process is behind every computer we have ever seen.
Then, in 1947 at Bell Labs, physicists John Bardeen, Walter Brattain, and William
Shockley took the next logical step and created the transistor—a device using multiple p-n
junctions that can be used as either an on-off switch or an amplifier—they were awarded
1
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Figure 1.1: Moore’s Law. Left Panel: Since Gordon Moore’s seminal 1965 and 1975 papers, his exponential
law has maintained its pace without folly. Plotted are the number of transitors per square millimeter, with
some select processors labelled. Right Panel: A metric for mapping the increase in computing power is the
constant discovery of the largest prime number known. Plotted is the number of digits in the largest known
prime since computers started searching for them in 1951. Data adapted from Refs. [1] and [2].
the Nobel Prize in 1956 for this discovery. Currently all computer processors are made
from intricately fabricated transistors that are wired together in such a way as to allow
us to perform calculations, or “compute”. The size of transistors on integrated circuits
has diminished to the point that their dimensions are now on the scale of a dozen or so
nanometers, and still shrinking. Given that atoms in solids are typically separated by about
0.2 nm, this implies that transistors are now made up of only a few hundred or so atoms. It
is clear that this miniaturization we have become so accustomed to cannot continue forever.
In fact, in two seminal papers a decade apart (1965 and 1975) by Gordon Moore, co-
founder of Intel, predicted the exponential relationship that the density of electronic com-
ponents on a circuit would double every two years.[3, 4] This has since become the widely
popularized Moore’s Law. In Figure 1.1(a) I have plotted the transistor density count of the
most widely used computer processors since 1970 on a logarithmic scale. The near linear
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nature of the data indicates that this law has unequivocally stood the test of time. A valid
and relatively simple proxy for actually computational performance can be found in Figure
1.1(b); this plot shows the largest prime number known to date as a function of year. Euclid
proved that there is no largest prime number, and as such many people (and their comput-
ers) still search for a new spot atop the prime number totem pole. As can be seen in Figure
1.1(b), a new largest number is found almost yearly. As the search becomes greater and
more expansive as the most recent and powerful computers are used to find the next largest
prime number, it is a useful metric for evaluating Moore’s Law, and has indeed followed the
exponential trend for many decades. However, as foreshadowed in the previous paragraph,
this cannot continue forever, and new technologies will need to replace silicon computing in
the near future.
The astounding progress in the semiconductor industry has even simulated the neu-
ral complexity of brains, as complex as mammals such as cats, using the IBM Blue Gene
supercomputer.[5] However, at some point in the near future quantum tunnelling effects will
halt the progress of increasing transistor density, as well as the obvious limit that a transistor
cannot be made smaller than a few atoms in size. In reality, some exponential trends—such
as the energy dissipation of switching events at logic gates, leading to heat issues—associated
with Moore’s Law have already begun to show clear signs of slowing.[6] Specifically, with
miniaturization occurring rapidly, while operating voltages are only declining slowly, a break-
ing point will be reached where progress can no longer be made, or can only be made very
slowly. Furthermore, with Holy Grails such as quantum computing seemingly, at the very
least, several decades away, a new feasible technology that is rapidly progressing and could
be relatively easily integrated into the existing world of computing is known as spintronics.
1.1 Spintronics
As the sustainability of silicon technologically has been called into question at ever increasing
frequency over the last two decades, spintronics has risen as the premier technology to
overcome many of the hurdles presented above. The source of electron spin is rooted in
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the angular momentum that an electron inherently carries; it is the fundamental source of
magnetism. Hence, spintronics (spin electronics) effectively comprises the large and quickly
evolving field of magnetic electronics. At the heart of spintronics is the giant magnetoresistive
effect (GMR), first reported in 1988,[7] which showed that the electric resistance of a material
could be changed significantly when a magnetic field is applied. The 2007 Nobel Prize
in physics was given to Albert Fert and Peter Gru¨nberg for the discovery of GMR. The
phenomena was quickly commercialized, and within ten years was being applied as the read
head for hard drive disks in computers.
Essentially what was created was a spin valve, in which current could flow easily through
a non-magnetic electrical contact sandwiched between two ferromagnetic layers if their mag-
netic fields are parallel (low resistance), or alternatively, if their magnetic fields are anti-
parallel, the electrical resistance would be high. Hence, bits are able to be read as on or
off (0 or 1) as the spin valve records the magnetic polarization of the disk. Thus, as the
magnetic recording medium (hard drive) spins beneath the read head, the spin valve acts as
a sensor to the magnetic field, recording the presence or absence of electric current.[8] This
method has constantly been improved on over the last two decades, leading to enormous
increases in information storage density. Even today our hard drives make use of a version
of GMR—the tunnelling magnetoresistance effect—in which the metal between the magnetic
layers is replaced by an insulation layer. The ultimate effect is similar, and the probability
of an electron tunnelling through the insulating layer is much higher when the magnetic
contacts are parallel.
The next step in computing is to harness the spin of an electron to act as a switch. All
existing computer processors (made up of transistors) utilize only the charge of an electron
to control logic gates. The idea is to replace silicon transistors with that of a magnetic
material in which the spin of electrons being up or down can replace the flow of electronic
charge to switch logic gates. The natural question to then ask is: what advantages does
controlling the spin of electrons have over only manipulating their charges? Of course, the
improvements are plentiful:
1. The energy required to flip spins (i.e. change logic states) is a minute fraction of
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Figure 1.2: A spin transistor requires ferrormagnetic contacts to both inject and detect spin. A smaller gate
voltage than in conventional transistors can then take advantage of the Rashba effect, which is a phenomenon
that can use an electric field to rotate the spin to be accepted (parallel) or rejected (antiparallel) at the other
contact, allowing high and low resistance states. This allows digital on/off logic in a faster more energy
efficient manner.
what is required to move electrons. This sidesteps many of the issues regarding heat
dissipation in conventional semiconductors, and also has the advantage that spin flips
occur on a much shorter timescale, which would lead to faster computers.
2. Spin states can be detected and switched without requiring the flow of the involved
electrons. This has the advantage of allowing devices to be smaller, more sensitive,
and consume less energy.
3. Spin remains when power is lost. Therefore, random access memory (RAM)—which
contains all the data that is being processed by the central processing unit (CPU)—in
our computers today is lost when power is lost (nonvolatile), can be replaced by low
power consumption magnetic random access memory (MRAM), which would allow
semi-permanent storage of memory.[9]
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Even more attractive than MRAM technologies is the potential for nonvolatile logic
gates in computer processors.[10] The analog of a conventional transistor used for logic in
spintronics is a spin transistor, a schematic of which is shown in Figure 1.2. It consists of a
ferromagnetic source and drain, and a channel between the two that allows electrons to flow
effectively as a two-dimensional gas. The idea was first proposed in 1989, and utilizes the
Rashba effect, in which electron spin can be controlled by use of an electric field.[11] In most
semiconductors, like silicon, the effect is very small and the electrons are required to travel
long distances at very low temperatures in order for a spin flip to occur. However, it has
recently been shown that topological insulators Bi2Te3 and Bi2Se3 also display this effect,
but an order of magnitude stronger, and at temperatures exceeding 100◦C.[12]
The basic operation of a spin transistor is that an external gate voltage is applied that
causes the spins injected at the source to be flipped by the time they reach the drain. A
ferromagnetic contact at the source is required to inject spin polarized electrons into the
channel. In the ON state the spins do not precess and spin matching is realized at the drain
and current is allowed to flow. In the OFF state the gate voltage causes the spins to precess
such that they are not aligned at the drain and electrical resistance is high. Essentially,
the ferromagnet at the drain acts as a spin detector. Hence, the need for a material that is
both semiconducting and ferromagnetic at room temperatures is of the utmost importance
for spintronic devices. In fact, contrary to conventional transistors, spin transistors can
be manufactured to perform Boolean operations such as AND, NAND, and OR all within a
single spin transistor, which is quicker, smaller, and more energy efficient.[13] The application
of this programmable logic employing the ability to flip spins is where the true potential of
spintronics lies.
There are still several hurdles faced by the spintronic community. Much effort has been
given to improving the spin injection and detection efficiencies. Because of this low efficiency,
the leakage current in the OFF state is significant, up to one third of that in the ON case.
It is essential to have the ability to fully control the injection, detection, as well as their
transportation in a nonmagnetic semiconducting channel in order to realize a functional spin
transistor. In addition to this, conductivity mismatches at the interfaces between source,
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channel, and drain also lead to energy consumption issues.[14]
Despite the successes to date, our understanding of how magnetism arises is far from
complete. In general, today, when fabricating a material with some desired properties, one
has to employ an educated guess and check method based on the knowledge of the properties
of well known materials. The goal of synthesizing a material with electronic and magnetic
properties engineered to be precisely as desired requires an understanding of how dopant
atoms impact the existing properties of the host semiconductor. A fundamental step in
this understanding requires a firm grasp on how dopant magnetic atoms situate themselves
within a host semiconductor, and how their presence affects the existing properties. Many
experimental findings have emerged over the previous twenty years, but the field is still in
its infancy from a technological standpoint.[15]
The typical approach to discovering materials that may be relevant for spintronic materi-
als has been to dope a known semiconductor with some 3d transition metal impurity at small
concentrations in order to induce magnetism while retaining the desirable semiconducting
properties. Since appropriate materials still need to be discovered to overcome the obstacles
mentioned above, my research has focused on some of the potentially useful materials, and
specifically how the dopant metal atoms interact and influence the host semiconductor. The
goal of my work has been to determine the tenability of some of these materials, while ad-
dressing issues raised by earlier studies using complementary techniques in order to elicit a
deeper understanding of what is taking place at an atomic level.
CHAPTER
TWO
3D TRANSITION METALS
The 3d transition metals refer to the row in the periodic table wherein the 3d electron
shell is partially, and increasingly filled as atomic number increases. The electrons in this
shell are known as the valence electrons, and they are the most important from a scientific
and technological point of view. In fact, nearly every property of a solid is determined by
its valence electron states, including its conductivity, hardness, colour, chemical reactivity,
magnetism, thermal, and luminescing properties to name a few. Hence, solid state physics is
essentially the study of valence electrons and how they give rise to the properties we observe.
The spatial distribution of electron density is described by its wavefunction ψ(r, θ, φ); the
square of this function multiplied by some volume dv then gives the probability of finding an
electron in the volume dv. For a given orbital ψnlm—which is defined by its three quantum
numbers n, l, and m for principal, angular, and magnetic quantum numbers, respectively—
one can separate the radial and angular parts such that ψnlm(r, θ, φ) = Rnl(r)Alm(θ, φ). The
(normalized) radial parts of the wavefunction Rnl for the first ten combinations of n and l
are plotted in Figure 2.1. What makes the row of 3d metals so unique is that the radial
part of the electron density for its valence electrons is quite near to the nucleus of the atom,
and hence overlaps significantly with the core electrons. Also due to this localization, is
that the 3d electrons generally become lower in energy than the 4s electrons and so the
(very slightly) higher energy 4s electrons are generally lost first upon ionization; this is
8
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Figure 2.1: Shown are the ten 3d metals along with their commonly found oxidation states. The spin-up and
spin-down filled electron shells are shown for Mn2+. The plot shows the radial probability density for electron
shells up to n = 4 that I calculated using Quanty. Of note is the relatively localized nature of the 3d valence
orbital, which results in a strong overlap with the core electron’s wavefunctions, and the emergence of useful
electrical and magnetic properties.
contrary to commonly taught method of filling electrons across the periodic table in the
order 1s22s22p63s23p64s23d10 et cetera. Because the valence electrons are very sensitive to
the solid state in which they find themselves, if one can observe them by some means then
all the properties and their sources can be elucidated.
The vast majority of the physics in this thesis relies on the localized nature of 3d electrons,
their overlap with the core 2p electrons, and our ability to probe exactly these states. This
overlap leads to what are known as multiplet effects (discussed at length in Section 2.3),
which is essentially a splitting of degenerate electron energies due to the solid state.[16]
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2.1 Magnetism
In 1929, Paul Dirac said in his paper Quantum Mechanics of Many-Electron Systems, “The
underlying physical laws necessary for the mathematical theory of a large part of physics
and the whole of chemistry are thus completely known, and the difficulty is only the exact
application of these laws leads to equations much too complicated to be soluble.”[17] While
it is clear that this claim was slightly premature, it is even more clear that the search for
applications has been daunting, but also astonishingly fruitful. Nonetheless, even today we
lack a complete understanding of the sources of magnetism and the conditions necessary for
its appearance. This explains the extensive search for magnetic semiconductors over the last
two decades; one cannot synthesize a material with the properties desired if one does not
grasp the fundamentals. Despite this, magnetism has been the quintessential example over
the previous century of how technological progress can be made despite lacking a complete
picture. Even the Earth’s magnetic field, one of the oldest known magnets to humankind is
imperfectly understood and we still cannot predict its future. A major goal of my research
has been to contribute to the vast body of knowledge in understanding its fundamental
source, with the ultimate goal of predicting magnetism.
Strictly speaking, all materials are magnetic, and they are classified according to their
response from an externally applied magnetic field. Diamagnetism is a property of all ma-
terials, when an external magnetic field is applied, small current loops are induced in the
atoms of that material, which is diamagnetism. However, in accordance with Lenz’s law,
these current loops create a magnetic field that directly opposed the very field that created
it. The types of materials where this effect dominates are repelled from magnetic fields, al-
though in reality the effect is always very small, even with some of the strongest diamagnetic
materials, like bismuth.
Paramagnetism is much more common, and generally stronger than the diamagnetic
effects in nearly all compounds. When the dominating effect is that the magnetism of a
material can be measured to be proportional to the magnetic field it resides in, the material
is classified as paramagnetic. The external magnetic field causes some of the electrons in the
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material to align in the same direction as itself, and a net magnetic moment in the material
is created in this direction; the material is then said to be magnetized. As the external
field is shut off, thermal fluctuations take over and no overall net magnetic moment can be
detected as the spins once again become scrambled.[18]
For the purposes of this thesis, we are concerned with permanent magnets—magnets
whose magnetization remains even after the external field is shut off. These materials are
known as ferromagnets, and they are what we commonly refer to when we speak of “magnets”
in our everyday lexicon. Even these types of magnets lose their permanent magnetism if
exposed to high temperatures—known as the Curie temperature—where the thermal jostling
of atoms can overpower the force that causes the spins to align. Hence, the bulk of spintronic
research is devoted to finding materials in which the Curie temperature is sufficiently above
room temperature and ferromagnetism can be maintained, so devices will continue working
even as they heat up. The 3d elements iron, cobalt, and nickel are the only three elements in
the periodic table to display ferromagnetism at room temperature (gadolinium is close with
a Curie temperature of 293 K). Not coincidentally, these are the three most commonly used
dopant atoms in known semiconductors used in attempts to induce ferromagnetism.
2.2 Ferromagnetism
On a macroscopic scale we know that electrical currents induce a magnetic field in accordance
with Maxwell’s equations. It seems reasonable that magnetism on an atomic scale results
from tiny current loops of the electrons within an atom. Indeed this is true up to the point
in which one can envision classical analogs within the framework of quantum mechanics. It
is more accurate to say that magnetism is a result of the angular momentum of an electron,
which can be separated into its spin and orbital angular momenta. Whereas orbital angular
momentum has its classical analog in a current loop around an atom that induces magnetism,
there is no classical analog to electron spin.
Ferromagnetism arises when the summed angular momentum of all the electrons in a
materials are aligned together, on average, in the same direction. Clearly, this is quite rare,
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as very few materials are ferromagnetic, there must be something—a force or interaction—
causing electrons to align such that their spins are antiparallel or completely scrambled,
and thus cancel out. This apparent force arises from Pauli’s exclusion principle. It states
that no two electrons can occupy the same quantum state, i.e. they cannot have the same
quantum numbers. Another way to state this is to say that two electrons cannot occupy the
same place if they have the same spin. For example, if two electrons are orbiting a helium
atom, they prefer to be in the lowest energy state. Two electrons with opposite spins in
the lowest energy 1s shell is much more energetically favourable (because of their proximity
to the nucleus) than having two parallel (or antiparallel) spins with one in each the 1s and
2s shells. The law of nature that it is against the rules to have parallel spins, unless the
electrons stay away from one another, explains the absence of magnetism in virtually every
material. Of course, this then raises the question of why ferromagnetism appears at all.
In 1907 Weiss first proposed a material dependent “internal molecular field” to explain
the phenomenon of spin alignment in some materials,[19] and though it explained a wide
range of ferromagnetic phenomena, it did little to explain why this field exists at all. The
next major breakthrough was made in 1928 by Heisenberg. He introduced what is known
as an exchange interaction into the Hamiltonian.[20] Mathematically, it is proportional to
what is called the exchange integral Jex and the negative of the dot product of adjacent
spins ∝ −JexSi ·Sj. Hence, if Jex is positive, this energy is lowest when the spins are aligned
(Si · Sj = S2), leading to ferromagnetism; if Jex is negative the energy is lowest when the
spins are antiparallel (Si · Sj = −S2).
Two years later Slater added to this, noting that the exchange integral Jex could be de-
termined experimentally as a function of the ratio of the interatomic spacing a to the unfilled
shell radius r (the 3d shell in most cases).[21] He found that if this ratio was greater than 3
(shown in Table 2.1), the exchange integral would be positive and ferromagnetism would be
present. What this also suggested was that Mn could perhaps be made ferromagnetic if this
ratio could be slightly tweaked, which is exactly what was discovered in ferromagnetic Mn
alloys such as Mn-As, Cu-Mn, and Mn-Sb.[22]
This exchange interaction can manifest itself in several forms, however the most common
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Element Cr Mn Fe Co Ni Gd
a/r ratio 2.60 2.94 3.26 3.64 3.94 3.10
Table 2.1: Interatomic spacing (a) to unfilled shell radius (r) ratios for some TMs. A ratio greater than 3.0
was found in cases where ferromagnetism is present.
is itinerant exchange, which is what occurs in Fe, Co, and Ni. In itinerant magnetism
the electrons responsible for the magnetism are also responsible for conduction; they are
delocalized–they belong to no specific atom. This is epitomized by the non-integer values
of magnetic moment for Fe = 2.2µB, Co = 1.7µB, and Ni = 0.6µB, where µB is the Bohr
magneton and is essentially the magnetic moment carried by a single free electron.
Loosely speaking from a qualitative perspective, one can say that an unpaired localized
electron has influence on the conduction electrons as they become spatially near. They have
a tendency to align their spins opposite in accordance with the exclusion principle. This con-
duction electron then carries its spin inclination to the next unpaired electron and influences
that electron to become opposite to itself, and the net effect is that two nearby electrons are
aligned. All there needs to be is very slight predilection for conduction electrons to align
successive localized electrons in the same direction for ferromagnetism to exist.[23] Hence,
there is an exchange interaction (this where the term originates from) between localized and
delocalized conduction electrons that can result in a net overall spin polarization, which we
observe macroscopically as ferromagnetism. Of course, this says nothing about why this
occurs in some metals and not others.
A more complete picture can be understood in terms of band theory.[24] The result that
was found is known as the Stoner criterion for itinerant ferromagnetism. Stoner found that
there is a critical point at UD(EF ) > 1 where U is the intra-atomic Coulomb interaction
energy, which is roughly constant for 3d metals, and D(EF ) is the density of states (DOS)
at the Fermi level (note: DOS has units of inverse energy). When this condition is met,
the paramagnetic state is unstable. In other words, what it essentially says is that the
ferromagnetic state is stable if the energy gained from the Coulumb interaction resulting from
aligned spins overcomes the band energy loss (U > 1/D(EF )).[25] Therefore, ferromagnetic
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metals and alloys all have a large peak in their DOS at the Fermi level.
2.3 Multiplet Effects
Since the electric, magnetic, and thermal properties of solids are determined by the valence
electrons, we must have a method of observing these electrons that allows us to extract
physics from the system. The technologically relevant materials studied herein have a large
degree of electron correlation—that is, strong electron-electron interactions due to the core
and valence overlapping wavefunctions (see Figure 2.1). This overlap also occurs in the
ground state, but only in the presence of a core hole does the strong overlap of wavefunctions
manifest itself experimentally. Materials in which the electrons interact very strongly with
one another to determine the properties of that material are commonly referred to as strongly
correlated materials.
Since we are exciting electrons into the unoccupied density of states when performing an
XAS measurement, intuitively one would expect that the spectral XAS shape would resemble
the unoccupied density of states in accordance with Fermi’s golden rule for absorption. And
indeed there is very good agreement between the calculated density of states and experimen-
tal spectra for transition metal, oxygen, nitrogen, and carbon K-edges.[26] However, for the
L2,3-edges (2p electrons) of the 3d metals, the agreement is very poor. The discrepancy at
the L2,3-edge arises because one does not actually observe the density of states in experiment,
not because the density of states is calculated incorrectly.
What one actually observes in experiment is that L2,3 XAS spectral shapes are nearly
entirely determined by multiplet effects. Thus, x-ray spectroscopic studies of strongly cor-
related systems can establish the source, on an atomic scale, of the macroscopic properties
of a material by observing the perturbed valence electrons.[27] The various arrangements of
the valence electrons (with various energies) are referred to as multiplets. In order to extract
information from strongly correlated systems, an understanding of multiplets and how they
arise must be gained. Herein I will focus on such effects in the context of 3d transition
metals, although most of the discussion also applies to rare earth 4f elements as well.
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Throughout this thesis, all calculations that I performed were done using a multiplet
software written by Robert Green, or a similar code called Quanty written by M. Haverkort,
Y. Li, S. Macke, and R. Green.[28, 29, 30, 31]
2.3.1 Atomic Multiplets
In the atomic model, no influences from the solid state are included, and all effects originate
within the atom. The Hamiltonian contains four terms: the kinetic energy of the electrons,
Coulomb interaction with the nucleus, electron-electron Coulomb repulsion, and a spin-orbit
coupling term:
Hatomic =
∑
i
p2i
2m
+
∑
i
−Ze2
ri
+
∑
pairs
e2
rij
+
∑
i
ζ(ri)li · si (2.1)
The first two terms are the same for all electrons in a given atomic configuration (for example,
a 3d5 system), and alone give the average energy of the system. The latter two terms are
the source of the relative energy differences between different electron configurations within
a given atomic configuration.
2.3.2 Term Symbols
The notation we use to identify all possible states for a given electron configuration is known
as term symbol notation. Here it is valuable to review quantum numbers, and their possible
values as displayed in Table 2.2. Both L and S (total orbital and spin angular momenta)
are vectors and their minimum and maximum possible values arise from the fact that their
constituent l and s components can be added to reinforce one another, or cancel each other
out. For example, in a two electron configuration (each with spin 1
2
) S must be either
s1 + s2 = 1 or s1 − s2 = 0. A given electron can be identified with its term symbol given by
2S+1LJ , where L = S, P,D, F,G,H and so on for L = 0, 1, 2, 3, 4, 5, respectively. If there is
no spin-orbit coupling then all terms with the same values of L and S have the same energy,
which is (2L+1)(2S+1)-fold degenerate. Here, (2S+1) is the spin multiplicity and is called
singlet, doublet, triplet, etc. for S = 0, 1/2, 1, 3/2 etcetera, and represents the number of
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Name Symbol Single electron
Values (min & max)
Multi-electron
Values (min & max)
Principal q.n. n n = 1 n =∞ n = 1 n =∞
Orbital angular
momentum q.n.
l or L l = 0 l = n− 1 L = |l1 − l2| L = l1 + l2
Magnetic q.n. mL or ML mL = −l mL = l ML = −L ML = L
Spin angular
momentum q.n.
s or S s = 1/2 s = 1/2 S = |s1−s2| S = s1 + s2
Spin magnetic q.n. ms or Ms ms = −1/2 ms = 1/2 Ms = −S Ms = S
Total angular
momentum q.n.
j or J j = l − 1/2 j = l+1/2 J = |L− S| J = L+ S
Total magnetic q.n. mj or Mj mj = −j mj = j MJ = −J MJ = J
Table 2.2: A list of quantum numbers and their respective nomenclature. Note that in a multi-electron
system the sums shown in the table are for only two electrons, but can be generalized to an arbitrary amount of
electrons. There will then be additional terms in the sums since S and L are vectors and can be superimposed,
or added. Similarly, to obtain J values, L and S cannot be added arbitraryly oriented with respect to one
another, but must be added such that the different possible values of their vector sums have integer differences.
Also, all values between minimum and maximum values must be in integer steps.
possible orientations of the total spin vector. When spin-orbit coupling is included the terms
split according to their J values, which are then each (2J + 1) degenerate.
For example, a single s electron has l = 0, s = 1/2, and j = 1/2. The only term symbol
possible is 2S1/2. Similarly, a single p electron has l = 1, s = 1/2, and j = 1/2, 3/2; or
equivalently terms symbols 2P1/2 and
2P3/2. With the degeneracy of 2J + 1 we see that the
2P3/2 is twice as degenerate as the
2P1/2 state. This is commonly seen in the ratio of L3 and
L2 absorption edges in transition metals, where the L3 edge jump in an XAS spectrum is
approximately twice as large.
In the case of a more complex system, for example, if we have a 3d14d1 configuration,
which is a two electron configuration with possible values of L = 0, 1, 2, 3, or 4 and S = 0or1,
i.e. integer steps between 2 − 2 ≤ L ≤ 2 + 2 and 1/2 − 1/2 ≤ S ≤ 1/2 + 1/2). The
corresponding term symbols for all possible combinations here are 1S, 1P , 1D, 1F , 1G, 3S,
3P , 3D, 3F , and 3G. In accordance with the (2L + 1)(2S + 1) degeneracy, it can easily be
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ml
+2 +1 0 -1 -2 ML MS
All spin-up
↑ ↑ 3 1
↑ ↑ 2 1
↑ ↑ 1 1
↑ ↑ 0 1
↑ ↑ 1 1
↑ ↑ 0 1
↑ ↑ -1 1
↑ ↑ -1 1
↑ ↑ -2 1
↑ ↑ -3 1
Table 2.3: All possible 2-electron spin-up states shown for a 3d2 system. An all spin-down table could be
shown that would be exactly the same except the spins would be down and MS = −1. And a mixture of
spin-up and spin-down table would also be nearly the same except with one spin-up and one spin-down, and
then vice versa. The remaining five states would show both electrons with the same value for ml but opposite
spins. The total number of microstates is 45.
shown that the degeneracy of the 3d14d1 configuration is 100. In the case of a 3d2 system,
this number is reduced to 45 because of the Pauli exclusion principle; there can’t be two
spin-up or two spin-down electrons with the same quantum numbers. Each microstate can be
written explicitly as shown in Table 2.3. For size considerations, only all possible micro states
for both electrons being spin-up are shown. A similar table for all spin-down combinations
(MS = −1) could be made, as well as one for one spin-up and one spin-down electron
(MS = 0) and one would find 45 total possibilities. The general formula to determine the
degeneracy of a 3dN configuration can be written as
(
10
N
)
=
10!
(10−N)!N ! (2.2)
One could then write down all 45 of these term symbols and verify that their respective
term symbol degeneracies are indeed (2S+1)(2L+1). For example, the top line in Table 2.3
corresponds to possible term symbols with L = 3, 4 and S = 1, since ML = 3 and MS = 1
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(to be consistent with allowed quantum numbers in Table 2.2). But L = 4 is not allowed
for 2 spin-up electrons (due to Pauli’s exclusion principle that requires two opposite spin
electrons both with mL = +2 for L = 4), thus the term symbol for the top line configuration
of Table 2.3 must be 3F , and you would find a degeneracy of (2 ∗ 1 + 1)(2 ∗ 3 + 1) = 21 for
that term symbol if all 45 possibilities were written out. Similarly if an up and a down spin
are in the ml = +2 position then S = 0 (the spins “cancel”) then L = 4 since ML = 4 and
the term symbol is 1G with a 9-fold degeneracy. If J values are included, then all possible
term symbols turn out to be: 3F2,
3F3,
3F4,
3P0,
3P1,
3P2,
1G4,
1D2, and
1S0, each with their
own respective degeneracy.
Things can quickly become very complicated in the presence of a core hole. For a 2p→ 3d
transition one wishes to consider configurations of the kind 2p53dN+1. Because of the six
possible configurations of the five 2p electrons, the number of possible microstates for a
2p53dN+1 is six times as that of a 3dN+1 configuration. For example, a 2p53d5 configuration
has 1512 possible microstates that can be split up into 205 term symbols, although some
of these transitions may be dipole forbidden. So even in the simple, but necessary atomic
model, the splitting of the energy levels due to various arrangements of the d electrons can
become quite numerous. Often, the most important of all these configurations is the ground
state—the lowest energy state that the atom prefers to reside in—which can be determined
using Hund’s Rules.
2.3.3 Hund’s Rules
To determine the term symbol that corresponds to the ground state of an atom one must
apply Hund’s rules. The rules find the term with the lowest energy (ground state); they can
be succinctly stated as follows:
1. The term with the largest S is lowest in energy.
2. Within these, the term with the largest L is lowest in energy.
3. Within these, the smallest J and largest J have the lowest energy if the shell is less
than half full and more than half full, respectively.
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The first rule of maximum spin can be understood in terms of Pauli’s exclusion principle:
the more parallel spins there are, the larger the distances the electrons will be from one
another due to their repulsion, thus lowering the overall energy. Rarely, this rule can be
broken if the crystal field splitting is sufficiently large and it is more energy efficient to have
an opposite spin electron occupy the same orbital instead of a parallel spin in a much higher
energy orbital.
Within this subset, the term with the largest orbital angular momentum has the lowest
energy. This rule can also be interpreted in terms of minimizing electron repulsion. The
classical analogy is that with a larger orbital angular momentum the electrons are orbiting the
nucleus in roughly the same direction and effectively stay farther apart on average. Whereas
with less orbital angular momentum, the electrons must pass by each other frequently, and
thus their separation is on average smaller, and therefore exist in a higher energy state.
Finally, within this smaller subset, if the shell is half filled or less the lowest energy is the
term symbol with the lowest total angular momentum, and if more than half full the ground
state corresponds to the largest total angular momentum. This stems from the fact that the
product S · L is negative in the Hamiltonian if the spin and orbital angular momentum are
in opposite directions. For lowest energy we would like it to be negative, and so the smallest
value of L + S = J is the lowest energy term. Due to the symmetry of holes and electrons,
this rule is reversed for shells that are more than half full.
Note that the rules are only strictly valid for determining the ground state energy. Beyond
that they can be used as a first approximation for the ordering of term symbols, but will
often give incorrect results for the exact ordering. Given the above rules and terms symbols
for the 3d2 configuration in the example above, the ground state term is 3F2.
To quantitatively calculate the energies for the term symbols within the atomic model
one must compute the Slater integrals F k and Gk, which physically represent the degree
of intra-atomic Coulomb and exchange interaction between electrons. They are in units of
energy and take the form[32]
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F k =
∫
dr1
∫
dr2︸ ︷︷ ︸
integrate over all possi-
ble electron locations
2rk<
rk+1>︸︷︷︸
Coulomb repulsion
b/w electrons at r1
and r2
P ∗i (r1)Pi(r1)︸ ︷︷ ︸
probability elec-
tron 1 in orbital i
is located at r1
P ∗j (r2)Pj(r2)︸ ︷︷ ︸
probability elec-
tron 2 in orbital j
is located at r2
(2.3)
Gk =
∫
dr1
∫
dr2
2rk<
rk+1>
P ∗i (r1)Pj(r1)P
∗
j (r2)Pi(r2)︸ ︷︷ ︸
exchange integrals
(2.4)
where r< amd r> are the smallest and largest radius vectors between the electrons, i and j
represent the orbitals (p and d orbitals for all intents and purposes), and the multiplication
of a wavefunction by its complex conjugate (PP ∗) represent the probability of finding the
electron at the location r. Note the indices i and j for Gk are “exchanged”, and hence this is
known as the exchange integral, while the F k integral physically represents only Coulomb in-
teraction within a given orbital. The calculation of these integrals is very involved, generally
requiring computers to solve them numerically within the Hartree-Fock approximation.[33]
However, for most values of k the integrals are zero, and one only needs to compute F k’s
for even k up to 2l for the orbital being calculated (2l = 4 for d-orbitals and 2l = 2 for
p-orbitals), and odd Gk’s up to one less the above; in every case only non-full orbitals need
to be calculated. With subscripts representing the orbitals of the two interacting electrons,
F 0dd, F
2
dd, and F
4
dd are the only relevant integrals in the initial non-core hole state, and then
F 0dd, F
2
dd, F
4
dd, F
0
pd, F
2
pd, G
1
pd, and G
3
pd are all relevant in the presence of a p core hole and
unfilled valence d shell. These values have been computed, and F 2dd ≈ 10 eV for 3d transition
metals with F 4dd being about 0.62 times that amount.
In practical calculations of spectra however, the Hartree-Fock values of the Slater inte-
grals often overestimate the interactions that occurs in real solid state materials because
of screening effects. By scaling down these integrals to some percentage (usually around
60-80%) of their Hartree-Fock values, we are reducing the energy of these intra-atomic in-
teractions. When hybridization of orbitals is present—as it always is to some degree—there
is a small delocalization of the 3d electrons, and this effectively lowers the energy of the
intra-atomic interactions. So by reducing these interactions further we can account, to some
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degree, for the 2p (ligand)-3d (metal) hybridization of orbitals, which we often call covalent
bonding.
2.3.4 X-ray Absorption in the Atomic Model
If considering only intra-atomic effects, neglecting the solid state, we can use the term
symbols to roughly calculate x-ray absorption spectra (XAS). To show this I will stick to
the simplest of all 2p → 3d transitions. A single atom of Ti4+ in its ground state 2p63d0
configuration has quantum numbers L = 0, S = 0, J = 0, or 1S0. When a 2p electron is
excited, the atom resides in the 2p53d1 state, which has many term symbols, and can be
written down individually similar to what was shown above. In this case there are 12 term
symbols in the final state: 1P1,
1D2,
1F3,
3P0,1,2,
3D1,2,3 and
3F2,3,4. That is, there are 12
possible transitions that could occur in this excitation. Whether or not these transitions are
seen or not in the XAS spectrum depends largely on electric dipole selection rules, which I
will reproduce here for single electrons:
1. ∆n is not constrained
2. ∆s = 0 but can be ±1 in the case of appreciable spin-orbit coupling [34, 35]
3. ∆l = −1,+1 but can be 0 or ±2 if ∆s = ±1
4. ∆j = −1, 0,+1 — but not a 0→ 0 transition
5. ∆mj = −1, 0,+1 — but not a 0→ 0 transition if ∆j = 0
If we restrict ourselves to the hard rule that always holds, ∆j = 0,±1, 0 6→ 0 we are left
with the three term symbols. 1P1,
3P1, and
3D1, and thus three allowed transitions. Indeed,
this is exactly what is seen if we calculate a 2p → 3d transition for a Ti4+ atom as seen in
Figure 2.2 (c).[36] There are three discrete transitions (shown by the “sticks”); they have
been convolved to show something that actually resembles a spectrum.
This example can be extended to all 2p→ 3d transitions to give the number of observed
transitions in the atomic state. Writing down all the term symbols would be quite laborious,
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Figure 2.2: (a) Atomic multiplet calculation of Fe2+ 2p63d6 → 2p53d7 transition. The atomic model (blue
calc.) alone is generally inadequate (but necessary) when considering the 3d transition metals as it does not
account for the surrounding environment. The calculation in red includes a crystal field that further splits
the energies of the electrons. (b) 4f metals are very atomic-like due to their even more localized 4f orbitals,
and usually an atomic calculation alone is sufficient to reproduce experimental spectra. (c) Ti4+ atomic XAS
calculation shows three peaks, in accordance with what is predicted from the term symbols.
so I have summarized the number of transitions and term symbols in Table 2.4. Another
relatively simple case that can be seen in Table 2.4 is that only one transition is allowed
to the 3d10 state, implying the intensity of the L2 peak is zero, which is what is observed
in Cu and Zn XAS spectra. In addition, the above discussion applies quite readily to the
4f orbitals of rare earth metals as well, because these electrons display a similarly large
localization as that of 3d electrons, and symmetry (crystal field) effects play an even smaller
role. Therefore, these 4f solids can be calculated quite well with only an atomic model.
If atomic calculations are compared to real experimental spectra in the case of 3d ions,
very poor agreement is found. This is because the effects of neighbouring atoms is significant
and must be considered. In Figure 2.2 (a) I display an FeO L2,3 XAS spectrum from exper-
iment, an atomic calculation, and one that also includes the effect of the crystal field. It is
clear that the atomic calculation, no matter the scaling of the Slater integrals, is insufficient
to model the spectrum. However, upon the introduction of a crystal field splitting (discussed
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Transition Ground State Transitions Term Symbols
2p63d0 → 2p53d1 1S0 3 12
2p63d1 → 2p53d2 2D3/2 29 45
2p63d2 → 2p53d3 3F2 68 110
2p63d3 → 2p53d4 4F3/2 95 180
2p63d4 → 2p53d5 5D0 32 205
2p63d5 → 2p53d6 6S5/2 110 180
2p63d6 → 2p53d7 5D2 68 110
2p63d7 → 2p53d8 4F9/2 16 45
2p63d8 → 2p53d9 3F4 4 12
2p63d9 → 2p53d10 2D5/2 1 2
Table 2.4: The number of available transitions for 3dn → 3dn+1 transitions in the atomic model determined
by writing down all term symbols and applying dipole selection rule ∆J = 0,±1 to get the number of available
transitions.
in the next section), good agreement is found. This trend of the necessity of the crystal field,
and insufficiency of using only atomic effects is found throughout all of the 3d transition
metals.
Predictably, the atomic model has its limitations, as the valence electrons in real solids
do not behave as they would in isolated atoms. The effect of the solid state is of the utmost
importance for most materials, especially 3d metals. However, it is still very important
to include all the above atomic effects in more complex models, because as limited as the
atomic model is on its own, it is still necessary. On the other hand, the atomic model is
quite sufficient when calculating 4f spectra of rare earth metals as shown in Figure 2.2 (b).
Because, like the 3d orbitals, the 4f orbitals also contain no radial nodes, and are extremely
localized to the atom (Figure 2.1), but the crystal field splitting for 4f ions is very small.
So much so that these elements, even in the solid state, can be adequately described using
only the atomic model.[37] To form a more complete model that takes in account the solid
state, we must also consider the effect of the crystal field and the additional multiplets that
arise in its presence.
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2.3.5 Crystal Field Multiplets
Crystal field multiplets arise from the Coulomb interaction between the 3d electrons them-
selves, and between the 2p core hole and 3d electrons. The net result is that the surrounding
crystal lattice influences the relative energy levels of the d orbitals. So instead of seeing two
featureless spin orbit peaks when exciting the 2p3/2 (L3) and 2p1/2 (L2) electrons of the 3d
TMs, we instead observe that very rich spectra emerge.[38]
The mathematical concepts of the crystal field are very much related to group theory and
its applications to real systems are well developed and have been used for decades. Effectively
what happens is that the term symbols discussed above branch apart, degeneracies are
broken, and more available states emerge.[39] The simplistic description of the crystal field
model is still to consider the atom as isolated, but with a charge distribution around it that
approximates the charges of the surrounding ligands in the real solid. In effect, the crystal
field is treated as a perturbation to the atomic model. In fact, the Hamiltonian written
above simply has another term added to it.
Hligand = Hatomic + (−eφ(r, θ)) (2.5)
where e is the electron charge and φ is the surrounding potential of the ligands. This potential
is generally written as a series expansion of spherical harmonics.
If one considers a transition metal in a gas phase it will have have five 3d orbitals, all
degenerate in energy. But once condensed to a solid state there will be a splitting of these
energy levels. This is evident in Figure 2.3, which shows the lobes (probability distributions)
for the five d orbitals for an atom. Mathematically, these orbitals are spherical harmonics,
or sums of spherical harmonics. However, an intuitive explanation for their shapes can be
obtained by considering nodes. Beginning with a classical vibrating string secured at both
ends, we know that the lowest energy vibration has zero nodes, the next available energy
state is the first harmonic with one node in the centre of the string, the 2nd harmonic has
two nodes 1/3rd and 2/3rds the distance across the string, and so on to further harmonics.
Atomic orbitals, and their shapes, can be thought of similarly by adding nodes, except in
three dimensions with a sphere. Zero nodes correspond to s orbitals, which are simply
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Figure 2.3: The five d-orbitals are shown in a surrounding ligand field of octahedral geometry (Oh). The
spatial distance from these orbitals to the ligands determines the degree to which they interact, and therefore
their respective energies as well. The spatial distance of the orbitals to the ligands also plays a large role in
the degree to which each orbital is hybridized with the neighbouring ligand atoms; this is considered in charge
transfer models.
spheres. By slicing the sphere with a plane through the centre, a node is created. Hence,
p orbitals are essentially spheres wherein a node is created by a plane slicing through a
sphere. That is, they are not the figure eight shape they are nearly always portrayed as, but
instead more akin to a halved sphere folded in on itself. Nodal planes can be added in three
orthogonal ways, which give rise to the px, py, and pz orbitals. Finally, d orbitals are then
“spheres” in which there are two nodes. These are formed by slicing the sphere with two
planes and folding the resulting quarter spheres in on themselves such that they are smooth.
The unique looking dz2 orbital is formed by slicing a sphere with two conical shaped surfaces,
with one inverted such that their apexes both pass through the centre of the sphere. Thus,
it is possible to understand the origin of atomic orbital shapes qualitatively without the use
of spherical harmonics; this method can also be used to predict the shape of exotic g and h
orbitals.
In octahedral symmetry, the dz2 and dx2−y2 orbitals are spatially near that of the sur-
rounding ligands, and hence higher in energy. The remaining three orbitals consist of electron
locations that are between the ligands and are therefore in a lower energy state because of a
smaller Coulomb repulsion. This effect is reversed in the case that the metal ion is in tetra-
hedral symmetry. Changes in the geometry of the surrounding ligand atoms have profound
influences on these energy levels,[40] which can be indirectly detected experimentally in the
3d Transition Metals 26
form of multiplets. Indeed, all the calculations in this thesis consider exactly this effect on
the orbitals, and the multiplets in the spectra that result.
Figure 2.4: An illustration showing the relative energies of the five d-orbitals in various crystal fields, and the
physical role of the 10Dq value. The d-orbital energies are extremely sensitive to the ligand atoms surrounding
the central metal atom. This sensitivity allows us to extract local symmetry information of the real system
from the agreement achieved through comparisons with crystal field calculations.
In Figure 2.4 I have plotted a schematic of the splitting of the d-orbitals for a few select
crystal field symmetries. The energy splitting between the eg and t2g orbitals is given by the
10Dq value, and is generally on the order of ∼1 eV. Note that this orbital notation refers
to Mulliken symbols: e ⇒ doubly degenerate orbital, t ⇒ triply degenerate orbital. The g
and 2 subscripts refer to inversion symmetry (x, y, z) → (−x,−y,−z), and anti-symmetry
(sign change of the wavefunction) with respect to a secondary C2 axis that is perpendicular
to the principal axis (z-axis here). In symmetries other than octahedral and tetrahedral, a
single 10Dq value is not sufficient to describe the energy differences of the d-orbitals. In
this case additional parameters Ds and Dt are used to describe the energy splittings, and
in even lower symmetries, further parameters Du and Dv are required. The orbitals and
their energies in terms of these parameters are summarized in Table 2.5. One can see that
if Ds = Dt = 0, the energy splitting reduces to the 10Dq value between eg and t2g orbitals.
For completeness, a brief overview of point group symmetry notation should be included.
A complete description with many figures can be found at Ref. [41]. The following is a not
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Orbital Energy [eV]
3dxy −4Dq + 2Ds− 1Dt
3dxz, 3dyz −4Dq − 1Ds+ 4Dt
3dz2 6Dq − 2Ds− 6Dt
3dx2−y2 6Dq + 2Ds− 1Dt
Table 2.5: 3d orbital energy in terms of Dq, Ds, and Dt values.
an exhaustive list, but should be sufficient for the scope of this thesis. The principal axis is
always the axis with the highest degree of rotational symmetry (most commonly things are
oriented such that this is the z-axis). The notation used for point groups in this thesis is
Schoenflies notation.[42]
1. Cn ⇒ cyclic groups, a crystal that has only a single n-fold rotation axis; anti-clockwise
rotations of 2pi/n are symmetric.
2. Dn ⇒ dihedral groups, a crystal that has a single n-fold rotation axis, but also n
secondary axes perpendicular to the principal axis such that symmetry remains through
pi rotations about the secondary axes.
3. T ⇒ tetrahedral point groups are characterized by the presence of four C3 principal
axes and three C2 axes.
4. O ⇒ octahedral point groups feature three C4 principal axes, four C3 axes as well as
multiple C2 axes.
5. subscripts v and h⇒ correspond to crystal environments having vertical or horizontal
mirror planes, respectively.
All calculations performed herein are done within a given point group, such that through
comparison with experiment, the point group of the real system can be determined.
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2.3.6 Tanabe-Sugano Diagrams
A Tanabe-Sugano diagram is a valuable tool to understand how the crystal field affects the
energy levels in contrast to the atomic model.[43] They are often used in conjunction with
UV/visible spectra to determine the crystal field splitting energy (10Dq) of octahedral and
tetrahedral complexes.[44] The field produced by the ligands around the metal cation creates
a potential that causes a shift in energy of the d-orbitals. As the ligands and d electrons of the
metal ions approach one another, the electron clouds of the various orbitals each experience
differing Coulomb repulsions, and the energy degeneracy of these orbitals is broken.
The Tanabe-Sugano diagram of Figure 2.5 is for a 3d2 system in an octahedral geometry.
It can be interpreted such that the x-axis is the 10Dq value, and the y-axis is the energy of
the electronic transition. The first thing to notice is the consistency with the atomic model
and term symbols described in Section 2.3.2; if 10Dq = 0 then we see the ground state is
3F as predicted, and that there are four other states described by the term symbols 3P , 1G,
1D, and 1S. It is of note that all transitions are shown, but some may not be observable in
experiment due to the spin flip ∆s = 0 dipole selection rule. As the crystal field splitting
energy increases, the term symbols of the ground state begin to split, allowing significantly
more electronic transitions to occur. The origin of crystal field multiplets is a result of this
splitting.
To illustrate the practical effect of the changes in calculated L2,3 absorption spectra for
varying Slater integral and 10Dq values (while holding all other variables constant), I have
plotted calculated spectra at step intervals of the parameters for Fe2+ and displayed them
in Figure 2.6. In panels (a) and (b) I have plotted calculations of XAS and RIXS spectra,
respectively, for various 10Dq values at 0.4 eV increments. As the crystal field splitting takes
on different intensities, the spectral shapes gradually change. If an experimental spectrum
matches that of a positive value of 10Dq, it would signify that the measured sample contains
metal atoms in an Oh point group.
The right panel shows the effect of varying the scalar by which the nominal Slater integral
values are multiplied, i.e. the intra-atomic electron interaction strength. At the minimum
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Figure 2.5: A Tanabe-Sugano diagram of a 3d2 system. The x-axis shows the 10Dq crystal field parameter,
while the y-axis displays the relative energy of the states. A vertical line from anywhere on the x-axis can be
drawn to see the energy of states for that value of 10Dq. One can see that in these high symmetry states (Oh
for positive 10Dq and Td for negative 10Dq) the term symbols displayed for 10Dq = 0 split as the strength
of the field is varied. By comparing the relative energies of these states to experiment, the true crystal field
parameters of the system can be deduced.
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Figure 2.6: Calculated Fe2+ spectra. (a) The left panel shows the effect of adjusting the 10Dq value at 0.4
eV increments (while holding the Slater integral scaling constant at 80%). (b) Shows the same effect, except
on the calculated RIXS taken at 710.2 eV, near the L3 maximum. (c) The right panel shows the effect of
scaling the Slater integrals, or qualitatively speaking, the intra-atomic electron-electron interactions.
shown, there is little overlap between the 2p core hole and the 3d electron wave functions,
as well as between the 3d electrons themselves, and only two peaks are observed. As this
interaction becomes stronger, a multiplet structure begins to emerge as more intra-atomic
electronic transitions become available due to the increasing wave function overlap.
In practice, if one wishes to determine the crystal field parameters, one usually employs
an educated guess and check method, taking into account past knowledge of similar systems.
This requires that many hundreds of calculations are performed, with each one to be carefully
compared to experimental results. As such, very good agreement can generally be found
between calculated and experimental L2,3 absorption and emission spectra using the crystal
field model.[45]
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Often a better method for determining a starting point for the crystal field parameters
is to approximate the crystal as an infinite point charge distribution centred on the ion of
interest. This requires only the input of the space group, fractional atomic coordinates, and
lattice parameters. The Madelung potential on the central atom due to the point charges
(other atoms) can then be calculated using the code of M. W. Haverkort’s thesis.[46] While
this approximation is quite crude, it can tell us the relative strength of the crystal field
parameters relative to one another. This can be quite useful when considering low symmetry
crystals, or modelling the effect that a ligand vacancy has on the crystal field parameters.
For instance, if the input is the perfect octahedral coordination of NiO, it calculates the
potentials due to all surrounding Ni and O atoms on a central Ni atom, and we can validate
the illustration in Figure 2.4, which shows that 10Dq has some positive value, while the
other crystal field parameters Ds = Dt = Du = Dv = 0.
If, however, we wish to perform a calculation that simulates an octahedral structure with
a single ligand vacancy surrounding the metal ion, then it is not obvious what crystal field
parameters should be used. With the aforementioned code, it can be determined that the
ratio of the five parameters should be such that 10Dq : Ds : Dt : Du : Dv are 1.0 : 0.44 :
0.03 : 0 : 0. These values are then all scaled by a single constant to adjust for the overall
crystal field strength of the material. This method has been successfully employed to explain
the origin of room temperature magnetism in (In1−xFex)2O3,[47] and I have further expanded
it to be the default method for determining crystal field parameters, as it greatly reduces
the computational time required while also leading to more quantitative conclusions.
2.3.7 Crystal Field Charge/Hole Densities
It is often useful to plot the resulting wavefunctions that arise from the filling of the d-
orbitals by n electrons. However, a multielectron wavefunction depends on 3n coordinates
ψ(r11, r12r13, r21...rn3), which is far too cumbersome to compute in practice. Alternatively,
we can plot the charge (or hole) density from the occupied (unoccupied) d-orbitals. In Figure
2.7 I have performed calculations with Quanty and plotted a few special circumstances along
with the corresponding electron filling of the eg and t2g orbitals. NiO and MnO are very
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ionic compounds and are therefore very well described by crystal field theory alone. That
is, MnO is nearly entirely d5, containing very little d6L character, where L corresponds to a
ligand hole. In this way, each of the five d-orbitals are equally occupied by one electron, and
so each of the orbitals displayed in Figure 2.3 contribute equally to the charge density. With
each of the d-orbitals being a combination of spherical harmonics—functions defined on the
surface of a sphere—the sum of all five in equal amounts is an overall perfectly spherical
charge (and hole) density for MnO. Also illustrative is the low spin d5 scenario shown in
Figure 2.7, which occurs when the crystal field splitting is sufficiently large that it is more
energetically favourable to insert down-spin electrons into the t2g orbitals than to overcome
the energy cost associated with the crystal field splitting. Under these circumstances the
charge distribution takes on a more complicated shape, but is still a combination of the
occupied orbitals.
      NiO (d8)
charge density
     NiO (d8)
  hole density
     MnO (d5)
charge density
Mn (d5 low spin)
  charge density
eg
t2g
Figure 2.7: With ionic compounds such as NiO and MnO, orbital charge and hole densities can be calculated
very accurately within the crystal field model because the covalency is very low (very little dn+1L character).
The NiO hole density is then the combined dx2−y2 and dz2 orbitals, and its charge density is the combination
of the rest of the filled orbitals. MnO has each of the five d-orbitals equally filled and has a spherical charge
density. In Mn2+ compounds that have a large crystal field, a low spin d5 case arises that leads to a more
complex charge density.
In the case of NiO, because it is d8 with completely filled t2g orbitals, it is convenient
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to look at the hole density. And because there is a hole in each of the d orbitals, the hole
density is exactly the combination of those two orbitals, as expected. The charge density,
also shown, is then a perfect sphere minus the shape of the NiO hole density, which takes
an unfamiliar shape, but is an accurate representation of real NiO.
Furthermore, many real solids are not in octahedral symmetry as in the examples just
described. The energetic degeneracy of the five d-orbitals would then be broken and the
filling of the electrons would then occur in various orders, starting from the lowest available
energies. But, as depicted above, if the crystal field splitting is sufficiently large, electrons
will organize themselves to create a low spin situation. The point to recognize is that charge
distributions can vary greatly depending on the host environment, and that we can calculate
them quite accurately.
2.3.8 Charge Transfer Multiplets
Despite the large degree of success the crystal field model has in describing experimental
spectra, there are many scenarios in which the bonding (i.e. ligand field effects) plays a
significant role in determining the spectral shapes, and hence a more thorough theory is
required. The natural step to take is to then include the effects of hybridization due to the
bonding of the metal ion with the surrounding nearest neighbour ligands.[48] In practice
what is done is that further configurations (i.e. various arrangements of the electrons) are
included, as well as the available electronic transitions between them, henceforth known as
the ligand field model. These configurations simulate the charge fluctuations between initial
and final states—the possibility of electrons hopping between the 3d orbitals of the metal and
the 2p band of the surrounding ligands. Physically, this hopping can largely be attributed to
the various electronegativities of the elements—the tendency for various elements to attract
electrons. To this extent, a multitude of energy configurations emerge; it is these so-called
charge transfer effects that are allowed for in this model.
Figure 2.8 illustrates some of the various configurations for XPS, XAS, and RIXS core
level spectroscopies, with descriptions of the calculation parameters shown in Table 2.6.
Within the framework of the ligand field model, higher energy states above the ground
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Parameter Description
∆ Charge transfer energy, the average energy separation
between individual configurations.
Udd Coulomb repulsion between 3d electrons (due to the
addition electron that hopped from the ligand) at a
given site leads to an overall increase in energy of that
state by Udd.
Ucd The potential of the core hole in the final state acting
on a 3d electron leads to an energy reduction of Ucd.
Vx Value of the hopping integrals for electrons of sym-
metry x = eg, t2g, b1g, b2g, which can be regarded as
the hybridization strength.
Table 2.6: Description of parameters used in the charge transfer model.
state exist wherein an electron hops from the surrounding ligands to the metal site. In an
XAS process, the first excited state after exciting a 2p electron would be c3dn+1 where c
represents the core hole. Including charge transfer effects, there are further configurations
above this c3dn+2L, c3dn+3L2, and so on, where L represents a ligand hole. Usually only
the first set of configurations where there is just one ligand hole is sufficient to describe
experimental spectra. The electron hopping from a ligand site to a metal site comes at an
energy cost known as the charge transfer energy ∆, and is usually on the order of about
5 eV, but this can vary widely and in some cases can even be negative. Additional energy
considerations are then the on-site Coulomb repulsion due to the extra d electron, and the
core hole potential acting on that electron. Therefore, the first excited charge transfer state
is an energy ∆ + Udd − Ucd above the lowest level excited state, as depicted in Figure 2.8.
However, it is important to remember that this energy is actually a band of energies spanned
by the density of states of the ligand atoms. Hence, the ligand excitations in an experimental
metal L2,3 RIXS measurement can actually give us information on the density of electronic
states of the ligand atoms.
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Figure 2.8: The figure shows possible configurations included in the ligand field model. The ligand atom’s
(usually oxygen) valence 2p electrons form a band several eV wide, the 2p valence electrons can hop to
transition metal 3d sites at a charge transfer energy cost ∆. In this case there is an additional on-site
coloumb repulsion energy between d electrons Udd, as well as the attraction energy between core hole and the
additional d electron Ucd. We can denote such a transition as 3d
n → c3dn+1L, where c and L denote the
core and ligand holes, respectively. Dotted lines represent possible dipole transitions due to incident x-rays
from the initial state to the final state for XPS, XAS, and RIXS techniques. In the XPS process a 2p electron
is ejected from the system.
We can also directly see the effect of including charge transfer excitations by calculating
the charge and hole densities as was done in Figure 2.7. An example that well illustrates this
effect of covalency is to compare the calculated spherical charge distribution of ionic MnO in
Figure 2.7 to a more covalent Mn2+ compound. In a significantly more covalent compound,
there is much more d6L in the ground state. This causes a significant deviation from the
spherical charge and hole distributions, which I have calculated and plotted in Figure 2.9. A
good way to quantify this is by calculating the expectation value of the number of d electrons
in the lowest energy wavefunctions (ground state). This value deviates from 〈Nd〉 ≈ 5.08 in
MnO, up to 〈Nd〉 ≈ 5.4 for the example shown in Figure 2.7.
The essential parameters that determine the degree to which electrons are “allowed” to
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Figure 2.9: In more convalent compounds such as MnS, the character of the ground state includes more
ligand hole character, which can be seen directly through a calculation of the charge and hole densities. This
d6L character should be contrasted to that of ionic compound MnO in Figure 2.7, which is also nominally
d5, but has a spherical charge distribution due to its much large charge transfer energy and small hopping
integral energies.
hop, as listed in Table 2.6, are the charge transfer and hopping integrals. In Oh symmetry,
the hopping integrals b1g, a1g (corresponding to dx2−y2 and dz2 orbitals) are usually roughly
twice as large as the eg and b2g integrals, given their closer proximity to the ligands. This
means that electron hopping is twice as likely to the dx2−y2 and dz2 orbitals. Conversely, the
smaller the charge transfer energy, the easier it is for electrons to hop between sites.
To show how it is possible to extract the ligand’s density of states by considering the
charge transfer effects I have plotted a comparison of O K-edge NXES and V L-edge RXES
in Figure 2.10 (a). The red spectra show maximum entropy deconvolutions (see Section
4.3) of the experimental data, which is a computational process that removes the effects of
experimental broadening such that spectral features are more readily observable. There is
a resemblance between the O and V spectra, with spectral features being nearly perfectly
energetically aligned (note that the V RXES spectrum was shifted in energy to be aligned
with the O emission energy so the two could be compared on a single axis). I will show that
the V RXES is a reliable mapping of the O VB density of states, and in this case, should be
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favoured over the O NXES.
In spectroscopy experiments such as these, the O K-edge NXES has been universally
adopted as the tool for mapping the VB DOS.[49, 50] However, in this case the O emission
photons are at energies that coincide with the V L2,3 absorption edge at resonance (grey
background spectrum in Figure 2.10 (a)), and so are actively reabsorbed by the material,
but in a manner that is very energy sensitive. At 525 eV there is a peak in the V XAS
spectrum, which will result in a large distortion in the O NXES such that its intensity will
be greatly reduced in energy ranges where the V atoms in the sample reabsorb strongly. This
explains the discepancy between the two spectra, for which there is much less intensity in
the O NXES around 525 eV. Therefore, the accepted method of mapping the VB DOS needs
to be scaled by the intensity of the V L2,3 XAS spectrum, which is not a trivial task, and so
it is the V RXES data that ought to be accepted as the preferred method of experimentally
determining the O DOS. This example is a case study showing how it is not only relevant,
and complementary information that is gained by considering the metal edge charge transfer
features, but also advantageous in some scenarios.
Note that in Figure 2.10 (a), the true energy of the plotted V RXES spectrum has the
elastic peak centred at 518.9 eV (but plotted at 534.5 eV so it could be plotted on the
same axis as the O NXES), energetically distant from any absorption edges, and so the
emitted photons will not suffer any meaningful distortion due to reabsorption. We can then
conclude that the electronic transitions as depicted in Figure 2.8 wherein an O 2p electron
transfers from its band to the metal site, accurately reflects the true VB DOS. We can be
quite confident in this because at other edges where self-absorption is not an issue, there
is generally even stronger agreement than seen here.[53] In fact, if one does the reverse
and uses exactly the O K-edge NXES as the band shape when calculating spectra within
the ligand field model, improved agreement is always found.[54] This reverse engineering is
further evidence that we can deduce the electronic structure of the ligand atoms through
measurements of metal edges.
Furthermore, in Figure 2.10 (b) I have plotted ligand field model calculations for V4+ and
V5+ and compared them to the experimental spectrum of exf-SrxV2O5—where the notation
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Figure 2.10: (a) Comparison of experimental O K-edge NXES (blue, bottom) and V L-edge RXES (blue,
top), along with corresponding maximum entropy deconvolutions (red) to elucidate the underlying spectral
structure blurred by experimental broadening. The charge transfer peak features in the vanadium RXES
spectrum agree well with the oxygen spectrum, which is generally regarded as a map of the oxygen valence
band density of states. Note that differences between the two can be attributed to considerable self-absorption
by the V L2,3 − edge (grey) affecting the oxygen spectrum, leading us to conclude that the V charge transfer
region can, in this case, be regarded as a more reliable mapping of the O DOS. (b) Calculations including
charge transfer effects can distinguish between the V4+ and V5+ sites, and how each contributes to both the
overall covalent bonding, as well as the lower energy loss dd excitations, from which structural information
can be extracted. Data adapted from calculations I performed in Refs. [51] and [52], with permission.
State 10Dq Ds Dt ∆ Udd Ucd Vb1g Va1g Vb2g Veg W β
V5+ 3.5 -0.05 0.10 6.0 6.0 8.0 2.3 2.0 0.9 1.2 5.5 0.75
V4+ 1.7 -0.10 0.10 9.0 6.0 8.0 2.3 2.0 0.9 1.2 7.0 0.85
Table 2.7: Calculation parameters for the V4+ and V5+ spectra in Figure 2.10 (b). All parameters are in
units of eV except β, which is the scaling of the intra-atomic Slater integrals.
refers to an exfoliated sample in which layers were removed from the surface to stabilize a
few-layered nanosheet of the material.[55] From these calculations it was deduced that the
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various vanadium oxidation states play significantly different roles in the electronic structure
of this compound. We corroborated past finding and determined that vanadium in 4+ and
5+ states occur in roughly equal number densities.[56] However, the electron hopping from
ligand oxygen sites to vanadium occurs almost completely to V5+ sites, as indicated by its
substantially larger intensity and smaller charge transfer energy ∆. This reveals that covalent
bonding plays a strong role in this material, such that about half the contribution to the
ground state is due to the 3d1L (V5+ with a ligand hole) configuration. On the other hand,
the dd excitations at less than ≈ 4 eV energy loss, are centred entirely on V4+ sites. Hence,
the parameters used in the calculations (Table 2.7) can be used to extract real physical
parameters from the system, and clarify what is responsible for the electronic properties of
the material.
CHAPTER
THREE
EXPERIMENTAL TECHNIQUES
3.1 X-ray Absorption Spectroscopy
The fundamental first order process used in every experiment in this thesis involves the use
of ionizing x-ray radiation, which is shined on some compound and absorbed by its core
level electrons. Every further technique discussed is in some sense a derivative of this basic
process. The binding energy of an electron that does the absorbing is unique for every core
level and element, and can be further shifted in energy by the exact compound being studied.
If the x-ray energy is tuned in the vicinity of the binding energy of a core level electron,
an abrupt increase in the absorption cross section will be found. Figure 3.1 (b) shows the
sudden increase in absorption cross section for all the Mn edges as well as the L-edge for
several transition metals. If the absorption intensity as a function of the incident energy
is then plotted, a fingerprint that is unique for that material, element, and edge will be
obtained.[57]
The energy of all K (1s), L2,3 (2p), and M4,5 (3d) edges are plotted in Figure 3.1 (a) as
a function of atomic number. The wealth of information across this spectrum of edges is so
plentiful that only a small subset can be concentrated on by any given person or experiment.
The edges I have primarily worked with are the L2,3-edges for Z from 22-29 and K edges
for Z = 6, 7, 8. As discussed in Section 2.3 it is these L-edges that contain the most physics
40
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Figure 3.1: (a) Plotted on a logarithmic energy scale are the various absorption edges as a function of atomic
number. The entire focus of this thesis is a very small subset of about a dozen of these. (b) Cross sections
data from Ref. [58] show all Mn edges in green; the total absorption cross section is then the sum of all these.
For comparison, I have also plotted several other edges to get a sense of atomic number versus absorption
energy and edge.
due to the multiplet effects observed in XAS experiments.
In practice there are several ways to measure the absorption coefficient. Probably the
best, and most direct way of doing this is through transmission—passing x-rays directly
through the sample. This intuitive method requires only placing a sample in the path of an
x-ray source and measuring the intensity both before and after it. The decrease in intensity
(number of photons) can be expressed via the Beer-Lambert law:
N(ω) = N0(w)e
−µ(ω)d (3.1)
where ω is the x-ray energy, N0 is the incident number of photons, N is the detected number
of photons after the sample, d is the sample thickness, and µ is the linear attenuation
coefficient (which is nearly identical to the absorption coefficient in the soft x-ray regime)
we are actually trying to measure. The issue with this technique is that if µ(ω)d  1 the
photons will not sufficiently penetrate the sample to obtain any meaningful signal. This
is especially an issue in the soft x-ray regime where the x-ray attenuation length (distance
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through a sample wherein the number of photons drops to 1/e = 36.8% of its original
intensity) is usually ∼ 500 nm for most solids. Because synthesizing a freestanding sample
on this thickness scale is not practical, we must resort to indirect techniques of measuring
µ(ω).
Therefore, the two practical methods in the soft x-ray regime for measuring XAS depend
on the detection of decay products: electrons or photons. Total electron yield relies on
indirectly detecting the Auger decay products (as opposed to primary electrons directly
ejected from the sample) discussed in Section 3.4 by electrically connecting the sample to
ground and measuring the current flowing out of the sample as electrons are ejected from
it. Fluorescence techniques require one to measure the outgoing photons from the sample.
The number of outgoing photons should be proportional to the number of core holes created;
that is, the degree to which the sample absorbs photons, and hence µ(ω).
However, there is a method that is vastly superior to the aforementioned ones: inverse
partial fluorescence yield (IPFY). The primary issue with the above techniques is that self-
absorption effects can introduce spurious peak heights into the recorded measurement. When
the induced fluorescence photons leave the sample, some fraction of them are reabsorbed,
so we do not actually detect the full signal. The effect is more pronounced on more intense
features, and peak height ratios in the spectrum can be heavily distorted.[59] That is, the
measured spectrum becomes not only dependent on the sample, but also on the photon
penetration and escape depth. As an absorption edge is encountered and photons are strongly
absorbed, the penetration depth (and hence interaction volume) of the sample changes;
taking care that this effect does not lead to dubious conclusions is of the utmost importance
in XAS. Electron yield may also suffer saturation effects, but also has its own unique issues.
As a surface sensitive technique the measurements are sensitive to any inhomogeneity that
may exist in the first few atomic layers, but not in the bulk—often due to exposure to air.
And because it relies on the free flow of electrons to the sample, high conductivity is required
or sample charging effects will drastically distort the spectrum.
With IPFY the non-resonant x-ray fluorescence from an element that is different from the
edge we are actually interested in (but lower in energy), is measured. When this is done, self-
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absorption effects can be circumvented. Essentially what happens is that new decay pathways
open up as one tunes the energy across an absorption edge, which results in the decrease of
fluorescence intensity from the lower energy edge. The integrated intensity of photons from
the lower energy edge (partial fluorescence yield), when inverted, is theoretically proportional
to the absorption cross section.[60] This is only strictly valid if the sample is infinitely thick
(i.e. all photons are absorbed), however, the approximation is usually valid as samples
are generally sufficiently thick as to not allow the transmission of a significant fraction of
photons.
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Figure 3.2: (a) In the case of Fe2O3 powder, which is essentially rust, it will not further oxidize and so
TEY yields a spectrum that agrees with the IPFY, which we know to be the true spectrum. Both PFY and
TFY suffer from anomolies that are not true representations of µ(ω). (b) For metallic Cr, the surface layer
oxidizes and so TEY measurements produce something akin to Cr2O3 and other Cr oxides. The PFY and
TFY are closer to the true absorption coefficient, but still suffer from self-absorption. IPFY measurements
are not possible because the bulk has no oxygen.
In Figure 3.2 I have plotted XAS for two samples. I wish to illustrate how the best
technique to accept as your measurement for µ(ω) varies depending on the situation and
sample. In both cases, all techniques were performed simultaneously, as should always be
the case if possible because each contains its own unique information. The TFY for Fe2O3
has a dip at the L3-edge stemming from the fact that as we count all fluorescence photons,
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the oxygen emission drops as we encounter the edge, but by a greater amount than the Fe
emission photons increase, which we observe as a dip. This is basically a superposition of the
IPFY from the oxygen, plus the PFY from the iron. The PFY has an abnormally large L2
peak because the detector was windowed off to count all photons from both the L2- and L3-
edges, such that as we scan energies across the L2 edge, we are accepting also non-resonant
L3 photons, leading to a distortion from the true absorption. However, in this case, the
TEY agrees very well with the IPFY, which we know to be the true absorption coefficient,
except the TEY will always be significantly less noisy. Therefore, in this situation, the TEY
measurement is the preferred result.
In contrast to this, in Figure 3.2 (b) I have plotted TEY, PFY, and TFY for metallic Cr,
which shows that the TEY is heavily distorted due to surface oxidation. The TFY and PFY
agree with one another, so we can be confident that they are correct, but suffer from self-
absorption. On the other hand, IPFY was not possible because there are no oxygen atoms in
the bulk to observe fluorescence from. In this situation, the only possible way to obtain the
true absorption coefficient is to do some post-processing correction for the self-absorption in
the PFY or TFY spectra, which is possible if necessary.[61]
3.2 X-ray Magnetic Circular Dichroism
X-ray magnetic circular dichroism is an experimental technique in which one measures the
difference in the absorptive part of the refractive index for left and right circularly polarized
x-rays. Circularly polarized light has a rotating electric field vector that carries a unit
of angular momentum of ±h¯. Whether we deem right or left circularly polarized light as
positive or negative is a matter of convention and is not important. It is one of the very few
methods of separating the spin and orbital magnetic moment per atom for a given element
in a material. And, as I will show in Chapter 8, it is also possible to separate the magnetic
contributions from unique sites of a given element due to their differing local symmetries,
even in a compound that may contain several elements.
XMCD was first observed in 1986 after being predicted just a year earlier;[62, 63] the
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corresponding sum rules from which the spin and orbital angular momenta can be calculated
were then derived in 1992.[64] Thus, it has become a powerful technique for discovering the
origin of magnetism on an atomic level due to its non-destructive elemental and orbital
specificity, and simplified sum rules. The femtosecond time scale on which x-ray transitions
occur is much faster than the time the valence 3d electrons take to rearrange and relax.
Therefore, calculations can be done that are in the limit of a sudden approximation and are
sensitive to the 3d orbitals, whose energies are sensitive to the local symmetry.[65]
The dichroic signal we observe with circularly polarized light comes from the slight alter-
ation to the dipole selection rules. Whereas with linearly polarized light we had ∆mj = 0,
the rules now become
∆j = 0,±1 ∆s = 0 ∆l = ±1 ∆mj = +1(right),-1(left) (3.2)
The XMCD signal is defined as the difference between the XAS spectra of left and
right circularly polarized light. Qualitatively this can be understood if one considers the 2p
electrons being excited; they are split into j = l + s = 3/2 (L3-edge) and j = l − s = 1/2
states (L2-edge), corresponding to spin and orbital momenta being coupled parallel and
antiparallel, respectively. As a consequence of the conservation of angular momentum, the
angular momentum of the photon is entirely transferred to the orbital momentum of the
absorbing electron, and only to the spin indirectly through spin-orbit coupling.[66] The result
is that right circularly polarized light (carrying +h¯ momentum) preferentially excites spin-up
electrons at the L3-edge where the orbital and spin angular momenta are parallel. Whereas
at the L2-edge, right circularly polarized light will preferentially excite spin-down electrons
since the spin and orbital angular momenta are antiparallel. Left circularly polarized light
will do the opposite. This will occur in any sample whether it is ferromagnetic or not.
Shown in Figure 3.3 is a schematic of all possible transitions from the 2p orbital. The
magnetic quantum numbers ml and ms are shown for each of the electrons corresponding
to each transition. In cases where there are two possible combinations of orbital and spin
quantum numbers, Clebsch-Gordon coefficients are used to determine their relative proba-
bilities (see Figure 3.4). For example, a 2p1/2 (i.e. j = 1/2) electron may either be in one of
two states |ml,ms〉 = |1,−1/2〉 or |0, 1/2〉, where mj = ml +ms.
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(a)
(b)
2p1/2
Figure 3.3: (a) Possible electron transitions when exciting with circularly polarized light such that the selection
rule for the magnetic quantum number is ∆mj = ±1. In this hypothetical material the 3d band has a very
large exchange splitting such that the spin-up band is completely full below the Fermi level and there are no
spin-up states available above it, and the spin-down band is completely empty above the Fermi level. For
each transition the |mlms〉 quantum numbers are given for the initial state, and the percentage shown is
that transition’s fraction of the total absorption cross section for the corresponding polarization and edge, as
calculated in the main text. In such a ferromagnetic material, the exchange splitting causes an imbalance in
available states for the spin polarized photoelectrons. Hence, excitations of spin-up electrons are forbidden
in this picture due to the lack of available states. If we just look at the L2-edge transition probabilities,
we can see that they are much more probable for right circularly polarized photons (75% of overall cross
section) as opposed to left circularly polarized photons (25% of overall cross section). It is this difference
that we call magnetic dichroism, which allows us to measure the magnetic properties of ferromagnets. In
practice, the total absorption cross section is scaled not only by the transition matrix elements calculated
here, but also by the density of states available in the 3d band. (b) A schematic showing dipole allowed
2p→ 3d transitions such that ∆mj = +1 for right polarized photons and -1 for left polarized photons, while
retaining the j = 0,±1 selection rule. The thickness of the arrows is roughly proportional to the transition
probability. This illustrates how the additional selection rule imposed by the use of circularly polarized light
alters the relative transition probabilities as compared to linearly polarized light. Note that dipole allowed
→ 4s transitions are not accounted for in this sketch as these transitions are generally about two orders of
magnitude less likely.
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Figure 3.4: Clebsch-Gordon coefficents are used for adding angular momentum values and determining their
relative probabilites. For our purposes, we want to determine the relative probabilites of finding 2p electrons
with some orbital and spin magnetic angular momenta for a given total angular momentum. This example
illustrates how this is done for a 2p1/2 electron (j = 1/2,mj = ±1/2). For mj = 1/2 there are two possible
combinations of ml and ms such that ml+ms = mj, these are ml = 1 , mj = −1/2 , and ml = 0,mj = 1/2.
To calculate their relative probabilities begin at the red box above (j = 1/2,mj = +1/2). The light blue box on
the left indicates that for |mlms〉 = |+1−12 〉 its relative probability is 2/3 while for the state |0 12 〉, the relative
probability is 1/3. These values are then weighted against the transition matrix elements for transitions to
an empty 3d band.
What we can also see from Figure 3.3 (b) is why certain transitions are not allowed.
With linearly polarized light, transitions from 2p1/2 to 3d3/2 would be allowed as long as
∆mj = 0 , but the ∆mj = ±1 selection rule for circularly polarized light imposes a restriction
that forbids this transition to the 3d3/2 orbital, i.e. one cannot observe an electron dipole
transition from 2p1/2 mj=1/2 → 3d3/2 mj=1/2 unless linear polarized light is used to excite the
photoelectron. And a transition such as 2p1/2 mj=1/2 → 3d3/2 mj=3/2 is only possible if the
electron is excited using a right circularly polarized photon carrying +h¯ angular momentum.
The numerical values shown in Figure 3.3 are a result of the transition probabilities
calculated in the transition matrix elements from Fermi’s golden rule for x-ray absorption,
which are then weighted by the Clebsch-Gordon coefficients above. Fermi’s golden rule for
absorption is
µ±abs ∝M2if · ρ±(E) (3.3)
where Mif is the dipole transition matrix element, and ρ
± is the density of states for up and
down spin electrons. The dipole transition matrix elements can be separated into radial and
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angular parts
Mif =
√
4pi
3
δ(msf ,msi) 〈nf lf | r |nili〉 〈lmlf | e |limli〉 (3.4)
where the subscripts i and f refer to initial and final states, n is the principal quantum
number, the delta function ensures that spin is conserved, and e is the electric field vector of
the light, which is rotating for circularly polarized light, stemming from the helically rotating
electrons as they pass through an undulator and emit polarized photons. Conveniently, the
radial part has no dependence on polarization, since circular polarization changes only ml.
For right and left circularly polarized light, this term becomes
〈li + 1 mli + 1|C(1)+1 |limli〉 =
√
(li +mli + 2)(li +mli + 1)
2(2mli + 3)(2mli + 1)
〈li + 1 mli − 1|C(1)−1 |limli〉 =
√
(li −mli + 2)(li −mli + 1)
2(2mli + 3)(2mli + 1)
(3.5)
where C
(1)
±1 are Racah’s spherical operators for cicularly polarized light. Thus, by substituting
in li = 1 for p electrons, and mli = −1, 0, 1, multiplying by the
√
4pi/3 constant in Mif ,
ignoring the radial part, and then squaring we get M2if ≈ 0.28, 0.81, and 1.66 for right
circularly polarized light, and M2if ≈ 1.66, 0.81, and 0.28 for left circularly polarized light,
for mli = −1, 0, 1, respectively. Next, these values must be weighted against their respective
Clebsch-Gordon coefficients and then we obtain the total percentages of overall cross section
as shown in Figure 3.3.
For illustrative purposes, in Figure 3.3 (a) I have drawn a hypothetical exchange band
splitting such that the majority spin-up band is completely filled, and only transitions to
the minority band are allowed. For simplicity, the calculated transition probabilities were
summed over all possible transitions into an empty 3d shell. In reality, the relative transition
probabilities would also have to be multiplied by the integrated unoccupied density of states
as in equation (3.3), which is proportional to the number of holes in the 3d band per atom.[67]
The second step of the process is driven by the magnetic properties of the sample. The
excited electron needs to find a place in the 3d valence band, and in a ferromagnetic material
there will be an imbalance of unoccupied spin-up and spin-down available states due to an
exchange interaction (see Section 2.2). This imbalances creates a spin-dependent transition
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probability for the excited electrons. The final state, as determined by selection rules, essen-
tially acts as a spin detector. An XMCD spectrum reflects the difference in density of states
for difference spin and orbital moments. That is, the excited photoelectron carries with it a
spin and orbital momentum, and any imbalance in the unoccupied density of states for said
momenta will lead to a dichroic effect. This effect is quite strong, and therefore measurable
because the transitions involved are electric dipole transitions as opposed to magnetic dipole
transitions.
3.2.1 Experimental Considerations
In practice, one needs to measure the absorption coefficient as a function of energy for both
helicities of circularly polarized light while the sample is mounted on a magnet that satu-
rates its magnetism. This is possible using a 0.5 T magnet at the REIXS beamline at the
Canadian Light Source, where I have performed my XMCD measurements. One must scan
across an energy range that corresponds to the 2p electron binding energies of the element
of interest, and record either fluorescence photons or the current flowing from the sample to
ground as a proxy for the absorption coefficient. While it is true that performing transmis-
sion mode absorption experiments is the most natural and reliable method of obtaining the
energy dependent absorption coefficient, it is not practical in the soft x-ray regime where
the penetration depth of photons is on the order of 100 nm. Therefore, often the best way
to record XMCD spectra is through total electron yield (TEY), which is inherently much
less noisy than observing fluorescence photons because the decay method to fill the 2p core
hole is between one and two orders magnitude more likely to produce an Auger electron
than a photon. Hence, by indirectly measuring the emitted Auger electrons one can record
a spectrum with nearly no noise.
Performing high quality XMCD experiments can be quite difficult due to difficulties in
obtaining left and right polarized spectra simultaneously; large uncertainties can easily creep
into the quantitative results.[68]. In order to account for beamline parameters that change
over time, such as beam intensity decay due to the decrease in current in the storage ring,
several spectra are recorded in the order left, right, right, left and so on, and then averaged
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for each polarization. Lastly, since XMCD results are very sensitive to small changes in
peak intensities, it is also good practice to record spectra in alternative absorption modes
partial and inverse partial fluorescence yield, which will be much noisier, but can still be
qualitatively compared to ensure that the TEY spectrum is a reliable measurements of
absorption. Once all spectra are averaged they are normalized such that the pre-edge and
post-edge backgrounds are identical.
3.2.2 Sum Rules
Sum rules can then used be to obtain quantifiable data from an analysis of the measured
spectra. While the derivation of the sum rules is far from straightforward, requiring several
approximations along the way, their final result is quite condensed and can be easily applied
to experimental spectra.[69] The equations for the orbital and spin magnetic moment per
atom in units of bohr magnetons is
µorb =
−4q
3rP cos θ
nH (3.6)
µspin =
−(6p− 4q)
rP cos θ
nH +
7
2
〈Tz〉 (3.7)
where p, q, and r are the integrals shown in Figure 3.5, P is the degree of circular polarization
of the photons (≈ 0.95 at REIXS), θ is the angle between the direction of incident light and
magnetic field, and nH is the number of 3d holes per atom of the element being probed. 〈Tz〉
is the magnetic dipole term, and is generally sufficiently close to zero at room temperature
that it can be neglected.[70] The number of holes per atom nH is the largest unknown that
must be estimated as it varies with the degree of covalency. However, there are fairly reliable
methods of quantitatively estimating the degree of covalency such that the error in the sum
rules remains tolerable.[71] By comparing the integrated intensity over the entire L2,3-edge
to that of a known sample, one can extract a good estimate for the number of available
holes. For example, in NiO this method was used to find that the number of holes is 1.45
per atom. This change of about -0.5 holes per atom from the nominal value of 2, due to the
effects of covalency, is a good estimate for transition metal oxides. [72]
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Figure 3.5: XAS spectra at the Co L2,3-edge are shown for left and right circularly polarized light. Also
shown is their difference (XMCD signal), and its integration curve from which the values p, q, and r are
extracted for use in the sum rules in equations 3.6 and 3.7. Figure adapted from data in Reference [73].
3.3 Extended X-ray Absorption Fine Structure
Yet another method in which XAS can be harnessed to gather essential information is by
extending the range of the collected absorption spectrum several hundred eV beyond the
absorption edge of interest. This is known as extended x-ray absorption fine structure
(EXAFS), and the governing equations date back to 1971.[74] By extending the range of
data collection, oscillations in the spectrum become visible and, if properly analyzed, will
contain valuable structural information on the sample. The oscillations that arise in the
XAS are, of course, due to changes in the absorption coefficient of the material. This arises
when a core level electron is excited to create a photoelectron—with some wavelength that
depends on the energy of the exciting photon—that backscatters off a neighbouring atom.
The photoelectron then returns to the absorbing atom and interferes with the original emitted
photoelectron wave. If they are in phase, they constructively interfere, and the final state
wavefunction is increased, which we observe as an increase in the absorption. Similarly,
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destructive interference occurs if they are out of phase. The progression of constructive and
destructive interference as a function of energy appears as oscillations in the spectrum. A
sketch of the EXAFS process is shown in Figure 3.6.
In essence, the final state wave function is a combination of both the lone atom absorption,
plus a part that is affected by the neighbouring atoms because the photoelectron can “see”
them, µ(E) = µ0(E)[1 + χ(E)] where χ = µ − µ0/µ0. The isolated atom’s absorption
coefficient is µ0, and the term containing χ is a correction factor that is necessary to include
because of the presence of neighbouring atoms. Frequently, χ is referred to as “the EXAFS”,
as it contains all the oscillations that we focus on for our analysis. If we write the absorption
coefficient as in Fermi’s golden rule between the initial 〈i| state with a core electron and final
|f〉 state with a photoelectron, and the interaction Hamiltonian between electromagnetic
field and electrons H we have
µ(E) ∝ | 〈i|H |f〉 |2 (3.8)
In a single photon interaction picture H ∝ ˆ · reikr, where ˆ, r, and k are the x-ray’s
polarization vector, electron position vector, and wavenumber. But, as mentioned, the final
state can be interpreted in two parts: the lone atom contribution |f0〉 and the contribution
from surrounding neighbours |∆f〉
|f〉 = |f0〉+ |∆f〉 (3.9)
so that the fine structure that we are interested in can be expressed as
χ(E) ∝ 〈i|H |∆f〉 (3.10)
Since the initial state is a tightly bound core electron, we can approximate it as a delta
function. This is because the approximate radius for a 1s electron is a0/Z where a0 is
the Bohr radius = 0.529 A˚ and Z is the atomic number. The change in the final state
wavefunction |∆f〉 is also just the wavefunction of the scattered photoelectron. This allows
us to solve the above integral quite easily.
χ(E) ∝
∫
drδ(r)eikr ˆ · rψscatt(r) = ψscatt(0) (3.11)
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Figure 3.6: In a simplified picture we can treat the outgoing photoelectron (black circles) as travelling spherical
waves whose amplitudes decay with the square of the distance from the source. At distances d1 and d2 they
are backscattered (with some phase-shift) and eventually return to the emitting atom with some phase and
amplitude. In the above sketch, the waves arriving from the atom at d1 are out of phase with the originally
emitted photoelectron, and so destructive interference occurs, and in turn, a drop in the overall absorption
coefficient µ. The opposite occurs from the atom at d2, where constructive interference between the outgoing
and backscattered photoelectron waves takes place.
This equation states that the EXAFS is proportional to the amplitude of the scattered
photoelectron at the absorbing atom r = 0.
However, we would like a workable equation such that we can model our experimental
spectra by adjusting the parameters therein. The EXAFS equation allows us to do this, so
we can extract real physical parameters by obtaining an adequate fit to the experimental
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data. The EXAFS equation and a description of its parameters:
χ(k) = S20
∑
i
Ni
fi(k)
kR2i
e−2σ
2
i k
2
e−2Ri/λ(k) sin (2kRi + 2δi + 2φi) (3.12)
• Ni is the number of scattering atoms of type i
• Ri is the distance from the absorbing atom to the backscattering atom
• S20 is an amplitude scaling factor
• e−2σ2i k2 contains the Debye-Waller factor σ2, which is the root mean squared deviation
of the backscattering atom from its mean position and accounts for the thermal disorder
of atoms
• e−2Ri/λ(k) is a damping factor taking into account that photoelectron waves are only
scattered elastically over short distances, where λ is the mean free path
• fi(k) is the scattering amplitude at backscattering atom i
• δi is the phase-shift of the photoelectron that occurs at the absorbing atom
• φi is the phase-shift undergone by the photoelectron as it backscatters off atom i
To illustrate the sensitivity of EXAFS I have plotted four manganese oxide compounds
EXAFS signals and their Fourier transforms in Figure 3.7. It is very clear that these simi-
lar compounds can easily be distinguished via their EXAFS fingerprints, and that accurate
interatomic distances can be determined via fitting using Equation 3.12. The mean free
paths, scattering amplitudes, and phases are all calculated using FEFF,[75] which is an ab
initio code that performs a fast calculation accounting for the most important phenomena: it
reformulates the plane-wave single scattering picture as a curve-wave multiple scattering ef-
fective scattering parameter feff (where its name is derived from). The number of scattering
atoms of a given type Ni can often be known with a high degree of certainty from previous
knowledge of the sample at hand. The Debye-Waller factor σ2 has the effect of damping
oscillations in the EXAFS signal due to thermal vibrations; in practice, it is allowed to vary
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Figure 3.7: The four standard Mn oxides MnO, Mn2O3, Mn3O4, and MnO2 have their experimental EXAFS
curves displayed along with fits I obtained by varying the parameters in Equation 3.12. The interatomic
distances used to obtain these fits are displayed beneath each panel. The results compare favourably with
previously established results. The post-experiment analysis was performed by myself from Mn K-edge spectra
courtesy of Graham George (Department of Geological Sciences, University of Saskatchewan).
within a reasonable range, but is always on the order of 0.005 A˚. Lastly, the most important
parameter, the interatomic distances Ri are allowed to vary freely to produce the best quality
fit with the experimental spectrum such that real bond lengths can be determined.
3.4 X-ray Emission Spectroscopy
Emission spectroscopy is a term that covers a wide variety of techniques, but they all share
the idea that photons are emitted from a material upon the excitation and the ensuing de-
excitation of an electron. As such, in contrast to absorption spectroscopy, it is a second
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order process. The insights and information that can be gained from such spectra are
therefore much greater because one can directly probe specific intermediate states by tuning
the incident photon energy. For the purposes of this thesis, all excitations involve an incident
soft x-ray in the range of 150-1000 eV exciting a core level electron—2p electrons in the case
of the 3d metals, and 1s in the case of oxygen, nitrogen, or carbon measurements. The core
level is then filled by a valence electron, or an electron in a higher energy core level, and
sometimes a photon is emitted to conserve the overall energy.
The question of whether or not a photon is emitted is a very complex one, depending
on the relative probabilities of radiative and non-radiative transitions. As it turns out, in
the soft-x-ray regime with which we are concerned, non-radiative Auger and Coster-Kronig
processes dominate.[76] Auger emission occurs when an electron is ejected from the system
with some kinetic energy in order to compensate for the energy lost in the de-excitation of the
excited electron. Qualitatively, the likelihood of Auger electron emission steadily increases
as the energy difference between states in a given electron shell decreases. Thus, lighter
elements, and edges in the soft x-ray regime are much more likely to emit Auger electrons
rather than photons. A Coster-Kronig transition involves an electron from the same shell
as the initially created hole, being filled by an electron in the same shell, coinciding with
the emission of an Auger electron from a higher shell. An example would be an L2 electron
filling an initial L1 hole, with the emission of an M1 electron (LLM Auger). Given that all
experiments herein involve soft x-rays, this creates experimental challenges and the need for
brilliant synchrotron sources and highly efficient detectors.
There are two main variations on emission spectroscopy that I will be concerned with
here: the resonant and non-resonant cases. In non-resonant x-ray emission spectroscopy
(NXES) the incident photon is tuned in energy well above the absorption edge of interest.
RIXS refers to resonant inelastic x-ray scattering in which the incident photon is tuned to
be on resonance with some feature in the corresponding XAS.
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3.4.1 RIXS
By tuning the incident photon energy to a specific feature in a transition metal L2,3 XAS
spectrum, the inelastic scattering cross section can be substantially enhanced. As a photon-
in photon-out process, the change in the emitted photon from the incident photon (energy
and momentum are transferred to the material) contains information regarding the funda-
mental intrinsic excitations (see Section 2.3 on multiplets) that occur within the sample.[77]
By detecting these excitations for a single element, which are unique for a given material,
valuable information regarding its role in the function of that material can be extracted.
Often this means structural information, as well as the electronic and magnetic role of an
individual element, the understanding of which is crucial for the technological applications.
In this sense RIXS is truly an experimental technique probing fundamental science.
The RIXS process can be described by the following sequence of events: an electron in
the system absorbs an x-ray that was tuned to be coincident with the absorption edge of an
element in the material (herein, because of the low momentum transfer with soft x-rays, we
are only concerned with dipole allowed transitions p→ d and s→ p), this leaves the system
in an unstable, highly energetic state. This process leaves behind a core hole that wishes
to be filled in order to return the atom to a lower energy state; this is the intermediate
state. Then, within ≈ 1 to 2 femtoseconds the core hole is filled via one of the radiative or
non-radiative processes mentioned above; for RIXS we are only interested in the radiative
cases wherein the core hole is filled by an electron from a different valence state and a photon
of a lower energy is instantly emitted. The overall net result is an excited state in which
there is a hole in the previously filled valence band, and an electron in the previously unfilled
valence band; this is an electron-hole excited state (see Figure 3.8a).
Since a photon of lower energy and different momentum is emitted from the sample, there
exists some scattering mechanism that transfers the momentum change and lost energy to
the sample. Due to the conservation of these quantities, the electron-hole excited state must
carry with it the energy h¯ω = h¯ωin − h¯ωout and momentum h¯q = h¯kin − h¯kout, where
the incident and outgoing photons carry energy h¯ωin and h¯ωout, and momentum h¯kin and
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Figure 3.8: (a) Illustration of the photon in-photon out RIXS process. (b)Mn L2 RIXS data taken at identical
excitation energies for various compounds, displaying the chemical sensitivity of the technique. The charge
transfer, dd, and elastic regions of the spectra are highlighted. (c) The richness of information contained
in a complete L2,3 RIXS map is displayed. For each excitation energy, various intermediate excited states
can be accessed, which contain information regarding fundamental excitations in the sample. (d) A RIXS
spectrum can be modelled by varying crystal field parameters, which link directly to the way the transition
metal resides in the crystal.
h¯kout, respectively. Mathematically, the intensity of a RIXS spectrum is contained within
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the scattering amplitude Ffg
I(ω,kin,kout, in, out) =
∑
f
|Ffg(kin,kout, in, out, ωin, ωout)|2δ(Ef − Eg + h¯ωout − h¯ωin)
(3.13)
where in and out are the polarization vector in the incoming and outgoing photons, and
Eg and Ef are the energies of the ground and final states of the system, respectively. From
this, the Kramers-Heisenberg formula can be derived to compute RIXS intensities.[78, 79]
The result is that the scattering amplitude is given by
Ffg =
∑
n
〈f | D′† |n〉 〈n| D |i〉
Eg + h¯ωin − En + iΓn (3.14)
where i, n, and f are the initial, intermediate, and final states of the system, Γn is the
HWHM of the lifetime induced Lorentzian broadening, and D is the relevant transition
operator, which in the dipole limit is
D = 1
imeωin
N∑
n=1
eik·Rn · rn (3.15)
where Rn indicates the position vector for the atom to which the nth electron is bound, rn
is the electron position, and me is the electron mass. Note that in experiments we generally
do not detect the polarization of scattered photons, and so the individual intensities of
orthogonal polarizations are summed. When simulating spectra one needs to take a given
Hamiltonian and compute the eigenvectors |i〉 and |f〉 and eigenvalues (energy levels) Ei
and Ef by solving the Schroedinger equation. The issue is that the basis sets can be very
large and exact eigenstate solutions may not be possible to practically compute. However,
using approximate model Hamiltonians, satisfactory eigensolutions can be obtained. In
addition to this, by only storing portions of the large matrices required (which often contain
many zeros), computational memory can be saved that allows spectra in even very complex
impurity models to be computed in a reasonable amount of time.
In most cases, the RIXS spectrum contains valuable information in two regions of the
spectrum. These are the charge transfer and dd excitation regions as shown in Figure 3.8b.
As can be seen, for several Mn compounds, these regions are quite different, indicating the
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difference in fundamental excitations within them. For practical purposes, there are two main
methods through which we can extract information from experimental RIXS. (1) Through
comparison with theoretically calculated spectra using the models described previously. The
parameters that are used to compute the spectra can then be extracted as real physical
quantities that are present in the real-world material (see Figure 3.8d). By doing this it is
possible to understand the material properties from a very fundamental perspective. (2) To
augment the theoretical findings, often comparisons to well known materials can be made.
If a Ni RIXS spectrum strongly resembles that of NiO, we can form the conclusion that the
Ni in that material shares many of the same characteristics as Ni in NiO, and then it is
the role of other relevant information, in addition to theoretical calculations to explain any
differences present. To illustrate the richness in a RIXS map, I have plotted a calculated one
in Figure 3.8c. The wealth of information in a single RIXS map allows the possibility for
extremely detailed analysis. Contrast this to XAS experiments, in which there is just one
spectrum per edge per element. Certainly, the RIXS experimenter can extract an abundance
of knowledge that is not afforded to the XAS experimenter.
3.4.2 NXES
In the situation where the sample is bombarded with x-rays that do not correspond to the
energy of a specific resonant electronic transition, it is said to be of the non-resonant type.
A characteristic feature of these measurements is that the fluorescence that is detected is
of constant energy and intensity, regardless of the incident energy chosen, as long as it
is sufficiently above a given absorption edge. The NXES measurements performed herein
can be separated into two classes: NXES above the metal L2,3-edges, and above the ligand
K-edge, which is usually oxygen, nitrogen, or carbon.
NXES probes the occupied density of states in a manner similar to that of XAS probing
the unoccupied density of states. In this situation a photoexcited electron is ejected to
the continuum with energy commensurate with that of the incoming photon energy minus
that of the binding energy. The core hole left behind is then filled by a previously excited
electron, or an electron from a higher occupied state and may emit a photon as described
Experimental Techniques 61
in Section 3.4. However, with NXES we use a spectrometer to detect, in an energy selective
manner, only photons that result from the decay of electrons from valence occupied states.
Therefore, we have an experimental method of directly measuring the occupied density of
states of a material, and in the case of ligand K-edges it is a very close representation of the
true DOS.[80] In fact, Equations 3.13-3.15 can be shown to reduce to an expression that is
proportional to the occupied density of states, only broadened by lifetime effects.
This can be readily understood by considering the presence of electron states near the
Fermi level, which in the case of transition metal oxides consists of metal 3d and oxygen 2p
states. In insulating or wide band gap transition metal oxides, the top of the valence band
will either be dominated by mainly 2p (charge transfer type) or 3d (Mott-Hubbard type)
states depending on the energy costs associated with charge transport within the material.
The energy cost of moving an electron from one metal site to another is the Mott-Hubbard
energy U , and in a material with dn electrons, with E being the energy of that configuration,
we have a corresponding Mott-Hubbard energy of
U = E(dn−1) + E(dn+1)− 2E(dn) (3.16)
where the band gap, and whether a material is insulating, is directly related to this energy
cost.[81, 82] However, this is not the only effect that one must consider when determining
the insulating nature of a material; one must also consider charge transfer fluctuations. In a
charge transfer type insulator, the Mott-Hubbard energy is large enough to push the occupied
3d states lower in the valence band, such that the valence band becomes dominated by ligand
2p character. Whether a material has a Mott-Hubbard or charge transfer type band gap is
determined by the lesser of the two energies: the energy gained from an electron hopping
between metal sites (Mott-Hubbard), or the amount gained through ligand to metal electron
hopping (charge transfer). The upshot that we can take advantage of with NXES, is that
no matter what the dominant character at the top of the valence band, hybridization will
to some extent mix the 2p and 3d states such that there is always some 2p character at the
top of the valence band. Therefore, in transition metal oxides the oxygen NXES will appear
as 2p → 1s electron transitions from the generally fully occupied 2p band, and will hence
provide us with the shape of the occupied valence band states, including its energetic onset,
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which is crucial for band gap determination.
Aside from ligandK-edge NXES, metal L-edge NXES also contains relevant spectroscopic
information. The underlying process as previously described is the same, except the spectral
shape conveys different information. Because of the large overlap of transition metal 2p and
3d wavefunctions, the approximation that the NXES spectrum is the occupied density of
states loses its validity. One would expect occupied valence band transitions from 3d/4s→
2p1/2,3/2 to appear in exactly a I(L2):I(L3) ratio of 1:2, corresponding to the 2j+1 degeneracy
of the core states (there are two p1/2 and four p3/2 electrons) across the transition metal series.
However, large deviations from this ratio are found via experiment.[83, 84] Radiationless
L2L3M4,5 Coster-Kronig transitions are primarily responsible for this deviation from 1:2.
This means that an L2 hole is filled by an L3 electron, with the subsequent ejection of an
M4,5 electron. Generally, the peak intensity depends most strongly on the stoichiometry
and oxidation state of the sample. Through comparisons of the I(L2):I(L3) ratio to known
compounds, a reasonable estimate of these values can be obtained.
3.4.3 Band Gap Determination
Given that the top of the valence will have some ligand 2p character mixed in due to hy-
bridization of orbitals, and the bottom of the conduction band generally consists of d states
mixed with ligand p states, the difference between probes of these onsets will provide us
with the band gap. Strictly speaking there should be no empty 2p states for an O2− ligand.
As mentioned above, there are two types of band gaps, depending on whether the top of
the valence band is dominated by metal d states (Mott-Hubbard), or ligand p states (charge
transfer). However, in both cases the band gap is a function of the energy of electron transi-
tions between the metal d states at the bottom of the conduction band and whatever states
dominate the top of the valence band.
Shown in Figure 3.9 (b) is the O K-edge XAS and NXES for NbO2. The two main
peaks in the XAS correspond to the 4d Nb states at the bottom of the conduction band,
mixed with some O 2p character; the intensity in the XAS at higher energies is due to O
2p states with Nb 5s and 5p states mixed in (hybridized). Taking the second derivatives of
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Figure 3.9: (a) Shown are three RIXS spectra at the Cr, Mn, and Fe L2-edges. However, all electronic
transitions lower in energy are simultaneously accessible as non-resonant excitations. Sometimes it is even
possible to see higher energy excitations due to second order light from the monochromator (exciting Ga 2p
electrons here). These are then detectable as second order peaks from the diffraction gratings that separate
the light into its constituent energies before the spectrometer. In this figure the Ga L2,3 emission lines are
readily observable, despite formally being at ≈ 1100 eV. (b) As the NXES spectra of ligands atoms such as
oxygen provide a picture of the occupied DOS, we can use the difference between it and the unoccupied DOS
obtained from XAS to obtain the electronic band gap of a material. Here, the second derivatives of the spectra
are used to unambiguously determine the onset of the electronic states.
both spectra is a simple way to reproducibly and unambiguosly determine the onset of the
actual electronic states, which are experimentally blurred due to broadening effects. I found
that the energetic difference between the first peak above the level of the noise in the two
derivatives is 1.4 eV, which is within the range of reported values in the literature.[85, 86]
Having said this, it is important to remember that with XAS we are probing the unoccupied
DOS in the presence of a core hole. The good news is that the effect on the overall shape of
the DOS is usually small, and the energetic shift of the onset of electronic states is often on
the order of 0.1 eV,[50] and can be compensated for by calculating the core hole shift with
density functional theory, and adding its value to the measurement.
Using x-ray techniques XAS and NXES to determine the electronic band gap of a material
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is useful because it provides a complementary method to the more frequently used optical
or reflectance techniques.[87, 88] Each technique probes a different depth and interaction
volume within the sample, and so exact agreement is often no expected. No one method is
better or more valid than the others, and the need for several means of measuring the band
gap is obvious when one considers the frequent disagreement on the value of the band gap
of common materials across several studies.[89]
3.5 X-ray Photoemission Spectroscopy
XPS involves holding the incident photon energy fixed at an energy several hundred eV
above the edge of interest. This will result in the ejection of electrons from the material with
a kinetic energy equal to the photon energy minus the electron’s binding energy. In an XPS
experiment, because the photon energy is fixed, and we are detecting ejected electrons, an
integrated XPS spectrum is actually just a single data point in an XAS spectrum. Generally
the key information that one wishes to gain from an XPS experiment is the binding energy
of a certain electron shell.
The actual measurement of the electron’s kinetic energy is accomplished by applying
a magnetic field, which the electrons will circle around, with the more energetic electrons
having a larger radius. Thus, by detecting the radius of the pile up of electrons on a
detector, the binding energies can be indirectly determined. Since XPS relies on the ejection
of electrons from the sample, it is a quite surface sensitive technique, especially in the soft
x-ray regime.[90] This is because, in contrast to photons, the mean free path of electrons in
a solid is much shorter, generally on the order of a nanometre for electrons under 1000 eV.
For the XPS measurements in the publications concerning TiO2 in Chapters 5 and 6, the
kinetic energy of the ejected electrons is 1486 eV (excitation energy, Al Kα photons) minus
the 3d ion’s 2p binding energy. This corresponds to electron ejection energies from ≈ 912
eV for chromium to ≈ 534 eV for copper. Given TiO2 mean free path tables (also plotted
in Figure 3.10 (b)), this can be translated to a mean free path range between 1.4 and 0.8
nm.[91] Since in most solids, the atoms are separated by a distance very close to 0.2 nm,
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we can conclude that the XPS measurement performed herein probe between four and seven
atomic layers deep, and are thus very surface sensitive.
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Figure 3.10: (a) An XPS Survey spectrum is an overview of all elements present in a sample, with quantitative
sensitivity down to as much as tenths of a percent with good data and careful practices.[92] The binding
energies of all elements present and also several secondary Auger transitions are clearly visible. (b) The
electron mean free paths for several Ti compounds illustrates the surface sensitivity of XPS. Mean free path
data from Ref. [91].
While the main power of XPS is measuring the binding energies of electrons as shown in
Figure 3.10 (a), the physical phenomenon that allows us to actually extract useful information
from this is the chemical shift of the binding energies in various solids. The chemistry of the
bond between atoms is a function of the spatial distribution of the atoms and their valence
electrons, and the interactions between them. In covalent bonding the electrons are shared
between atoms, whereas in ionic bonds electrons are transferred between atoms. However,
real world solids always exist somewhere between the two extremes of purely covalent or
purely ionic. For example, in general oxygen 1s electrons will have binding energies around
543 eV, but can differ by several eV depending on its local bonding environment.[93] It is
primarily this difference (the chemical shift) that can be harnessed to extract information
from an XPS spectrum.
The XPS analysis performed herein is focused on peak fitting, where a single peak (say
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oxygen 1s) is composed of several component peaks superimposed on top of one another, but
slightly separated in energy. By fitting the overall peak with various components we suspect
to comprise our material, information on the chemical proportion of various compounds can
be gained by integration of the fitted components, which then need to we weighted by relative
sensitivity factors for the corresponding elements and edges.[94] The other fitting procedure
that can be done involves determining the oxidation states, and their relative proportion,
that exist in a given material. For example, Mn-metal, Mn2+, Mn3+, and Mn4+ will all
display slightly different chemical shifts for the same edge. By performing a weighted sum
of these to match a sample of interest, a good approximation to their relative proportions in
the real sample can be determined.
3.6 Ion Implantation
Although not performed by me, all doped thin film samples in the publications contained
herein were doped via ion implantation. Therefore, it is necessary to give a brief overview of
the modelling of the process I have done. Ion implantation is a process in which ions of one
element are accelerated into another such that a beam of atoms bombards and penetrates
the surface. This will alter the chemical make-up of the material, with the general goal of
tuning the host material’s electronic and/or magnetic properties through doping.
Figure 3.11 shows a calculation of the ion depth profile using Stopping Range in Matter
(SRIM) calculations [95]. The 3D profile displays the relative Co ion concentration for ions
incident normal to the surface from a point source. However, the source is more akin to a
beam, so the horizontal ion profile here would be more widely distributed over the sample
surface. The vertical scale is for the shaded area on the right, which shows the Co depth
profile. The peak Co density is at 15.9 nm depth where it is 2.5×1022 atoms/cm3. Because
of such high concentrations here, the term “dopant” is somewhat of a misnomer, as the
concentrations reach 26% in terms of atomic percentage.
Given the widely variable depth profile, it is apparent that whether we choose photon-out
or electron-out techniques, we are inherently measuring a fundamentally different material.
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Figure 3.11: 3D plot of the depth profile of the dopant atom Co, in ZnO, given the implantation conditions.
The maximum cobalt density is at a depth of 15.9 nm, and the penetration of Co ions reaches a maximum
depth of ≈45 nm. Note that the figure assumes implantation occured at a single point on the sample surface,
and the horizontal profile is due to ion scattering. Plotted using the software The Stopping and Range of
Ions in Matter (SRIM) in Ref. [95].
As previously discussed in Section 3.5, the probing depth of XPS and TEY is only a few
nanometres, where the concentration is in the range of ≈2%. And, for any x-ray-in x-
ray-out technique where the penetration and probing are depth are ∼150 nm, the average
cobalt concentration varies widely over from its peak value to effectively zero. However,
with the larger penetration of x-ray we can measure at grazing incidences to the sample
surface to systematically control the probing depth. In fact, using the fact that one can
obtain the absolute value of the absorption coefficient µ using IPFY, and by taking a series
of measurements at various angles, it is in principle possible to experimentally map the ion
implantation depth concentration.
CHAPTER
FOUR
DATA ANALYSIS AND SOFTWARE
All software written by me throughout the course of my graduate studies was written using
MATLAB. This not only includes the algorithms discussed below, but also several scripts
on calculation-experiment matching for XAS and RIXS, quantitative linear summing used
in my publications, IPFY and PFY analysis, and EXAFS analysis. The Quanty code used
to do calculations was written in Lua programming language, which I frequently modified
for specialized tasks. Lastly, I did not write or perform any of the DFT calculations in the
published work, which was done by collaborators.
4.1 Image Correction for XES Spectra
When collecting emission spectra we are observing photons that are emitted from our sample
at a 90◦ angle from the incident light. This light is then partitioned into spectral lines by
a grating that diffracts the radiation into its component energies. The optical design of the
detector in the spectrometer is such that when photons impinge on it a curved image appears.
This is due to photons of equal energies landing on different vertical pixels despite having
identical energies, depending on their horizontal position across the detector. We observe
this effect as a curved two dimensional image (Figure 4.1a). As shown in Figure 4.1c, if the
pixels were summed horizontally and plotted on the raw pixel scale we record, we would
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suffer not only a loss in resolution, but also have incorrect energy separations for features
in our spectra—a stretching or compressing of the image. The XES work in this thesis
was done using three different spectrometers: (1) CLS REIXS beamline post-2016 spectra
required image correction as shown in Figure 4.1, (2) ALS Beamline 8.0.1 mid-2016 and
earlier required severe image correction as the curvature was quite large, (3) ALS Beamline
8.0.1 mid-2016 and later had a CCD camera installed such that the image correction is
negligible.
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Figure 4.1: (a) The raw recorded 2D image contains a curvature that is not constant across the detector. (b)
After the treatment described in the text the image appears straight, such that horizontal rows can be summed
to produce the corrected spectrum in (c), which is contrasted to the result had the image correction not been
carried out.
In practice, to adjust for the curvature of the image one must develop an algorithm that
logically rearranges the counts on the detector without losing the total number of counts.
As a decent first approximation, one could simply shift each of the 64 columns up or down
an integer number of pixels manually until a sufficiently straight horizontal line across the
detector for some feature is seen. However, this will lead to the loss of counts near the detector
edges, and does not account for the change in curvature across the detector. To achieve the
greatest improvement it is necessary to detect the curvature of at least two spectral features.
In Figure 4.1a the two red lines show polynomial functions that track an intense spectral
feature across the detector, and the weaker elastic peak (both of which we know to be at a
constant energy). The polynomial functions were created by fitting a gaussian curve within
Data Analysis and Software 70
a given pixel range (depending on which single feature we are attempting to track) for each
of the 64 columns. Then noting all of the gaussian’s centre positions, a polynomial of a
chosen order is fit to the centre positions of those gaussians. Thus, there are 64 data points
to fit our polynomials to.
For each column there is then two data points corresponding to each polynomials value.
A straight line is fit to these data points, which will be different for each column. Essentially,
the slope of this line tells us how the counts on each pixel need to be rearranged as we go
from the top to the bottom of the image, and this will be different for each column. The
value of the straight line evaluated for every one of the 64 × 1024 pixels will correspond to
new pixel number where the original counts should be placed. However, it is always the case
that some fractional pixel is arrived at (we cannot place the counts from pixel #537 into
pixel #558.33). This allows us one last step to further improve the image quality: fractional
pixel shifts. If a result like the above occurs, then we redistribute 33% of the original pixels
in pixel #559 and 67% of the original pixels into pixel #558. Of course, one cannot take
67% of a whole number of counts most of the time, but any further rounding of fractions of
fractions of counts beyond this is negligible. Lastly, to avoid edge effects on the detector, an
ellipse is fit to it (as shown in Figure 4.1a), and only counts within the ellipse are included in
the final spectrum. This is the reason that the total integrated counts in Figure 4.1c appears
to be slightly less after the image correction process. The result is that spectral features are
sharper and shifted from their original pixels, which in turn will create an energy axis shift
once the pixels are converted to absolute energies, and that the noise is slightly reduced by
performing non-integer shifts.
4.2 Energy Calibration
Once a quality spectrum is obtained such that its shape and noise level can be maximally
optimized via handling of the raw two dimensional data, care must be taken to convert
the pixels numbers to an energy axis, representing the actual energies of emitted photons.
To do this we must assume that the monochromator of the beamline can very accurately
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change energies. That is, we assume the ∆E changes of energy (not the absolute energy
E) are extremely precise. We know this is a valid assumption because beamline scientists
take a lot of care to ensure reproducibility of the data across well known materials that have
been measured countless times all around the world (XAS spectra would look stretched or
compressed if ∆E moves were off). Given this assumption, elastic peaks in a RIXS spectrum
with known energy spacings and pixel numbers can be used to convert the pixel scale to an
energy scale.
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Figure 4.2: There are two x/y axes shown here: Pixel Number (x-axis)/Energy (y-axis) maps the raw spec-
trum (blue) via the calibration curve (red) from the pixel scale (x-axis) to the energy scale (y-axis). The
secondary axes, Energy (x-axis)/Intensity (y-axis) scale has the calibrated curve (yellow) plotted on it after
the conversion to energy has been done.
The process is shown for the ALS Beamline 8.0.1 CCD spectrometer in Figure 4.2. This
spectrometer has an energy range that is dependent on the energy you wish to detect. The
grating before the CCD camera is held fixed and the camera is on a 1.5 m arm that rotates
in a circle, so depending on the angle of rotation, a specific energy range of photons can be
detected. This range is quite large at the higher end of the soft x-ray range, and is ≈ 400 eV
in this example, detecting emission photons from the oxygen K-edge up to the nickel L-edge.
The blue circles in Figure 4.2 are the key to calibration, each one represents the energy and
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pixel of an elastic peak from a single 3d metal spectrum. By fitting an exponential function
to these points of known energy and pixel, a universal calibration curve can be developed
that maps every pixel to an energy value. That is, in Figure 4.2, the value of the red line for
any pixel will map directly to an energy in eV. The essential feature of the line is not that
it exactly passes through every single point perfectly, but that the slope of the line in the
vicinity of the points is accurate. This is because the slope of the line serves as the energy
spacing per pixel, which varies widely depending on the energy. To get a sense of this it
goes from 0.30 eV/pixel at the Cu L-edge to 0.11 eV/pixel at the O K-edge, down to 0.085
eV/pixel at the N K-edge. Therefore, our resolution is mostly pixel limited for higher energy
Co, Ni, and Cu RIXS. This, plus the limits of the diffraction gratings before the detector
combine to produce the overall resolving power.
The universality of the curve can be adopted to any spectrometer angle single because the
angle of rotation is exactly constant per pixel. Every pixel (or energy spacing) corresponds
to exactly some angle of rotation. This is what allows me in Figure 4.2 to use an elastic peak
in the Cu energy range (highest pixel blue dot) even though this is outside the 2048 pixel
window of the detector. It is essential to have a wide spread of elastic peak points on either
side of the detector, or outside the detector window to ensure proper energy calibration.
Essentially this means that we will interpolate data between the points, but will not fall
into the trap of extrapolating data outside the recorded points, ensuring proper energy
calibration.
Lastly, a constant energy shift of the RIXS spectrum needs to be performed. This process
is straightforward, and only requires us to have previously done a proper constant energy shift
with the corresponding XAS spectrum, which is done by aligning it to previously published
standardized spectra. Then we align our known elastic peaks to the same energy as in the
XAS spectrum that we know we excited at.
It is of note that the first two steps in calibrating a RIXS spectrum are of the utmost
importance, as they result in the stretching/compressing of spectral features. Our analysis,
calculations, and eventual conclusions rely heavily (often solely) on the energy separation
of peaks in the spectra. On the other hand, the constant energy shift at the end is of little
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importance as it contains no physics, and energy shift discrepancies of several eV for common
oxides is not uncommon in the literature.[96, 97]
4.3 Maximum Entropy Deconvolution
A deconvolution algorithm serves the purpose of removing some function (here a Gaussian)
that has been convolved with some other function (here the spectra) with the intent of
viewing the spectrum in the absence of the convolution. Essentially this means reducing
broadening effects from the experimental data to better resolve features. There are sev-
eral ways of doing this, but certainly the most elegant is through maximizing information
entropy.[98] In 1982 Jaynes stated the principle quite eloquently, “The MaxEnt principle,
stated most briefly, is: When we make inferences based on incomplete information, we should
draw them from the probability distribution that has the maximum entropy permitted by
the information we do have. Essentially all of the known results of statistical mechanics are
derivable consequences of this principle”.[99] Information entropy quantifies the information
content, or equivalently, the uncertainty of a system. That is, an increase in entropy is anal-
ogous to an increase in uncertainty or a decrease in information. I have used this algorithm
to improve spectra in two publications to date, seen in Refs. [51] and [100].
A simple argument leading to the definition of entropy is as follows: say we have two
machines, one of which produces any of 24 of the Greek letters at random with equal proba-
bility, the other produces any of the 26 English letters randomly. We would like our measure
of entropy to have the property that it is additive, that is, if we receive two symbols, it is
twice as much information as receiving one symbol. Logarithms naturally lend themselves
as a choice for our definition, where we could say entropy is S = log(N), where N is the
number of equally probable choices. The amount of entropy in our system is then log 24 +
log26 = log624. In this way we can add entropy instead of multiplying the number of choices
available. This can be rewritten as S = logN = − logP where P = 1/N is the probability
of a given choice. For a group of many machines, scenarios, pixels, etc. this can be written
as −∑Ni=1 logPi.
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This must be generalized for the case where all probabilities are not equal (of course
they must always sum to unity,
∑N
i=1 Pi = 1). If the English letter producing machine spits
out one letter with P = 1 and the rest with P = 0 then the entropy (uncertainty) is at a
minimum, log 1 = 0; likewise if the probabilities are all equal the uncertainty is maximum.
The reason all terms in the sum with P = 0 are ignored is because limp→0 P logP = 0. The
natural, and as it turns out, correct choice, is to take a weighted sum of the distribution
by introducing a factor of Pi. This leads to the well known formulation of entropy S =
−∑Ni=1 Pi logPi. It can then readily be seen that this is of the same form as thermodynamic
entropy, S = −kB −
∑N
i=1 Pi lnPi, hence why the term entropy was adopted.
The key point to be taken is that in the same way that an increase in thermodynamic
entropy implies an increased probability of the system being in that state, the identical
proposition holds true for information entropy. A concise way to state this in general is that
a larger entropy is equivalent to a larger multiplicity, and therefore it can be realized in more
ways, and consequently is the most reasonable choice to be observed. For example, when
we roll two dice there are 36 possible outcomes with 11 different totals, the outcome where
the two dice sum to 7 has the highest multiplicity (6), the highest entropy, and accordingly,
is the most probable outcome. Out of the distribution of possible outcomes, the one to be
preferred over all others is the one with the highest information entropy.
I took the general algorithm set forth in Ref. [101] and wrote and applied it to 2-
dimensional image reconstruction (spectra). It has been independently used in spectroscopy
in recent years, but is certainly not common practice, despite the obvious benefits.[102,
103, 104, 105] As it is also inherently a smoothing algorithm, and the smoothing of data is
pervasive across science, it should without a doubt be the standardized method of doing so.
In terms of image reconstruction, the underlying problem is that we have some recorded
data D which is the convolution of the ideal signal f and some broadening function R
(point spread function), D = R ∗ f . Observe here that D, R, and f are vectors and the
symbol ∗ represents convolution, in discrete form the nth index is defined as (R ∗ f)[n] =∑∞
n=0R[n]f [m − n]. Note that this is equivalent to (R ∗ f) = Rjkf where Rjk is a square
matrix in Toeplitz form containing the response function and f is a vector. A Toeplitz
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matrix is a symmetric matrix where the value along every diagonal (from upper left to
lower right) is the same. The entire problem including noise (σ) can then be stated as
Dk =
∑N
j=1Rkjfj + σk. The point is that we want to recover the true signal f and the
problem is that there are many solutions which fit this criterion due to noise in the image
and R−1 not being unique.
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Figure 4.3: Shown are three examples of the MaxEnt deconvolution algorithm for three different techniques:
XAS, NXES, and RIXS. In all cases the spectra are smoothed, but also the spectral features are significantly
more elucidated.
The goal then is to seek the image with the maximum entropy, or minimum information
by searching in image-space. The procedure is to start with an unbiased flat spectrum and
update it iteratively until a satisfactory solution is reached. The solution obtained, once
broadened, must fit the experimental data to within noise levels. A simple chi-squared
consistency test is done to ensure this is the case, χ2 =
∑
[(R ∗ f)k − Dk]2/σ2k; this is just
a comparison of the raw data with the convolved solution. To find a solution three search
directions are used: the gradient of the entropy (∇S), the gradient of the consistency test
(∇χ2), and third direction which is a more complicated combination of the first two. The
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solution is then updated after each iteration where the latest solution is fnew = flast + xµeµ;
here eµ’s are the search direction vectors weighted by constants xµ (Einstein notation used).
The true maximum entropy solution has been reached when the vectors∇S and∇χ2 are anti-
parallel, a check is done for this after every iteration and when they have become sufficiently
anti-parallel a satisfactory solution is said to have been obtained.
To show the algorithm in action I have plotted some examples in Figure 4.3. In each of
the three example shown, features that are not clear, or not present at all, appear in the
treated spectrum. It is certainly advantageous to use over any smoothing algorithm as it
presents the results more clearly with “added” information.
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Abstract
X-ray photoelectron spectroscopy (XPS) and resonant x-ray emission spectroscopy (RXES)
measurements of pellet and thin film forms of TiO2 with implanted Fe ions are presented
and discussed. The findings indicate that Fe-implantation in a TiO2 pellet sample induces
heterovalent cation substitution (Fe2+ → Ti4+) beneath the surface region. But in thin film
samples, the clustering of Fe atoms is primarily detected. In addition to this, significant
amounts of secondary phases of Fe3+ are detected on the surface of all doped samples due to
oxygen exposure. These experimental findings are compared with density functional theory
(DFT) calculations of formation energies for different configurations of structural defects in
the implanted TiO2:Fe system. According to our calculations, the clustering of Fe-atoms
in TiO2:Fe thin films can be attributed to the formation of combined substitutional and
interstitial defects. Further, the differences due to Fe doping in pellet and thin film samples
can ultimately be attributed to different surface to volume ratios.
5.1 Introduction
Enormous efforts have been put forth in the last several years to study TiO2-based materials;
these materials have been shown to display many promising technological applications in a
wide variety of fields. This includes areas such as photovoltaics,[106] photocatalysis,[107,
TiO2:Fe 79
108, 109] photo/electrochromics,[110] and spintronics.[111, 112] The electronic properties of
the TiO2 host material, and therefore the specific technological application as well, depend
on the modifications to the sample (for example, by ordinary chemical doping, precise cation-
anion site substitutions, etc.). In addition to this, the interactions between the TiO2-based
materials and their surrounding environment play an active role in the properties of such
materials, and should therefore also be considered when studying these materials.[113]
Among the aforementioned modifications to the TiO2 matrix, cation doping with 3d-
transition metals is of particular interest. This is because 3d transition metal doping is
often linked with the appearance of ferromagnetism in dilute magnetic semiconductors, since
ferromagnetism can be induced by the exchange interaction of magnetic 3d-ions mediated by
carriers.[114, 115] A second point of interest is that by filling the mid-gap states in TiO2 with
dn-states, the band gap (∼3.03 eV for rutile TiO2),[116] which is too large for absorption in
the visible part of solar spectrum, will be reduced. The system would then be more viable
for established photocatalysis use in the visible region of the electromagnetic spectrum.[117]
Doping of TiO2 with Fe, Co and Ni occurs only by heterovalent substitution, this is
because these 3d-elements do not easily maintain a 4+ oxidation state. This induces the
formation of different structural defects (vacancies, interstitials, precipitates), which can
affect the electronic structure, and hence, the magnetic and electrical properties of doped
materials.
In the present paper we have studied the local structure of Fe impurity atoms in TiO2
pellet and thin films using x-ray photoelectron spectroscopy (XPS) and resonant x-ray emis-
sion spectroscopy (RXES). Based on these measurements, the structural models of TiO2:Fe
are discussed and compared with our DFT-calculations.
5.2 Experimental and Calculation Details
5.2.1 Sample Preparation
TiO2 coating sols were prepared by a sol-gel chemical process, where titanium-isopropoxide,
nitric acid, and anhydrous ethanol were used as the precursor, catalyst, and solvent, respec-
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tively. Deionized water was also supplied for the hydrolysis of TIPP and all of the chemicals
were used as received without any further purification. Using the prepared coating sols, TiO2
films were deposited on Si wafers (100) by a dip-coating process.[118] The withdrawal rate
of the substrate was 4 mm/s. The as-prepared films were dried at room temperature and
then kept in an oven at 60◦C for 1 day to remove the remaining solvents completely, and
finally they were annealed at 100◦C for 2 hours. The obtained films were ∼200 nm thick and
characterized by field emission scanning electron microscopy and atomic force microscopy.
Samples of ceramic TiO2 powder were obtained by electrical explosion of wires,[119]
they were made in molds of 15 mm diameter at 7 × 104 N force. They were then sintered
for one hour at a temperature of 1040◦C. The final dimensions when compact were on
average: 12.8 mm in diameter, 1.8 mm in height, and a density of 4.25 g/cm3. The phase
composition was verified by an x-ray diffractometer (XRD), and the compact material was
found to be nearly all single phase rutile (99.85%). The parameters of its tetragonal lattice
were: a = b = 4.592 A˚, c = 2.960 A˚, and the average crystallite size was determined to be
> 200 nm. This sample will be referred to herein as the “pellet” sample.
5.2.2 Ion Implantation
The implantation of Fe ions in pellet and thin film TiO2 samples was carried out in vacuum,
the chamber was evacuated to a residual pressure of 3× 10−3 Pa. An ion beam with an
energy of 30 keV was then generated by the source based on a cathodic vacuum arc. The
arc was initiated with an auxiliary discharge in an argon atmosphere, by doing this the
gas pressure in the chamber increased to 1.5× 10−2 Pa. The processing was carried out
in a pulsed mode with a repetition rate of 25 Hz and a pulse duration of 0.4 ms with
a pulse current density of 0.7 mA/cm2. The duration of exposure for which the fluence
reached 1× 1017 cm−2 was 38 minutes. The samples were mounted on a massive water-
cooled collector in order to prevent overheating. The initial temperature of the samples
prior to irradiation was 20◦C. After implantation, the samples were cooled under vacuum
for 20 minutes. Stopping range of ions in matter (SRIM) simulations were performed to
determine the approximate distribution and concentration of implanted ions.[95] The average
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concentration of Fe ions was found to be∼23% (by atomic %) to a maximum depth of∼45nm.
5.2.3 XPS Measurements
XPS core-level and valence-band measurements were made using a PHI XPS Versaprobe 5000
spectrometer (ULVAC-Physical Electronics, USA) based on the classic x-ray optic scheme
with a hemispherical quartz monochromator and an energy analyzer working in the range
of binding energies from 0 to 1500 eV. This system uses electrostatic focusing and magnetic
screening to achieve an energy resolution of ∆E ≤ 0.5 eV for Al Kα excitations (1486.6 eV).
All samples under study were introduced to vacuum (10−7 Pa) for 24 hours prior to measure-
ment, and only samples whose surfaces were free from micro-impurities were measured and
reported herein. The XPS spectra were recorded using Al Kα x-ray emission; the spot size
was 100 µm, and the x-ray power load on the sample was kept below 25 watts. Typical signal
to noise ratios were above 10000:3. The spectra were processed using ULVAC-PHI Multi-
Pak Software 9.3 and the residual background was removed using the Tougaard method.[120]
XPS spectra were calibrated using a reference energy of 285.0 eV for the carbon 1s level.[121]
5.2.4 XES and XAS Measurements
The x-ray emission spectroscopy (XES) and x-ray absorption spectroscopy (XAS) measure-
ments taken at the Fe L-edge were performed using Beamline 8.0.1 [122] at the Advanced
Light Source (ALS) at the Lawrence Berkeley National Laboratory. The beamline uses a
Rowland circle geometry grating spectrometer with spherical gratings. The photons emitted
from the sample were detected at an angle of 90◦ with respect to the incident photons, and
the incident photons were 30◦ to the sample surface normal with a linear polarization in the
horizontal scattering plane. All of the experiments were performed in a vacuum chamber at
∼ 10−5 Pa. The XAS resolving power (E/∆E) was ∼2000, while the XES resolving power
was ∼1000.
The Fe L-edge XAS spectra were calibrated using a reference energy of 708.4 eV for the
first peak in the L3 absorption edge and a reference splitting of 13.5 eV between the L3 and
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L2 absorption lines of metallic iron; the XES spectra were then calibrated with respect to
the elastic scattering peaks from incident x-rays with energies resonant with the L2 and L3
absorption lines. The O K-edge XES and XAS spectra were calibrated using a reference
energy of 526.0 eV and 532.7 eV for the O K emission line and absorption edge of Bi4Ge3O12,
respectively. Inverse partial fluorescence yield (IPFY)[60] measurements were made using
the SGM beamline at the Canadian Light Source.[123] In IPFY, the edge of interest is
resonantly excited over a a range of energies, but regular partial fluorescence yield (PFY)
measurements are taken with the detector at some other lower energy edge of a different
element in the sample. As the resonantly excited (Fe L2,3 is the edge of interest herein)
edge begins absorbing photons, it reduces the amount absorbed at the lower energy edge (O
K-edge herein), when inverted, this lower energy PFY spectra is proportional to the true
x-ray absorption coefficient, but free of saturation and self-absorption effects.
5.2.5 DFT Calculations
The density-functional theory (DFT) calculations were performed using the SIESTA pseu-
dopotential code,[124] as has previously been utilized with success for related studies of impu-
rities in semiconductors.[125] All calculations were made using the Perdew-Burke-Ernzerhof
variant of the generalized gradient approximation (GGA-PBE)[126] for the exchange-correlation
potential. A full optimization of the atomic positions was done, during which the electronic
ground state was consistently found using norm-conserving pseudopotentials for the cores
and a double-ξ plus polarization basis of localized orbitals for Fe, Ti, and O. Optimizations
of the force and total energy were performed with an accuracy of 0.04 eV/A˚ and 1.0 meV,
respectively. For the atomic structure calculations, a Ti pseudopotential was employed with
Ti 3d electrons treated as localized core states. The calculations of the formation energies
(Eform) were performed using the standard method described in detail in Ref. [125]. As a
host for the studied defects, a TiO2 supercell consisting of 96 atoms was used. Taking into
account our previous modelling of transition metal impurities in semiconductors,[125] we
have calculated various combinations of substitutional (S) and interstitial (I) Fe impurities.
GGA-PBE was chosen as opposed to more complex approaches such as using a hybrid
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Figure 5.1: (Color online) XPS data. (a) XPS Survery of pure and Fe-implanted TiO2. The Fe 2p signal
is strong in doped samples while the carbon content is relatively low, there is also no indication of impurites
other than Fe. (b) Fe 2p XPS spectra of doped and reference samples are shown. Both doped samples show
a strong similarity to Fe2O3 in both pellet and thin film TiO2 samples, indicating the presence of primarily
Fe3+ on the surface. In addition to this, a clear Fe metal signal can be seen in the thin film sample due to
the clustering of Fe atoms. (c) Valence band spectra show that Fe doping introduces Fe 3d states near the
Fermi level as compared to pure TiO22, indicated a reduction in the band gap upon doping with Fe.
functional or on-site Hubbard U because GGA-PBE is computationally much simpler than
other approaches, and GGA-PBE adequately reproduces the electronic structure of TM-
doped DMS systems.[125] Indeed, in past studies the more complex approaches provided
virtually identical results in terms of defect structures and exchange interactions.[127, 128]
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5.3 Results and Discussion
By using core level XPS to probe the occupied density of states (DOS), the local environment
of the absorbing atom can be determined due to the final state interaction between the core
hole and the valence band electrons. In addition to this, XPS is also useful for profiling
the occupied DOS in the valence band. The nature of XPS allows for a probing depth of
only ≈5 nm, due to the inelastic mean free path of excited electrons in TiO2, and is thus
a very surface sensitive technique.[91] Based on the aforementioned SRIM calculations for
ion implantation, the Fe content in this region is significantly less than in the bulk (1-2%
as compared to ≈23% on average). In XAS, transitions are governed by dipole selection
rules in which the absorption cross section is measured across a range of excitation energies.
Hence, an electron is excited from a core level state to an empty valence or conduction band
state and the total unoccupied DOS is probed. RXES is also governed by dipole selection
rules, in this case an excitation energy is chosen to resonate with a peak in the corresponding
XAS spectrum. In RXES, an incident x-ray excites an electron to produce an elementary
transition in the sample, which will subsequently decay to a lower energy, with the emission
of an x-ray. It is these emitted x-ray which are detected as a function of energy. By choosing
an appropriate excitation energy RXES can probe specific transitions such as d− d, charge
transfer, and even magnetic excitations.
5.3.1 XPS Measurements
The XPS survey spectra of pure and Fe-implanted TiO2 (pellet and thin films) are presented
in Figure 5.1 (a). The samples show a relatively low carbon content, and do not contain any
impurities other than Fe, as can be seen by the Fe 2p signal in the doped samples.
In Figure 5.1 (b) XPS Fe 2p-core level spectra of doped samples are shown along with
spectra of reference samples FeO (Fe2+), Fe2O3 (Fe
3+), and Fe-metal taken from Refs. [129]
and [130]. From this comparison, we see that the XPS Fe 2p spectrum of TiO2:Fe is similar
to that of Fe2O3, which suggests that heterovalent substitution Fe
3+ →Ti4+ takes place for
both pellet and thin film materials. This was a foreseeable result because Fe on the surface
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of the sample will oxidize quite easily in the presence of an oxygen rich atmosphere, and
XPS measurements will be quite sensitive to this within its probing depth. On the other
hand, one can see the contribution of the metallic peaks in the TiO2 thin film XPS signal at
≈707 eV and ≈720 eV, this is strong evidence of Fe-clustering near the surface of the thin
film sample.
XPS valence band spectra of pure and Fe doped TiO2 are presented in Figure 5.1 (c).
O 2s-states are concentrated (≈22.3 eV) at the bottom of the valence band, whereas O
2p-states prevail at the top of the valence band. Fe-doping induces Fe 3d-states near the
Fermi level as expected, as indicated by the appearance of a shoulder in the doped spectra as
compared to the pure TiO2 sample. For TiO2:Fe (film), the Fe 3d-states are more pronounced
and form a peak that is located at ≈1.5 eV, whereas in the pellet sample the Fe 3d peak
is rather smeared. The presence of Fe 3d-states near the mid-gap states is consistent with
the general strategy of band gap engineering TiO2-based photocatalysts where the d
0 states
are substituted by dn-states. [131] But note that the presence of Fe3+ states in the vicinity
of the Fermi level is usually considered to be the main reason for the appearance of Fe3+
induced ferromagnetism in thin film TiO2:Fe.[132] For completeness, it should also be stated
that core level Ti 2p XPS spectra were investigated for all samples, but contributed very
little to the conclusions posed herein. This is due to the high degree of similarity between
the samples in the very weakly doped surface regions to which XPS is sensitive.
5.3.2 XAS and RXES Measurements
The measurements of Fe 2p XAS spectra (as shown in Figure 5.2 (a,b)) show a significant
difference between TiO2:Fe (pellet) and TiO2:Fe (film) samples. The Fe 2p TEY XAS of
TiO2:Fe (pellet) is nearly identical to Fe2O3 XAS with typical multiplet splitting.[133] This
is in agreement with the aforementioned XPS data which also show that the overwhelming
majority of Fe near the sample surface was in the 3+ oxidation state. Quite to the contrary,
the more bulk sensitive TFY XAS shows significantly more pronounced FeO characteristics.
This would suggest that in the pellet sample, Fe2+ →Ti4+ substitution occurs beneath the
surface where oxidizing effects are less prominent, but when exposed to oxygen, the sample
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soon after forms secondary phases.
On the other hand, the intensity of the first peak in the L3 region of the TiO2:Fe (film)
(Figure 5.2 (b)) is increased due to contributions from Fe-metal atoms as can be seen clearly
when compared with the Fe metal TEY spectrum. Note that the pure Fe metal would have
suffered surface oxidation effects as well, and thus it will include some contributions from
FeO and Fe2O3, that is, the signal with not be pure Fe metal on the surface. But the marked
similarity between the TEY spectra of the thin film sample and the pure Fe metal is strong
evidence of primarily Fe atom clustering in the the film. The gradual ‘trailing off’ of the L2
and L3 peaks in the TFY thin film spectrum is also indicative of the metallic clustering of
atoms.
In Figure 5.2 (c, d), Fe L2,3 RXES spectra for TiO2:Fe (pellet) and TiO2:Fe (film) are
compared to reference samples. Note that the vertical lines in all spectra correspond to
excitation energies a, b, and c as shown in the XAS spectra above. At excitation energy
a (L3 peak), the pellet sample is very much akin to that of the FeO reference sample,
supporting the conclusions of the XAS data that it is indeed Fe2+ substitution below the
sample surface.
The TiO2 thin film RXES spectra in Figure 5.2 (d) nearly exactly reproduce the Fe metal
spectra at all excitation energies. This is convincing evidence that Fe atoms aggregate, and
along with the XPS and XAS data, it can be firmly concluded that in the thin film there
is an overwhelming tendency for the Fe atoms to cluster together under the conditions of
sample fabrication presented herein.
The relative I(L2)/I(L3) intensity ratio of the TiO2:Fe (film) sample excited at the L2
threshold (point c at 721.0 eV) is much smaller than that of the TiO2:Fe (pellet) sample. This
intensity ratio is similar to that of FeO/Fe2O3 and Fe metal (Figure 5.2). The I(L2)/I(L3)
intensity ratio is usually related to the probability of non-radiative L2L3M4,5 Coster-Kronig
(C−K) transitions (in which an electron transitions from within the same shell, for example
2p → 2s), and also to the ratio of total photo absorption coefficients (µ3/µ2) for excitation
energies at the L2 and L3 absorption threshold.[83] Since the ratio of total photon absorption
coefficients depends only on the excitation energy, the I(L2)/I(L3) intensity ratio of RXES
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Figure 5.2: (Color online) Comparison of Fe 2p XAS and XES spectra for TiO2:Fe (pellet), TiO2:Fe (film),
Fe2O3, and Fe-metal. (a) The pellet sample shows a clear similarity to Fe2O3 and FeO in the surface sensitive
TEY and bulk sensitive TFY data, respectively. (b) The thin film doped samples shows clear characteristics of
Fe metal, but note that both will have suffered surface oxidation effects, and will therefore show contribitions
due to the formation of Fe2+ and Fe3+ in what should be pure metallic Fe. (c) L2,3 RXES spectra of the
pellet sample indicates that it is indeed Fe2+ →Ti4+ substitution that occurs beneath the surface layer. This
is evident at excitation energy a wherein the pellet spectrum is nearly identical to the FeO spectrum, but quite
different from that of Fe2O3. (d) Thin film RXES data is essentially identical to that of Fe metal, implying
that Fe clustering also occurs beneath the surface layer.
spectra taken at the same excitation energy is determined by the C−K transitions alone,
which are in turn governed by the number of free d-electrons around the target atom. The
I(L2)/I(L3) ratio of Fe atoms in the mixed Fe
3+ + Fe0 state (as in the film) should be
suppressed in comparison with Fe atoms in the Fe2+ + Fe3+ state (as in the pellet sample).
Therefore, Fe L2 RXES measurements confirm the existence of Fe
3+ species in both pellet and
thin film TiO2:Fe samples. In addition to this, there is strong suppression of the I(L2)/I(L3)
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ratio in the thin film sample due to the additional clustering of Fe-atoms (i.e. Fe0 atoms have
more free d-electrons and therefore a suppressed I(L2)/I(L3) ratio). Both RXES and XAS
spectra indicate the clustering of Fe-atoms in TiO2:Fe (film), which is in good agreement
with the more surface sensitive XPS Fe 2p-measurements (Figure 5.1).
Figure 5.3 shows XAS and non-resonant XES oxygen K-edge spectra for both pellet and
thin film Fe doped TiO2 samples, pure TiO2, and reference samples FeO and Fe2O3. Oxygen
XES spectra vary between the samples due to the differing crystal structures, and the Fe-
coordination level. The shift of the main peak in the XES data of the doped samples to
lower energies can be attributed to Fe doping. This can be seen by looking at the main O
peak in FeO and Fe2O3 and noting that they are noticeably lower than that of pure TiO2.
The O K-edge TFY spectra of the pellet sample is nearly identical to that of the pure
TiO2 sample because, as noted earlier, the maximum depth of implantation of Fe ions was
45 nm, while TFY probes on the order of ∼150-200 nm. This means that fluorescence yield
is largely obtained from the pure TiO2, beneath the level of ion implantation (likely less
than 25% of the signal is from the actual implantation region). Whereas the film TFY data
show a significant suppression of the first two peaks in comparison with pure TiO2. This is
likely due to an oxide layer of SiO2 forming at the substrate-film boundary, and it is this
O K signal showing through the TiO2. This is clear if one compares it to the onset of the
O K-edge of SiO2 in Ref. [134], in which there are no electronic states in the suppressed
region.
The surface sensitive TEY data show clear shifts to lower energies of the onset of the
O K-edge (similar to that of reference samples), again indicating the expected formation of
secondary phases on the sample surfaces. This shifting to lower energies of the onset of the
conduction band signifies that Fe doping decreases the band gap on the sample surface, in
agreement with the XPS VB data of Figure 5.1. The onset of O K-edge XAS is very close
to the true ground state conduction band, this is because the O 1s core hole only leads to a
very minor perturbation on the energy of the unoccupied states.[135] This is in contrast to
the Fe L-edge spectra (which would offer the most direct probe of the electronic structure in
the vicinity of the dopants), because the Fe 2p core hole will considerably perturb the onset
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Figure 5.3: (Color online) O K XAS and XES. Doping of TiO2 with Fe in pellet and thin film indicate that
there are contributions from secondary phases due to oxidation on the surface of both samples. This is clear
from the large suppression of the second main peak in the surface sensitive TEY data, in the same energy
region in which FeO and Fe2O3 show a weak signal. TFY spectra largely probe beneath the implantation
depth, and is therefore very much like pure TiO2 in the pellet sample, and show evidence of the Si substrate
in the thin film. XES data suggests that Fe doping shifts the main O peak to lower energies, as in FeO and
Fe2O3 reference samples.
of the L-edge from the true ground state conduction band.
The TEY spectra of the doped samples also show a large suppression of the second main
peak as compared to the pure TiO2 sample. This is in the same energy range as the large
dips in intensity of the reference samples, again indicating that secondary phases of Fe are
prevalent in the surface region.
5.3.3 DFT Calculations
The x-ray spectroscopy measurements shown in the previous section indicates that Fe-doping
in the pellet TiO2 rutile sample induces Fe
2+ substitution at Ti4+ sites beneath the surface
layer; and that Fe3+ substitution occurs near the surface (note that both XAS in TEY mode
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and XPS have a probe depth of only ∼5nm). Therefore, we have spectroscopic data to test
the validity of our DFT structural optimizations and electronic structure calculations, these
calculations can then be used to obtain a better understanding of the influence of Fe-doping
in TiO2.
The calculations of the formation energy for iron impurities in both anatase and rutile
TiO2 are shown in Table 5.1. As the criterion for the observed oxidation states, it is possible
to map a given impurity to the observed phase of the implanted Fe atoms. A single sub-
stitutional (S) impurity (i.e. an Fe atom replacing a Ti atom) corresponds to FeO2. This
is a very unstable 4+ oxidation state for iron, and it is therefore not surprising that it is
not observed in our experimental data, and not favoured in the calculations. Similarly, an
S + I (substitution and nearby interstitial Fe atom) corresponds to a 2+ oxidation state,
due to the favourable formation of local Fe-O bonding in the form of Fe(S)O and Fe(I)O.
And 2S + I can be regarded as the favourable formation of a combination of Fe2O3 (Fe
3+)
and Fe3O4 (both Fe
2+ and Fe3+), in the form of 2Fe(S)Fe(I)O4. Note that this mapping
provides a crude, but logical way of relating the DFT calculations to the observed valencies;
and the actual formation of a given oxidation state or phase of iron will be a complex process
depending upon many factors that we cannot explicitly account for. Nevertheless, the cal-
culations provide valuable information in understanding the cause of the observed oxidation
states.
The first thing to notice is the near identical formation energies of all defects on the
surfaces of both samples. This is in agreement with our highly surface sensitive spectroscopic
XPS and TEY data, both of which indicated a strong Fe3+ signal. But consider that the
formation energies for S + I and 2S + I on the surface of anatase are more closely spaced,
and less in energy as compared to the rutile sample (0.62 eV and 0.92 eV compared to
0.68 eV and 1.01 eV, respectively). This is likely the cause of a largely metallic Fe signal
on the surface of our anatase sample, as it could lead to the formation of several nearby
S + I and 2S + I defects. The formation of neighbouring 2S + I and S + I impurities can
generally be considered as the aggregation of Fe atoms, and it is this aggregation that is
observed as a metallic signal in our data. The reason for this is because in anatase TiO2
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Sample Dopant Location S S + I 2S + I
Anatase Surface 1.58 0.62 0.92
Bulk 2.09 1.59 0.67
Rutile Surface 1.58 0.68 1.01
Bulk 1.86 0.72 0.88
Table 5.1: The calculated formation energies (in eV) for 3d-impurity atoms for substitutional (S) impurities
and their various combinations with interstitial (I) defects (S + I and 2S + I) in TiO2 rutile and antase
phases.
the distance between impurity atoms in cation (substitutional) sites and interstitial sites
is ∼2.67 A˚, and in pure Fe metal the atomic spacing is ∼2.47 A˚. That is, the distance
between substitutional and interstitial sites is comparable to the distance between metallic
Fe atoms. We can therefore conclude that an arrangement of adjacent S + I and 2S + I Fe-
impurities can be related to the formation of iron clusters in TiO2:Fe thin films, in agreement
with the observations in XPS, XAS, and XES measurements. This is in contrast to the ion
implantation in SiO2 and ZnO thin film hosts, wherein substitution below the surface layer
was energetically favourable and the clustering of metallic atoms was not observed (see our
previous work regarding Pb and Sn in SiO2 [136] and Fe in ZnO[137]). It was also calculated
that 3+ substitutional iron impurities in TiO2 have a magnetic moment of 3.21 µB for single
impurities, and 3.28 µB for a pair of nearest neighbours.
DFT calculations for rutile show that S+ I (and therefore Fe2+) impurities are the most
favourable configuration (0.72 eV) below the surface region, this is in agreement with the
spectroscopic data of the previous sections. On the other hand, it was calculated that 2S+I
impurities come at only a slightly higher energy cost (0.88 eV), and thus we may expect to
see an Fe3+ signal in our pellet sample (which we do not). To explain this we argue that the
formation of Fe2+ substitutional impurities in the pellet sample can be justified in terms of
the thin film versus pellet geometry, rather than the differences between rutile and anatase
crystal phases. Our main motivation for this claim is that the polycrystalline thin film was
synthesized with crystallites of ∼5 nm in size, while in the pellet sample the crystallites
TiO2:Fe 92
were ∼200 nm. The surface to volume ratio scales as 1/r, and therefore there is a large
difference in effective surface to volume ratio inherent in the samples (200/5 = 40 times
the effective surface area in the thin film). If we assume oxygen can only reach the surface
or penetrate between crystallites, we can then conclude that there is a significant relative
deficiency of oxygen in the pellet samples, and thus is highly conducive to the formation of
Fe2+ as opposed to Fe3+.
For conventional transition metal doped semiconductors, the observed configurations of
impurities and their relation to the methods of samples fabrication (sol-gel, molecular beam
epitaxy, etc.) can be explained by the kinetics of the material’s formation.[125] But in
our case, the insertion of impurities occurs after the fabrication of the samples, this is in
contrast to previously used methods wherein impurities were introduced to the host during
the fabrication process.[138, 139, 140, 141]
Differences between the configurations of impurities in pellet and thin film samples has
previously been discussed in terms of different surface to volume ratios.[137] To examine the
effect on the surface, we have calculated formation energies for 1S and 1S + 1I defects on
the hydrogen passivated surface of TiO2. The obtained energies for these two defects were
+0.17 eV/Fe and -0.97 eV/Fe, respectively. We can therefore say that the formation of a
1S + 1I defect is more energetically favourable in the vicinity of the surface than in the
bulk as compared to only substitution (1S). Therefore, ultimately we can explain different
amounts of Fe clustering in pellet and thin films samples in terms of different surface to
volume ratios.
5.4 Conclusion
To conclude, we have studied the formation of structural defects induced by Fe-ion implan-
tation of TiO2 pellet and thin films with XPS, XAS and RXES analytical techniques. The
results were compared with DFT calculations of the formation energies for different configu-
rations of structural defects. It was found that Fe2+ →Ti4+ heterovalent substitution takes
place in pellet TiO2:Fe samples below the surface layer, which is prone to oxidation effects
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and thus Fe3+ is largely detected on the sample surface. In thin film TiO2:Fe samples, in
addition to Fe3+ on the surface, primarily the clustering of Fe-atoms was observed. This sug-
gests that under Fe-ion implantation, the controlled and reproducible data can be obtained
only for the pellet TiO2:Fe material.
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Abstract
Herein we systematically study a range of dopants (Cr, Mn, Fe, Co, Ni and Cu) in ZnO and
TiO2 using several x-ray spectroscopic techniques. We identify the dopant’s local environ-
ment and interaction with the host lattice by employing crystal field multiplet calculations,
and hence clarify their potential applicability for spintronic technologies.
Our density functional theory (DFT) calcu-
lations predict a decreasing probability of di-
rect cation (Zn/Ti) substitution by dopant
atoms as atomic number increases; as well
as a much greater likelihood of metallic clus-
tering in TiO2. Our spectroscopic measure-
ments confirm that in all cases, except Mn,
metallic clusters of dopant atoms form in the
TiO2 crystal lattice, thus making it unfit for spintronic capabilities. On the other hand, in
ZnO, the dopants substitute directly into zinc sites, which is promising for spintronic tech-
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nologies.
6.1 Introduction
The paper of Dietl et al. [142] has stimulated great interest in dilute magnetic oxides (DMO).
In these materials it is predicted that a ferromagnetic state with high Curie temperatures
can be induced by doping them with magnetic impurities at levels below the percolation
threshold for nearest neighbour cation interactions, this comes at the expense of the indirect
exchange interaction of magnetic 3d-ions mediated by carriers. Indeed, the first experimental
studies of anatase TiO2-based thin films doped with 7% Co show a fixed Curie temperature
above 400 K,[143] this was the catalyst for an enormous amount of activity in the search
for ferromagnetism in different DMO systems.[144] On the other hand, the metallic clus-
tering of Co atoms was found in TiO2:Co,[145] this led to an alternative explanation for
the appearance of ferromagnetism in this system: direct Co-Co exchange interactions. It
was soon recognized that the structural and magnetic properties of 3d-doped oxide films are
extremely sensitive to the sample preparation and thermal processing methods due to the
formation of different structural defects. [146, 147] All available methods (ion implantation,
pulsed laser deposition, reactive magnetron sputtering, etc.) produce imperfect films, which
are far from the thermodynamic equilibrium. These materials are unstable against various
heterogeneities,[148, 149] namely, precipitation of other crystallographic phases, phase sep-
aration in the host material, spinodal decomposition of dopant, inhomogeneities, diffusion,
etc. In connection with this, the question, “Oxide diluted magnetic semiconductors – fact or
fiction?” [144] is legitimate and reflects the current state of dilute magnetic oxide research.
In the present paper, the possibility of cation substitution and clustering of impurity
atoms in 3d-doped (Cr, Mn, Fe, Co, Ni and Cu) ZnO with a wurtzite structure and TiO2
with an anatase structure are estimated using density functional theory (DFT) calculations
of formation energies for different structural defects. The obtained results are then compared
with spectroscopic measurements (XPS, XAS, and XES) of 3d-ion implanted ZnO and TiO2
thin films. Ultimately, crystal field multiplet calculations of these spectra are also performed
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to give additional and complementary information regarding their electronic properties.
6.2 Experimental and Calculational Details
6.2.1 Sample Preparation
TiO2 coating solutions were prepared by a sol-gel chemical method, wherein titanium iso-
propoxide (97%), nitric acid (60%), and anhydrous ethanol were used as the precursor, the
catalyst, and the solvent, respectively. Deionized water was used for the hydrolysis of the
precursor, and all of the chemicals were used as received without any further purification.
Using the prepared coating sols, TiO2 films were deposited on Si wafers (100) by a dip-
coating process,[118] and 1-butanol was added to the coating sols to control the wettability
and the viscosity. The substrates were ultrasonically cleaned for 30 minutes in acetone and
ethanol in sequence, and then washed with deionized water. The withdrawal rate of the
substrate was 4 mm/s. Finally, the as-prepared films were dried at room temperature and
kept in an oven at 60◦C for 1 day to remove the remaining solvents completely, they were
then annealed at 100◦C for 2 hours. The obtained films were characterized by field emission
scanning electron microscopy and atomic force microscopy to confirm high quality films were
indeed produced.
To deposit the ZnO thin films, a sapphire substrate (100) was ultrasonically cleaned
in acetone and alcohol for 10 minutes, then rinsed in deionized water, and finally dried in
N2. The sapphire substrates were held at a temperature of 250
◦C for 90 minutes during
deposition, and the deposition was carried out at a working pressure of 2 Pa after pre-
sputtering with Ar for 10 minutes. When the chamber pressure was stabilized, the radio
frequency generator was set to 100 W. The growth rate of ZnO thin films was 3.4 nm/min
and the typical thin film thickness was 302 nm. The polycrystalline ZnO samples had a
hexagonal structure with lattice parameters a = 3.250 A˚ and c = 5.207 A˚. Further details
regarding sample preparation are available in the synthesis publication.[150]
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6.2.2 Ion Implantation
The implantation of ions in ZnO and TiO2 thin film samples was carried out in a vacuum
chamber that was evacuated to a residual pressure of 3 × 10−3 Pa. An ion beam with an
energy of 30 keV was used to irradiate the sample, this process caused the gas pressure in
the chamber during irradiation to increase to 1.5 × 10−2 Pa. The implantation was carried
out in a pulsed mode with a repetition rate of 25 Hz and the pulse duration of 0.4 ms with
a pulse current density of 0.7 mA/cm2. After 38 minutes of exposure the sample had an
ion fluence (integrated flux over time) of 1× 1017 cm−2. After implantation, the samples
were cooled in vacuum for 20 minutes. It should be noted that the initial temperature of
the samples prior to irradiation was 20◦C. For ion implantation we used Cr, Fe, Ni and Cu
metals, and a Mn0.5Co0.5 alloy.
6.2.3 Spectroscopic Measurements
The x-ray absorption spectroscopy (XAS) measurements were taken at the Spherical Grating
Monochromator (SGM) beamline at the Canadian Light Source.[151] At this beamline we
are able to record XAS using several techniques: total fluorescence yield (TFY), partial
fluorescence yield (PFY), inverse partial fluorescence yield (IPFY), and total electron yield
(TEY). The goal of each technique is to measure the true absorption cross section, but in
practice there are limitations of each, depending on the sample and edge of interest. TEY
is very surface sensitive (a few atomic layers), and is thus included to show surface effects.
IPFY is the most reliable measure of the true absorption due to the lack of saturation
and self-absorption effects that plague fluorescence yield techniques.[60] Indeed some of our
fluorescence yield spectra suffer from these effects, but it is not critical to our qualitative
analysis. But, unfortunately IPFY can only be performed if there is an edge in the sample
at a lower energy than the edge of interest, and even with this restraint the spectra may
be too noisy to be used anyway. While IPFY is still the best choice we have for measuring
absorption, it is only theoretically perfect if you have an infinitely thick, uniform sample.
In our case, the implanted ions will have a nonuniform distribution peaking at a depth less
Cr, Mn, Fe, Co, Ni, and Cu Doped ZnO and TiO2 99
than that of the incident x-ray attenuation length. While this is not absolutely critical,
it will lead to some distortions in the IPFY spectra as compared to the “true” absorption
cross section. Herein the most appropriate absorption spectra are included in the figures and
labelled as such, although all techniques were performed for all samples, many are redundant
or unusable.
X-ray emission (XES) measurements were performed at Beamline 8.0.1 and the Advanced
Light Source.[122] The incident x-rays were 30◦ to the sample surface normal, and the angle
between the incident x-rays and the x-rays detected by the spectrometer was 90◦.
XPS core-level and valence-band spectra measurements were made using a PHI XPS
Versaprobe 5000 spectrometer which is based on the classic x-ray optic scheme with a hemi-
spherical quartz monochromator and an energy analyzer working in the range of binding
energies from 0 to 1500 eV. The energy resolution was ∆E ≤ 0.5 eV for the Al Kα excita-
tions (1486.6 eV) used herein. It is important to note that the probing depth of the XPS
is ∼5 A˚ due to the short mean free path of excited electrons, and it is thus quite surface
sensitive, similar to that of TEY absorption measurements.
The spectra were processed using ULVAC-PHI MultiPak Software 9.3 and the residual
background noise was removed using the Tougaard method.[120] All spectra were calibrated
using the reference energy value of the carbon core-level energy (C 1s) = 285.0 eV.[121]
6.2.4 Calculations
The density-functional theory (DFT) calculations were performed using the SIESTA pseu-
dopotential code,[152, 153] as has previously been utilized with success for related stud-
ies of impurities in semiconductors.[125] All calculations were made using the Perdew-
Burke-Ernzerhof variant of the generalized gradient approximation (GGA-PBE)[126] for the
exchange-correlation potential. A full optimization of the atomic positions was done, during
which the electronic ground state was consistently found using norm-conserving pseudopo-
tentials for the cores and a double-ξ plus polarization basis of localized orbitals for the 3d
dopants, Zn, Ti, and O. The forces and total energies were optimized with an accuracy of
0.04 eV/A˚ and 1.0 meV, respectively. For the atomic structure calculations, we employed
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Zn and Ti pseudopotentials with 3d electrons treated as localized core states. The calcu-
lations of the formation energies (Eform) were performed by considering the supercell both
with and without a given defect.[125] As a host for the studied defects, ZnO and TiO2 su-
percells consisting of 96 and 108 atoms, respectively, were used. Taking into account our
previous modelling of transition metal impurities in semiconductors,[125] we have calculated
various combinations of structural defects including substitutional (1S) 3d-impurities and
their combinations with interstitial (I) impurities (S + I and 2S + I).
Tables 6.1 and 6.2 show the formation energies for the above defects. The first point that
should be noted from the first column of Tables 6.1 and 6.2, is that the formation energy
generally increases with atomic number. This tells us that there is roughly a decreasing
probability of the formation of substitutional impurities in the Zn/Ti sites from Cr to Cu
dopants. Another general feature of the TiO2 anatase lattice is that there is a relatively
large amount of “empty” space, this, as we will see, is at least in part responsible for the
large amount of dopants residing in interstitial sites that we see in our TiO2 data.
As a rough criterion, we can map a given defect to the formation of a specific oxidation
state. For example, we may interpret a low formation energy for S defects as the criterion for
the direct substitution of a Zn/Ti atom by the transition metal dopant. Then, the formation
of S+I defects in TiO2 is used as the criterion for the formation of a metal oxide (MO) with
the metal being in a 2+ oxidation state; the reason being that the formation of an S + I
defect can be considered as the replacement of a TiO2 molecule with two dopant atoms (one
substitutional and one interstitial), forming 2(MO). Similarly, in ZnO a favourable S + I
defect would be considered as the likely formation of a oxide in the form of M2O. Finally, when
S+I and 2S+I configurations are similarly favourable, we can interpret this as the criterion
for clustering, the reason for such a definition is related to the crystal structures of the pure
transition metals and TiO2. For all transition metal dopants used, the distance between
atoms (M-M) is ∼2.5 A˚ in the pure metals,[154] whereas in TiO2 with an anatase structure
the distance between impurity atoms in cation sites and interstitial sites is ∼2.67 A˚. That
is, the distance between substitutional and interstitial sites is comparable to the metal-metal
distance in the pure metal, and therefore the location of impurity atoms in many nearby
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S+ I and 2S+ I positions can indicate a large probability of metallic clustering.[155] This is
far from an exhaustive list of defects (for example, there may be Zn/Ti or oxygen vacancies
and several combinations with S and I defects) but for our purposes the DFT calculations
herein prove to be sufficient.
The crystal field multiplet calculations in this work use the code produced by Cowan,
Butler, and Thole.[156] The adjustable parameters include the crystal field strength and sym-
metry, and the scaling of the intra-atomic Coulomb and exchange (Slater) integrals, which
can be thought of as scaling the intensity of intra-atomic electron interactions. The dipole
transition matrix elements calculated by this code are then used in the Kramer-Heisenberg
equation to simulate XES spectra. All spectra are then broadened by convolutions with a
lorentzian function (to simulate lifetime broadening), and a gaussian function (to simulate
experimental broadening) to match experimental conditions.
6.3 Results and Discussion
6.3.1 XPS Survey Measurements
The XPS spectra of pure and doped TiO2 and ZnO are shown in Figs. 6.1 and 6.2, respec-
tively. As can be seen, the host thin films consist of Ti and Zn 2p, and O 1s lines without
any uncontrolled impurities and a relatively low C 1s signal, the thin films are therefore of
high quality. In the XPS spectra of doped films, the transition metal 2p-lines appear, which
indicates the successful integration of 3d-ions into the target samples.
Of note regarding Figs. 6.3-6.8: the XPS spectra of reference samples are taken from the
literature.[157, 158, 159, 129]. And all mention of ionic radii values are cited from reference
textbooks.[154, 160] Vertical lines labelled in the XAS panels correspond to the excitation
energies used in the respective figure’s RXES panel, all reference samples are coloured black
or grey while the samples of interest are not, and the calculations are always shown in pink.
Cr, Mn, Fe, Co, Ni, and Cu Doped ZnO and TiO2 102
S S + I 2S + I
TiO2:Cr +0.17 -2.85 -2.71
TiO2:Mn +1.88 +1.12 +2.26
TiO2:Fe +2.09 +1.59 +0.67
TiO2:Co +2.98 +1.41 +1.23
TiO2:Ni +4.75 +0.52 +0.63
TiO2:Cu +6.06 +2.33 +3.13
Table 6.1: The calculated formation energies (in eV) for 3d-impurity atoms for substitutional (S) impurities
and their various combinations with interstitial (I) defects (S + I and 2S + I) in the bulk of TiO2.
S S + I 2S + I
ZnO:Cr -2.04 -0.97 -1.45
ZnO:Mn -1.22 +0.22 +0.65
ZnO:Fe +0.66 +1.92 +1.96
ZnO:Co +0.03 +1.37 +1.22
ZnO:Ni +0.91 +2.02 +1.63
ZnO:Cu +2.11 +1.46 +2.17
Table 6.2: The calculated formation energies (in eV) for 3d-impurity atoms for substitutional (S and S
surface) and various combinations (S + I and 2S + I) in the bulk of ZnO.
6.3.2 Chromium
We start with chromium as the dopant, shown in Figure 6.3 (a), the binding energies of both
doped samples closely resemble that of Cr2O3 and not CrO2. This theme of the dopants
on the sample surface being found in their most stable oxidation state is a common one
throughout this manuscript. Because, when exposed to atmosphere over time, the transition
metal elements tend towards their most stable state, even when incorporated into the host
lattice of TiO2 or ZnO. This largely 3+ signal is suggestive of direct cation substitution
occurring on the surface, that is, Zn2+/Ti4+ cations are substituted by Cr3+ dopant atoms
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Figure 6.1: (Color online.) XPS survey of doped TiO2 thin films shows relatively low carbon content and no
evidence of uncrontrolled impurities. This, in addition to microscopy measurements ensure that the film are
of high quality.
within the first few atomic layers. On the other hand, TiO2:Cr 2p XPS spectra have addi-
tional low energy features which are energetically close to the main peaks of the pure metal,
and therefore indicate an aggregation of dopant atoms near the surface, which we will see is
more prevalent in the bulk of the TiO2 sample.
The XAS spectra in panel (b) show an obvious similarity between Cr in ZnO and Cr2O3.
But it should be anticipated that there will be differences due to the Cr in Cr2O3 being in
a different environment than the Cr in ZnO. Panel (c) shows RXES spectra of doped and
reference samples with the excitation energy indicated by the dashed line in the absorp-
tion spectra. The bulk sensitive x-ray emission shows the resemblance between ZnO:Cr and
Cr2O3, supporting the XPS results of Cr
3+ →Zn2+ substitution. However, multiplet calcula-
tions indicate that the Cr is in a slightly warped octahedral environment, with a crystal field
splitting value of 10Dq = 1.6 eV, Ds = −0.1 eV, and Dt = −0.1 eV, with the Slater integrals
scaled to 70% of their Hartree-Fock values. This result is somewhat surprising, as we would
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Figure 6.2: (Color online.) XPS survey of doped ZnO thin films shows relatively low carbon content and no
evidence of uncrontrolled impurities. This, in addition to microscopy measurements ensure that the film are
of high quality.
expect the Cr to substitute directly into Zn sites and therefore be in a 4-coordinated tetra-
hedral environment. Furthermore, compounds with Cr in a 3+ oxidation state while being
4-coordinated in a tetrahedral structure are extremely rare. Because of this, the presence
of distorted octahedral sites is not totally unexpected here, and in fact is likely required in
order to incorporate the Cr dopants. The DFT calculations in Table 6.2 are in agreement
with what our spectroscopic data suggests as well, Cr substitution of Zn atoms is the most
heavily favoured impurity as it has the lowest formation energy.
When the XAS and RXES spectra for TiO2 are examined, they confirm what the XPS
spectra proposed, unambiguously the clustering of Cr atoms in the bulk, as can be seen in
the PFY and RXES spectral shape’s similarity to the pure metal. This indicates that Cr3+
substitution is primarily a surface effect or the simpler, more likely result that it is pure Cr
being exposed to atmosphere and oxidizing. The formation of metallic Cr in the bulk is also
confirmed by DFT calculations. That is, the impurities S + I and 2S + I have similarly
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Figure 6.3: (Color online.) Cr dopant in TiO2 and ZnO. (a) Cr dopant in TiO2 shows primarily Cr
3+in
surface sensitive XPS. (b) and (c) In the bulk sensitive XAS and RXES it is clear that the clustering of
Cr atoms is the dominate process in TiO2. To the contrary, in ZnO:Cr the data show that Cr
3+ →Zn2+
substitution is the main process.
low formation energies (-2.85 and -2.71 eV), and therefore suggest that these will form in
clusters, leading to the observed chromium atoms aggregated together (metallic Cr).
6.3.3 Iron
The XPS measurements for Fe are presented in Figure 6.4 (a). The data show similar results
to Cr: both doped samples show primarily Fe3+ near the surface, as can be seen by their
similarity in binding energy to Fe2O3. This is consistent with the oxidation tending towards
iron’s most stable valency when exposed to air. As was the case with Cr, the appearance of
the metallic peaks in the TiO2:Fe sample suggests some metallic clustering near the surface
that has not been oxidized.
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Figure 6.4: (Color online.) Fe dopant in TiO2 and ZnO. (a) XPS spectra show primarily Fe
3+ in the
surface sensitive data, with some metallic Fe signal in TiO2. (b) XAS for ZnO:Fe agree well with multiplet
calculations for Fe2+ a strong indicator of direct Fe2+ →Zn2+ substitution. The TiO2:Fe sample is clearly
mainly metallic iron, with the surface (TEY) being oxidized as expected (showing a combination of Fe2+ and
Fe3+). (c) RXES taken at excitation energies shown in panel (b) confirm the results of XAS.
ZnO:Fe XAS L-edge measurements are compared with crystal field multiplet calculations
for Fe2+ in Figure 6.4 (b). A crystal field splitting 10Dq value of -0.5 eV was used, and Slater
integrals were scaled to 80% of their Hartree-Fock values, which is indicative of tetrahedral
coordination. The large degree of agreement suggests that the existence of Fe3+ is a surface
effect (also confirmed by the TEY) whereas Fe2+ substitution occurs in the bulk. XAS
measurements for TiO2 suggest that there is nearly entirely metallic iron in this doped sample
beneath the first few nanometers. This conclusion is strongly supported in Figure 6.4 (c),
where the L-edge RXES show a remarkable similarity to the Fe metal. The RXES multiplet
calculations of panel (c) correctly reproduce the dd excitations in iron doped ZnO, with this
additional evidence we can be confident that the iron substitutes Zn, and is tetrahedrally
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coordinated. Note that charge transfer excitations and non-resonant fluorescence at energy
losses of ∼ 15 eV in panel (c), excitation energy B and to a lesser degree A, are not explicitly
accounted for by the crystal field calculations in this manuscript, and therefore we will not
expect features to be reproduced by our calculations in these areas.
The DFT calculations in Tables 6.1 and 6.2 for Fe in TiO2 show a large favouritism for
2S + I impurities, consistent with our rough criterion for the appearance of metallic iron
in the bulk. The more interesting ZnO:Fe calculations agree exactly with our spectroscopic
data in that Fe→Zn substitution occurs, as it is the most energetically favourable, with
respect to pure ZnO.
6.3.4 Manganese
The nearly identical binding energies of MnO and Mn2O3 of Figure 6.5, with both doped
samples make it difficult to distinguish which is the more prevalent oxidation state on our
sample’s surfaces. But the higher energy satellite feature at ∼646 eV present in both doped
samples, but only in the MnO reference sample is evidence of mainly Mn2+ in both doped
samples. Along with the fact the TEY XAS is also very much akin to Mn2+ (from comparison
with calculations), and that the most stable oxidation state for Mn is 2+, this result is rather
expected.
We can confidently conclude that Mn2+ substitution occurs from the comparison of the
XAS and RXES spectra with calculations shown in Figure 6.5 (b) and (c). For the calcula-
tions, a 2+ oxidation state, 10Dq value of -0.4 eV, and a Slater integral scaling of 70% were
used for the ZnO sample; while for the TiO2 sample the values used were 10Dq = +0.4 eV
and the Slater integrals were scaled to 66%. The relatively small absolute values of 10Dq
tell us that the complexes, in both symmetries, are in their high spin state. Meaning that
the crystal field splitting energy is less than the spin pairing energy. While the XAS calcula-
tions under different symmetries (positive versus negative values of 10Dq) are actually very
similar, the RXES spectra, particularly at excitation energy A, confirm that the differences
are significant enough to produce distinct RXES spectra.
DFT calculations for manganese in TiO2 imply that S + I impurities are much more
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Figure 6.5: (Color online.) Mn dopant in TiO2:Mn,Co and ZnO:Mn,Co. (a) the feature at ∼646 eV is the
largest indicator of Mn2+ in both samples. (b) The XAS spectra agree well with multiplet calculations for
Mn2+, the calculation parameters are indicated in the main text. (c) Agreement between RXES experimental
data and calculations also show that Mn2+ substitution occurs in both doped samples.
favourable than other defects. In this configuration we can say that the S impurity takes
the place of a Ti atom and bonds with an oxygen atom, and the interstitial Mn atom bonds
with the remaining nearby oxygen atom. We therefore expect this to produce largely 2+ Mn
atoms, in agreement with our spectroscopic information. Additionally, a 10Dq value of 0.4
eV is relatively small for Oh bonding in the TiO2 lattice. This is additional evidence of Mn
in interstitial locations, as these atoms would reside in a more spacious location, and thus
the crystal field strength is lessened. The broader nature of the TiO2:Mn XAS and RXES
as compared to ZnO:Mn could also support the view multiple Mn sites (substitutional and
interstitial) in TiO2. The formation energy for a simple substitutional impurity in ZnO is
most favoured in our calculations, in accordance with the Mn2+ →Zn2+ conclusion of the
previous paragraph.
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Figure 6.6: (Color online.) Co dopant in TiO2 and ZnO. (a) XPS data show largely Co
2+ on the sample’s
surfaces, with metallic clusters forming in TiO2. (b) and (c) XAS and RXES experimental spectra agree
well with multiplet calculations for Co2+ in the ZnO sample, indicating Co→Zn substitution is occurring. Co
metal reference spectra closely resemble Co in TiO2:Mn,Co, indicating that large amounts of metallic cobalt
form below the surface.
6.3.5 Cobalt
The 2+ oxidation state of cobalt is easily its most common, and we therefore expect the
results of Figure 6.6 (a), i.e. the binding energies of Co on the sample surface are nearly
identical to that of Co(OH)2. Although, as in the case of previously mentioned dopants, the
Co 2p-spectra in TiO2 display the signal of metallic Co atoms as well. The tendency of Co
clustering in dilute magnetic oxides has already been observed in TiO2:Co,[145] in this study
it was found that the Co atoms prefer to be in a “close” geometry, and thus form metallic
clusters.[161, 162] In contrast to this, Co in ZnO shows no sign of surface clustering and very
closely resembles the Co2+ spectrum of Co(OH)2.
Cr, Mn, Fe, Co, Ni, and Cu Doped ZnO and TiO2 110
The XAS and RXES support the conclusions above, except now in the bulk, the spec-
tra in panels (b) and (c) were calculated with values of 10Dq = −0.45 eV, Ds = 0.0 eV,
Dt = −0.10, a 2+ oxidation state, and Slater integral scaling of 65%. Once again a large
degree of agreement is seen, indicating that Co2+ →Zn2+ substitution is the primary process.
While the negative 10Dq value would suggest a tetrahedral symmetry, the need for a small
value of Dt can have a large impact on the actual d-orbital energies. We can therefore con-
clude that cobalt due to the ion implantation process significantly distorts the ZnO wurtzite
lattice. The need for a nonzero Dt value stems from the distortion in the lattice due to dam-
age in the ion implantation process, and the fact that Co atoms replacing Zn atoms have
different ionic radii. The value for 4-coordinated Zn is 0.60 A˚ (as we would roughly expect in
pristine ZnO), and 0.56 A˚ for 4-coordinated Co2+. But as we have shown in our crystal field
calculations, the cobalt is only approximately in a tetrahedral environment (and therefore
only roughly 4-coordinated as well). The other main conclusion that can be extracted from
our multiplet calculations is the relatively large scaling down of the Slater integrals to 65%,
which is a means of artificially reducing intra-atomic electron-electron interactions normally
taken into account by the more detailed charge transfer theory, which includes hybridization.
This significant degree of hybridization of Co atoms with the surrounding oxygen ligands
is supported in the RXES spectrum at excitation energy B. Here, a large proportion of
charge transfer excitations are probed, and the fact that the multiplet calculations can only
reproduce the dd excitations at low energy losses, indicates that charge transfer process are
indeed important here. In the case of TiO2 the results are mundane, the bulk sensitive
XAS and RXES show that it is very metallic-like with no indication of multiplet splitting,
therefore the Co atoms tend to form metallic clusters and this is the source of any observed
magnetism.
The DFT calculations also support the above conclusions in that pure Co→Zn substi-
tution is easily the most favoured defect in terms of formation energies, as expected. And
2S + I are most favourable in the TiO2 sample, with S + I slightly less desirable, which is
again in line with our criterion for the formation of metallic clusters.
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Figure 6.7: (Color online.) Ni dopant in TiO2 and ZnO. (a) The binding energies in both doped samples
mirror the features of both Ni in a 2+ state and Ni metal, indicating contributions from both. (b) XAS for
ZnO:Ni is quite similar to NiO, suggesting Ni2+ atoms substitutes directly into Zn site; while in TiO2 the Ni
XAS spectra a much more similar to Ni in a metallic state. (c) Ni L3 RXES spectra show a large sensitivity
to local crystal environment. The shown calculation is for Ni atoms coordinated in a distorted tetrahedron.
6.3.6 Nickel
Spectroscopic data on Ni in ZnO and TiO2, along with spectra of reference materials are
presented in Figure 6.7. Ni, in general, strongly prefers to be in a 2+ oxidation state as seen
here in the XPS. Just as in the previous TiO2 doped samples, the XPS spectrum shows a
clear metallic signal; but unlike previous ZnO samples, there is indeed the formation of some
metallic Ni near the sample surface.
Panel (b) shows clearly that in the bulk of ZnO:Ni it is similar to that of the NiO reference
sample, except that nickel atoms in NiO are octahedrally coordinated, so perfect agreement
is not expected. The nickel dopant in ZnO was found to be approximately tetrahedrally
Cr, Mn, Fe, Co, Ni, and Cu Doped ZnO and TiO2 112
coordinated as confirmed by multiplet calculations (pink) with 10Dq = −0.40 eV, Ds =
−0.10, Dt = 0.05, and Slater integral scaling down to 65%. With these crystal field splitting
value, the actual d orbital energies (relative to a spherical ligand field) are 3dx2−y2 , 3dz2 , 3dxy,
and 3dxz/3dyz = -2.65, -2.50, 1.35 and 1.9 eV, respectively. Thus, the t2g orbitals are higher
in energy than the eg orbitals, just as is the case in perfect tetrahedral coordination (recall
that pristine ZnO is not in exact tetrahedral geometry). Thus, it is Ni2+ →Zn2+ substitution
that occurs in the bulk. TiO2:Ni absorption is something of a mixture of between NiO and
Ni metal, and therefore the source of any magnetism would be likely due to (undesirable)
clusters of Ni forming somewhere in the TiO2 host lattice.
Our DFT calculations confirm the trend observed in many of the previous samples: in
TiO2:Ni the formations energies of S + I and 2S + I defects are similar and much lower
than straight substitution. That is, we observe our criterion for the observation of a large
amount of nickel atoms aggregating to produce the metallic signal present in our spectro-
scopic evidence. In the same vein, ZnO heavily prefers Ni→Zn substitution as indicated by
its significantly lower formation energy (see Tables 7.1 and 7.1 for numerical values).
6.3.7 Copper
Copper is somewhat of a unique case as compared to the previously mentioned dopants due
to its 3d10 state when it exists as a neutral atom and its 1+ oxidized state (due to the loss
of a 4s electron). Because of this, multiplet calculations involving the 2p → 3d transitions
as previously done, are of no use here because most transitions will be p→ s. Additionally,
for the 2+ state, we have a full 3d shell in the final state, and only two dd excitations appear
within the crystal field model (neglecting charge transfer effects), therefore in the case of
copper, multiplet calculations will be omitted.
The XPS spectra of Cu 2p spectra in ZnO and TiO2 are displayed in Figure 6.8 (a). The
unexpected result is that both doped samples clearly resemble the XPS spectrum of Cu2O
(which is generally easily oxidized to CuO), rather than the more stable form CuO on the
surface. Note that the Cu 2p3/2 electrons in Cu metal have a binding energy of ∼932.7 eV
with a narrow FWHM, and in this respect it is nearly identical to that of Cu2O (932.5 eV).
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Figure 6.8: (Color online.) Cu dopant in TiO2 and ZnO. (a) XPS for Cu2O and Cu metal (not shown) are
virtually identical, but the data herein would rule out the possibility of Cu2+ on the doped sample’s surfaces.
(b) XAS suggests primarily Cu1+ →Zn2+ substitution in the bulk of ZnO, with some Cu2+ contribution;
while the Cu in TiO2 looks very metallic. (c) XES results confirm the conclusions of XAS.
Because of this, one cannot distinguish between Cu1+ substitution or the metallic clustering
of Cu atoms in the doped samples from the XPS alone. But in this case DFT calculations
performed specially for the surface lend insight into cause of this. Surface defects for S,
S + I, and 2S + I in ZnO have formation energies of 0.44, -2.46, and -0.92 eV; and in TiO2
these values are 5.33, 2.14, and 2.99 eV. Thus, for ZnO S+ I is significantly more favourable
and a Cu atom substitutes in a Zn site, while another resides interstitially nearby, and the
two together bond the a single oxygen atom. In the case of TiO2 it is not so straightforward,
DFT calculations suggest that S + I defects are slightly more favourable than 2S + I, and
therefore we may expect some combination of metallic Cu and Cu ions, this only becomes
clear once our XAS and XES spectra are analyzed.
The absorption spectra of Figure 6.8 (b) confirm that in ZnO the copper dopant is
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primarily in a 1+ oxidation state; the enhanced intensity at excitation energy A is due to
small contributions from copper in a 2+ oxidation state, a result that was not detectible in
our XPS measurements. DFT calculations in Table 6.2 support this claim in the bulk as well:
S+ I (Cu1+) defects are the most favourable, with substitutional defects coming at a higher
energy cost. Moving on to TiO2, we see that what was only suggested by DFT calculations
is now clear, the surface copper dopant atoms are oxidized into a primarily 1+ state, but
there is a small contribution from 2+ states as well, as seen in the pre-peak of the TEY. But
the bulk data here are very similar to that of Cu metal, in agreement with DFT calculations
showing that simple substitution is highly unfavourable, see Table 6.1 for numerical values.
This lack of copper ion substitution can also be understood in terms of the large difference
between ionic radii of 6-coordinated copper ions and titanium in the host lattice (0.77 and
0.73 A˚ for Cu1+ and Cu2+, respectively, compared to 0.61 A˚ for Ti). This large mismatch
would force significant unfavourable distortions to the TiO2 crystal structure. On the other
hand, these numbers for 4-coordination are 0.60 and 0.57 A˚ for Cu1+ and Cu2+, respectively,
compared to 0.60 A˚ for Zn, and so the same issue does not arise in ZnO.
6.3.8 Valence XPS
XPS measurements of the core levels of TiO2 doped samples (Figs. 6.3-6.8) are confirmed by
x-ray photoelectron spectroscopic measurements of the valence bands (XPS VB), which are
displayed in Figures 6.9 and 6.10. The appearance of spectral contributions in the vicinity
of the Fermi level for all dopants in TiO2 can be attributed to the contributions from the
clustering of 3d-states of impurity atoms which are close to that of pure metals.[163, 164]
In the case of TiO2:Mn,Co, the noticeable spectral weight near the Fermi level is due to
the clustering of Co atoms, and not Mn atoms. The XPS VB spectra for ZnO show that
additional states near the Fermi level are added, but it this case it is due to non-metallic
impurities, and clearly narrows the 3.3 eV band gap of pure ZnO as desired.
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Figure 6.9: (Color online.) XPS valence band measurements show the appearance of spectral features near
the Fermi level due to the metallic clustering of 3d impurity atoms. Spectra are offset for clarity.
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Figure 6.10: (Color online.) XPS valence band measurements of ZnO have spectral contributions near the
Fermi level due to dopants in a non-metallic state, but instead appear because of subtititional impurities.
Spectra are shown with no offset, and are therefore representative of counts.
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6.4 Conclusion
In conclusion, we have performed a joint theoretical and experimental study of the local
structure of 3d-dopants in TiO2(anatase) and ZnO. First-principles density functional theory
calculations of formation energies for different configurations of structural defects show that
the clustering of impurity atoms is more energetically favourable in TiO2, while direct cation
substitution is more favourable in ZnO. To experimentally confirm these theoretical findings
we doped titanium dioxide and zinc oxide thin films with 3d transition metals by means of ion
implantation, holding fixed both the preparation of the host of material and the parameters
of ion implantation (E = 30 keV, D=1× 1017 cm−2).
Our XPS (core and valence), XAS, and RXES results are largely in agreement with DFT
calculations of formation energies for structural defects, indicating that DFT calculations are
reliable in predicting basic properties of such systems. In TiO2, the results unambiguously
show that in all cases except Mn, the dopant atoms preferred to reside in metal-like clusters.
This is undesirable for technological applications as the source of any ferromagnetism would
be due to such clusters, or nonexistent in the case of nonmagnetic metals. The promising
result for technological applications is present in ZnO doped samples. Using the technique
of ion implantation, ZnO thin films nicely incorporate the 3d dopants into its host lattice.
Using more refined techniques with better control of implantations such as molecular beam
epitaxy, one could undoubtedly fabricate reproducible samples which may be applicable for
spintronic technologies.
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Abstract
Herein we aimed to use thermomagnetic analysis (TMA) to determine the nature of iron
and nickel in the Chelyabinsk meteorite, and their effect on the meteorite’s magnetism.
Our magnetic measurements show that 3% of the meteorite is metallic and consists of two
ferromagnetic phases with Curie temperatures of TC1 = 1049 K and TC2 = 800 K. Using
an Fe-Ni phase diagram, we show that the lower of the two temperatures is due to an
Fe-Ni alloy with 51% Ni, while the higher Curie temperature phase is due to a pure or
nearly pure (Ni-free) iron phase, for which we can be certain the Ni content is less than 1%.
X-ray absorption (XAS) measurements show there are two clearly distinct iron oxidation
environments: metallic and 2+, with the 2+ regions differing significantly from the standard
FeO phase. We also demonstrate that beneath the immediate surface, iron exists virtually
entirely in a metallic state. We are then able to estimate the surface composition using
XPS, for which we found that 10% of iron on the surface is still surprisingly unoxidized.
Finally, our theoretical calculations show how the density of states for both Fe and Ni atoms
is affected for different nickel concentrations.
7.1 Introduction
Pure (impurity-free) iron in nature has never been unambiguously found, and all forms of
pure iron we have today are the result of manmade processes. Alloyed iron materials in nature
have been the subject of many theories, from meteorite impact to chemical reaction between
magma and carbonaceous sediments (decomposed plants turned to rock by heat and pressure
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over time).[165] To date, very few measurements suggesting near Ni-free iron have been
made. There are, however, many reports regarding the existence of metallic (alloyed) iron in
meteorites, which are usually identified with measurements of magnetic susceptibility,[166,
167, 168] x-ray diffraction,[169] photoemission,[170] and Mo¨ssbauer spectroscopy.[171] The
existence of metallic iron is always discussed in the context of Fe-Ni alloys, with the resistance
to oxidation (rusting) being due to the nickel impurities (similar to stainless steel).
The existence of pure iron (without Ni impurities) in any type of meteorite has not
been well established. Experimental methods such as XPS or Mo¨ssbauer spectroscopy are
extremely difficult to use to detect pure iron because the charge of iron atoms, as well as the
binding energies of core level electrons are nearly identical in pure Fe and Fe-Ni alloy.[172]
The only way the distinction can be made between pure Fe-metal and Fe-Ni alloy is with
temperature dependent measurements of magnetic susceptibility. That is, pure Fe and Fe-Ni
alloys have different Curie temperatures—the temperature at which a material ceases to be
ferromagnetic when heated. In the present paper such measurements are performed for the
Chelyabinsk meteorite. Specifically, we include the more interesting higher temperatures
related to the Curie temperature of pure iron not performed in previous studies. [173, 174]
The well known meteorite entered Earth’s atmosphere on February 15th, 2013 after
an intense impact event broke it off its parent body millions of years ago—an event that
eventually led to a collision path with Earth.[175] Several buildings were damaged, and
well over a thousand people were injured by the shockwave, the resulting broken glass,
and the thousands of fragments strewn over the area.[176] The largest piece found was 540
kg, recovered from the bottom of Lake Chebarkul; in total, approximately 1000 kg of the
meteorite were recovered.[177] It was classified as an LL ordinary chondrite.[178] This type of
meteorite is distinguished from others primarily by the abundance of metal present (≈2%),
and the average chondrule diameter (0.6 mm); chondrules are small round masses of olivine
or pyroxene.[179, 180]
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7.2 Experimental Details
For our measurements we used an individual 7 g piece of the Chelyabinsk meteorite. The
magnetism of the sample was measured from T = 2 to 1300 K with a slowly increasing
temperature such that the entirety of the sample was at a uniform temperature. They were
performed at the Institute of Metal Physics, Yekaterinburg using Quantum Design’s MPMS-
XL magnetic property measurement system. These measurements were performed last so
the sample would not be chemically or magnetically altered for our other measurements.
X-ray photoelectron spectroscopy (XPS) core-level measurements were performed using
a spectrometer based on a classic x-ray optic scheme with a hemispherical quartz monochro-
mator and an energy analyzer working in the range of binding energies from 0 to 1400 eV.
This apparatus uses electrostatic focusing and magnetic screening to achieve an energy res-
olution of ∆E ≤ 0.5 eV for Al Kα radiation (1486.6 eV). The samples were introduced
to vacuum (10−7 Pa) for 24 hours prior to measurement, and only samples whose surfaces
were free from micro-impurities were measured and reported herein. The XPS spectra were
recorded using Al Kα x-ray emission photons with the spot size on the sample being 100
µm in diameter. An ion neutralizer was used to study the non-conducting samples, and
typical signal to noise ratios were greater than 10000:3. Finally, the spectra were processed
using ULVAC-PHI MultiPak Software and CasaXPS. The nature of XPS allows for a probing
depth of only roughly 3-5 nm, due to the inelastic mean free path of excited electrons, and
is thus a very surface sensitive technique.
The x-ray absorption spectroscopy (XAS) measurements were taken at the Resonant Elas-
tic and Inelastic Scattering (REIXS) beamline at the Canadian Light Source. This beamline
has an undulator source and the spectrometer uses Rowland circle geometry to disperse the
outgoing photons on an energy dispersive microchannel plate detector at an angle of 90o to
the incoming photons. Similarly, the x-ray emission (XES) measurements were performed
using Beamline 8.0.1 at the Advanced Light Source (ALS) at the Lawrence Berkeley Na-
tional Laboratory with the same specifications as above.[122] However, Beamline 8.0.1 offers
significantly more flux that allowed us to perform the lower yield XES measurements. The
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main difference between beamlines is the spot size: REIXS’s beam spot size is 60 ×10µm,
whereas at Beamline 8.0.1 the spot size is 100 ×1000µm. This provides some context for the
areas probed with each technique given that the metallic grain sizes on the meteorite are on
the order of about 50 ×50µm.[181] Linearly polarized light was used at both beamlines and
the samples were held at ultra high vacuum of ∼ 10−8 Torr. All XES and XAS spectra were
calibrated on the energy scale by measuring standard oxides with well-known calibrations
and adjusting accordingly.
7.3 Magnetic Measurements
7.3.1 Thermomagnetic Analysis
Thermomagnetic analysis (TMA) is a technique that involves the heating of a sample under
a magnetic field and observing the temperatures where the ferromagnetism declines rapidly;
this decrease is an indication that the Curie temperature was reached.[182, 183, 184]
Fig. 7.1 shows these decreases in magnetization. The meteorite consists of three magnetic
phases—signified by sudden decreases in magnetization as temperature increases. The initial
drop at low temperatures is due to paramagnetic compounds in the meteorite, such as
chromite, which is only ferromagnetic at very low temperatures, and is of little interest for
our present purpose.[185]
The Curie temperatures TC of the two significant drops at higher temperatures correspond
to minima of dM/dT [186]. This derivative is shown in the inset in blue; the minima are
at TC1 = 800 K and TC2 = 1049 K. The 800 K value corresponds to the Curie temperature
of taenite—an Fe-Ni alloy with 51% Ni in this case—as shown by a blue dot in the phase
diagram of Fe-Ni alloys (Fig. 7.2). The latter value is near the Curie temperature of metallic
iron, but also close to the Curie temperature of kamacite (an Fe-Ni alloy with less than 10%
Ni).
The phase diagram of Fig. 7.2 was reproduced using the most reliable possible informa-
tion contained in the aggregate studies of Fe-Ni alloys in Refs. [187, 188, 189, 190]. Although
it needs to be noted that all experimental data of Fe-Ni Curie temperatures are over 70 years
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Figure 7.1: Temperature dependence of magnetization of the Chelyabinsk meteorite measured at H =10 kOe.
Inset: dMdT dependence. The yellow block shows the error associated with the measurement, leading to a
minimum Curie temperature of 1042 K for the higher of the two Curie temperatures, this temperature is very
close to that of pure iron (1043 K). The error also corresponds to the yellow bar in Fig. 7.2.
old today, and the most often cited value of TC = 1043 K [191] for pure iron may be slightly
different than our modern measurements.
Indeed, as can be seen from the phase diagram (Fig. 7.2), the Curie temperature of
kamacite converges to the Curie temperature of pure iron as the amount of Ni in the kamacite
decreases (kamacite may exist at any Ni percentage below ≈ 35%). Our experimental value
of 1049 K is higher than that of often cited pure iron at 1043 K. This may seem troublesome
at first, but it can be readily explained as the result of our (and others dated) experiment,
as will be discussed in detail in the following paragraph. To test for this we also performed
TMA measurements on another extremely pure man-made iron sample (refined carbonyl
iron; 99.93% iron). This pure iron magnetization curve is shown overlaid and scaled down
by a factor of 0.0112 on the meteorite’s curve. They are nearly identical matches, but the
most convincing evidence is displayed in the inset. The first derivative minimum of the pure
iron is < 0.5 K from the minimum of the meteorite. This is less than any experimental error,
so for all intents and purposes they are essentially equal.
To quantify any error in our experiment we have chosen the steepest points in the first
derivative (Fig. 7.1 inset), i.e. the maxima of the second derivative. This is where the
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Figure 7.2: Fe-Ni alloy phase diagram. The black lines separate regions of various crystal structures as a
function of temperate and Ni content. The red lines show the Curie temperates for the respective temperature
and Ni content. The two blue dots correspond to the two phases of iron we find experimentally: the 49%
Fe–51% Ni alloy, and the 100% ±1% Fe. Inset: an enlarged version of the very upper left corner to display
the error associated with the TMA analysis of Fig. 7.1. Our experiment suggests 0% Ni, but could be as high
as 1% including the error.
magnetization begins to drastically decrease, and is shown by the yellow background in the
figure. From this analysis we can put the absolute lowest possible Curie temperature at
1042 K. The inset of Fig. 7.2 is an enlarged version of the upper left corner, shown for
clarity, it also corresponds to this same error, but converted from Curie temperature to the
corresponding Ni percentage. From this inset we can see that the worst possible case is that
there may be up to 1% Ni. But of course, as noted by the analysis of Ref. [192], we would
not expect the meteorite to have kamacite/iron at a single Ni-concentration, but rather some
range in the inhomogeneous sample. Although our experiment is mostly in accordance with
the authors of that study, they fail to make the connection to the extremely unique finding
of pure, unalloyed iron in the meteorite. Therefore, while our measurements indicate that
pure iron (no Ni impurities) is present, the associated error puts a cap on the Ni content at
less than 1% in the host Fe metal in some regions within the sample.
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To discuss this point further: because the meteor is a product of nature, and thus not
uniform in composition, we expect it to contain a spectrum of Fe-Ni phases. That is, the
51% Ni phase (taenite) likely consists of several domains hovering around 51%. This is clear
from the inset of Fig. 7.1, which does not show an immediate and extremely sharp drop in
magnetization, but instead an initial slight decline followed by a drastic decrease. This is the
natural shape of a curve indicative of a gaussian spread of inhomogeneities in the sample.[186]
Remembering that TMA measures the entire bulk of the sample at once, this means that
the meteorite contains regions of taenite between 48% and 54% Ni—corresponding to the
temperature range in which the magnetization continues to drop. The temperature with
the most significant drop in magnetization (800 K), corresponds to the greatest mass of
Ni-content in the taenite regions. In other words, only observing the regions of taenite, the
most common concentration of Ni-content is 51%, with regions of Ni concentration existing
slightly below and above that value.
The exact same analysis can be performed observing only the more interesting low-Ni-
kamacite to pure iron gradient regions of the sample. The magnetization drops between
≈1020 K and 1077 K (Fig. 7.1); this corresponds to a Ni-content between 0% and up to
12%, with the most common being 0% (the minimum of the first derivative). Although in
this case, we add error bars using peaks in the second derivative to display the range in
which the magnetization drops most drastically. This error was explained to be 1% in the
preceding paragraphs. Therefore, our experiment tells us that there are indeed regions of
very pure iron (1% Ni) surrounded by smaller regions of alloyed Ni-Fe.
In addition to the above information, we can also determine the amount of iron by plotting
the pure iron curve in Fig. 7.1 of M(T ) back to 300 K (red line). The value of M here is 2.4
emu/g. At the same time it is well known that the saturation magnetization value of iron at
room temperature is 217 emu/g [193] (we use cgs units where 1 emu/g = 1 Am2/kg); this is
in accordance with our experiment as the curve in Fig. 7.1 is scaled by 0.0112. From these
facts we can conclude that a good estimate for the amount of high Curie temperature very
pure iron in the sample is 2.4/217 = 1.1% by mass.
The second ferromagnetic phase at 800 K contributes 2.9 emu/g at 300 K (the difference
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between the red dots in Fig. 7.1). The magnetic saturation of an Fe-Ni alloy with roughly
the nickel content we see here is ≈140 emu/g.[194] Therefore, the quantity of this second
phase can be estimated at 2.9/140 = 2.1% by mass. Hence, the total amount of metal
(1.1 + 2.1 = 3.2%) is within the range of the classifying this meteorite as an LL chondrite.
7.3.2 Curie-Weiss Law
Fig. 7.3 examines of the Chelyabinsk meteorite with respect to the Curie-Weiss law. This
describes the magnetic susceptibility of a ferromagnet in the paramagnetic regime above the
Curie temperature according to the equation 1/χ = (T−Θ)/C (where C and Θ are the Curie
and Weiss constants, respectively).[195] The linear nature of the law holds very well in the
range T > TC1. However, the Weiss constant Θ would normally equal the Curie temperature
Θ ≈ TC in pure iron, whereas for the Chelyabinsk meteorite Θ = 49 K  TC1. This is
due to the fact that the measurement probes the entire sample, which contains many other
compounds. Thus, we can conclude that the measured susceptibility at high-temperatures is
primarily due to other paramagnetic centers in the sample. This is supported by the sharp
decline in magnetization at low temperatures in Fig 7.1.
We have found that the vast majority of the sample is paramagnetic with weak exchange
interactions (although we cannot totally rule out a ferromagnetic component with a very
small Curie temperature). In fact, we can estimate the effective magnetic moment per atom
(in the paramagnetic regime) quite easily using µ2eff = 8Cm (where m is the average atomic
weight per magnetic atom in the material) [196]. If we assume all the ferromagnetism is due
to iron and nickel atoms, then m ≈ 57 amu and we obtain µeff = 2.19µB.
As was mentioned earlier, and shown in Fig 7.1, there is a sharp rise in magnetization
when going to very low temperatures. For T < 200 K  TC the magnetization of the fer-
romagnetic phases remains effectively unchanged, and the sharp increase of M(T ) is due to
paramagnetic centers. We can then write χ = χ0+C/T , where χ0 = (MS1+MS2)/H+χadd =
const. (χadd is an additional susceptibility, either diamagnetic or paramagnetic). In this case,
we should expect a linear dependence of χ× T . We observe this experimentally (Fig. 7.3);
the χ0 value (slope) is 5.3 × 10−4 cm3/g, which is in quite good agreement with our previ-
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Figure 7.3: The reciprocal of the magnetic susceptibility with temperatures in the paramagnetic regime (T >
TC1). The linear nature of the law (see text) holds as it should for ferromagnetic materials. Our calculation
of magnetic moment per atom from the Curie constant obtained here is 2.19µB. Inset: The low temperature
dependence of χ× T . The slope χ0 agrees with the overall magnetization of the sample at room temperature
found in Fig. 7.1. The y-intercept value C leads us to the conclusions that the paramagnetic part of the
meteorite is saturated with spin 1/2 magnetic centers.
ous experimental value of MS1 + MS2 = 5.5 emu/g (upper red dot in Fig. 7.1), equivalent
to (MS1 + MS2)/H = 5.5 ∗ 10−4 cm3/g. Using the value of the y-intercept from this plot,
C = 0.0069 Kcm3/g, we find that for paramagnetic centers µeff =
√
8 ∗ 0.0069 ∗m ≈ 1.77µB.
This, combined with the fact that in the spin-only approximation S = 1/2 and S = 1 corre-
spond to µeff = 1.73 and 2.83µB, respectively, leads us to conclude that the paramagnetic
component of the meteorite contains paramagnetic atoms, each with a magnitude of spin
1/2—that is, each atom contributes one free electron to the magnetic moment.
In summary, we have shown that the Chelyabinsk meteorite has essentially an identical
Curie temperature with that of pure iron. Since the Curie temperature decreases as impu-
rities are introduced, we can be certain that there are regions in the meteorite that contain
iron phases with an extremely small amount of impurities (mainly nickel at 1%). This
pure phase of iron has be determined to be 1.1% of the meteorite by mass. Such pure iron
has never been found naturally occurring and this represents a significant discovery of a
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relatively rarely occurring elemental form in our universe.
7.4 Spectroscopic Measurements
7.4.1 X-ray Emission Measurements
The chemical state of Fe-atoms can be determined with Fe L2,3 x-ray emission measurements
(XES)(3d → 2p3/2,1/2 decay). The depth probed by XES measurements is about ten times
deeper than what is probed by XPS measurements, which only probe the sample to a depth
of about 20-30 A˚ due to the much smaller escape depth of electrons compared to that of
photons. Since the beam spot size used here was quite large (100 µm x 1000 µm), we are
probing all types of surface domains simultaneously.
Firstly, we look at the I(L2)/I(L3) intensity ratio (see Fig. 7.4 and Table 7.1 for tabu-
lated integrated intensity ratios). It is related to the probability of radiationless L2L3M4,5
Coster–Kronig (C–K) transitions, and the ratio of total photoabsorption coefficients (µ3/µ2)
for excitation energies at the L2 and L3 absorption thresholds.[83] Since the ratio of total
photoabsorption coefficients depend only on the excitation energy, the I(L2)/I(L3) intensity
ratio of RXES spectra taken at the same excitation energy is determined by the C–K tran-
sitions alone, which are governed by the number of free d-electrons around a target atom.
The I(L2)/I(L3) ratio of Fe atoms in a conducting (metallic) state (Fe atoms only interact
with other Fe atoms) is therefore highly suppressed. On the other hand, the Fe atoms in the
insulating state (Fe–O interaction) show a much larger I(L2)/I(L3) ratio (Fig. 7.4).
Based on these measurements it can be concluded that the I(L2)/I(L3) ratio both in
RXES and NXES spectra of Chelyabinsk meteorite are quite similar to those of metallic
iron, but very different from the Fe-oxides. This indicates that metallic iron exists in sig-
nificant proportions beneath the first several atomic layers, and Fe-oxides are in such low
concentrations that we cannot even detect them. That is, we expect the phases of taenite
and kamacite-pure iron to exist throughout the entire bulk of the meteorite, with extremely
low amount of oxidized iron.
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Figure 7.4: Fe L2,3 x-ray emission spectra of Chelyabinsk meteorite and reference compounds excited at the
L2-threshold (RXES) and far above the absorption edge (NXES). The ratio of peak heights in the meteorite
sample are nearly identical with that of Fe metal. The large beam spot size and bulk sensitivity of this
technique, along with the shape of the spectra, demonstrates clearly that beneath the first several atomic
layers, the iron is unoxidized in a metallic state.
RXES NXES
Fe-metal 0.45 0.17
Meteorite 0.41 0.18
FeO 1.16 0.30
Fe2O3 1.39 0.27
Table 7.1: Integrated I(L2)/I(L3) ratios for the XES spectra shown in Fig. 7.4. The smaller ratio in metallic
iron compared to the Fe-oxides is indicative of a more conducting Fe state (see text for further discussion
of this phenomenom). Our meteorite sample also displays this high degree of conductivity, and therefore is
largely found in a metallic state as well.
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Figure 7.5: Fe and Ni XAS. Two primary signals of Fe were found at different locations: metallic and 2+
sites. Upper panel: Ni was measured at the metallic sites and a small signal on the surface was found,
likely due to taenite. The calculation-experimental agreement establishes that the 2+ Fe atoms are not in the
standard FeO crystal environment as one might expect. Instead it is in a deformed octahedral envronment,
likely due to the many surrounding defects and magnetic interactions.
7.4.2 X-ray Absorption Measurements
Proceeding to x-ray absorption (XAS) measurements, which is a complementary technique
to x-ray emission. It supplies us with similar oxidation and chemical information at the same
probing depth (when measuring fluorescence yield). Although in this case our beam spot
size was at least two orders of magnitude smaller by area (60 ×10µm), so we could obtain
information from individual domains in the meteorite by moving the beam location around.
We found two different environments in which iron atoms were located: metallic and a 2+
oxidation state, with metallic sites being at least ten times less common than oxidized sites,
as expected. However, upon probing dozens of sites, a small but detectable nickel signal was
always found in the surface sensitive electron yield. It was not observable in the fluorescence
yield because the nickel is extremely dilute, and fluorescence yield is roughly two orders of
magnitude weaker than electron yield. Even though every metallic iron domain would be
impossible to measure given time restraints, this tells us that in the given measured metallic
domain there is indeed a small amount of nickel present in the metallic iron, as we would
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expect from the taenite regions, which are very spatially near the kamacite regions.[181]
Included in Fig. 7.5 is a crystal field multiplet calculation in agreement with the observed
2+ regions.[45] Interestingly, the experimental spectrum does not appear nearly identical
to FeO, which we would expect, although it is clearly in a 2+ state. FeO has its iron
atoms nearly perfectly octahedrally coordinated by oxygen atoms, but in order to achieve
agreement with calculations, a warped octahedral environment needed to be used. Crystal
field parameters used in the calculation were Dq = 0.08 eV, Ds = 0.04 eV, and Dt = −0.04
eV. These values correspond to a stretching of the surrounding octahedral crystal field along
one of its axes. This stretching is significant, up to about 20% longer bond lengths along the
stretched axis. Although it is still most likely bonded to oxygen atoms, this large distortion
of standard FeO is likely a result of the inhomogeneous surroundings and the magnetism
inherent to the sample. This new phase of FeO is something unique to this meteorite, such
distorted lattices are not seen in iron oxides on Earth.
7.4.3 XPS Measurements
X-ray photoemission measurements probe the binding energies of the elements on the surface
(first few nanometers) of a material. This technique is mainly sensitive to the oxidation state
of an element. The XPS survey spectrum of the Chelyabinsk meteorite was measured for
binding energies in the range of 0-1400 eV (Fig. 7.6 (a)). Clearly present are Mg 1s, C
KLL, O KLL, Fe LMM , Fe 2s, Fe 2p, O 1s, Mg KLL, C 1s, Si 2s, and Si 2p lines. Where
the notation KLL corresponds to the Auger process wherein a 1s electron (K) is excited,
followed by a 2s electron (L1) decaying to fill the 1s hole, with the 2s→ 1s transition energy
being imparted to the emission of a 2p electron (L2,3).
In accordance with these data the surface composition was estimated by multiple authors
using both Multipak and CasaXPS software, and the results were very similar, but were
averaged, and are shown in the Table 7.2. The carbon signal in the XPS data is completely
or nearly completely due to the sample’s interaction with Earth, in which carbon is effectively
everywhere, and very “sticky”, so was not included in the surface composition analysis. Also,
chamber the experiment was performed in uses argon as a purging mechanism, and was also
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Figure 7.6: (a) XPS survey spectrum showing all the major elements present (b) Oxygen 1s XPS spectrum
and component analysis. The areas under the curves represent the relative contributions from each of the
elements bonded to oxygen.
not included in the analysis.
The beam spot size used here was 100 µm in diameter, which is relatively large in terms
of the grain sizes. Therefore, this gives a reliable composition of the surface of the meteorite
as a whole, in agreement with the analysis of Ref. [181]. It is not too dissimilar from
the analysis of Ref. [197], but therein a much smaller area was measured (≈7 µm × 7
µm). Notably, the XPS survey spectrum does not find the presence of nickel. Although,
at sufficiently low concentrations (less than 0.1%) this technique is not sensitive enough to
detect minute amounts of the metal.[198] So while very small amounts cannot be completely
ruled out, it corroborates the magnetic findings above. Note that the carbon contamination
is large, and not part of the native composition of the meteorite (anything in contact with
the Earth’s crust will have lots of carbon on the surface). Nevertheless, the atomic ratios of
the elements in Table 7.2 (not including carbon) are quite reliable.
The O 1s XPS spectrum of Fig. 7.6 has a two peak structure due to the multiple bonding
environments of oxygen. The large peak is due to C-O and Si-O bonding, whereas the low
energy shoulder is the result of Mg-O and Al-O, and there is a small contribution from H-O
bonding at the high energy side. The fit was performed by constraining the binding energy
differences of the Mg-O, Al-O, and Si-O to their well-known values in MgO, Al2O3, and
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Element O Si Mg Al Fe Ni
Atomic % 65.0 17.7 10.3 4.3 2.7 0.0
Error ± 1.6 ± 1.5 ± 2.1 ± 0.2 ± 0.6 ± 0.1
Table 7.2: Surface composition of Chelyabinsk meteorite determined by XPS survey analysis. Note: carbon
and argon signals were not included in the analysis as they are artifacts on the sample surface due to its
interaction with Earth’s environment.
SiO2. Their FWHMs were only allowed to vary a small amount from the values known for
the binary oxides as well. The contributions from each of the oxygen bonding environments
can be seen by the quality of the obtained fit, with the area under each curve representative
of the quantity of that bonding environment.
Moving on to detailed Fe 2p XPS measurements (Fig. 7.7), we find contributions from Fe-
metal, FeO, and Fe2O3, with typical charge-transfer satellites (S1 and S2.[129] The presence
of an Fe-metal contribution confirms that some of the iron on the surface has not oxidized
after being exposed to ambient atmospheric conditions for over a year. A similar effect was
found forty years ago in the XPS measurements of Fe 2p spectra of lunar iron.[199]
Using linear combinations of the Fe-metal, FeO, and Fe2O3 an approximation of the
percentage of each oxidation state on the surface can be made. This best fit linear sum is
shown as the black line in Fig. 7.7. It is in good agreement with the maximum entropy
treated spectrum (pink) of the meteorite. Thus, on the surface, looking at only the iron,
a good estimate is that 10% exists in metallic form, 71% in 2+, and 19% in 3+. The
10% in metallic form is likely mostly taenite, as it is highly alloyed with nickel to resist
oxidation. Therefore, the pure (or very near pure) Fe iron that contributes to the high Curie
temperature phase is likely buried in the interior of the meteorite in order to resist oxidation.
Much of the detected Fe3+ is also likely the result of Fe2+ oxidizing in our atmosphere. In
fact, it is quite surprising that the sample is so rust resistant considering it has been exposed
to so much moisture, and relatively harsh conditions since landing on Earth’s surface. The
exact source of this surface resistance to rusting is something that should be investigated
further as rust is the source of degradation of many iron-based products we use every day.
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Figure 7.7: Comparison of XPS Fe 2p spectra of Chelyabinsk meteorite (grey = experiment, pink = maximum
entropy deconvolution [102]) with spectra of Fe [200] metal, FeO and Fe2O3 [129]. The black line is a linear
sum of the three components. The fit with the experimental data suggests that of the iron on the surface,
10% is metallic, 71% is in a 2+ oxidation state, and 19% in 3+.
7.5 Ab-initio Theoretical Analysis
To complete the physical interpretation of our experimental data we complement our mag-
netic and spectroscopic results with theory. To investigate the effect of Ni on the magnetic
properties of FexNi1−x alloy we computed a concentration dependence of the magnetic sus-
ceptibility within CPA+DMFT (coherent potential approximation in combination with dy-
namical mean-field theory)[201]. The susceptibility was calculated as a response to a small
external magnetic field. We first assumed that the metallic domain of the meteorite is a solid
solution of iron and nickel, and thus should be treated as an alloy. CPA+DMFT accounts
for the disorder of atoms and the strong Coulomb interaction between electrons in partially
filled shells of Fe and Ni. More details on the methods of dynamic and static mean field
theories can be found in Refs. [202, 203].
Herein we consider two characteristic values of Fe concentration (by atomic %) in the
alloy: 75% and 95% Fe. Shown in Fig. 7.8 is the comparison of 3d spectral functions of pure
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Figure 7.8: (Upper panel): The total 3d and element-resolved 3d (lower and middle panels) spectral functions
of FexNi1−x (x = 0.95, 0.75) as obtained in CPA+DMFT, shown by black and red lines (normalized in units
of [states/eV*atom]). The GGA results of elemental Fe and Ni are presented as shaded areas. Alloying iron
and nickel causes small changes and shifts to the density of states, which could be measured by high resolution
XPS.
metallic Fe and Ni obtained by the standard band technique (GGA – generalized gradient
approximation) and those of FexNi1−x computed within CPA+DMFT. According to GGA
(Fig. 7.8, shaded regions) the 3d spectral functions of Ni and Fe are qualitatively similar in
shape and form a common band with a total width of 4 eV for Ni, and 5 eV for Fe.
For the alloys, disorder and correlations smear the fine details of the GGA spectral
functions and shift some of their features. In particular, for both Fe and Ni, in both alloy
concentrations, the GGA multi-peak structure in the energy window [-4,-1] eV turns into one
broad feature in which intensity decreases with increasing Ni content. In the case of Ni (lower
panel) the inclusion of disorder and correlation effects severely dampens the features in the
[-1, +1] eV range. In contrast, the same region of the Fe spectral function is less sensitive to
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disorder and correlations and to a greater degree preserves the form obtained within GGA.
The overall form of the total 3d spectral functions in the alloy (Fig. 7.8, upper panel) shows
a mild concentration dependence, and the position of its features is very similar to those of
Fe in the middle panel. Because of the similarity of the curves in the upper panel, we would
expect only a very small shift in XPS peaks between quite large differences (5% and 25%)
of nickel content. This change has been observed, but it is subtle, and high resolution along
with great care in calibrating between spectra would be required.[172, 204] In cases such as
the Chelyabinsk meteorite, where the Ni content is minimal, the task becomes even more
challenging.
7.6 Conclusion
Whether or not unalloyed iron exists in nature is a crucial question regarding the composi-
tion of extra-terrestrial objects. It has been scarcely considered as something to search for
despite being one of the most important elements in our daily lives, especially since refining
techniques have been developed to manufacture nearly pure iron from iron ores. Notwith-
standing, the search for pure iron in our celestial objects could help answer basic questions
regarding the formation and relative composition of such rocky objects in our solar system, as
well as direct experimental evidence resulting from large objects colliding at extreme speeds
in vacuum—a relatively frequent event in space that cannot be reproduced on Earth. Herein
we have shown that it is extremely likely that this meteorite (and therefore probably many
others) contain domains of pure, or very near pure iron within them. This should garner
interest in several fields: cosmology, astronomy, physics, chemistry, and the geosciences; all
of which are concerned with the elemental makeup of our universe.
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Abstract
The implementation and control of room temperature ferromagnetism (RTFM) by adding
magnetic atoms to a semiconductor’s lattice has been one of the most important problems in
solid state state physics in the last decade. Herein we report for the first time, to our knowl-
edge, on the mechanism that allows RTFM to be tuned by the inclusion of non-magnetic
aluminum in nickel ferrite. This material, NiFe2−xAlxO4 (x=0, 0.5, 1.5), has already shown
much promise for magnetic semiconductor technologies, and we are able to add to its versa-
tile technological viability with our results. The site occupancies and valencies of Fe atoms
(Fe3+ Td, Fe
2+ Oh, and Fe
3+ Oh) can be methodically controlled by including aluminum.
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Using the fact that aluminum strongly
prefers a 3+ octahedral environment, we
can selectively fill iron sites with aluminum
atoms, and hence specifically tune the mag-
netic contributions for each of the iron sites,
and therefore the bulk material as well. In-
terestingly, the influence of the aluminum
is weak on the electronic structure (supple-
mental material), allowing one to retain the
desirable electronic properties while achiev-
ing desirable magnetic properties.
8.1 Introduction
Spinel oxides (AB2O4) often have quite unique and highly tunable and versatile functionalities.[205,
206] Among spinel oxides, ferrites are emerging as a viable magnetic material for use in novel
technologies; especially in the area of spintronics, wherein magnetic semiconductors play a
central role in generating highly spin-polarized currents.[207, 208] Indeed, NiFe2O4 films have
been shown to display spin-polarized currents, and adjustable electrical properties through
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varying growth conditions.[209, 210, 211] Currently, nickel ferrites are extensively used in a
number of electronic devices because of their high magnetic permeabilities, high electrical
resistivity, mechanical hardness, chemical stability, and reasonable cost.[212] Understanding
the role of electron correlation effects in these ferrites has been a major challenge.
Theoretical studies have suggested that NiFe2O4 has Ni ions exclusively on B octahedral
(Oh in point group representation) sites, and Fe ions distributed equally among A tetrahedral
(Td in point group representation) and B sites (referring to the AB2O4 notation).[213] On one
hand, a strength of NiFe2O4 is that its properties can be tuned based on synthesis conditions,
but on the other, measurements of its properties have shown a variety of results. For example,
it has been reported to have a magnetic moment in ultra-thin films that is 2.5 times larger
than in the bulk.[214] Multiple studies have investigated the properties of NiFe2O4, but the
reported observations lack consistency. [215, 216, 217, 218, 219] These discrepancies make it
a worthwhile endeavour to pursue complementary techniques (x-ray, as opposed to optical
or theoretical methods) to add to the body of work for such a technologically important
material.
The electronic and magnetic effects of alloying different elements (such as Al ions) into
nickel ferrite is a topic that warrants further exploration. While the magnetism due to
Ni atoms in NiFe2O4 was thoroughly studied,[220] such non-magnetic alloying provides a
promising pathway to tuning its magnetic properties, which is highly desired in the field of
spintronics.[47, 221]
Previously, the effect of Al substitution on NiFe2O4 was shown to cause both the Curie
temperature (TC) and lattice constant to decrease slightly with increasing Al concentration.[222]
In the present study the effect that Al doping has on nickel ferrite alloys is explored by us-
ing soft x-ray spectroscopy techniques. The x-ray absorption spectroscopy (XAS) at the
L2,3-edges of Fe and Ni allowed us to examine their element specific electronic and magnetic
structures.[54, 223] Finally, through comparison of the experimental spectra and crystal field
multiplet calculations of transition metal L2,3-edges spectra, we were able to extract the local
coordination of these atoms.
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8.2 Experiment and Calculation Details
Nanocrystalline powders of NiFe2−xAlxO4 (x=0.0, 0.5, 1.5) were prepared by the sol-gel
method; detailed information regarding the synthesis of these materials can be found in a
previous publication [222]. After deposition, the powders were annealed separately in air at
different temperatures from 400◦C to 1100◦C for two hours in order to get the final single
phase products. Lastly, x-ray diffraction (XRD) scans were performed to ensure the single
phase structure.
The crystal field multiplet calculations in this work use the algorithm initially formu-
lated by Cowan, and the working code subsequently expanded on by Haverkort and Green et
al.[224, 45, 31, 29] The free parameters include the crystal field strength (from which the lo-
cal symmetry can be deduced), oxidation state, and the scaling of the intra-atomic Coulomb
and exchange (Slater) integrals. The dipole transition matrix elements calculated by this
code are then used in the Kramers-Heisenberg equation to simulate spectra.[79] All spectra
are broadened by convolutions with a Lorentzian function (to simulate lifetime broaden-
ing), and a Gaussian function (to simulate experimental broadening) to match experimental
conditions.
Our x-ray magnetic circular dichroism (XMCD) measurements were performed at the
REIXS Beamline of the Canadian Light Source mounted on a 0.5 T magnet to saturate
the magnetic moments of the sample such that XMCD selection rules are valid. The x-
ray photons used were incident at 45◦ to the sample normal, and maintained greater than
95% circular polarization. A schematic of the XMCD process is shown in Fig. 8.1. Using
this technique we were able to decompose the magnetic signal of our samples into different
symmetries and oxidation states of iron.
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Figure 8.1: XMCD is an element- and orbital-specific technique. It relies upon left and right circularly
polarized x-ray to probe exclusively the Fe 2p electrons. Under a magnetic field the spin-up and spin-down
2p electrons are disproportionately excited into the partially 3d band due to the difference in the unoccupied
spin-up and spin-down states. Left and right polarized photons transfer −h¯ and h¯ angular momentum,
respectively, to the excited electrons. Dipole selection rules govern the proportion with which spin-up and
spin-down electrons are excited. Consequently, this information can be gathered in relatively simple XMCD
sum rules,[69] and the difference between left and right polarized absorption spectra determines the orbital
and spin magnetic moments per Fe atom.[64]
8.3 Results and Discussion
The measured XMCD at the Fe L2,3-edges for all samples are shown in Fig. 8.2, taken in
total electron yield (TEY) mode. The left and right (red and black) polarized XAS spectra
are scaled by a factor of 0.25 compared to the XMCD signal (blue) for clarity; this XMCD
signal is the difference between the two absorption spectra. In addition to the experimental
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spectra, we have included crystal field multiplet calculated spectra for the three individual
components (Fe3+ Td, Fe
2+ Oh, and Fe
3+ Oh), along with an overall calculated XMCD
spectrum, computed as a linear sum of these components.[225] It is also worthy to note that
the absorption spectra were also measured in bulk sensitive inverse partial fluorescence yield
mode, and hence free of saturation and self-absorption effects that are known to alter feature
intensities when using other XAS techniques like fluorescence detection.[60] These spectra
agreed with our TEY spectra in Fig. 8.2, however they are inherently substantially noisier
and the XMCD sum rules are not possible to use reliably with noisy data.
The Fe XMCD spectra comprises of a superposition of the three main components that
are derived from the three sites occupied by iron: Fe2+ octahedral (d6Oh), Fe
3+ tetrahedral
(d5Td), and Fe
3+ octahedral (d5Oh). The Fe
3+ ions at the tetrahedral sites are coupled
antiferromagnetically to those at the octahedral sites. This antiferromagnetic coupling is
clear because in order to achieve agreement with experiment, a sign reversal of the spin
operators was required in the calculations.[225]
What we discovered was that an exciting trend emerges among the intensities of the
three components. As the Al content increases we observe that both Fe3+ signals decrease
in magnitude, while the Fe2+ XMCD signal increases. This is in accordance with what we
would expect from the argument that Al strongly prefers to be in a 3+ oxidation state, and
so tends to replace Fe3+ atoms. Furthermore, as observed previously,[222] we also concur
that the Al3+ atoms tend to prefer the octahedral environment of Fe, and therefore the Fe Oh
signal is considerably suppressed compared to that of the tetrahedral sites, which are only
mildly diminished. As a result of these two strong preferences (Al into Oh and 3+ sites),
the Fe3+ Oh signal largely dies out, while the Fe
2+ ions become a large contributor to the
magnetism with increasing Al content.
That is to say, as Fe3+ Oh sites become filled with Al
3+ ions, this site’s contribution to
the overall ferromagnetism is gradually reduced until it is nearly zero. In a similar, but less
drastic way, Fe3+ Td sites are filled by Al
3+ ions. Surprisingly this does not necessarily imply
that the overall magnetism of the material must be reduced accordingly. Only by viewing
the XMCD signals in Figure 8.2 can we explain this phenomena. The fingerprint XMCD
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Figure 8.2: Calculated (magenta) and experimental (blue) XMCD spectrum at the Fe L2,3-edge with both left
and right circularly polarized x-rays. Grey curves (from top to bottom) show calculated Fe3+ Td, Fe
2+ Oh,
and Fe3+ Oh components of the XMCD spectra, respectively. With increasing Al content we see the following
trends: mildly decreasing Fe3+ Td signal, largely increasing Fe
2+ Oh signal, and a steadily decreasing Fe
3+
Oh signal. The experimentally derived spin and orbital magnetic moments for each sample are shown in
their respective panels in units of bohr magnetons. The experimental error is also shown in bracket notation;
note that this does not account for approximations made within the sum rules themselves.
signals of the two reduced Fe3+ sites largely (but by no means completely) cancel one another
out. Consequently, their simultaneous reduction does not manifest itself so drastically in the
material’s bulk magnetic properties. As a matter of fact, what we found is that Fe2+ Oh
sites emerge as a significant contributor the overall ferromagnetism when the other two sites
are reduced. It is this interplay between the three Fe sites and their relative occupancies—
which we can only discern via XMCD—that gives rise to the bulk magnetic properties. This
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finding is validation of the power of XMCD, as well as illustrating an important technique
that could be adopted and applied to reach its full potential in the realm of synthesizing
spintronic devices, wherein the tuning of magnetic moments is of the utmost importance.
From our experimental XMCD spectra we determined the magnetic moments of the
samples using the left and right circularly polarized XAS and XMCD sum rules (orbital
and spin moments are shown in Fig. 8.2, with errors due to experiment shown in bracket
notation).[65] By adding the orbital µorb and spin µspin moment of each sample (µ = 0.148µB
for x = 0, µ = 0.092µB for x = 0.5, and µ = 0.182µB for x = 1.5), one can see that the net
magnetization decreases when the Al content is increased to x = 0.5, and then increases for
x = 1.5. This is consistent with our conclusion that the interplay between the three XMCD
signals is what gives rise to the observed bulk magnetic properties. The reduction of some
magnetic sites in turn may give rise to the appearance of others, leading to a complicated
exchange between them, and not just a simple reduction in magnetism as magnetic atoms
are replaced by non-magnetic atoms.
As an additional point it should be noted that there are limitations to using the sum
rules in determining precise quantitative values of spin and orbital magnetic moments. (1)
Experimental errors such as noise, and the fact that left and right polarized XMCD spectra
cannot be taken simultaneously lead to uncertainty in the integrated XMCD spectra (for
which small experimental errors can propagate into relatively large absolute quantitative
errors, these are the errors shown in Fig. 8.2 brackets). (2) Approximations made within the
sum rules themselves such as: assuming the spin-quadrupole coupling term is zero (which
is commonly used for transition metal L-edges),[70] and the uncertainty in the number of
d-electron holes, which will vary due to some degree of covalency and mixing of oxidation
states.[71] For these reasons, the absolute values of our magnetic moments are of secondary
importance. What is important for the proper analysis of our data is identifying and ex-
plaining the trends and contributions of each of the Fe sites as the amount of Al varies.
Hence, we have found that small changes in the site occupancies can give rise to consid-
erable differences in the relative peak intensities of the XMCD. Using the three calculated
components, it is possible to predict the spectral shapes of spinels with different ratios of
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Fe2+/Fe3+ at the two sites (octahedral/tetrahedral Oh/Td). This principle can be under-
stood better by considering the inversion parameter, i—it tells us the fraction of Fe ions in
Td and Oh sites, and always takes a value between zero and one. It can be written in the
following form:
[Ni1−iFei]Td [NiiFe2−i]OhO4
Therefore, a material with an inversion parameter of 1.0 would contain Fe3+ in both octa-
hedral and tetrahedral sites in a 1:1 ratio, while a normal spinel (i = 0) ferrite of the same
formula would contain Fe3+ in octahedral sites only. Indeed, in the right panel of Fig. 8.2 we
see that the Fe2+ is quite negligible, and so NiFe2O4 has an inversion parameter very close
to one, as has been previously found using other methods.[226]
A superposition of the three theoretical components can therefore be fit to the experi-
mental spectra, producing site occupancy ratios of Fe at the three sites. Note that Fe2+ at
Td sites have been ignored—if it is included in the fitting process, a small component of < 0.1
atoms per unit formula may be present, but is not significant.[227] The small discrepancies
between experiment and calculation can be attributed to the long range effects of the crystal
field due non-nearest neighbours and the addition of Al atoms to the host lattice, as well as
slight distortions from spectra being taken in TEY mode.
Thus, we can deduce our principal revelation from a few basic tenets. (1) Iron is fre-
quently found in many magnetic compounds in some combination of its four most common
environments (Fe2+ octahedral, Fe2+ tetrahedral, Fe3+ octahedral, and Fe3+ tetrahedral. (2)
Each of these four sites has a unique magnetic signature that can be measured via XMCD.
(3) We can then exploit the fact that many elements strongly tend to a given oxidation state
and local symmetry. For example, aluminum atoms are found nearly exclusively in a 3+
oxidation state and in octahedral environments. Hence, upon addition of these Al atoms
to some host lattice, they will preferentially replace atoms in 3+ octahedral sites, and to a
lesser degree 3+ tetrahedral sites. The key point is that the Al atoms will not substitute
into 2+ sites. Herein, we have shown that it is feasible to exploit this property with the
replacement of magnetic Fe atoms by non-magnetic Al atoms in NiFe2O4. Therefore, by
adding aluminum (or other non-magnetic atoms) it is possible to tune the site occupancy
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ratios of the ferromagnetic atoms, leading to a tuning of the magnetism of the compound
as a whole. What is even more amazing about the fine tuning of the magnetism, is that it
is all accomplished while retaining the host material’s electronic properties; a full discussion
and analysis of the electronic properties is given in the Supplemental Material.
8.4 Conclusion
With room temperature ferromagnetic materials becoming a burgeoning area of research in
recent years, it is required that substantial advances in the control and understanding of
magnetic properties are achieved.[228] The lesser studied idea of using non-magnetic atoms
offers a novel avenue of departure from the more customary iron/nickel doping. We have
shown that ferromagnetic single-phase nickel ferrite NiFe2O4 can have the occupancies of the
three iron environments adjusted by the inclusion of aluminum atoms, hence altering the
spin and orbital magnetic moments of the bulk material. This was shown to be possible only
through the use of synchrotron-based XMCD spectroscopy, alongside crystal field multiplet
calculations. Our study shows a proof of concept that by decomposing the ferromagnetism
into its constituents, we can make substantial advances in understanding the source of the
magnetism. In turn this will surely lead to corresponding advances in the tailoring of mag-
netism that can be achieved with careful synthesis. This ought to garner further interest in
the popular field of spintronic devices, wherein controlling electron spin has been one of the
most important topics in condensed matter physics in recent decades.
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8.6 Supporting Material
8.6.1 Oxygen XAS and XES – The Band Gap of NiFe2O4
Past experimental studies of the NiFe2O4 band gap have been somewhat controversial, span-
ning a range from 1.0 eV to 3.7 eV. The character of the band gap has yet to be agreed upon
as well, reporting both direct and indirect band gaps in these studies.[215, 216, 217, 218, 219]
Herein, we carried out complementary (x-ray) experiments to study the band gap of NiFe2O4.
The magnitude of the samples’ band gaps can be extracted by taking the energy difference
between O K-edge x-ray absorption (XAS) and non-resonant emission spectra (NXES)—
where the excitation energy is well above the XAS threshold—which probe the unoccupied
and occupied density of states, respectively. We use the second derivative technique to
determine the onset of the density of states in each spectrum.[50, 51, 229] The oxygen K-
edge XAS and XES and second derivative calculation are shown in Fig. 8.3 for our three
samples.
Our findings reveal the semiconducting nature for all three samples with very similar
band gaps for all Al concentrations: 0.7 eV for x = 0, 0.8 eV for x = 0.5, and 1.0 eV for x =
1.5. (with an error of ± 0.2 eV). But, because of the core hole left behind in the absorption
process, there is a shift in the absorption spectra that can occur, but is usually quite small
(<0.2 eV). Therefore, these band gap results are a lower limit, with the actual value likely
only slightly larger.
Previous work done by Patange et al. indicated an increase in electrical resistivity with
increasing of Al content, consistent with our results of an increasing band gap.[230] However,
they did not measure the band gap correlation with this. Our result of only minute change
is actually quite significant. It shows that with large differences in Al-content, the host
material largely retains its advantageous semiconducting electronic properties. However, as
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Figure 8.3: Band gap determination from O K-edge spectroscopy. The oxygen K-edge XAS and NXES spec-
tra for our three samples are shown, along with their second derivatives. The peaks in the second derivative
allow us to unambiguously determine the onset of the spectra, which are broadened by experimental factors.
desirable, the Al alloying significantly alters the magnetic properties.
By exciting resonantly, we are able to probe specific intermediate excited states. We
can see that in Fig. 8.4(a), as excitation energy increases, so too does the energy of peak
intensity of the emission spectrum. Because resonant x-ray emission (RXES) is a momentum
conserving process, and the XES spectra are no longer averaged over all crystal momenta
when exciting resonantly, we expect the spectral shape to change. It is indicative of an
indirect band gap when it is observed that the peak emission energy increases as excitation
energy increases.[54, 231] If there is no change in peak emission energy (as is nearly the case
for x = 1.5), then it is a direct band gap, which is what we observe.
8.6.2 Fe and Ni XAS
The x-ray absorption spectra (XAS) for Ni L2,3 and Fe L2,3-edges along with calculated XAS
spectra are displayed in Fig. 8.5(b). For Ni, the crystal field splitting used in the calculation
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Figure 8.4: The O K-edge RXES spectra of (a) NiFe2O4, (b) NiFe1.5Al0.5O4, and (c) NiFe0.5Al1.5O4 at
different excitation energies. The change in energy of the peak height is indicative of an indirect band gap.
However, there is the trend that the band gap becomes nearly direct for x = 1.5. The magnitude of the gap
is analyzed in Fig. 8.3.
was 10Dq = 1.7 eV, and the Slater integrals were scaled to 75% of their Hartree-Fock
values. The positive 10Dq value indicates Oh coordination for Ni ions. There is effectively
no noticeable difference between Ni spectra of the three samples as we would expect as their
local coordination remains the same upon Al alloying.
Moving on to Fe in Fig. 8.5(a), the agreement between XAS sspectra of Fe L2,3 ions and
calculated XAS spectra is very good as well. The similarity of our sample’s spectra with
that of Fe2O3, as well as being confirmed by our multiplet calculations, clearly indicate Fe
is primarily (but not entirely) in a 3+ oxidation state (3d5 configuration). We performed
calculations for the three different Fe sites and linearly combined them to produce the plotted
spectrum in magenta. The crystal field splitting parameters used for the three calculations
were 10Dq = -0.7 eV, 1.5 eV, and 1.0 eV; and the Slater integrals were scaled to 60%, 70%,
and 70% of their Hartree–Fock values, respectively. The weighted contributions for the three
sets of parameters were then 50%, 30%, and 20%, which corresponds to the three states in
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Figure 8.5: Measured and calculated (a) Fe L2,3 and (b) Ni L2,3 absorption spectra. Ni coordination is
not affected by the inclusion of Al atoms, shown by the absence of change in the spectra with increased Al
alloying. However, Fe spectra are very subtly altered. The calculation in magenta shows a linear combination
of Fe spectra in its three coordination/valency combinations. Then the calculation in purple is similar, but
with half the number of Oh Fe atoms. The change is small, but noticeable, and elucidated by our XMCD
measurements.
the order Fe3+ Td, Fe
3+ Oh, and Fe
2+ Oh.
That is, half the Fe ions are in an octahedral coordination, while the other half are in
tetrahedral. Note that another calculation is shown (purple), corresponding to the same
parameters except with half the octahedral contribution, as we may expect if Al ions are
primarily substituting in these sites. Surprisingly, this has only a small effect on the calcu-
lated XAS spectral shape. Therefore, in this case, XAS alone is not as sensitive to the small
changes in local symmetry ratios of Fe ions as we would like, hence the need for XMCD
analysis to understand the site occupancies.
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Figure 8.6: Fe and Ni XES. Dashed vertical lines indicate the excitation energy. Nickel emission spectra
remain virtually unchanged with Al content, but vary significatly in crystal field splitting from NiO despite
their similar ligand environment. The Fe calculation is a sum of Fe3+ Oh and Td sites in a 1:1 ratio as
expected from an inverse spinel. Note that charge transfer features at higher loss energies were included in
the model.
8.6.3 Fe and Ni XES
To complete our spectroscopic study, RXES measurements of Fe and Ni are shown in Fig.
8.6. The green spectra correspond to the non-resonant emission (NXES) taken at excitation
energies well above the absorption edges. Since contributions to the spectra from the three
sites are blurred together into a rather featureless peak, it is difficult to observe the small
effect of Al content variations on the remaining Fe atoms. Just as in the case with the XAS,
the changes between the three samples are then quite difficult to see. This difficulty is even
more pronounced with XES due to our energy resolution limitation of ≈1 eV.
In the case of Ni L-edge RXES, all atoms occupy Oh sites, surrounded by oxygen ligands.
This is identical to NiO, and since Al atoms do not substitute into these Ni sites, we would
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expect very similar spectra to NiO, and to remain unchanged with varying Al content.
However, while they do remain unchanged, the crystal field splitting is vastly different from
that of NiO. This significantly larger crystal field in our samples is somewhat surprising
given their similar coordination and Ni–O bond distances (2.09 A˚ for NiO and 2.03 A˚ for
NiFe2O4).[232, 233] This variation is evident from the substantial difference in energy loss
features between NiO and our samples (Fig. 8.6 lower right panel). The disparity must
result from the second coordination sphere (and beyond), which has twelve Ni atoms at 2.96
A˚ for NiO, but only three of each Ni and Fe atoms at 2.92 A˚ (Oh sites), and six more Fe
atoms at 3.42 A˚ (Td sites) for NiFe2O4. Thus indicating RXES’s sensitivity not only to the
first coordination sphere of Ni, but beyond.
Hence, for completeness, the presented supplementary material demonstrates that the
overall effect of aluminum alloying on the electronic structure of nickel ferrite is quite small.
This is actually quite advantageous in this scenario, as it is conducive to practical techno-
logical use inasmuch as the magnetic properties can be tweaked while not having to simul-
taneously compensate for large deviations in the electronic properties.
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Abstract
Topological insulators have become one of the most prominent research topics in materials
science in recent years. Specifically, Bi2Te3 is one of the most promising for technological
applications due to its conductive surface states and insulating bulk properties. Herein, we
contrast the bulk and surface structural environments of dopant ions Cr, Mn, Fe, Co, Ni,
and Cu in Bi2Te3 thin films in order to further elucidate this compound. Our measurements
show the preferred oxidation state and surrounding crystal environment of each 3d-metal
atomic species, and how they are incorporated into Bi2Te3. We show that in each case there
is a unique interplay between structural environments, and that it is highly dependant on
the dopant atom. Mn impurities in Bi2Te3 purely substitute into Bi sites in a 2+ oxidation
state. Cr atoms seem only to reside on the surface and are effectively not able to be absorbed
into the bulk. Whereas for Co and Ni, an array of substitutional, interstitial, and metallic
configurations occur. Considering the relatively heavy Cu atoms, metallic clusters are highly
favourable. The situation with Fe is even more complex, displaying a mix of oxidation states
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that differ greatly between the surface and bulk environments.
9.1 Introduction
The Bi-chalcogenides such as Bi2Te3 and Bi2Se3 have long been known for their thermoelec-
tric properties,[234, 235] but recently they have gained a great deal of attention as three-
dimensional topological insulators with a large band gap and a single Dirac cone on the
surface.[236, 237, 238, 239, 240, 241] Additionally, the introduction of magnetic impurities
into Bi-chalcogenides can break time-reversal symmetry and open an energy gap at the Dirac
point of the surface states.[242, 243, 244] Recently, Bi2Te3 and related systems with dilute
doping of 3d-metal atoms (Ti, V, Cr, Mn, and Fe) have been found to have ferromagnetic
transitions at low temperatures. Bi2−xMnxTe3 was found to have a Curie temperature TC
around 10 K for x = 0.02.[245] For larger doping of thin films of Sb2−xVxTe3, with x = 0.35,
TC increases to 177 K and for Sb2xCrxTe3 with x = 0.59 TC increases to 189 K [246] which
is close to that of more traditional dilute magnetic semiconductors (DMS).[247]
Most DMS materials are crystallized in zinc-blende or wurtzite crystal structures with
tetrahedral bonds between atoms. In this respect Bi2Te3 is different, its tetradymite-type
structure has atoms that form in octahedral coordination. When transition metal atoms
are introduced to the tetradymite-type structure, there are various possible oxidation states
they may exist in. In addition, the spin-orbit interaction is more complicated due to the
expanded octet bonding where not only p-orbitals, but also d-orbitals join the hybridization.
The relatively sophisticated tetradymite structure leaves a lot of structural and chemical
factors available to be tweaked. This induces even more complicated structural configurations
when impurity atoms are introduced, and as a result, create new, unexpected electronic
and magnetic properties. In the present paper the local crystal and electronic structure
of 3d-impurities (Cr, Mn, Fe, Co, Ni, Cu) in Bi2Te3 thin films are studied using x-ray
photoelectron spectroscopy (XPS), x-ray ray absorption (XAS), and resonant x-ray emission
(RXES) techniques. The experimental spectra are compared with density functional theory
(DFT) calculations of formation energies for different configurations of the dopant atoms.
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These techniques are powerful in that they are non-invasive and able to distinguish between
bulk and surface states, key to the study of topological insulators.[248]
9.2 Experiment and Calculation Details
Bi2Te3 thin films were grown on an Al2O3(0001) substrates via pulsed laser deposition using
a stoichiometric Bi2Te3 target with a purity of 99.99%.[249] The KrF-pulsed laser fluence
and repetition rate were 3.7 J/cm2 and 4 Hz, respectively. The base pressure of the growth
chamber was below 2 × 10−6 Torr. Before loading into the chamber, the substrates were
first cleaned using ultrasonication in acetone, methanol, and then deionized water for 30
minutes. The pressure in the chamber was maintained at 0.35 Torr while argon gas was
introduced throughout the deposition process. The optimized substrate temperature was
260◦C. The deposition times were 5 minutes and 25 minutes to grow the films with thicknesses
of approximately 110 and 560 nm, respectively. The orientation and crystallinity of Bi2Te3
films were determined using x-ray diffraction (XRD) with Cu Kα radiation (8048 eV); the
results are displayed in Fig. 9.1.
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Figure 9.1: X-ray diffraction results show the high quality crystallinity of the Bi2Te3 thin films created using
pulsed laser deposition.
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(a) 1S (b) S+I
(c) 2S+I (d) 2S+3I
Figure 9.2: The four defect structures for which formation energies were calculated for in the Bi2Te3 crystal
lattice. (a) 1S – a substitutional transition metal dopant residing in a Bi crystal site. (b) S+ I – substitutial
and interstitial atoms location adjacent to one another. (c) 2S + I – further clustering of metallic atoms.
(d) 2S + 3I – this defect corresponds to large amount of metallic atoms clustering together, observed as the
formation of metallic bonds. Bismuth atoms are displayed in grey, tellurium in green, and transition metal
dopants in orange.
The implantation of ions in Bi2Te3 thin film samples was carried out in a vacuum chamber
that was evacuated to a residual pressure of 3 × 10−3 Pa. An ion beam with an energy of
30 keV was created at a source cathode by vaporizing the metal with an electric arc. The
ions were then used to irradiate the sample in a pulsed mode (25 Hz). After 38 minutes of
exposure the sample had an ion fluence (integrated flux over time) of 1× 1017 cm−2. For ion
implantation Cr, Mn, Fe, Ni, Co and Cu metals were used.
X-ray photoelectron spectroscopy (XPS) core-level measurements were performed using a
spectrometer with an energy analyzer working in the range of binding energies from 0 to 1400
eV. The samples were introduced to vacuum (10−7 Pa) for 24 hours prior to measurement,
and only samples whose surfaces were free from micro-impurities were measured and reported
herein. The XPS spectra were recorded using Al Kα (1486.6 eV) x-ray emission photons;
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Figure 9.3: XPS spectra for doped samples. Black curves are 2p excitations of the TM dopant atoms in
Bi2Te3. Grey curves are a linear combination of standard references. Table 9.1 indicates the approximate
proportion of each oxidation state the dopants are in. The lower right panel are DFT calculated formation
energies for each dopant for four types of defects.
the spot size was 100 µm; the energy resolution is ∆E < 0.5 eV; and typical signal to noise
ratios were greater than 10000:3. The x-ray absorption spectroscopy (XAS) measurements
were taken at Beamline 8.0.1 at the Advanced Light Source (ALS), and the REIXS and SGM
beamlines, the latter two being at the Canadian Light Source. Finally, the x-ray emission
(XES) measurements were performed using Beamline 8.0.1.[122]
To simulate 3d-metal impurities in Bi2Te3 we applied the pseudo-potential code SIESTA[250]
For our purposes a supercell containing 60 atoms (Bi24Te36) was adequate; this provides a
sufficient distance between embedded impurities. We calculated the formation energies for
four possible combinations of impurities: a single substitutional impurity of bismuth (1S,
Fig. 9.2a), a combination of substitutional impurity and embedded one into the interlayer
space (S + I, Fig. 9.2b), a combination of two substitutional and one interstitial impurities
(2S + I, Fig. 9.2c) and a configuration obtained by adding two interstitial atoms to the
previous configuration (2S + 3I, Fig. 9.2d).
3d Doped Topological Insulator Bi2Te3 160
The crystal field multiplet calculations in this work use the algorithm initially formulated
by Cowan, and the working code subsequently expanded on by Haverkort and Green et
al.[224, 45, 31, 29] The free parameters include the crystal field strength (from which the local
symmetry can be deduced), oxidation state, and the scaling of the intra-atomic Coulomb and
exchange (Slater) integrals. The dipole transition matrix elements calculated by this code
are then used in the Kramers-Heisenberg equation to simulate spectra.[79] All spectra are
broadened by convolutions of a Lorentzian function (to simulate lifetime broadening), and a
Gaussian function (to simulate experimental broadening) to match experimental conditions.
9.3 XPS Measurements
Using Al Kα photons, XPS allows one to probe the binding energies of a transition metal’s
2p electrons; this technique is primarily sensitive to the surface oxidation state of the atoms.
The surface sensitivity is in the range of ≈5 nm, due to the mean free path of escaping
electrons. Furthermore, if the metal atoms exist in multiple oxidation states simultaneously,
we will observe a superposition of the peaks from the corresponding oxidation states in our
sample. Of note is that Cr XPS data was not possible due to the overlap of Cr 2p and Te 3d
binding energies, coupled with the dilute nature of Cr atoms, it was not feasible to subtract
out the much stronger Te 3d signal.
Shown in Fig. 9.3 are our XPS measurements determining the 2p3/2,1/2 binding energies
of the dopant atoms in Bi2Te3. For each dopant atom except Mn, there is an obvious
contribution from the metallic phase of each element. This corresponds to the peak position
in the metallic reference spectra also appearing in the doped Bi2Te3 samples (indicated with
vertical dashed lines in each plot of Fig. 9.3). This agrees with what we would roughly
expect to see when considering our calculations of formations energies (Table 9.1). For each
element we see that the clustering of dopant atoms (and hence the formation of metal-like
regions, corresponding to 2S + 3I and 2S + I defects), are quite favourable (see lower right
panel of Fig. 9.3 for formation energies of defects), especially in the cases of the heavier
elements Co, Ni, and Cu. These defects can be thought of as the tendency for the transition
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0 (metallic) 2+ 3+
Cr – – –
Mn 0 88 12
Fe 25 0 75
Co 46 54 0
Ni 30 68 2
Cu 100 0 0
Table 9.1: The XPS spectra in Fig. 9.3 were decomposed into their component oxidation states through a
linear combination of common oxides and metals. The tabulated values in this table indicate the percentage
of each oxidation state found for each dopant metal on the Bi2Te3 surface. The corresponding linear sum is
also plotted in Fig. 9.3 as grey curves.
metal atoms to cluster together (see Fig. 9.2 c-d). On the other hand, each doped sample
also contains ionized dopants that reside in the Bi2Te3 lattice that do not form metallic
clusters.
By normalizing the reference XPS spectra to have equal 2p3/2 and 2p1/2 edge jumps, we
were able to take a linear combination of these to obtain good approximations for proportion
of each oxidation state for each metal in Bi2Te3. The grey curves in Fig. 9.3 are the linear
combination results; in all cases the match with the experimental spectrum is remarkably
good. We have summarized the results and percentages of each oxidation state for each
dopant in Table 9.1.
Manganese is specifically of interest because of its unique incorporation into Bi2Te3.
When component oxidation states were analyzed, we found that there is virtually no metal-
like signal, and 91% Mn2+. This means that in the case of Mn doping, the cation substitution
Mn2+ →Bi3+) is the primary defect. Our DFT calculations in the lower right panel of Fig.
9.3 support this view for Mn as well. It is the only dopant for which the formation energy of a
substitutional impurity is the most favourable. In general our DFT calculations support the
observed XPS results for all dopants, with the difference in 1S and 2S+3I formation energies
corresponding to the likelihood of metallic cluster formation. That is, metallic clusters tend
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to form when the cluster-like 2S+3I defects are sufficiently lower in energy than 1S defects,
and the reverse is true as well, as shown in the case of manganese.
9.4 X-ray Absorption and Emission
Further x-ray measurements complement our XPS findings, these are displayed in Fig. 9.4.
When coupled with crystal field calculations, these measurements can be used to deduce the
local symmetry of the dopant ions, as well as their oxidation state. By achieving agreement
between calculation and experiment, we can use the parameters used in the calculation to
extract real physical results. Another important distinction to consider is that the XAS
measurements were performed in both total electron yield (TEY) mode, only sensitive to
the first ≈5 nm of the sample surface, and the more bulk sensitive partial fluorescence yield
(PFY). XES measurements are inherently bulk sensitive (≈100 nm) similar to PFY, due to
the greater escape depth of photons as compared to electrons.
For comparison, we have displayed the absorption spectra of common oxides and metals
next to the spectra of each of the dopants in Fig. 9.4. Since each oxidation state for each 3d
transition metal atom has a vastly different shape, this comparison alone can determine the
ion’s valency. In each case the calculation (pink) was performed for the primary oxidation
state that was found via the XPS data. In general, they adequately agree with the experi-
mental spectra, despite the fact of the existence of some portion of pure metallic bonding in
each sample. This is because metallic absorption spectra are rather broad and featureless,
whereas the rich spectra of charged transition metal atoms still shines through on top of this.
Below we will discuss each dopant in turn and some slight exceptions to the above general
statements.
9.4.1 Cobalt
In the case of cobalt (Fig. 9.4b), which has a high percentage of metallic bonding, the
agreement between calculation and experiment is least satisfying (due to a large Co-metal
contribution), Despite this, sharp scattering features can still be seen on top of the metallic
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signal in both TEY and PFY modes. In fact, the differences between these two spectra
illustrate that cobalt in the bulk of the sample tends more towards a metallic state, while on
the surface it is still largely found in its 2+ state. This is evident from the much more rich
TEY spectrum, and in accordance with our XPS results above, which stated that 54% of Co
atoms are in a 2+ state. From the agreement with our calculation we can deduce that cobalt
in the the sample that is not metallic is in very nearly a perfect octahedral coordination.
The splitting of the eg and t2g 3d orbital is given by the 10Dq parameter, and since 10Dq =
0.9 eV; Ds = Dt = 0, we can be sure it is octahedrally coordinated.
9.4.2 Chromium
A similar analysis between the topological surface and deeper bulk environments for other
dopants can also be done. In the case of chromium, the dopant atoms effectively only reside
on the surface and are not incorporated into the host lattice at all during the ion implantation
process, despite being subject to the same fluence. We have two pieces of evidence to support
this: (1) the lack of any meaningful PFY signal; in Fig. 9.4c the PFY is extremely weak;
(2) the XES had an order of magnitude less counts per second for Cr as compared to the
other samples (hence why only one excitation is shown in Fig. 9.4f; it was not possible to
obtain more data due to the time length of the measurements). In both cases it is likely that
the emitted photons almost entirely originate from the thin surface layer (in which Cr3+ is
nicely substituted into Bi2Te3). Hence, the bulk of the sample must have been effectively
void of Cr ions.
As evidenced by the strong TEY signal, we are certain that the surface contains Cr3+
ions in a slightly warped octahedral environment (see Table 9.2 for crystal field parameters).
Therefore, we have found a profound difference in the assimilation environments for Cr atoms
in Bi2Te3. Cr atoms appear completely comfortable in a 3+ octahedral surface environment,
but will not form in the bulk of the crystal lattice. The lack of bulk Cr can possibly be
explained by its small ionic radius, because it is smaller than the other transition metal
dopants used here, it may have difficulty finding a low energy state to reside in, and it is
effectively expelled from the lattice.
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9.4.3 Nickel
Nickel doping is quite similar to cobalt in that a substantial fraction of the dopant atoms
prefer to metallically cluster together. However, in this incidence the TEY and the PFY for
Ni (Fig. 9.4h) show nearly identical results, with spectra that are a mix between that of Ni-
metal and NiO, in agreement with the XPS data. That is, there is a substantial proportion of
metallic Ni clusters present. The main conclusion here is that there is no difference between
the surface and bulk Ni incorporation, in both locations effectively identical results were
found.
9.4.4 Manganese
The most consistent dopant is manganese. In this case all of the DFT, XPS, TEY, and
PFY results support the same conclusion: that Mn2+ is integrated into the host crystal in
substitutional octahedral positions, but in an environment with a much lower crystal field
strength than MnO (which is 1.0 eV),[252] due to the larger spatial environment the Mn ions
have in our case. In a past study it was shown that pristine Bi2Te3 and Mn doped Bi2Te3
have have measurably different conductive properties.[253] This difference must not originate
due to metallic Mn, and in accordance with the cited study, there is no need to invoke any
special inherent surface states to explain the conductive behaviour in the doped sample.
Effectively, when incorporating Mn into Bi2Te3, both the surface and the bulk environments
react identically, and any topological differences must be a result of the host material itself.
9.4.5 Copper
We found that copper undergoes a large scale transformation with age in Bi2Te3. Initially
it was found to be in a purely metallic state; this was confirmed by the XPS measurements
as well as both TEY and PFY in Fig. 9.4i. However, upon exposure to atmospheric con-
ditions for one year, a substantial fraction of the metallic clusters have converted to 2+
ions. This is evident from the followup absorption spectra taken (shown as “aged”), which
show substantial contributions to the signal in the same energetic locations as that of CuO.
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We believe we can dismiss simple oxidation and the formation of CuO because the bulk of
the sample also shows this same phenomena, and the exposure with air to the bulk of the
sample is negligible. Also, surface oxidation generally takes place on the scale of only a few
minutes,[254] and the initial XPS and XAS measurements showed no sign of this (after the
samples were already exposed to air for months). Hence, we can conclude that the bulk and
surface properties of Cu dopants in Bi2Te3 are effectively identical, and furthermore they
age and change identically, and that no special surface states for Cu ions exist upon ion
implantation. Note that copper spectra show no fine multiplet structure because of its full
3d shell (the same holds for d9 in the case of Cu2+), so calculations offer no extra insight in
this specific case.
9.4.6 Iron
Lastly, iron is the most complicated case as it was necessary to use a combination of oxidation
states on both the surface and in the bulk. However, the ratio of 2+:3+ Fe ions on the surface
and in the bulk of the material is much different. If we first consider the TEY in Fig. 9.4g
and compare it to the XPS in Fig. 9.3 we discover that there are some conflicting results.
To contrast these, we examine further XAS measurements done a year after the initial ones
to reveal that the surface undergoes a slow aging process. Initially, our XPS results showed
that the surface contained 75% Fe3+ and 25% metallic Fe (Table 9.1). Then upon aging for
six months our TEY measurements indicate that this ratio has fallen to about 58% Fe3+,
while the remaining 42% can be classified as Fe2+. This is apparent from our linear sum of
Fe2+ and Fe3+ calculations in Fig. 9.4g; one can see that the sum of the calculations is a
near perfect fit for the experimental TEY spectrum. To test for reproducibility, further TEY
measurements were done another year later (TEY aged), and they unambiguously show that
the iron on the surface of the sample has become nearly entirely 3+. Hence, we have shown
that the Bi2Te3 surface enables a slow transformation of Fe atoms’ oxidation state toward
2+, given sufficient time.
What is interesting is how the bulk of Bi2Te3 reacts in a manner very contrary to its
surface. In this case, bulk sensitive PFY measurements taken 18 months apart show no
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10Dq Ds Dt β
Cr 1.65 -0.05 -0.05 0.75
Mn 0.6 0 0 0.72
Fe2+ 1.0 0 0 0.7
Fe3+ 1.6 -0.02 -0.02 0.6
Co 0.9 0 0 0.75
Ni 1.3 0 0 0.75
Cu – – – –
Table 9.2: Shown are the crystal field parameters for the calculations in pink in Fig. 9.4. The units for 10Dq,
Ds, and Dt are eV, while β is unitless and corresponds to the scaling of the interatomic Slater integrals.
change. We also found that contrary to the surface, it is Fe2+ ions that are much more
inclined to reside in the bulk. To illustrate this, a similar analysis as above was done. The
2+ and 3+ calculations together show that the ratio of 2+:3+ is 60:40 in the bulk. It
appears clear that in the case of iron dopants in Bi2Te3 the surface states are vastly different
from that of those in the bulk, and undergo different incorporation mechanisms, as well as
different aging effects.
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Figure 9.4: X-ray absorption and emission at the transition metal L-edges along with calculated spectra
(pink). The Bi2Te3:TM XAS spectra are shown in black with standard oxide references in grey for compar-
ison. Panels a–c and g–i contain the XAS spectra, while beneath each is the corresponding element’s XES
spectra in panels d–f and j–l, respectively. In panel (g), the iron calculations are shown in orange and dark
yellow, with the linear sum of the two shown in pink. A thorough discussion of each element’s spectra is
given separately in the main text. High quality Ni, Co, Fe metal XAS reference spectra were taken from Ref.
[251].
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9.5 Conclusion
In closure, we have studied the differences between dopant atoms on the surface and in the
bulk of what is known to be a promising material for topological technologies. The inherent
differences between the bulk and surface structural properties can manifest themselves upon
examining how transition metal dopants assimilate into the host lattice. This method of
doping with 3d metals is an oft use way of fine-tuning a material’s electronic and magnetic
properties, and certainly shows favourable evidence to do so here again. Each of our dopants
Cr, Mn, Fe, Co, and Ni behaved differently in Bi2Te3, facilitating the idea that there is a
great deal of freedom in fine-tuning this versatile material. Thus, Bi2Te3 may be further
honed by exploiting this large degree of freedom via synthesis using other techniques and/or
introducing the dopants during synthesis. This would undoubtedly open the door to many
other possibilities exploiting this material. By retaining the traditional surface conductivity
and bulk insulating properties of this topological insulator, while tweaking its electric and
magnetic properties to be better suited for a given technology, one is able to hone this widely
heralded material for a tremendous array of technologies.
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Abstract
Unknown changes in the crystalline order of regular TiO2 result in the formation of black
titania, which has garnered significant interest as a photocatalytic material due to the ac-
companying electronic changes. Herein, we determine the nature of the lattice distortion
caused by an oxygen vacancy that in turn results in the formation of mid-band gap states.
We introduce an innovative technique using a state-of-the-art silicon drift detector, which
can be used in conjunction with extended x-ray absorption fine structure (EXAFS) to mea-
sure bulk interatomic distances. We illustrate how the energy dispersive nature of such a
detector can allow us an unimpeded signal, indefinitely in energy space, thereby sidestepping
the hurdles of more conventional EXAFS, which is often impeded by other absorption edges.
10.1 Introduction
Structural information regarding the transformation that takes place in regular “white” tita-
nium dioxide as it transitions to black titania is still not fully understood, despite significant
interest.[255] Although we know these crystallographic changes are key in the desirable elec-
tronic properties that arise, how the former causes changes the latter is not entirely clear.[210]
However, it has been shown that new XRD peaks appear as the white to black transforma-
tion occurs, undoubtedly indicating some sort of structural distortion.[29] In addition to this,
while the surface-disordered crystalline state of black titania has been documented via high
resolution electron microscopy,[256, 12, 257] the bulk character is far less understood.[258]
As such, the exact nature of the distortion present has been difficult to determine on account
of the complexity and inhomogeneity of the crystal.
Extended x-ray absorption fine structure (EXAFS) is the study of the oscillatory nature of
the absorption coefficient as a function of incident photon energy at energies just beyond that
of an absorption edge. These oscillations arise from the local atomic structure of a material,
and are most frequently used to determine bond distances and vibrational properties of a
given element in a material.[259] However, despite being continuously refined ever since its
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discovery in the early 1970s,[260] it still has yet to find commonplace use in the soft x-ray
energy regime (≈50-1500 eV), despite the technique having contributed to many significant
advances.[261, 262, 263] Only a small subset of examples exist in the publication record (all
performed by surface sensitive total electron yield), and nothing in the last two decades since
the advent of high resolution silicon drift detectors (SDDs).[264, 265, 266, 267, 268, 269]
There are a few reasons for this. (1) There is an abundant number of absorption edges
in this energy range. Every element heavier than helium contains electrons with binding
energies in this range. This is generally considered a limitation and large problem for EXAFS
experiments, as one requires a range of several hundred (> 400) electron-volts of unperturbed
absorption data from a single edge to extract meaningful data. (2) Many soft x-ray beamlines
at synchrotron facilities do not have a monochromator that can, in a single scan, slew a
necessarily large energy range without some combination of changing the mirror and grating
of that monochromator. (3) The low probability of fluorescence emission in low-Z elements
implies that extremely long count times are required to obtain sufficiently noise-free spectra.
However, using a silicon drift detector, one can achieve very high fluorescence count rates
at sufficiently high resolution in the soft x-ray regime.[270, 271] And because silicon drift
detectors are energy dispersive, the intrusion of absorption edges impeding our energy range
is inconsequential, because we are able to filter out emission photons from other elements
and observe only the fluorescence photons from the element of interest. If, however, the
sample contains a large enough atomic percentage of some absorption edge energetically
above our measured edge (here O), the XAS signal will contain an inverted image of that
element as a new decay pathway emerges; fortunately, steps can be taken to disregard this
as well. Furthermore, since we are observing emitted photons (as opposed to electrons) in
the soft x-ray regime, the technique is bulk sensitive, probing to ≈100 nm in depth.
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the O K-edge emission, one must separate the ≈100 eV wide emission lines by a fitting procedure to isolate
the oxygen emission photons. Note the anomalous emission photons at the Fe, Ni, and Cu L2,3 edges at
707, 858, and 933 eV, respectively. These are unwanted and are neglected from the data analysis using the
procedure described in the text.
10.2 Experiment and Calculation Details
All absorption spectra were measured at the Resonant Elastic and Inelastic X-Ray Scattering
(REIXS) beamline at the Canadian Light Source. The spectra were recorded in fluorescence
yield mode using an SDD, such that the emission lines from the various elements could be
distinguished on an energy scale. The total data set for a spectrum can be visualized in
a two dimensional color map plot as shown in Figure 10.1. The energy resolution in this
energy range is ≈100 eV, and therefore overlapping emission lines need to be dissociated.[52]
The Fe, Ni, and Cu L2,3 emission photons that are observable in Figure 10.1 arise from
scattered photons in the sample chamber interacting with the chamber itself. The ultra high
vacuum chamber is made of stainless steel, and the arm that holds the sample is largely made
of copper. The high intensity synchrotron light that impinges on the sample is scattered in all
directions, but the SDD detector will detect only a minute solid angle of the overall emitted
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Figure 10.2: The experimental spectrum shown here corresponds to a single horizontal slice in Figure 10.1
taken at 975 eV excitation energy. In order to resolve them we used a fitting algorithm that constrains
both the peak energy and FWHM for the Ti and O emission lines. The integrated intensity of the O peak
corresponds to a single data point in the partial fluorescence yield XAS spectra shown in the Supplemental
Material. Note that unwanted fluorescence from Fe, Ni, and Cu are easily neglected using this method.
and scattered photons. However, these stray photons will excite all constituent materials
of the chamber as well. Since an SDD is not an angle resolved detector, it records these
secondary photons as well.
While these secondary emissions are generally undesirable, for our present purposes it
illuminates our ability to disregard unwanted photons, whether in our sample or otherwise.
We can show that in-sample elements such as Ti can be excluded from the analysis, as well
as out-of-sample materials that cannot be avoided such as Fe, Ni, and Cu.
The separation of these emission lines can be accomplished with a constrained Gaussian
fitting algorithm, wherein the relevant peaks are each fit by a Gaussian curve, and the
integrated Gaussian corresponds to the number of photons emitted by a given element for a
given incident energy. A Gaussian curve contains three relevant parameters: its center, width
(FWHM), and intensity. For the present analysis the Ti and O FWHMs and centers were
constrained to remain in a narrow range as to not allow the fitting to stray from reasonable
values.
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The post-experiment analysis was performed with EXAFSPAK software [272] wherein
a spline function was subtracted from the raw spectra (see Supplemental Material for raw
experimental spectra) to obtain the EXAFS signal (red lines in Figure 10.3), which has the
energy axis converted to wavenumber k. The displayed EXAFS signals are also weighted by
their k2 value, where k2 = 2meE/h¯
2 and me, E, and h¯ are the electron mass, incident photon
energy, and reduced Planck’s constant, respectively. McKale table theoretical phase-shift and
amplitude functions of the absorber-backscatter interaction were used for rutile, while full
FEFF calculations were run to produce the models for anatase and black titania.[273] To
achieve the fits to experiment shown in Figure 10.3(c-f), only the interatomic distances and
Debye-Waller factors were allowed to vary.
10.3 Results and Discussion
10.3.1 Rutile and Anatase TiO2
To demonstrate the reliability of this method, the well-known rutile and anatase TiO2 pow-
ders were measured and compared to the known structures. Generally one wishes to obtain
nearest and perhaps second nearest neighbor distances. However, we show that using the
high count rates of modern SDD detectors, we can obtain interatomic distances well beyond
this threshold in a reasonable amount of time.
Given the Raleigh criterion that the resolution in real space is ∆R = pi/2∆k,[274] we
obtained spectra of significant quality to achieve resolutions of 0.19 A˚. One should be careful
to distinguish these values from the accuracy with which bond lengths can be determined,
which is generally on the order of a few hundredths of an angstrom. The real space resolution
values only tell us that peaks in the Fourier transform (interatomic distances) that are not
separated by more than this distance cannot be distinguished from one another.
Figure 10.3 shows the k2 weighted EXAFS, and the resulting Fourier transforms. The
vertical lines in the Figure 10.3(b) show where the peaks ought to be located in the nominal
crystal structure of rutile. Given that some coordination spheres will contain both Ti and
O atoms at nearly the same distance from the central O atom, and noting our finite energy
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resolution (∆R), we would expect some peaks in the Fourier transform to contain a weighted
average of the atoms that are at similar distances from the central oxygen atom. This
is reflected by the vertical lines for rutile, which makes it visually easy to identify our
experimental peak locations in relation to the nominal crystal of rutile, which is well known.
The agreement is easily accurate to within the small discrepancies concerning these distances
that exist in the literature, which vary by about 2%.[275, 276]
In both rutile and anatase TiO2 the nearest neighbor Ti atoms can easily be determined
to within 0.01 A˚ of the nominal value. The accuracy in determining this nearest neighbour
distance is often all that one expects from EXAFS experiments. However, by comparison of
the actual peak locations from our experiment to the nominal values indicated by the vertical
lines in Figure 10.3(b) and the comparison of modelled and the established values in panel
(d), it can be seen that further coordination shells can also be quite reliably determined with
this method. Furthermore, the experiments were repeated and are entirely reproducible,
indicating the consistency and reliability of this method.
10.3.2 Black Titania
We have used a model containing oxygen vacancies,[277, 278] which have previously been
calculated to be an energetically favorable defect in TiO2,[279, 280] and is therefore probable
to form in the case of black titania.[281] We offer experimental evidence to supplement
the theoretical work of this claim. We propose that the relaxation of atomic positions in
the vicinity of this vacancy will cause deviations of the nominal bond lengths of anatase.
Predictably, this occurs in a quite complex fashion; as one bond angle and/or distance
changes, it has the propensity to alter those in its vicinity, and so on to the next nearest
neighbours throughout the crystal.
We have formulated a defect that is well supported by the experimental data. This
defect, which includes an oxygen vacancy as well as the shift of the nearby atoms, is shown
in Figure 10.4. The advantage of using EXAFS in comparison to other techniques often
used as evidence of oxygen vacancies such as electron paramagnetic resonance,[282] is that
we can determine experimentally the actual crystal distortion on the scale of hundredths of
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Figure 10.4: Proposed distorted anatase structure that results in black titania and its electronic properties.
Arrows indicate the direction of the spatial relaxation of the atoms from their nominal positions. The labeled
interatomic distances correspond to those list in Table 10.1.
nanometers.
Black titania is generally synthesized under a hydrogen rich environment and is known
to have an enhanced hydrogen mobility thereafter.[256, 283, 284] This is likely to result in
bulk oxygen vacancies which give rise to itinerant H2 molecules and the appearance of OH
bonds in the bulk, both of which play a crucial role in forming the mid-band gap states in
black titania that make it such an attractive material. These weakly bound hydrogen atoms
are able to easily diffuse throughout the crystal via the lattice distortions introduced here.
The proclivity towards oxygen vacancy formation in TiO2, combined with the hydrogena-
tion process allow a subtle alteration to crystal structure, which in turn leads to a drastic
alteration of the electronic properties.
Our experimental EXAFS spectrum for black titania, along with its Fourier transform
is displayed in Figure 10.3(e-f). The vertical lines in panel (f) are now experimentally
determined bond lengths found via the best fit algorithm described above. As a distortion
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Nominal Degeneracy Distorted Multiplicity
1.96 3 Ti 1.92(avg.) 36 Ti
A 2.46
2 O
2.45 8 O
B 2.46 2.43 8 O
C 2.46 2.50 2 O
D 2.79
4 O
2.95 4 O
E 2.79 2.75 8 O
F 2.79 2.60 4 O
G 2.79 2.76 2 O
H 2.79 2.91 4 O
I 3.04
4 O
3.21 4 O
J 3.04 2.73 4 O
K 3.04 2.88 8 O
L 3.04 2.99 4 O
M 3.04 3.13 2 O
N 3.71 2 O 3.62 4 O
O 3.78
4 O
3.48 2 O
P 3.78 3.78 20 O
3.78 4.09 4 O
3.86 4 Ti 3.84(avg.) 16 Ti
4.26 8 TI 4.20(avg.) 46 Ti
4.76 2 Ti 4.76(avg.) 10 Ti
Table 10.1: Interatomic distances (in A˚) are as labeled in Fig 10.4. The nominal structure corresponds to that
of anatase, black titania’s parent structure. Degeneracy refers to the number of atoms in the coordination
sphere for every oxygen atom in the nominal structure. Multiplicity refers to the number of oxygen-oxygen
or oxygen-titanium paths per oxygen defect site. The letters correspond to those shown in Figure 10.4.
TiO2 EXAFS 179
is introduced to the lattice, the degeneracy of oxygen-oxygen distances in anatase is broken,
and instead of six coordination spheres between 2 A˚ and 4 A˚ in anatase, many more will
occur in the vicinity of a vacancy (see Table 10.1). In the resulting Fourier transform for
black titania, this will lead to smearing of peaks and the appearance of peaks at roughly
the average of several of these combined distances. While this degeneracy is also broken in
the case of Ti-O distances, it is much more manageable since the resulting Ti-O distances
do not stray significantly from their central value (i.e. all the previously 4.26 A˚ bonds end
up closely bunched around 4.17 A˚). This, in addition to the fact that the Ti backscattering
amplitude is much larger than O backscattering as a consequence of Ti’s larger atomic size,
implies that the Ti-O derived distances are more reliable than the O-O distances. For these
reasons, the Ti-O distances were used as the basis for the proposed structural defect found
in Figure 10.4. That is, our proposed black titania distortion was found such that it agrees
with the interatomic Ti-O distances found via experiment and fitting. Table 10.1 lists the
bond lengths in nominal anatase as well as the degeneracy and type of atom that exists for
each coordination sphere, and the equivalent information in the vicinity of a vacancy for our
proposed structure. The labeled bonds A to P correspond to those illustrated in Figure 10.4,
the unlabeled ones were not shown in the figure as they would significantly obstruct clarity.
The first point to note is the significant reduction that occurs in the bond length to the
nearest Ti neighbours: two Ti atoms at 1.94 A˚ and one at 1.98 A˚ now become resolved at
1.89 A˚ in Figure 10.3(f). The next Ti coordination sphere for anatase is at 3.86 A˚, which
we found at 3.84 A˚ in black titania, which is effectively identical within experimental error,
which is ±0.02 A˚ for O–Ti distances. However, a noticeable reduction happens for the next
Ti coordination sphere at 4.26 A˚ in anatase, but is found at 4.17 A˚ in our experiment. Lastly,
the 4.78 A˚ Ti-O distance remains unchanged in the transition to black titania. While the
trend is not consistent, this is actually encouraging from the perspective of searching for
potential defect structures, as it vastly limits the number of possibilities. Literally hundreds
of millions of defect structures were tested wherein the interatomic distances that resulted
were compared to those found via experiment and fitting. The conclusion is that the only
possible scenario is that shown in Figure 10.4. The Ti atoms, on account of their now
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dangling bonds, shift slightly away from the vacancy in order to strengthen their bond with
the rest of the lattice, while the nearby O atoms shift slightly inwards toward the vacancy to
fill the empty space. This distortion uniquely maintains the above stated trends displayed
by the observed shifts (and non-shifts) of Ti-O interatomic distances.
It is necessary to note that we should only expect near perfect agreement if it were the
case that this distortion were repeated exactly throughout the entire crystal. However, in
real world black titania the defect is not perfectly ordered throughout. And since the EXAFS
results are a bulk average of all O atoms in the material, we should expect some influence
from non-distorted sites. Despite this, we feel that our result is in fact exceptionally accurate
as the model displays the correct trends given by the experimental data, and is indeed a true
representation of the crystal structure of black titania.
10.4 Conclusion
Herein, we have shown conclusively that bulk soft x-ray EXAFS at the O K-edge is a
valuable tool for systematically determining subtle structural distortions. We have presented
very strong evidence that structural changes resulting from vacancies in a crystal can be
directly measured. These changes to a parent material often underpin the emergence of
novel electronic properties, and are often of the utmost importance to understand. This
technique should not be overlooked, and has become feasible with the advent of modern
silicon drift detectors, for which one can sidestep some of the difficulties inherent to EXAFS
experiments.
10.5 Acknowledgements
This work was supported by the Natural Sciences and Engineering Research Council of
Canada (NSERC) and the Canada Research Chairs program. Measurements were performed
at the Canadian Light Source (supported by NSERC and the University of Saskatchewan).
TiO2 EXAFS 181
10.6 Supplemental Material
550 600 650 700 750 800 850 900 950
In
ten
sit
y 
[a
rb
. u
ni
ts]
Energy [eV]
In
te
ns
ity
 [a
rb
. u
ni
ts
]
 Black
 Anatase
 Rutile
Figure 10.5: Raw partial fluorescence yield (PFY) absorption spectra taken by a silicon drift detector (SDD).
Each data point corresponds to the integrated gaussian curve of the oxygen emission as shown in the main
text Figure 2. A spline curve is then subtracted from these to produce the EXAFS signals shown in the main
text Figure 3.
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Figure 10.6: Magnified view of the above raw XAS spectra to further clarify the subtle differences between
the TiO2 samples.
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Figure 10.7: Bottom panel: In EXAFS analysis each scattering path (coordination sphere from the central
oxygen atom) will contribute to the oscillations in the overall signal. Plotted are the contributions from
several coordination spheres, wherein larger frequencies correspond to shorter interatomic distances after
the Fourier transform is performed. One can see how the constructive and destructive interference in the
oscillating EXAFS components sum to an overall fit of the experimental EXAFS. The Fourier transforms of
the individual components in the bottom panel are color coded and plotted in the upper panel (with a FEFF
calculated phase-shift), and the total overall fits are shown in green in both panels.
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