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ON A VIABLE FIRST ORDER FORMULATION OF RELATIVISTIC VISCOUS
FLUIDS AND ITS APPLICATIONS TO COSMOLOGY
MARCELO M. DISCONZI, THOMAS W. KEPHART, AND ROBERT J. SCHERRER
Abstract. We consider a first order formulation of relativistic fluids with bulk viscosity based on a
stress-energy tensor introduced by Lichnerowicz. Choosing a barotropic equation of state, we show
that this theory satisfies basic physical requirements and, under the further assumption of vanishing
vorticity, that the equations of motion are causal, both in the case of a fixed background and when
the equations are coupled to Einstein’s equations. Furthermore, Lichnerowicz’s proposal does not
fit into the general framework of first order theories studied by Hiscock and Lindblom, and hence
their instability results do not apply. These conclusions apply to the full-fledged non-linear theory,
without any equilibrium or near equilibrium assumptions. Similarities and differences between the
approach explored here and other theories of relativistic viscosity, including the Mueller-Israel-
Stewart formulation, are addressed. Cosmological models based on the Lichnerowicz stress-energy
tensor are studied. As the topic of (relativistic) viscous fluids is also of interest outside the general
relativity and cosmology communities, such as, for instance, in applications involving heavy-ion
collisions, we make our presentation is largely self-contained.
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Part I. INTRODUCTION AND STATEMENT OF THE RESULTS
1. Introduction
The coupling of matter to gravity in general relativity is usually accomplish by specifying a
stress-energy tensor for the matter fields, which is then sourced to Einstein’s equations. When the
matter fields admit a Lagrangian formulation for its equations of motion, there exists a well-defined
procedure that uniquely determines the corresponding stress-energy tensor in the context of general
relativity. Such a Lagrangian formulation, in turn, rests upon a variational formulation of the
corresponding non-relativistic equations of motion, see, e.g., [46, 109] for details. This procedure
fails if one wishes to describe the dynamics of a fluid with viscosity interacting with gravity in
that the classical Navier-Stokes equations are not known to be the Euler-Lagrange equations of a
specific action functional. While this does not prevent us from writing a stress energy-tensor for the
Navier-Stokes equations, its generalization to general relativity is not unique, and, in fact, presents
ambiguities [111]. A review of some of the different proposals for handling viscosity in relativity is
given in section 3. Section 3 also discusses similarities and differences between the the approach
studied in this paper and other theories of relativistic viscosity.
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In this work we shall take the following stress-energy tensor to describe relativistic viscous fluids:
Tαβ = (p+ ̺)uαuβ + pgαβ − (ζ − 2
3
ϑ)παβ∇µCµ − ϑπµαπνβ(∇µCν +∇νCµ)
− κ(qαCβ + qβCα) + 2ϑπαβuµ∇µF.
(1.1)
p and ̺ are scalar functions representing the pressure and (total) energy density of the fluid; g is a
Lorentzian metric; ∇ is the covariant derivative (Levi-Civita connection) associated with g; uα is
the four-velocity1 of fluid particles, which satisfies
uαuα = −1; (1.2)
ϑ and ζ are the coefficients of shear and bulk viscosity, respectively, and κ is the coefficient of thermal
conductivity. They are assumed to be non-negative functions of the thermodynamic variables (i.e.,
of ̺, p, and possibly other thermodynamic quantities introduced below, such as the rest mass
density, temperature, entropy, and internal energy). Their particular form depends on the nature
of the fluid. qα is the fluid’s heat flux whose specific form will not be important here.
παβ = gαβ + uαuβ (1.3)
is the projection onto the space orthogonal to u, i.e.,
παβu
β = 0. (1.4)
Cα is the dynamic velocity of the fluid, also known as the enthalpy current, and defined by
Cα = Fuα, (1.5)
where F is the specific enthalpy of the fluid, given by
F =
p+ ̺
n
, (1.6)
where n is the rest mass density, which satisfies
∇µ(nuµ) = 0, (1.7)
as long as particle number is conserved. When particle number is not conserved, Eq. (1.7) must
be modified to
∇µ(nuµ) = σ, (1.8)
where σ is the net number of particles created per unit time per unit volume in a co-moving fluid
element. The particular form of σ will depend on the processes involved and should ultimately be
derived from microscopic kinetic theory. From a macroscopic point of view, σ is considered a given
known function. However, regardless of whether or not σ = 0, we can always define F to be given
by Eq. (1.6). Most of the discussion in this paper focuses on σ = 0.
Naturally, all of the above functions and tensors are defined on a four-dimensional differentiable
manifold, the space-time, henceforth denoted by M. In the above, we have adopted:
Convention 1.1. the metric signature −+++,
Convention 1.2. units such that c = 8πG = 1, where G is Newton’s gravitational constant and c
the speed of light in vacuum.
1We adopt the Eckart frame; see section 5.1.
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Remark 1.3. Notice that (1.6) assumes that n 6= 0. This is indeed the case for matter traveling
at subluminal speeds. In the case of radiation, we can take n to be the particle number density
instead of the rest mass density. This requires some dimensional adjustments in the equations,
which can be done via the introduction of a universal mass parameter that we can take to be, for
example, the proton mass2. With these considerations in mind, we shall assume for the entirety of
the paper that n > 0.
The stress-energy tensor (1.1) was first introduced by Lichnerowicz [71]. Its motivation is given
in section 5. In this paper we shall study the case when the only contribution to viscosity is given
by the bulk term, so from now on we set ϑ = κ = 0, hence
Tαβ = (p+ ̺)uαuβ + pgαβ − ζπαβ∇µCµ, (1.9)
or we can write
Tαβ = tαβ − ζIαβ,
where
tαβ = (p + ̺)uαuβ + pgαβ (1.10)
is the stress-energy tensor for a perfect fluid, and
Iαβ = παβ∇µCµ (1.11)
is the contribution from viscosity. We shall refer to fluid models based on (1.1), or (1.9) in the
present case, as the Lichnerowicz formulation of relativistic viscous fluids.
The quantities p, ̺, and n are not all independent. ̺ and n are related by
̺ = n(1 + ε) (1.12)
where ε is a scalar function representing the specific internal energy of the fluid. (1.12) expresses
the fact the total energy density is composed of the rest mass and the internal energy. n and ε
have to further satisfy the first law of thermodynamics, which can be expressed as
dε = T ds+
p
n2
dn, (1.13)
for some functions s and T that are interpreted, respectively, as the specific entropy and the
temperature of the fluid. For future reference we notice that (1.6) and (1.12) give
F = 1 + ǫ+
p
n
, (1.14)
and that (1.13) can be written as
dp = n dF − nT ds. (1.15)
Assumption 1.4. We shall assume for the entirety of the paper that T > 0.
The above thermodynamic quantities are further linked by an equation of state that relates two
or more of them. Thus we assume a given relation (see remark 1.5)
p = p(̺, F ). (1.16)
We shall also assume that ζ is given as a general function of ̺ and F ,
ζ = ζ(̺, F ). (1.17)
2This seems a good choice because in our present formulation the viscosity in, say, an ultra-relativistic gas of
electrons would differ from the viscosity in a ultra-relativistic gas of muons at the same temperature by a factor of
about 200, just due to their mass difference, whereas if we choose a universal mass this difference would disappear.
Since electrons and muon interact in virtually the same way, and one would think that viscosity has to do with
interactions, it seems to be reasonable to introduce such an universal mass.
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Remark 1.5. In general only two of the thermodynamic variables can be treated as independent,
with the remaining ones determined by the first law of thermodynamics, the equation of state,
and the equations of motion (see below and section 4). On physical grounds one assumes that
the relations among these quantities are invertible, so that the choice of which two variables are
considered independent, such as ̺ and F in (1.16) and (1.17), it is a matter of convenience.
One defines the entropy current as3
Sµ = snuµ. (1.18)
The second law of thermodynamics states that
∇µSµ ≥ 0,
which, in light of (1.7), reads
uµ∇µs ≥ 0. (1.19)
We remark that (1.19) is not a consequence of the previous equations and has to be verified as
implied by the dynamics.
The vorticity of a relativistic fluid (perfect or viscous) is defined as (notice that our convention
differs from [18, 98]) by a sign)
Ωαβ = ∇αCβ −∇βCα. (1.20)
As expected, in relativity the vorticity is a 2-form defined in space-time rather than only in space,
as in non-relativistic mechanics. More importantly, notice that Ω is defined in terms of the C and
not u, fundamentally contrasting with the definition of the vorticity in the non-relativistic setting.
This is because the Kelvin circulation theorem, believed to encode important dynamical properties
of fluids, would otherwise not hold in the relativistic setting [98]. A fluid is called irrotational
when Ω = 0.
We now turn our attention to the equations of motion. The starting point is Einstein’s equations
coupled to (1.9),
Rαβ − 1
2
Rgαβ + Λgαβ = Tαβ ,
where Rαβ and R are, respectively, the Ricci and scalar curvature for the metric gαβ , Λ is the
cosmological constant, and Tαβ is given by (1.9).
It is convenient to rewrite Einstein’s equations as
Rαβ = Tαβ − 1
2
Tgαβ + Λgαβ , (1.21)
where T = Tαα . Einstein’s equations and the Bianchi identities imply
∇αTαβ = 0. (1.22)
Thus, (1.22) is a necessary condition for (1.21) to hold. In situations where one neglects any grav-
itational dynamics caused by the presence of the fluid, i.e., the so-called test fluid approximation,
one still imposes all the previously stated relations, including (1.22), except for Einstein’s equations
themselves, i.e., (1.21). In this case a metric g is given a priori, and one thinks of the space-time
M endowed with the metric g, (M, g), as a fixed background where the fluid dynamics takes place.
While any (M, g) can in principle be chosen, the physically relevant scenario for the test fluid
approximation is when (M, g) satisfies the vacuum Einstein’s equations.
3We are not including a term in the heat flux because we assume κ = 0.
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The equations of motion consist of (1.7), (1.21), and (1.22), supplemented by the relations
(1.2), (1.13), (1.16) and (1.17). We shall refer to these equations as the Einstein-Navier-Stokes
system.
Remark 1.6. Differentiating (1.2), one obtains
uα∇βuα = 0. (1.23)
The reader should keep (1.2), (1.4), and (1.23) in mind as they are frequently used in the calculations
throughout the paper.
For a quick discussion of thermodynamic properties of relativistic fluids, see, e.g., [25] or [38]. A
very thorough and up-to-date account of relativistic fluids, which includes a review of viscosity in
relativity, can be found in the monograph [98]. Mathematical studies of Lichnerowicz’s formulation
of the Einstein-Navier-Stokes system with shear viscosity (i.e., using (1.1)) have been carried out
in [24, 22, 95]. The mathematical properties of relativistic perfect fluids are discussed in the
monographs [1, 15, 18, 74]. See also the related papers [2, 17, 75, 72, 73].
Some of the primary testable physical predictions of models for relativistic viscosity lie in the field
of cosmology. In general, the effect of bulk viscosity on a fluid is to decrease its effective pressure,
and a fluid with a sufficiently negative pressure can serve as a source for the observed acceleration
of the expansion of the universe. This possibility has been extensively explored in connection with
earlier models of viscosity in Refs. [3, 5, 39, 52, 53, 62, 107, 113]. Preliminary results for the
cosmological effects of Lichnerowicz viscosity are presented in Ref. [28], and generalized in [82].
We finish this introduction with a few general remarks regarding some of the goals of this work.
As already mentioned, there are different proposals for describing relativistic viscous fluids in the
literature, and this is not a settled issue. We do not know which of the several formulations is the
correct one (in contrast to the confidence with which we can say that the Einstein-Euler system
is the correct formulation for relativistic perfect fluids). Hence, we believe that it is important to
investigate Lichnerowicz’s proposal, especially because it is less known in the community. Now,
precisely because Lichnerowicz’s formulation is less known, it has been less developed compared to
other theories. This of course does not mean the Lichnerowicz’s theory is less interesting or less
deserving of attention (at least given what we know about it so far), but it does mean that many
basic questions remain open.
Given the above, one of the main goals of the paper is to bring attention to Lichnerowicz’s
theory, and show how one can derive some interesting properties of fluids and cosmological models
from it. Therefore, we have not strived for complete generality and will make several simplifying
assumptions below.
Some of the topics here discussed may also be of interest beyond the general relativity and
cosmology communities, such as researchers working on heavy-ion collisions or mathematicians
working on mathematical fluids dynamics. Therefore, we attempted to make our presentation as
self-contained as possible, at the expense of sometimes repeating ideas known to specialists.
2. Summary of results
Here we briefly summarize the results of the paper. The statements below are intended solely
as a quick outline of this work and therefore, do not mention technical assumptions or subtleties.
More precise statements are found in the sections below.
Regarding the formulation of relativistic viscous fluids derived from (1.9):
• It does not fall into the general class of first order theories proved to be acausal and unstable
by Hiscock and Lindblom [55]. See section 3. We need to be more specific by what we mean
here. First, (1.1) does not satisfy the assumptions of the stress-energy tensor employed in
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[55]. While this prevents the results of [55] from being invoked, it of course does not in itself
mean that acausality and instabilities are absent, although it opens that possibility. But a
bit more can be said. If one repeats the linearization procedure of [55] applied to (1.1) , one
arrives at a system for which modes cannot be shown to grow using the same techniques of
[55]. Again, this does not indicate that exponentially growing modes are absent, but it does
suggest a significantly different dynamics that cannot be shown to be acausal in a more or
less straightforward manner. A full analysis of perturbations of Lichnerowicz’s formulation
near equilibrium will be the subject of a forthcoming work [10].
• The equilibrium states for (1.9) include those of Eckart and MIS theories. See section 4.3.
• There are natural sufficient conditions that lead to non-negative entropy production. See
claim 4.3.
• It yields the correct non-relativistic limit. See section 4.6.
• The system of Einstein’s equations coupled to (1.9) is causal if the fluid is irrotational and
other mild conditions are satisfied. See claim 6.5.
Regarding applications of (1.9) to cosmology:
• For a generic dark fluid, the presence of viscosity leads to a decrease in the effective equation
of state parameter, weff , relative to its value in the absence of viscosity, w.
• Whether the effect of viscosity is dominant or subdominant at late times depends on the
value of w and the scaling of the viscosity parameter with the density of the fluid.
• For a wide choice of parameter values, Lichnerowicz viscosity drives the dark fluid toward
phantom-like behavior (weff < −1) and a future big-rip singularity.
3. Similarities and differences with other theories of relativistic viscosity
In this section we discuss how Lichnerowicz’s approach based on (1.1), and our work in particular,
fits within the broader context of viscosity in relativity.
The following stress-energy tensor for relativistic viscous fluids was introduced by Eckart in 1940
[33]:
TEαβ = (p + ̺)uαuβ + pgαβ − (ζ −
2
3
ϑ)παβ∇µuµ
− ϑπµαπνβ(∇µuν +∇νuµ)− κ(qαuβ + qβuα).
(3.1)
All quantities in (3.1) are as defined in section 1. Approaches based on (3.1) are called Eckart
theories. We remark that (3.1) is commonly written as
TEαβ = (p+ ̺)uαuβ + pgαβ − ζπαβ∇µuµ − 2ϑσαβ − κ(qαuβ + qβuα),
where
σαβ = ∇(αuβ) + a(αuβ) −
1
3
παβ∇µuµ,
is called the shear-tensor, with aα = u
µ∇µuα being the acceleration.
Eckart motivated (3.1) from basic assumptions of relativity and thermodynamics. Although such
assumptions are not sufficient to uniquely determine the stress-energy tensor, the form (3.1) is, to
quote Eckart, “strongly indicated, if not uniquely determined.”
Hiscock and Lindblom have showed that the equations of motion derived from (3.1) suffer from
several pathologies, including acausality and instabilities that are incompatible with observation
[55, 56]. Even with these inconsistencies, the Eckart theory was nonetheless used, fully or partially,
with different degrees of success, in the study of neutron stars, supernovae, and in some models
of viscous cosmology. Without being exhaustive, we provide the following list of references to this
important topic: [3, 5, 6, 7, 8, 9, 11, 12, 20, 28, 29, 30, 31, 32, 39, 40, 41, 42, 43, 45, 47, 48, 49, 50,
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51, 52, 53, 62, 64, 70, 76, 77, 78, 82, 85, 86, 88, 89, 90, 91, 92, 94, 97, 98, 101, 102, 104, 106, 107,
108, 110, 111, 113].
The Mueller-Israel-Stewart (MIS) theory [57, 58, 59, 60, 83, 103] is probably the most well-studied
attempt to overcome the lack of causality of Eckart’s theory. It consists of a systematic application
of the ideas of relativistic extended irreversible thermodynamics [61, 84]. In these theories, the
viscous contributions to the stress-energy tensor are assumed to be new variables in the theory
rather than given in terms of u and the other thermodynamic variables. Equations of motion for
the new variables are then chosen so that the second law of thermodynamics is satisfied. We briefly
review the basic constructions, following mostly the discussion in [98].
Consider a stress-energy tensor of the form
T˜αβ = tαβ + παβΠ+Παβ +Qαuβ +Qβuα.
The terms Π, Παβ , and Qα correspond to the dissipative contributions to the stress-energy tensor.
If we set
Π = −ζ∇µuµ,
Παβ = −ϑπµαπνβ(∇µuν +∇νuµ −
2
3
∇µuµ)
and
Qα = −κqα,
we recover Eckart’s stress-energy tensor (3.1). However, instead of adopting these definitions, the
quantities Π, Παβ , and Qα are treated as new variables in the MIS theory. Since new independent
variables are being introduced, extra equations of motion also have to be introduced in order to
close the system of equations it generates. The new equations are postulated based on the following
argument.
In Eckart’s theory, when κ 6= 0, the entropy current (1.18) becomes
Sα = snuα + κ
qα
T
. (3.2)
In the MIS theory, one postulates an entropy current of the form
Sα = snuα +
Qα
T
− (β0Π2 + β1QµQµ + β2ΠµνΠµν)u
α
2T
+ α0
ΠQα
T
+ α1
ΠαµQµ
T
, (3.3)
for some coefficients β0, β1, β2, α0, and α1. Next, we compute ∇µSµ and seek the simplest relation,
linear in the variables Π, Παβ, and Qα, which assures that the second law of thermodynamics, (1.19),
is satisfied. In this way we obtain (see, e.g., [79, 98])
τ0u
µ∇µΠ+Π = −ζ∇µuµ − 1
2
ζT∇µ( τ0
ζT
uµ)Π, (3.4)
τ1π
λ
µu
ν∇νQλ +Qµ = −κT (πνµ∇ν lnT + aµ)−
1
2
κT 2∇ν( τ1
κT 2
uν)Qµ, (3.5)
and
τ2π
λ
µπ
σ
νu
α∇αΠλµ = −2ϑσµν − 1
2
ϑT∇α( τ2
ϑT
uα)Πµν , (3.6)
where the non-negative coefficients of bulk and shear viscosity and heat conduction, ζ, ϑ, and κ,
respectively, have been introduced and
τ0 = ζβ0, τ1 = κTβ1, and τ2 = 2ϑβ2,
are characteristic relaxation times.
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Approaches to relativistic viscosity such as Eckart’s or Lichnerowicz’s, where the dynamic con-
tent of the theory is encoded in the stress-energy tensor and an entropy current of the form (3.2)
is adopted, are known as first order theories, indicating that (3.2) incorporates only first order
deviations from thermodynamic equilibrium. Approaches like the MIS theory where further equa-
tions of motion are postulated for the dissipative variables, now treated as independent, such as
(3.4), (3.5), and (3.6), and where the entropy current is given by (3.3), are known as second order
theories, referring to the fact that (3.3) incorporates second order deviations from thermodynamic
equilibrium.
The linearization about equilibrium of the MIS theory has been shown to be causal [54]. However,
when the non-linear theory is considered, the MIS can also lead to a lack of causality [56]. To be
fair, in [56] such a loss of causality happens under extreme physical conditions unlikely to be met
by most physically realistic systems. On the other hand, the system studied in [56] is significantly
simple, namely, only heat conduction is present, so that the bulk and shear viscosities are zero, and
it assumes planar symmetry. In particular, it is not clear under which conditions equations (3.4),
(3.5), and (3.6) remain causal when ϑ and ζ are not zero. This is a particularly delicate question
in view of the projection operators πλµπ
σ
ν in (3.6) which typically lead to a failure of hyperbolicity
or, in slightly better situations, to weakly hyperbolic operators (see, e.g., [22, 24] and references
therein for more discussion on this technical point; see also section 6.2). Further discussion about
conditions that give causality or non-causality of the MIS theory can be found in [98]. In this
regard, we notice that Rezzolla and Zanotti [98] conclude their detailed discussion of relativistic
viscous fluids pointing out that “the construction of a formulation that is cast in a divergence-type4
is not, per se, sufficient to guarantee hyperbolicity” (and hence causality). In passing, we notice
that although the MIS theory is commonly referred to as a “causal dissipative relativistic” theory,
this is perhaps a misnomer.
Thus, while it is fair to say that second order theories in general, and the MIS theory in partic-
ular, have been an important step forward, their causality properties are not yet fully understood.
Furthermore, these theories present what is, in our opinion, undesirable features, namely:
(i) Equations (3.4), (3.5), and (3.6) are ultimately arbitrary. As said, they are the simplest
equations one can impose in order to guarantee (1.19), but many other relations (for instance,
non-linear in the dissipative variables) that ensure (1.19) can equally well be postulated (see also
the discussion in [28]), and none of these choices seem to be suggested by the structure of general
relativity. This is in sharp contrast with the standard framework of general relativity, where the
dynamical content is usually fully encoded in Einstein’s equations. Even when further equations
have to be postulated in general relativity, as in the case of (1.7), they traditionally have an
intrinsic physical interpretation that is intended to provide some a posteriori justification of a
logically independent requirement.
(ii) The physical content of the αi and βi coefficients in (3.3) is not apparent (see, however, the
discussion in [98]).
(iii) Since the dissipative quantities in second order theories are now independent variables, it is
not at all clear that the classical Navier-Stokes equations can be obtained as a non-relativitistic limit
of second order theories without further, perhaps unnatural, assumptions (compare with section
4.6). There have been works showing how solutions to theories of relativistic viscosity are near
their non-relativistic limits (see, e.g., [40, 64, 86] and references therein). By the non-relativistic
limit, however, we mean a stronger condition, namely, that the equations themselves reduce to the
classical equations in the limit, since this is indeed what happens for the relativistic Euler equations
and most matter models of interest.
4Which is a refinement of the extended irreversible thermodynamics approach on which the MIS theory is based.
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(iv) To the best of our knowledge, the well-posedness and causality of the MIS theory and other
second order formulations coupled to Einstein’s equation is not available in the literature, with all
the aforementioned results restricted to the case of a background metric (in fact, the Minkowski
metric in most cases). It is perhaps worth noticing that simply showing that a given second order
theory admits, in certain situations, a representation as a first order symmetric hyperbolic system
(as it is sometimes the case for second order theories) is not enough to guarantee well-posedness
and causality when one couples to Einstein’s equations, although that will be the case when the
coupling happens at lower order. In any case, requiring the equations to always form a symmetric
hyperbolic system would be too stringent a requirement to impose on physical theories.
(v) The MIS theory does not admit strong shock wave solutions. See [87] for details (see also
the discussion in [43]).
These considerations make the exploration of alternative approaches worthwhile. The equations
studied by the authors point toward the mitigation of several of these difficulties.
Although we have not yet treated the most general case, the Lichnerowicz formulation of rela-
tivistic viscous fluids has been shown to be well-posed and causal under the following circumstances:
(a) For irrotational fluids satisfying the “incompressibility” condition ∇µCµ = 0 with no heat
conduction or bulk viscosity [24], but with shear viscosity;
(b) For fluids with vorticity and shear viscosity, but with no bulk viscosity or heat conduction,
and under restrictions on the initial data5 [22];
(c) For irrotational fluids with bulk viscosity but no shear viscosity or heat conduction, and very
mild assumptions on the initial data (see section 6).
It should be noticed that in all the three cases (a), (b), and (c), the full non-linear problem has
been addressed, including coupling to Einstein’s equations, without “near equilibrium” assumptions.
In particular, the results (a) and (b) do deal with the “dangerous” projection terms πµαπνβ in Tαβ that
tend to spoil causality, as mentioned above. It should be pointed out that causality of Lichnerowicz’s
formulation in a fixed background, under the same assumptions as in (a), (b), or (c), can be shown
by exactly the same techniques used in [22, 24]. The analytic Cauchy problem for (1.1) has been
studied in [95].
It should also be pointed out that Lichnerowicz’s stress-energy tensor (1.1) does not satisfy the
assumptions of the instability results proved by Hiscock and Lindblom [55], which apply to a large
class of first order theories (including Eckart’s theory). Thus, the simple modification proposed
by Lichnerowicz, namely, replacing the velocity by the dynamic velocity in the viscous part of the
stress-energy tensor, has far-reaching consequences. In particular, one can circumvent Hiscock and
Lindblom’s result upon adopting Lichnerowicz’s proposal, which is what we do here.
The above remarks are not intended to claim that Lichnerowicz’s proposal is better than the
more studied MIS approach (or better than other second order theories), but rather to highlight
how little is known about viscosity in general relativity and to point out that studying possible
alternatives to the MIS formulation is a pressing issue. Despite the fact that Lichnerowicz first
wrote (1.1) about sixty years ago [71], with the exception of Pichon’s work [95], which did not
address questions of causality and hyperbolicity, it has not been until very recently that Einstein’s
equations coupled to (1.1) have been investigated [22, 24].
One curious feature of Lichnerowicz’s formulation is that for a fluid with equation of state p = −̺,
the viscous contributions vanish. This is of interest in the cosmological applications discussed in
part III.
Recently Freistu¨hler and Temple have proposed yet another stress-energy tensor for relativistic
viscous fluids that leads to a causal dynamics for certain values of the viscosity coefficients and an
5Although the restrictions on the initial data in [22] are rather strong, it will be shown in a forthcoming work how
these restrictions can be relaxed.
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equation of state for pure radiation [37]. Their results also include a description of strong shock
waves, in contrast to (v) listed above. The general point of view adopted in [37] is one we share. As
we saw, the equations of the MIS theory are obtained upon imposing that entropy production be
non-negative, for all values of the thermodynamic variables. In [37], the authors point out that this
is too stringent a requirement, remarking that “dissipative fluid dynamics is a perturbative theory,
intended for small dissipation, the case when gradients are close to those that occur in the inviscid
limit. That is, entropy production need not necessarily be positive on gradients far from this case”
[37]. Thus, they seek a stress-energy tensor that produces a causal dynamics, proving a posteriori
that the second law thermodynamics holds. Here, as in [22, 24, 28] a similar philosophy is adopted,
namely, neither causality nor the second law are guaranteed a priori. Instead, one tries to find
reasonable conditions under which such properties hold, even if these conditions will not describe
the complete state space of the theory. This may be a more laborious task, since one condition
that was automatically verified in the MIS theory now has to be derived from the dynamics. On
the other hand, it gives us more flexibility in trying to balance adequate conditions that lead to
causality with those necessary for non-negative entropy production. Another first-order viscous
theory that deserves mention is that of Va´n and Biro´ [105].
Even a brief discussion of the literature as presented here would be incomplete without men-
tioning the work of Geroch and Lindblom [43]. There, a fluid theory is defined in rather general
terms, and it is shown that the MIS, Eckart, Landau [65], and some of the so-called divergence-type
theories [42, 76], all fit in their formalism6.
Geroch and Lindblom provide sufficient conditions guaranteeing that a fluid theory is well-
posed and causal. The task then becomes to determine when a given theory that fits their general
formalism also satisfies those additional conditions. This can only be done in a case-by-case analysis.
While the MIS is a fluid theory as defined in [43], it does not satisfy the additional conditions
ensuring causality (although, as already mentioned, it can be verified that the MIS is causal under
certain circumstances by a direct analysis of its equations of motion). Other topic addressed in [43]
are the stability of solutions and shock waves.
Part II. THE FLUID MODEL
4. Basic features of the fluid model
In this section we discuss some basic features of the fluid model under study.
4.1. Equations of motion . We can decompose ∇αTαβ = 0 in the direction parallel and orthog-
onal to u, i.e., uβ∇αTαβ = 0 and πβγ∇αTαγ = 0. The former gives
uµ∇µ̺+ (p+ ̺)∇µuµ − ζ[F (∇µuµ)2 +∇µuµuα∇αF ] = 0. (4.1)
In order to obtain πβγ∇αTαγ = 0 in a form suitable for our purposes, we use (1.20) and the standard
identity
∇α∇βvγ −∇β∇αvγ = R γαβ λvλ
to obtain
∇αΩαβ = ∇α∇αCβ −∇α∇βCα
= ∇α∇αCβ −∇β∇αCα −RβαCα,
6Landau’s theory is a theory resembling Eckart’s; a discussion of divergence-type theories can be found in the
previous references and also in [84, 98]. These theories will not be discussed in this paper.
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or upon rearranging
∇β∇αCα = ∇α∇αCβ −∇αΩαβ −RβαCα.
But
∇α∇αCβ = uβ∇α∇αF + 2∇αF∇αuβ + F∇α∇αuβ,
so
πβγ∇αIαγ = F∇µ∇µuβ − Fuβ∇µuα∇µuα + F∇µuµuα∇αuβ + uµ∇µFuα∇αuβ
+ 2∇µF∇µuβ − πβα(∇µΩµα + FRαµuµ).
From this and πβγ∇αTαγ = 0 we deduce the following equation
ζF∇µ∇µuβ + ζF∇µuµuα∇αuβ − ζFuβ∇µuα∇µuα + ζuµ∇µFuα∇αuβ
+ 2ζ∇µF∇µuβ − ζπβα(∇µΩµα + FRαµuµ) + (F∇µuµ + uµ∇µF )πβα∇αζ
− (p+ ̺)uα∇αuβ − πβα∇αp = 0.
(4.2)
Our system describing a relativistic viscous fluid consists of equations (1.7), (1.21), (4.1), and (4.2),
supplemented by the relations (1.2), (1.13), (1.16) and (1.17). One recalls that Ω is given in terms
of u and F by (1.5) and (1.20). In accordance to what was discussed in the introduction, we shall
refer to these equations as the Einstein-Navier-Stokes system.
4.2. Equations of motion for p = w̺. In this section we assume an equation of state of the form
p = w̺, w constant, (4.3)
(which will be the main focus of applications in part III), and re-write the Einstein-Navier-Stokes
system in a form suitable for our purposes in the ensuing sections. Eq. (4.3) applies, for instance,
to radiation (w = 1/3) and dust (w = 0) and is also the starting point for many discussions of
dark energy. Besides its importance in cosmology, we focus on equation (4.3) due to its simplicity
(recall, as mentioned in the introduction, that we are not aiming at complete generality in this
work. Results treating a general equation of state can be found in [22, 24]).
With (4.3), (4.1) becomes
uµ∇µ̺+ (1 + w)̺∇µuµ − ζ[F (∇µuµ)2 +∇µuµuα∇αF ] = 0. (4.4)
Using (1.6) and (4.3), (1.7) can be written as
̺
F
uµ∇µF − uµ∇µ̺− ̺∇µuµ = 0. (4.5)
Adding (4.4) and (4.5) produces
(1− ζ F
̺
∇µuµ)uα∇αF + wF∇µuµ − ζ F
2
̺
(∇µuµ)2 = 0. (4.6)
Using (4.5) to eliminate uµ∇µF from (4.4) gives
(1− ζ F
̺
∇µuµ)uα∇α̺+ (1 + w)̺∇µuµ − 2Fζ(∇µuµ)2 = 0. (4.7)
Finally, under assumption (4.3), (4.2) reads
ζF∇µ∇µuβ + ζF∇µuµuα∇αuβ − ζFuβ∇µuα∇µuα + ζuµ∇µFuα∇αuβ
+ 2ζ∇µF∇µuβ − ζπβα(∇µΩµα + FRαµuµ) + (F∇µuµ + uµ∇µF )πβα∇αζ
− (1 + w)̺uα∇αuβ − wπβα∇α̺ = 0.
(4.8)
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Therefore, when (4.3) holds, we can alternatively take (4.6), (4.7), (4.8), and (1.21) as the Einstein-
Navier-Stokes system.
4.3. Equilibrium states. Following [55, 98], we define a fluid to be in thermodynamic equi-
librium when it is stationary with respect to variations in the thermodynamic flux given by the
viscous bulk term. Mathematically this means that
Iαβ = 0. (4.9)
Naturally, (4.9) is automatically satisfied for perfect fluids, and our interest is in determining
thermodynamic equilibrium states when viscosity is present, so here we assume ζ 6= 0, in which
case (4.9) reads
∇µCµ = 0. (4.10)
We also notice that thermodynamic equilibrium implies no entropy production, i.e.,
∇µSµ = 0,
or, in view of (1.7) and n > 0,
uµ∇µs = 0. (4.11)
A fluid satisfying (4.11) is called adiabatic.
Using
uα∇α̺ = (1 + ǫ)uα∇αn+ nuα∇αǫ
that follows from (1.12), and
(p + ̺)∇αuα = −p+̺
n
uα∇αn,
that follows from (1.7), in (recalling also (1.10))
uβ∇αtαβ = −uα∇α̺− (p + ̺)∇αuα, (4.12)
produces
uβ∇αtαβ = −nuα∇αǫ+
p
n
uα∇αn,
where we have also used (1.6). Upon contracting (1.13) with u, this becomes
uβ∇αtαβ = −Tnuα∇αs. (4.13)
Thus, (4.1) can be rewritten as
−Tnuµ∇µs+ ζF (∇µuµ)2 + ζ∇µuµuα∇αF = 0. (4.14)
In particular, we see that (4.11) is automatically satisfied for a perfect fluid.
When only bulk viscosity is present, the equilibrium states of both Eckart’s and the MIS theories
are characterized by
∇µuµ = 0. (4.15)
Let us show (4.15) also implies thermodynamic equilibrium in the case of Lichnerowicz’s formula-
tion. If (4.15) holds, then (4.12), (4.13), (4.14), and (1.7) imply
uµ∇µs = 0, uµ∇µ̺ = 0, and uµ∇µn = 0.
Writing p = p(̺, s) (recall remark 1.5), the above then implies
uµ∇µp = ∂p
∂̺
uµ∇µ̺+ ∂p
∂s
uµ∇µs = 0.
14 DISCONZI, KEPHART, AND SCHERRER
Therefore, from (1.6)
uµ∇µF = 0.
This last equality and (4.15) give (4.10).
We now ask if the converse is true, i.e., if (4.10) implies (4.15), thus assume (4.10). Combined
with (1.7) this implies
uµ∇µ
( n
F
)
= 0,
provided that F 6= 0. We can assume that the equation of state is such that n = n(F, s) (see
remark 1.5), so that
(F
∂n
∂F
− n)uµ∇µF = 0,
where we also used uµ∇µs = 0 that comes from (4.14) and (4.10) (recall that n > 0 and T > 0). If
uµ∇µF = 0, then, combined with our assumption (4.10), we obtain (4.15).
Consider next the case where F ∂n∂F − n = 0. This means that
n = a(s)F,
for some function a that depends only on s. In light of (1.15),
∂p
∂F
= n = a(s)F,
which implies upon integration that
p =
1
2
a(s)F 2 + b(s), (4.16)
where b is a function of s only. (1.6) and (4.16) combined now give
p− ̺ = −2b(s).
In particular this implies (
∂p
∂̺
)
s
= 1,
so that the fluid is stiff.
It remains the case where F = 0. In this situation p = −̺ and we have a “cosmological constant
fluid.” Notice that both this last case and that of a stiff fluid are determined a priori by the equation
of state.
We conclude that the states of thermodynamic equilibrium of the Lichnerowicz’s formulation
consist of the three possibilities (i) those characterized by (4.15), which agree with the equilibrium
states of Eckart’s and MIS theory; and those where the equations of motion reduce to those of a
perfect fluid with an equation of state of either (ii) a stiff fluid or (iii) a cosmological constant fluid.
The possibilities (i) and (iii) include, in particular, the cases when F is constant. More interest-
ingly, we now show that:
Claim 4.1. For an equation of state p = w̺, w constant, if the specific enthalpy F is constant,
then generically (in a sense discussed below) the fluid is in thermodynamic equilibrium.
This claim highlights the fundamental role played by the specific enthalpy in relativistic fluids,
a point already made by Callen and Horowitz in the context of perfect fluids [13]. The claim can
in fact be shown for more general equations of state, but we restrict ourselves to the case relevant
to part III for the sake of brevity.
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Assume, therefore, that p = w̺ and F is constant. Thus
dF = 0. (4.17)
Write (1.6) as
F = (1 + z)
p
n
, (4.18)
where z = 1/w. Then (4.17) and (4.18) imply
d
( p
n
)
= 0,
which combined with (1.14) gives
dǫ = 0.
Using dǫ = 0 in (1.13) gives
T ds +
p
n2
dn = 0,
or, after contracting with u,
Tuµ∇µs = − p
n2
uµ∇µn.
Using (1.7) to eliminate uµ∇µn yields
Tuµ∇µs = F
1 + z
∇µuµ, (4.19)
where we have also used (4.18). Finally, using (4.19) to eliminate s from (4.14) yields
F∇µuµ
[
− n
1 + z
+ ζ∇µuµ
]
= 0. (4.20)
This equation has to hold for any choice of z (i.e., w) and ζ, since it was derived without any
restrictions on w or ζ, thus typically in order for (4.20) to be satisfied one has to have ∇µuµ = 0.
This is the sense in which the claim holds generically: one has to fine-tune the quantities in
parenthesis in order to make it vanish. In fact, from the point of view of the Cauchy problem
discussed in section 6, n, ζ, and the first derivatives of u are given Cauchy data, and thus we can
choose them so that − n1+z + ζ∇µuµ 6= 0 at t = 0, and thus also for small t > 0 by continuity. (4.20)
then tells us that ∇µuµ = 0. This and the constancy of F , in turn, give (4.10), as claimed.
From the above claim and the previous calculations it also follows that uα∇αn = uα∇αp =
uα∇α̺ = 0, thus all these thermodynamic quantities are constant along the flow.
Remark 4.2. Setting ζ = 0 in (4.20), we see that in the case of a perfect fluid the constancy of
the enthalpy still gives ∇µuµ = 0, which in turn again implies uα∇αn = uα∇αp = uα∇α̺ = 0.
4.4. Entropy production. We must verify that (1.19) is compatible with the equations of motion
derived from (1.9), i.e., with (1.22). We shall restrict ourselves to the case (4.3).
Let us begin by deriving some useful identities.
Dividing (4.7) by ̺/F times (4.6) yields
(1− ζ F̺∇µuµ)uα∇α̺
̺
F (1− ζ F̺∇µuµ)uα∇αF
=
(1 + w)̺− 2ζF∇µuµ
w̺− ζF∇µuµ ,
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provided that ∇µuµ 6= 0 and uµ∇µF 6= 0. Notice that if one of these two conditions does not hold
then (1.19) automatically follows. We can rewrite the above as
(1− ζ F
̺
∇µuµ)uα∇α̺ = (1 + q) ̺
F
(1− ζ F
̺
∇µuµ)uα∇αF, (4.21)
where
q =
1− ζ F̺∇µuµ
w − ζ F̺∇µuµ
. (4.22)
Contracting (1.15) with u and using (4.21) gives
Tuµ∇µs = 1− qw
1 + w
uµ∇µF,
and then, after using (4.22),
Tuµ∇µs = w − 1
w + 1
ζ F̺∇µuµuα∇αF
w − ζ F̺∇µuµ
. (4.23)
Using (1.6) we can also write (4.23) as
Tuµ∇µs = w − 1
w + 1
ζ∇µuµuα∇αF
w
1+wn− ζ∇µuµ
. (4.24)
We shall show that:
Claim 4.3. Under assumption (4.3), the following are sufficient conditions for (1.19) to hold:
(i) 0 < w ≤ 1 and 1− ζ F
̺
∇µuµ > 0;
(ii) − 1 < w ≤ 1 and w
1 + w
n− ζ∇µuµ > 0;
(iii)w < −1 and w
1 + w
n− ζ∇µuµ < 0.
At this moment the above conditions may seem arbitrary, but they are connected with relevant
scenarios in the study of causality and well-posedness of the Einstein-Navier-Stokes system discussed
in section 6 and applications to cosmology in part III. In view of (1.7), conditions (ii) and (iii) can be
translated into conditions on the evolution of n. Several other sufficient conditions can be derived,
but we believe that without a specific choice of (1.17) or a particular application in mind, many of
these conditions will look artificial. Notice also that if w = −1, then F = 0 and the second law is
automatically satisfied.
Remark 4.4. Condition (i) above says that we can guarantee that the second law is satisfied if we
take ζ sufficiently small. This is in accordance with the intuitive idea that for ζ small, our system
should be a perturbation of a perfect fluid and, therefore, we would expect the second law to hold
(since it does for perfect fluids). This is not, however, patent directly from (4.1) and (1.15), since
ζ appears as an overall factor on the viscous terms in (4.1). The point is that uµ∇µF and ∇µuµ
(which of course depend on ζ) need not to scale with ζ in the same way, but in order to show this
we need to write the equations in a particular way.
Because of (4.14), if ∇µuµ and uµ∇µF have equal signs then (1.19) holds. Thus, it suffices to
investigate the case where ∇µuµ and uµ∇µF have opposite signs.
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Let us start with (i), so assume the corresponding statements. We need to verify that w −
ζ F̺∇µuµ > 0. Assume first that ∇µuµ > 0, so that uµ∇µF < 0. Then (4.6) gives
w∇µuµ − ζ F
̺
(∇µuµ)2 > 0,
or
(w − ζ F
̺
∇µuµ)∇µuµ > 0.
This implies w − ζ F̺∇µuµ > 0 since ∇µuµ is positive. Similarly, if we assume ∇µuµ < 0 and
uµ∇µF > 0 and invoke (4.6) we conclude
(w − ζ F
̺
∇µuµ)∇µuµ < 0,
implying w − ζF̺∇µuµ > 0 as now ∇µuµ is negative. This shows (i).
(ii) and (iii) follow directly from (4.24).
4.5. Energy conditions. The constraints imposed on the matter fields for (1.9) by energy condi-
tions are readily obtained from the known constraints for (1.10) after redefining p 7→ p − ζ∇µCµ.
We shall, however, give an argument from scratch for the reader’s convenience. Recall that a stress-
energy tensor Tαβ is said to satisfy the weak energy condition if Tαβξ
αξβ ≥ 0 for all time-like
vectors ξα; the null-energy condition if TαβN
αNβ ≥ 0 for all future-pointing null vectors Nα;
the strong energy condition if Tαβξ
αξβ− 12Tξαξα ≥ 0 for all time-like vectors ξα, where T is the
trace of Tαβ ; the dominant energy condition if −Tαβξα is a future time-like or null vector for
all future directed time-like vectors ξα. We notice that in the time-like case it suffices to consider
normalized time-like vectors.
Consider an orthonormal frame {eA}3A=0 such that e0 = u, where we use upper Latin letters to
number the frames. Let ηAB = diag(−1, 1, 1, 1) = ηAB , so that
eαAe
β
Bgαβ = ηAB,
gαβ = eαAe
β
Bη
AB ,
where eαA is the α-coordinate of eA in the x
α-coordinates (see, e.g., [38, 109] for a more detailed
presentation of the frame formalism, or [25] for a brief discussion). We can further assume, without
loss of generality, that at the origin of the coordinate system the metric gαβ is also given by
diag(−1, 1, 1, 1). An arbitrary future directed (normalized) time-like vector can be written
ξα = Γ(eα0 + ae
α
1 + be
α
2 + ce
α
3 ),
with a2 + b2 + c2 < 1 and
Γ =
1√
1− a2 − b2 − c2 ,
whereas an arbitrary future directed null-like vector reads
Nα = eα0 + ae
α
1 + be
α
2 + ce
α
3 ,
with a2 + b2 + c2 = 1. From the above relations and (1.9) one readily computes
Tαβξ
αξβ = Γ2[̺+ (a2 + b2 + c2)p − ζ(a2 + b2 + c2)∇µCµ)], (4.25)
TαβN
αNβ = p+ ̺− ζ∇µCµ, (4.26)
Tαα = (3p − ̺)− 3ζ∇µCµ, (4.27)
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and
−Tαβξβ = Γ̺e0α − Γp(ae1α + be2α + ce3α) + Γ(ae1α + be2α + ce3α)∇µCµ, (4.28)
where eAα = gαβe
β
A.
Imposing each one of the energy conditions stated above, we obtain different restrictions for the
matter fields, as follows. Setting first a = b = c = 0 in (4.25) we get ̺ ≥ 0, then using a2+b2+c2 < 1
gives
ζ(a2 + b2 + c2)∇µCµ ≤ ̺+ (a2 + b2 + c2)p < p+ ̺,
for p ≥ 0. Hence zζ∇µCµ < p+ ̺ for all 0 ≤ z < 1. Similarlly (4.26) gives ζ∇µCµ ≤ p+ ̺.
Combining (4.25) and (4.27) with a = b = c = 0 gives 3ζ∇µCµ ≤ ̺+ 3p. Using this with (4.25)
and (4.27) but now with b = c = 0 produces (3 − a2)ζ∇µCµ ≤ a2(̺ − p) + 3p + ̺, which can be
written (3− z)ζ∇µCµ ≤ (3− z)p + (1 + z)̺, for all 0 ≤ z ≤ 1.
The dominant energy condition gives gαβ(−Tαλξλ)(−Tβτ ξτ ) ≤ 0. Combining with (4.28) and
setting a = b = c = 0 we get ̺2 ≥ 0. And if we set only b = c = 0, then we obtain ̺2 ≥
a2(p − ζ∇µCµ)2, which can be written as |p− ζ∇µCµ| ≤ ̺.
We now summarize the results:
Claim 4.5. For the stress-energy tensor (1.9), the energy conditions read as follows.
Weak energy condition:
̺ ≥ 0 and zζ∇µCµ < p+ ̺ for all 0 ≤ z < 1.
Null energy condition:
ζ∇µCµ ≤ p+ ̺.
Strong energy condition:
3ζ∇µCµ ≤ ̺+ 3p and (3− z)ζ∇µCµ ≤ (3− z)p + (1 + z)̺ for all 0 ≤ z < 1.
Dominant energy condition:
̺ ≥ 0 and |p− ζ∇µCµ| ≤ ̺.
4.6. The non-relativistic limit. By the non-relativistic limit we mean regimes where the speed
|v| of the fluid, as measured by an Eulerian observer (see below), is small compared to c, where |v|
is the norm of the 3-velocity v in the metric g induced on {t = constant} hypersurfaces:
|v|
c
≪ 1.
It is also assumed that the energy density of the fluid is given essentially by its rest-mass density,
and that the pressure contribution to the energy density is negligible, so
ǫ≪ c2,
and
p
n
≪ c2.
Finally, in the non-relativistic limit, the three-metric gij converges to the Euclidean metric:
gij → δij .
In order to carry out the non-relativistic limit, it is convenient to reinstate c in all the equations.
Then (1.12) reads
̺ = c2n(1 +
ǫ
c2
),
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so that
p+ ̺ = c2n(1 +
ǫ
c2
+
p
c2n
). (4.29)
We see from (4.29) that F → c2 in the non-relativistic limit, or F → 1 in units where c = 1. From
this it follows that the non-relativistic limits of Lichnerowicz and Eckart’s stress-energy tensors
are the same. Thus it suffices to calculate the non-relativistic limit obtained from (3.1), which we
shall do since the equations derived from (3.1) are simpler than those obtained from Lichnerowicz’s
formulation. The non-relativistic limit of Eckart’s theory is carried out, for instance, in [98], but
we shall present the argument for the reader’s convenience. In this section we shall also consider a
non-zero shear viscosity so that the full Navier-Stokes equations are obtained in the limit (although
we still take κ = 0).
Choose coordinates where the metric is written in as
g = −(dx0)2 + gijdxidxj , (4.30)
so that for any vector X
X0 = g0αX
0 = −X0,
and spatial indices can be raised and lowered with the spatial Riemannian metric g = gijdx
idxj ,
Xi = giαX
α = gijX
j .
The 4-velocity measured by an Eulerian observer is defined by
uα = γ(1,
vi
c
), (4.31)
where
γ =
1√
1− |v|2c2
.
Physically7, v is the velocity actually measured by a stationary observer, so one always has |v| ≤ c.
From (4.31),
uα = γ(−1, vi
c
),
so that
uα = (1 +O
( |v|2
c2
)
,
vi
c
+O
( |v|3
c3
)
), (4.32)
and
uα = (−1 +O
( |v|2
c2
)
,
vi
c
+O
( |v|3
c3
)
), (4.33)
We shall also make the time dependence explicit upon recalling that
x0 = ct. (4.34)
The momentum equation παβ∇µTEµβ = 0 can be written as
(p + ̺)uµ∇µuα + πµα∇µp−∇α(ζ∇µuµ)− uµ∇µ(ζ∇λuλuα)− 2∇µ(ϑσµα) + 2ϑuασµνσµν = 0,
7For the definition of v when the metric does not take the form (4.30), see section 7.1 of [98]. See section III.6 of
[112] for more discussion on the physical meaning of v.
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where
2σαβ = ∇αuβ +∇βuα + uαuµ∇µuβ + uβuµ∇µuα − 2
3
παβ∇µuµ. (4.35)
Or, upon restoring c, (3.1) reads,
TEαβ = (p + ̺)uαuβ + pgαβ − c(ζ −
2
3
ϑ)παβ∇µuµ − cϑπµαπνβ(∇µuν +∇νuµ).
so that
(p+ ̺)uµ∇µuα+πµα∇µp− c∇α(ζ∇µuµ)− cuµ∇µ(ζ∇λuλuα)
− c∇µ(ϑσµα) + cϑuασµνσµν = 0.
(4.36)
Our goal is to compute each term in (4.36) using (4.29), (4.30), (4.32), (4.33), and (4.34). We begin
with
π00 = O
( |v|2
c2
)
,
π0i = −vi
c
+O
( |v|3
c3
)
,
and
πij = gij +O
( |v|2
c2
)
.
We have
uµ∇µuα = 1
c
(∇tuα + vi∇iuα) +O
( |v|3
c3
)
.
Setting α = 0 and α = j we find, respectively
uµ∇µu0 = O
( |v|2
c3
)
,
and
uµ∇µuj = 1
c2
(∇tvj + vi∇ivj) +O
( |v|3
c3
)
.
Similarly,
∇µuµ = 1
c
∇ivi +O
( |v|2
c3
)
.
so that
c∇0(ζ∇µuµ) = 1
c
∇t(ζ∇ivi) +O
( |v|2
c2
)
= O
( |v|
c
)
,
and
c∇j(ζ∇µuµ) = ∇j(ζ∇ivi) +O
( |v|2
c2
)
,
and also
cuµ∇µ(ζ∇λuλuα) = O
( |v|
c
)
.
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From (4.35), we obtain
2σ00 = O
( |v|2
c3
)
,
2σ0i = O
( |v|
c2
)
,
and
2σij =
1
c
(∇ivj +∇jvi − 2
3
gij∇kvk) +O
( |v|2
c2
)
.
We can thus compute
2c∇µ(ϑσµ0 ) = O
( |v|
c
)
,
and
2c∇µ(ϑσµj ) = ∇i(ϑ(∇ivj +∇jvi −
2
3
gij∇kvk)) +O
( |v|
c
)
.
Combining all of the above, we finally obtain
n(∇tvj + vi∇ivj) +∇jp−∇i[ϑ(∇ivj +∇jvi − 2
3
gij∇kvk) + ζ∇kvkgij ]
+O
( |v|
c
)
+O
( ǫ
c2
)
+O
( p
nc2
)
= 0.
Taking
|v|
c
→ 0, ǫ
c2
→ 0, p
n
→ 0, and gij → δij ,
we arrive at (the momentum equation of) the Navier-Stokes equations:
∂tvj + v
i∂ivj +
1
n
∂jp− 1
n
∂i[ϑ(∂ivj + ∂jvi − 2
3
δij∂kv
k) + ζ∂kv
kδij ] = 0. (4.37)
Notice that in this limit n is re-interpreted as the mass-density in the non-relativistic Navier-Stokes
equations (4.37). This is consistent with n being, in relativity, the rest-mass density measured by
a co-moving observer.
Similarly it can be easily shown that the non-relativistic limit of uβ∇αTEαβ = 0 and (1.7) give,
respectively, the heat-conduction and continuity equations of non-relativistic physics. We refer the
reader to [98] for details.
If we now turn to the more familiar situation of an incompressible fluid, we can set n = 1 and
∂kv
k = 0 in (4.37), obtaining
∂vj
∂t
+ vi∂ivj + ∂jp− ϑ∂i∂ivj = 0, (4.38)
where we assumed that ϑ is constant for simplicity. (4.38) is of course the familiar form of the
incompressible Navier-Stokes equations.
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4.7. A second order formulation? In this section, we point out how the ideas of second order
theories briefly discussed in section 3 could be incorporated in the model here studied. More
precisely, we consider a second order formulation such that the Einstein-Navier-Stokes system is
obtained as a particular limit. For simplicity we shall discuss only the case where bulk viscosity is
present. Thus, we consider an entropy current of the form (3.3) with coefficients β1 = β2 = α0 =
α1 = 0, and suppose that
Π = −ζf∇µCµ, (4.39)
where f is a variable to be determined. (1.9) and its corresponding first order formulation are then
obtained as the particular case β0 = 0 and f = 1. With these definitions, one finds
T∇µSµ = ζf∇µCµ(∇µuµ + β0[uµ∇µζf∇λCλ + ζuµ∇µf∇λCλ + ζfuµ∇µ∇λCλ)].
According to the philosophy of second order theories outlined in section 3, we now postulate an
evolution equation for f that ensures that ∇µSµ ≥ 0. The simplest such choice is
ζ∇λCλuµ∇µf + ζfuµ∇µ∇λCλ + fuµ∇µζ∇λCλ = 1
β0
ζf∇µCµ − 1
β0
∇µuµ. (4.40)
Equation (4.40) is now appended to the previous equations of motion, and in this new formulation,
the system describing a relativistic viscous fluid consists of equations (1.7), (1.21), (4.1), and (4.2)
suitably modified according to (4.39) (which replaces the term in −ζ∇µCµ in (1.9)), and equation
(4.40). These equations are, as before, supplemented by the relations , (1.2), (1.13), (1.16) and
(1.17). In this situation, the second law of thermodynamics is automatically satisfied. On the
other hand, the equations of motion, which were already complicated before the introduction of
f , become highly complex. It is not clear at this point what can be said about this new system
of equations, in particular if it is causal. On the other hand, these new equations are based on a
formulation that has been shown to be causal, under certain assumptions, as a first order theory. If
we subscribe to the (not totally unfounded) view that when one promotes a first order theory to a
second order one, the equations behave “better,” one can hope that this new Einstein-Navier-Stokes
system will lead to causal equations of motion.
5. Lichnerowicz’s stress energy tensor and its motivation
In this section we discuss motivations for considering 1.1. First, we recall some of the assumptions
made in the definition of the four-velocity u, following mainly the discussion in [98]. Then, we briefly
review the prominent role played by the enthalpy current (1.5) in relativistic fluids. Then, we give
the original argument of Lichnerowicz [71]. Finally, we advance further arguments that motivate
(1.1).
5.1. The velocity of a relativistic viscous fluid. As pointed out in the introduction, the
extension of the classical (non-relativistic) stress-energy tensor of the Navier-Stokes equations to
general relativity is ambiguous. But even a choice of a stress-energy tensor does not entirely rule
out the arbitrariness in the choices of fluid variables. To see this, consider first the case of a perfect
fluid. One can then define a frame which is instantaneously moving with the fluid by considering the
velocity of fluid particles. The definition of such a frame, however, is ambiguous when viscosity and
heat conduction are present. This is because the rest-mass density current, the entropy current, and
the stress-energy momentum tensor should be considered as the primary physical variables, with
their relations to the four-velocity determined from further considerations that take into account
the equations of motion and the second law of thermodynamics.
If we denote the rest-mass density current by nµ, we see that there are two natural ways to define
the four-velocity. One would be to take it to be related to nµ via nµ = nuµ; the other would be to
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consider an eigenvector of the stress-energy tensor, i.e., uµ = T µν uν . In both cases, it is assumed
uµuµ = −1. If we denote the first choice by uE and the second by uL, it holds that [57]
uE = uL + f(ζ, ϑ, κ),
where f is a function of the bulk and shear viscosities and the heat conduction that vanishes when
these quantities are zero. Thus in particular the two definitions of u agree for a perfect fluid, but
in general one has to make a choice. The first choice, uE , is known as the Eckart frame and the
second one, uL, as the Landau frame. From (1.1) and (1.7) it is seen that we have adopted the
Eckart frame in this work. While such a choice is widely used in the literature of relativistic viscous
fluids, one has to be aware that it is a choice, but one which nonetheless does not seem a priori
better motivated than the use of uL. We refer the reader to [98, 111] for more details.
5.2. The enthalpy current. The dynamic velocity or enthalpy current defined by (1.5) plays a
fundamental role in the theory of both perfect and viscous fluids. Perhaps its most important
feature is that the vorticity of a relativistic (perfect or viscous) fluid is defined in terms of C and
not u (recall definition (1.20)). The reason for this is as follows. The definition of the vorticity Ω is
intended to quantify the formation of eddies in a fluid, and the number of such eddies on a surface
enclosed by a closed loop should remain constant in time (this is one of the interpretations of the
Kelvin circulation theorem in classical physics). It turns out that for the equations of motion to
imply this conservation property one has to define the vorticity as in (1.20), i.e., in terms of C.
The reader is referred to [71, 98] for proofs of these statements8.
Another interesting property of the enthalpy current is the following. In classical fluids, the
incompressibility of a fluid is given by ∂iv
i = 0, where v is the fluid velocity (defined only in three
dimensions in this case). The relativistic analogue of an incompressible fluid is a stiff fluid, i.e., one
where the speed of propagation of sound waves equals the speed of light. It is natural to ask if the
stiffness of a relativistic fluid can be characterized by the divergence of a quantity in the very same
fashion that it is characterized by ∂iv
i = 0 in the case of classical fluids. In the case of a perfect
fluid, a calculation similar to that of section 4.3 shows that this is indeed the case if we consider
the dynamic velocity rather than the four-velocity, i.e., if a perfect9 fluid is stiff, then
∇µCµ = 0,
leading therefore to a generalization of the the incompressibility notion of a classical fluid.
At least two further features of C should be stressed. The current C is, by definition, naturally
linked to the flow of the enthalpy F in space-time. The enthalpy, in turn, encodes many important
dynamic features of the fluid. For instance, it is tied to the fluid’s thermodynamic equilibrium, as
seen in section 4.3. For perfect fluids, the enthalpy is also responsible for connecting the intrinsic
geometry of the space-time to the fluid flow lines, as follows. If we consider the conformal metric
g˜ = F 2g, (5.1)
(assuming F > 0) then it is possible to show that the momentum equation παβ∇γT γβ = 0 cor-
responds to geodesics of the metric g˜ [74]. Further properties of perfect fluids that are essen-
tially controlled by the enthalpy have been explored by Callen and Horwitz [13], and also used by
Christodoulou [18].
In summary, these observations suggest that, at a conceptual level, one should consider the
enthalpy current rather than the four-velocity as a more fundamental quantity. This point of view
8One sometimes defines the so-called kinematic vorticity as ∇µuν − ∇νuµ, thus solely in terms of u. As the
definition implies, this quantity, is purely knematic and does not capture the dynamics of vortices in the fluid.
9The situation when viscosity is present is more complicated, but we can still relate stiffness to the divergence of
C. An example of this situation is given in section 4.3.
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is not in conflict with any of the known properties of fluids as we can switch back and forth between
u and C via (1.5). Nor does it imply any difficulties with established properties of non-relativistic
fluids since F → 1 in the non-relativistic limit (see section 4.6).
5.3. Lichnerowicz’s construction. In this section, we present the argument given by Lichnerow-
icz that motivated (1.1). This argument was given in [71], which we follow closely.
The starting point relys on two principles. First, as remarked above, the metric g˜ given by
(5.1) leads to a fluid flow generated by geodesics when dissipation is absent. Hence, one imagines
that g˜ is the correct metric that generalizes to relativity the purely kinematic properties that one
encounters in classical fluids. Second, C should be thought of as a primary variable in light of the
observations of section 5.2. Once these two principles are adopted, it is natural to consider the
quantity C˜ given by
C˜α = Cα
and
C˜α = g˜αβCβ
since C˜ is now unitary in the metric g˜,
g˜αβC˜αC˜β = C˜
αC˜α = −1, (5.2)
provided that CαCα = −F 2. Hence, C˜ is normalized (in the metric g˜) similarly to the normalization
(1.2) of u (in the metric g). Notice that C˜α can also be written as C˜α = F−1uα.
With these constructions, one can consider a frame where
C˜0 = 1, C˜i = 0, (5.3)
(notice that such a frame is not the same in which u0 = 1) and define, similarly to what is done in
classical physics, a tensor of stresses of the form
Pij = P g˜ij − µ(∇˜iC˜j + ∇˜jC˜i), (5.4)
where µ is a viscosity coefficient, P a scalar associated with the pressure (including both perfect
and viscous effects associated with the pressure), and ∇˜ the covariant derivative of the metric g˜.
Notice that this expression differs from the analogous one for classical fluids by terms of order 1/c2
(see (4.29)). The stress energy tensor that we seek to define is therefore written
Tαβ = ̺uαuβ + Pαβ ,
and if we adopt the standard practice that ̺ is indeed the energy density measured at a co-moving
frame we have uβPαβ = 0, so that in coordinates (5.3) we can write
Pi0 = 0. (5.5)
To write (5.4) in arbitrary coordinates, notice first that g˜ij in (5.4) is exactly the metric induced
on the space orthogonal to C˜, which in arbitrary coordinates is written as
π˜αβ = g˜αβ + C˜αC˜β. (5.6)
We find
π˜αβC˜
β = 0 (5.7)
in analogy with (1.4). Next, because of (5.2), we have
C˜α∇˜βC˜α = 0. (5.8)
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Thus, we can verify that in light of (5.5) and (5.8), the term (∇˜iC˜j + ∇˜jC˜i) in (5.4) assumes the
following form in general coordinates:
∇˜αC˜β + ∇˜βC˜α + C˜λ(∇˜λC˜αC˜β + ∇˜λC˜βC˜α).
Next, we need to postulate a form for P . Since Tαβ has to reduce to the stress-energy tensor of a
perfect fluid in the absence of dissipation, we must have
P = F−2p+ terms in viscosity.
Analogy with the classical case but taking into account our point of view that emphasizes C rather
than u, leads to
P = F−2(p− λ∇µCµ),
where λ is another viscosity coefficient. Putting these constructions together, we obtain the follow-
ing stress-energy tensor for a viscous fluid:
Tαβ = (p+ ̺)uαuβ + pgαβ − λπαβ∇µCµ
− µ(∇˜αC˜β + ∇˜βC˜α + C˜λ(∇˜λC˜αC˜β + ∇˜λC˜βC˜α)).
Writing ∇˜ in terms of ∇ and C˜ in terms of C, one then obtains (1.1) with κ = 0 and
λ = ζ − 2
3
ϑ and µ = ϑ, (5.9)
where the parametrization (5.9) is chosen so that one obtains the correct non-relativistic limit.
The addition of the terms in κ is now chosen in order to preserve the symmetry of Tαβ , the non-
relativistic limit, and taking into account our philosophy of treating C as fundamental.
Lichnerowicz proposed (1.1) in 1955 [71], after Eckart postulated (3.1) [33], but before the
acausality of Eckart’s theory had been discovered [55]. In hindsight, however, one can provide
an alternative motivation for (1.1), one that does take the works [33] and [55] into account, as
follows.
As pointed out in section 3, Eckart motivated (3.1) from basic principles of relativity and ther-
modynamics. Since Eckart’s theory is not causal, one may ask whether it is possible to modify
(3.1) preserving as much as possible of Eckart’s well-motivated original argument, but in a way
to solve the causality problem. Because there is no question as to what the correct stress-energy
tensor for perfect fluids is, one may further consider to modify only the dissipative contributions
to (3.1). On the other hand, the discussion of sections 5.1 and 5.2 suggests that perhaps C, and
not u, should be considered as a fundamental variable associated with the fluid flow. One can then
speculate if the lack of causality of Eckart’s formulation is not at least in part due to the failure
of recognizing the importance of C, and therefore postulate a stress-energy of the same form as
(3.1), but replacing u by C in the viscous terms. Doing so immediately leads to (1.1), except for
the last term ϑπαβu
µ∇µF . One can decide to work with (1.1) modulo such term, as it was indeed
suggested by Pichon [95], or one can add this term based on the idea that it measures the transport
of the enthalpy (whose importance has already been highlighted) along the flow when viscosity is
present. We notice that whether or not to include the term ϑπαβu
µ∇µF is something that we do
not need to decide here, since we are investigating the case where ϑ = 0.
We conclude this section pointing out that there is one further reason to consider the argument
of the previous paragraph. As mentioned in section 3, despite its lack of causality, Eckart’s theory
has been extensively used in the construction of models of relativistic viscosity. One such example
was the work of Duez et al. [32], who numerically solved Einstein’s equations coupled to (3.1),
obtaining interesting results for the dynamics of neutron stars. Their results remain, to the best of
our knowledge, the most thorough numerical treatment of relativistic viscous fluids. It is sensible,
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therefore, to expect that, despite its limitations, (3.1) encodes some of the important properties of
fluids with viscosity, and, thus, the correct Tαβ should be in some respect close to (3.1). This is
exactly the case for (1.1), since, as mentioned, C differs from u by terms of order 1/c2.
6. The Einstein-Navier-Stokes system and its causal properties
In this section we discuss some of the causality properties of the Einstein-Navier-Stokes system.
We shall focus on the relatively simple situation of zero vorticity and an equation of state given by
(4.3). An assumption about the dependence of ζ on the other thermodynamical variables will also
be needed, and in order to avoid further technicalities we assume it to be constant. Explicitly:
Assumption 6.1. Throughout section 6, assume that the fluid has zero vorticity, i.e.,
Ωαβ = 0, (6.1)
that the equation of state is given by (4.3), and that ζ is constant (but not zero).
Remark 6.2. The case of non-constant ζ can be treated with techniques similar to the ones
presented here, but it would involve further differentiation of the equations in order to obtain a
system with the type of quasi-linear structure for which proposition A.1 of the Appendix applies
(provided also that suitable hypotheses are imposed on the functional form of ζ; see (1.17)). A
more general equation of state could also be employed, in which case ideas similar to those of [24]
should be invoked. We avoid such technicalities for the sake of brevity and clarity of exposition.
Relaxing the assumption of eq. (6.1), however, is more delicate. Although it is likely that the case
of non-zero vorticity could be handled if we are willing to make somewhat severe restrictions on
the initial data, as done in [22], obtaining a sufficiently general causality result for Lichnerowicz’s
formulation in the presence of vorticity remains a challenge. In any case, our main goal in this
section is not so much as to the generality of the results as to the possibility of formulating a
first order theory of relativistic viscous fluids that is causal in simple, albeit already interesting,
situations10.
Remark 6.3. The assumption of zero vorticity is not very restrictive for many cosmological appli-
cations that deal with the universe at later times (see, e.g., Refs. [19, 93] and references therein).
6.1. Causality of the irrotational system. From (1.9), one readily computes
Tαα = 3p − ̺− 3ζ(F∇µuµ + uµ∇µF ),
so that Einstein’s equations (1.21) read
Rαβ = (p + ̺)uαuβ +
1
2
(̺− p+ 2Λ) + 3
2
ζ(F∇µuµ + uµ∇µF ). (6.2)
Throughout we shall assume that we are working in harmonic coordinates or wave gauge. Recall
that in these coordinates the Ricci tensor is given by (see, e.g., [109])
Rαβ = −1
2
gµν∂µνgαβ +Bαβ(∂g),
so that Einstein’s equations (6.2) read
gµν∂µνgαβ + 3ζg
µνuµ∂νF = Bαβ(∂u, ∂g, ̺, F ), (6.3)
where we have adopted the following.
10Many important results in the classical theory of fluids have been proven first for irrotational fluids, with
sometimes a gap of many years until generalizations that allow the inclusion of vorticity could be carried out. See,
e.g., [66, 80] and references therein.
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Notation 6.4. The letter B, with indices attached when appropriate, will be used to designate
a general expression depending on a maximum number of derivatives (denoted by the symbol ∂)
of the variables indicated in its arguments. For example, the right hand side of (6.3) indicates
an expression that depends on at most first derivatives of u, first derivatives of g, and zeroth
derivatives of ̺ and F . The same letter B will be used to designate terms that may vary among
equations. Similarly, we shall use the notation a(·)∂k to designate a differential operator of order
k whose coefficients depend on at most the number of derivatives of the variables indicated in the
arguments of a. For instance, the term gµνuµ∂νF in (6.3) can be written as a(u, g)∂F , as it is a
first order differential operator acting on F whose coefficients depend on at most zeroth derivatives
of u and g. The same letter a will also be employed for different expressions among the equations.
It can be verified from the ensuing calculations that B and a only involve analytic expressions
of their arguments (quotients, products, radicals, etc.). Although their particular form will not
be important, only the number of derivatives involved will matter. In expressions (6.5) and (6.6)
below, however, the specific form of the coefficient a is important and so we denote it by D instead.
Notice that in (6.3) we have expanded the covariant derivatives, absorbing the Christoffel symbols
(which depend on at most first derivatives of g) in the Bαβ term. Also, we have written u
µ∂µF
as gµνuµ∂νF , making explicit the dependence on the metric. Such considerations are necessary in
order to write the equations as a system of equations in R4, as it is required by standard theorems
of partial differential equations and proposition A.1 in particular.
Using (6.2) into (4.8) and recalling assumption 6.1, we obtain
ζFgµν∂µνuα + a(∂u, ∂g)∂
2g + a(u, g)∂̺ + a(∂u, ∂g)∂F = Bα(∂u, ∂g, ̺, F ), (6.4)
where we are following notation 6.4. We notice that the term a(∂u, ∂g)∂2g comes from the expansion
of ∇µ∇µuα in terms of partial derivatives and Christoffel symbols, which will involve derivatives of
the Christoffel symbols and hence second derivatives of the metric. Similarly, equations (4.7) and
(4.6) read, respectively,
D(∂u, ∂g, ̺, F )gµνuµ∂ν̺ = B(∂u, ∂g, ̺, F ), (6.5)
and
D(∂u, ∂g, ̺, F )gµνuµ∂νF = B(∂u, ∂g, ̺, F ), (6.6)
where the coefficient D(∂u, ∂g, ̺, F ) is given explicitly by
D(∂u, ∂g, ̺, F ) = 1− ζ F
̺
∇µuµ
= 1− ζ F
̺
(gµν∂µuν + g
µ
νΓ
ν
µλu
λ),
(6.7)
where Γλαβ are the Christoffel symbols.
Equations (6.3), (6.4), (6.5), and (6.6) give the following for the irrotational Einstein-Navier-
Stokes system: 
ζFgµν∂µνuα + a(∂u, ∂g)∂
2g + a(u, g)∂̺
0 + gµν∂µνgαβ + 0
0 + 0 + D(∂u, ∂g, ̺, F )gµνuµ∂ν̺
0 + 0 + 0
+ a(∂u, ∂g)∂F = Bα(∂u, ∂g, ̺, F ), (6.8a)
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+ 3ζgµνuµ∂νF = Bαβ(∂u, ∂g, ̺, F ), (6.8b)
+ 0 = B(∂u, ∂g, ̺, F ), (6.8c)
+ D(∂u, ∂g, ̺, F )gµνuµ∂νF = B(∂u, ∂g, ̺, F ). (6.8d)
Notice that equation (6.8a) represents four equations corresponding to α = 0, . . . , 3. Similarly,
(6.8b) correspond to ten equations. We write (6.8) as
A(V, ∂)V = B(V ),
where V = (u, g, ̺, F ), and B(V ) = (Bu, Bg, B̺, BF ) is the vector whose entries are the right hand
sides of (6.8). The operator matrix A is given by
A(V, ∂) =

ζFgµν∂µν a(∂u, ∂g)∂
2 a(u, g)∂ a(∂u, ∂g)∂
0 gµν∂µν 0 ζg
µνuµ∂ν
0 0 D(∂u, ∂g, ̺, F )gµνuµ∂ν 0
0 0 0 D(∂u, ∂g, ̺, F )gµνuµ∂ν
 . (6.9)
Here, V , B(V ), and (6.9) are interpreted as in equations (6.8), namely, the u entry in V corresponds
to the four components (u0, . . . , u3), the g entry to the ten components (g00, . . . , gαβ , . . . , g33). Bu
and Bg also correspond to four and ten entries, respectively. The matrix (6.9) is 16 × 16, with
ζFgµν∂µν corresponding to a diagonal 4 × 4 matrix and gµν∂µν to a diagonal 10 × 10 matrix.
a(∂u, g)∂2 is 4×10, a(u, g)∂ and a(∂u, ∂g)∂ are 4×1, and ζgµνuµ∂ν is 10×1. D(∂u, ∂g, ̺, F )gµνuµ∂ν
is a scalar, i.e., 1×1, operator. To establish the desired causality result, we shall employ techniques
of Leray systems, with notation and terminology as reviewed in the appendix.
We claim that (6.8) forms a Leray system with the following choice of indices:
m1 = 2, m2 = 2, m3 = 1, m4 = 1
n1 = 0, n2 = 0, n3 = 0, n4 = 0,
(6.10)
where m1 = m(u), m2 ≡ m(g), m3 = m(̺), m4 = m(F ) (recall that the indices m are asso-
ciated with the variables of the system), and n1 = n(equation (6.8a)), n2 = n(equation (6.8b)),
n3 = n(equation (6.8c)), n4 = n(equation (6.8d)) (recall that the indices n are associated with the
equations of the system). As above, some of these indices should be interpreted as corresponding
to more than one quantity. For example, m1 = m(u) = 2 means that for each uα, α = 0, . . . , 3, we
associate the index m(uα) = 2, and n1 = n(equation (6.8a)) = 0 means that for each of the four
equations represented by (6.8a) we associate the index 0.
Now we verify that with the choice (6.10), system (6.8) has the form indicated in the appendix
(see equation (A.1)). Consider equation (6.8a), for which the index n1 is fixed at n1 = 0. The
first term in (6.8a) is an operator of order m1 − n1 = 2 (we take m1 because this operator acts
on u and m1 = m(u)) whose coefficients depend on zero derivatives of g and F , hence on at most
m2−n1− 1 ≡ m(g)−n1− 1 = 1 derivatives of g and m4−n1− 1 ≡ m(F )− n1− 1 = 0 derivatives
of F (notice the key words “at most:” m2 − n1− 1 = 1 means that the coefficient could depend on
up to first derivatives of the metric, but it does not mean that it must involve first derivatives, so
being zeroth order in g as is allowed here).
The second term in (6.8a) is an operator of order m2−n1 = 2 (we take m2 because this operator
acts on g and m2 = m(g)) whose coefficients depend on first derivatives of u and g, hence on at
most m1 − n1 − 1 ≡ m(u) − n1 − 1 = 1 derivatives of u and m2 − n1 − 1 ≡ m(g) − n1 − 1 = 1
derivatives of g. In a similar fashion we verify that the remaining operators in (6.9) satisfy the index
structure of a Leray system, as do the B terms on the right hand side. For instance, in equation
(6.8b), for which n2 = 0 is fixed, we see that Bαβ involves at most m1−n2−1 ≡ m(u)−n2−1 = 1
derivatives of u, m2−n2− 1 ≡ m(g)−n2− 1 = 1 derivatives of g, m3−n2− 1 ≡ m(̺)−n2− 1 = 0
derivatives of ̺, and m4 − n2 − 1 ≡ m(F )− n2 − 1 = 0 derivatives of F .
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The characteristic determinant of the system is easily computed since the matrix (6.9) is upper
triangular. We find
detA(V, ξ) = ζ4F 4(D(∂u, ∂g, ̺, F ))2(gµνξµξν)
14(gλτuλξτ )
2.
The power 14 comes from the fact that the two first diagonal entries in (6.9) represent block
matrices, as explained above. It is well known (see, e.g., [15, 74]) that gµνξµξν and g
λτuλξτ are
hyperbolic polynomials (see [67]), provided that u is time-like for the metric g. Therefore, if
D(∂u, ∂g, ̺, F ) and F are non-zero, we conclude that the characteristic determinant of (6.8) is
a product of hyperbolic polynomials. A domain of dependence for the system is then given by
the intersection of the characteristic cones associated with the different hyperbolic polynomials in
detA(V, ξ), which means in this case gµνξµξν and g
λτuλξτ . The intersection is exactly the light-
cone of the metric g (see [24] for a more explicit description of the corresponding cones and their
intersection). Invoking proposition A.1, we conclude the following.
Claim 6.5. Consider the Einstein-Navier-Stokes system with no vorticity, an equation of state of
the form (4.3), and constant ζ, i.e., equations (6.8). If F 6= 0, D(∂u, ∂g, ̺, F ) 6= 0, and u is time-
like for the metric g, then the system is causal, with disturbances propagating at most at the speed
of light. Furthermore, given suitable initial data, the system has a well-posed Cauchy problem.
We notice that for physical solutions of the Einstein-Navier-Stokes system, u will indeed be
time-like. Also, we can assume that F 6= 0 since otherwise the fluid will be in thermodynamic
equilibrium and viscosity will not contribute (see section 4.3). The condition D(∂u, ∂g, ̺, F ) 6= 0
seems to be relatively mild. Recalling (6.7), this means
1− ζ F
̺
∇µuµ 6= 0, (6.11)
which we can expect to be generically the case. In particular, if we consider the Cauchy problem,
then, given initial data for the system, we can choose ζ small such that (6.11) holds. In this regard,
it is instructive to keep in mind the discussion at the end of section 3 on how one should be cautious
about applicability of the equations to systems very far from equilibrium, as it will be when ζ is
very large. Furthermore, notice that under the present circumstances, i.e., choosing ζ small, the
term 1− ζ F̺∇µuµ will in fact be positive, and thus we can invoke claim 4.3 to assure that entropy
production is non-negative. In this situation, we obtain a formulation where both causality and
non-negative entropy production are satisfied.
We point out the following remark on the aforementioned well-posedness of the system. Propo-
sition A.1 ensures well-posedness in the so-called Gevrey spaces. (For a definition see the appendix
and references therein.) While more general function spaces are probably necessarily for applica-
tions of general relativity, we would like to stress that the main point of claim 6.5 is the causality
of the equations. This causal behavior will automatically carry over to solutions involving more
general spaces of functions (such as Sobolev spaces, for example).
We finish this section by discussing the condition Ω = 0. Suppose we are given a solution to
(4.6), (4.7), (4.8), and (1.21), without necessarily Ω = 0, and that this solution is unique. From the
equations of motion we can then derive the following relations, valid under the assumption that ζ
is small,
uλuµ∇λ∇µF = H, (6.12)
πµαu
λ∇λ∇µF = fuµΩµα +Gα, (6.13)
and
dΩ = 0, (6.14)
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where
H = (1− ζ F
1 + z
h
p
)−1[
1
1 + z
uµ∇µ(F
p
uλ∇λp)−∇λFuµ∇µ((1− ζ F
1 + z
h
p
)uλ)],
Gα = −πµα
∇µh
h
uλ∇λF − πµα∇µuλ∇λF − πµαuλ∇λuµuβ∇βF − gπµα
∇µF
F
+
g
1 + z
πµα
∇µp
p
where h = 1−z
1−ζ F
p
∇µuµ
, g = 1+zζ
p
h , f =
g
F , and z = 1/w. Notice that h, g, and f can be assumed
strictly positive. Equations (6.12) and (6.13) can be combined to produce
uλ∇λ∇αF = −uαH + fuµΩµα +Gα. (6.15)
Consider now equations (6.12), (6.13), and (6.14) as a system for F and Ω. Assume that the
quantities uα, H, Gα, g, and f are known and defined as above using the variables coming from
the given solution to (4.6), (4.7), (4.8), and (1.21). Notice that Gα satisfies u
αGα = 0 (which then
implies πµαGµ = Gα). This system admits a solution with Ω = 0 provided that Ω vanishes at time
zero. For, setting Ω = 0 in (6.15), the right-hand side is known and then (6.15) can be used to
derive all higher order derivatives of F at t = 0. This information can then be used to construct a
solution to (6.15) (with Ω = 0) if the initial data is analytic. Decomposing (6.15) in the directions
orthogonal and perpendicular to uα then gives a solution to (6.12), (6.13) (again, with Ω = 0), and
(6.14), the latter being trivially satisfied by Ω ≡ 0.
Next, we claim that the system (6.12), (6.13), and (6.14) admits a unique solution. To show this
it suffices to consider the case when H = 0 = Gα and the initial data is also zero. But then we
conclude from (6.12) that F = 0. Using this into (6.13) yields
uµΩµα = 0. (6.16)
Taking the exterior derivative of (6.16) and using (6.14) produces LuΩαβ = 0, which then implies
Ω = 0. Here, Lu is the Lie derivative in the direction of u and we used the well-known formula
LuΩ = dιuΩ+ ιudΩ, where ιu is contraction with uα.
We go back to (6.12), (6.13), and (6.14), where now F and Ω are derived from a given solution to
(4.6), (4.7), (4.8), and (1.21). Since we have showed that (6.12), (6.13), and (6.14) admits a solution
with vanishing Ω if Ω = 0 initially, and this solution is unique, we conclude that the solution Ω
coming from (4.6), (4.7), (4.8), and (1.21) also has to satisfy Ω = 0 if this condition holds initially,
since F and Ω satisfy (6.12), (6.13), and (6.14) identically (by construction).
Notice that the above argument relies on the assumption that the original system does admit a
unique solution. We do not know, however, if this is indeed the case, so the propagation of Ω = 0
is at this point only a conditional result.
6.2. The naive linear analysis and its limitations. Here we discuss heuristic arguments some-
times employed when addressing the causality/non-causality of evolution equations.
When faced with complex systems such as the Einstein-Navier-Stokes equations, it is always
useful to use some simple toy-model to gain intuition on the behavior of solutions. When it comes
to causality versus non-causality, the two canonical examples are the wave equation
utt − uxx = 0, (6.17)
which is causal, and the heat equation,
vt − vxx = 0, (6.18)
which is not causal. The causality/non-causality of these equations can be shown in many different
ways. For instance, D’Alembert’s and Duhamel’s formulas for (6.17) and (6.18), respectively, easily
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imply the existence of a domain of dependence for (6.17), whereas any localized change at time
t = 0 affects the solution v everywhere for any t > 0. See, e.g., [34] for details.
A quick heuristic way of obtaining the causality/non-causality behavior of (6.17) and (6.18) is
as follows. Take a fixed background solution, and consider perturbations e−ωt+ikx. This leads to
the usual dispersion relations for the wave and heat equations,
ω2 + k2 = 0,
and
−ω + k2 = 0.
From these relations, we can compute the group velocity vg =
dω
dk , obtaining that vg is bounded
for (6.17), but increases linearly for (6.18). Thus, the diffusion speed can assume arbitrary large
values in the case of the heat equation since k can be as large as we want.
When one has a non-linear equation, one can apply a similar argument for the linearization about
a particular solution. If the linearization has ∂t derivatives of order p and ∂x derivatives of order
q, we will obtain to highest order a dispersion relation of the form
ωp ± kq = 0. (6.19)
The group velocity will, therefore, be an unbounded function of k, suggesting thus a breakdown
of causality, if q > p. We are led to suppose that a system of equations with more spatial than
temporal derivatives will not be causal.
In order to apply these arguments to general relativity, the crucial term is “spatial.” To deal with
Einstein equations one has to choose a gauge, thus specifying a time-coordinate. While geometric
concepts such as time-like and space-like are, of course, intrinsically defined, the notion of a purely
spatial partial differential operator is not, in the following sense. Consider the covariant derivative
∇α and the subsequent projection onto the space orthogonal to u, παβ∇α. If u is time-like, then
its orthogonal will be space-like, thus παβ∇α is a derivative along a space-like direction. However,
in a given coordinate system {xα}3α=0 with associated coordinate derivatives {∂α}3α=0, παβ∇α will
still contain ∂t ≡ ∂0 terms unless ∂t and u are parallel, which will be the case only when the
hypersurfaces {t = constant} are orthogonal to u. If u is the four-velocity, in general this will not
be the case. In fact, the coordinates {xα}3α=0 are fixed ahead of time by the wave gauge (i.e., wave
coordinates), and we do not have the freedom to chose u orthogonal to constant time slices. Even
for the Einstein-Euler system, u will be orthogonal only in very specific cases [38]. In other words,
even if one were to subscribe to the idea that one could determine causality by counting ∂t and ∂x
derivatives, as in (6.19), such an idea would become ambiguous in relativity, as ∂t and ∂x carry no
time or spatial meaning in this context. Another way of saying this is that causality is a coordinate
independent property, so it should not be affected by how we choose ∂t and ∂x.
Therefore, even though the highest order derivatives in the momentum equation of the Einstein-
Navier-Stokes system come in the form παβ∇α∇µ (because of the terms in first derivative of C in
(1.9)), this does not mean that such terms contain only ∂i derivatives. Yet, there are legitimate
reasons to worry that terms of the form παβ∇α∇µ will spoil causality (that is why we previously
referred to these terms as “dangerous”). To see this, note that when this term acts on the terms
of Tαβ that contain derivatives of u, it will produce an operator of the form π
αβπµν∇α∇µ, the
second projection π coming from the stress-energy tensor. This is a spatial (in the intrinsic sense)
operator, making it more akin an elliptic operator rather than a hyperbolic one. The latter type
of operator is the one associated with causality, whereas elliptic operators can lead to non-locality,
thus non-causal, properties (this can be seen in the simple example of harmonic functions, where
the mean-value property says that the value of the function at a point is determined by a contour
integral, with the contour possibly taken far away from the point). Such an ellipticity character is
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what is in fact behind Pichon’s proof of the non-causality of Eckart’s theory [95]. To see the problem
in a simple example, consider παβπµν∇α∇µφ, where φ is a scalar function, and take the Minkowski
metric. Consider the component β = ν = 0 and focus on the term with two ∂0 derivatives. We find
πα0πµ0∇α∇µφ = (g00 + u0u0)(g00 + u0u0)∂20φ+ . . .
= (−1 + (u0)2)2∂20φ+ . . .
= (uiui)
2∂20φ+ . . . ,
after using −1 = uαuα = u0u0 + uiui = −(u0)2 + uiui. We see that the term in ∂20φ, that should
have a negative coefficient for hyperbolicity (like in the wave operator −∂2t φ+ ∂2xφ) has a positive
sign. The situation in our case is more complicated because we have a further contraction with
u, absent in this example with a scalar field, and we have a system of equations that needs to
be analyzed in full in order to determine whether or not the equations are hyperbolic. But this
simple discussion shows that while παβ∇α∇µ will in general contain time derivatives, its structure
disfavors hyperbolicity.
Another limitation of the previous heuristic argument is that it takes for granted that the analysis
of the linearized equation carries over to the non-linear system. This is, of course, not true in general.
The expectation here seems to be that while one generally cannot make positive statements about a
non-linear system based solely on its linearization, such a generalization should be possible regarding
negative statements. In other words, if something bad (lack of causality) happens at the linearized
level, things should only get worse for the non-linear system.
This is all sensible, but it is ultimately, at best, a general philosophy that can provide hints on
how to deal with each particular set of equations. The point is that one cannot know how much of
the linear behavior will be suppressed by the non-linearities (a case in point is studied, for example,
in [26, 27], where the particular form of the non-linearity plays a crucial role in guaranteeing that
certain smallness conditions are propagated, which would not be the case for the linearized system).
Furthermore, ideas based on a derivative counting for scalar equations, such as in the discussion
of (6.19), may not generalize to systems where extra degrees of freedom may lead to a bound on
the speed of propagation of disturbances. For instance, consider the system{
gµν∂µνuα = f(∂
3
i v), (6.20a)
uαgµν∂αµνv = h(u), (6.20b)
where g is a Lorentzian metric, u a four-vector, v a scalar function, h(u) a function of u but
not of its derivatives, and f(∂3i v) is some analytic function of the spatial derivatives of v, i.e., of
∂iv, i = 1, 2, 3, up to order three, where as usual x
0 = t. From the point of view of (6.19), one
could imagine that this system to be acausal, because in (6.20a) we have third order derivatives with
respect to ∂i, and only second order time-derivatives. However, when equations (6.20a) and (6.20b)
are taken together, one can show the system (6.20) is in fact causal if u is time-like. In fact, it is
a Leray system (see appendix A) with indices m(uα) = 2, n(uα) = 0, m(v) = 4, n(v) = 1, whose
characteristic determinant is a product of the hyperbolic polynomials gµνξµξν and u
αgµνξαξµξν ,
hence causal (if u is time-like).
In the other direction, one can also exhibit examples of system that might look casual when
certain equations are taken individually, but that ultimately have a parabolic structure. One such
example is the free-boundary Stefan problem, where one of the equations has the structure of a
transport equation, but the entire system is parabolic. See [23, 96] for details.
In summary, despite the acausality of Eckart’s theory and other first order theories of relativistic
fluids, and despite a (legitimate) reason for concern about the causality of Lichnerowicz’s formula-
tion due to the presence of the spatial operators παβ∇α∇µ, only a detailed analysis of the equations
derived from (1.1) can answer questions about its causal properties. Heuristic arguments can, at
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best, provide insight into directions of research, at the risk, sometimes, of creating misconceptions
about the behavior of solutions.
Part III. APPLICATIONS TO COSMOLOGY
7. Viscosity in cosmology
The possible role of viscosity in cosmology has been extensively explored, including both the
Eckart [3, 5, 39, 52, 53, 62, 107, 113] and MIS [78] approaches. Ref. [28] examined Lichnerowicz
viscosity in cosmology, but only for the case in which the viscous fluid itself dominates the expansion.
Here we extend that discussion to expansion in a matter or radiation dominated background, and
discuss further implications of the results.
7.1. Modified FRW equations. We assume a flat Friedmann-Robertson-Walker (FRW) metric
(in accordances with observations), with scale factor a normalized to a = 1 at present. For the
FRW metric, we have
∇µuµ = 3 a˙
a
, (7.1)
which gives
∇µCµ = F˙ + 3F a˙
a
. (7.2)
The Friedmann equations are
H˙ +H2 ≡ a¨
a
= −1
6
(
ρ+ 3p − 3ζF˙ − 9ζF a˙
a
)
, (7.3)
where H is the Hubble parameter, H = a˙/a, and
H2 =
ρ
3
.
Now consider the evolution of the density of a viscous fluid. For a standard inviscid fluid, the
evolution of the density is given by
a
dρ
da
= −3(ρ+ p). (7.4)
If instead, the fluid is viscous, then Eq. (7.4) must be replaced by
a
dρ
da
= −3(ρ+ peff ), (7.5)
with
peff = p+Π, (7.6)
where Π gives the effective change in the pressure due to the viscosity. Eqs. (7.5) and (7.6) are not
unique to the particular viscous model under discussion here. For example, for the Eckart model,
we have
Π = −3ζH. (7.7)
In our model Π can be read off from the right-hand side of Eq. (7.3):
Π = −ζF˙ − 3ζFH. (7.8)
Now consider the evolution of a viscous fluid characterized by an equation of state parameter w.
The equations of motion imply
n = n0a
−3,
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where n0 is the present-day rest-mass density. Defining the effective equation of state parameter
weff to be given by weff ≡ peff/ρ, we find [28]
weff =
wn0a
−3 − ζw˙ − 3Hζ(1 + w)
n0a−3 − 3Hζ(1 + w) , (7.9)
where the density evolution of the viscous fluid is now given by
d ln ρ
d ln a
= −3(1 + weff ). (7.10)
In order to make further progress, we need to make some sort of assumption about the behavior
of ζ. Previous work has generally assumed that ζ scales as a power of the density, so we will make
the same assumption here, taking
ζ = ζ0ρ
α.
Furthermore, we note that H is given by H =
√
ρT /3, where ρT is the total density, including the
contributions from both the viscous fluid and the background matter and radiation. Then Eqs.
(7.9) and (7.10) can be combined and simplified to yield
d ln ρ
d ln a
= −3(1 + w)
(
1− (λ/√3)ραa3[w˙/(1 + w)] − 2λa3ραρ1/2T
1− λ(1 + w)a3ραρ1/2T
)
, (7.11)
where we have combined the constants n0 and ζ0 into λ ≡
√
3ζ0/n0.
Eq. (7.11) provides the information needed to describe the cosmological evolution of a viscous
fluid in our model. We now examine the specific cases of interest.
7.2. Cosmological Evolution of a Dark Fluid. Consider the possibility of a viscous dark fluid
that serves as dark energy. For simplicity, we will assume that this fluid has constant equation of
state parameter w, so that the second term in Eq. (7.11) can be dropped.
At early times, the universe will be dominated by matter or radiation, with density given by
ρB = ρ0a
−3(1+wB)
where the B subscript refers to the dominant background fluid, with wB = 1/3 for radiation and
wB = 0 for matter. Setting ρT = ρB in Eq. (7.11), we obtain
d ln ρ
d ln a
= −3(1 + w)
(
1− 2λa3ραρ1/20 a−3(1+wB)/2
1− λ(1 + w)a3ραρ1/20 a−3(1+wB)/2
)
, (7.12)
Then during the radiation-dominated era, we have
d ln ρ
d ln a
= −3(1 + w)
(
1− 2λρ1/20 aρα
1− λρ1/20 (1 + w)aρα
)
, (7.13)
while during the matter-dominated era,
d ln ρ
d ln a
= −3(1 + w)
(
1− 2λρ1/20 a3/2ρα
1− λρ1/20 (1 + w)a3/2ρα
)
. (7.14)
The behavior of the dark fluid during the background-dominated phase will depend on the values
of w and α. When the viscous correction is small, the fluid density scales in the standard way:
ρ ∝ a−3(1+w). In this case, we see from Eqs. (7.13)-(7.14) that the viscous correction will increase
with scale factor as as long as
α <
1
3(1 +w)
, (7.15)
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in the radiation-dominated era, and
α <
1
2(1 +w)
. (7.16)
in the matter-dominated era. In each case, there is an asymptotic solution to Eqs. (7.13)-(7.14)
which applies as long as the dark fluid is subdominant, namely
ρ ∝ a−1/α, weff = 1
3α
− 1 (radiation − dominated) (7.17)
ρ ∝ a−3/2α, weff = 1
2α
− 1 (matter − dominated). (7.18)
As long as weff < 0, the dark fluid will eventually come to dominate the expansion at late times.
At this point, Eq. (7.11) becomes
d ln ρ
d ln a
= −3(1 + w)
(
1− 2λa3ρα+1/2
1− λ(1 + w)a3ρα+1/2
)
, (7.19)
The evolution of the density given by Eq. (7.19) was discussed briefly in Ref. [28], but we provide
a more complete set of solutions here. As noted in Ref. [28], the viscous correction dominates at
late times as long as
α <
1− w
2(1 +w)
. (7.20)
In that case Eq. (7.19) has an asymptotic solution for which weff is constant, namely
ρ ∝ a−3/(α+1/2), weff = 1− 2α
1 + 2α
. (7.21)
Now we must determine the stability of the solutions given by Eqs. (7.17), (7.18), and (7.21).
Note that Eqs. (7.13), (7.14), and (7.19) are all of the form
d ln ρ
d ln a
= −3(1 + w)
(
1− 2Aaβργ
1−A(1 + w)aβργ
)
, (7.22)
where A, β, and γ are constants. The solutions given by Eqs. (7.17), (7.18), and (7.21) can then
be written as ρ = ρ1a
−β/γ . Writing the perturbed solution in the form ρ = ρ1a
−β/γ(1 + ǫ) and
expanding out to linear order in ǫ, we obtain
d ln ǫ
d ln a
=
β
γ
Aρ1
(
1− w
[1− 2Aρ1][1 − (1 +w)Aρ1)]
)
. (7.23)
Thus, the condition for stability is β/γ < 0. For the solutions in the matter or radiation dominated
eras (Eqs. 7.17-7.18), this corresponds to α < 0, while for the background-dominated case (Eq.
7.21) stability requires α < −1/2.
While the solutions given in Eqs. (7.17), (7.18), (7.21) apply only when α < 0 (for the
background-dominated case) or when α < −1/2 (for the dark fluid dominated case), these are
not the only parameter ranges resulting in interesting deviation from the inviscid dark fluid case.
Instead, as long as Eqs. (7.15), (7.16), and (7.20) are satisfied in the radiation, matter, and dark
fluid dominated regimes, respectively, weff will inevitably evolve below −1, driving the dark fluid
to phantom-like behavior, and driving the universe to a future big rip singularity. For example,
for a viscosity that is independent of the density (α = 0), we find this behavior for all values of w
(assuming −1 ≤ w ≤ 1), while for a viscosity that is linearly-dependent on density (α = 1) we need
1 + w < 1/3, 1/2, 2/3 in the radiation, matter, and dark fluid dominated regimes, respectively.
To illustrate this behavior, we have numerically integrated Eq. (7.11) for a model with nonrela-
tivistic matter and a dark fluid with a constant value of w = −0.9. We define the present (a = 1) to
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Figure 1. Evolution of the effective equation of state parameter weff as a function
of the scale factor a, for a viscous dark fluid with w = −0.9, where the present
(a = 1) corresponds to ΩDE = 0.7, and the viscosity scales as ζ = ζ0ρ
α with α = 0
(solid, red), α = 1 (blue, dotted), α = 2 (green, dashed). In all three cases, ζ0 is
chosen to give weff = −1.1 at the present.
correspond to ΩDE = 0.7, and we then choose λ in Eq. (7.11) to yield weff = −1.1 at the present.
[Recall that weff is related to the left-hand side of Eq. (7.11) via Eq. (7.10)]. In Fig. 1, we show
the evolution of weff as a function of the scale factor for α = 0, 1, 2. Fig. 1 clearly illustrates the
crossing of the phantom divide at weff = −1, and the evolution of weff is quite distinct compared
to its evolution in most other models for dark energy. However, we also see that the evolution of
weff is nearly independent of the value of α, i.e., the scaling of ζ with ρ. This is easy to understand
in terms of the way we have derived our results. By considering models in which weff evolves only
between −0.9 and −1.1, we automatically limit ourselves to the case in which ρDE evolves very
slowly with the scale factor. Consequently, the factor ρα in Eq. (7.11) is nearly constant regardless
of the value of α. We would not expect this result to hold for models in which weff deviates more
strongly from −1.
One of the most interesting possibilities to emerge from the study of cosmological viscosity is
that a viscous fluid with a dustlike equation of state (w = 0) might serve as a unified model for dark
matter and dark energy. This is a natural possibility to explore for the case of Eckart viscosity; in
this model viscosity is subdominant at early times, so the viscous fluid behaves like dark matter,
while at late times the viscosity drives weff to −1 asymptotically, giving an accelerated expansion
for the universe. (See, e.g., Refs. [3, 52]). However, Li and Barrow [70] and Velten and Schwarz
[106] showed that such models face severe observational difficulties.
It is therefore natural to ask whether the viscous model discussed here can evade the difficulties
with models based on Eckart viscosity. Our model gives different evolution for a w = 0 fluid than
does the Eckart model. As in the Eckart model, a single fluid with w = 0 evolves, at late times,
FIRST ORDER 37
toward a fluid that can drive the accelerated expansion, but in our case the late-time behavior gives
weff < −1 instead of weff = −1. However, the results in Refs. [70, 106] depend crucially on the
effects of the assumed model for viscosity on perturbation growth, so it is not straightforward to
apply them directly to our model. This question is currently under investigation.
Our model can result in a particularly interesting variant of this idea for the appropriate choice
of α. Consider the case where α lies in the range
1
3(1 + w)
< α <
1
2(1 + w)
. (7.24)
Then, from Eqs. (7.15)-(7.16), we see that the viscous correction to the equation of state param-
eter for the fluid will decay during the radiation-dominated era, but increase during the matter
dominated era. This offers the possibility of generating models in which the onset of dark energy
domination is triggered by the transition from the radiation-dominated era to the matter-dominated
era, helping to resolve the coincidence problem. If we take w = 0, the dark fluid will behave like
matter during the radiation-dominated era, but then viscous corrections will drive it toward dark
energy behavior after it becomes the dominant component. Note that Eq. (7.24) violates the sta-
bility condition in the background-dominated case, but this just means that the evolution of the
density will not be given by Eqs. (7.17)-(7.18). However, as noted above, the viscosity correction
will nonetheless increase with time, driving an accelerated expansion and ultimately a future big
rip.
As we mentioned earlier, when w = −1, the Lichnerowicz bulk viscosity is identically zero (see
also the discussion in Ref. [28]), although the viscous contributions reappear when w is below −1.
This is a curious feature of this model for two reasons. First, it is a remarkable coincidence that in
Lichnerowicz’s formulation, where viscosity plays an important role in crossing the phantom divide,
the viscous contributions vanish at the value w = −1, which in turn corresponds precisely to the
value when a perfect fluid crosses the phantom barrier. Whether this is a mere coincidence or a
hint of some deeper feature warrants further investigation. Second, the value w = −1 is special in
the perfect fluid case as it is widely used to model a cosmological constant. Since Lichnerowicz’s
model reduces to a perfect fluid when w = −1, the analyses performed in the former case apply
verbatim to our case as well.
Appendix A. Mathematical background
Our goal in this appendix is to state proposition A.1 below, which will be used in section 6
to establish the causality of the Einstein-Navier-Stokes system. We begin by fixing notation. We
assume familiarity with standard terminology of hyperbolic differential equations as explained, for
example, in [21]. Let X = R×Rn, and denote coordinates on X by {xα}nα=0, thinking of x0 ≡ t as
the time-variable. By ∂k we shall denote any kth order derivative. We use the notation a = a(x, ∂k),
x ∈ X for a linear differential operator of order k. We can write
a(x, ∂k) =
∑
|α|≤k
aα(x)∂
α,
where α = (α0, α1, α2, . . . , αn) is a multi-index and
∂α ≡ ∂|α|i0i1i2···in ≡
∂|α|
∂xα00 ∂x
α1
1 ∂x
α2
2 · · · ∂xαnn
≡ ∂α0
x0
∂α1
x1
∂α2
x2
· · · ∂αnxn ,
where |α| = α0 + α1 + α2 + · · ·+ αn.
To a given linear differential operator of order k we can associate, at each point x ∈ X and for
each co-vector ξ at x, a polynomial of order k in the variable ξ obtained by replacing the derivatives
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by ξ. More precisely, for each kth order derivative of a(x, ∂k), i.e.,
∂
|α|
i0i1i2···in
,
|α| = k, we associate the monomial
ξα ≡ ξα00 ξα11 ξα22 · · · ξαnn ,
where ξ = (ξ0, ξ1, ξ2, . . . , ξn), forming in this way the polynomial
a(x, ξ) =
∑
|α|=k
aα(x)ξ
α.
In the above we only take account of the highest order derivatives of the operator, i.e., derivatives
of order k.
Consider a system of N partial differential equations and N unknowns in X, and denote the
unknown as V = (vI), I = 1, . . . , N . The system is a called a Leray system [67] if it is possible to
attach to each unknown vI a non-negative integer mI , and to each equation a non-negative integer
nJ , such that the system reads
hJI (x, ∂
mK−nJ−1vK , ∂mI−nJ )vI + bJ(x, ∂mK−nJ−1vK) = 0, J = 1, . . . , N. (A.1)
Here, hJI (x, ∂
mK−nJ−1vK , ∂mI−nJ ) is a homogeneous differential operator of order mI − nJ (which
can be zero), whose coefficients depend on at most mK − nJ − 1 derivatives of vK , K = 1, . . . N .
The remaining terms, bJ(x, ∂mK−nJ−1vK), also depend on at most mK − nJ − 1 derivatives of vK ,
K = 1, . . . N . If mK − nJ < 0, then the corresponding term in the J th equation does not depend
on vK . These indices, sometimes called Leray indices, are defined only up to an overall additive
constant.
Since the differential operators hJI (x, ∂
mK−nJ−1vK , ∂mI−nJ ) in (A.1) are allowed to depend on
the unknown, in general they will not be linear. Given a sufficiently regular V , the
hJI (x, ∂
mK−nJ−1vK , ∂mI−nJ )
are well-defined linear operators, and we can ask about their hyperbolicity properties. The char-
acteristic determinant of (A.1) at x ∈ X and for a given V is the polynomial in the co-vector ξ
given by
p(x, V, ξ) = det(hJI (x, ∂
mK−nJ−1vK(x), ξ)). (A.2)
It is not difficult to see that p is a homogeneous polynomial in the variable ξ of degree
ℓ ≡
N∑
I=1
mI −
N∑
J=1
nJ .
Two features of Leray systems, and its corresponding characteristic determinant (A.2), should
be highlighted. First, equations of different orders are allowed in the system. In fact, the only
constraint to the order of the differential operators is that indices mI and nJ can be chosen as
indicated above. On the other hand, notice that it is not always possible to choose such indices so
that the system looks like (A.1), which simply means that not every system of differential equations
is a Leray system. Second, from the form (A.1) it follows that a certain unknown vI may have its
highest number of derivatives appearing in the terms bJ with J 6= I, which, in turn, do not enter in
the characteristic determinant (which, as discussed below, is the quantity determining the causality
properties of the system). For example, suppose that the first unknown v1 and the first equation
J = 1 are, respectively, the metric gαβ and Einstein’s equations written in harmonic gauge:
−1
2
gµν∂µνgαβ + bαβ(x, ∂g, ∂
mK−n1ϕK) = 0, (A.3)
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where ϕK , k = 2, . . . , N represent the matter fields. Suppose further that the indices are such that
m1 = 4, which necessarily implies n1 = 2 since (A.3) is a second order equation for the unknown
v1 ≡ gαβ . Suppose also that the equation for ϕ2 is first order and m2 = 1, which then requires
n2 = 0. From (A.1) if follows that the term b
2 can depend on at most m1 − n2 − 1 derivatives of
v1, i.e., it can involve three derivatives of gαβ , more derivatives than appear in the equation for gαβ
itself11, i.e., in (A.3).
Remark A.1. One of the important insights of Leray in his seminal work [67] was to realize that the
bJ terms, which one usually considers as lower order terms, can in fact depend on higher derivatives
of some of the unknowns vI when I 6= J . How many more derivatives are allowed is dictated by
the indices mI and nJ . At the same time, we see that when I = J , i.e., when we consider the main
equation12 for the unknown vI , we see from the form of bI in (A.1) that the maximum number of
derivatives of vI will necessarily be in the principal part hIJ ≡ hII of the equation, agreeing with the
usual notion that the principal part, which gives the characteristic determinant, contains the top
number of derivatives. For a concrete example of this situation where the highest order derivatives
of some unknowns are in the bJ terms, see the equations of magneto-hydrodynamics coupled to
Einstein’s equations in section 45 of [74].
Consider the Cauchy problem for (A.1), with Cauchy data given on the an initial surface Σ =
{x0 = 0}. Assume that when V is replaced by the Cauchy data, the characteristic determinant
(A.2) is a product of s hyperbolic polynomials,
p(x, V, ξ) = p1(x, ξ) · · · ps(x, ξ). (A.4)
Let ℓq be the order of pq(x, ξ), and suppose that
max
q
ℓq ≥ max
I
mI −min
J
nJ . (A.5)
Building on the works of Leray [67] and Leray-Ohya [69, 68], Choquet-Bruhat showed that (A.1)
is well-posed and causal when (A.5) holds. We summarize the result as:
Proposition A.1. Consider the Cauchy problem for (A.1). Assume that the characteristic deter-
minant p(x, V, ξ), with V replaced by the Cauchy data, is a product of s hyperbolic polynomials, as
in (A.4), and that (A.5) holds. Then, (A.1) has a unique solution in a suitable Gevrey class and
in some neighborhood X ′ = [0, T ′]×Rn of Σ = {x0 = 0}. Furthermore, the system enjoys the finite
propagation speed property, with the domain of dependence given by the intersection of the cones
determined by the hyperbolic polynomials pq(x, ξ), x ∈ X ′.
We refer the reader to the above works of Leray, Leray-Ohya, and Choquet-Bruhat for a precise
mathematical statement and proof of the proposition. Variants of the statement of proposition A.1
can also be found (without proofs) in [15, 22, 24, 74]. See also [16, 21] for more background on
Leray’s theory of hyperbolic equations.
Gevrey spaces, originally introduced by Gevrey in [44], consist of a special class of smooth func-
tions. They have been extensively used in fluid dynamics (see, e.g., [4, 14, 35, 36]) and hyperbolic
partial differential equations (see, e.g., [81]) (the main type of differential equations relevant in the
study of Einstein’s equations), and they are not completely foreign to problems in general relativity
[15, 74]. We refer the reader to [100] for an introduction to Gevrey spaces.
11Obviously, since we are talking about a system, the same unknown figures in several equations, but it is customary
to consider each equation as the main equation for a given unknown. For instance, when we study Einstein’s equations
coupled to matter, the metric appears in all the equations, including those of the matter fields (say, Maxwell or Euler
equations), but we treat Einstein’s equations themselves as the “equations for the metric.”
12See previous footnote.
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Although applications to general relativity usually require larger classes of functions than Gevrey
spaces (see, e.g., [63, 99]), the relevant conclusion of proposition A.1 for our purposes is the causal-
ity of the equations. The domains of dependence and influence of the system are given by the
intersection of the interior of the cones determined by the hyperbolic polynomials in (A.4). In gen-
eral relativity, we are interested in the case where such intersection coincides with the light-cone.
In particular, because of the finite speed of propagation property, proposition A.1 can be adapted
to manifolds via a standard argument in local charts.
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