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Abstract 
This article presents the current state of artificial intelligence techniques and their application to the field of fault detection and diagnosis, 
in dynamical systems. Initially, a brief description of what is considered a mechanism for fault detection and diagnosis, and current 
approaches to the study and implementation of such mechanisms are explained. Subsequently, the most important results of the various 
artificial intelligence techniques applied to the fault detection and diagnosis are presented. Finally, a comparative analysis based on the 
desired characteristics of the mechanisms of fault detection and diagnosis is presented. The article concludes by mentioning the benefits of 
the classification of techniques presented and the listing possible pathways to where you should go research in this field. 
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Detección y diagnóstico de fallas mediante técnicas de inteligencia 
artificial, un estado del arte 
 
Resumen 
Este artículo presenta el estado actual de las técnicas de inteligencia artificial y su aplicación al campo de la detección y diagnóstico de 
fallas en sistemas dinámicos. Inicialmente, se hace una breve descripción de lo que se considera un mecanismo de detección y diagnóstico 
de fallas, y se explican los enfoques actuales de estudio y aplicación de tales mecanismos. Posteriormente, se presentan los resultados más 
importantes de las diferentes técnicas de inteligencia artificial aplicadas a la detección y diagnóstico de fallas. Finalmente, se presenta un 
análisis comparativo con base en las características deseables de los mecanismos de detección y diagnóstico de fallas. El artículo concluye 
mencionando los beneficios de la clasificación de las técnicas presentadas y enumerando las posibles vías hacia donde debe ir la 
investigación en este campo. 
 






Los procesos actuales por su complejidad exigen sistemas de 
seguridad cada vez más confiables. El malfuncionamiento de los 
equipos, puede provocar pérdidas económicas, peligro para los 
operarios e inconvenientes para los usuarios, entre otros.  
La supervisión de procesos, es el conjunto de acciones 
orientadas a asegurar un correcto funcionamiento, incluso en 
situaciones de riesgo. Un sistema de supervisión, debe 
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cumplir tres etapas fundamentales: la detección de fallas, su 
diagnóstico y el restablecimiento de las condiciones de 
operación de acuerdo con las especificaciones. 
Una falla, es un cambio en el comportamiento de alguno 
de los componentes de un sistema, de manera que éste ya no 
puede cumplir con la función para la cual fue diseñado. Los 
sistemas de detección y diagnóstico de fallas, se presentan 
como una solución que permite determinar el estado de  
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Figura 1. Esquema general de un sistema de detección y diagnóstico de 
fallas. 
Fuente: Los autores. 
 
 
operación del proceso, así como identificar la naturaleza de 
las fallas presentadas, su localización y riesgo. 
La Fig. 1, ilustra un esquema general de un sistema de 
detección y diagnóstico de fallas. En este esquema, las 
entradas y salidas del bloque proceso-controlador alimentan 
un sistema de supervisión encargado de detectar la presencia 
de fallas y diagnosticar su naturaleza. Con esta información 
es posible corregir los parámetros del controlador de forma 
manual o automatizada, o intervenir en el proceso para 
corregir los problemas detectados. 
Se han propuesto múltiples enfoques para realizar la 
detección y el diagnóstico de fallas, de los cuales se puede 
hacer la siguiente clasificación: 
 Métodos basados en modelos matemáticos del proceso. 
Son estrategias que hacen uso de un modelo formulado a 
partir del conocimiento de las dinámicas involucradas en 
el proceso. Se fundamentan en la obtención de una 
diferencia entre las salidas del proceso y de un modelo del 
proceso, de donde se infiere la presencia de una falla. Este 
enfoque representa un costo computacional muy bajo y 
únicamente puede ser aplicado a procesos donde es 
posible obtener dicho modelo de forma analítica, lo que 
limita su aplicación en sistemas no lineales. La obtención 
de los parámetros del proceso también representa una 
gran dificultad, la cual puede ser abordada por técnicas de 
identificación de sistemas. 
 Métodos a partir de modelos obtenidos de datos históricos 
del proceso. Para sistemas donde es posible recolectar 
numerosos datos representativos de su operación, tanto en 
condiciones normales como anómalas, es posible 
construir un modelo mediante técnicas como redes 
neuronales o modelos difusos del tipo Takagi-Sugeno. 
Estos enfoques son generalmente costosos 
computacionalmente y requieren de grandes volúmenes 
de datos representativos, los cuales en algunas ocasiones 
no están disponibles. Resultan muy útiles para obtener 
modelos de sistemas dinámicos no lineales. 
 Métodos a partir de datos del proceso. Parten igualmente 
de grandes volúmenes de datos históricos, pero desde una 
perspectiva diferente en la que no se busca obtener un 
modelo del proceso, sino resolver un problema de 
clasificación. Para este propósito se ha propuesto el uso 
de clasificadores difusos, análisis de componentes 
principales, redes neuronales artificiales, máquinas con 
vectores de soporte, funciones de base radial, entre otras. 
El principal inconveniente de estas técnicas radica en el 
costo computacional y en que generalmente operan como 
un sistema de “caja negra”, incapaz de brindar 
información adicional sobre la falla. 
Considerando las alternativas planteadas para la 
detección y diagnóstico de fallas, existen algunas 
características deseables con las cuales es posible comparar 
el desempeño de las estrategias como se detallan en [1]. 
Se han realizado múltiples revisiones sobre desarrollos y 
aplicaciones de la detección y diagnóstico de fallas. En [1] se 
presentan trabajos que hacen uso de modelos formales y 
técnicas del control clásico. Dicho artículo es 
complementado en [2], para modelos cualitativos y en [3] 
para métodos a partir de datos. De igual forma, en [4] se 
sistematiza la revisión en torno a métodos numéricos, de 
inteligencia artificial, o combinaciones de los dos. 
Los métodos de detección y diagnóstico de fallas basados 
en la teoría de control y la estadística, han sido investigados 
principalmente por la comunidad FDI (por sus siglas en 
inglés). Una clase de técnicas basadas en modelos que 
utilizan la informática y la Inteligencia Artificial tienen 
actualmente una investigación activa por parte la comunidad 
de diagnóstico o DX, que utiliza modelos cualitativos y 
enfoques de lógica. 
Este artículo recoge los resultados de trabajos recientemente 
publicados por la comunidad DX, que hacen uso de técnicas de 
inteligencia artificial, tales como las redes neuronales 
artificiales, los sistemas de inferencia difusa y neurodifusa y los 
sistemas inmunes, con el fin de actualizar la perspectiva teórica 
desarrollada en los últimos años, identificando las principales 
tendencias presentes en este tema. 
Como se evidencia en [3-8], las redes neuronales y la lógica 
difusa han sido ampliamente utilizadas en el desarrollo de sistemas 
de detección y diagnóstico de fallas, debido a sus habilidades de 
aprendizaje puesto que se tratan de aproximadores universales. 
 
 
Figura 2. Clasificación de métodos de identificación y diagnóstico de fallas 
con inteligencia artificial. 
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Con el objetivo de realizar un análisis de las distintas 
perspectivas desde las cuales se ha abordado la detección y 
diagnóstico de fallas mediante técnicas de inteligencia 
artificial, se sugiere la división jerárquica de la Figura 2. 
Dentro de los trabajos desarrollados, tienen gran 
relevancia el proyecto DAMADICS (Development and 
Application of Methods for Actuator Diagnosis in Industrial 
Control Systems) [9], que constituye un esfuerzo para 
analizar comparativamente técnicas de detección y 
diagnóstico de fallas en un entorno estándar. 
 
2. Redes neuronales artificiales para detección y 
diagnóstico de fallas 
 
Las Redes Neuronales Artificiales o ANN han sido 
ampliamente utilizadas en tareas de identificación y diagnóstico 
de fallas dadas sus capacidades de aproximar cualquier función 
multivariada lineal o no lineal, a partir de datos. 
Dicha cualidad ha sido explotada en dos tendencias 
principales, las técnicas que hacen uso de un modelo de 
regresión del proceso, para luego ser contrastado con el 
proceso real y obtener un residuo; y las técnicas que modelan 
directamente los datos de salida tanto para condiciones de 
operación normal como anormal. 
 
2.1.  Técnicas orientadas a datos 
 
Los esquemas de detección y diagnóstico de fallas sin 
modelo, intentan descubrir comportamientos del sistema a 
partir del análisis de sus salidas. Se han propuesto múltiples 
enfoques para esta tarea, que van desde el uso de técnicas de 
procesamiento de señales, hasta el uso de herramientas 
estadísticas como el análisis de componentes principales. A 
continuación, se enumeran algunas de las estrategias 
orientadas a datos que hacen uso de redes neuronales. 
En [10] se analiza la calidad de la aproximación de una 
red neuronal completamente interconectada frente a una red 
neuronal parcialmente interconectada para modelar un 
sistema dinámico no lineal. El criterio propuesto para realizar 
la interconexión parcial, consiste en que las entradas para 
cierto instante de tiempo forman una sub red, y la salida del 
sistema se logra con la interconexión de dichas sub redes. La 
funcionalidad se comprueba mediante el modelamiento de la 
dinámica de un avión, encontrando calidades comparables en 
la aproximación, pero con un costo computacional mucho 
menor. 
En [11] se presenta la aplicación de una red neuronal 
múltiple (una red en la que cada uno de sus nodos es a su vez 
una red neuronal) aplicada a la supervisión del 
funcionamiento de un circuito electrónico. Los datos de 
entrenamiento corresponden a las entradas y salidas del 
circuito para diferentes instantes de tiempo. 
En [12] se presenta una red neuronal como un sistema de 
diagnóstico de fallas aplicado a una planta de llenado de 
botellas. Se presentan 6 posibles escenarios de falla como la 
ausencia de botellas, de líquido o baja presión de aire. Uno 
de los principales aportes de este trabajo consiste en la 
selección de la arquitectura de la red a partir de un algoritmo 
genético en el que para cada individuo se genera una 
topología para luego ser entrenada mediante 
retropropagación. Luego de un número establecido de 
iteraciones, se evalúa el desempeño penalizando las 
arquitecturas más complejas. 
En [13] se aplica un esquema basado en datos del proceso 
para la identificación de fallas en motores de inducción. Se 
propone el uso de una red neuronal retroalimentada o de un 
mapa auto organizativo. Con el fin de que el sistema opere en 
tiempo real, se propone realizar un análisis de componentes 
principales previo al proceso de clasificación, para el cual se 
definieron 4 posibles estados en el motor (3 fallas y un estado 
normal). Este pre procesamiento reduce notablemente el costo 
computacional del entrenamiento del sistema. De igual forma, 
en [14] se plantea una aplicación de un sistema de detección y 
diagnóstico de fallas para una planta purificadora de humo en 
termoeléctricas. Se propone por lo tanto, modelar el proceso 
mediante una Red Neuronal Perceptron Multicapa o MPNN. La 
red propuesta considera únicamente las entradas, ignorando la 
dinámica del sistema. 
En [15] se describe un esquema de detección de fallas 
orientado al manejo en línea de grandes volúmenes de 
información. Se propone inicialmente el pre procesamiento de 
datos mediante Análisis de Componentes Principales o PCA, 
para luego modelar las relaciones mediante una red neuronal 
con funciones de base elipsoidal. Se presentan ejemplos de 
aplicación para un motor a gas con datos simulados y reales. 
En [16] se aborda el problema de la detección de fallas en 
manipuladores robóticos. Se presenta un esquema de 
modelamiento de algunos parámetros específicos del 
manipulador como la aceleración en sus articulaciones. El 
objetivo de este modelamiento es poder estimar a futuro el 
estrés al que han estado sometidos los componentes del robot 
para poder diseñar planes de mantenimiento. Los datos son 
medidos por acelerómetros y luego digitalizados en un 
procesador mediante un sistema de adquisición. Con dichos 
datos se entrenan dos redes neuronales, una con Funciones de 
Base Radial o RBFNN y otra basada en un Mapa Auto 
Organizativo o SOMNN. 
En [17] se propone la detección de fallas para una 
electroválvula a partir de algunos parámetros de operación 
que arroja un software de supervisión dedicado. Dichos datos 
conforman un vector de entrenamiento para una red neuronal 
retroalimentada. El objetivo del sistema radica en descubrir 
ciertas tendencias en los parámetros monitoreados presentes 
antes de la ocurrencia de una falla. 
En [18] se introduce un esquema de detección de fallas 
aplicado a transmisiones, engranajes y rodamientos sin hacer 
uso de modelos. Este esquema pre procesa las señales de 
vibración del sistema mediante la transformada de ondícula 
y luego, a partir de las desviaciones estándar de los 
coeficientes, se entrena una red neuronal con una salida para 
cada una de las posibles fallas del sistema.  
 
2.2.  Generación de residuos 
 
Un esquema general de un sistema de generación de 
residuos con RNA, puede verse en la Fig. 3, donde se tiene 
un modelo del proceso ejecutándose paralelamente con el 
proceso real. Las salidas son comparadas y a partir de las 
características de sus diferencias es posible estimar la 
presencia de una falla. 
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Figura 3. Esquema de un sistema generador de residuos a partir de RNA. 
Fuente: Los autores. 
 
 
Trabajos como los presentados en [18, 19], proponen una 
estrategia de generación de residuos acompañada de un 
sistema de aislamiento de fallas, ambos mediante redes 
neuronales. En [19] la topología de las redes de 
modelamiento y clasificación del error son escogidas de 
forma empírica intentando minimizar el error cuadrático 
medio de aproximación. La funcionalidad del sistema 
propuesto es evaluada mediante los datos del sistema descrito 
en [9]. Igualmente en [20], se plantea una red neuronal 
orientada al modelamiento tolerante a la incertidumbre, de tal 
forma que el modelo del sistema obtenido es capaz de 
soportar ciertos errores en sus parámetros y presentar aún una 
salida consistente. El sistema propuesto también se aplica al 
problema descrito en [9]. 
En [21] se propone una serie de tiempo combinada con una 
RBFNN para crear un predictor un paso adelante. El modelo 
predice una salida en el siguiente instante de tiempo discreto 
k+1 y con base en la diferencia con la salida medida se obtiene 
un residuo. Dependiendo del tamaño del residuo se detecta la 
falla. La ventaja de la propuesta consiste en la continua 
actualización del modelo. La funcionalidad se comprueba en la 
detección de una avería en un avión de combate. 
 
2.3.  Evaluación de residuos 
 
En la detección y diagnóstico de fallas, un residuo 
consiste en la diferencia entre el comportamiento del proceso 
real y un modelo de su funcionamiento en condiciones 
normales. La existencia de un residuo se traduce en la 
detección de una falla y de la caracterización de dicho residuo 
se desprende la identificación del tipo de falla. 
Múltiples escenarios son posibles a la hora de evaluar un 
residuo, como la detección de una falla conocida, 
desconocida o de múltiples fallas simultaneas. En [22] se 
propone una arquitectura de “redundancia analítica”, en lugar 
de tener sensores repetidos, se tienen modelos de cada uno de 
los componentes principales del sistema. En cada uno de los 
modelos se implementa mediante una red neuronal y se 
obtienen múltiples residuos lo que permite la identificación 
de fallas múltiples en el sistema. La funcionalidad de la 
propuesta se comprueba mediante su aplicación a un vehículo 
aéreo no tripulado. 
 
2.4.  Reflexión y proyección de las RNA en FDI 
 
Las redes neuronales artificiales han sido ampliamente 
aplicadas debido a su característica de aproximación 
universal lo que evita entrar en fases complejas de 
modelamiento analítico. Sin embargo, estas estrategias 
presentan inconvenientes sobre todo ante la presencia de 
nuevas fallas y de fallas múltiples. La adaptabilidad es baja 
debido a que requiere nuevas fases de entrenamiento lo que 
dificulta la identificación de fallas en línea. Estas deficiencias 
pueden ser abordadas por estrategias que realicen la 
adaptación continua de las redes a partir de información on 
line, o mediante el uso de arquitecturas dinámicas diferentes 
al enfoque tradicional de un modelo de falla. 
 
3.  Sistemas de lógica difusa para detección y diagnóstico 
de fallas. 
 
Los sistemas basados en Lógica Difusa o LD han sido 
eficientemente aplicados en problemas de detección y 
diagnóstico de fallas. Una de las principales cualidades de 
dichos sistemas radica en la interpretabilidad del diagnóstico 
efectuado que se obtiene al observar las distintas reglas 
activadas en el proceso de inferencia. 
Como se mencionó en la sección anterior para el caso del 
uso de las redes neuronales artificiales en la detección y 
diagnóstico de fallas, de manera análoga, las técnicas difusas 
han sido implementadas, tanto en arquitecturas que hacen uso 
de modelos y residuos, como en estructuras que modelan y 
procesan directamente las entradas y salidas del proceso sin 
un modelo explícito. Algunas de las técnicas propuestas se 
describen a continuación. 
En [23] se presenta un análisis comparativo entre las 
técnicas difusas frente a las Funciones de Base Radial o RBF, 
viendo el problema diagnóstico como un problema de 
clasificación. 
Por otro lado, en [24] se presenta un sistema de inferencia 
difuso aplicado a un problema de detección de fallas de un 
sistema de control de nivel de tanques. A partir de la 
simulación del proceso, se extraen los datos de entrenamiento 
para 9 posibles tipos de fallas, las cuales pueden estar 
presentes en un 10%, 25% o 40%. Se tienen 27 reglas y el 
ajuste del sistema se alcanza mediante la modificación de los 
puntos de frontera para cada uno de los conjuntos difusos. Se 
realiza el entrenamiento mediante descenso del gradiente, 
recocido simulado y algoritmos genéticos, minimizando el 
error cuadrático medio. Se comparan los resultados del 
sistema de diagnóstico con otro realizado mediante redes 
neuronales encontrando un mejor desempeño para el basado 
en lógica difusa.  
En [25] se describe una arquitectura basada en un modelo 
del proceso en funcionamiento normal y k modelos del 
funcionamiento bajo fallas. Los residuos son calculados entre 
los modelos de las fallas y la salida real, y en el momento en 
que el residuo esté por debajo de un umbral, la falla será 
detectada. Está arquitectura puede ser utilizada 
indistintamente del modelo del proceso que se tenga, bien sea 
analítico u obtenido a partir de datos. Los modelos de 
ejemplo son del tipo Takagi-Sugeno, cuya estructura y 
parámetros son obtenidos mediante propuestas realizadas en 
trabajos previos. La aplicación de ejemplo hace uso de los 
datos propuestos en [9]. 
Por otro lado, en [26, 27], se presenta un enfoque que 
permite identificar las desviaciones del sistema de un punto 
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de operación deseado y crea nuevos clusters correspondientes 
a los distintos estados de operación. Dicho procedimiento de 
entrenamiento puede ser realizado en línea. El algoritmo es 
evaluado en un sistema de control de flujo de agua dentro de 
un hervidor industrial. 
En [27] se diseña un sistema del tipo Takagi-Sugeno 
complementado al que denominan Gaussian Evolving Fuzzy 
Modeling System. Una de las principales particularidades de 
la arquitectura propuesta radica en su capacidad de realizar 
aprendizaje en línea y fuera de línea, lo que permite la 
continua actualización de la herramienta de diagnóstico. Otra 
de sus características consiste en el aprendizaje adaptativo, 
ya que tiene en cuenta el conocimiento ya aprendido antes de 
crear un nuevo cluster, lo que lo hace robusto ante el ruido y 
a su vez sensible a nuevos estados del proceso. La 
arquitectura se pone a prueba modelando una ecuación 
diferencial con retardos y un sistema de previsión de 
demanda energética. 
En [28] se expone el uso de un autómata difuso en el que 
la salida del sistema es modelada a partir de su 
fraccionamiento en segmentos lineales, los cuales son 
utilizados para generar patrones. El comportamiento del 
sistema se modela a partir de las transiciones entre patrones 
y se asocia a cada uno de ellos una función de pertenencia. 
La obtención de dicho patrón con una función de pertenencia 
que sobrepase cierto umbral se interpreta como un 
funcionamiento normal del sistema. Luego, al variar algún 
parámetro mediante la simulación de una falla, se puede 
obtener un patrón similar pero con funciones de pertenencia 
bajo el umbral definido, eso es lo que permite la detección. 
En [29] se plantea un sistema de detección y diagnóstico 
específico para un sistema de distribución de energía. Dicho 
sistema se modela mediante conceptos de lógica difusa y la 
sintonización fina de los parámetros del sistema de 
diagnóstico se realiza mediante un algoritmo genético. 
En [30] se expone el uso de un algoritmo genético para la 
obtención de la base de reglas de un sistema de inferencia 
difusa convencional, a partir de un conjunto de casos de 
entrenamiento, la función objetivo evalúa la sumatoria de la 
salida del sistema para cada ejemplo de entrenamiento frente 
a la salida deseada. El sistema se pone a prueba con un 
sistema de aire acondicionado. 
En [31] se despliega un sistema de inferencia difuso para 
detectar fallas mecánicas en rodamientos. La señal es 
adquirida mediante un micrófono y el sistema difuso se 
alimenta con variables como la potencia y la variación de la 
señal. 
En [32] se propone el uso de modelos difusos que pueden 
ser actualizados on-line. Se proponen múltiples modelos, uno 
para cada posible medida susceptible a fallas y se genera un 
residuo. La detección de la falla se da al sobrepasar cierto 
umbral definido para cada punto de trabajo denominado barra 
de error local. 
En [33] se formula el desarrollo de múltiples modelos de 
referencia, tanto para las condiciones de falla como para la 
operación normal. Además, en línea se realiza la 
identificación de un modelo difuso el cual se compara 
continuamente con los modelos de referencia en busca de 
semejanzas mediante una medida difusa de similitud. La Fig. 
4 describe el sistema propuesto. 
 
Figura 4. Esquema de detección y diagnóstico de fallas a partir de múltiples 




3.1.  Reflexión y proyección de la LD en FDI 
 
Las estrategias basadas en lógica difusa favorecen la 
explicabilidad de los diagnósticos obtenidos. Dicha 
característica es muy deseable en sistemas de apoyo a la 
decisión. Sin embargo, sus principales deficiencias se 
encuentran en las fases de entrenamiento. Las múltiples 
estrategias aquí citadas favorecen su aplicación a partir de 
algoritmos automatizados de entrenamiento.  
Por lo tanto, en términos generales, las estrategias que 
hacen uso de técnicas difusas apoyadas por algoritmos 
automatizados de entrenamiento son de las estrategias más 
promisorias y de mayor aplicabilidad en la detección y 
diagnóstico de fallas en línea. 
 
4.  Sistemas neurodifusos para detección y diagnóstico 
de fallas. 
 
Un Sistema Adaptativo de Inferencia Neuro-Difusa o 
ANFIS (Adaptive Neuro-Fuzzy Inference System) combina la 
capacidad de los sistemas difusos para dar respuestas legibles a 
partir de las interpretaciones lingüísticas, con la habilidad de las 
redes neuronales de aprender a partir de datos. 
Estos sistemas han tenido gran acogida en aplicaciones de 
detección y diagnóstico de fallas, dada la capacidad de 
justificar, al menos parcialmente, el razonamiento que lleva 
al diagnóstico de una falla, representa una ventaja al 
compararlo con un sistema de diagnóstico tipo caja negra. 
A continuación se hace referencia a los desarrollos de 
mayor relevancia que hacen uso de los sistemas neuro-difusos. 
En [34] se expone un esquema que hace uso de un modelo 
neuro-difuso del proceso para obtener un residuo. Cuando 
dicho residuo sobrepasa un umbral establecido, se detecta 
una falla. Para identificar de qué tipo de falla se trata, se 
compara estadísticamente el valor del residuo (mínimo, 
máximo, medio y gradiente), con una base de conocimiento 
heurístico derivado del conocimiento del operador del 
proceso, la cual puede ser actualizada continuamente. La Fig. 
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En [35] se despliega una arquitectura basada en una 
RBFNN que construye híper-rectángulos donde cada uno de 
ellos cubre una región del espacio de clasificación 
correspondiente a una clase. La red se acompaña de un sistema 
de generación de reglas que intenta explicar la decisión en 
términos lingüísticos, lo que permite solventar la principal 
desventaja de las redes neuronales para el diagnóstico, su 
incapacidad de explicar sus decisiones. La arquitectura 
propuesta se aplica a un sistema de distribución de agua. 
Por otro lado, en [36] se formula una aplicación sobre el 
mismo sistema de prueba propuesto en [9] que consiste de un 
sistema ANFIS para la obtención de un modelo del sistema a 
partir de datos. La obtención de los residuos para el 
diagnóstico se realiza mediante una resta directa entre las 
salidas reales y modeladas del sistema, y un filtro pasa bajos 
para eliminar la sensibilidad excesiva del sistema. Estos 
residuos alimentan otro conjunto de modelos neuro-difusos 
que opera como un clasificador. Cada uno de los sistemas 
ANFIS del clasificador está relacionado con una falla 
específica del sistema, permitiendo así la detección de 
múltiples fallas de forma simultánea. 
En [37] se expone el análisis de un sistema complejo 
(turbina de vapor) mediante su descomposición en sistemas 
más simples para mejorar el desempeño del diagnóstico. El 
criterio para la distribución de variables se da a partir del 
conocimiento del proceso. Cada uno de los sub sistemas y sus 
correspondientes fallas son representados mediante un 
sistema ANFIS. Este enfoque justifica, además, en que el 
modelo de un sistema sencillo resulta más confiable y fácil 
de obtener que en el modelo de un sistema completo. 
En [38] se detalla el uso de un sistema ANFIS 
generalizado que permite tener múltiples salidas del sistema 
denominado Coactive Adaptive Neuro-Fuzzy System o 
CANFIS. El algoritmo se aplica a un sistema de monitoreo 
del estado de vías férreas. En lugar de proponer múltiples 
sistemas ANFIS, se construye un único modelo lo que reduce 
de forma importante la cantidad de parámetros a ajustar. El 
modelo consta de 8 mediciones de voltaje y corriente en 
distintos puntos del circuito como variables de entrada, y 10 
salidas, cada una de ellas correspondiente a una posible falla. 
Las salidas fueron divididas en 3 posibles estados, la ausencia 
de falla, el deterioro y la falla como tal. 
En [39, 40], se presenta el problema de la obtención de un 
modelo difuso del proceso del tipo Takagi-Sugeno. Con el 
objetivo de manejar la incertidumbre del modelo se plantea 
la evaluación de los residuos a partir de umbrales adaptativos. 
Finalmente en [39] se diseña un experimento con datos 
provenientes de un motor eléctrico para comprobar la 
funcionalidad de la metodología propuesta, se resalta la 
importancia de incluir la dinámica del sistema dentro del 
modelo mediante la inclusión de las salidas y entradas 
retrasadas como entradas de la red. En [40] se extiende el 
algoritmo de entrenamiento planteado a una red neuro-difusa 
y se aplica al problema de prueba propuesto en [9]. 
En [41] se propone el uso de un sistema tipo Takagi-
sugeno para cada escenario de fallas posible, junto con el 
modelamiento del estado normal de operación, y de acuerdo 
a la comparación final entre el estado real de la planta y la 
salida de los múltiples modelos, se realiza el diagnóstico 
final. Como novedad se plantea el uso del algoritmo 
LOLIMOT (LOcal LInear MOdel Tree) para el 
entrenamiento del sistema neuro-difuso. 
En [42] se tratan dos esquemas de detección basados en 
múltiples sistemas tipo ANFIS en paralelo para procesos 
MIMO (Multiple Input Multiple Output), llamados M-
ANFIS. La primera fase del procesamiento consiste en la 
generación de residuos a partir de la comparación entre el 
proceso y el modelo M-ANFIS. Los residuos son 
posteriormente evaluados y categorizados por una red 
neuronal. El segundo esquema consiste en múltiples modelos 
M-ANFIS, uno por cada escenario de falla. 
En [43] se plantea el uso de dos redes tipo ANFIS para la 
detección de fallas. La primera se utiliza para modelar el 
sistema a monitorear, mientras que la segunda para modelar 
los residuos. El entrenamiento de dichas redes puede ser 
realizado en línea mediante mínimos cuadrados. Una vez que 
la red dedicada a modelar los residuos ha finalizado su 
entrenamiento se extraen las reglas activadas para cada una 
de las fallas creando así una serie de patrones de fallas con 
relación a dicha base de reglas es posible extraer la 
información lingüística correspondiente a una falla, así como 
también para fallas múltiples. La funcionalidad del esquema 
propuesto es comprobada mediante un sistema de tanques en 
cascada, detallando el modelo, así como los parámetros de 
simulación de las averías y del controlador implementado. La 
Fig. 6 ilustra el esquema de detección propuesto. 
En [44], se propone también un sistema que hace uso de 
múltiples modelos ANFIS, cada uno de ellos relacionado con 
una posible falla en particular alrededor de determinado punto 
de operación. Las salidas de estos modelos se contrastan con las 
salidas de la planta real, obteniendo así un residuo para cada uno 
de los escenarios planteados, lo que permite identificar la falla 
siempre y cuando se trate de una condición anormal prevista con 
anterioridad (no es sensible con fallas desconocidas). El sistema 
es aplicado al problema descrito en [9]. 
En [45] se propone también un esquema de generación de 
residuos a partir de un modelo difuso del proceso. Para la 
detección de las fallas se propone una red ANFIS. El uso de 
un modelo desarrollado a partir de razonamiento cualitativo, 
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Existen enfoques que plantean el uso de sistemas neuro-
difusos sin la necesidad de usar residuos, sino únicamente a 
partir de sus características como clasificadores. En [46] se 
plantea la detección de fallas orientado en datos a partir del 
uso de un clasificador neuro-difuso. La funcionalidad se 
comprueba con el problema DAMADICS [9], orientándose a 
la detección de la intensidad de cada falla. 
En [47] se propone una red neuronal donde la primera de 
las capas ocultas es una capa difusa que se encarga de 
normalizar las variables de entrada. Las siguientes capas 
ocultas de la red operan de forma análoga a una red neuronal 
retroalimentada. Este sistema se orienta en la obtención de un 
modelo para la generación de residuos. La evaluación de 
dichos residuos se realiza mediante umbrales fijos. 
Por último, en [48] se describe el uso de un esquema 
compuesto por una red neuronal complementado por un sistema 
de inferencia difuso que opera a partir de las observaciones de 
la planta, junto con la salida de la red neuronal. 
 
4.1.  Reflexión y proyección de ANFIS en FDI 
 
El uso de sistemas ANFIS para el modelamiento de 
sistemas dinámicos es ampliamente aprovechado en muchas 
de las investigaciones aquí reportadas. Sin embargo, la 
reducida explicabilidad de los resultados de la inferencia 
resulta poco conveniente en sistemas de apoyo al diagnóstico. 
Otra deficiencia importante radica en la baja capacidad de 
detección de nuevas fallas debido al enfoque ampliamente 
utilizado de “modelo por falla”. Es aquí donde radica la 
principal oportunidad de mejora; estrategias capaces de 
identificar nuevas fallas a partir de estructuras dinámicas 
entrenadas en línea. 
 
5. Sistemas inmunes para detección y diagnóstico de fallas. 
 
Los sistemas inmunes por sí solos no son utilizados en la 
identificación y diagnóstico de fallas debido a la necesidad de un 
elevado proceso de cómputo. Sin embargo, han sido utilizados 
como herramienta de apoyo para optimizar la arquitectura de 
sistemas de identificación como redes neuronales o las bases de 
reglas de sistemas de inferencia difusa. 
En [49], se propone la optimización de la arquitectura, las 
funciones de activación, los parámetros de entrenamiento, el 
número de épocas, entre otros factores que hacen parte de la 
definición de una red neuronal retroalimentada, mediante un 
sistema inmune. Todos estos parámetros se codifican de 
forma binaria. El sistema se entrena con casos provenientes 
de un sistema de medición de calidad de agua. 
En [50] se plantea un esquema de detección de fallas a partir 
de la emulación de la respuesta del sistema inmune. Se 
fundamenta en recientes estudios que plantean que la respuesta 
inmunológica no es ocasionada simplemente por entes extraños 
dentro del organismo, sino por señales de alarma 
desencadenadas por las células cuando no mueren 
naturalmente. Mediante un modelo del proceso y su 
comparación con el funcionamiento real, se obtiene un residuo, 
el cual es categorizado dentro de un clasificador difuso como 
una señal de peligro. 
En [51] se describe un procedimiento de detección y 
diagnóstico de fallas inspirado en la respuesta temprana de 
algunas células del sistema inmune conocidas como 
“Asesinos Naturales”. El esquema no hace uso de un modelo 
ni de residuos sino únicamente de datos de entrenamiento 
extraídos de estados de operación normales y anormales. 
Inicialmente se realiza una inicialización estocástica de las 
células para posteriormente realizar un entrenamiento. 
Finalmente, cuando las células ya se encuentran “maduras” 
es posible iniciar el diagnóstico de fallas. El sistema de 
clasificación es utilizado en el sistema DAMADICS [9]. 
En [52] se propone un sistema de detección y diagnóstico 
de fallas sin modelo a partir de la clasificación de un sistema 
autoinmune en el que primero se presentan casos de 
operación normal, y luego con fallas. Con la continua 
presentación de fallas se crean regiones correspondientes a 
cada una de ellas. Pueden detectarse nuevas fallas y 
eliminarse las antiguas. 
 
6.  Comparación de las técnicas de inteligencia artificial 
para detección y diagnóstico de fallas 
 
La presente revisión bibliográfica, se ha centrado 
exclusivamente en técnicas de detección y diagnóstico de 
fallas en sistemas que hacen uso de las principales vertientes 
de la inteligencia artificial como las redes neuronales, los 
sistemas difusos y neurodifusos, y los sistemas inmunes. Es 
evidente la gran cantidad de alternativas que han sido 
planteadas para abordar esta problemática. 
Se han realizado múltiples esfuerzos para elaborar un 
“Benchmarking”, DAMADICS [9], proyecto que ha sido 
referenciado ampliamente en este trabajo es uno de los 
intentos de comparación con mayor relevancia, dada la gran 
cantidad de publicaciones derivadas de los datos provistos 
por este experimento. Otro referente importante a considerar 
es el proyecto CHEM [53], que consiste en un equipo 
multidisciplinario para la obtención de sistemas de soporte a 
la decisión para la industria química y petroquímica, un 
proyecto europeo de donde se generaron múltiples 
investigaciones a nivel de desarrollo de software y de tesis 
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Una de las conclusiones importantes presentadas por 
trabajos de revisión previos [3] consiste en que las debilidades 
propias de cada una de las estrategias pueden ser mitigadas 
mediante el uso combinado de varias de ellas, lo que ha dado 
origen a múltiples técnicas híbridas, hecho que ha tenido amplia 
aceptación en las aplicaciones industriales de estos sistemas. 
Como conclusión de la recopilación presentada en este 
artículo, la tabla 1 presenta el resultado de la comparación de 
las distintas estrategias aquí mencionadas frente a las 
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[10] Sí Bajo No No No ANN Medio No 
[11] No Bajo No No No Sin modelo Medio No 
[12] Sí Bajo No No No Sin modelo Medio No 
[13] Sí Medio No No No Sin modelo Bajo No 
[14] No Bajo No No No ANN Medio No 
[15] Sí Alto Sí Sí No Sin modelo Medio No 
[16] No Bajo No No No Sin modelo Bajo No 
[17] Sí Bajo No No No Sin modelo Bajo No 
[18] Sí Medio No No No Sin modelo Bajo No 
[19] Sí Medio No No No ANN Medio No 
[20] Sí Medio No No No Sin modelo Bajo No 
[21] No Medio Sí Sí No RBFNN Alto No 
[22] Sí Medio No No No ANN Alto Sí 
[24] Sí Medio No No Sí Difuso Alto No 
[25] Sí Alto No No Sí Difuso Bajo No 
[26] Sí Medio Sí Sí Sí Sin modelo Alto No 
[27] Sí Medio Sí Sí Sí Sin modelo Alto No 
[28] No Medio Sí No No Difuso Bajo Sí 
[29] Sí Medio No No Sí Sin modelo Alto Sí 
[30] Sí Bajo No No Sí Sin modelo Alto No 
[31] Sí Medio No No No Sin modelo Bajo No 
[32] Sí Medio Sí Sí No Difuso Alto No 
[33] Sí Medio No No No Difuso Alto Sí 
[34] Sí Medio No Sí Sí ANFIS Alto No 
[35] Sí Alto Sí Sí Sí Sin modelo Alto No 
[36] Sí Alto No No No ANFIS Alto Sí 
[37] Sí Alto No No Sí ANFIS Alto Sí 
[38] Sí Medio No No Sí ANFIS Medio Sí 
[39] Sí Alto No No Sí ANFIS Alto No 
[40] Sí Alto No No Sí ANFIS Alto No 
[41] Sí Medio No No No ANFIS Alto Sí 
[42] Sí Medio No No No ANFIS Alto No 
[43] Sí Medio Sí Sí Sí ANFIS Alto No 
[44] Sí Medio No No No ANFIS Alto Sí 
[45] Sí Medio No No Sí ANFIS Bajo No 
[46] Sí Medio Sí Sí No Sin modelo Medio No 
[47] Sí Alto No No No ANFIS Medio No 
[48] No Medio No No No Sin modelo Bajo No 
[49] Sí Medio No No No Sin modelo Bajo No 
[50] Sí Medio No Sí No Analítico Bajo No 
[51] No Alto No No No Sin modelo Alto No 
[52] Sí Alto Sí Sí No Sin modelo Alto No 
Fuente: Los autores. 
7.  Conclusiones y oportunidades de trabajo futuro 
 
El uso de técnicas de inteligencia artificial para abordar la 
detección y el diagnóstico de fallas constituye en la 
actualidad campo activo de investigación, hecho que se 
refleja en la extensa literatura disponible sobre propuestas 
metodológicas y aplicaciones derivadas de su uso. 
En el presente artículo se han organizado, clasificado y 
comparado algunas de ellas teniendo en cuenta algunas de las 
características que pueden ser consideradas como deseables 
en un sistema de detección y diagnóstico de fallas. La primera 
gran división categórica está en aquellas estrategias 
orientadas a residuos, frente a las que se orientan al análisis 
de datos de entradas y salidas del proceso sin necesidad de un 
modelo explícito. Del análisis frente a los factores 
presentados en la Tabla 2, se evidencia que las estrategias que 
no utilizan modelos, son más eficaces en la detección de 
fallas. 
Por otro lado, otro enfoque ampliamente utilizado 
consiste en el desarrollo de múltiples modelos de proceso, en 
distintas condiciones de operación, tanto normal como 
anormal, que se están comparando continuamente con el 
proceso real permitiendo así identificar su estado actual. Este 
enfoque permite la identificación de múltiples fallas, siempre 
y cuando estas no estén acopladas, pero restringe la 
adaptabilidad del sistema y lo limita únicamente a estados 
conocidos. 
Como alternativa para alcanzar la detección de múltiples 
fallas se describen algunas técnicas que descomponen el 
sistema total en distintos subsistemas más simples de 
analizar, lo que, a pesar de elevar el costo computacional, 
facilita la obtención de modelos locales del proceso, 
permitiendo además identificar el origen de una falla 
favoreciendo la interpretación.  
Del presente análisis se concluye que las futuras 
estrategias de detección y diagnóstico deberán centrarse en 
mejorar la robustez y la adaptabilidad, permitiendo la 
continua evolución del sistema, centrándose además en 
alcanzar diagnósticos interpretables por el operador en los 
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