We derive laws of the iterated logarithm for random walks on random conductance models under the assumption that the random walks enjoy long time sub-Gaussian heat kernel estimates. § 1. Introduction Random walks in random environments have been extensively studied for several decades in probability and mathematical physics. Random conductance model (RCM) is a specific class in that random walks on the RCMs are reversible, and that the class includes many important examples. Recently, there has been significant progress in the study of asymptotic behaviors of random walks on RCMs. In particular, asymptotic behaviors such as invariance principles and heat kernel estimates are obtained in the quenched sense, namely almost surely with respect to the randomness of the environments, even for degenerate cases. One of the typical examples is the random walk on the supercritical percolation cluster on 
§ 1. Introduction
Random walks in random environments have been extensively studied for several decades in probability and mathematical physics. Random conductance model (RCM) is a specific class in that random walks on the RCMs are reversible, and that the class includes many important examples. Recently, there has been significant progress in the study of asymptotic behaviors of random walks on RCMs. In particular, asymptotic behaviors such as invariance principles and heat kernel estimates are obtained in the quenched sense, namely almost surely with respect to the randomness of the environments, even for degenerate cases. One of the typical examples is the random walk on the supercritical percolation cluster on Z d . In this case, Barlow [3] obtained quenched long time Gaussian heat kernel estimates such as (1.3) and (1.4) below with α = d, β = 2. Soon after that, the quenched invariance principle was proved in [22] for d ≥ 4 and later extended to all d ≥ 2 in [6, 18] . Namely, for a simple random walk {Y ω n } n≥0 on the cluster, it was proved that εY ω [t/ε 2 ] converges as ε → 0 to Brownian motion on R d with covariance σ 2 I, σ > 0, for almost all environment ω. We note that the proof for d ≥ 3
uses the heat kernel estimates given in [3] . The RCM on a graph is a family of non-negative random variables indexed by edges of the graph. Supercritical bond percolation cluster is a typical (degenerate) analytic properties. Quenched invariance principles for the random walks on RCMs are also established extensively. For more details, see [7, 16] and the references therein. We are interested in further quenched asymptotic behaviors of the random walks on RCMs. The aim of this paper is to establish the laws of the iterated logarithm (LILs) for the sample paths of the random walk such as (1.6) and (1.7) below in the quenched level. In fact, for the random walk on the supercritical percolation cluster, Duminil-Copin [11] obtained the standard LIL (limsup version as in (1.6)) by using the results of [3] . Also, in [15] the LIL is obtained for a class of transient random walk in random environments. The novelty of this paper is twofold.
• We establish another law of the iterated logarithm (liminf version as in (1.7)).
• We establish quenched LILs for random walks on much more general RCMs.
Our approach is through the heat kernel estimates. Namely, we assume the quenched heat kernel estimates (Assumption 1.1) and establish the quenched LILs (Theorem 1.2). Since the quenched heat kernel estimates are established for many RCMs, our theorem applies for those examples as we discuss in Section 1.2.
The organization of the paper is as follows. We first explain the framework and main results of this paper. In Section 2, we give the preliminary estimates to prove the main results. In Section 3 we prove the LIL and in Section 4 we prove another LIL.
Finally in Section 5, we assume the ergodicity of the media when G = Z d and prove that the constants appearing in the limsup and liminf in the LILs are deterministic. § 1.
Framework and main results
Let G = (V, E) be the countably infinite, locally finite and connected graph. We can define the graph distance d : V × V → [0, ∞) in the usual way, i.e. the shortest length of path in G. Write B(x, r) = {y ∈ V (G) | d(x, y) ≤ r}. Throughout this paper we assume that there exist α ≥ 1 and c 1 , c 2 > 0 such that
holds for all x ∈ V (G) and r ≥ 1. We assume that the graph G is endowed with the non-negative weights (or conductance) ω = {ω(e) | e ∈ E} which are defined on a probability space (Ω, F, P). We write ω(e) = ω e = ω xy if e = xy. We take the base point x 0 of G and set , r) ) be the volume of the ball B(x, r). We also
Next we define the random walk on the weighted graph. Let {X ω n } n≥0 be the discrete time random walk on V (G ω ) whose transition probability is given by
For our main results, we assume the following conditions. Note that α ≥ 1 is the same as in (1.1).
Assumption 1.1.
There exist Ω 0 ∈ F with P(Ω 0 ) = 1, positive constants c 1.1 , c 1.2 , · · · , c 1.6 , β, ϵ, with ϵ + 1 < β and random variables N x,ϵ (ω) (x ∈ V (G), ω ∈ Ω 0 ) such that the following hold.
There exists a non-increasing function f ϵ (n) which satisfies
Now we state the main result of this paper.
Theorem 1.2.
Suppose that Assumption 1.1 holds. Then for almost all environment ω ∈ Ω there exist positive constants C 1 = C 1 (ω) and C 2 = C 2 (ω) such that the following hold.
We note that we can replace
We also note that if the random walk can be embedded into Brownian motion in some strong sense (which seems plausible in various concrete models), then (1.6),(1.7) can be shown as a consequence ( [8] ). It would be very interesting to prove such a strong approximation theorem.
The constants C i above may depend on the environment ω. In order to guarantee that they are deterministic constants, we need to assume the ergodicity of the media. For the purpose, we now consider the case G = Z d . In this case, we can define the shift
We assume the following ergodicity of the media.
Assumption 1.3.
Assume that (Ω, F, P) satisfies the following conditions;
(1) P is ergodic with respect to the translation operators τ x , i.e. P • τ x = P and for any [19] . § 1.
Examples
In this subsection, we give examples for which our results hold. 
Example 1.7 (Uniform elliptic case).
Suppose the graph G = (V, E) endowed with weight 1 on each edge satisfies (1.1) and the scaled Poincaré inequalities. Put random conductance on each edge so that c 1 ≤ ω(e) ≤ c 2 for all e ∈ E and for almost all ω, where c 1 , c 2 > 0 are deterministic constants. Then Assumption 1.1 holds with β = 2 and N x,ϵ ≡ 1. So the LILs (1.6) and (1.7) hold. 
This subexponential tail estimate is sufficient for Assumption 1.1 (3) . Since the media is ergodic and there is an unique infinite connected components (see [20] , [ 
) ,
is called the 2-dimensional preSierpinski gasket. Put random conductance on each edge so that c 1 ≤ ω(e) ≤ c 2 for all e ∈ E and almost all ω, where c 1 , c 2 > 0 are deterministic constants. Then Assumption 1.1 holds with α = log 3/ log 2, β = log 5/ log 2 > 2 and N x,ϵ ≡ 1. (In fact, this can be generalized to the uniform finitely ramified graphs for some α ≥ 1 and β ≥ 2; see [12] .) So the LILs (1.6) and (1.7) hold.
We note that among the examples mentioned at the beginning of this paper, (b), (c) and (e) are for continuous time Markov chains, so the LILs will be discussed in [19] . § 2. Consequences of Assumption 1.1
In this section, we prepare the preliminary results of Assumption 1.1. § 2.
Consequences of heat kernel estimates
We first give consequences of the heat kernel estimates (1.3) and (1.4).
Lemma 2.1.
(1) There exist c 1 , c 2 > 0 such that for almost all ω ∈ Ω,
holds for all n ≥ 1, r ≥ 1 and x, y ∈ V (G ω ) with max 
holds for all x ∈ V (G ω ) and n ≥ 1, r ≥ 1 with max 
Corollary 2.2 (Corollary of Lemma 2.1 (3)).
Let η ≥ 1 be as in Lemma 2.1 (3) . Then the following holds for almost all ω ∈ Ω, all x ∈ V (G ω ) and k ≥ 1 with
The heat kernel estimates (1.3) and (1.4) also give the triviality of tail events.
Theorem 2.3 (0 − 1 law for tail events).
For almost all ω ∈ Ω, the following
The proof of Theorem 2.3 is quite similar to that of [5, Proposition 2.3], so we omit the proof. § 2.2. Consequences of the tail estimate (1.5)
We next give simple consequences of the tail estimate (1.5). Recall the notations in (2.1), and set Φ(q) = q 1/β (log log q) 1−1/β .
Lemma 2.4.
(1) Suppose that f ϵ (n) satisfies 
Proof. We only prove the first inequality in (1). It is easy to see that
The assumption implies ∑ n n α f ϵ (γ 1 n) < ∞, so the conclusion follows by the Borel-
Cantelli Lemma. § 3. Proof of LIL
In this section, we prove (1.6) in Theorem 1.2. We continue to use the notation Φ(q) = q 1/β (log log q) 1−1/β in this section. 
Proof. By Lemma 2.1 (1) we have
for all q ≥ 1, almost all ω and n with max
N z,ϵ (ω) ≤ Φ(q n ). Therefore the above estimate holds for n ≥ L x,ϵ,1,2,q (ω) by Lemma 2.4 (2). So taking η > 0 large enough and using the Borel-Cantelli Lemma, we have lim sup
We can easily obtain the conclusion from the above inequality. 
holds for any n ≥ M x , where c + is as in Theorem 3.1. The right hand side of the above inequality can be small enough by taking q sufficiently large. So it is enough to show that there exists a positive constant c − independent of q such that the following holds,
We may and do take q ≥ 2. To prove (3.1), let
Let λ > 0 be a small constant so that κλ < 1. By Theorem 3.1 there exists a constant c
for almost all ω and for sufficiently large n. We first note that
We estimate the first term of (3.2). For any n with λΦ(q n ) ≥ N y,ϵ (ω), using (1.2) we have
So for such n and for
, where we can take c 1 , c 2 as the constants which do not depend on q. Therefore for any n with max
.
By Lemma 2.4 (2), max
for sufficiently large n. Thus for
Hence by the second Borel-Cantelli lemma, we have
We thus complete the proof.
By Theorem 2.3, Theorem 3.1 and Theorem 3.2, we complete the proof of (1.6) in Theorem 1.
§ 4. Proof of another LIL
In this section, we prove (1.7) of Theorem 1.2.
Theorem 4.1.
Suppose that Assumption 1.1 holds. Then for almost all ω ∈ Ω there exists c = c(ω) > 0 such that the following holds,
Proof. We follow the strategy in [13] . It is enough to prove that there exist positive constants c 1 , c 2 > 0 such that the following holds,
Indeed, putting n = r β (log log r β ) into (4.2) and using Theorem 2.3, we can easily obtain (4.1). In the following, we use the notation in (2.1).
Lower bound of (4.2); It is enough to show that there exist constants η > 0 and J(ω) > 0 such that
holds for all m ≥ J(ω), since the lower bound of (4.2) follows by (4.3) and the BorelCantelli Lemma.
First, we estimate the left hand side of (4.3) as follows,
where we define
We can easily see 
where we use Corollary 2.2 in the forth inequality. So, it holds that
for any k with max
where we use Lemma 2.1 (1) and Lemma 2.4 (1) in the first inequality. We can easily see
Using the Markov property, (4.5) and (4.6) we have
. By (4.4) and (4.7) we obtain
and thus by the Borel-Cantelli lemma, we obtain the lower bound of (4.3).
Then by Lemma 2.1 (2) and Lemma 2.4 (1), for any k ≥ L x,ϵ,2,1 (ω) we have
Since the right hand side of the above is summable for sufficient large η, by the BorelCantelli lemma we have lim sup
We can easily obtain the upper bound of (4.2) from the above inequality. We thus complete the proof. 
Next we consider the Markov chain on the random environment (called the environment seen from the particle) according to Kipnis and Varadhan [14] .
We can regard this Markov chain {ω n } n≥0 as being defined on X = Ω Z . We define a probability kernel Q :
This is nothing but the transition probability of the Markov chain {ω n } n≥0 .
Next we define the probability measure on (X , X ) as
By the above definition, {τ X ω k ω} k≥0 has the same law in E 0 (P ω 0 (·)) as (ω 0 , ω 1 , · · · ) has in µ, that is,
holds for any B ∈ X .
We need the following theorem to derive Theorem 1.4. Let T : X → X be a shift operator of X , that is, (T ω) n = ω n+1 . 
