Index Calculus for Approximation Methods and Singular Value Decomposition  by Roch, Steffen & Silbermann, Bernd
Ž .JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 225, 401]426 1998
ARTICLE NO. AY986022
Index Calculus for Approximation Methods and
Singular Value Decomposition
Steffen RochU
Technische Uni¤ersitat Darmstadt, Fachbereich Mathematik Schlossgartenstrasse,È
7 D 64 289 Darmstadt, Germany
and
Bernd Silbermann²
Uni¤ersitat Chemnitz-Zwickau, Fakultat fur Mathematik, D-09107 Chemnitz, GermanyÈ È È
Submitted by Wolfgang L. Wendland
Received September 20, 1996
DEDICATED TO PROF. WOLFGANG L. WENDLAND ON THE
OCCASION OF HIS 60TH BIRTHDAY
Ž .We introduce two classes of sequences A of approximation operators,n
Moore]Penrose and Fredholm sequences, which correspond in a sense to normally
solvable and Fredholm operators, respectively. For Moore]Penrose sequences, we
derive a certain qualitative behavior of the singular values of the approximation
operators A , and we describe this behavior quantitatively for Fredholm sequencesn
by defining the a-number and the index of an approximation method. Q 1998
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1. INTRODUCTION
Let H be an infinite-dimensional Hilbert space and let A be a linear
bounded operator on H. With respect to the solvability of the equation
Ž .Ax s y where y g H is given and x g H is looked for , the operator A
can behave well or ill. A bad operator A is, for example, a compact
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operator with infinite-dimensional range, whereas A is rather good if it is
ŽFredholm i.e., its range Im A is closed, and there are finite-dimensional
.subspaces H and H of H such that Ker A s H and Im A [ H s H .0 1 0 1
The best among the good operators are the invertible ones: if A is
invertible, then the equation Ax s y possesses a solution for each right-
hand side, and this solution is unique. At the other end of the scale, the
Žworst good operators are those that are only normally solvable which
Ž .means that Ax s y is solvable if and only if f y s 0 for each f in the
U .kernel of the adjoint operator A .
Good operators are related with some kind of invertibility in CU-alge-
bras. So, the operator A is invertible iff it is invertible as an element of the
Ž .algebra L H of all linear bounded operators on H; it is Fredholm iff it is
Ž . Ž .invertible in L H modulo the ideal K H of the compact operators in
Ž .L H ; and it is normally solvable iff it is Moore]Penrose invertible in
Ž . Ž Ž .L H which means that there is an operator B g L H such that ABA s
.A, BAB s B, and both AB and BA are self-adjoint .
These concepts, circled around exact solvability of the equation Ax s y,
possess analoga for the approximate solvability of this equation by a
certain approximation method. An approximation method for A is a
Ž . Ž . Ž U .sequence A ; L H which, together with its adjoint sequence A ,n n
Ž U . Žconverges strongly to A resp. to A . Strong convergence is synonymous
. Uwith pointwise convergence on H. The relevant C -algebra is the quo-
tient FrG where F is the set of all bounded sequences of operators in
Ž .L H , provided with element-wise operations, an element-wise involution,
and the supremum norm, and G is the set of all sequences in F tending to
zero in the operator norm. The Banach]Steinhaus theorem entails that
every approximation method belongs to F.
The following characterization of applicable approximation methods is
due to Polski and Kozak.
Ž . Ž .THEOREM. Let A ; L H be an approximation method for A gn
Ž . ŽL H . This method applies to the equation Ax s y i.e., the approximate
equations A x s y are uniquely sol¤able for all right-hand sides y and alln n
sufficiently large n, and their solutions x con¤erge in the norm of H to an
. Ž .solution of Ax s y if and only if the coset A q G is in¤ertible in FrG.n
Ž .For bounded not necessarily strongly convergent sequences, this theorem
can be reformulated as follows.
Ž . Ž .THEOREM. Let A ; L H be a bounded sequence. This sequence isn
Žstable i.e., the operators A are in¤ertible for all sufficiently large n, and then
.norms of their in¤erses are uniformly bounded if and only if the coset
Ž .A q G is in¤ertible in FrG.n
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Thus, in a certain sense, invertibility of operators corresponds to stability
of approximation sequences.
Furthermore, it has been proved extremely useful to consider the
Ž . Žinvertibility of a sequence A g F modulo larger ideals I of F, or of an
.subalgebra of F, say A than G. In particular, if I can be lifted in the
w x w x w xsense of 12 , 4 , and 10 , then replacing FrG with ArI can offer the
applicability of local principles to the study of the stability of approxima-
tion methods. This justifies calling sequences that are invertible modulo I
Fredholm sequences.
w x w x w xFinally, as the authors pointed out in 14 , 10 , and 11 , the investiga-
Ž .tion of the Moore]Penrose invertibility of the coset A q G in FrGn
provides new insights, for example, into the asymptotic kernel structure of
Ž .the approximation operators A . Henceforth we refer to a sequence A ,n n
Ž .for which A q G is Moore]Penrose invertible in FrG or, equivalently,n
Ž .for which there is a sequence B g F such thatn
5 5 5 5A B A y A “ 0, B A B y B “ 0,n n n n n n n n
U U
A B y A B “ 0, B A y B A “ 0,Ž . Ž .n n n n n n n n
as a Moore]Penrose sequence.
In the first section of the present paper, we examine Moore]Penrose
Ž .sequences in greater detail. The main result of this section Theorem 4 is
Ž .that whenever A is a Moore]Penrose sequence, the set of the singularn
values of A splits into two parts: one of these parts remains boundedn
away from zero by a positive constant for all n, and the other part tends to
Ž .zero with n going to infinity. Thus, any Moore]Penrose sequence A isn
Ž . Ž .the sum of two sequences, B q G say, where G tends to zero in then n n
operator norm, and where the B are Moore]Penrose invertible withn
uniformly bounded Moore]Penrose inverses. Based on these observations,
Žwe shall define the index of a Fredholm sequence which, of course, is the
analogon of the index ind A s dim Ker A y dim Coker A known from
.operator theory , and we shall exhibit connections between the index of a
Ž .Fredholm sequence A and other aspects of this sequence, in particular,n
the asymptotic distribution of the singular values of the approximation
operators A .n
2. MOORE]PENROSE SEQUENCES
2.1. Moore]Penrose in¤ertibility in CU-algebras
Let B be a CU-algebra with identity. An element a g B is said to be
Moore]Penrose in¤ertible if there is an element b g B such that
U U
aba s a, bab s b , ab s ab, ba s ba. 1Ž . Ž . Ž .
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If a is Moore]Penrose invertible, then there is only one element b
Ž .satisfying 1 . This element is called the Moore]Penrose in¤erse of a and
will be denoted by aq. Furthermore, an element p g B is a projection if it
Ž 2 . Ž U .is idempotent i.e., p s p and self-adjoint i.e., p s p .
The following theorem summarizes equivalent characterizations of
Moore]Penrose invertibility.
THEOREM 1. Let B be a CU-algebra with identity e and a g B. The
following assertions are equi¤alent:
Ž .a a is Moore]Penrose in¤ertible.
Ž . U Ub a a is in¤ertible, or 0 is an isolated point of the spectrum of a a.
Ž . Ž U . Žc There is a projection p in alg a a, e s the smallest closed subalge-
U .bra of B containing both a a and e such that
aUap s 0 and aUa q p is in¤ertible.
Ž .d There is a projection q in B such that
aq s 0 and aUa q q is in¤ertible. 2Ž .
If one of these conditions is fulfilled, then q is uniquely determined, and
y1U Uqa s a a q q a . 3Ž . Ž .
Ž . Ž . Ž . Ž .Proof. The implications a « b and b « c are taken from Propo-
w x Žsition 2 in 10 ; the first of these implications is also more or less
. w x Ž . Ž .implicitly contained in 6 , Theorem 4. For the implication c « d ,
U 5 U 5 5Ž .U Ž .5 5 5 2observe that if a ap s 0, then pa ap s ap ap s ap s 0, too.
Ž . Ž .Finally, the implication d « a can be shown by verifying directly that
q Ž . Ž .the element a defined by 3 satisfies the axioms 1 in place of b. The
proof of the uniqueness of q can most easily be seen by thinking of B as
Ž .an operator algebra. Indeed, then the first condition in 2 says that q is an
orthogonal projection into the kernel of a which, by the second condition,
is onto.
Thus the determination of the Moore]Penrose inverse of a given
Ž U .element a is equivalent to the determination of a projection q in alg a a, e
Ž . #that satisfies 2 . We denote this projection by a . It is easy to see that
# q Ž w x.a s e y a a compare Lemma 5.1 in Section 4.5 of 2 . Let us further
Ž . 5 q5 Ž U .recall that the Kato number k a [ a depends on the spectrum s a a
of aUa as follows:
y1r2U  4k a s min s a a _ 0 . 4Ž . Ž . Ž .Ž .
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Ž . Ž .This is a simple consequence of assertion b and identity 3 of the
preceding theorem, in combination with the Gelfand]Naimark theorem
Ž w x.compare also Theorems 2 and 4 in 6 . Another important consequence
Ž . Uof assertion b is the inverse closedness of C -algebras with respect to the
Moore]Penrose invertibility:
PROPOSITION 1. Let B be a CU-algebra with identity and C be a
CU-subalgebra of B containing the identity. If a g C is Moore]Penrose
in¤ertible in B, then aqg C.
w x w Ž .x ŽFor a proof see 10 , Corollary 1, or 6, 4.8 . When writing the first
w x w xversions of 10 and 11 , we did not know about Harte and Mbekhta's
w x w xpapers 5 , 6 . So we proved Theorem 1 and Proposition 1 ourselves, but
.the priority belongs to Harte and Mbekhta.
2.2. Idempotent lifting
Let F be the concrete CU-algebra of bounded sequences of linear
bounded operators on a Hilbert space H. Theorem 1 associates with each
ŽŽ . .#Moore]Penrose sequence in F a projection A q G in the quotientn
ŽŽ .algebra FrG. We claim that there is a representative of the coset A qn
.# UG that is even a projection in F. Recall that an ideal K of a C -algebra
B is idempotent lifting if, whenever a coset a q K is a projection in BrK,
there is a k g K such that a q k is a projection in B. Thus our claim can
be rephrased as follows:
PROPOSITION 2. The ideal G of F is idempotent lifting.
Observe that ``idempotent lifting'' is not a property of every closed two-
sided ideal of a CU-algebra.
For a proof of Proposition 2 we require that ``almost projections'' be
approximated by projections. To be precise:
PROPOSITION 3. Let B be a CU-algebra with identity, and let a g B be a
5 2 5 Ž .self-adjoint element with a y a - 1r4 an ``almost projection'' . Then
there is a self-adjoint element g of B such that a q g is a projection, and
5 5 5 2 5g F 2 a y a .
w xSee 16, Lemma 5.1.6 for a proof.
Ž .Proof of Proposition 2. Let A q G be a projection in FrG. Sincen
every self-adjoint coset contains a self-adjoint representative, we can
Ž .suppose without loss that A g F is self-adjoint. Hence,n
U 5 2 5A s A for all n , and A y A “ 0. 5Ž .n n n n
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For sufficiently large n, say n G n , Proposition 3 involves the existence of0
Ž . 5 5operators G g L H such that A q G is a projection and G Fn n n n
5 2 52 A y A . Set G s yA for n - n . Then A q G is a projection forn n n n 0 n n
Ž . Ž .all n, and the sequence A q G is a projection in F. Moreover, An n n
Ž .and A q G belong to the same coset modulo G because ofn n
5 5 5 2 5G - 2 A y A “ 0n n n
Ž .because of 5 .
Ž .Assertion d of Theorem 1 and Proposition 2 combine to give the
following characterization of Moore]Penrose invertible sequences.
Ž .THEOREM 2. A sequence A g F is a Moore]Penrose sequence if andn
Ž .only if there is a sequence P of projections on H such thatn
5 5 UA P “ 0 and the sequence A A q P is stable.Ž .n n n n n
Ž . ŽŽ UThe sequence P is unique modulo G, and the sequence A A qn n n
.y1 U . ŽŽ . .qP A belongs to the coset A q G .n n n
The solution of the idempotent lifting problem is not unique in general.
2 Ž .To give an example, choose H s C and define P and G in L H sn
C2=2 by
1 1 1
y 1 y( ž /n n n1 0P s , G s .nž /0 0 1 1 1
1 y 0( ž /n n n
Ž . Ž .The sequences P and P q G are projections in F, and both sequencesn
belong to the same coset modulo G.
Ž . Ž .If A is a Moore]Penrose sequence, then we write P A for then n
Ž . ŽŽ . .#nonempty set of all projections in the coset A q G .n
2.3. Diagonalization
Ž .Let again A g F be a Moore]Penrose sequence. Our next goal is ton
Ž . Ž .verify the existence of a sequence P g P A such that the operatorsn n
AU A and P commute and, hence, can be diagonalized simultaneously.n n n
Ž .THEOREM 3. If A g F is a Moore]Penrose sequence, then there is an
Ž . Ž . Ž U .sequence P in P A such that P g alg A A , I for all n. Then n n LŽH . n n
Ž . Ž 1 . Ž 2 . Ž .sequence P is unique in the following sense: If P , P g P A andn n n n
1 2 Ž U . 1 2P , P g alg A A , I for all n, then P s P for all sufficientlyn n LŽH . n n n n
large n.
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Ž . Ž . Ž . ŽŽ .Proof. Let P be a sequence in P A . Then P q G s A qn n n n
.#G , and Theorem 1 entails that
P q G g alg AU A q G , I q G .Ž . Ž . Ž .Ž .n F r G n n
Thus there are polynomials Q , Q , . . . such that1 2
UQ A A q G y P q G “ 0 as k “ ‘.Ž . Ž .Ž . Ž .k n n n F r G
Ž .A little thought reveals that the norm of a coset B q G in FrG is givenn
5Ž . 5 5 5by B q G s lim sup B . Hence,n n“‘ n
Ulim lim sup Q A A y P s 0,Ž .k n n n
k“‘ n“‘
and because of
U Udist P , alg A A , I F Q A A y P ,Ž . Ž .Ž .LŽH . n n n k n n n
this implies that
lim dist P , alg AU A , I s 0.Ž .Ž .LŽH . n n n
n“‘
Ž Ž U .. Ž U .Let « [ dist P , alg A A , I , and choose operators B in alg A A , In n n n n n n
5 5such that P y B - 2« . We can suppose without loss that the B aren n n n
5 5 5 U 5self-adjoint. Indeed, if P y B - 2« , then P y B - 2« , too, andn n n n n n
consequently,
UB q B 1n n U5 5P y s 2 P y B y Bn n n n2 2
1
U5 5 5 5F P y B q P y B - 2« ,Ž .n n n n n2
Ž U .where now B q B r2 is self-adjoint. Moreover,n n
22B y B s P B y P q B y P P q B y P y B y P ,Ž . Ž . Ž . Ž .n n n n n n n n n n n n
whence follows
5 2 5 5 5 5 5 2 2B y B F 3 B y P q B y P - 6« q 4« .n n n n n n n n
Now choose n so that 6« q 4« 2 - 1r4 for all n G n . Then B is an0 n n 0 n
almost projection for n G n , and Proposition 3 involves the existence of0
Ž U .operators G in alg A A , I for which B q G is a projection inn n n n n
Ž U .alg A A , I , andn n
5 5 5 2 5 2G F 2 B y B - 12« q 8« .n n n n n
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Ž .Set P [ I for n - n and P s B q G for n G n . The sequence Pn 0 n n n 0 n
is a projection in F, and from
5 5 5 5 5 5 2P y P F P y B q G F 14« q 8« ,n n n n n n n
Ž . Ž .which holds for all n G n , we conclude that P and P belong to the0 n n
Ž . Ž .same coset modulo G. Hence, P g P A .n n
Ž 1 . Ž 2 . Ž . 1 2For the proof of the uniqueness, let P , P g P A and P , P gn n n n n
Ž U . 1 2alg A A , I for all n. Then P and P commute, and the Gelfand]n n n n
Ž 1 2 . 5 1 2 5Naimark theorem, applied to alg P , P , I , shows that either P y Pn n n n
5 1 2 5 5 1 2 5s 0 or P y P s 1. Since P y P “ 0 as n “ ‘, this implies thatn n n n
1 25 5P y P s 0 for all sufficiently large n.n n
Ž . Ž . Ž . Ž .Let SP A denote the nonempty set of all sequences P in P An n n
Ž U .such that P g alg A A , I .n n n
2.4. Asymptotic beha¤ior of s-numbers
Ž .Now we shall point out how the property of a sequence A of beingn
Moore]Penrose is reflected by the asymptotic behavior of the s-numbers
of the operators A . This result is a key observation for what follows.n
Ž .THEOREM 4. A sequence A g F is Moore]Penrose if and only if theren
are nonnegati¤e numbers c and d with c “ 0 as n “ ‘ and d ) 0 suchn n
that
U w x w xs A A : 0, c j d , ‘ 6Ž . Ž .n n n
for all sufficiently large n.
Ž . Ž .Proof. First suppose A to be a Moore]Penrose sequence. Let Pn n
Ž . 5 U 5g SP A . Then, by Theorem 2, A A P “ 0 as n “ ‘, and then n n n
Ž U .sequence A A q P is stable. Choose a number d withn n n
1 y1 y1U U) lim sup A A q P s A A q P q G ,Ž . Ž .Ž .L Hn n n n n n F r Gd n“‘
5 U 5set c [ A A P , and let n be a number such thatn n n n 0
y1UA A q P - 1rd for all n G n , 7Ž . Ž .Ž .L Hn n n 0
and c - d for all n G n .n 0
Ž U .Fix an n G n , and consider the algebra alg A A , I . By the0 LŽH . n n
Gelfand]Naimark theorem, this algebra is isometrically isomorphic to
Ž Ž U .. UC s A A , and the Gelfand transform maps A A into the identicaln n n n
Ž .mapping x ‹ x and P into a function x ‹ p x , which is a projectionn n
again and thus can take the values 0 and 1 only.
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Ž .Inequality 7 involves that
x q p x ) d for all x g s AU A ,Ž . Ž .n n n
whereas the choice of the c implies thatn
xp x F c for all x g s AU A .Ž . Ž .n n n n
Ž .This shows that if x F d, then necessarily p x s 1, whereas if x ) c ,n n
Ž . Ž . Ž U . Žthen p x s 0. Consequently, c , d l s A A s B otherwise, pn n n n n
Ž . .would take two values at each point of c , d because if c - d , whichn n
proves the first direction.
Ž .For the reverse implication, suppose that A is a bounded sequencen
and that c and d are nonnegative numbers with c “ 0 and d ) 0 suchn n
Ž .that 6 holds for all sufficiently large n. Choose n so that c - d and that0 n
Ž .6 holds for all n G n , and fix an n G n . Again we represent0 0
Ž U . Ž U .alg A A , I as the algebra of all continuous functions on s A A . Ourn n n n
assumptions guarantee that the function
U w x1 if x g s A A l 0, c ,Ž .n n n
p x s 8Ž . Ž .Un ½ 0 if x g s A A l d , ‘ ,Ž . .n n
Ž U .is continuous on s A A . Moreover, it is easy to see thatn n
xp x F c for all x g s AU A 9Ž . Ž . Ž .n n n n
and
 4 Ux q p x G max 1, d for all x g s A A . 10Ž . Ž . Ž .n n n
Ž U .Let P g alg A A , I denote the preimage of p under the Gelfandn n n n
5 U 5 Ž .transform. Clearly, P is a projection, A A P F c “ 0 by 9 , andn n n n n
U 5Ž U .y1 5  4A A q P is an invertible operator with A A q P F min 1, 1rdn n n n n n
Ž . Ž .by 10 . If we set P s 0 for n - n , then the sequence P becomes an 0 n
Ž .projection in F, and Theorem 2 tells us that A is a Moore]Penrosen
sequence.
Of course, the assertion of the preceding theorem remains valid without
U Ž .further changes if the spectrum of A A is replaced with the set s An n 2 n
of the singular values of A .n
2.5. Exact Moore]Penrose sequences and regularization
Ž .A sequence A g F will be called an exact Moore]Penrose sequence ifn
there is an n such that the operators A are Moore]Penrose invertible0 n
5 q5 Ž .for all n G n and if sup A - ‘. Clearly, if A is an exact0 nG n n n0
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Ž .Moore]Penrose sequence, then the sequence B withn
I if n - n ,0B [ qn ½ A if n G n ,n 0
Ž .satisfies together with A the conditionsn
5 5 5 5A B A y A “ 0, B A B y B “ 0,n n n n n n n n
U U
A B y A B “ 0, B A y B A “ 0,Ž . Ž .n n n n n n n n
Ž .and, thus, A is a Moore]Penrose sequence.n
ŽA typical example for an exact Moore]Penrose sequence is the con-
. Ž .stant sequence A wheren
A s diag 0, 1, 1, . . . g L l 2 ,Ž . Ž .n
Ž .whereas the sequence B withn
B s diag 1rn , 1, 1, . . . g L l 2Ž . Ž .n
Ž 5 q5 .is Moore]Penrose, but not exactly Moore]Penrose since B s n “ ‘ ,n
Ž .and, by the way, even the sequence C given byn
C s diag 1rn , 2rn, . . . , n y 1 rn , 1, 1, . . . g L l 2Ž . Ž .Ž .n
Ž .is not Moore]Penrose compare Theorem 4 .
Ž .THEOREM 5. A sequence A g F is Moore]Penrose if and only if it isn
the sum of an exact Moore]Penrose sequence and a sequence tending to zero
in the norm.
Ž . Ž .Proof. Let B be an exact Moore]Penrose sequence and G g G.n n
Ž .Then, as we have just checked, B is a Moore]Penrose sequence, i.e., then
Ž .coset B q G is Moore]Penrose invertible in FrG. This evidently in-n
Ž .volves that A q G, where A s B q G , is also Moore]Penrose in-n n n n
vertible in FrG.
Ž .For the reverse implication, let A be a Moore]Penrose sequence andn
Ž . Ž . Ž .P g SP A . Define G [ A P and B [ A I y P . Then A sn n n n n n n n n
Ž . Ž .B q G and, by Theorem 2, the sequence G is in G. We claim that Bn n n n
is an exact Moore]Penrose sequence. Let c , d be positive numbers withn
Ž .c “ 0 such that 6 holds, and choose n large enough such that c - d.n n
Ž . Ž . U ŽFrom 8 we conclude that the spectrum of P q I y P A A I yn n n n
. w .  4P is a subset of d, ‘ j 1 and, hence, that 0 is an isolated point in then
U Ž . U Ž .spectrum of B B s I y P A A I y P in the case where P / 0n n n n n n n
and that B is even invertible in case P s 0. Thus, in any case, B is an n n
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Ž . Ž .Moore]Penrose invertible operator, and from 4 we get that k B -n
q' Ž .1r d , whence the boundedness of the sequence B follows.n
Let us make these assertions more explicit. For this goal, we suppose
Ž . Ž .A to be a matrix sequence. A sequence A of operators on a Hilbertn n
space H is called a matrix sequence if there are orthogonal projections Rn
Ž .from H onto n-dimensional subspaces of H, and operators B g L H ,n
Ž .such that A s R B R q I y R for all n. For convenience, we abbre-n n n n n
viate R B R by A again and think of A as a matrix in C n=n.n n n n n
It is well known and easy to see that the matrices AU A and A AU aren n n n
unitarily equivalent. Indeed, let A s Q W be the polar decompositionn n n
of A , i.e., W is a unitary matrix, and the nonnegative matrix Q is equaln n n
Ž U .1r2 Ž w x.to A A compare 7.3.3. in 8 . Then we haven n
UU U U UA A s Q W Q W s W Q Q W s W A A W .Ž . Ž .n n n n n n n n n n n n n n
But the eigenvalues of unitarily equivalent matrices coincide, and identical
eigenvalues have the same multiplicity. Hence, there are unitary matrices
U and V as well as a nonnegative diagonal matrix D such thatn n n
AU A s V D V U and A AU s U D UU .n n n n n n n n n n
Ž . 1r2Let S s diag s , . . . , s be the diagonal matrix D . Thenn 1n nn n
A s U S V U and AU s V S UUn n n n n n n n
are the singular value decompositions of A and AU , respectively. Fur-n n
thermore, if t is any positive number less than the number d in Theorem
Ž .4, and if P [ diag p , . . . , p withn, t 1nt nnt
0 if s - t ,inp sint ½ 1 if s G t ,in
Ž . Uthen the sequence P of projections P [ V P V belongs ton, t n, t n n, t n
Ž .SP A . Theorem 5 and its proof entail that the regularized approximationn
operators A [ A P s U S P V U are Moore]Penrose invertiblen, t n n, t n n n, t n
q Ž .q Uand that the norms of their Moore]Penrose inverses A s V S P Un, t n n n n
are uniformly bounded. Consequently, whereas the sequence of the condi-
5 5 5 q5tion numbers A A of a Moore]Penrose sequence can be un-n n
5 5 5 q 5bounded, the generalized condition numbers A A of the regular-n, t n, t
Ž .ized sequence A are uniformly bounded. For more details concerningn, t
w x w xill-conditioned equations and their regularization, see 3 and 7 .
A sufficient condition for the Moore]Penrose property of a sequence is
its Fredholmness, which we are going to introduce now.
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3. FREDHOLM SEQUENCES
3.1. Algebras with a sufficient set of lifting homomorphisms
w x w xIn 4 and 10 , the authors proposed a general scheme for studying the
stability of approximation sequences, which we recall here in a more
special form.
Let T be an arbitrary set of subscripts and suppose that, for all t g T ,
Ž t .there is a sequence E of unitary operators on H with inversesn nG 0
Ž t .y1 Ž t .U tE s E \ E such that the following separation condition holds:n n yn
s tE E 0 weakly as n “ ‘. 11Ž .yn n
T Ž .Let F stand for the set of all sequences A g F for which the strongn
limits
Ut t t ts-lim E A E and s-lim E A EŽ .yn n n yn n n
T Ž . Ž .exist for all t g T , and define mappings W : F “ L H by W : A ‹t t n
s-lim Et A Et . The set F T is a CU-subalgebra of F, and the W areyn n n t
U-homomorphisms.
Ž .The separation condition 11 entails that, for every t g T and every
Ž t t . Tcompact operator K , the sequence E K E belongs to the algebra F ,t n t yn
and that
K if s s t ,tt tW E K E s 12Ž .Ž .s n t yn ½ 0 if s / t .
Ž .Conversely, one can show that equality 12 implies the separation condi-
tion. Let I T stand for the smallest closed two-sided U-ideal of F T that
Ž t t .contains all sequences of the form E K E , where t g T and K runsn t yn t
through the compact operators on H, and which also includes the ideal G.
Ž . Ž . TTHEOREM 6 Lifting theorem . Let A belong to the algebra F . Thisn
Ž . Žsequence is stable if and only if all operators W A , t g T , are in¤ertible int n
Ž .. Ž . T ŽL H , and if the coset A q I is in¤ertible in the quotient algebran
T T .F rI .
In case T s B, one has F T s F and I T s G, and this specification just
yields the theorems from the introduction.
Now suppose A to be a subalgebra of F T, which contains I T, and for
Ž .which W is a sufficient family of homomorphisms, i.e., whenevert t g T
Ž . Ž . Ž .A g A and all operators W A are Fredholm, then the coset A qn t n n
T T T Ž T TI is invertible in F rI or in A rI , which is the same, because of
U .the inverse closedness of C -algebras .
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For an equivalent formulation of this fact, let BT refer to the CU-alge-
Ž .bra with pointwise operations, pointwise involution, and supremum norm
Ž . T Ž .of all functions on T with values in L H , and let S A denote the
smallest closed subalgebra of BT that contains all functions
t ‹ W A with A g A. 13Ž . Ž . Ž .t n n
T Ž . U T Ž .Obviously, S A is a C -subalgebra of B . The function 13 is called
Ž . Ž .the symbol of the sequence A and will be denoted by smb A .n n
Ž . Ž .THEOREM 7 Representation theorem . Let W be a sufficientt t g T
family of homomorphisms for the algebra A ; F T. Then the quotient algebra
U T Ž .ArG is isometrically -isomorphic to the symbol algebra S A , and the
Ž . Ž .isomorphism sends the coset A q G into the function smb A .n n
Note that the isomorphism in this theorem is correctly defined, since
G : Ker W for all t g T. All needed proofs are either straightforward ort
w x w x Žcan be found, e.g., in Chapter 1 of 4 , or in 10 observe that the
w x.homomorphisms W are lifting in sense of 10 .t
Ž .Here we present a concrete and, perhaps, the standard example where
all of the assumptions we made are satisfied.
The example concerns the finite section method for Toeplitz operators.
Ž . ‘Ž .The Toeplitz operator T a with generating function a g L T is the
2Ž q. Ž .‘operator on l Z with matrix representation a with respect toiy j i, js0
2Ž q.the standard basis of l Z , where a refers to the k th Fourier coeffi-k
cient of a. In what follows we suppose a to be a piecewise continuous
function, i.e., a function possessing one-sided finite limits at each point of
the unit circle T. For the finite section method, one replaces the operator
Ž . Ž .equation T a u s f with the matrix equations P T a P u s P f , wheren n n n
P is the projection operator,n
P : l 2 Zq “ l 2 Zq , x , x , . . . ‹ x , x , . . . , x , 0, 0, . . . ,Ž . Ž . Ž . Ž .n 0 1 0 1 ny1
and where u is sought in Im P . What one is interested in is the stabilityn n
Ž Ž . .of the sequence P T a P .n n
To get approximation operators that fit our scheme, it is more conve-
2Ž .nient to think of all operators as acting on the Hilbert space l Z of
two-sided sequences. Thus, we define projections R byn
R : l 2 Z “ l 2 Z , x ‹ . . . , 0, 0, x , x , . . . , x , 0, 0, . . . ,Ž . Ž . Ž . Ž .n k 0 1 ny1kgZ
with x standing at the 0th position again, set Q [ I y R , and consider0 n n
Ž Ž .the approximation equations in an equivalent form, namely, R T a R qn n
. 2Ž .Q u s f with u being sought in l Z now.n n n
ROCH AND SILBERMANN414
Ž Ž . . TThe sequence R T a R q Q belongs to an algebra of the form F .n n n
To specify this algebra, introduce operators S byn
S : l 2 Z “ l 2 Z , x ‹ . . . , 0, 0, x , x , . . . , x , 0, 0, . . . ,Ž . Ž . Ž . Ž .n k ny1 ny2 0kgZ
 4with x standing at the 0th position now, choose T s 0, 1 , and defineny1
T 2Ž .the algebra F with respect to the Hilbert space l Z and to the strong
limits
W A s s-lim A and W A s s-lim S q Q A S q QŽ . Ž . Ž . Ž .0 n n 1 n n n n n n
Ž 0 0 1 1 .that is, E s E s I and E s E s S q Q . One can show that alln yn n yn n n
Ž Ž . . Tsequences R T a R q Q belong to F , and thatn n n
W 0 R T a R q Q s PT a P q I y PŽ . Ž . Ž .Ž .n n n
and
W 1 R T a R q Q s PT a P q I y P ,Ž . Ž . Ž .Ž . Än n n
Ž . Ž . 2Ž .where a t s a 1rt and P is the orthogonal projection from l Z ontoÄ
2Ž q. Ž 2Ž . .l Z considered as a subspace of l Z in a natural way .
Let A stand for the smallest closed subalgebra of F T that contains all
Ž Ž . .sequences R T a R q Q , where a is piecewise continuous, as well asn n n
the ideal G.
THEOREM 8. The algebra A is a U-subalgebra of F T that contains the
T  4ideal I , and W , W is a sufficient family of homomorphisms for this0 1
algebra.
w x w x w xFor a proof see 12 and 13 and Sections 1.5 and 3.2 in 4 . Lots of other
w x w x w xnontrivial examples can be found in 4 , 10 , and 11 .
3.2. Fredholm sequences and their indices
In what follows we always suppose A to be a fixed algebra of approxima-
tion sequences that is a U-subalgebra of F T and contains the ideal I T for
Ž .some T , and for which W is a sufficient family of homomorphisms. Ift t g T
Ž . TA g A is a sequence that is invertible modulo the ideal I , then it isn
Ž .easy to see that all operators W A are Fredholm. But, as it was provedt n
w xin 10 as a consequence of the separation condition, much more is true:
Ž .There can be only finitely many operators among the W A that are nott n
invertible! Hence, the following definition is correct.
Ž .DEFINITION. A sequence A g A is called Fredholm if it is invertiblen
modulo the ideal I T. The a-number and the index of a Fredholm
Ž .sequence A are defined byn
U
a A [ dim Ker W A and ind A [ a A y a A ,Ž . Ž . Ž . Ž . Ž .Ž .Ýn t n n n n
tgT
respectively.
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Ž .The sum is finite, since only finitely many of the summands dim Ker W At n
are not zero. Moreover, the adjoint of a Fredholm sequence is Fredholm
again, and thus the index is a finite integer.
The so-defined index of a sequence has all the properties of the usual
index of operators. Here we list a few of them.
Ž .PROPOSITION 4. Let A g A be a Fredholm sequence. Thenn
Ž . Ž . Ža ind A is stable under small perturbations with respect to then
.norm in A .
Ž . Ž . Tb ind A is stable under perturbations from the ideal I .n
Ž . Ž .U Ž .c ind A s yind A .n n
Ž . Ž . Ž .d If B g A is a Fredholm sequence too, then A B is also an n n
Fredholm sequence, and
ind A B s ind A q ind B .Ž . Ž . Ž .n n n n
Proof. The proof follows easily from the identity
Uind A s dim Ker W A y dim Ker W AŽ . Ž . Ž .Ý Ýn t n t n
tgT tgT
s ind W AŽ .Ý t n
tgT
Žand from the well-known properties stability under small and compact
.perturbations, index of the adjoint operator, Atkinson's theorem of the
operator index.
ŽIn the remaining part of the paper we shall point out and make the
.definitions significant in this way how the a-number of a Fredholm
sequence is related to the distribution of the singular values of the
approximation operators A .n
3.3. Distribution of the singular ¤alues
If A is, as in the preceding subsection, an algebra with a sufficient
family of homomorphisms, then every Fredholm sequence in A is also a
Ž w x .Moore]Penrose sequence see 10 , part 4 of the lifting theorem . Thus, if
Ž . Ž . Ž .A g A is Fredholm, then the set SP A is not empty Theorem 3 ,n n
and there are nonnegative numbers c , d with c “ 0 and d ) 0 such thatn n
U w x w xs A A : 0, c j d , ‘Ž .n n n
Ž .for all sufficiently large n Theorem 4 . The following theorem relates
Ž . Ž .a A to an ``inner'' property of the sequence A . We quote twon n
Žversions of this result: one for the general setting, and one for the case of
.particular practical interest of matrix sequences.
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THEOREM 9. Let A be an algebra with a sufficient family of homomor-
Ž . Ž . Ž .phisms and A be a Fredholm sequence in A, and let P g SP A .n n n
Ž . Ž .a Then dim Im P s a A for all sufficiently large n.n n
Ž .b If the numbers c , d are as abo¤e, and if n is large enough, then then
U w xnumber of eigen¤alues of A A in 0, c , counted with respect to theirn n n
Ž .multiplicity, is independent of n, and this number is just a A .n
The proof of this theorem will be given in the following subsections.
3.4. A distinguished element and its range dimension
Ž . Ž .Let A g A be a Fredholm sequence. Then all operators W A aren t n
Ž .Fredholm, and their kernels Ker W A are finite-dimensional. Moreovert n
Ž .compare the remark before the definition of the index , only finitely many
of these kernels can possess a positive dimension. Hence, the sequence
Ž . Ž Ž ..V s V A given byn n n
V s Et P Et , 14Ž .Ýn n Ker W Ž A . ynt n
tgT
where P refers to the orthogonal projection from the Hilbert space HM
onto its closed subspace M, is correctly defined, and it belongs to the ideal
T Ž .I and, thus, to the algebra A. It is easy to check that the coset V qn
ŽŽ . .#G coincides with A q G , but, in general, the V need not to ben n
projections.
Ž . Ž .THEOREM 10. Let A g A be a Fredholm sequence, and define Vn n
Ž .by 14 . Then, for all sufficiently large n,
Ž . Ž t t .a the operators V are in¤ertible on Ý Im E P E .n t g T n Ker W Ž A . ynt n
Ž . Ž t t .b Im V s Ý Im E P E .n t g T n Ker W Ž A . ynt n
Ž . Ž .c dim Im V s Ý dim Im P s a A .n t g T Ker W Ž A . nt n
We prepare the proof by the following two propositions.
PROPOSITION 5. Let T X be a finite subset of T and suppose that, for all
Ž .t g T , there is gi¤en a compact hence, finite rank projection P such thatt
P s 0 whene¤er t g T _ T X. Then, for all s g T and for all sufficientlyt
large n,
s s t t  4Im E P E l Im E P E s 0 .Ýn s yn n t ynž /
tgT , t/s
Proof. Suppose there are an s g T and an infinite subset NX of the
natural numbers N such that
s s t t  4 XIm E P E l Im E P E / 0 for all n g N .Ýn s yn n t ynž /
tgT , t/s
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Then, evidently, P / 0, and we can choose vectors ¤ t g Im P for alls n t
t g T and n g NX such that
Es¤ s q Et¤ t s 0 15Ž .Ýn n n n
tgT , t/s
and
¤ s / 0. 16Ž .n
Now we pick an sX g T and an infinite subset NY of NX such that
5 s
X
5 5 t 5 Y¤ G ¤ for all t g T and n g N .n n
t Ž .This is possible because of ¤ s 0 for all but finitely many t, and from 16n
sX t t 5 s
X
5 Ywe conclude that ¤ / 0. Set w [ ¤ r ¤ for all t g T and n g N .n n n n
Ž .Then equality 15 can be rearranged as
Es
X
w s
X
q Et w t s 0,Ýn n n n
XtgT , t/s
or, equivalently,
w s
X
s y Es
X
Et w t 17Ž .Ýn yn n n
XtgT , t/s
5 s
X
5 s
X Ž t .where w s 1. The choice of ¤ guarantees that every sequence wn n n
Ž .lies in the compact unit ball of Im P . Hence, for each t g T , there aret
an infinite subset NZ of NY and an element w t in the unit ball of Im Pt
such that
w t “ w t for n “ ‘, n g NZ .n
Moreover, since P s 0 for all t g T _ T X, one can choose NZ indepen-t
Ž .dently of t. So, we conclude from 17 that
w s
X
s y Es
X
Et w t q c for all n g NZ , 18Ž .Ýn yn n n
XtgT , t/s
Ž .where c tends to 0 in the norm of H. The separation condition 11n
Ž .entails that the right-hand side of 18 converges weakly to 0, which implies
that the vectors w s
X
converge weakly to 0, too. But the w s
X
belong to then n
finite-dimensional space Im P X , and weakly convergent sequences ins
5 s
X
5finite-dimensional spaces are norm-convergent. Thus, w “ 0, whichnXscontradicts our choice of ¤ .n
PROPOSITION 6. Let T X be a finite subset of T and suppose that, for all
t g T , there are gi¤en compact projections P such that P s 0 whene¤ert t
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t g T _ T X and that
 4Im P l Im P s 0 19Ž .Ýs tž /
tgT , t/s
for all s g T. Then the operator Ý P , thought of as acting on the spacet g T t
Ý Im P , is in¤ertible.t g T t
Proof. Let us first remark that the operator ÝP is correctly defined,t
Ž .and that Ý Im P is a finite-dimensional hence, closed subspace of H.t
Since Im ÝP : Ý Im P , it remains to show that the operator ÝP ist t t
injective on Ý Im P .t
Let w g Ý Im P be a vector with ÝP w s 0, and define ¤ [ P w fort t s s
each s g T. Then Ý P w s y¤ and, consequently, ¤ g Im P andt / s t s s s
Ž . Ž .¤ g Im Ý P : Ý Im P . By our assumption 19 , we have ¤ ss t / s t t / s t s
Ž .HP w s 0 for all s and, thus, w g F Ker P . From Ker P s Im P wes sg T s s s
conclude that w is orthogonal to each of the spaces Im P and, hence, tos
the whole space Ý Im P . Thus, w s 0.sg T s
Ž .Proof of Theorem 10. Let A g A be a Fredholm sequence. Then, asn
we have already remarked at the beginning of Section 3.2, the projections
Et P Et satisfy the assumptions of Proposition 5 in place of then Ker W Ž A . ynt n
P . Hence, Proposition 6 applies to the operators V s ÝEt P Et ,t n n Ker W Ž A . ynt n
Ž t t .and it yields that the V are invertible on Ý Im E P E for alln n Ker W Ž A . ynt n
Ž t t .sufficiently large n. Hence, Im V s Ý Im E P E , and thisn n Ker W Ž A . ynt n
equality implies that
dim Im V s dim Im Et P EtÝ Ž .ž /n n Ker W Ž A . ynt n
s dim Im Et P Et by Proposition 5Ž .Ý Ž .n Ker W Ž A . ynt n
s dim Ker W A s a A .Ž . Ž .Ý t n n
3.5. Upper estimates
Ž .Let A be a Fredholm sequence. To prove Theorem 9, we have ton
verify, by Theorem 10, that
dim Im P s dim ImVn n
Ž . Ž .for all sufficiently large n, where P is a sequence in SP A and V isn n n
Ž .defined in 14 . The upper estimate dim ImP F dim ImV is a conse-n n
quence of the following proposition.
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Ž . Ž .PROPOSITION 7. Let A g F, P g F be a sequence of finite-dimen-n n
sional projections such that
5 U 5A A P “ 0 as n “ ‘,n n n
Ž .and let R g F be a sequence of operators of finite rank such that then
Ž U .sequence A A q R is stable. Then, for all sufficiently large n,n n n
dim Im P F dim Im R .n n
Proof. Suppose there is an infinite subset NX of N such that
dim Im P ) dim Im R for all n g NX .n n
For n g NX, consider R as an operator, acting from Im P into Im R . Byn n n
<our assumption R acts from a space with finite dimension into aIm Pn n
space with smaller dimension; hence,
<dim Ker R ) 0.Ž .Im Pn n
5 5Thus, we can choose vectors ¤ g Im P with ¤ s 1 and R ¤ s 0.n n n n n
Ž . Ž U .Furthermore, let B g F be a sequence such that B A A q R s In n n n n
Ž Ž U .for all sufficiently large n this sequence exists, since A A q R wasn n n
. X Ž Usupposed to be stable . For all sufficiently large n g N , we get B A An n n
. Uq R ¤ s ¤ and, consequently, B A A ¤ s ¤ . Since ¤ g Im P , thisn n n n n n n n n n
shows that
B AU A P ¤ s ¤ for all sufficiently large n g NX . 20Ž .n n n n n n
Ž . Ž . Ž U .The sequences B and ¤ are bounded, and A A P is a sequencen n n n n
Ž .tending to zero in the norm. Hence, the left-hand side of 20 tends to
zero, whereas the right-hand side of this equality has norm 1 for all n. This
contradiction proves the assertion.
Applying this proposition with P and V in place of P and R ,n n n n
respectively, we get:
Ž . Ž .COROLLARY 1. Let A g A be a Fredholm sequence, and let P gn n
Ž . Ž .SP A and V be defined by 14 . Then, for all sufficiently large n,n n
dim Im P F dim Im V .n n
3.6. Lower estimates
The proof of the lower estimate dim Im P G dim Im V will be pre-n n
pared by some propositions.
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PROPOSITION 8. Let M and N be finite-dimensional and non-zero sub-
 4 Žspaces of a Banach space X with M l N s 0 , and let P be the in general,
.nonorthogonal projection from M q N onto M parallel to N. Then,
1
5 5P s ,
dist B M , NŽ .Ž .1
Ž .  5 5 4where B M s m g M, m s 1 denotes the unit sphere in M.1
Proof. Every element of M q N can be uniquely written as m q n
where m g M and n g N, and the projection P maps m q n onto the
first component m of this sum. Hence,
5 5 5 5m m
5 5P s sup s sup . 21Ž .
5 5 5 5m q n m q nmgM , ngN mgM , ngN
mqn/0 m/0
For the latter identity observe that the second supremum is taken over a
smaller set than the first one. If the first supremum would be strictly larger
than the second one, then there would exist elements m g M and n g N0 0
with m q n / 0 such that0 0
5 5 5 5m m0
) sup . 22Ž .
5 5 5 5m q n m q nmgM , ngN0 0
m/0
Evidently, this cannot hold for an m / 0. Hence, m s 0, which is a0 0
Ž . Ž .contradiction to 22 . Thus, 21 holds, and from this equality we conclude
that
1 1 1
5 5P s sup s s .
5 5 5 5m q n inf m y n dist B M , NŽ .Ž .Ž . mg B ŽM . , ng N 1mgB M 11
ngN
Now return to the case where X \ H is a Hilbert space. The following
Ž .proposition relates the norm of the not necessarily orthogonal projection
P from M q N onto M parallel to N with the norm of the orthogonal
projections P and P from H onto M and N, respectively.M N
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PROPOSITION 9. Let X \ H be a Hilbert space. Let M, N, and P be as in
5 5Proposition 8, and assume that P P - 1. Then,M N
1
5 5P F .
25 5'1 y P PM N
Ž .Proof. Let ?, ? refer to the inner product in H. For all m g M s
Im P and n g N s Im P , one hasM N
5 5 2m y n s P m y P n , P m y P nŽ .M N M N
5 5 2 5 5 2s m q n y P P n , m y m , P P n ,Ž . Ž .M N M N
and the Cauchy]Schwarz inequality involves
5 5 2 5 5 2 5 5 2 5 5 5 5 5 5m y n G m q n y 2 P P m n .M N
Ž . 5 5If, in particular, m g B M , i.e., m s 1, then we have1
5 5 2 5 5 2 5 5 5 5m y n G 1 q n y 2 P P nM N
2 25 5 5 5 5 5s P P y n q 1 y P PŽ .M N M N
5 5 2G 1 y P PM N
Ž Ž . .2 5 5 2for all n g N. Consequently, dist B M , N G 1 y P P , and Propo-1 M N
sition 8 yields the assertion.
Ž . Ž .COROLLARY 2. Let M and N be sequences of finite-dimensionaln n
 4subspaces of a Hilbert space with M l N s 0 for all sufficiently large nn n
5 5 Ž .and P P “ 0. Then the norm of the in general, nonorthogonal projec-M Nn n
tion from M q N onto M parallel to N is less than 2 if only n isn n n n
sufficiently large.
The proof follows immediately from the preceding proposition. Corollary 2
can be generalized to finitely many sequences of subspaces.
COROLLARY 3. Let T X be a finite subset of T and suppose that, for all
Ž t.t g T , there is gi¤en a sequence M of finite-dimensional subspaces of an
t  4 XHilbert space such that M s 0 whene¤er t g T _ T , and thatn
s t  4M l M s 0 23Ž .Ýn n
t/s
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for all sufficiently large n, and
5 5s tP ? P “ 0 as n “ ‘ 24Ž .M Ý Mn t / s n
Ž .for all s g T. Then the norm of the in general, nonorthogonal projection
from Ý M t onto M s parallel to Ý M t is less than 2 if only n is sufficientlyt n n t / s n
large.
s t ŽFor a proof, apply Corollary 2 with M s M and N s Ý M observen n n t / s n
that all occurring sums of subspaces are well defined because of our
.assumptions .
Ž . Ž . Ž .PROPOSITION 10. Let M , N , and T be sequences of finite-dimen-n n n
sional subspaces of a Hilbert space satisfying
 4M l N q T s N l M q T s T l M q N s 0 25Ž . Ž . Ž . Ž .n n n n n n n n n
for all sufficiently large n and
5 5 5 5 5 5P P “ 0, P P “ 0, P P “ 0, as n “ ‘. 26Ž .M N M T N Tn n n n n n
Then,
5 5P P “ 0 as n “ ‘.T M qNn n n
Proof. If M and N are finite-dimensional subspaces of a Hilbertn n
 4space H with M l N s 0 , then the orthogonal projection P fromn n M qNn n
H onto M q N is given by Aronshain's formula,n n
‘
ky1 ky1 k k
P P P q P P P y P P y P P ,Ž . Ž . Ž . Ž .Ý ž /M N M N M N M N N Mn n n n n n n n n n
ks1
Ž w xwhere the series converges in the strong operator topology see 1 and
w x. Ž .15 . The assumption 26 guarantees that the convergence of the series is
even uniform and absolute if n is large enough. Thus, given « ) 0, there is
a k independent of n such that0
‘
ky1 ky1 k k
P P P q P P P y P P y P P - « ,Ž . Ž . Ž . Ž .Ý ž /M N M N M N M N N Mn n n n n n n n n n
ksk0
and, consequently,
‘
ky1 ky1 k k
P P P P q P P P y P P y P PŽ . Ž . Ž . Ž .Ý ž /T M N M N M N M N N Mn n n n n n n n n n n
ksk0
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Ž .is less than « for all sufficiently large n. Moreover, we conclude from 26
that
k y10
ky1 ky1 k k
P P P P q P P P y P P y P PŽ . Ž . Ž . Ž .Ý ž /T M N M N M N M N N Mn n n n n n n n n n n
ks1
becomes smaller than « , too, if only n is large enough. This proves the
assertion.
PROPOSITION 11. Let T X be a finite subset of T and suppose that, for all
t g T , there is gi¤en an orthogonal projection P from a Hilbert space H ontot
a finite-dimensional subspace of H such that P s 0 whene¤er t g T _ T X.t
ŽThen, for all s g T and for all sufficiently large n, the norm of the in general,
. t t s snonorthogonal projection from Ý Im E P E onto Im E P E paral-t g T n t yn n s yn
lel to Ý Im Et P Et is less than 2.t g T , t / s n t yn
Proof. By Corollary 3 and Proposition 10, it remains to prove condi-
Ž . Ž . t t t Ž .tions 23 and 24 with Im E P E in place of M . Condition 23 is an t yn n
direct consequence of Proposition 5.
Ž . XFor a proof of 24 , first suppose that T consists of two elements, r and
Ž X .s, say. Evidently, there is nothing to prove if T is a singleton. Then we
have
5 5 5 5 5 s s r r 5 5 s r 5s t s rP ? P s P P s E P E E P E F P E E P .M Ý M M M n s yn n r yn s yn n rn t / s n n n
Ž .If A is an arbitrary sequence of bounded operators and K is a compactn
Ž .operator, then the following implications hold and are well known :
v If A 0 weakly, then KA “ 0 strongly as n “ ‘.n n
v If A “ 0 strongly, then A K « 0 uniformly as n “ ‘.n n
s r Ž .We have E E 0 weakly by the separation condition 11 ; thus,yn n
P Es Er “ 0 strongly and, finally, P Es Er P « 0 uniformly as n “ ‘.s yn n s yn n r
Ž . XThis proves 24 for two-elementic sets T , and the general case follows
easily via Proposition 10 by induction.
Now we are in a position to prove the reverse inequality to Corollary 1.
Ž . Ž .THEOREM 11. Let A g A be a Fredholm sequence, and let P gn n
Ž . Ž .SP A and V be defined by 14 . Then, for all sufficiently large n,n n
dim Im P G dim Im V .n n
Proof. Suppose there is an infinite subset NX of N such that
dim Im P - dim Im V for all n g NX .n n
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Then P , considered as an operator acting from Im V into Im P , has an n n
Ž .nontrivial kernel by the same arguments as in the proof of Proposition 7 .
X 5 5Hence, for each n g N , there is a vector ¤ in Im V such that ¤ s 1n n n
and P ¤ s 0. Furthermore, we conclude from the stability of the se-n n
Ž U . Ž U . Ž .quences A A q P and A A q V that there are sequences Bn n n n n n n
Ž .and C in F such thatn
B AU A q P s I and C AU A q V s IŽ . Ž .n n n n n n n n
for all sufficiently large n. Thus, if n g NX is large enough, then
B AU A q P ¤ s ¤ and C AU A q V ¤ s ¤ ,Ž . Ž .n n n n n n n n n n n n
or, equivalently,
B AU A ¤ s ¤ and C AU A ¤ q C V ¤ s ¤ .n n n n n n n n n n n n n
Subtracting these two equalities yields
B y C AU A ¤ s yC V ¤ . 27Ž . Ž .n n n n n n n n
Ž . Ž .The sequences B and C belong to the same coset modulo the idealn n
5 5 Ž U . Ž .G; hence B y C “ 0. Since the sequence A A ¤ is bounded, 27n n n n n
5 5implies that C V ¤ “ 0 as n “ ‘. Our assumptions guarantee thatn n n
Ž . 5 5C is a stable sequence; hence V ¤ “ 0 as n “ ‘. We claim that then n n
assertions
5 5 5 5¤ g Im V , ¤ s 1, and V ¤ “ 0 28Ž .n n n n n
yield a contradiction. To get this contradiction, write ¤ as Ý ¤ t withn t g T n
vectors ¤ t g Im Et P Et . This representation is possible by Theo-n n Ker W Ž A . ynt n
Ž .rem 10 b and unique by Proposition 5. Moreover, by Proposition 11,
5 t 5 5 5 X¤ F 2 ¤ s 2 for all sufficiently large n g N and t g T .n n
Hence,
V ¤ s Et P Et ? ¤ sÝ Ýn n n Ker W Ž A . yn nž /ž /t n
tgT sgT
s Et P Et ? Es P Es ¤ sÝ Ýn Ker W Ž A . yn n Ker W Ž A . yn nž /ž /t n s n
tgT sgT
s Et P Et Es P Es ¤ s .Ý n Ker W Ž A . yn n Ker W Ž A . yn nt n s n
s, tgT
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In case s / t, one has
5 t t s s s 5E P E E P E ¤ “ 0n Ker W Ž A . yn n Ker W Ž A . yn nt n s n
Ž .compare the first step in the proof of Proposition 11 , whereas in case
s s t,
Et P Et Et P Et ¤ t s ¤ t .n Ker W Ž A . yn n Ker W Ž A . yn n nt n t n
Since only finitely many of the projections P are different fromKer W Ž A .t n
zero, we conclude that
V ¤ s ¤ t q c s ¤ q c ,Ýn n n n n n
tgT
with vectors c tending to zero in the norm of H. Now the contradictionn
follows, since the right-hand side of the identity ¤ s V ¤ y c tends ton n n n
zero, whereas its left-hand side has norm 1 for all sufficiently large n g NX.
Theorem 11 and Corollary 1 combine to give the identity
dim Im P s dim Im V ,n n
Ž .holding for all Fredholm sequences A g A, and this identity, togethern
Ž . Ž . Ž .with Theorem 10 c , yields assertion a of Theorem 9. Assertion b of this
Ž . Žtheorem is merely a reformulation of assertion a use the spectral
U .theorem for the self-adjoint operator A A .n n
4. INDEX OF MATRIX FREDHOLM SEQUENCES
We conclude this paper by a result concerning the index of Fredholm
Ž .sequences A g A that are matrix sequences, i.e., which are of the formn
Ž .A s R B R q I y R .n n n n n
THEOREM 12. Let A be an algebra with a sufficient family of homomor-
Ž . Ž .phisms and A be a matrix Fredholm sequence in A. Then ind A s 0.n n
Ž .Proof. Let A be a matrix Fredholm sequence, i.e., let A s R B Rn n n n n
Ž . Ž .q I y R , where B is a sequence of bounded operators on H, andn n
where the R are orthogonal projections from H onto n-dimensionaln
subspaces of H, and abbreviate the matrix R B R by C . We haven n n n
already remarked that the matrices CU C and C CU are unitarily equiva-n n n n
lent and that the eigenvalues of unitarily equivalent matrices coincide with
Ž .identical eigenvalues with the same multiplicity. From assertion b of
Ž . Ž U .Theorem 9 we conclude that a A s a A , which yields the assertion.n n
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The previous theorem generalizes well-known results for the finite
Ž Ž .section method for Toeplitz operators where it simply states that ind T a
Ž . .s yind T a ; compare Section 3.1 , and for the finite section method forÄ
Ž w x.singular integral operators compare Lemma 6.4 in 9 .
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