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Preface
Typically, halogen atoms in haloorganics are considered as sites of high electron
density because of their high electronegativity. Consistent with this well-
established understanding, it is commonly accepted that halogen atoms can form
attractive interactions by functioning as an electron-donor site (nucleophilic site).
In fact, halogen atoms can work as hydrogen-bond acceptors and some cases of
these interactions were recognized as early as the 1920s [1–4]. Halogen atoms of
halocarbons also function as an electron-donor site when interacting with other
elements, e.g., when entering the first coordination sphere of alkali metal cations1 or
alkaline earth metal cations.
However, the electron density in covalently bound halogens is anisotropically
distributed [5–7]. There is a region of higher electron density, which forms a
negative belt orthogonal to the covalent bond involving the halogen atom, and a
region of lower electron density, which generates a cap on the elongation of the
covalent bond (the so-called σ-hole) where the electrostatic potential is frequently
positive (mainly in the heavier halogens). (This description of the distribution of the
electron density holds for halogen atoms forming one covalent bond. For a discus-
sion of polyvalent halogens see [8, 9].) This region can form attractive interactions
with electron-rich sites but the general ability of halogen atoms to function as the
electron acceptor site (electrophilic site) in attractive interactions has been fully
recognized only recently. In 2009 the International Union of Pure and Applied
Chemistry (IUPAC) started a project aiming “to take a comprehensive look at
intermolecular interactions involving halogens as electrophilic species and classify
them” [10]. An IUPAC Recommendation defining these interactions as halogen
bonds [11] was delivered in 2013 when the project was concluded: This definition
1A CSD search (CSD version 5.34, November 2012 plus one update, ConQuest version 1.15) for
Y∙∙∙X-C short contacts (Y¼Li+, Na+, K+, Rb+, Cs+ and X¼Cl, Br, I) gave 140 hits and 296 counts,
and revealed that the median value of the Y∙∙∙X-C angle is 103.08 (only structures with Y∙∙∙C >
3.0 Å were considered). Cations enter the most negative region of the halogen atom (i.e., the belt
orthogonal to the X–C bond), thus confirming that the halogen atom is working as the nucleophile.
v
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states that “A halogen bond occurs when there is evidence of a net attractive
interaction between an electrophilic region associated with a halogen atom in a
molecular entity and a nucleophilic region in another, or the same, molecular
entity.” The IUPAC definition categorizes unambiguously an interaction responsi-
ble for the formation of adducts described as early as 1814 but which had been
overlooked for decades. It developed into a routinely used tool to direct self-
assembly phenomena only after its effectiveness in crystal engineering was
demonstrated in the mid-1990s [12].
The halogen bonding practice and concept has developed through a rather patchy
course. As a consequence, it seems particularly timely to open this book with a brief
history of the interaction, as a perspective of the topic may help the reader to
understand better how the present situation has been reached. In the first chapter
P. Metrangolo and G. Resnati examine how the halogen bonding concept emerged
and became established in, and accepted by, a broad chemical community. The
second chapter by P. Politzer et al. focuses on a physical interpretation of halogen
bonding from a theoretical point of view. Studies on halogen-bonded complexes in
the gas phase are highlighted in the third chapter by A. C. Legon and N. R. Walker,
while cryogenic solutions containing halogen-bonded complexes are examined in
the fourth chapter by W. Herrebout. C. B. Aaker€oy and C. L. Spartz discuss the use
of halogen bonding in supramolecular synthesis in the fifth chapter, and the study of
such solid-state halogen-bonded complexes is described in the sixth chapter by
D. L. Bryce and J. Viger-Gravel. A. V. Jentzsch and S. Matile discuss how to use
halogen bonds in anion recognition and transport in the seventh chapter, while the
last chapter by P. S. Ho closes the first volume of this book with a survey of
biomolecular halogen bonds.
This first volume of the book “Halogen Bonding: Impact on Materials Chemistry
and Life Sciences” opens with a historical perspective and a basic understanding of
the halogen bond and closes showing the impact that this interaction is having in
various fields such as crystal engineering, supramolecular synthesis, and medicinal
chemistry. Many other fields benefit from the use of halogen bonding and will be
treated in the second volume of the book.
Milan, Italy Pierangelo Metrangolo
Giuseppe Resnati
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Halogen Bond: A Long Overlooked
Interaction
Gabriella Cavallo, Pierangelo Metrangolo, Tullio Pilati, Giuseppe Resnati,
and Giancarlo Terraneo
Abstract Because of their high electronegativity, halogen atoms are typically
considered, in most of their derivatives, as sites of high electron density and it is
commonly accepted that they can form attractive interactions by functioning as the
electron donor site (nucleophilic site). This is the case when they work as hydrogen
bond acceptor sites. However, the electron density in covalently bound halogens is
anisotropically distributed. There is a region of higher electron density, accounting
for the ability of halogens to function as electron donor sites in attractive inter-
actions, and a region of lower electron density where the electrostatic potential is
frequently positive (mainly in the heavier halogens). This latter region is responsi-
ble for the ability of halogen atoms to function as the electron-acceptor site
(electrophilic site) in attractive interactions formed with a variety of lone pair-
possessing atoms, anions, and π-systems. This ability is quite general and is shown
by a wide diversity of halogenated compounds (e.g., organohalogen derivatives and
dihalogens). According to the definition proposed by the International Union of
Pure and Applied Chemistry, any attractive interactions wherein the halogen atom
is the electrophile is named halogen bond (XB). In this chapter, it is discussed how
the practice and the concept of XB developed and a brief history of the interaction is
presented. Papers (either from the primary or secondary literature) which have
reported major experimental findings in the field or which have given important
theoretical contributions for the development of the concept are recollected in order
to trace how a unifying and comprehensive categorization emerged encompassing
all interactions wherein halogen atoms function as the electrophilic site.
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1 A Historical Perspective
The history of the halogen bonding (XB) is approximately 200 years old as the
I2∙∙∙NH3 adduct, probably the first halogen-bonded system ever prepared, was
synthesized in Gay-Lussac’s laboratory by Colin as early as 1813 [1] (Fig. 1).
In two centuries, many pieces of information relevant to XB have been accumu-
lating as a result of studies performed in quite different contexts. These pieces of
information remained long fragmented, their contextualization was limited to their
respective areas, and a unifying and comprehensive categorization was missing.
This chapter recollects papers (either from the primary or secondary literature)
which reported major experimental findings in the field or which gave important
theoretical contributions for the development of the XB concept. The aim is to
arrange these parts in a coherent body and to acknowledge their role in the
development of the present concept of XB.
The reactivity of iodine with ammonia is quite tricky and depends heavily on the
adopted conditions. Colin reported [1] that when dry gaseous ammonia and dry
iodine are reacted, a liquid with a somewhat metallic luster is produced and we now
understand it is formed under XB control. Fifty years after Colin’s report, Guthrie
obtained the same liquid in pure form by adding powdered iodine to aqueous
ammonia and first proposed that the formed compound had the structure NH3 · I2 [2].
Not only neutral species (i.e., ammonia in I2∙∙∙NH3) but also anions were soon
discovered to interact attractively and to form adducts with halogen atoms. I3
,
formed on interaction of I (the nucleophile, XB-acceptor) with I2 (the electrophile,
XB-donor), is the first species ever prepared and involving I2 and an anion. Specifi-
cally, strychnine triiodide was reported by Pelletier and Caventou in 1819 [3] and
also the greater solubility of I2 in different solvents on addition of metal iodides as
well as the reaction between metal halides and iodine attracted early attention
[4]. While numerous investigators suggested to rationalise these observations via
the formation of triiodide ions, some others were reluctant to accept this explanation.
In 1839, Jo¨rgensen proposed that polyiodide alkaloids contain iodide ions as well as
iodine and published the first systematic investigation on the topic [5].
Halocarbons were reported to give adducts similar to those formed by
dihalogens, only several years later, as the quinoline/iodoform adduct, probably
the first halogen-bonded adduct prepared from a halocarbon, was described by
Rhoussopoulos in 1883 [6].
2 G. Cavallo et al.
nick.walker@newcastle.ac.uk
To the best of our knowledge, bromine and chlorine were reported to form
halogen-bonded adducts similar to iodine only in 1896 when Remsen and Norris
described the 1:1 dimers formed by Br2 and Cl2 with various amines [7]. It is now
well established [8–10] that the XB-donor ability is greater for the heavier and more
polarizable [11] halogens, namely it increases in the order Cl<Br< I. In the
nineteenth century the three halogens were already receiving major and similar
attention from the chemical community and, while the timeline reported above is
limited to the very initial observations, it already suggests the scale reported above
if it is assumed that the sequence of observation of related recognition processes
parallels their relative robustness.
The case of fluorine (the less heavy and polarizable halogen, namely the less
prone to be involved in XB) confirms the reliability of the above discussed principle.
The ability of fluorine to functions as a XB donor, albeit a weak donor, was first
suggested at the end of the twentieth century [12–16] and fully recognized only
2 years ago, just in relation to the discussions prompted by the IUPAC project. The
first F2∙∙∙nucleophile neutral adducts (e.g., F2∙∙∙NH3 and F2∙∙∙OH2) were reported
only in the 1990s ([17] and references cited therein) and F3
 (namely F2∙∙∙F
 if the
XB notation is used) was first observed in 1976 (Fig. 2) [20–22].More than 150 years
Fig. 1 Frontispiece of the volume (left) and first page of the paper (right) where Colin was
reporting his experiments on the reaction of diiodine with ammonia
Halogen Bond: A Long Overlooked Interaction 3
nick.walker@newcastle.ac.uk
had passed from the publication of the analogous adducts formed by I2 and, while the
first halogen bonded adduct formed by iodine was reported 2 years after the discov-
ery of the element, the first halogen-bonded adduct of fluorine was described
90 years after difluorine was isolated. Moreover, very extreme conditions (low
temperatures and pressures) were required for its isolation.
Astatine is the heaviest halogen and its polarizability has been calculated higher
than iodine [11]. According to the above discussed correlations, astatine may be an
even better XB donor than iodine. This anticipation is supported by computational
results [23, 24] but, to date, no halogen-bonded adduct has been reported for this
element. This does not infringe the reliability of the heuristic principle that the
sequence of observations of related phenomena usually parallels their relative
robustness. Astatine is merely a very rare element and the limited attention to its
chemistry has prevented an expectedly robust feature to be disclosed. A judicious
use of any heuristic principle is always fundamental in chemistry as the discipline
“still remains a gloriously qualitative subject” [25].
Documentation of single observations and phenomena where we are now
acknowledging the role played by the XB went on during the whole of the twentieth
century. The occurrence of single phenomena was conveniently described and
analyzed through a variety of techniques, and compilations collecting closely
related results begun to appear, initially as paragraphs in papers with a more general
focus, then as reviews or book chapters fully devoted to the topic (significant papers
from the secondary literature which are not discussed elsewhere in this chapter are
listed in [26–43]). However, single findings were understood within conceptual
frames different from each other and the common features were not recognized till
the end of the twentieth century. The most important discoveries reported in the last
70 years are sketched below.
The I2∙∙∙benzene complex was identified in solution thanks to its UV–vis spec-
trum by Benesi and Hildebrand in 1948 and 1 year later other aromatics were
reported to behave analogously [44, 45]. In 1950 Mulliken described the formation
of similar complexes with ethers, thioethers, and carbonyl derivatives [46], and
R(F...N) = 2.748 (3)Å
b= 20(5)°
b
a= 13.18 (14)°
a
rcm= 4.780 (3)Å
rcm
Fig. 2 Left: Computed electrostatic potential map (using the Wave Function Analysis-Surface
Analysis Suite [18]) on the 0.001-au molecular surface of F2. Color ranges, in kcal∙mol
1, are:
yellow, between 20 and 9; green, between 9 and 0; blue, negative. Black hemispheres denote the
positions of the most positive potentials associated with the fluorines. Right: Structural parameters
of the halogen-bonded complex CH3CN∙∙∙F2 as determined via microwave spectroscopy ([19] and
references cited therein). Adapted from [14]
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2 years later he rationalized them as a subclass of the electron donor–acceptor
molecular complexes [47]. UV–vis spectroscopy also indicated that charge transfer
occurs from the donor of electron density to the halogen atom in complexes
involving dihalogens and aromatics ([48] and references therein) and in many
other halogen bonded adducts, even as weak as the perfluorocarbon/amine com-
plexes [49]. The solid-state structure of the Br2∙∙∙O(CH2CH2)2O system (Fig. 3, top)
was described in 1954 by Hassel [50] who then reported the X-ray structure of
several related adducts involving dihalogens and halocarbons [51, 52]. The crystal
structure of Br2∙∙∙C6H6 (Fig. 3, bottom) and Cl2∙∙∙C6H6 adducts, reported in 1958
and 1959, respectively [53, 54], are particularly noteworthy as they showed that
π-systems work as donors of electron density against electrophilic halogens also in
the solid state [55].1 Importantly, these systems were suggesting that halogen-
bonded adducts are on the reaction pathways of halogenation reactions of aromatics
and other unsaturated systems (Fig. 4). In the successive decades, the hypothesis
272.3 pm
178.34°
318-342 pm
Fig. 3 Ball and stick representation (Mercury 3.3) of infinite chains formed by dibromine
(working as bidentate XB donor) with 1,4-dioxane (top) and benzene (bottom). Both XB acceptors
work as bidentate tectons. XB are black dashed lines. Color code: gray, carbon; red, oxygen;
brown, bromine. Hydrogen atoms have been omitted for clarity
Fig. 4 Representation of a part of the mechanistic scheme for bromination of alkenes proving the
formation of halogen bonded adducts
1 In Hassel’s structures the halogen molecules adopt a symmetrical location along the sixfold axis
of benzene and form infinite ∙∙∙C6H6∙∙∙Br–Br∙∙∙C6H6∙∙∙Br–Br∙∙∙C6H6∙∙∙ chains. More recent X-ray
measurements of the Br2∙∙∙C6H6 system at lower temperature than Hassel’s [55] reveal a less
symmetric arrangement where bromine atoms are positioned over the rim of the benzene ring and
the calculated hapticity (η¼ 1.52) is midway between the “over-atom” (η¼ 1.0) and “over-bond”
(η¼ 2.0) coordination. A phase transition at 203 K leads to the diffraction pattern reported by
Hassel and Strømme.
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was forcefully confirmed [56, 57] and Kochi showed that π-donating moieties also
form solid adducts with halocarbons [48].
In 1968, Bent [58] published a comprehensive review on the structural chemistry
of donor–acceptor adducts, and halogen-bonded systems were included. He put
forward the main geometric features of the XB in the solid state and 20 years later
Parthasarathy and Desiraju [59, 60] convincingly validated these features through
statistical analysis of the structures in the Cambridge Structural Database (CSD).
Consistent indications afforded by several techniques (e.g., UV–vis, IR and Raman,
NMR and NQR, dielectric polarization, etc.) allowed Dumas et al. [61] to confirm,
in 1983, that the interaction features in the liquid phase parallel those in the
solid phase.
Legon [17, 62] in 1998 reviewed the analysis, via microwave spectroscopy, of
halogen bonded adducts formed in the gas phase (Fig. 5) and showed that the
58.9(16)° 95.8(5)°
53.0(3)°
θ = 2.0(2)°
θ is the deviation of O···Cl-F from linearity
69.10(7)°
θ = 3.2(7)°
14.4°
Fig. 5 Schematic representation of the halogen bonded adducts that ClF forms in the gas phase
with: water (top, left); hydrogen sulfide (top, right); 2,5-dihydrofurane (mid, left); formaldehyde
(mid, right); benzene (bottom). Geometric features (obtained via microwave spectroscopy,
[17, 62]) confirm that the XB donor interacts with the lone pair or π-electrons of the acceptor
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interaction in “isolated” adducts is largely the same as in adducts in the condensed
phases, namely the lattice and solvent effects present in the solid and in the liquid
are non heavily affecting the interaction features. In the same period, we proved
systematically that adducts formed by anions with halocarbons (Fig. 6) [63–70] are
similar to those formed by lone-pair-possessing heteroatoms (Fig. 7) [71–82]. We
also expanded the range of halocarbons which work as effective XB donors [83, 84]
and identified the key role of residues close to covalently bound halogen atoms in
determining their ability to work as electrophilic sites. It became clear that it was
possible to design and fine tune the structural and functional features of adducts
formed under XB control if the nature and structure of the involved modules were
conveniently chosen.
Atoms in molecules have been approximated, in the past, as interpenetrating
spheres and halogen atoms have long been considered neutral spheres in dihalogens
and negative spheres in halocarbons (as the electronegativity of halogens is higher
than that of carbon). Electrophilic halogens thus appeared strange [11], and the
persistent biases resulting from the approximations described above long prevented
electrophilic halogens from being recognized as responsible for the formation of
relatively strong and highly directional interactions in the solid, liquid, and gas phases.
Halophilic reactions (Fig. 8) received very minor attention [85–89], probably
because of the same biases. Two important contributions disproving the sphere
approximation appeared towards the end of the last century. In 1986, Nyburg and
Faerman [90] used a statistical analysis of crystal structures in the CSD to propose
that halogen atoms in halocarbons have an ellipsoidal shape with a shorter radius on
the extension of the C-halogen bond and a longer radius orthogonal to this direction.
In 1992, Politzer and Murray calculated the electrostatic potential on the surface of
halogen atoms and found that the electron density distribution around covalently
Fig. 6 Ball and stick representation (Mercury 3.3) of the halogen bonded chains formed by
1,4-diiodotetrafluorobenzene when co-crystallizing with: n-Bu4N
+Br (top) [63]; n-Bu4N
+Cl
(mid) [63]; n-Bu4N
+SCN (bottom) [64]. Quite similar infinite chains are obtained when
n-Bu4P
+Br [64], Me4N
+Br [65], n-Bu4P
+Cl [66], and Me4N
+Cl [64] are used. Cations have
been omitted for sake of simplicity; XBs are black dotted lines. Color code: gray, carbon; light
green, fluorine; violet, iodine; brown, bromine; green, chlorine; sky blue, nitrogen; ochre, sulfur
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bound halogens is anisotropic. Depletion of electronic charge occurs along the
extension of the covalent bond formed by halogens and a region of positive
electrostatic potential (positive σ-hole) appears, most frequently in heavier
Fig. 7 Ball and stick representation (Mercury 3.3) of the halogen-bonded chains formed by
1,4-diiodotetrafluorobenzene with: (a) 4,40-dipyridine [71], (b) N,N,N0,N0-tetramethyl-p-
phenylenediamine [72], (c) dioxane [73], (d) 1,4-benzoquinone [74], (e) thiourea [75], (f)
triphenylphosphineselenide [76]. Hydrogen atoms have been deleted for the sake of simplicity;
XBs are black dotted lines. Color code: gray, carbon; light green, fluorine; violet, iodine; sky blue,
nitrogen; red, oxygen; ochre, sulfur; yellow, selenium; brown, phosphorus. Quite similar infinite
chains are obtained when other nitrogen centered nucleophiles [77–80], oxygen centered nucleo-
philes [81], and sulfur centered nucleophiles [73] are used
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halogens [91–93]. The position of this region accounts for the XB directionality
(Fig. 9). Consistent with the high electronegativity of halogens, the rest of their
surface is negative, the most negative potential forming a belt orthogonal to the
covalent bond. The most positive and negative regions, identified by Politzer and
Murray with modeling, correspond to the shorter (rmin) and longer (rmax) radii
identified by Nyburg and Faerman via a search in the CSD. These findings gave
the experimental and theoretical bases for a comprehensive process of unification
which we initiated with the paper entitled “Halogen Bonding: A Paradigm in
Supramolecular Chemistry” [83].
This Concept article put forward a single and unified model comprehensively
recollecting the discoveries summarized above and many others not explicitly
mentioned here. The Concept paper proposed the electrophilic behavior of halogen
atoms as a general phenomenon impacting on “all the fields where design and
manipulation of aggregation processes play a key role.” The process of unification
went a further step aheadwith a review article on theAccounts of Chemical Research
Fig. 8 A donor of electron density (represented here as the anion Nu) can attack a halocarbon C–
X (X¼Cl, Br, I) by entering: – in the carbon atom (left) and the well-known nucleophilic
substitution reactions at carbon occur; – in the halogen atom (right) and the halophilic reactions
are observed. The formed NuX is frequently a reaction intermediate. Halophilic reactions can
involve also halogens bound to heteroatoms (see [85, 86])
Y X d+
d-
Electrophilic region
Nucleophile entrance (e.g., lone pair possessing atom, anion)
i.e., halogen bond formaon
Nucleophilic belt
Electrophile entrance (e.g., hydrogen atom,  alkali metal caon)
e.g., hydrogen bond formaon
X = F, Cl, Br, I, (At); Y = C, N, F, Cl, Br, I, etc.
r
min
r
max
Fig. 9 Schematic representation of the anisotropic distribution of the electron density around
monovalent halogen atoms and the pattern of the resulting interactions
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[94], where we acknowledged that differences exist in the adducts formed when
dihalogens, halocarbons, or other halogenated derivatives attractively interact with
lone-pair-possessing atoms, π-systems, or anions but it was also underlined that the
main chemical and physical features of the formed adducts remain largely the same.
The aim was to unify previously compartmentalized fields.
Finalization of this unification process required an assessment from the scientific
community. A symposium devoted to the XB was organized in the frame of the
238th National Meeting of the American Chemical Society (Washington, DC; 16th
August 2009) and allowed many of the leading experts in the field2 to discuss the
state of the art. Importantly, an operative consensus emerged that the main features
of interactions involving halogen atoms as electrophilic sites remain unchanged on
varying the involved modules and the physical state of the system. The relevance of
the symposium was acknowledged by Chemical & Engineering News in a paper
entitled “Halogen bonding begins to fly” [95]. This consensus was further tuned in
the kick-off event of the IUPAC project aimed at proposing a definition of the
XB. The event was organized in Siguenza (20th–21st August 2011, Spain) [96, 97]
as a satellite meeting to the XXII International Union of Crystallography Congress
(Fig. 10). The cozy atmosphere of this charming town helped the numerous
participants to tackle thoughtfully the issues critical for a definition of XB.
2 A Unifying and Unambiguous Name
The previous paragraph is an attempt to give an Ariadne’s thread for the main
evidence on halogen atoms as electrophilic sites in recognition phenomena. It gives
quite a linear picture of the path followed to develop the XB concept and to
formulate the corresponding definition recently proposed by IUPAC. The actual
path followed to correlate main experimental and theoretical evidence on inter-
actions given by electrophilic halogen atoms was probably more patchy than
presented above, but the important issue is that, independent of any ex post facto
character of the path presented above, the IUPAC definition of XB registers the
consensus reached by the scientific community on the endpoint of a process
200 years long.
2 Lectures were given by: Peter Politzer (Cleveland State University, USA), Anthony C. Legon
(University of Bristol, UK), Lee Brammer (University of Sheffield, UK), William Jones (Univer-
sity of Cambridge, UK), William T. Pennington (Clemson University, USA), Nancy S. Goroff
(State University of New York, Stony Brook, USA), Milko E. van der Boom (The Weizmann
Institute of Science, IL), Pierangelo Metrangolo (Politecnico di Milano, IT), Kari Rissanen
(University of Jyva¨skyla¨, FL), Bernd Scho¨llhorn (Ecole Normale Supe´rieure Paris, FR), Duncan
W. Bruce (University of York, UK), Hiroshi Yamamoto (RIKEN, JP), Shing P. Ho (Colorado State
University, USA), and Patrick Lam (Bristol-Myers Squibb Research and Development, USA).
Presented topics spanned modeling, crystal engineering, drug-receptor optimization, and material
sciences.
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Fig. 10 Picture of the participants to the meeting of the IUPAC Project (Siguenza, 20th–21st
August 2011) where the debate allowed a consensus to emerge on some issues which were
controversial at the early stages of the discussion on the definition of XB. Top: Silhouette of
participants: (1) Giancarlo Terraneo, (2) Gautam R. Desiraju, (3) Gabriella Cavallo, (4) Pierangelo
Metrangolo, (5) Giuseppe Resnati, (6) Duncan W. Bruce, (7) Tatsuo Kaiho, (8) Pavel Hobza,
(9) Elangannan Arunan, (10) Ibon Alkorta, (11) David L. Bryce, (12) Enrique Espinoza,
(13) StefanM. Huber, (14) Robin D. Rogers, (15) Antony C. Legon, (16) Shing P. Ho, (17) Roberto
Marquardt, (18) Lee Brammer, (19) Marc Fourmigue´, (20) William T. Pennigton, (21) Christer
B. Aakero¨y, (22) Deirdre Legon, (23) Marcos Daniel Garcı´a Romero, (24) Susanta K. Najak,
(25) Stefano Libri, (26) Nikolay Houbenov, (27) Wei Jun Jin, (28) Hiroshi M. Yamamoto,
(29) Leonardo Belpassi, (30) Anna-Carin Carlsson, (31) Cosimo Cardellicchio, (32) Arijit
Mukherjee, (33) Linda McAllister, (34) Christina Hettstedt, (35) Gabriele Manca, (36) Megan
Carter, (37) Francesco Devillanova, (38) Kari Raatikainen, (39) Petra Bombicz, (40) Marijana
Dakovic, (41) Catharine Esterhuysen, (42) Carlo Mealli, (43) Vera Vasylyeva, (44) Guillermo
Minguez Espallargas, (45) Marta Elena Gonza´lez Mosquera, (46) Li-Ming Yang, (47) Matti
Haukka, (48) Maura Malinska, (49) Matti Tuikka, (50) Va^nia Andre´, (51) Joao Luis Ferreira da
Silva, (52) Claudio, (53) Gabriele Saleh, (54) Paulina Ivette Hidalgo Cordova, (55) Elisa Jimenez,
(56) Ivan Infante, (57) Stefano Rendine, (58) Carmen Ramı´rez de Arellano
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The recognition phenomena where we are now acknowledging the role played
by XB were understood, before the late 1990s, where different and unconnected
frames and erratic terms were used to designate the corresponding interactions. In
1968 Bent could already list some 20 descriptive phrases used during the “first
century” of XB, illustrating the struggle to understand the phenomenon [58]. They
varied from the imaginative “bumps in hollow” to the chemically meaningful
“charge-transfer interaction.” The term halogen bond was probably first used to
address interactions by electrophilic halogens in 1961 by Zingaro and Hedges [98]
while describing the complexes formed in solution by halogens and interhalogens
with phosphine oxides and sulfides.
The term then began to be used for other related systems, for instance by Martire
et al. in 1976 for adducts formed in the gas phase by haloforms with ethers and
amines [99], by Dumas et al. in 1978 for tetrahalomethane/pyridine complexes
[100], and by Kochi et al. in 1987 for tetrahalomethane/amine adducts in the solid
[101]. The use progressively became less and less occasional and an exponential
growth occurred in the last 20 years in parallel with the comprehensive process of
unification of all phenomena related to interactions originated by electrophilic
halogens. The terms halogen bond and halogen bonding are used interchangeably.
It has also been proposed [102] that the term halogen bond could be used for any
interactions formed by halogen atoms, namely when halogens are the electrophilic
site (and interact with nucleophiles at the region where their electrostatic potential
is most positive, i.e., the σ-hole [103]), or when they are the nucleophilic site (and
interact with electrophiles at the region where their electrostatic potential is most
negative, i.e., the belt orthogonal to the covalent bond). In fact, because of the
anisotropic distribution of their electron density, halogen atoms frequently show an
amphoteric character. The IUPAC definition recommends that the term XB is used
to designate only the interactions wherein halogen atoms function as the electro-
phile and an electron-rich partner enters their positive region(s).
The terms fluorine bond [15, 104, 105], chlorine bond [62, 106, 107], bromine
bond [108], and iodine bond [109, 110] have also been used occasionally to
designate the specific sets of interactions formed when one single halogen attrac-
tively interacts with an electron-rich partner. These interactions are subsets of those
encompassed by the term XB. An advantage of the term XB, relative to the
aforementioned subsets, is that it gives the instruments to contrast the experimental
and theoretical findings on interactions involving a single halogen, with the much
wider set of related findings given by other halogens. In other words, a particularly
meaningful comparison among the behavior of the four halogens becomes possible.
Trends in observed or computed parameters can be obtained on changing the
halogen X in an R-X∙∙∙Y complex while R and Y remain unchanged and these
trends usefully complement information afforded by trends observed on
changing R, while X and Y remain the same, or on changing Y, while R and X
remain the same.
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σ-Hole Bonding: A Physical Interpretation
Peter Politzer, Jane S. Murray, and Timothy Clark
Abstract The anisotropic electronic densities of covalently-bonded Group IV–VII
atoms frequently give rise to regions of positive electrostatic potential on the
extensions of covalent bonds to these atoms. Through such positive “σ-holes,”
the atoms can interact attractively and highly directionally with negative sites such
as the lone pairs of Lewis bases, anions, π electrons, etc. In the case of Group VII
this is called “halogen bonding.” Hydrogen bonding can be viewed as a less
directional subset of σ-hole interactions. Since positive σ-holes often exist in
conjunction with regions of negative potential, the atoms can also interact favorably
with positive sites. In accordance with the Hellmann–Feynman theorem, all of these
interactions are purely Coulombic in nature (which encompasses polarization and
dispersion). The strength of σ-hole bonding increases with the magnitudes of the
potentials of the positive σ-hole and the negative site; their polarizabilities must
sometimes also be taken explicitly into account.
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1 Newton, the Hellmann–Feynman Theorem
and Coulomb’s Law
The formation of chemical bonds, wherever they may fall in the continuum between
covalent and non-covalent, involves a balancing of attractive and repulsive forces
within the system. At equilibrium, according to Newton, the resultant force on each
nucleus must be zero (within the Born–Oppenheimer approximation of treating the
nuclei as fixed, with the electrons moving among them [1, 2]). What are the natures
of the forces felt by the nuclei?
The Hellmann–Feynman theorem [3, 4] tells us that these forces are given
rigorously by purely classical electrostatics – the Coulombic repulsion of the
other nuclei and the Coulombic attraction of the electrons. As Levine put it [5]:
“The fact that the effective forces on the nuclei are electrostatic affirms that there
are no ‘mysterious quantum-mechanical forces’ acting in molecules.” All that is
required are the positions of the nuclei, the electronic density distribution ρ(r), and
Coulomb’s Law – a distressingly simple conclusion. It provoked some objections
[6], but these were refuted [7] and the theorem is alive and well.
However, what about such hallowed quantum-mechanical concepts as exchange,
antisymmetry, correlation, Pauli repulsion, etc.? These are important, but their role
is in obtaining the electronic density of the system computationally. Once it is
available, along with the nuclear positions, only Coulomb’s Law is needed. (For
further discussion of this, see Berlin [7] and Bader [8].) The Hellmann–Feynman
theorem can in fact be regarded as a forerunner to Hohenberg and Kohn showing
that the electronic density is the fundamental determinant of the properties of a
system of nuclei and electrons [9].
Coulomb’s law states that the force F between two point charges Qa and Qb
separated by a distance R is given by
F Rð Þ ¼ k QaQb
R2
; ð1Þ
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where k is a constant. The energy ΔE(R) of the interaction between Qa and Qb can
be obtained by integrating F(R) from infinite separation to R:
ΔE Rð Þ ¼
ð R
R¼1
F Rð Þ  dR ¼
ð R
R¼1
k
QaQb
R2
cosθ dR; ð2Þ
where θ is the angle between the vector F and the vector R representing the path of
Qb. If Qa and Qb have the same sign, then F is repulsive and opposite in direction to
R; thus θ¼ 180. If Qa and Qb have different signs, then F is attractive and in the
same direction as R; θ¼ 0. Either way,
ΔE Rð Þ ¼ k QaQb
R
; ð3Þ
where ΔE(R)> 0 when Qa and Qb have the same sign, and ΔE(R)< 0 when they
have opposite signs.
A point charge Qa creates both an “electric field” ε(R) and an “electrical
potential” V(R) in the surrounding space:
ε Rð Þ ¼ kQa
R2
; ð4Þ
V Rð Þ ¼ kQa
R
: ð5Þ
Their significance is that another point charge Q placed at a distance R from Qa
feels a force F(R)¼Qε(R) and the interaction energy with Qa is ΔE(R)¼QV(R).
Both F and ε are vectors.
In extending Coulomb’s Law to molecules, complexes, etc., the nuclei and
electrons can normally be viewed as point charges. The electrical potential V(r)
which they create at any point r can therefore be obtained, in principle, by summing
(5) over all of the nuclei and electrons. However, the electrons, unlike the nuclei,
cannot be treated as having fixed positions; accordingly, instead of summing (5)
over the electrons, it is necessary to integrate over the electronic density ρ(r):
V rð Þ ¼
X
A
ZA
RA  rj j 
ð ρ r0 dr0
r0  rj j : ð6Þ
In (6), ZA is the charge on nucleus A, located at RA. The denominators are the
distances from each nucleus A and each unit of electronic charge ρ(r0)dr0 from the
point of interest r. Equation (6) is written in atomic units (au), in which the
Coulomb’s Law constant k and the charge on an electron or proton are equal to
one. A potential V(r) of 1 au is equivalent to 27.21 V (a more common unit for
potential).
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We emphasize that V(r) is a real property of a system, a physical observable. It
can be determined both experimentally, by diffraction methods [10–12], and
computationally. The sign of V(r) in any region depends upon whether the positive
contribution of the nuclei or the negative contribution of the electrons is dominant
there. In the absence of any perturbing effect, ρ(r) is static and V(r) is then
commonly known as the “electrostatic” potential.
If a point charge Q is placed at r, then its interaction energy with the system is,
by extension of the earlier discussion, ΔE(r)¼QV(r). When Q and V(r) are of the
same sign, then the interaction is repulsive, ΔE(r)> 0; when they are of different
signs, it is attractive, ΔE(r)< 0. It is important to recognize, however, that the
electric field of Q perturbs (i.e., polarizes) the electronic density of the system and
the V(r) appropriate for calculating ΔE(r) is not the same as V(r) in the absence
of Q.
(Traditionally, molecular electrostatic potentials have often been expressed in
energy units, e.g., kcal/mol. When this is done, the stated value of V(r) actually
corresponds to the interaction energy of the molecule with a positive point charge at
the position r. However, this is misleading because the electric field of the positive
point charge would perturb the electronic density of the system and hence change
V(r) from what it is for the isolated molecule, for which it was computed. To avoid
this unfortunate confusion, we give V(r) in units of potential, i.e., volts (V).)
The electrostatic potential is a property of fundamental significance [13–15], as
well as being very useful in interpreting and predicting non-covalent interactions
[13, 15, 16]; regions of positive V(r) on one molecule are attracted to regions of
negative V(r) on another. For such purposes, V(r) is frequently computed on the
surface of the molecule, which is taken to be defined by the 0.001 au (electrons/
bohr3) contour of its ρ(r), as suggested by Bader et al. [17]. This surface encom-
passes approximately 97% of the electronic charge, and has the important feature of
being specific to the particular molecule, reflecting lone pairs, π electrons, strained
bonds, atomic anisotropies, etc. The electrostatic potential on the surface is labeled
VS(r). Its locally most positive and most negative values are designated by VS,max
and VS,min, respectively, and there may be several of each.
2 The σ-Hole: Halogens
Consider a free halogen atom. Its electronic density distribution is, on average,
spherically symmetrical [18] and the electrostatic potential V(r) created by its
nucleus and electrons is positive for all r<1 [19]; the positive contribution of
the nucleus, which is usually treated as a point charge, outweighs the negative
contribution of the dispersed electrons. When the atom participates in forming a
covalent bond, however, its electronic density undergoes a redistribution which
causes it to become anisotropic [20–25], less on the outer side of the atom (i.e.,
along the extension of the bond) than on the lateral sides. This can be seen, for
instance, for the chlorine in Cl-OH in Fig. 1. The term “polar flattening” has
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sometimes been used to describe this. The outer region of diminished electronic
density has been labeled a “σ-hole” [26].
This rearrangement of electronic density is, of course, reflected in the electro-
static potential VS(r) on the surface of the covalently-bonded halogen. What is often
found is that VS(r) is positive in the σ-hole region, which has the lesser electronic
density, and is negative on the lateral sides, which have the greater electronic
densities. This is shown in Fig. 2 for the chlorine in Cl-OH. The σ-hole corresponds
to a local maximum in the molecular surface electrostatic potential, a VS,max.
(It should be remembered that the σ-hole is a region in space, not simply a point.)
In general, the more polarizable the halogen atom and the more electron-
attracting the remainder of the molecule, the more positive is the halogen σ-hole
[27–30]. This is illustrated by the computed VS,max in Table 1. For instance, the
Fig. 1 Calculated 0.001-au molecular surface of ClOH. The positions of the nuclei are shown by
light circles; chlorine is on the left. Distance from chlorine nucleus to surface along extension of
O–Cl bond is 1.85 Å; distance from chlorine nucleus to lateral surface is 2.10 Å. Computational
level: M06-2X/aug-cc-pVTZ
Fig. 2 Calculated electrostatic potential on the 0.001-au molecular surface of ClOH. Chlorine is
on the left. Color ranges, in volts: red, greater than 0.87; yellow, from 0.87 to 0.43; green, from
0.43 to 0; blue, less than 0 (negative). The most positive potential on the chlorine surface (red) has
a VS,max of 0.99 V, and corresponds to a σ-hole on the extension of the O–Cl bond. Note also the
positive region associated with the hydrogen (lower right); the VS,max is 2.51 V. Computational
level: M06-2X/aug-cc-pVTZ
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VS,max of iodine is greater in H3C-I than that of bromine in H3C-Br but it is less
than that of iodine in NC-I. Table 1 also gives the value of the most negative
surface potential, VS,min, on the portion of the surface attributable to the indicated
halogen atom.
Table 1 Most positive σ-hole potentials (VS,max) and most negative potentials (VS,min) on 0.001-
au surfaces of indicated halogen atoms, in volts. Computational method: M06-2X/6-311G(d)
Molecule Atom Bond producing σ-hole VS,max VS,min References
Focus on general trends
H3C-F F C–F 1.07 1.10 [31]
H3C-Cl Cl C–Cl 0.04 0.68 [31]
H3C-Br Br C–Br 0.25 0.65 [31]
H3C-I I C–I 0.56 0.56 [31]
F3C-F F C–F 0.06 0.12 [31]
F3C-Cl Cl C–Cl 0.86 0.03 [31]
F3C-Br Br C–Br 1.10 0.09 [31]
F3C-I I C–I 1.38 0.08 [31]
NC-F F C–F 0.56 0.47 Present work
NC-Cl Cl C–Cl 1.56 0.45 Present work
NC-Br Br C–Br 1.85 0.37 Present work
NC-I I C–I 2.11 0.31 Present work
Dihalogens
F-F F F–F 0.49 0.11 Present work
Cl-Cl Cl Cl–Cl 1.11 0.12 [30]
Br-Br Br Br–Br 1.26 0.18 [30]
Focus on bromine
H3Ge-Br Br Ge–Br 0.07 0.58 [31]
H3Si-Br Br Si–Br 0.02 0.51 [31]
H2P-Br Br P–Br 0.15 0.62 [30]
H3C-Br Br C–Br 0.25 0.65 [31]
F2P-Br Br P–Br 0.42 0.33 [30]
HS-Br Br S–Br 0.75 0.42 [30]
H2N-Br Br N–Br 0.77 0.35 [30]
F3Si-Br Br Si–Br 0.79 0.09 [31]
FS-Br Br S–Br 0.98 0.20 [30]
Br2C¼CBr2 Br C–Br 1.05 0.25 Present work
F3C-Br Br C–Br 1.10 0.09 [31]
Br-Br Br Br–Br 1.26 0.18 [30]
Br-CC-Br Br C–Br 1.31 0.09 Present work
HO-Br Br O–Br 1.42 0.46 [30]
F2N-Br Br N–Br 1.48 0.07 [30]
Cl-Br Br Cl–Br 1.54 0.10 [30]
FO-Br Br O–Br 1.99 0.02 [30]
F-Br Br F–Br 2.31 0.004 [30]
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The less polarizable and more electronegative halogens, fluorine and chlorine,
tend to have less positive σ-holes than the others. In fact, they are sometimes
negative (although less so than their surroundings); see Table 1. On the other
hand, a very strongly electron-attracting bonding partner can cause the potential
VS(r) of the entire surface of the halogen to be positive (the σ-hole being still more
so). This can be the case even for fluorine. In F-CN, for instance, the VS(r) of
fluorine is entirely positive (Table 1), with the maximum being in the σ-hole [32];
the VS,min of fluorine is also positive.
It is interesting that positive σ-holes can even be seen in a free halogen atom if it
is in the asymmetric valence state configuration s2px
2py
2pz
1 which it has when
participating in a covalent bond [26, 28, 33, 34]. The half-filled pz orbital is the
one that is directly involved in the bonding and, in Fig. 3, positive σ-holes are
clearly visible in both the +z and –z directions for the valence state of chlorine. In
contrast, there is an equatorial ring of negative potential caused by the doubly-
occupied px and py orbitals.
3 σ-Holes: Groups IV–VI
σ-Holes are not limited to halogens. This has been demonstrated for covalently-
bonded atoms of Group VI [35], Group V [36], and Group IV [37]. This is again
caused by the anisotropic charge distributions of the atoms [21, 25, 38, 39], which
result in σ-holes on the extensions of single (and sometimes multiple) bonds to
these atoms. Accordingly Group VI, V, and IV atoms can have two, three, and four
σ-holes, respectively (or more if the atoms are hypervalent [37, 40]). The electro-
static potentials of these σ-holes show the same trends as for the halogens: within a
Fig. 3 Calculated electrostatic potential on the 0.001-au molecular surface of a chlorine atom in
the s2px
2py
2pz
1 valence state configuration. Color ranges, in volts: red, greater than 0.43; yellow,
from 0.43 to 0.22; green, from 0.22 to 0; blue, less than 0 (negative). The most positive potentials
on the chlorine surface, shown in red at left and right, have VS,max of 0.95 V. Computational level:
M06-2X/aug-cc-pVTZ
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given Group, the σ-hole VS,max becomes more positive in going from the lighter to
the heavier (more polarizable) atoms and as the bonding partner is more electron-
attracting. The latter factor means that the σ-holes on a given atom may have
different VS,max, depending upon the partners in the covalent bonds; see Figs. 4,
5, and 6. For a more general discussion of factors affecting σ-hole potentials, see
Murray et al. [30].
Fig. 4 Calculated electrostatic potential on the 0.001-au molecular surface of BrSF. Sulfur is in
the middle facing the viewer, bromine is on the left and fluorine is on the right. Color ranges, in
volts: red, greater than 0.87; yellow, from 0.87 to 0.43; green, from 0.43 to 0; blue, less than
0 (negative). The most positive potentials on the sulfur surface, shown in red, have VS,max of
1.31 V (left) and 1.10 V (right). These correspond to σ-holes on the extensions of the F–S and Br–S
bonds, respectively. Computational level: M06-2X/aug-cc-pVTZ
Fig. 5 Calculated electrostatic potential on the 0.001-au molecular surface of PF(CH3)(CN).
Phosphorus is in the middle facing the viewer, the cyano group is on the left, the methyl group is at
the top right, and fluorine is at the bottom right. Color ranges, in volts: red, greater than 1.26;
yellow, from 1.26 to 0.65; green, from 0.65 to 0; blue, less than 0 (negative). The most positive
potentials on the phosphorus surface, shown in red or yellow, have VS,max of 1.52 V (top), 1.41 V
(right), and 0.95 V (bottom left). These correspond to σ-holes on the extensions of the F-P, NC-P
and H3C-P bonds, respectively. Note that the phosphorus has a negative region facing the viewer.
Computational level: M06-2X/aug-cc-pVTZ
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As with the halogens, positive σ-holes on Group V and VI atoms (but not
Group IV) are often found in conjunction with regions of negative potential. This
is evident in Figs. 4 and 5 and in Table 2, which lists the σ-hole VS,max and the VS,min
of various covalently-bonded Group IV–VI atoms. For the first-row members of
each Group, which are the least polarizable and most electronegative, the VS,max are
often negative, just as for fluorine. At the other extreme, the surface potential of the
Group V or Group VI atom may be completely positive if the atom is bonded to
highly electron-withdrawing partners, e.g., in AsF2Br (Table 2); however the
σ-holes are still local maxima. With tetravalent Group IV atoms, our experience
has been that their VS(r) are always entirely positive, regardless of the bonding
partners (Fig. 6), with four σ-holes as local maxima.
Fig. 6 Calculated electrostatic potential on the 0.001-au molecular surface of HSiF(Cl)(CN).
Color ranges, in volts: red, greater than 1.26; yellow, from 1.26 to 0.65; green, from 0.65 to 0; blue,
less than 0 (negative). Two views are shown: In (a), hydrogen is in the middle facing the viewer,
the cyano group is on the left, chlorine is at the top right and fluorine is at the bottom right. The
most positive potentials on the silicon surface, shown in red, have VS,max of 1.76 V (right), 1.90 V
(bottom left), and 1.77 V (top left). There correspond to σ-holes on the extensions of the NC–Si,
Cl–Si and F–Si bonds, respectively. In (b), silicon is in the middle, the cyano group is on the left,
the chlorine is at the bottom right, and fluorine is at the top right. The most positive potential on the
silicon surface, shown in red, has VS,max¼ 1.31 V. It is on the extension of the H–Si bond.
Computational level: M06-2X/aug-cc-pVTZ
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4 σ-Hole Interactions
The existence of positive σ-holes on many covalently-bonded atoms suggests that
these can give rise to attractive non-covalent interactions, both inter- and intramo-
lecular, with negative sites such as the lone pairs of Lewis bases, π electrons,
anions, etc. Because of the focused nature of the positive region, the σ-hole, these
interactions should be highly directional, approximately along the extensions of the
covalent bonds giving rise to the σ-holes. They should also be stronger as the σ-hole
is more positive. Interactions of this sort have in fact been known experimentally
for Groups IV–VII for decades, as summarized elsewhere [28, 29, 41]. However,
these were not described as σ-hole interactions until 2007 [26, 32, 35–37].
When Group VII is involved, this has been labeled “halogen bonding,” and it
was often viewed as puzzling that a covalently-bonded halogen – normally pre-
sumed to be negative in character – would be attracted to a negative site. Much of
the evidence for this involved crystallographic observations of close contacts in
organic halides and in complexes between halides and oxygen/nitrogen Lewis
bases. A series of the latter studies, particularly by Hassel et al., was reviewed by
Bent in 1968 [42].
Especially significant were surveys of organic halide crystal structures in the
Cambridge Structural Database by Murray-Rust et al. [43–45]. They found numer-
ous halogen close contacts, which were highly directional. For a halogen X in a
Table 2 Most positive σ-hole potentials (VS,max) and most negative potentials (VS,min) on 0.001-
au surfaces of indicated atoms from Groups IV–VI, in volts. (The Group IV atoms have no local
minima.) Computational method: M06-2X/6-311G(d)
Molecule Atom Bond producing σ-hole VS,max VS,min References
FOBr O F–O 0.46 0.51 Present work
O Br–O 0.15 0.51 Present work
FSBr S F–S 1.56 0.17 Present work
S Br–S 1.18 0.17 Present work
FSeBr Se F–Se 1.89 0.22 Present work
Se Br–Se 1.52 0.22 Present work
F2NBr N F–N 0.57 0.40 Present work
N Br–N 0.52 0.40 Present work
F2PBr P F–P 1.40 0.49 Present work
P Br–P 1.53 0.49 Present work
F2AsBr As F–As 1.72 0.91 Present work
As Br–As 1.67 0.91 Present work
F3CBr C F–C 0.69 – [31]
C Br–C 0.94 – [31]
F3SiBr Si F–Si 1.76 – [31]
Si Br–Si 2.06 – [31]
F3GeBr Ge F–Ge 1.96 – [31]
Ge Br–Ge 1.93 – [31]
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molecule R–X, close contacts with nucleophilic components of other molecules
(negative sites) were approximately linear, along the extension of the R–X bond (1),
while close contacts with electrophilic components (positive sites) involved the
lateral sides of the halogen (2).
R X Nucleophile
(negative site)
1
R X
Electrophile
(positive site)
2
At roughly the same time, analogous findings were reported by Parthasarathy
et al. for sulfides and selenides [38, 39, 46]. For compounds R1R2S(Se), crystallo-
graphic surveys showed that close contacts with nucleophilic (negative) sites were
along the extensions of the R1–S(Se) and/or R2–S(Se) bonds (3), and those with
electrophilic (positive) sites were above or below the R1–S(Se)–R2 plane (4).
R1 S(Se)
Nucleophile
(negative site)
3
R2
R1 S(Se)
Electrophile
(positive site)
4
R2
It is clear that the close contacts with nucleophiles, 1 and 3, can readily be
explained as positive σ-holes interacting with negative sites, while 2 and 4 involve
the negative lateral sides of the halogen, sulfur, or selenium (Figs. 1 and 4). This
was first pointed out by Brinck et al. for halogen bonding [47, 48] and by Burling
and Goldstein for S—O and Se—O close contacts [49]; Auffinger et al. [50] and
Awwadi et al. [23] subsequently offered similar interpretations of halogen bonding.
However, none of these persons used the term “σ-hole,” which was introduced later,
in 2007 [26].
Numerous Group IV–VII non-covalent interactions which fit the characteristic
directional criterion for σ-hole bonding have now been documented, both compu-
tationally and experimentally; several overviews are available [27–29, 41]. Some
computational examples are presented in Table 3. The interactions are all approx-
imately linear (i.e., along the extension of the covalent bond to the atom) and the
separations between the atoms with the σ-holes and the negative sites are less than
or similar to the sums of the respective van der Waals radii. The interaction energies
ΔE were obtained via (7):
ΔE ¼ E A—Bð Þ  E Að Þ þ E Bð Þ½ ; ð7Þ
in which E(A—B) is the energy of the complex A—B and E(A) and E(B) are the
energies of the isolated components.
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For a given negative site, ΔE has been found to correlate reasonably well with
the VS,max of the σ-hole [28, 29, 31, 51, 52]; ΔE becomes more negative (stronger
interaction) as VS,max is more positive. When the ΔE correspond to two or more
different negative sites, as in Table 3, then their VS,min must be taken into account.
One way of doing this is by plotting ΔE against the product of VS,max (σ-hole) and
VS,min (negative site). When this was done for a series of 20 complexes with NH3
and HCN, including the 13 in Table 3, the R2 was a very satisfactory 0.96 [29].
The first-row atoms of Groups IV–VII (carbon, nitrogen, oxygen, and fluorine)
tend to have relatively weakly-positive or negative σ-holes, because of their lower
polarizabilities and higher electronegativities compared to the other members of
their groups. Attractive σ-hole interactions are therefore less common for these four
atoms. Thus it was formerly thought that fluorine does not form halogen bonds. This
has been disproved [32, 53, 54]. It was in fact shown some years ago that carbon
[37], nitrogen [36], oxygen [35], and fluorine [32] can all have positive σ-holes if
covalently bonded to strongly electron-attracting partners. From this it follows that
they can indeed form σ-hole bonds, and this has been demonstrated computation-
ally [31, 32, 35–37] and to some extent experimentally [41, 53, 54].
Since a positive σ-hole is frequently surrounded by a negative surface potential
(except for Group IV), a given atom can interact favorably and directionally with
both negative and positive sites, as is seen in the crystallographic close contacts
discussed above, 1–4. It is even possible to have “like attracting like,” whereby the
positive σ-hole on an atom in one molecule interacts with the negative potential on
Table 3 σ-Hole VS,max for atoms shown in bold and interaction energies ΔE for some gas phase
complexes with NH3 and HCN.
a Computational methods: electrostatic potentials, M06-2X/6-
311G(d); interaction energies, M06-2X/aug-cc-pVTZ
Complex
Bond producing
σ-hole
σ-Hole VS,max
(volts)
ΔE (kcal/
mol)
Separationb
(Å)
Angle
(deg)
F-F—NH3 F–F 0.49 1.5 2.59 (3.0) 179.9
F3C-Cl—NH3 C–Cl 0.86 2.5 3.03 (3.3) 180.0
F3C-Br—NH3 C–Br 1.10 3.7 3.07 (3.5) 179.9
BrCC-Br—NH3 C–Br 1.31 4.2 2.99 (3.5) 179.8
H2FP—NH3 F–P 1.68 7.2 2.71 (3.4) 166.5
H2FAs—NH3 F–As 1.93 8.7 2.73 (3.5) 165.0
F-Cl—NH3 F–Cl 1.98 10.3 2.59 (3.3) 179.9
F3C-Cl—NCH C–Cl 0.86 1.6 3.13 (3.3) 179.1
BrCC-Br—NCH C–Br 1.31 2.7 3.05 (3.5) 180.0
Cl2Se—NCH Cl–Se 1.57 4.0 2.92 (3.5) 176.1
H2FP—NCH F–P 1.68 4.7 2.81 (3.4) 164.0
H3FGe—NCH F–Ge 1.87 4.9 2.89 (–) 179.8
F-Br—NCH F–Br 2.31 7.1 2.60 (3.5) 180.0
aComputed VS,max and ΔE were reported in [29]
bValues in parentheses are the sums of the van der Waals radii of the σ-hole-containing atom and
nitrogen [108, 109]. No van der Waals radius was found for germanium
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the same atom in another identical molecule. This has been observed both compu-
tationally [25, 29, 55, 56] and experimentally [22, 38, 57, 58]. Examples are
crystalline Cl2, 5 [22], and ClH2P—PH2Cl [56]. (Note that “like attracting like”
cannot happen with tetravalent Group IV atoms, which have entirely positive
surface potentials.)
Cl Cl
5
Cl
Cl
The fact that many atoms have surface regions of both positive and negative
potentials, and can interact through either or both, demonstrates anew the fallacy of
trying to assign a point positive or negative charge to an atom in a molecule (i.e., an
atomic monopole). While numerous different procedures for doing so have been
invented [59] (including one by an author of this paper [60], a youthful folly), there
is no rigorous basis for doing so, and the results are likely to be physically
misleading, as shown by Figs. 2, 4, 5, and 6, and Tables 1 and 2. For example,
traditional atomic charges cannot in general account for or predict halogen bonding
and other σ-hole interactions. In this respect, as has been pointed out [50, 55], force
fields that assign single charges to atoms in molecules are inadequate; recognition
of this has led to efforts to make them more realistic [61–65].
5 The Nature of σ-Hole Interactions
The interaction energyΔE of a σ-hole-bonded complex A—B can be determined by
(7). ΔE is a real physical property, an observable which can be obtained experi-
mentally. It tells us how much energy is released when the complex is formed, or
alternatively, the negative of ΔE tells us how much energy is required to break the
A—B bond and separate A and B, i.e., the binding energy.
Unfortunately, it has become quite popular in recent years to dissect ΔE into
various components. This is viewed as a means of better “understanding” the
interaction; the fact that the process is physically meaningless is not taken to be a
deterrent. The assumed components are usually some subset of a group which
includes electrostatics, dispersion, polarization, charge transfer, exchange repulsion
(which Bader called an oxymoron [8]), induction, orbital interaction, Pauli repul-
sion, exchange, distortion, etc. While each of these can be claimed to have some
conceptual significance, they are not observables, are not uniquely defined, and are
not independent of each other.
There is no physically rigorous or “correct” way to make such a dissection of
ΔE, which has the advantage that everyone can feel free to invent their own scheme
(a situation akin to that of atomic charges) and their own set of assumed compo-
nents. A recent summary by Mo et al. [66] lists at least 16 different procedures
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which have been proposed, and they invoke different subsets of the group of
supposed components listed above. They can be quite contradictory, as exemplified
by two separate dissections of the interaction energies of the complexes H3C-X—
OCH2 and F3C-X—OCH2. By one procedure, the primary stabilizing components
were found to be electrostatics and dispersion [67]. The other energy dissection
scheme concluded, for the same complexes, that charge transfer and polarization are
dominant and that electrostatics contributes only “slightly” [68]. (So what causes
the polarization?)
The Hellmann–Feynman theorem tells us that the forces acting within the
complex A—B are purely Coulombic attractions and repulsions involving the
nuclei and electrons, and can be determined exactly from the electronic density
and the positions of the nuclei [3, 4]. How do we reconcile this rigorous statement
with the various interaction components commonly invoked in different analyses of
non-covalent bonding, even if we resist the urge to try to quantify them?
The answer to this lies in the fact that the Hellmann–Feynman theorem refers to
the actual electronic density of the system; this is what is to be used in evaluating
the Coulombic interactions of the electrons. In energy dissection schemes, on the
other hand, the electrostatic term pertains to an imaginary situation: A and B being
at the separation that they have in the complex but with the unperturbed charge
distributions that they would have at infinite separation. Accordingly, the electrostatic
component of the interaction energy is typically computed without including the
polarizing effects that A and B have upon each other and that perturb their electronic
densities and hence their electrostatic interactions. Polarization is treated as another
component, separate from the electrostatic, which is completely unrealistic.
Polarization is an intrinsic part of any Coulombic interaction (unless only point
charges are involved) [25, 28, 29, 69, 70]; it cannot be viewed separately. The
electric fields of the participants polarize each other’s charge distributions. Con-
sider the formation of a σ-hole complex A—B in which the positive σ-hole is on A
and the negative site on B. Then the shifting (polarization) of the electronic
densities of A and B are as shown in 6.
A------B
←      ←
6
The importance of polarization is confirmed by plots showing the difference
between the computed electronic density of a σ-hole complex A—B and that of the
imaginary unperturbed system mentioned above: free A and free B placed at the
same separation as in the complex [25, 69, 71, 72]. Such plots all show the
qualitative features depicted in 6: the electric field of the negative site on B
polarizes the electronic density near the σ-hole of A away from B, while the electric
field of the σ-hole polarizes the electronic charge of B toward A.
The polarization shown in 6 helps to interpret the “cooperativity” sometimes
observed in systems involving more than one non-covalent interaction [32, 71, 73,
74]. For example, ΔE for the formation of NC-Br—NC-Br—NC-Br has more than
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twice the magnitude of that for NC-Br—NC-Br [32], because each NC-Br—NC-Br
interaction in the trimer strengthens either the σ-hole or the negative site for the
other.
Polarization also nicely explains the changes that σ-hole interactions produce in
the stretching frequencies of the covalent bonds to the atoms having the σ-holes
(i.e., the bonds that give rise to them). In some complexes these frequencies
increase (blue shifts) but more often they decrease (red shifts) [75, 76]. These
observations have frequently been rationalized in terms of “charge transfer” from
orbitals on the negative sites B to various orbitals on the σ-hole molecules
A. However it has been demonstrated [75, 76] that both blue and red shifts can be
explained and predicted, using the formalisms of Hermansson [77] or Qian and
Krimm [78], from the electric field produced by B and the permanent and induced
dipole moments of A. No orbital factors need be invoked.
Dispersion is an intrinsic part of the Coulombic interaction in a complex A—B,
as is polarization. Dispersion is commonly considered to be associated with elec-
tronic correlation [79–81], i.e., the instantaneous correlated movements of the
electrons in response to their mutual Coulombic repulsions. These movements
create temporary dipoles which interact attractively, accounting for the stabilizing
contribution of dispersion.
Feynman proposed a different (often overlooked) interpretation of dispersion
[4], involving nuclear-electronic rather than dipole interactions. Support for his
conjecture was reported by Hirschfelder and Eliason [82], and a proof was offered
by Hunt [83].
Either explanation is consistent with the Hellmann–Feynman theorem: The
forces acting within the complex are purely Coulombic and can be determined
from the electronic density and the nuclear positions. What the energy dissection
procedures view as three separate components of ΔE – electrostatics, polarization,
and dispersion – are really just one, the Coulombic, which rigorously encompasses
all the forces within the complex.
The electronic density and the nuclear positions can in principle be obtained
either experimentally or computationally. It is in doing the latter that factors such as
antisymmetry, exchange, Pauli repulsion, etc., enter the picture, as consequences of
the mathematical model being used. However, the distinction between physical
reality and a mathematical model should always be kept in mind.
An example of a frequent failure to do this relates to the notion of charge
transfer. This is often invoked in regard to non-covalent bonding, although without
explaining how, physically, this is stabilizing. (On the other hand, some energy
dissection schemes do not even include it in their subsets of components.) Charge-
transfer formalism was introduced by Mulliken to describe the electronic transition
from the ground state of a complex to an excited state, which is largely dative [84];
his focus was upon this transition, not upon the physical nature of the bonding in the
ground state. The idea that a σ-hole interaction involves some small fraction of an
electron being transferred from the negative site on B into an orbital on the
molecule A having the positive σ-hole is purely mathematical modeling, not
physical reality. Orbitals are not real, they are mathematical expressions which
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are useful in constructing wave functions [85]; electrons cannot be sliced up into
fragments. The overlap of an occupied orbital of the “donor” with an unoccupied
orbital of the “acceptor” is simply one mathematical technique (not the only one)
for describing the physical event, which is the mutual polarization of A and B, as
in 6.
This point can be illustrated by considering another perfectly valid mathematical
approach, discussed by Stone and Misquitta [86]. Quite a satisfactory quantum
chemical representation of the complex A—B could be obtained using only orbitals
of either A or B, provided that enough of them were used. The polarization depicted
in 6 would be adequately described. However, the charge transfer, as evaluated by
any orbital-based method, would necessarily be zero, since one of the participants
was not assigned any orbitals! It is indeed increasingly becoming recognized that
the distinction between polarization and charge transfer is an artificial one [87–90].
6 Hydrogen Bonding
There is an obvious structural similarity between hydrogen bonding, R-H—B, and
halogen bonding, R-X—B, in that both involve a univalent covalently-bonded atom
interacting with a negative site. For a given R and B, hydrogen bonding is generally
the stronger if X¼F or Cl, but they are comparable when X¼Br and halogen
bonding is often the stronger when X¼I [91–93]. Halogen bonding dominating
over hydrogen bonding has been observed experimentally, for instance in solution
studies [94] and in co-crystallization [95].
In recent years, hydrogen bonding has fallen victim to intense theoretical
scrutiny, and so one can now find references to classical and nonclassical hydrogen
bonding, proper and improper, blue shifted and red shifted, dihydrogen bonding,
anti-hydrogen bonding, H—σ and H—π hydrogen bonding, positive and negative
charge-assisted hydrogen bonding, resonance-assisted and polarization-assisted
hydrogen bonding, etc. However, all of these fit the same basic pattern: a Coulom-
bic interaction involving a region of positive electrostatic potential on the hydrogen
and a negative site.
It is in fact justifiable to view hydrogen bonding as a subset of σ-hole interactions
[25, 28, 33, 34]. Since a hydrogen atom has only one valence electron, and that is
participating in the R-H bond, it can be anticipated that the outer portion of the
hydrogen has a positive potential with its maximum along the extension of the R-H
bond (a σ-hole). Because of the absence of any other valence electrons on the
hydrogen, its lateral sides also have relatively low electronic densities and therefore
the positive σ-hole potential extends farther back toward the bonding partner than is
typical of Group V–VII atoms. Hydrogen σ-holes are more hemispherical and less
narrowly focused. These features are clearly apparent in Fig. 2 and especially in
Fig. 7, and can also be seen in earlier reports [27, 28, 33, 81]. They help to explain
why hydrogen bonds tend overall to be less directional than other σ-hole interac-
tions [33, 96, 97].
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Plots of electronic-density changes accompanying hydrogen bond formation
show polarization as represented in 7 [98–100]. This is fully analogous to what is
observed for other σ-hole interactions, discussed earlier and depicted in 6.
R-H------B
←      ←
7
Both the minor differences in directionality and the fundamentally similar
Coulombic natures of hydrogen bonding and halogen bonding in particular were
brought out in a recent computational study [33]. This involved the halogen-bonded
complexes of NC-Br and F3C-Br with the two bases NH3 and HCN, and the
hydrogen-bonded complexes of NC-H and F3C-H with the same two bases. For
each complex, the interaction energyΔEwas computed as a function of the C-Br—N
or C-H—N angle over the range 100–180. The most negative ΔE (strongest
interactions) were for angles of 180, since these involved the most positive
potentials (the VS,max) of the σ-holes of both the bromines and the hydrogens. ΔE
was more negative for the hydrogen bonds than for the corresponding halogen
bonds, reflecting the more positive potentials of the hydrogens compared to the
bromines, and the NH3 interactions were stronger than the HCN, caused by the
nitrogen in the former having a more negative VS,min.
The results showed the greater tendency of halogen bonding for linearity: the
halogen bond ΔE rapidly became more negative as angles of 180 were
approached, even in the NC-Br complexes, in which the bromine is completely
positive (Table 1), whereas the hydrogen bondΔE variation was more gradual. This
demonstrates the role of the nonbonding valence electrons on the lateral sides of the
halogen in focusing the interaction.
Fig. 7 Calculated electrostatic potential on the 0.001-au molecular surface of HI. The hydrogen is
on the right. The positions of the nuclei are indicated by the light circles. Color ranges, in volts:
red, greater than 0.43; green, between 0.43 and 0; blue, less than 0 (negative). The most positive
values of the electrostatic potential, the VS,max, are shown by black hemispheres; they are 1.26 V
(hydrogen) and 0.91 V (iodine). Note that these surface maxima are along the extensions of the
covalent bond. Computational level: M06-2X/6-311G(d)
σ-Hole Bonding: A Physical Interpretation 35
nick.walker@newcastle.ac.uk
Particularly striking were plots of ΔE vs the positive potentials created by the
four isolated R-Br and R-H molecules at the various distances and angles where the
nitrogens of NH3 and HCN were situated in the complexes; these were the poten-
tials felt by the nitrogens in the complexes. Excellent linear correlations were
obtained: R2¼ 0.986 for the NH3 complexes and R2¼ 0.990 for the HCN. In each
case, and for both R¼NC and R¼F3C, the hydrogen-bonded and the halogen-
bonded complexes fit on the same correlation! All of this certainly strengthens
the argument that these are basically similar Coulombic interactions.
7 Thermodynamic Stability
It is customary to use the energy change ΔE or the enthalpy change ΔH as a
measure of the strength of the interaction in forming a complex A—B. The more
negative are ΔE and ΔH, the more strongly bound is the complex.
From a thermodynamic standpoint, however, it is the free energy changeΔG that
is important. Thermodynamic stability requires that ΔG be negative. Since at a
fixed absolute temperature T,
ΔG ¼ ΔH  TΔS; ð8Þ
this introduces the entropy change ΔS as an additional factor. The formation of A—
B diminishes the degrees of freedom of A and B, causing ΔS to be negative.
Accordingly, even for an attractive interaction having ΔH< 0, if |TΔS|> |ΔH|,
then ΔG> 0 and the complex is thermodynamically unstable.
This is in fact the case for the formation of many σ-hole complexes in the gas
phase at 298 K [29, 101, 102]. In solution or a solid phase, additional factors are
involved which may make ΔG negative even when it is positive in the gas phase.
However, it should be remembered that ΔG> 0 does not completely preclude the
formation of a complex; it simply means that the equilibrium constant for the
process is less than one. (More extensive discussions of the thermodynamic stabil-
ities of σ-hole complexes are given elsewhere [28, 29, 102].)
8 “Anomalously” Strong Interactions
There have sometimes been encountered, at least computationally, σ-hole com-
plexes having properties suggesting unusually strong interactions – e.g., signifi-
cantly more negative ΔE and shorter A—B separations than are commonly
obtained. It might be inferred that the bonding in these systems differs in some
fundamental manner from that in the weaker complexes; however, that is not the
case. These “anomalously” strong interactions can be explained quite well in terms
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of the usual suspects: the VS,max of the σ-hole, the VS,min of the negative site, and the
polarizabilities of both.
For example, the computedΔE of the complexes F-Cl—CN-Q and F-Cl—SiN-Q,
where Q is an atom or group, range from 1.9 to 33.4 kcal/mol [103, 104]. This
remarkably large variation must reflect the properties of the negative sites, since the
σ-hole molecule is in all instances the same. Indeed, when the ΔE were expressed
by double regression analysis as functions of the VS,min and the local ionization
energies of the CN-Q carbons and the SiN-Q silicons, the relationship between
predicted and computed ΔE had R2¼ 0.99 [104]. (The local ionization energy was
being used as a measure of polarizability [105].) The combination of a strong
electric field produced by a large positive σ-hole VS,max plus a highly polarizable
negative site (as indicated by a low local ionization energy) can result in polariza-
tion to an extent which might be described (in less physical and more ambiguous
terms) as a significant degree of dative sharing of electrons, or coordinate cova-
lence. However, this is just terminology and does not imply a “transfer” of
electronic charge or some other new factor; it is still a Coulombic interaction, but
with a higher level of polarization. (An analogous explanation applies to “anoma-
lously strong” π-hole interactions, in which the region of positive electrostatic
potential is perpendicular to an atom in a planar portion of a molecular framework,
e.g., the boron in BCl3 and the sulfur in SO2 [106]). For more detailed discussions,
see Politzer et al. [29].
9 William of Occam, Einstein, and Newton
A great many non-covalent interactions of covalently-bonded atoms of Groups IV–
VII, as well as hydrogen bonding, can be explained as Coulombic interactions
(which encompasses polarization and dispersion) involving positive σ-holes and
negative sites. We resist forlornly the current tendency to subject σ-hole bonding to
the fate of compartmentalization which has befallen hydrogen bonding. Thus we do
not separate σ-hole interactions on the basis of the atom having the σ-hole (i.e.,
chalcogen bonding, pnicogen bonding, tetrel bonding, carbon bonding, etc.) nor on
the basis of the negative site (lone pair, anion, π electrons, etc.). They are all σ-hole
interactions, and we believe that it is important to focus upon this fundamental
unifying similarity rather than upon differences in detail. In the spirit of William of
Occam: Lex parsimoniae: Pluralitas non est ponenda sine necessitate (plurality is
not to be posited without necessity), Occam’s Razor.
We have tried to emphasize the importance of distinguishing between mathe-
matical models and physical reality. This can be challenging, because mathematical
models are often pleasingly elegant and complex, whereas physical reality may be
distressingly simple and straightforward. Newton was aware of this failing on the
part of Nature; he observed, “Nature is pleased with simplicity.” [107]. Einstein
concurred: “Nature is the realization of the simplest conceivable mathematical
ideas.” [107]. (To Newton and Einstein, “Nature” meant physical laws. Biological
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“Nature” often finds seemingly unnecessarily complicated solutions to problems;
evolution simply stops changing what works well enough.) Newton, Einstein, and
William of Occam provide excellent guiding principles for those wishing to
understand physical phenomena.
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Halogen Bonding in the Gas Phase: A
Comparison of the Iodine Bond in B  ICl
and B  ICF3 for Simple Lewis Bases B
J. Grant Hill, Anthony C. Legon, David P. Tew, and Nicholas R. Walker
Abstract Methods for observing the rotational spectra of the halogen-bonded com-
plexes B  ICl and B  ICF3 (B¼N2, CO, HCCH, H2C¼CH2, H2O, H2S, PH3 or
NH3) and deriving from them properties such as angular geometry, radial geometry,
the strength of the intermolecular bond, and the extent of electron redistribution on
complex formation are described. Comparison of various properties reveals several
similarities between the two series. Thus, the B  ICF3 obey a set of rules which were
originally proposed to rationalise the angular geometries of hydrogen-bonded com-
plexes of the type B  HX, but which were subsequently found to apply to their
halogen-bonded analogues B  XY, where XY is a dihalogen molecule, including
ICl. Important for establishing the validity of these rules in both series B  ICl and
B  ICF3 were the complexes with B¼H2O or H2S. The configuration at O in
H2O  ICF3 and H2O  ICl is effectively planar. On the other hand, the configuration
at S in H2S  ICF3 and H2S  ICl is permanently pyramidal. Ab initio calculations of
potential energy functions for inversion at O or S performed at the CCSD(T)(F12*)/
cc-pVDZ-F12 level of theory confirmed these conclusions. Comparison of the
intermolecular stretching force constants kσ show that the series B  ICF3 is system-
atically more weakly bound than B  ICl. Interpretation of kσ in terms of nucleophi-
licities NB of B and electrophilicities EIR of ICl and ICF3 reveals thatEICF3  EICl=3.
Experimental and ab initio values of distances r(Z  I), where Z is the acceptor atom/
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region of B, show that, for a given B, the intermolecular bond of B  ICF3 is longer
than that of B  ICl. The electronic charge redistributed from B to ICF3 on formation
of B  ICF3 is probably negligibly small.
Keywords Ab initio calculations  Angular and radial geometry  Intermolecular
force constants  Iodine bond  Iodine monochloride  Iodo-trifluoromethane  Lewis
bases  Potential energy functions  Rotational spectroscopy
Contents
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2 Methods of Observing Rotational Spectra of Complexes B  ICl and B  ICF3 . . . . . . . . . . 46
2.1 Pulsed-Jet, Fourier-Transform Microwave Spectroscopy Conducted in a Fabry–
Perot Cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.2 Chirped-Pulse, Fourier-Transform Microwave Spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . 49
3 Molecular Properties of B  ICl and B  ICF3 Available from Spectroscopic Constants
Obtained from Analysis of Rotational Spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.1 Geometry from Rotational Constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2 Intermolecular Stretching Force Constant kσ from Centrifugal Distortions Constants 52
3.3 Electric Charge Redistribution on Formation of B  ICl from I and Cl Nuclear
Quadrupole Coupling Constants . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4 Comparison of Observed Properties of B  ICl and B  ICF3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.1 Angular Geometry: Do Complexes B  ICF3 Obey the Rules? . . . . . . . . . . . . . . . . . . . . . . 55
4.2 Radial Geometry: How Do the Halogen Bond Distances Z  I Vary from B  ICl
to B  ICF3? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3 Intermolecular Stretching Force Constants kσ: How Does Replacement of Cl
in B  ICl by CF3 Change the Electrophilicity of the Halogen Bond Donor
Molecule? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4 Electric Charge Rearrangement on Formation of B  ICl and B  ICF3 Complexes 71
Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
1 Introduction
This chapter compares the gas-phase properties of two groups of binary complexes,
in both of which the components are held together by means of an iodine bond. The
two groups of complexes are of the general type B  I–R, where B is one of a range
of simple Lewis bases and R is either the atom Cl [1–9] or the group CF3
[10–16]. Some generalisations appropriate to both groups are discussed.
Only relatively small complexes in which the components are linked by a
halogen bond have been investigated in the gas phase. In particular, only those of
the type B  X–R, where B is a simple Lewis base, X is the atom forming the
halogen bond to the acceptor atom/centre Z of B, and R is either another halogen
atom [17–20] or the groups CF3 [10–16, 21–23], have been examined spectroscop-
ically. Among the B  XCF3 groups, the series with X¼I is the most extensive and
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is the focus of this chapter. The technique predominantly employed for gas-phase
studies has been microwave spectroscopy, which is conducted under conditions
where the complexes B  X–R can be investigated in effective isolation,
unperturbed by either the solvent or lattice effects that are present in condensed
phases. In the work described here, the results are derived from pure rotational
spectra, which are usually observed in the microwave region. Also related to the
content of this chapter are the systematic investigations of the vibrational spectra of
complexes of the type B  XCF3 when dissolved in liquid noble gases (described in
chapter “Infrared and Raman measurements of halogen bonding in cryogenic
solutions”). The solvent–solute interactions are then present but small. Recently,
Bevan et al. have carried out some very high-resolution vibration-rotation spec-
troscopy of gas-phase, halogen-bonded complexes such as OC  Cl2 [24] by using
quantum cascade lasers.
Analysis of rotational spectra provides very precise spectroscopic constants
which can be interpreted to give various properties of the isolated complexes
B  X–R, and therefore such properties are the most appropriate for comparison
with the results of ab initio electronic structure calculations. The series of halogen-
bonded complexes involving Lewis bases with dihalogen molecules B  XY
(XY¼ F2, ClF, Cl2, BrCl, Br2 or ICl) is, so far, the series most completely
characterised by means of rotational spectroscopy; this work is conveniently
summarised in [18]. An advantage of dihalogens acting as the halogen-bond
donor lies in the absence (for F2, Cl2 and Br2) or sparseness (for ClF, BrCl and
ICl) of their rotational spectra. Comparisons of the way derived properties change
as first B and then XY are systematically varied have led to some generalisations
about the halogen bond [25–30]. These generalisations are concerned with the
geometry of the complex, the strength of its intermolecular bond and, in suitable
cases, the extent of the electric charge rearrangement that accompanies complex
formation. Examples of these generalisations are some rules for the interpretation
and prediction of angular geometry [18] (i.e. the relative orientation of the B and
XY subunits within B  XY) and an expression which allows the prediction of the
intermolecular stretching force constant kσ (one measure of the strength of the
interaction of B and XY) from properties assigned to the isolated molecules B and
XY, namely the nucleophilicity NB of B and the electrophilicity EXY of XY
[18, 28]. The experimental results and generalisations for B  XY have been
thoroughly reviewed elsewhere [17–20]. In these reviews, attention was drawn to
a set of identical generalisations previously developed from investigations of the
rotational spectra of hydrogen-bonded complexes B  HX in which both B and X
were systematically varied. This parallelism between the hydrogen bond and the
halogen bond suggests a common origin for these two types of interaction, but such
a conclusion must be tempered with caution [31].
The rotational spectra of the halogen-bonded complexes B  XCF3 having a
trifluorohalogenomethane XCF3 as the X donor [10–16, 21–23] have been observed
and analysed more recently than those in which a dihalogen molecule XY is the
halogen-bond donor, this order being dictated, at least in part, by an instrumental
development discussed in Sect. 2.2. Of the series of B  XCF3 complexes, the one
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to be discussed here involves X¼ I as the halogen donor atom and B¼N2, CO,
HCCH, H2C¼CH2, H2O, H2S, PH3 or NH3 as the Lewis bases. The reason for the
particular interest in ICF3 lies in its role as the tractable prototype for those
molecules, such as tetrafluoro-diiodobenzene, employed in crystal engineering
applications of the halogen bond [32]. The multiple fluorination is used as a
means of withdrawing electrons from the I atom, thereby enhancing the strength
of the halogen bond that it forms. In this chapter, we take the opportunity to
compare the results for the series B  ICF3 with those of the corresponding series
B  ICl, to examine the extent to which replacement of Cl by CF3 affects the iodine
bond, and to find out whether the generalisations previously identified for the latter
group of complexes also apply to the former.
The structure of the remainder of this chapter is as follows. In Sect. 2, the two
methods used to observe the rotational spectra of complexes B  ICl and B  ICF3
are briefly outlined, namely pulsed-jet, Fourier-transform microwave spectroscopy
in a Fabry–Perot cavity (Sect. 2.1), and chirped-pulse, Fourier-transform micro-
wave spectroscopy (Sect. 2.2), with the emphasis on their advantages and disad-
vantages. Section 3 describes the properties of the B  ICl and B  ICF3 molecules
that can be derived from spectroscopic constants obtained from analysis of rota-
tional spectra, i.e. the geometry from rotational constants (Sect. 3.1), the
intermolecular stretching force constant kσ from centrifugal distortion constants
(Sect. 3.2) and the electric charge redistribution on formation of B  ICl from the I
and Cl nuclear quadrupole coupling constants (Sect. 3.3). The comparison of
observed properties of B  ICl and B  ICF3 is given in Sect. 4 in which we
consider (1) whether B  ICF3 complexes, as do their B  ICl counterparts, obey
the rules for angular geometry (Sect. 4.1), (2) radial geometry and in particular how
the halogen bond distances Z  I vary from B  ICl to B  ICF3 (Sect. 4.2) and
(3) (in Sect. 4.3) whether the intermolecular stretching force constants kσ for the
B  ICF3 series allow an electrophilicity EICF3 to be determined for ICF3 and, if so,
how replacement of R¼Cl by CF3 affects the electrophilicity of the halogen donor
molecule. A brief argument to establish that the extent of electric charge
rearrangement on formation of B  ICF3 complexes from B and ICF3 is probably
very small is given in Sect. 4.4. Section “Conclusions” presents a summary of the
conclusions.
2 Methods of Observing Rotational Spectra of Complexes
B  ICl and B  ICF3
Two methods [33–36], having several features in common, have been used to
observe the rotational spectra of complexes of the type B  ICl and B  ICF3.
Both employ supersonic expansion of a mixture of B and I–R diluted in an inert
gas (argon) to produce a short gas pulse (1 ms duration) containing a sufficient
number density of the complexes B  I–R which then expand into a vacuum
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chamber. The important properties of the supersonic expansion in this context are
(1) that the B  I–R molecules so formed rapidly achieve collisionless expansion in
the chamber with an effective translational temperature of only 1 K, so that even
very weakly bound complexes survive until the gas pulse collides with part of the
vacuum chamber/pumping system, and (2) that complexes are usually in their
vibrational ground state (unless very low energy vibrational states such as those
caused by hindered rotation exist) and in their lower energy rotational states. Both
techniques then involve the polarization of rotational transitions in a macroscopic
ensemble of molecules B  IR by means of a short pulse of microwave radiation,
both recording the amplitude of the spontaneous coherent emission from the
polarized ensemble as a function of time (time-domain experiment) after the
polarizing radiation has decayed sufficiently in intensity that there is no significant
background radiation against which to discriminate. Both employ Fourier transfor-
mation of the time-domain signal, usually to yield the intensity vs frequency
spectrum. In both, the physics of the creation of the macroscopic polarization and
its decay are very similar to that involved in the NMR experiment, the main
differences being (1) that the microwave experiment involves an electric polariza-
tion while the NMR experiment relies on a magnetic polarization and (2) that the
decay of the electric polarization is much faster (T2 100 μs) than that of the
magnetic polarization (T2 10 s). Each technique has Fourier-transform micro-
wave spectroscopy in its title, but they differ in the frequency bandwidth of the
polarizing microwave pulse. An outline of each technique is given below, with
emphasis on their differences, together with an indication of their advantages and
disadvantages.
2.1 Pulsed-Jet, Fourier-Transform Microwave Spectroscopy
Conducted in a Fabry–Perot Cavity
The essential features of the pulsed-jet, Fourier-transform, Fabry–Perot (F–P)
cavity technique [33, 34] are as follows. A short pulse (duration 1–2 ms) of the
gas mixture (usually about 1% each of B and I–R in argon at a total pressure of
2 bar) is produced by a solenoid valve and enters an evacuated microwave F–P
cavity along its axis. The F–P cavity consists of a pair of confocal, spherical
aluminium mirrors having a high Q and an acceptance bandwidth of 1 MHz.
After a suitable delay to allow the gas pulse to arrive at the centre of the mirrors,
monochromatic microwave radiation (produced by a microwave synthesizer) is
formed into a pulse of1 μs duration and carries with it into the F–P cavity a range
of frequencies covering about 1 MHz, thereby matching the cavity bandwidth. The
microwave pulse, if of sufficient power, can therefore polarize all rotational tran-
sitions of the target molecules whose frequencies fall within approx. 1 MHz of the
frequency to which the Fabry–Perot cavity is tuned. After a short delay to ensure
that the polarizing microwave pulse has decayed, the spontaneous coherent
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emission from the rotationally polarized gas is recorded in the time domain, Fourier
transformed and the power spectrum displayed. The parallel propagation of the gas
and microwave pulses along the cavity axis leads to a so-called Doppler doublet
(the centre frequency of which is the transition frequency), but has the advantage
that it reduces the full-width at half-maximum intensity of each component to
approx. 5 kHz. This instrument therefore has a very high resolution and a corre-
spondingly high accuracy of frequency measurement (typically 0.5 kHz). In addi-
tion, only a relatively low microwave power is needed to polarize rotationally a
large fraction of the gas pulse when within the F–P cavity and this ensures a high
sensitivity. Disadvantages include (1) slow searching because every time the
radiation is changed (usually in 0.5 MHz steps to ensure no transitions are missed)
the cavity must be re-tuned to the radiation frequency and (2) difficulty in extracting
relative intensities because the intensity of an observed signal depends critically on
the mode of the F–P cavity in use and on the how far the radiation is offset from the
exact resonant frequency of the cavity. As an example of the resolution and
sensitivity, part of the extensive hyperfine structure arising from coupling of the
14N and 127I nuclear spins to the overall rotational angular momentum in the
J¼ 6! 5 transition of H314N  127IF3 is shown in Fig. 1. Each transition is split
into a doublet by the Doppler effect mentioned earlier.
Fig. 1 A small part of the nuclear quadrupole hyperfine structure of the J¼ 6! 5, K¼ 0! 0
transition of H3
14N  127ICF3 recorded with a pulsed-jet, F-T microwave spectrometer incorpo-
rating a Fabry–Perot cavity. The feature at 10,369.365 MHz is a combination of the
F1¼ 3.5! 4.5, F2¼ 2.5! 3.5 and the F1¼ 3.5! 4.5, F2¼ 4.5! 5.5 hyperfine components
(each appearing as a Doppler doublet) arising from the presence of the 127I and 14N nuclei in the
molecule. The spectrum is the average of the signals collected from 11,500 gas pulses
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2.2 Chirped-Pulse, Fourier-Transform Microwave
Spectroscopy
The sequence of events comprising a gas pulse, microwave pulse, detection of the
spontaneous coherent emission and Fourier-transformation of the detected radiation
is also used in the chirped-pulse version of FTMW spectroscopy. Chirped-pulse
(CP) FTMW spectroscopy [35, 36] additionally entails the use of a microwave
polarization pulse which is rapidly swept over a very broad frequency range. Such
experiments have only recently become possible as a result of advances in the
technology available for the digital generation and processing of waveforms.
Compared with typical FTMW experiments exploiting an F–P cavity, the polari-
zation pulse duration is unchanged. However, a pulse of significantly higher
intensity must be used to polarize efficiently molecules across the broader band-
width of the experiment. The intensity required in the chirped polarization pulse is
directly proportional to its bandwidth.
When implemented within a spectrometer that exploits fixed-frequency micro-
wave pulses (i.e. of the type described in Sect. 2.1), a Fabry–Perot cavity compris-
ing confocal, spherical mirrors allows higher sensitivity and resolution than could
otherwise be achieved. However, the acceptance bandwidth of such a cavity is too
narrow to gain any advantage when a microwave polarization pulse spanning
12 GHz in frequency is used. For this reason, the polarizing pulse is introduced
and the molecular emission detected using broadband horn antennae in a chirped-
pulse FTMW spectrometer. The principal advantage of the CP-FTMW technique
undoubtedly arises from the opportunity to excite all transitions across a broad
bandwidth in a single measurement. At microwave frequencies, all transitions
between 6 and 18 GHz can be probed simultaneously, representing a very signif-
icant expansion of the frequency range which can be probed compared with
experiments that exploit a Fabry–Perot cavity. An additional, related advantage
arises because the intensity of the chirped pulse in a CP-FTMW spectrometer is
highly uniform across the frequency range under examination. It is thus easier to
compare the relative intensities of different transitions across a broad frequency
range. The intensities of transitions measured by FTMW experiments exploiting a
Fabry–Perot cavity are dependent on a greater range of factors, as described in
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Sect. 2.1. Figure 2 shows a recording of the rotational spectrum of H3N  ICF3
observed with the CP-FTMW spectrometer when the frequency range displayed is
successively decreased. A small part of the same spectrum recorded with a spec-
trometer of the type discussed in Sect. 2.1 is shown in Fig. 1. The smaller line
widths and accompanying increased resolution are apparent.
3 Molecular Properties of B  ICl and B  ICF3 Available
from Spectroscopic Constants Obtained from Analysis
of Rotational Spectra
The techniques discussed in Sects. 2.1 and 2.2 lead to the rotational spectra of the
B  I–R (R¼Cl or CF3) complexes of good intensity but usually in their ground
vibrational states only. Sometimes, however (with H3N  ICF3 , H2O  ICF3, for
example), the corresponding spectra in excited internal rotation states are also
observed. Here we shall be concerned only with molecular properties pertaining to
vibrational ground states. Analysis of the ground-state spectra lead to ground-state
spectroscopic constants, among which are included rotational constants, centrifugal
distortion constants and nuclear quadrupole coupling constants. The spectroscopic
constants can be interpreted, at various levels of approximation, to give properties of
Fig. 2 Part of the J¼ 6! 5 transition of H314N  127ICF3 recorded with a chirped-pulse F-T
microwave spectrometer in the frequency range 10,365–10,400 MHz is shown in the upper panel
while the lower panel is a simulation obtained with the aid of the spectroscopic constants given in
[15]. A small section of the spectrum is expanded within the inset. The features at
10,369.365 MHz, further expanded and enclosed within the dashed box, are those displayed in
Fig. 1. The spectrum resulted from the averaging of the signals from 13,000 gas pulses
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the complexes with which they are associated. These properties and the approxima-
tions involved in obtaining them are discussed in Sects. 3.1, 3.2 and 3.3.
3.1 Geometry from Rotational Constants
Ground-state rotational constants A0, B0 and C0 are simply related to the zero-point
principal moments of inertia I0a, I
0
b and I
0
c through the equations A0¼ h/8π2I0a,
B0¼ h/8π2I0b and C0¼ h/8π2I0c , where a, b and c delineate the three principal inertia
axes. The principal moments of inertia associated with the equilibrium geometry
(indicated by a superscript e) are simple functions of only the masses and the
equilibrium principal-axis coordinates of the atoms. The expression for the equi-
librium principal moment of inertia Iea, for example, is just I
e
a ¼
X
i
mi b
2
i þ c2i
 
,
with corresponding expressions for Ieb and I
e
c. If an isotopic substitution is made at a
particular atom, the changes ΔIea, ΔIeb and ΔIec in the moments of inertia which
accompany the substitution are related by exact equations (called Kraitchman’s
equations [37]) to the principal-axis coordinates of the atom in question. Isotopic
substitution at each atom in turn thus leads to a complete geometry for the molecule.
Unfortunately, equilibrium moments of inertia are very rarely available experi-
mentally, except for the simplest of molecules and certainly not for weakly bound
complexes such as those under discussion here. The approach usually adopted then is
to use zero-point moments of inertia as if they were equilibrium values. When
isotopic substitutions are made and the geometry is fitted to the minimum number
of zero-point moments of inertia by the least-squares method, the result is called an r0
geometry. Since isotopic substitution changes the zero-point motion, the geometry
obtained varies depending on the isotopologues chosen, and therefore inconsistencies
occur when r0 geometries are over-determined, i.e. determined from different sets of
isotopologues. When changes in zero-point moments of inertia ΔI0a, ΔI0b and ΔI0c are
used in Kraitchman’s equations [37] in place of equilibrium values (ΔIea, ΔIeb,ΔIec),
however, the resulting coordinates are referred to as substitution coordinates and the
geometry as the rs geometry [38]. The advantage of rs geometries is that they exhibit
greater internal consistency when over-determined and are closer to equilibrium
values than r0 geometries (for diatomic molecules there is an exact relation
rs¼ (re + r0)/2). Even rs geometries are not available for the type of molecules
considered here, however. In view of the weak intermolecular binding, it is usually
assumed that the geometry of each of the two component molecules B and I–R is
unperturbed by complex formation. The parameters defining the separation of the two
subunits B and I–R and their relative orientation in space, i.e. the radial and angular
geometries of the complex, respectively, are obtained by a least-squares fit of the
zero-point moments of inertia of the various isotopologues. All molecular geometries
of B  I–R considered here are of this pseudo-r0 type.
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3.2 Intermolecular Stretching Force Constant kσ from
Centrifugal Distortions Constants
Chemical bonds are elastic and, therefore, when a molecule is in its zero-point
vibrational state and a rotational state having a quantum number J> 0 (i.e. it is
rotating), the bonds distort. The higher the rotational energy (i.e. the higher J), the
larger the distortion and therefore the geometry changes (very slightly) with the
rotational state. In the usual expressions for the energy of rotation of a molecule in
its zero-point state, the main part of the energy is expressed in terms of the zero-
point rotational constants A0, B0 and C0 (often referred to as the effective rigid rotor
energy) while the centrifugal distortion contribution is described by small addi-
tional terms consisting of centrifugal distortion constants which multiply simple
functions of the rotational quantum number J for diatomic and linear molecules or
quantum numbers J and K for symmetric-top molecules [39]. The expressions for
asymmetric-top molecules are more complicated but the principles are the same.
For a diatomic or linear molecule, this energy expression is simply
E Jð Þ ¼ hB0J J þ 1ð Þ  hDJJ2 J þ 1ð Þ2; ð1Þ
in which the second term on the right-hand side takes account of the change of
geometry (and therefore rotational energy) with J. DJ is called the (quartic) centrif-
ugal distortion constant. There are higher order (sextic, etc.) centrifugal distortion
constants but these are usually negligible unless the molecule is unusually floppy or
very high J value transitions are observed. The expressions for symmetric-top and
asymmetric-top molecules contain three and five (quartic) centrifugal constants,
respectively, because there are other ways in which such molecules change geometry
with rotational state, corresponding to rotations about principal inertia axes other than
b. However, the term corresponding to DJ for linear/diatomic molecules is also
present for symmetric-top and asymmetric-topmolecules. It is given the same symbol
DJ in symmetric-top molecules but is labelled ΔJ in the latter group.
To a reasonable approximation, the components of a weakly bound complex
(such as one of the B  I–R considered here) may be modelled as a pair of rigid
molecules held together by a weak intermolecular bond. In the crudest approxima-
tion, B and I–R can be taken as point masses and B  I–R becomes a pseudo-
diatomic molecule. Clearly in that case the centrifugal distortion constant depends
on only one force constant, namely the intermolecular stretching force constant kσ.
The expression relating kσ and DJ for a complex B  I–R is simply related to that
for a diatomic molecule [40] and is given in the pseudo-diatomic approximation by
kσ ¼ 16π2μ 1
2
Bþ Cð Þ
 3.
DJ; ð2Þ
where μ¼MBMIR/(MB +MIR) and MB and MIR are the masses of B and I-R,
respectively. A more realistic approximation, made by Millen [41], treats the two
component molecules as rigid but takes into account their spatial extension of mass.
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The expressions are different for different types of molecular rotor. For a
symmetric-top complex, such as H3N  ICl [8], the appropriate expression is
kσ ¼ 16π2μB3=DJ
 
1 B=CNH3  B=BICl½ ; ð3Þ
in which the rotational constants in the denominators of the expressions in square
brackets refer to the indicated free molecules and B is that of the complex. Strictly,
these rotational constants should be equilibrium values but it is a good approxima-
tion to use zero-point quantities. When the complex is a planar asymmetric-top
molecule of C2v symmetry, for example ethyne  ICl [3], having rotational con-
stants B and C and the centrifugal distortion constant ΔJ, the expression for kσ takes
the form
kσ ¼ 8π2μ=ΔJ
 
B3 1 bð Þ þ C3 1 cð Þ ; ð4Þ
in which b ¼ B=BC2H2ð Þ þ B=BIClð Þ, c ¼ C=BC2H2ð Þ þ C=BIClð Þ. The expression
given by Millen [41] for planar C2v molecules of this type actually refers to DJ,
which was the nomenclature employed in an earlier approach to the centrifugal
distortion Hamiltonian than that used in the work reported here. DJ so determined
differs from ΔJ by a small term. As a consequence, Millen’s expression relating DJ
and kσ differs from Eq. (4) by a small additional term within the square brackets.
Here we are concerned only with ΔJ values for asymmetric-top molecules and
hence Eq. (4) is appropriate. If the complex is an asymmetric-top molecule such as
C2H4  ICl [4], in which ICl lies along the C2 axis that is perpendicular to the plane
of the ethene subunit, Eq. (4) also applies. Millen’s original derivations were for
complexes in which the Lewis acid is a diatomic or linear molecule, but it is readily
shown that Eqs. (3) and (4) also apply when the Lewis acid is a symmetric-top
molecule, such as ICF3.
3.3 Electric Charge Redistribution on Formation of B  ICl
from I and Cl Nuclear Quadrupole Coupling Constants
It has been shown elsewhere [2, 8] that, in a complex B  ICl, the iodine and
chlorine nuclear quadrupole coupling constants can be interpreted on the basis of a
simple model (the Townes–Dailey model [42]) to provide information about the
electron redistribution which occurs on formation of the complex from its two
components.
Nuclei with a spin quantum number I 1 can possess an electric quadrupole
moment. Since I¼ 3/2 for 35Cl and I¼ 5/2 for 127I, both nuclei in XY¼ 127I35Cl are
quadrupolar. As a result of the electrostatic interaction of the nuclear electric
quadrupole moment QX of nucleus X with any electric field gradient
qzz¼∂2VX/∂z2 existing at that nucleus along the intermolecular axis direction
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z in the molecule XY, the nuclear spin angular momentum IX associated with X
couples to the overall rotational angular momentum J, and similarly for nucleus
Y. Only a limited number of orientations of the X and Y nuclear spin axes with
respect to z are allowed and each of these corresponds to a different energy of
interaction of QX with ∂
2VX/∂z2 and QY with ∂
2VY/∂z2. The result is a splitting of
the rotational energy levels of XY into several so-called nuclear quadrupole
hyperfine components. By measuring the resulting nuclear quadrupole hyperfine
structure of the rotational transitions, the nuclear quadrupole coupling constants
χzz(X) and χzz(Y) defined by
χzz Xð Þ ¼ eQX ∂2VX=∂z2
 	
; ð5Þ
and
χzz Yð Þ ¼ eQY ∂2VY=∂z2
 	
; ð6Þ
can be determined accurately. Since the proton charge e and the conventional
nuclear electric quadrupole moments QX and QY are known constants, Eqs. (5)
and (6) lead to the electric field gradients (efgs) at X and Y along the z axis. The efg
at a given nucleus X is determined entirely by the electron charge distribution in the
molecule XY outside a small sphere surrounding the X nucleus.
The Townes–Dailey model [42] is a simple way of interpreting nuclear quadru-
pole coupling constants in terms of the electron distribution within the molecule
XY. The model makes the following approximations:
1. Filled inner-core electrons associated with an atom remain spherically symmet-
ric when the atom is subsumed into a molecule and therefore the efg at its
nucleus remains zero. Thus, only valence electrons contribute to the efg. Of
these, s electrons are assumed to remain spherically symmetric when in a
molecule and therefore do not contribute.
2. Because the efg at a nucleus arising from a given electron varies with the
distance of the electron from the nucleus according to hr 3i, the contributions
to qzz¼∂2VX/∂z2 from electrons centred on atom Y are neglected.
3. Hence, only p,d,. . . valence electrons centred on X contribute to ∂2VX/∂z2.
These are, moreover, assumed to be in orbitals unperturbed from the free-atom
orbitals. If the contribution of an electron characterised by quantum numbers n,l,
and m to the efg in the free atom X is written as qn,l,m, and recognising that for
a p electron 2qn,1,1¼ 2 qn,1,1¼qn,1,0, it follows that, according to the
Townes–Dailey approximation, the efg along the z direction at the nucleus
of the halogen atom X (electronic configuration np5) in the molecule XY is
just 2qn,1,1+ 2 qn,1,1 + qn,1,0¼qn,1,0 which is that arising from an absence of an
npz electron. Clearly, if we define the nuclear quadrupole coupling constant of
free atom X as χA(X)¼ eQX qXn;1;0, then when the atom X is in the XY
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molecule, the coupling constant of X is χzz(X)¼ eQX qXn;1;0¼ χA(X) in the
Townes–Dailey approximation.
When a complex B  XY is formed by bringing up the Lewis base B to XY
along the internuclear axis z of XY, the efgs at X and Y change. If we assume that
the changes arise from a fraction δi of an electron transferred from B into the npz
orbital of X and a fraction δp of an electron transferred from X into the npz orbital
of Y, it follows that the nuclear quadrupole coupling constants in the equilibrium
(e) geometry of B  XY are given by
χ ezz Xð Þ ¼ χ0 Xð Þ  δi  δp
 
χA Xð Þ; ð7Þ
and
χ ezz Yð Þ ¼ χ0 Yð Þ  δpχA Yð Þ; ð8Þ
in which χ0(X) and χ0(Y) are the zero-point coupling constants of the free molecule
XY but should strictly be equilibrium values χe(X) and χe(Y). This approximation
can be used without introducing significant error, however. It is necessary to modify
Eqs. (7) and (8) to allow for the fact that the XY subunit, when within the complex,
undergoes zero-point vibrations, particularly an angular oscillation with respect to
its centre of mass. These angular oscillations are small for XY¼ ICl because of the
large mass, but the very small corrections of Eqs. (7) and (8) resulting from the
motion have been made and are discussed elsewhere [1–9, 19]. Equations (7) and
(8) then provide a route to the values of δi and δp, but only for those complexes in
which both X and Y carry quadrupolar nuclei. Such an approach is therefore
possible for the complexes B  ICl under discussion in this chapter but not for
B  ICF3. Nevertheless, we can use the (mainly small) δi for the former series to
argue that net intermolecular charge transfer in the latter is probably going to be
negligible. The fact that the δi values are usually small means that the approxima-
tions inherent in the Townes–Dailey model are not too serious here.
4 Comparison of Observed Properties of B  ICl
and B  ICF3
4.1 Angular Geometry: Do Complexes B  ICF3 Obey
the Rules?
The angular geometries determined for the two series of complexes B  ICl [1–9]
and B  ICF3 [10–16], where B¼N2, CO, H2O, C2H2, C2H4, H2S, PH3 and NH3, are
shown in Table 1. Each was determined in the approximation that the r0 geometries
of the two separate components are unchanged by complex formation. The species
when B¼N2, CO, PH3 and NH3 are either linear or symmetric-top molecules for
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both B  ICl and B  ICF3. Therefore their angular geometries are known and,
under the approximation mentioned, only the internuclear distances r0(Z  I) need
to be determined to characterise the geometry completely. When B ¼ C2H2 or
C2H4, various observations concerning nuclear spin statistical weight effects and
relationships among the principal moments of inertia allow the conclusions that the
complex is C2v, T-shaped for B ¼ C2H2, and that C2H4  ICl has C2v symmetry,
with ICl lying along the C2 axis of C2H4 that is perpendicular to the plane
containing all the C2H4 nuclei. For B¼H2O, and H2S, only the angles defined in
each case in Table 1 are necessary in addition to determine the geometry fully, if
unperturbed monomer geometries are again assumed. In the case of the B  ICF3
series (excluding B¼N2 and CO), there is a complication not present in the B  ICl
series, namely that in each case there exists a very low potential energy barrier
hindering the internal rotation of the CF3 group against B. Such motion manifests
itself in the observed rotational spectra as vibrational satellites, in this case
rotational spectra in low-lying energy states associated with the hindered internal
rotation. The ground-state spectra and the satellites were readily identified in the
cases B¼NH3 [15] and PH3 [16] and were analysed according to existing theory
for such molecules. Only conclusions drawn from ground-state spectra are
discussed here. When B¼H2O [14], C2H2 [12], C2H4 [13] or H2S [14] in
B  ICF3, a satisfactory theory to account for internal rotation is not available, and
it was more difficult to identify the ground-state rotational spectrum. For each, two
sets of rotational spectra were observed, one of which could be fitted as a symmetric-
top type spectrum while the other was of the expected asymmetric-top type. Each
spectral analysis has its own difficulties and the reader is referred to the primary
articles for detailed accounts of the fitting process and for detailed methods of
interpreting the spectroscopic constants to give the molecular properties. The impor-
tant point to note in connection with geometry for B  ICF3 for B¼H2O, C2H2, C2H4
or H2S is that, whichever of the two types of spectrum was fitted, the geometry
obtained was not significantly different.
It is clear from an examination of Table 1 that, for a given B, the pair of
complexes B  ICl and B  ICF3 are isomorphic in the sense that they have similar
angular geometries. A simple model which accounts for this isomorphism is given
below. It is based on a set of empirical rules first proposed for rationalising/
predicting angular geometries of hydrogen-bonded complexes B  HX [43–45],
but was later extended to include halogen-bonded species [17, 18, 26–30]. The
original rules were based on electrostatics in the sense that the electrophilic end δ+H
of the HX molecules is assumed to seek out the most nucleophilic region of
B. Nucleophilic regions of B are usually associated with non-bonding electron
pairs or π-bonding electron pairs. The rules are as follows:
The angular geometries of hydrogen-bonded complexes B  HX in the gas
phase can be predicted by assuming that in the equilibrium conformation the
internuclear axis of the HX molecule lies:
1. Along the axis of a non-bonding electron pair (n-pair) carried by B, or
2. Along the local symmetry axis of a π orbital, if B carries no n-pairs or
3. If B carries both n- and π-pairs, rule 1 takes precedence
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With these rules, the angular geometries of the hydrogen-bonded complexes
B  HX, where X¼F, Cl, Br, I, CN or CCH, have been rationalised for a wide range
of Lewis bases B, as described elsewhere [43–45]. It has also been shown more
recently that the rules, when modified by replacing B  HX and HX by B  XY and
XY, respectively, also apply to halogen-bonded complexes of the type B  XY, in
which XY is one of the dihalogen molecules F2, ClF, Cl2, BrCl, Br2 or ICl [17, 18].
The range of Lewis bases B investigated was the most extensive in the case of
XY¼ClF and was similar to that used for the B  HCl series. A close parallelism
between the angular geometries of B  HX and B  XY was identified and led to
the proposal [17, 18] of a halogen bond B  XY in the gas phase which is the
analogue of the more familiar hydrogen bond.
Do these rules apply to complexes formed by halogen bond donors such as ICF3 as
well as by dihalogen molecules XY? The similarity of the angular geometries of the
B  ICl and the B  ICF3 evident in Table 1 suggests that they do. The angular
geometries of H2Z  ICl and H2Z  ICF3 when Z is either O or S are particularly
important in establishing this result, as indeed were the angular geometries of
H2Z  HX and H2Z  XY in first formulating the rules for the hydrogen bond and
the halogen bond. Given simple electronic models of H2O and H2S, the rules also
provide an explanation of why the complexes H2S  HX [45] and H2S  XY [18]
(including XY¼ ICF3 [14]) are permanently pyramidal on the microwave timescale,
while their H2O analogues [14, 18, 45] are inverting and effectively planar.
In the electronic model of H2O, we assume sp
3 hybridisation of the 2s and 2p
orbitals of O. A diagram of this model of H2O is shown in Fig. 3a and has been drawn
with the exaggerated n-pair electron density distributions frequently employed in
chemistry. This familiar approach accounts for an HOH angle that is not far from
tetrahedral and it implies a similar angle between the axes of the two n-pairs carried
by O, which therefore requires an angle φ (see Table 1 for definition of the angle φ)
close to 50 for H2O  HX and H2O  XY complexes. On the other hand, to explain
the HSH angle close to 90 in free H2S, we might invoke S–H bonds formed by
Fig. 3 The chemist’s conventional model of the nonbonding electron pairs in (a) H2O and (b)
H2S. The angle φ is defined in each case as the angle made by a line, of length r, joining a unit
positive non-perturbing charge Å and the O or S atom with the C2 axis. The line lies in the plane
containing the n-pair axes. r, φ andÅ are used in the description of the electrostatic potentials shown
in Figs. 4 and 5
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overlap of two 3p orbitals (3px and 3py, say) on S with 1s orbitals of H and then place
each n-pair in a sp hybrid orbital formed from 3s and 3pz on S. Such a model then
requires an angle of 180 between the n-pairs on S, and consequently an angle φ close
to 90 (see Fig. 3b and Table 1). Moreover, the larger angle implies a much wider
potential energy barrier to inversion of the configuration at S in H2S  HX and
H2S  XY than that at O in H2O  HX and H2O  XY. Alternatively, in an
unhybridised model for H2S, one n-pair is viewed as occupying a 3pz orbital while
the other occupies the 3s orbital. If the weak interaction is via the n-pair in 3pz, the
geometrical consequences are identical to those of the hybridised version.
It was pointed out some time ago [45] that this difference in the n-pair angular
electron density distributions of H2O and H2S is consistent with simple electrostat-
ics. The electric charge distribution of a molecule can be accurately described by
sets of point multipoles (charges, dipoles and quadrupoles) placed on atoms and
sometimes at the centres of bonds. The values of the multipoles are determined by a
distributed multipole analysis, as proposed by Stone [46], of the ab initio
wavefunction of the molecule. Buckingham and Fowler [47] have provided accu-
rate electric charge distributions for H2O and H2S by using this approach. Once the
DMA is available, it is straightforward to calculate the electrostatic potential,
electric field, etc. at any point outside the molecule in question (by using the
T tensor formalism set out by Buckingham [48]) without any of the convergence
problems experienced when the molecular electric moments are used instead of the
DMA to describe the charge distribution. Figure 4 shows the electrostatic potential
(the potential energy of a non-perturbing, unit point positive charge Å) V(φ) plotted
against the angle φ (as defined in Fig. 3a) at each of two distances (r¼ 1.50 and
1.75 Å) of Å from the O atom. The unit charge Å lies at all times in the plane of the
n-pair axes and is kept at a fixed distance from the oxygen atom of H2O. The
distance r¼ 1.50 Å is similar to that of the δ+H atom of HF from O in the complex
H2O  HF. Figure 4 shows that the electrostatic potential V(φ) for r¼ 1.50 Å has
two minima at φ ca.	45, i.e. at approximately the angle defined by the n-pair axis
directions, and has a low barrier at the planar (φ¼ 0) arrangement. The minima
deepen and separate as r decreases. The reasons why the minima in the energy do
not occur closer to the 	54 required by a tetrahedral disposition of electron pairs
in H2O are understood and have been discussed elsewhere [45]. As r increases to
1.75 Å, the minima draw together and the barrier height decreases rapidly but is still
non-zero. The results of applying the same procedure to H2S at each of two different
distances r¼ 2.33 and 2.80 Å, the first of which corresponds to the S  δ+H distance
in H2S  HF, are shown in Fig. 5 (see Fig. 3b for the corresponding definitions of
r and φ). At both distances, two minima occur at ca. 	85, very similar to that (90)
expected of the n-pair model shown in Fig. 3b. It should be noted that the potential
energy barrier is higher and the angle between the minima is much larger than is the
case for H2O (see Fig. 4), even when r is increased from 2.33 to 2.80Å. The diagrams
in Figs. 4 and 5 (and similar diagrams in [45]) demonstrate that the experimental
observations about angular geometry and the rules deduced from them are consistent
with an electrostatic model of the hydrogen bond. It is also of interest to note that
although n-pairs are difficult to discern in the total electron densities of H2S and H2O,
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Fig. 4 The electrostatic potential E(φ) near to the oxygen atom in H2O as a function of the angle φ
defined in Fig. 3a. The electrostatic potential is the potential energy of a non-perturbing unit
positive charge at (r, φ).The upper curve is generated by taking
L
around the O atom in the plane
containing the n-pair axes at the fixed distance r¼ 1.5 Å. The lower curve is obtained in a similar
way at the distance r¼ 1.75 Å. See text for discussion
Fig. 5 The electrostatic potential E(φ) close to the sulfur atom in H2S as a function of the angle φ
defined in Fig. 3b. The electrostatic potential is the potential energy of a non-perturbing unit
positive charge at (r, φ).The upper curve is generated by taking
L
around the S atom in the plane
containing the n-pair axes at the fixed distance r¼ 2.33 Å. The lower curve is obtained in a similar
way at the distance r¼ 2.80 Å. See text for discussion
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the electrostatic potentials around S and O show minima along those directions
normally associated with n-pairs in the exaggerated models of Fig. 3.
The complexes H2Z  ICl and H2Z  ICF3 (Z¼O or S) can be examined in more
detail in the light of the foregoing discussion of electronic models of H2O and
H2S. It was shown by means of observations in the rotational spectra of both
H2O  ICl [5] and H2O  ICF3 [14] that the H, O and I atoms must be effectively
coplanar in the zero-point state, i.e. the potential energy as a function of the angle φ
(see Table 1 for definition of φ) is either of the single minimum type with φ¼ 0 at
the minimum or is of the double minimum type (│φmin│> 0) but with a barrier at
φ¼ 0 sufficiently low that inversion of the configuration at O is rapid on the
microwave timescale. Thus, the ground-state vibrational wavefunction reflects the
symmetry of the coplanar arrangement. On the other hand, interpretations of the
rotational spectra of both H2S  ICl [6] and H2S  ICF3 [14] reveal that in these
complexes the potential energy barrier to the coplanar arrangement of the H, S and I
atoms is sufficiently high and wide that inversion of the configuration is slow on the
microwave timescale and the configuration at S is therefore permanently pyramidal
on that timescale. Similar contrasting results were found experimentally for
H2O  HF [49] and H2S  HF [50, 51] and provide further evidence that the simple
electrostatic n-pair model is appropriate for H2Z  ICl and H2Z  ICF3 (Z¼O or S).
These semi-quantitative conclusions about the general forms of the potential energy
functions V(φ) available from the rotational spectra and from the simple electro-
static model were confirmed and made quantitative by means of ab initio calcula-
tions as follows.
The geometry of each H2Z  IR (Z¼O or S; R¼Cl or CF3) was optimised at a
fixed angle φ at the CCSD(T)(F12*)/cc-pVDZ-F12 level of theory to give the
energy V(φ) using the MOLPRO program [52]. A collinear arrangement Z  I–R
of the halogen bond was assumed. The explicitly correlated (F12*) level of theory
[53, 54] was the best compromise between accuracy and computational time
available. For iodine, the cc-pVDZ-PP-F12 basis set, where PP indicates a
pseudopotential replacing the 28 inner core electrons, was used [55]. The CF3I
and H2Z molecules were assumed to retain their C3v and C2v symmetries, respec-
tively, when subsumed into the complex. In the cases of H2O  ICF3 and
H2S  ICF3 there is the additional degree of vibrational (torsional) freedom asso-
ciated with the internal rotation of the H2Z molecule with respect to the CF3 group.
In fact, the potential energy barrier to internal rotation is extremely small in these
molecules. At the level of theory employed, the difference in energy (expressed as a
wavenumber here) between the two limiting forms in which the Z–H bonds are
eclipsed and staggered with respect to the C–F bonds is at most a few cm1,
whatever the angle φ. In the calculations reported here, the energy obtained refers
to the fixed angle φ with the C–F and Z–H bonds fully staggered. This procedure
was repeated for a sufficient range of φ values to give V(φ) as a function of φ.
Corrections for basis set superposition error are small for basis functions optimised
for F12 methods (for example, the BSSE corrections to the PE barrier heights of
115 and 1,175 cm1 in H2O  HF and H2S  HF, respectively, corresponded to
only 4 and 16 cm1 (Legon and Tew (2014), unpublished observations)) and have
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not been applied here. Potential energy functions generated in this manner for
various H2O  HX, H2O  XY, H2S  HX and H2S  XY complexes [49, 56–58]
can be fitted (by the least-squares method) with reasonable accuracy to an analyt-
ical, double-minimum potential energy function of the type
V φð Þ ¼ αφ4  βφ2; ð9Þ
where α and β are positive constants. This type of function can be readily converted
to the form
V zð Þ ¼ a z4  bz2 ; ð10Þ
in which z is a dimensionless, reduced coordinate related to φ by means of the
expression
φ ¼ rH cos 12θ
 1
2μ=ℏ2
 1
2 a
1
2z; ð11Þ
In Eq. (11), rH is the Z–H distance, θ is the angle HZH and μ is the reduced mass for
the inversion in question. When a curvilinear motion is assumed for the H atoms of
H2Z in H2Z  IR (R¼Cl or CF3), the definition of the reduced mass appropriate to
the form V(φ)¼ αφ4 βφ2 is [49, 59]
1
μ
¼ 1
MXY
rH cos
1
2
θ
rcm

 2
þ 1
4MH
þ 1
4MX
þ 1
MZ
rH cos
1
2
θ
rcm

 2
þ 2rH cos
1
2
θ cosφ
rcm
þ 1
( )
: ð12Þ
The expressions that relate the coefficients α, β, a and b are
α ¼ rH cos 12θ
 4
2μ=ℏ2
 2
a3; ð13Þ
and
β ¼ rH cos 12θ
 2
2μ=ℏ2
 
a2b: ð14Þ
The energy levels associated with the one-dimensional motion described by the
reduced coordinate z and governed by the potential energy expression Eq. (10) can
be calculated by using the program Anharm.1 These energy levels (expressed as
wavenumbers) for H2O  ICl and H2O  ICF3 are shown together with the
1 The program Anharm was originally developed by Johan Mjo¨berg (see [60]). The version used
here is the one modified by Kisiel Z. http://www.ifpan.edu.pl/~kisiel/prospe.htm
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corresponding fitted functions V(φ)¼ αφ4 βφ2 in Fig. 6a, b, respectively, while
the results for H2S  ICl and H2S  ICF3 are in Fig. 7a, b, respectively. We note
that the functions and their associated energy levels confirm that both H2O  ICl
Fig. 6 The potential energy V(φ) of the molecules (a) H2O  ICl and (b) H2O  ICF3 as a
function of the angle φ made by the extension of the C2 axis of the H2O molecule with the
O  I internuclear axis (as defined in Table 1). Each curve corresponds to a spline-function fit of
the energies of the optimized geometry obtained at each of a series of angles φ. when varied in 5
steps from 0 to 100. The geometry was optimized at the CCSD(T)(F12*)/cc-pVDZ-F12 level of
theory at each angle. The method of obtaining the vibrational energy levels v associated with the
potential energy curve is discussed in the text
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and H2O  ICF3 have a sufficiently low potential energy barrier to the planar
configuration at O to ensure that the molecules are effectively planar in the sense
defined earlier. Indeed, the PE barrier in the case of H2O  ICF3 is so close to zero
(<2 cm1) that the H2O  I–C group of atoms may be taken as planar. The
frequency associated with the motion that inverts the configuration at O (or S)
corresponds to the separation between the two lowest energy levels (v¼ 0 and 1).
The inversion frequency for both H2O  ICl and H2O  ICF3 is very much greater
Fig. 7 The potential energy V(φ) of the molecules (a) H2S  ICl and (b) H2S  ICF3 as a function
of the angle φmade by the extension of the C2 axis of the H2S molecule with the S  I internuclear
axis (as defined in Table 1). The method of obtaining the potential energy curve and its associated
vibrational energy levels is as referred to in the legend for Fig. 6
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than the (microwave) frequencies associated with rotational transitions and in that
sense the molecule is planar on the microwave timescale but pyramidal at equilib-
rium. This conclusion holds for all halogen-bonded complexes H2O  XY and all
hydrogen-bonded complexes H2O  HX so far investigated and the potential energy
functions for all H2O  HX (Legon AC, Tew DP (2014), unpublished observations)
[49, 56–58] are similar to those for H2O  ICl and H2O  ICF3.
It is a well-known property of double minimum functions such as those
discussed here that, as the associated energy levels drop below the top of the
potential energy barrier, they draw together rapidly in pairs and in the limit of a
high, wide barrier the members of each pair become degenerate. Both H2S  ICl
and H2S  ICF3 have potential energy functions V(φ) in which the barrier is
sufficiently high and broad that the lower energy levels exhibit this effect (see
Fig. 7a, b). In both cases, the separation between the lowest energy pair (v¼ 0 and
1) corresponds to a frequency of less than a few kilohertz , i.e. very small on the
microwave timescale. Clearly, both H2S  ICl and H2S  ICF3 have non-inverting
pyramidal configurations at S. This difference in the height and width of the
potential energy barrier at φ¼ 0 between the H2S and H2O complexes can be
understood in the light of the discussion of the electrostatic potential outside
these molecules given earlier.
The near-degeneracy of the v¼ 0 and 1 levels has been noted for all halogen-
bonded complexes H2S  XY and hydrogen-bonded complexes H2S  HX inves-
tigated so far (Legon and Tew (2014), unpublished observations) and leads to
consequences (e.g. absence of certain transitions) in the rotational spectra when
observed at very low temperatures in supersonically expanded gas pulses. When
identified, such consequences allow the conclusion that these molecules are pyra-
midal at S.
4.2 Radial Geometry: How Do the Halogen Bond Distances
Z  I Vary from B  ICl to B  ICF3?
Table 2 compares the distances r(Z  I) in B  ICl and B  ICF3 obtained through
interpretation of spectroscopic constants (see Sect. 3.1) with those calculated ab
initio at the CCSD(T)(F12*)/cc-pVDZ-F12 level of theory, where Z is either the
halogen bond acceptor atom or centre (in those cases where B is a π electron donor).
In the geometry optimisations, collinear Z    I–C and Z  I–Cl nuclei were
assumed for B ¼ H2O and H2S, i.e. in those complexes for which these systems
were not constrained by symmetry to be collinear. In the complexes C2H2  IR and
C2H4  IR, small angular distortions (<1) resulting from a symmetrical movement
of the H atoms away from the line of the two C atoms were detected.
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Also recorded in Table 2 are the experimental and calculated differences Δr
(Z  I) in the length of the halogen bonds of B  ICF3 and B  ICl. It is known (see
Section 3.1) that the experimental distances are of the r0 variety, while those from
the ab initio calculations are re values. We note several points in connection with
Table 2. First, the distances r(Z  I) are well predicted by the ab initio calculations
for the complexes B  ICl, with the exception of B ¼ NH3 for which the experi-
mental value is ~0.1 Å longer than that calculated. The complex H3N  ICF3 is,
however, well-behaved in this respect. Of relevance here is the distance re(N  I)¼
2.605 Å obtained from a geometry optimisation of H3N  ICl conducted at the
counterpoise corrected, CCSD(T)(F12b)/VTZ level of theory [61]. This differs by
only 0.006 Å from the value reported in Table 2. Mostly, the r0 quantities are
slightly longer than the calculated re values but not always. For diatomic molecules,
it is known that r0> re and this order is expected for normal polyatomic molecules.
Second, the Z  I bond is systematically longer in B  ICF3 than in B  ICl
complexes, a result consistent with the finding reported in Sect. 4.3 that, for a
given B, the intermolecular bond is stronger in B  ICl complexes than in their
B  ICF3 analogues, as measured by the intermolecular stretching force constant
kσ. The ab initio values of Δr are always larger than the experimental quantities. In
both B  ICl and B  ICF3 the distances r(Z  I) are significantly shorter than the
sums of the van der Waals radii σ(Z) and σ(I) [62] of the atoms Z and I, which are
also given in Table 2. This is readily understood in terms of the σ-hole concept for
the halogen bond (see Sect. 4.3) introduced by Politzer et al. [63]. The σ-hole is
closely related to the reduced van der Waals radius along the bond in Cl2, for
example, relative to that perpendicular to it, as discussed by Stone [64] and others
[65], and to the known sign of the molecular electric quadrupole moment of Cl2.
Table 2 Observed and calculated intermolecular bond lengths r(Z  I) in complexes B  ICF3
and B  ICl
Lewis base
B
r0(Z  I)/Å from experiment
re (Z  I)/Å calculated ab
initioa
σ(Z) + σ(I)/ÅbB  ICF3 B  ICl Δr B  ICF3 B  ICl Δr
N2 3.441(1)
c 3.180(2)d 0.258(3) 3.467 3.187 0.280 3.53
OC 3.428(1)e 3.011(1)f 0.417(2) 3.456 3.003 0.453 3.68
HCN . . . 2.850(1)g    3.168 2.840 0.328 3.53
C2H4 3.434(2)
h 3.032(2)i 0.402(4) 3.428 2.959 0.469 3.68
C2H2 3.442(2)
j 3.115(2)k 0.327(4) 3.453 3.090 0.363 3.68
H2O 3.053(2)
l 2.828(1)m 0.225(3) 3.044 2.776 0.268 3.50
H2S 3.559(1)
l 3.154(3)n 0.405(4) 3.559 3.120 0.439 3.78
H3P 3.571(3)
o 2.963(1)p 0.608(4) 3.597 2.898 0.699 3.78
H3N 3.038(1)
q 2.711(2)r 0.327(3) 2.991 2.599 0.392 3.53
aCalculations at the CCSD(T)(F12*)/cc-pVDZ-F12 level of theory
bFrom [62], c[10], d[1], e[11], f[2], g[7], h[13], i[4], j[12], k[3], l[14], m[5]. The value 2.838 Å
quoted in [5] is a misprint. n[6], o[16], p[9], q[15], r[8]
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4.3 Intermolecular Stretching Force Constants kσ: How
Does Replacement of Cl in B  ICl by CF3 Change
the Electrophilicity of the Halogen Bond Donor
Molecule?
The measure of the binding strength of B  ICF3 and B  ICl complexes in the gas
phase that is most commonly available experimentally is the intermolecular
stretching force constant kσ, the method for the determination of which from
centrifugal distortion constants was set out in Sect. 3.2. Values of kσ obtained in
this way for both series are set out in Table 3.
It is clear from Table 3 that complexes B  ICl are systematically stronger than
the corresponding complexes B  ICF3 according to the kσ criterion (i.e. the restor-
ing force required for infinitesimal increase of the intermolecular bond length
Z  I), with the ratio kσ(B  ICl)/kσ(B  ICF3) of the order 2 or 3.
It has been shown [66] that the intermolecular stretching force constant kσ for
hydrogen-bonded complexes B  HX (X¼F, Cl, Br, I or CN) can be reproduced
with reasonable accuracy by means of the expression
kσ ¼ cNBEHX; ð15Þ
in which NB is a numerical nucleophilicity assigned to the Lewis base B, EHX is a
numerical electrophilicity of the acid HX and c¼ 0.25 N m1 is a constant. A
similar expression (but with EHX replaced by EXY) also holds for the halogen-
bonded complexes B  XY (XY¼ F2, ClF, Cl2, BrCl, Br2 or ICl). Figure 8 shows
the value of kσ plotted against NB for the six series B  F2, B  ClF, B  Cl2,
Table 3 Experimental values
of kσ intermolecular
stretching force constants for
the series B  ICl and
B  ICF3: a measure of
binding strength
B
kσ/(N m
1)a De/(kJ mol
1)b
B  ICF3 B  ICl B  ICF3 B  ICl
N2 2.954(1)
c 5.35(2)d 4.2 7.1
OC 3.950(2)e 7.96(3)f 6.2 12.7
HCN . . . 14.5(1)g 13.9 23.7
C2H4 4.95(1)
h 14.0(1)i 10.2 21.5
C2H2 4.96(7)
j 12.1(1)k 9.2 17.2
H2O 8.8(1)
l 15.9(2)m 14.9 24.7
H2S 6.7(1)
l 16.55(5)n 10.5 22.6
H3P 6.27(2)
o 20.7(1)p 10.4 28.9
H3N 11.6(2)
q 30.4(3)r 22.5 46.8
aCalculated from centrifugal distortion constant DJ or ΔJ using
the appropriate expression given in Sect. 3.2. Errors reflect only
the experimental error in the centrifugal distortion constants
bCalculated at the CCSDT(T)(F12*)/cc-pVDZ-F12 level of the-
ory and corrected for BSSE. See also [67] for De values for the
complexes B  ICl, c[10], d[1], e[11], f[2], g[7], h[13], i[4], j[12],
k[3], l[14], m[5], n[6], o[16], p[9], q[15], r[8]
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B  BrCl, B  Br2 and B  ICl [18, 28] for a range of simple Lewis bases
B. The scale of NB was defined by setting EICl¼ 10.0 and requiring that all points
for the B  ICl plot lie on a perfectly straight line kσ¼ cNBEICl. The other five series
of kσ values are seen to lie on reasonably straight lines which pass through
the origin when plotted against the NB values so defined, although the points
B ¼ NH3 are less well-behaved, probably because of significant polarization of
charge on complex formation. The slopes of the lines in Fig. 8 are proportional to
EXY and indicate that the order of electrophilicity of the dihalogen molecules is
F2<Cl2<Br2<BrCl ~ClF< ICl. This order is in agreement with chemical intu-
ition. The non-dipolar dihalogens have the smaller electrophilicities and these are in
the order of their molecular electric quadrupole moments. The three polar species
are more electrophilic. The question that now arises is whether Eq. (15) applies to
B  ICF3 complexes and, if so, how does the electrophilicity of ICF3 as a halogen
bond donor compare with those of the dihalogen molecules in general and ICl in
particular?
Figure 9 again shows kσ plotted against NB for the series B  ICl, with
EICl¼ 10.0 and the NB values as defined in connection with Fig. 8. Also shown in
Fig. 9 is the corresponding plot for the series B  ICF3. It is a reasonably straight
line, with a slope which is about three times smaller than that for ICl but similar to
that for the B  Cl2 series shown in Fig. 8. Evidently, the CF3 group is less electron-
withdrawing than Cl when bound to I and reduces the halogen bond donor ability of
I to make it similar to that of Cl in Cl2.
Fig. 8 The intermolecular force constant kσ plotted against the nucleophilicity NB of the Lewis
base B for six series of halogen-bonded complexes B  XY (XY¼ F2, ClF, Cl2, BrCl, Br2 or ICl).
The values of NB were defined by arranging the kσ of the series B  ICl to lie on a straight line. The
slope of each line yields the electrophilicity EXY by means of Eq. (15) and the value
c¼ 0.25 N m1
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Another measure of binding strength is the equilibrium dissociation energy De
for the process
B  IR ¼ Bþ IR R ¼ Cl or CF3ð Þ: ð16Þ
Values of De calculated at the explicitly correlated level of theory CCSD(T)(F12*)/
cc-pVDZ-F12 are included in Table 3 for all B  ICF3 and B  ICl. The calcula-
tions for the B  ICl series were carried out in connection with a detailed analysis of
De values for many B  XY and B  HX [67]. Corrections for basis set superpo-
sition error, although much reduced for F12-optimised basis functions, have been
applied by using the Boys–Bernardi method [68]. The values ofDe shown in Table 3
for C2H2  ICF3 and C2H4  ICF3 are similar to those implied by measurement of
ΔH for the process in liquid argon solution by Herrebout et al. and also De
calculated by them at the MP2/aug-cc-pVTZ level of theory [69, 70]. Recent
calculations at the MP2/DZVP level for H3N  ICF3 and at the CCSDT(F12b)/
VTZ-F12 level for H3N  ICl yield De¼ 24.3 [71] and 54.0 kJ mol1 [61], respec-
tively. In general, the De values presented in Table 3 confirm the conclusion based
on kσ values, namely that, for a given B, the complex B  ICF3 is more weakly
bound than the B  ICl complex. Moreover, kσ and De appear to be proportional, as
noted for the H3N  XY series discussed in ref. [61] and established for a wide
range of B  XY and B  HX in ref. [67].
This conclusion, based on two measures of binding strength (kσ and De), is
consistent with the σ-hole concept introduced by Politzer and co-workers [63]. The
Fig. 9 kσ plotted against NB for the two series B  ICl and B  ICF3. The values of NB were
defined by arranging for the kσ of the series B  ICl to lie on a straight line
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σ-hole is the positive region of molecular electrostatic surface potential (MESP)
that occurs at I on the symmetry axes of ICl and ICF3, as displayed in Fig. 10. The
σ-holes are evident as the red spots. The axial MESP for ICl is larger, more positive
than that of ICF3, a result consistent with the greater electrophilicity of ICl than
ICF3 and the greater values of kσ and De for a given B in the B  ICl series.
4.4 Electric Charge Rearrangement on Formation of B  ICl
and B  ICF3 Complexes
It was shown in Sect. 3.3 that the I and Cl nuclear quadrupole coupling constants
χezz (I) and χ
e
zz (Cl) (defined in Eqs.(5) and (6)) of the ICl subunit within the complex
B  ICl can be used in Eqs. (7) and (8) together with the free atom coupling
constants χA(I) and χA(Cl) and the free ICl molecule constants χ0(I ) and χ0(Cl)
to obtain an estimate of δi, the fraction of an electronic charge that is transferred
from the acceptor atom/centre Z of the Lewis base B to I. It was also indicated that
Eqs.(7) and (8) must be corrected for the zero-point oscillations of the ICl subunit
when within the complex if the zero-point (observed) coupling constants χ0zz (I) and
χ0zz (Cl) are to be related to their equilibrium counterparts. The values of δi that
result [9] for the series B  ICl, where B¼N2, CO, H2O, C2H2, C2H4, H2S, PH3
and NH3, when this procedure is applied are shown in Fig. 11. The values on the
abscissa are the first ionization energies, IB, of the Lewis bases; these were used to
order the δi values because IB provides a measure of the ease with which the highest
energy electron may be removed from B. Also shown in Fig. 11 is the
corresponding curve for the series B  Cl2.
Fig. 10 The molecular electrostatic surface potentials (MESP) of ICl and ICF3. Electrostatic
potentials were computed on the 0.001 electron bohr3 molecular surfaces using M06-2X/6-
311G* optimisations for each molecule (see [63] for method of calculation). Colour ranges, in
kJ mol1, are: red> 125, 125> yellow> 63, 63> green> 0 and blue< 0 (negative). The most
positive MESPs are along the extensions of the Cl–I and C–I bonds and are 192 and 133 kJ mol1
for ICl and ICF3, respectively. This diagram was kindly provided by Jane Murray and Peter
Politzer
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The important points about the curves in Fig. 11 are that the value of δi increases
reasonably smoothly as B becomes easier to ionize (and presumably more polariz-
able) and that the curve for B  Cl2 is much shallower than that of B  ICl (as might
be expected from the more polar nature of ICl). Indeed, the value of δi is effectively
zero for all but H3N  Cl2 and H3P  Cl2.
Unfortunately, this approach is not possible for the B  ICF3 complexes because
ICF3 does not possess a second quadrupolar nucleus, as required by Eq. (8). Then
only the difference (δi–δp) can be obtained from Eq. (7). Since δp is unknown, δi is
unavailable. Some progress is possible, however, when we note that the strength of
the intermolecular binding is considerably less in B  ICF3 than in the
corresponding B  ICl. In fact, a comparison of Figs. 8 and 9 reveals that the
binding strength for B  ICF3 (as measured by kσ) is similar to that of B  Cl2 for
a given B or, put another way, EICF3  ECl2 . Moreover, the distance of the atom I
from the acceptor atom Z of B is always considerably greater in B  ICF3 than in
B  ICl for a given B (see Table 2). Both of these observations suggest that the
values of δi for the B  ICF3 series are much reduced from those of the B  ICl and
are probably negligibly small, as they are for the B  Cl2.
Fig. 11 The fraction δi of an electronic charge transferred from B to XY on formation of B  XY
from B and XY plotted against the first ionization energy IB of the Lewis base B for the two series
of halogen-bonded complexes B  ICl and B  Cl2. δi was determined, by the method described in
Sect. 3.3, from the changes in X and Y nuclear quadrupole coupling constants when XY is
subsumed into the complex
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Conclusions
This chapter first describes how to observe the rotational spectra of pairs of
molecules held together by a weak intermolecular bond, as exemplified by the
halogen bonds in the series of complexes B  ICl and B  ICF3. The various
properties of such complexes in the gas phase that can be determined from
their rotational spectra under various levels of approximation are next
discussed. A comparison of the angular geometries, radial geometries and
strength of the intermolecular bond, the last of these as defined by the
intermolecular force constants kσ, reveals several similarities between the
two series of complexes. It is shown that the complexes B  ICF3 also obey a
set of rules originally enunciated to rationalise the angular geometries of
hydrogen-bonded complexes of the type B  HX, but which were subse-
quently found to apply to their halogen-bonded analogues B  XY, where
XY is a dihalogen molecule such as ICl. Important in establishing the validity
of these rules in the case of the B  ICF3 series are the complexes in which
B¼H2O and H2S. These exhibit out-of-plane angles φwhich differ markedly
from B¼H2O to B¼H2S. Thus, H2O forms a complex H2O  ICF3 in which
the configuration at O is either planar or effectively planar, i.e. rapidly
inverting between equivalent pyramidal arrangements. On the other hand,
the configuration at S in H2S  ICF3 is permanently pyramidal. This contrast
is also found for the pair H2O  ICl and H2S  ICl. Ab initio calculations
performed at the CCSD(T)(F12*)/cc-pVDZ-F12 level of theory generated
potential energy functions governing the inversion of configuration at O or
S. For both H2O  ICF3 and H2O  ICl each function has a low barrier to the
planar arrangement but the barriers are much higher and wider in the
corresponding H2S complexes. In the lowest states, the rates of inversion
are high compared with the timescale of molecular rotations for the two H2O
complexes but are negligible for the H2S pair.
The values of the intermolecular stretching force constants kσ for the two
series B  ICF3 and B  ICl show that the former series is systematically
more weakly bound than the latter. Interpretation of kσ values in terms of a
nucleophilicity NB assigned to the Lewis bases B and an electrophilicity EIR
assigned to the Lewis acids/halogen bond donors IR¼ ICl and ICF3 reveals
that replacement of the chlorine atom in ICl by a CF3 group leads to an EICF3
value which is approximately EICl/3 and which is similar to that of Cl2.
Finally, it is argued that amount of electronic charge redistributed from B
to ICF3 on formation of B  ICF3 is probably negligibly small.
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Infrared and Raman Measurements
of Halogen Bonding in Cryogenic Solutions
Wouter Herrebout
Abstract Because they create a weakly interacting environment which, combined
with the low temperatures used, leads to small bandwidths and thus facilitates the
detection of complex bands only slightly shifted from the monomer modes, solu-
tions in liquefied inert gases have proven to be an ideal medium to study molecular
complexes held together by weak and medium-strong CX. . .Y (with X¼I, Br, Cl
and Y¼O, N, S, F, Cl, π,. . .) halogen bonds. In this chapter, experimental setups for
infrared and Raman study of cryosolutions are described, and general methodolo-
gies used to examine weakly bound molecular complexes are discussed. The
methods are illustrated using data obtained for a variety of halogen-bonded com-
plexes involving, amongst others, the trifluorohalomethanes CF3Cl, CF3Br, and
CF3I, and a variety of Lewis bases. The results are compared with theoretical data
obtained from ab initio calculations, and with experimental and theoretical data
obtained for complexes involving weak C–H proton donors such as CHF3. Prelim-
inary data for mixed proton donor/halogen donors such as CHClF2, CHBrF2 are
also discussed.
Keywords Cryosolutions  Halogen bonding  Infrared spectroscopy  Raman
spectroscopy  Trifluorohalomethanes CF3X
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Abbreviations
DME Dimethyl ether
DMS Dimethyl sulfide
IR Infrared
LAr Liquid argon
LKr Liquid krypton
LNe Liquid neon
LN2 Liquid nitrogen
LXe Liquid xenon
TMA Trimethylamine
1 Introduction
During the last few decades, matrix isolation spectroscopy has certainly been one of
the most active fields in low temperature vibrational spectroscopy [1]. Although the
technique remains unsurpassed for a variety of applications including, e.g., the
study of free radicals and other unstable species, several disadvantages remain. For
example, absorption bands produced by matrix isolated species are often compli-
cated by multiplet structures arising from the presence of different trapping sites in
the matrix, from aggregation of solute molecules, from rotation of the solute
molecule in its trapping site, etc. These splittings are often difficult to distinguish
from other spectral effects arising from the formation of molecular complexes or
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the occurrence of multiple conformations. Because it is difficult to produce suffi-
ciently thick samples and because of strong scattering of the infrared (IR) beam by
thicker matrixes, matrix-isolation spectroscopy is also rarely used to explore weak
bands. Moreover, because the species under study are trapped in a solid, rigid
medium, no information on their thermodynamic properties is accessible.
Information complementary to that derived using solid matrixes can be obtained
by studying solutions of molecules dissolved in liquefied inert gases, such as rare
gases, nitrogen, or oxygen. Apart from the relatively low temperatures used during
these experiments and the weak solute–solvent interactions, a major advantage of
these cryosolutions is their transparency over a broad spectral interval, ranging
from far-IR to ultraviolet. Therefore, in contrast to solid matrices, the solutions in
cryogenic solvents can be used for the study of weak phenomena. As cryosolutions
in general are in thermodynamical equilibrium, they are also ideally suited to
determine thermodynamical and other physical properties.
The main obstacle to using liquefied inert gases as solvents is their limited
solvatibility: a large number of molecules dissolve well in liquid xenon (LXe),
but substantially fewer compounds dissolve in liquid krypton (LKr) or liquid argon
(LAr). A second drawback is related to the fact that at atmospheric pressure the
liquid ranges of the rare gases are very narrow, varying from 3.3 K for LAr to 3.8 K
for LXe. Taking into account the transparency of the RGs, the first obstacle can
often be overcome by using longer optical path lengths, up to several centimeters or
even longer. Expanding the temperature range typically involves the use of higher
pressures, the liquid range at a pressure of 15 bar as derived from Fig. 1 being 88–
128 K for LAr, 118–170 K for LKr, and 168–223 K for LXe.
Over the last few decades, many experiments have been performed where liquid
RGs are used as solvents and the results have been summarized in earlier reviews
[2–10]. The items covered not only include the studies of isolated molecules, but
also describe studies on solute–solute and solute–solvent interactions, and on
(photo)chemical reactions. In this chapter, we concentrate on experimental results
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obtained for molecular complexes held together by weak to medium-strong
CX. . .Y halogen-bonded complexes involving, among others, the trifluorohalo-
methanes CF3Cl, CF3Br, and CF3I, and a variety of Lewis bases containing
electron-rich atoms such as N, O, S, F, and Cl. The driving force behind the
experimental studies was that, although the formation of halogen bonds had been
suggested in various theoretical and experimental studies including single crystal
X-ray diffraction experiments, spectroscopic data on halogen bond complexes is
very limited, the main results being IR and NMR studies on the complexes of CF3I
and CF3Br with trimethylamine (TMA) reported by Pullin and co-workers [11–17].
Although these studies yielded unique information on the existence of halogen
bonding, it was soon realized that, because the interactions observed in crystal
structures studied are involved in a three-dimensional network in which important
cooperative effects can be present, and because the available NMR and IR data on
C–X. . .N (X¼I, Br) halogen-bonded complexes could be disturbed by solvent
effects, the experimental studies on halogen bonding reported in the literature did
not yield detailed information on the intrinsic properties of the halogen bond and
thus could hardly be used to assess reliably the theoretical developments in this
field. With the study of halogen bonds formed between the trifluorohalomethanes
CF3X, and a variety of weak, medium, and strong Lewis bases dissolved in LRGs,
we therefore aimed at proving the existence of well isolated halogen-bonded
complexes and, at the same time, establishing their main spectroscopic, structural,
and thermodynamic properties.
An interesting phenomenon which caught our attention was related to the
observation that, despite the various theoretical studies suggesting that the C–X
bond can be either strengthened or weakened during complexation, and thus could
lead to blue-shifting halogen-bonded complexes [18–20], no experimental data for
such systems were available. The lack of observed blue-shifting C–X stretching
fundamentals was considered somewhat surprising, as C–X. . .Y halogen bonds
were generally accepted [21–28] to mimic the structural and spectroscopic proper-
ties of blue- and red-shifting C–H. . .Y hydrogen bonds [29–38].
The lack of experimental data for the C–X stretching fundamental supporting the
similarity idea with blue- and red-shifting C–H. . .Y hydrogen bonds, in our opin-
ion, was for two reasons. First, the experimental results reported in the literature had
been limited to the stronger complexes involving a C–I. . .N or C–Br. . .N halogen
bond, while for these species the C–X bond length was always predicted [18–20] to
elongate with complexation. Second, for the CF3X halogen donors involving
chlorine or bromine, the C–X stretching modes were known to have a very low
IR intensity, in the order of 0.01 km mol1 or less [39–47]. Combined with the fact
that for weak complexes in general only a minor fraction of the monomers is
converted into complex, it was not really surprising that traditional IR spectroscopy
had failed to give reliable data on the C–Br or C–Cl stretches. From the comple-
mentarities of Raman and IR spectroscopy, we expected the C–X stretching vibra-
tions to be intense in Raman, and there was reason to assume, for the first time ever,
that the Raman spectra of the halogen-bonded complexes occurring in cryogenic
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solutions would provide experimental information on blue-shifting halogen bonds.
As summarized below, this indeed proved to be the case.
Before discussing the methodology used and the results obtained during the
cryospectroscopic experiments, it is worth noting that, since the first experiments
reported in 2009 [48], a variety of complexes strongly related to those studied in the
cryosolutions have now also been investigated using traditional and chirped-pulsed
microwave studies [49–55], and that additional information on complexes between
more complex perfluoro alkyl iodides and pyridine has also been obtained using
low-temperature IR and NMR experiments [56].
2 Experimental Setups
Ever since their discovery, the rare gases have attracted the interest of researchers,
and their chemical and physical properties have been studied in great detail.
Because of the complete absence of intramolecular vibrations in these monoatomic
gases, their potential as solvents for vibrational studies of solutes was explored in
the 1940s. However, the actual use as solvents met with considerable difficulty. In
the first place, the relative low boiling points of LAr (87.3 K), LKr (119.9 K), and
LXe (165.0 K) necessitate the systematic use of cryogenic equipment, making their
handling difficult. The study of such solutions as function of temperature is also not
trivial because of the limited liquid range at environmental pressures. Expanding
the temperature ranges available thus necessitates the use of cells which can be used
at pressures of up to 50 bar.
Over the last decade we have developed and optimized an extended set of
cryostats with path lengths of 0.6–70.0 mm and equipped with a range of window
materials. The cryostats are fitted into the sample area of Bruker IFS 66 V FTIR
spectrometers which are available in the group and allow the complete IR spectrum
to be recorded between 10 and 25,000 cm1. For the mid-IR spectra, a Globar
source is used in combination with a Ge/KBr beam splitter and an LN2-cooled
broadband MCT detector. For the far-IR spectra, a Mylar beam splitter and an
LHe-cooled bolometer is typically used, while for the near-NIR spectra, Si/CaF2
and quartz beamsplitters are used in combination with an InSb detector. In the
following paragraphs, typical experimental setups are described. Subsequently, the
procedures used to record the IR spectra and the choice of the optimal experimental
conditions are discussed.
2.1 Infrared Spectroscopy of Cryosolutions
Figure 2 shows a typical experimental setup used for the IR study of cryosolutions.
It consists of four main parts: (1) a pressure manifold to fill and evacuate the cell
and to monitor the amount of solute gas in a particular experiment, (2) the actual
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liquid cell, (3) additional equipment to control the temperature of the cell, and
(4) the spectrometer.
The two different cell designs in use are shown in Fig. 3. In both cases, the actual
cell is suspended, via a stainless steel LN2 feedthrough, in a vacuum shroud to avoid
condensation of H2O and CO2 on the outside of the cell. The vacuum shroud is
equipped with polyethylene windows for the far-IR, KBr windows for mid-IR, and
Fig. 2 Overview of an experimental setup used for infrared studies: (1) pressure manifold, (2)
liquid cell, (3) cooling accessories, (4) spectrometer
Fig. 3 Schematic drawing of the two different cell types used for liquefied noble, gas cryostats:
(a) low-pressure cryostat with clamped-on windows; (b) cryostat with high-pressure window
holders
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quartz or CaF2 windows for the near-IR, and is hermetically sealed to the vacuum
spectrometer.
The first type of cryostat, with a low-pressure design, is shown schematically in
Fig. 3a. For these cells, the IR window is fixed on the outside of the cell body using
an indium gasket. Because of the difference in expansion coefficients of the
materials used to construct the cell body and the window material, and because
the pressurized solvent inside the cell tends to break the seal, the preparation of the
latter is critical. The cells can withstand an internal pressure of 15 bar at 80 K and
can be used in different temperature intervals, ranging from 93 to 125 K for LAr,
from 120 to 155 K for LKr, and from 152 to 223 K for LXe. The minimal path
length achieved is 5 mm and the largest 40 mm. Examples of liquid cells, equipped
with Si windows and characterized by path lengths of 10 and 40 mm are shown in
Fig. 4.
The second type of cryostat, with a high-pressure design similar to those
described in [57], is shown schematically in Fig. 3b. In these cells, the IR windows
are fitted into the cell body using two window holders. These holders are then
sealed to a central cell body. These cells have the advantage that the pressurized
solvent inside the cell tends to improve the indium seal between the IR window and
the window holder. Because these cells involve a central cell body and two different
window holders, the minimal path length obtainable is sufficiently larger than that
described above. Typical examples of cryostats with a high-pressure design are
shown in Fig. 5. The first cell has a path length of 70 mm, is equipped with ZnSe
windows, and can be used for pressures as high as 15 bar. The second cell also has a
path length of 70 mm, is equipped with 5 mm thick Si windows, and can withstand
an internal pressure of 140 bar.
In principle, any window material of sufficient strength can be used in liquid
cells if simple rules for selecting the thickness are followed [58]. A popular window
material often used in the construction of liquid cells is Si, because this material is
quite strong and transparent through most of the IR region, including the far-IR.
Unfortunately, silicon has a fairly high index of refraction. Therefore, substantial
reflections may occur so the actual transmittance of the cell is rather low. To avoid
internal reflections in the windows and to avoid the resulting interference fringes, Si
windows which are slightly wedged, typically by 0.5 or 1, are recommended.
Fig. 4 Liquid cells based on low-pressure design: (a, b) cell with silicon windows and an optical
path length of 10 mm; (c) cell with silicon windows and an optical path length of 40 mm
Infrared and Raman Measurements of Halogen Bonding in Cryogenic Solutions 85
nick.walker@newcastle.ac.uk
The spectral characteristics of the commonly used window materials Si, ZnSe,
and CaF2 are compared in Figs. 6 and 7. CaF2 provides excellent transmittance for
frequencies above 1,000 cm1, and is commonly used for experiments in the mid-
and near-IR regions. Because of the differences in the index of refraction, the
transparency for Si and ZnSe in general is significantly smaller than that of CaF2.
Fig. 5 Liquid cells based on high-pressure design: (a) cell with ZnSe windows, an optical path
length of 70 mm, an inner diameter of 19 mm, and a maximum operating pressure of 15 bar; (b)
cell with silicon windows, an optical path length of 70 mm, an inner diameter of 19 mm and a
maximum operating pressure of 140 bar
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Fig. 6 Transmittance of classical window materials in the mid-IR region: (a) ZnSe; (b) Si; (c)
CaF2. The thickness of all windows is 5 mm. To avoid interference, a Si window with 0.5
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was used
86 W. Herrebout
nick.walker@newcastle.ac.uk
The transmittance of ZnSe is further limited to approximately 500 cm1 while Si
shows a significant loss below 1,000 cm1 and almost complete absorption near
600 cm1. In contrast to ZnSe, Si shows a significant transmittance in the far-IR
region. CaF2, ZnSe, and Si windows have their specific advantages and are strongly
complementary.
The different cryocells described above are cooled with bursts of liquid nitrogen
from a slightly pressurized Dewar. In all cases, the LN2 flow is regulated by a
solenoid valve, which is controlled via a Pt-100 thermoresistor embedded in the cell
body. The temperature of the solution is measured using a second Pt-100
thermoresistor located close to the solution. Cells similar to those described
above can also be constructed by combining a cell body and a double-stage cryostat
involving closed cycle helium cooling, or by combining a cell body with an LN2
Dewar, heating cartridge, and proportional-integral-derivative (PID) controller. A
typical cell of the first type, recently developed for experiments in LNe [59–61], is
shown in Fig. 8. The setup consists of a cell similar to that shown in Fig. 2 which is
connected to the cold head of a Leybold ROK 10–300 double-stage closed-cycle
helium refrigerator. The temperature of the cell is controlled using a set of two Si
diodes, located at the top and at the bottom of the cell body. The main advantages of
this design are related to the improvement in temperature stability and the ability to
conduct experiments at temperatures below 77 K. The combination with the closed-
cycle helium refrigerator, however, also has disadvantages. Because double-stage
cryostats show severe mechanical vibrations, the cryostat cannot be sealed hermet-
ically to a vacuum spectrometer, so weak absorptions caused by water vapor and
CO2 cannot be completely avoided. The use of this type of cryostat also results in a
much more complicated setup which is less flexible than those with LN2 cooling.
Finally, the cooling power of closed-cycle cryostats is significantly smaller than
that of LN2, so longer times are required to cool down the cell.
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A typical cell produced by combining a cell body, an LN2 Dewar, and a PID
controlled heating cartridge is shown in Fig. 9. The liquid cell is characterized by
path length of 10 mm, is equipped with ZnSe windows, and is mounted below an
LN2 Dewar. The temperature of the cell body is measured using a Pt-100
thermoresistor. The SunRod electric 30 W minicartridge heater is controlled
using a Eurotherm 3504 PID controller. The time required to stabilize the temper-
ature depends on the temperature change requested, but typically is in the order of
5–10 min. The temperature variation during a typical experiment is less than
0.05C.
For the low-pressure cells, filling and evacuating of the cell is performed using a
1/800 stainless steel tube brazed into the cell body and connected to the pressure
manifold. For the high pressure cryostats, two different 1/800 tubes are brazed into
the cell body. The first tube connects the cell with the pressure manifold; the second
is connected to a safety relief valve.
Fig. 8 Liquid cell based on
low-pressure design in
combination with a double-
stage cryostat involving
closed cycle helium
cooling. The cell has an
optical path length of
40 mm, and, because an
optimal signal-to-noise ratio
is required at 4,000 cm1, it
is equipped with sapphire
windows
Fig. 9 Liquid cell based on
low-pressure design in
combination with an LN2
Dewar/Sunrod electric
minicartridge heater. The
cell has an optical path
length of 10 mm, and is
equipped with ZnSe
windows. To control the
temperature of the cell body
with limited power three
cold bridges were used to
connect the cell body and
the LN2 Dewar
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The pressure manifolds, schematically represented in Fig. 10, are equipped with
Swagelok SS-4H or SS-4UK bellow valves and allow the handling of pressures up
to 145 bar. The manifolds are connected to a fore pump–turbo molecular pump
combination and are equipped with Pirani vacuum meters, capacitance manome-
ters, and Bourdon-type high-pressure gauges. The vacuum meters are used to check
the vacuum in the manifold and in the actual cell, while the capacitance manom-
eters are used to monitor the amount of gas used in a particular experiment. The
Bourdon manometers are used to control the pressure of the solvent gas. All
pressure meters can be isolated from the manifold using bellow valves, essential
in the case of the Pirani and capacity gauges when the manifold is put under high
pressure. Safety relief valves also protect the gauges. The manifolds have several
inlets through which compounds and solvent gases can be admitted to the system.
In a typical experiment, the evacuated cell is positioned in the spectrometer and
vacuum shroud, and the cell and the pressure manifold are evacuated. Subse-
quently, the solutions are prepared in the following way. After cooling the cell to
the required temperature, some of the solute gas, monitored by the capacitance
manometer, is admitted into an isolated part (with accurately known volume) of the
pressure manifold. Upon opening the valve connecting the actual cell and the
pressure manifold, the vapors condense in the cell or on the walls of the filling
tube. If necessary, this procedure is repeated for other species. The manifold and the
cell are then pressurized with the solvent gas, which immediately starts to condense.
This condensation takes place in the cold part of the filling tube and in the actual
cell, allowing the deposited compounds to dissolve. When the filling and evacua-
tion of a liquid cell is followed visually, the condensation of the rare gas into the
liquid cell is quite vigorous: the turbulence created thus suffices to homogenize the
solution so that no additional stirring is required. After stabilizing the temperature,
capacitance manometer
0 – 100 mbar
Pirani manometer
10-4 – 10-1 mbar
Bourdon manometer
0 – 25 bar
cell
vacuum shroud
inlet for solvent gas
inlets for products
pumps
Fig. 10 Schematic overview of the pressure manifolds used to fill and evacuate the liquid cells
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the solution in most cases is ready for immediate spectroscopic examination. The
exceptions are caused by species with limited solubility and which often give rise to
small crystalline particles suspended in the solvent. The appearance of such crys-
talline particles is readily observed through deviations of the base line and can
usually be avoided by performing additional temperature cycles in which the
temperature is systematically varied between the highest and lowest points of the
temperature range used for the noble gas being used. For all experiments, IR single-
beam spectra of the cell filled with solvent gas only and recorded at exactly the
same temperature as that used for the sample is used as a reference.
An important characteristic of a solution is the concentration of the solutes.
Unfortunately, because it cannot be verified whether the compound deposited into
the cell has completely dissolved and because the level of the solvent in the filling
tube is not precisely known, an accurate determination of the actual concentrations
is very difficult.
Because cryosolutions often are studied in cryostats with long path lengths,
special attention should be paid to possible impurities in the solvent gases used.
Experiments with LAr or LN2 as a solvent are typically performed by using gases
with a purity of 99.9999%. The highest purity available for Kr or Xe is substantially
less, resulting in several weak absorption bands caused by, amongst other sub-
stances, CO2, CF4, and SiF4.
2.2 Raman Spectroscopy of Cryosolutions
To record Raman spectra of cryosolutions, a high-pressure liquid cell has been
constructed [62–68]. The cell body, shown in Fig. 11, is machined from a brass
block, is equipped with four quartz windows at right angles, and is attached to the
cold head of a CRYO Industries of America RC102 continuous flow cryostat cooled
with LN2 or LHe. As before, the actual cell is suspended in a vacuum shroud while
filling and evacuating of the cell is performed using two separate 1/800 stainless steel
tubes brazed into the cell body. The cell is cooled by pumping small amounts of
LN2 from a Dewar to the cryostat by means of an isolated liquid transfer line. The
flow is controlled by a diaphragm membrane pump, and is regulated by a precision
needle valve. The cooling is balanced by a heating element attached to the cold
head of the cryostat. The temperature is controlled and measured through a Cryo-
con 32B PID temperature controller.
To maximize the number of scattered photons, the cell is aligned within a
multipass arrangement which allows the incident laser beam to pass through the
same liquid several times. Because of the double set of windows through which the
laser beam has to pass, experience shows the increase of the signal is limited to a
factor close to 6.
The Raman spectra are recorded using a TriVista 557 spectrometer consisting of
a double f¼ 50 cm monochromator equipped with 300/1,500/2,000 lines mm1
gratings and an f¼ 70 cm spectrograph equipped with 500/1,800/2,400 lines mm1
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gratings and a back-end illuminated LN2-cooled CCD detector. The 514.5 nm line
of a Spectra-Physics argon ion laser is used for Raman excitation. To compensate
for local heating of the solution appearing when greater laser powers are used, the
power of the incident laser beam is typically varied between 0.5 W and 0.8 W.
Frequencies are calibrated using Ne emission lines and, depending on the exact
setup used, are expected to be accurate to 0.2–0.5 cm1.
The spectrometer can be used in three different setups: triple additive, triple
subtractive, or third stage mode. To typify these settings, the vC¼C vibration situated
near 1,620 cm1 observed in the Raman spectrum of ethene dissolved in LAr was
used (Hauchecorne and Herrebout, unpublished results). The full width at half-
height and the intensity of the band, obtained using a power of 0.6 W for the
incident laser beam, are 0.79 cm1 and 5.7 counts s1 in triple additive mode,
1.29 cm1 and 7.4 counts s1 in triple subtractive mode, and 1.27 cm1 and
50.6 counts s1 in third stage mode. These characteristics clearly indicate the
differences between the different setups: the triple additive mode provides the
best resolution while the third stage mode is better suited to detect weak features.
Moreover, the spectral range for the third stage mode, 320 cm1, is more than twice
the range for the triple additive mode, 135 cm1. However, using only the third
monochromator comes with a few disadvantages such as the low stray light
rejection resulting in a higher background signal and a difficult characterization
of the modes close to the excitation line. The choice of setup is thus influenced by
the specific requirements of an experiment. A schematic overview of the spectrom-
eter in third stage mode is shown in Fig. 12.
The general workflow described above for the infrared experiments can in
principle also be used for Raman experiments. During the initial experiments,
however, it was soon realized that optimal experimental conditions involved
pre-mixing of the solutes with a large excess of solvent gas in a stainless steel
cylinder. After cooling the cell to the desired temperature, the homogenized gas
Fig. 11 High-pressure
liquid cell constructed for
Raman scattering
experiments. The use of
four quartz windows at right
angles allows the use of a
multipass arrangement in
which the incident laser
beam to passes through the
liquid several times
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mixture is allowed to condense in the cell and the cell is pressurized further with
additional solvent gas. The reason for the better signal-to-noise ratio is not fully
understood, but most probably is because with a pre-mixing setup the compounds
under investigation do not require any additional turbulence of the solvent gas to
dissolve and thus are more easily transferred into the liquid cell.
3 General Methodology Used for Studying Weakly Bound
Molecular Complexes
Because of the changes in the electron distribution appearing upon complexation,
and because of the resulting changes in vibrational frequencies, vibrational spec-
troscopy combined with matrix-isolation is a commonly used technique for the
study of weakly bound molecular complexes. While it cannot compete with the
precision and structural definition of gas phase studies, matrix isolation combined
with IR and/or Raman spectroscopy provides valuable, often unique, information
complementary to that derived from gas phase experiments. Unfortunately, because
solid matrices are not in thermodynamical equilibrium, no direct information about
the relative stability of the species can be deduced. This shortcoming can be
avoided by studying the complexes in cryogenic solutions. Because these solutions
Fig. 12 Schematic overview of the experimental setup used for Raman experiments. For clarity,
only the setup using the third stage spectrograph is given
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often make it possible to study the complexes over a broad temperature range and
under equilibrium conditions, they can, in principle, be used to obtain information
about their stoichiometry, their relative stability, and, to some extent, even their
angular geometry.
During the past two decades, experimental studies of solutions in LRGs using IR
and/or Raman spectroscopy have led to a wealth of information on weakly bound
molecular complexes involving, amongst other substances, the Lewis acids HX
(X¼F, Cl, Br, and I), BF3, BCl3, and CO2 [69–97]. Solutions in LRGs have also
proven to be an ideal medium to study the spectroscopic and thermodynamical
properties of complexes held together by weak red- or blue-shifting C–H. . .X
hydrogen bonds, typical Lewis acids studied so far [31, 64, 67, 98–132] being
CHF3, CHF2Cl, CHFCl2, CHCl3, CF2CFH, C2H2, and CF3CCH.
In the following paragraphs, the general methodologies used while studying
weakly bound molecular complexes formed in solutions in LAr, LKr, and/or LXe
are discussed. Where applicable, the procedures are illustrated with results obtained
while studying mixed solutions containing the trifluorohalomethanes CF3Cl,
CF3Br, or CF3I, and the Lewis bases studied so far. A more complete survey of
the results obtained so far and the trends observed are discussed in Sect. 4. It is
shown that by combining theoretical data derived from ab initio molecular orbital
calculations and experimental data obtained from cryosolutions, valuable data on
the complexes can be obtained.
3.1 General Methodology
The study of complexes formed in cryosolutions is typically divided into several
phases. In the first step, spectra of monomer solutions of the compounds under
study are recorded to investigate their solubility, and to monitor whether
homodimers and higher oligomers are formed. Next, spectra of mixed solutions
are recorded and new bands, not present in the single-monomer spectra, are taken to
signal the formation of complexes. The studies typically involve the recording of
spectra of solutions with different monomer concentrations, and the recording of
spectra at different temperatures. The analysis often also requires the combination
of cells with different path lengths and/or window materials, and the use of different
beamsplitters and detectors.
As an example, in Fig. 13, IR spectra of mixed solutions containing CF3Cl,
CF3Br, or CF3I, and dimethyl ether (DME) and those of solutions containing only
monomers are compared. For each halogen donor studied a complex band caused
by the symmetric C–O–C stretching mode in the complex can be observed [48] on
the low frequency side of the 930.6 cm1 band of monomer DME. The data also
show that for the complex with CF3Cl, only a small red shift, by3.8 cm1, occurs,
while for the complexes with CF3Br and CF3I the frequency changes are signifi-
cantly larger. The increase in complexation shift, from 3.8 cm1 for CF3Cl to
6.8 cm1 for CF3Br and 11.7 cm1 for CF3I, is in line with theoretical results
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derived from ab initio calculations. The data also nicely reflect the changes in
relative stability of the complexes while substituting the halogen donor. Apart from
the bands reported above, in the spectra of the mixed solutions containing CF3Br
and CF3I, weak spectral features caused by the 1:1 complexes are also observed
near 913.6 cm1 and 908.3 cm1, respectively. These bands are assigned to the
C–O–C stretching mode in the complexes with the 13C isotopomer 12CH3O
13CH3.
The complexation shifts observed, 6.4 cm1 for the complex with CF3Br and
–11.7 cm1 for the complex with CF3I, compare favorably with those obtained
above.
Because the cryosolutions are in chemical equilibrium, and because all com-
plexation reactions studied are exothermic, small changes in temperature can result
in relatively large changes in the relative intensity of monomer and complex bands.
The observation of new complex bands, therefore, is facilitated by carefully
comparing spectra of mixed solutions recorded at a variety of temperatures, typical
temperature ranges and intervals being at least 20–25C, and 1C or 2C,
respectively.
An example of a typical temperature series obtained for a mixed solution in LAr
containing DME and a large excess of CF3Br [48] is depicted in Fig. 14. Apart from
the bands at 930.6 cm1 and 923.8 cm1, assigned above to the monomer DME and
the 1:1 complex of DME with CF3Br, at lower temperatures an additional feature
arises near 916.8 cm1. This band is assigned to a 1:2 complex involving one DME
molecule and two CF3Br units simultaneously bound to the oxygen atom. The
assignment of the bands at 923.8 cm1 and 916.8 cm1 to two different species
showing different relative stabilities and different stoichiometries is confirmed by
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Fig. 13 Infrared spectra of
the symmetric C–O–C
stretching region ν6 (DME)
for solutions of mixtures of
CF3Cl (a), CF3Br (b), and
CF3I (c) with dimethyl ether
dissolved in LAr, at 96 K. In
each panel, trace
a represents the spectrum of
the mixed solution while
traces b and c refer to the
spectra of the solutions
containing only dimethyl
ether or CF3X, respectively.
The new bands appearing in
the spectra of the mixture
assigned to the 1:1 complex
are marked with an asterisk
(*). Reprinted with
permission from
[48]. Copyright (2013) John
Wiley & Sons, Inc
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temperature studies and concentration studies, to be discussed below. The experi-
mental data are also in excellent agreement with calculated harmonic vibrational
frequencies, the unscaled ab initio values for the COC stretching mode reported
[48] being 971.7 cm1 for monomer DME and 965.2 cm1 and 955.4 cm1 for the
1:1 and 1:2 complexes, respectively.
3.2 Separating Monomers and Complexes: Subtraction
Procedures
From the data in Fig. 13 it is clear that, because of the weakness of the complexes
studied, new bands often are only slightly shifted from the corresponding monomer
bands. Consequently, complex and monomer bands tend to show considerable
overlap.
To separate the contributions from the monomers and complexes, subtraction
techniques are often used, in which spectra of the monomer solutions, recorded at
similar concentrations and at identical temperatures, are rescaled and subtracted
from the spectra of the mixture. Typical results obtained for a solution in LAr
containing both DME and CF3Cl [48] as in Fig. 13 are summarized in Fig. 15.
It is of interest to note that, by using subtracting procedures, the band areas of the
monomer and complex bands can be accurately determined using a simple numer-
ical integration and the inaccuracies inherently connected to resolving strongly
overlapping bands with least square band fitting procedures can be avoided. This
result is important, as accurate band areas of monomer or complex bands are
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Fig. 14 Temperature dependence for the symmetric C–O–C stretching region obtained by
studying a mixed solution in LAr containing dimethyl ether, and a large excess of CF3Br. From
top to bottom, the temperature of the solution increases with a 3 K interval, from 87 to 102 K. The
band assigned to the 1:1 complex is marked with an asterisk (*); the band assigned to the 1:2
complex is marked with a circle ()
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required during further analyses, including confirmation of the stoichiometry of the
complex and determination of the complexation enthalpy. As illustrated in the
following sections, the use of subtraction procedures also allows the identification
of weak spectral features not immediately visible in the original spectra.
3.3 Confirming the Stoichiometry: Concentration Studies
Using the Lambert–Beer law combined with the equilibrium constant for the
formation of a complex AmBn
mA þ nB Ð AmBn ð1Þ
it is easily shown that the band area of a complex band is linearly related to the
product of the mth power of the monomer band area IA and the nth power of the
monomer band area IB:
IAmBn ¼ C IAð Þx IBð Þy ð2Þ
Fig. 15 Decomposition of an experimental spectrum of a solution in LAr containing dimethyl
ether and CF3Cl, at 88 K. Trace a shows the spectrum recorded for a solution of DME and CF3Cl.
Traces b and c are the rescaled monomer spectra showing the contributions of monomer DME and
monomer CF3Cl. Trace d shows the isolated spectrum of the complex obtained by subtracting
traces b and c from trace a
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where C is a constant related to the equilibrium constant. This equation shows that
for an isothermal concentration study in which spectra are recorded for solutions
where the concentrations of the solutes are systematically varied, a plot of the
complex band area vs the product of the monomer band areas (IA)
x(IB)
y yields a
linear dependence only when x¼m and y¼ n. By preparing a series of plots for
various integer values of x and y, and by comparing the degrees of linearity
observed, the stoichiometry of the complex can be established.
Typical examples of such a procedure, obtained for the two complexes formed
between DME and CF3Br reported above, are shown in Fig. 16. The data obtained
were obtained by recording spectra of solutions in LAr containing different mole
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Fig. 16 Concentration studies for the 923.8 cm1 (left) and 916.3 cm1 (right) complex bands
observed for mixed solutions in LAr containing dimethyl ether and CF3Br. The integrated band
areas of the complex bands were plotted against the intensity products corresponding to a 1:2, 1:1,
and 2:1 stoichiometry
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fractions of DME, varying between 1.3 105 and 2.6 104, and of CF3Br,
varying between 0.3 106 and 5.6 105, at a constant temperature of 93.0(1)
K. It can be seen that for the 923.8 cm1 band, a linear correlation is obtained for a
proposed 1:1 stoichiometry only, while for the band at 916.8 cm1, a linear
dependence is observed for a proposed 1:2 stoichiometry only. These results
obviously confirm the suggested stoichiometry of the different complexes. In
many studies, for each combination of n and m, the degree of linearity is expressed
by calculating the χ2 value of the linear regression line. The resulting values
obtained for the different plots are also included in the panels of Fig. 16. It can
be seen that, for both the 923.6 cm1 and the 916.8 cm1 complex bands, the values
obtained for the correct stoichiometry are significantly smaller than those obtained
for the other combinations.
3.4 Determining the Relative Stability: Temperature Studies
Standard complexation enthalpies are traditionally derived from temperature stud-
ies in which spectra of a solution are recorded at a variety of temperatures, and in
which the resulting band areas of monomer and complex bands of different
solutions are analyzed using the Van’t Hoff relation. The key element of the
analysis is the approximation that, in a limited temperature interval, the standard
complexation enthalpies and the corresponding values for the complexation entro-
pies are independent of temperature.
For traditional solvents, the complexation enthalpy for a complex can be
obtained by plotting the logarithm of the intensity ratio of complex and monomer
intensities vs the inverse of temperature temperature 1/T. The relation between both
quantities, derived from the Van’t Hoff isochore, is given by
ln
IAmBn
IA
m  IBn
 
¼ ΔH
o
RT
þ cst ð3Þ
This approach is valid when the temperature variation of the spectral intensities
is fully accounted for by the shift in the chemical equilibrium as a consequence of a
change in temperature. For cryosolutions such as solutions in liquid rare gases, this
condition is not fulfilled as a consequence of the pronounced variation in liquid
density of these solvents over the available temperature interval.
Corrections to account for the changes in liquid density have been described by
Bertsev et al. [133] and by Van der Veken [134]. These studies have shown that for
an ideal solution, the equilibrium constant of a complex AmBn can be written as
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Keq ¼ IAmBn
IA
m IB
n
εAm εBn
εAmBn
ρnþm1 dnþm1
Ma
nþm1 ð4Þ
in which IAmBn, IA, and IB are the band areas of bands assigned to the complex and
the monomer species, εAmBn, εA, and εB are the corresponding IR intensities, ρ and
Ma are the average density and the average molar mass of the solution, and d is the
path length of the liquid cell. Combination of this expression with
RT lnKeq ¼ ΔGo ¼ ΔHo  TΔSo ð5Þ
leads to the following expression:
ΔH
o
RT
¼ ln IAmBn
IA
m IB
n
 
þ nþ m 1ð Þ lnρ þ C ð6Þ
with C a constant equal to
C ¼ ln εA
m εBn
εAmBn
d
Ma
 nþm1" #
 ΔS
o
R
ð7Þ
The influence of the solvent density on the slope of a Van’t Hoff plot can be
compensated for by using two different procedures. The first is based on the fact
that for the temperature ranges envisaged, the logarithm of the density of the
cryosolvents is approximately inversely related to the temperature:
ln ρ ¼ a þ b
T
ð8Þ
in which a and b are temperature-independent constants. With this, (6) can be
written as
ln
IAmBn
IA
mIB
n
 
¼  ΔH
o þ nþ m 1ð ÞRb
R
 
1
T
 cstþ að Þ ð9Þ
This relation shows that the slope of the Van’t Hoff plot, multiplied by R, equals
(ΔHo + (n+m1)Rb), and notΔHo as in the simple approximation. The value of
b is the slope of the plot of lnρ vs 1/T. Typical plots, obtained for LAr, LKr, and
LXe in the temperature ranges in which vapor pressure is below 15 bar, are shown
in Fig. 17. In the upper panel, the resulting linear regression lines are also shown.
The corresponding values for Rb are 0.46(8) kJ mol1 for LAr, 0.623(4) kJ mol1
for LKr, and 1.359(6) kJ mol1 for LXe [134].
The complexation enthalpies for 1:1 complexes observed in cryosolutions typ-
ically exceed 3 kJ mol1, with uncertainties for the more accurate determinations in
the order of 0.2–0.3 kJ mol1. From this, it follows that, for the solutions in LAr and
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LKr, the value of Rb is small compared to ΔHo. However, the values exceed the
average uncertainty, so the corrections are small but statistically significant. For
complexes with a higher stoichiometry, or for solutions in LXe, the density
influences are obviously more prominent.
Close scrutiny of the data in Fig. 17 shows that the correct description of the
relation between lnρ and 1/T requires not only a first-order term and small higher
order terms may be necessary. In view of the typical error margins, these small
higher order terms are expected not to disrupt markedly the linearity of the Van’t
Hoff plot, so the complexation enthalpy can be obtained in the way suggested by
(9), i.e., by constructing the Van’t Hoff plot using the logarithm of the intensity
ratios, and correcting the slope by the term (n+m 1)Rb.
As an alternative to the method described above, for pronounced cases where
changes in solvent densities cause the simple Van’t Hoff plot to deviate from
linearity, it is better to follow a procedure suggested by (6). In the second method,
it is therefore recommended to obtain the values for the logarithm of the intensity
ratio and (n+m1)lnρ for each temperature separately, and plot the sum of both
terms against the inverse temperature. For such analysis, the complexation enthalpy
Fig. 17 Scatter plots
obtained for lnρ vs the
inverse temperature: (top)
regression lines obtained by
assuming a linear
dependence; (bottom)
regression lines obtained by
assuming a quadratic
dependence
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is obtained by calculating the slope of the linear regression line directly, and no
subsequent correction is required.
Typical Van’t Hoff plots obtained for the complexes of CF3X (X¼Cl, Br, and I)
with the Lewis bases trimethylamine (TMA) and DME are reproduced in Figs. 18
and 19. The results obtained for TMA (Fig. 18) illustrate the use of the different
solvents LXe, LKr, and LAr. The results obtained for DME shown in Fig. 19
reflects the use of Van’t Hof plots to characterize complexes with 1:1 and 1:2
complexes which can simultaneously appear in the solutions studied
3.5 Ab Initio Calculations and Statistical Thermodynamics
To assist in the interpretation of the experimental data and the rationalization of the
results obtained, the experimental data are supported by a variety of quantum
chemical calculations, in which the structural, thermodynamic, and spectroscopic
Fig. 19 Van’t Hoff plots
for the complexes of CF3Cl
(A), CF3Br (1:1, B; 2:1, C),
and CF3I (D) with DME
dissolved in LAr. Reprinted
with permission from
[48]. Copyright (2013) John
Wiley & Sons, Inc
Fig. 18 Van’t Hoff plots
for the 1:1 complexes of
CF3I (A), CF3Br (B), and
CF3Cl (C) with TMA
dissolved in LXe, LKr, and
LAr, respectively.
Reprinted from [135] with
permission from Elsevier
Infrared and Raman Measurements of Halogen Bonding in Cryogenic Solutions 101
nick.walker@newcastle.ac.uk
properties of the species under study are predicted. A detailed description of the
different methodologies and basis sets applicable to weak and medium strong
C–X. . .Y halogen-bonded complexes involving, among other compounds, CF3Cl,
CF3Br, and CF3I was deemed beyond the scope of this chapter, and interested
readers are referred to other chapters in this book. It is of interest, however, to note
that since the first experiments performed on weak halogen-bonded complexes,
various combinations of basis sets and pseudo-potentials have been evaluated. In
the initial stages of the studies, SDD and Lanl2DZ* basis sets were used for all
halogens, while the 6–311++G(d,p) basis set was used for all atoms other than
chlorine, bromine, and iodine. More recently, the aug-cc-pV(D)(T)Z-PP basis set
was used for bromine and iodine while the standard aug-cc-pV(D)(T)Z basis set
was used for any other atom including chlorine. During all calculations, corrections
for Basis Set Superposition Error (BSSE) were accounted for explicitly using
counterpoise (CP) corrected gradients and Hessians.
It should be noted that to be able to compare experimental and calculated values
on the relative stability of the complexes, the predicted complexation energies
should be converted into complexation enthalpies. For the weak complexes studied
here, corrections for zero-point vibrational and thermal influences typically yield a
vapor phase enthalpy which, in absolute values, is 2–3 kJ mol1 smaller than the
initial energy. It is also worth noting that the vibrational spectra are traditionally
predicted using the double harmonic approximation, and that effects caused by
mechanical and/or optical anharmonicities are thus neglected. Taking into account
that in some cases, including, for example, CF3I, the experimental spectra can be
heavily perturbed by Fermi resonances, the effects of these approximations cannot
always be neglected.
3.6 Monte Carlo-Free Energy Perturbation Simulations
Although solutions in liquefied rare gases were originally described as pseudo-gas
phases, it is now generally accepted that, in cryosolutions, significant solute–
solvent interactions can occur. These interactions not only influence the frequencies
of monomers and complexes, but also perturb the relative stability of the complexes
studied. The ab initio complexation energies and the vapor phase enthalpies derived
should therefore not be directly compared with the experimental values deduced
from cryosolutions.
To be able to estimate the solvent effects, and to predict the complexation
enthalpies in the solutions, new methodologies involving Monte Carlo Free Energy
Perturbation (MC-FEP) simulations were introduced [125, 136]. The optimized
procedure involves a calculation of the Gibbs free energy of solvation ΔsolG for the
monomers and for the complexes, at a variety of temperatures, varying between
88 K and 138 K for solutions in LAr, between 119 K and 179 K for solutions in LKr,
and between 171 K and 231 K for solutions in LXe. The calculation of the Gibbs
energies is then followed by an enthalpy–entropy decomposition involving the
expressions
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ΔsolH ¼ ΔsolGþ TΔsolS ð10aÞ
ΔsolS ¼  ∂ΔsolG=∂Tð Þp ð10bÞ
According to statistical perturbation theory, the Gibbs free energy of solvation is
calculated as the energy difference between a reference system A representing a box
containing only solvent molecules and a perturbed system B with a single solute
molecule surrounded by the same number of solvent molecules. To avoid numerical
instabilities, the introduction of the solute molecule is not carried out in a single
step, but involves k intermediate (virtual) states between A and B introduced by
means of a coupling parameter λi(0 λi 1). The change in free energy can then be
written as the sum of all intermediate energy differences:
ΔsolG 0! 1ð Þ ¼
Xk1
i¼1
ΔsolG λi ! λiþ1ð Þ ¼ kBT
Xk1
i¼1
ln e
Hλiþ1HλikBT
 
ð11Þ
in which the angle brackets indicate averaging over the ensemble considered and
H is the Hamiltonian describing the perturbed, λi+1, and unperturbed, λi, systems for
each species involved.
The calculations are usually done in the binary approximation, meaning the
interaction potential between any two species is assumed not to be affected by the
presence of further species in their neighborhood. In this approximation, and
because of the nature of rare gases, the solvent–solvent interactions are satisfacto-
rily described by Lennard–Jones potentials, accounting for long-range dispersion
attraction and short range exchange repulsion. Solute–solvent interactions are
typically described by a sum of two contributions. The first is obtained by using
one Lennard–Jones function between each solvent atom and each atom of the solute
molecule. The second contribution accounts for the polarization of the solvent
atoms by the solute and is calculated in a non-iterative first-order approximation as
Epol ¼ 1
2
μ
!
ind  E
! ¼ 1
2
αsolvent E
!  E!
 	
ð12Þ
where αsolvent is to the polarizability of the rare gas studied, andE
!
is the electric field
generated by the solute. The partial charges on the different nuclei, used to mimic
the electric field generated by the solute, are optimized so as to reproduce the dipole
moment and the electric potential around the molecule [125, 136]. The ε and σ
parameters for the Lennard–Jones potentials are typically taken from the OPLS
(Optimized Potentials for Liquid Simulation) all-atom force field. For an interaction
between two different atoms i and j, traditional mixing rules are applied:
εij ¼ ffiffiffiffiffiffiffiffiffiεiiεjjp σij ¼ 1
2
σii þ σjj
  ð13Þ
As an example, in Fig. 20, the calculated values for the Gibbs energy of solvation
obtained for the complexes of TMA with the trifluorohalomethanes and the
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corresponding monomers are summarized. The data for TMA-CF3Cl were obtained
[135] using LAr as a solvent, while the data for the complexes with CF3Br and CF3I
were obtained in LKr and LXe, respectively. The values for ΔsolH and ΔsolS
obtained from the linear regression lines derived are summarized in Table 1.
Close scrutiny of the data shows that for all trifluorohalomethanes the sum of the
solvent stabilizations of the monomers is greater than that of the complex, the
difference being approximately 8.6 kJ mol1 for TMA-CF3Cl, 8.5 kJ mol
1 for
TMA-CF3Br, and 7.4 kJ mol
1 for TMA-CF3Cl. It thus follows that in the solu-
tions, the complexes are destabilized with respect to the monomers. Similar desta-
bilizations are also observed for the other halogen complexes studied.
4 Weak C–X. . .Y Halogen-Bonded Complexes Involving
CF3X
In the following paragraph, the main results obtained during a detailed study in
which the complexes of the trifluorohalomethanes CF3Cl, CF3Br, or CF3I with a
variety of weak, medium, and strong Lewis bases were examined experimentally
using cryosolutions are summarized. It is shown that by combining theoretical data
Fig. 20 Gibbs free energies
of solvation obtained for the
complexes of
trimethylamine with CF3X
(X¼Cl, Br, and I) and for
the monomers involved. For
each trifluorohalomethane,
the solvent gas used in the
experimental studies was
also used for the
calculations
Table 1 Enthalpies of solvation, in kJ mol1, obtained for the complexes of trimethyl amine
(TMA) with the different triflurohalomethanes CF3X (X¼Cl, Br, I)
ΔsolH/kJ mol1 TMA – CF3Cl (LAr) TMA – CF3Br (LKr) TMA – CF3I (LXe)
CF3X 20.04 (25) 22.93 (9) 24.15 (17)
TMA 33.39 (42) 32.98 (25) 32.01 (18)
TMA – CF3X 44.86 (42) 47.46 (22) 48.71 (33)
Destabilization 8.6 (6) 8.5 (3) 7.4 (4)
For completeness, the net destabilization of the complexes in the solutions studied is also given
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derived from ab initio molecular orbital calculations and experimental data
obtained from cryosolutions, and by exploiting the complementarity of IR and
Raman spectroscopy, valuable data on all different complexes can be obtained. It
should be noted we focus mainly on the vibrational spectra obtained and on the
complexation enthalpies derived from them, while only little attention is paid to the
supporting data derived from ab initio and MC-FEP calculations. These results are
available from the original papers.
4.1 Infrared and Raman Spectra of Isolated CF3X Molecules
The vibrational spectra of the monomer trifluorohalomethanes CF3Cl, CF3Br, and
CF3I in the gas phase and in liquid rare gases have been thoroughly studied [39–
47]. As a consequence, extensive information has been gathered on the harmonic
and anharmonic frequencies of CF3X, on the effects of Fermi and higher reso-
nances, and on corrections related to the appearance of vibrational angular momen-
tum. Because of C3v symmetry, all compounds give rise to 3N– 6¼ 9 vibrational
degrees of freedom. The first three modes v1, v2, and v3 are non-degenerate and have
A1 symmetry. The remaining modes give rise to degenerated modes and have
E symmetry.
Figure 21 shows the IR spectra of CF3Cl (Fig. 21A), CF3Br (Fig. 21B), and CF3I
(Fig. 21C) dissolved in LKr at 123 K. Apart from the fundamentals, combination
bands, and overtones, for all species, additional features caused by 13C isotopomers
are observed, the intensity rations with the bands of the 12CF3X parent molecule
being close to the natural abundance of 1.1%. In addition, significant isotope
splittings with approximate intensity ratios of 3:1 and 1:1 are observed for all
transitions involving the C-35/37Cl or C-79/81Br stretching vibrations.
The harmonic vibrational frequencies, IR intensities, and Raman scattering
activities for CF3Cl, CF3Br, and CF3I, calculated at the MP2/6–311++G(d,p)/
Lanl2DZ* and MP2/aug-cc-pVDZ(-PP) levels, and the corresponding frequencies
observed for solutions in LKr, at 123 K, are summarized in Table 2. It should be
stressed that, in agreement with literature data [39–47], the different C–X stretching
vibrations are calculated to have an extremely small IR intensity. It is also of
interest to note that, for CF3I, a complex resonance pattern involving v1, 2v5,
v5 + 2v6, and 4v6 is observed. The quadruple resonance obviously influences the
spectra in the v1 and 2v1 regions.
Last but not least, it is worth mentioning that the spectra of the different
monomer solutions were scrutinized for evidence of self-associations, but no
indications of such a process were found.
Infrared and Raman Measurements of Halogen Bonding in Cryogenic Solutions 105
nick.walker@newcastle.ac.uk
4.2 C–X. . .N-Bonded Complexes: Trimethylamine
Experimental results on halogen-bonded complexes of trimethylamine with CF3Br
and CF3I were first reported by Pullin and co-workers [11–17]. The studies,
involving vapor pressure measurements, IR, 1H, and 19F NMR spectroscopy, led
to the identification of the complexes of TMA with CF3Br and CF3I. In addition,
using NMR spectroscopy in the temperature range 263–313 K, the standard
complexation enthalpy for TMA-CF3I in a benzene solution was determined to be
25(3) kJ mol1.
Triggered by the work of Pullin et al., by the experimental observation that TMA
has an excellent solubility in all liquid rare gases, and by the fact that at the start of
the experimental studies no experimental information on molecular complexes held
together by a weak C–Cl. . .N halogen bond was reported, a study on the formation
of halogen-bonded complexes between TMA and CF3I, CF3Br, and CF3Cl
dissolved in LXe, LKr, and LAr was initiated [135]. For all halogen donors,
evidence was found for the formation of C–X. . .N halogen-bonded 1:1 complexes,
and experimental information on their relative stability was derived by determining
their standard complexation enthalpy. The study provided the first experimental
characterization of a complex formed under thermodynamic equilibrium conditions
in solution via a C–Cl. . .N halogen bond. The renewed interest in C–X. . .N
halogen-bonded complexes has also triggered other experimentalists. Typical
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Fig. 21 Infrared spectra for
a solution in LKr, at 123 K,
containing CF3Cl (A),
CF3Br (B), and CF3I (C).
The mole fractions of the
trifluorohalomethanes used
are 3.5 104, 4.6 104,
and 2.8 104, respectively
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complexes for which a detailed microwave study is now reported include the
complex of ammonia with CF3Cl [50] and the 1:1 adducts of CF3I with ammonia
and trimethylamine [53]. Related complexes recently investigated using IR and
NMR spectroscopy [56] are formed between pyridine and the perfluoroalkyl iodides
heptafluoro-2-iodopropane (iso-C3F7I) and heptafluoro-1-iodopropane (1-C3F7I).
Table 2 Harmonic vibrational frequencies v, in cm1, infrared intensities ε, in km mol1, and
Raman scattering activities S, in Å4 amu1, for CF3Cl, CF3Br, and CF3I calculated at the MP2/6–
311++G(d,p) + Lanl2DZ* and MP2/aug-cc-pVDZ(-PP) level
Lanl2DZ* aug-cc-pVDZ(-PP) Experiment
N ε S nu ε S LKr, 123 K
CF3Cl v1 1,142.1 485.3 0.7 1,096.4 469.6 1.5 1,099.7
v2 799.2 21.0 5.2 764.7 24.8 9.3 781.2
v3 499.9 0.2 4.5 479.9 0.1 4.8 476.6/468.9
v4 1,226.1 713.4 1.5 1,192.5 564.4 3.0 1,207.5
v5 569.5 5.0 2.6 545.9 2.8 1.6 560.3
v6 363.9 0.03 2.9 347.1 0.004 1.7 347.7
CF3Br v1 1,102.7 530.2 1.7 1,078.3 496.2 3.1 1,075.2
v2 767.5 35.9 5.0 739.5 30.4 9.0 759.4
v3 360.4 0.007 5.8 360.9 0.03 5.9 352.1/350.3
v4 1,215.6 624.5 1.8 1,180.2 509.7 3.3 1,198.1
v5 554.3 3.2 2.0 531.4 1.8 1.5 546.3
v6 313.2 0.001 2.3 305.5 0.02 1.5 303.4
CF3I v1 1,085.6 597.5 16.0 1,059.6 547.3 9.6 1,067.4
v2 751.6 42.7 6.5 722.3 34.7 10.9 740.7
v3 293.3 0.02 9.5 294.9 0.3 8.2 286.4
v4 1,197.9 564.2 3.7 1,162.6 455.5 3.5 1,175.6
v5 544.0 2.2 1.6 518.8 1.1 1.4 539.9
v6 279.2 0.01 2.3 269.1 0.05 1.5 266.0
For completeness, the values for the fundamental transitions observed in LKr, at 123 K, are also
given
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4.2.1 Vibrational Spectra
To measure the complexation enthalpies, IR spectra of different series of mixtures
of CF3X and TMA dissolved in liquid rare gases were investigated. The success of
the temperature studies largely depends on the availability of spectra in which
monomer and complex bands are present with a similar intensity. For the weaker
complex with CF3Cl, this required the lower temperatures provided by LAr as a
solvent, while for the complexes with CF3Br and CF3I the optimum relative
intensities were achieved in LKr and LXe, respectively.
Apart from the monomer bands in the spectra of the mixed solutions of CF3X
and TMA, new bands caused by 1:1 complexes were observed for a variety of
modes localized in the CF3X or TMA moieties. In Fig. 22A, the CF3 stretching
region for a solution containing TMA and CF3I dissolved in LXe, trace a, is
compared with the spectra of the respective monomers in traces b and c. The new
bands in the spectra of the mixture, marked with an asterisk, are assigned to the 1:1
complex. It can be seen that, in the region concerned, two strong and two weak
complex bands are detected. Ab initio calculations suggest that the C–F stretches
must give rise to the strongest bands in that region, and it is, therefore, straightfor-
ward to assign the high frequency component of the strong doublet to the antisym-
metric v4(CF3I) and the low frequency component to the symmetric v1(CF3I) CF3
stretching mode. It follows that the complexation shifts for v4(CF3I) and v1(CF3I) in
LXe are 32.9 cm1 and +15.1 cm1, respectively. These shifts are in good
agreement with those observed in CCl4 solution [11–17], 31 cm1 and
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+15 cm1, and with ab initio predictions [135], 31.4 cm1 and +17.8 cm1. It
should be noted that in the solid phase the corresponding shifts are significantly
larger, the reported shifts being 62 cm1 and +24 cm1, respectively [11–17].
Similar arguments allow the complex bands at 1,175.9 cm1 and 1,080.3 cm1 in
the spectrum of CF3Br/TMAmixed solutions in LKr (Fig. 22B) to be associated with
v4(CF3Br) and v1(CF3Br). This results in complexation shifts of 22.2 cm1 and
+5.1 cm1, in good agreement with the ab initio values of 21.6 cm1 and
+10.2 cm1, respectively, but differing significantly from the shifts of 39 cm1
and +32 cm1 observed by Pullin for the same complex in the solid phase [11–17].
This discrepancy, however, is likely produced by a solid state effect on the complex-
ation shifts similar to the one pointed out in the previous paragraph for TMA-CF3I.
The corresponding spectral region for a mixture of CF3Cl and TMA dissolved in
LAr is shown in Fig. 22C. Although of considerably weaker intensity, new bands
are observed for this mixture as well. A weak shoulder appears on the low
frequency side of the v20(TMA) band situated at 1,042.1 cm
1. This band must
be identified as the v20(TMA) complex band. Another new band is seen at
1,107.8 cm1. This band is caused by either v19(TMA) or v1(CF3Cl). In analogy
with the assignments made above for the CF3I and CF3Br complexes, this complex
band should be assigned to v1(CF3Cl). Two more complex bands can be seen in
Fig. 22C, at 1193.7 cm1, and as a shoulder on this band at 1,189.8 cm1. The
vibrations expected in this region are v4(CF3Cl) and v5(TMA). With the ab initio
intensities for v4(CF3Cl) equal to 670.8 km mol
1 and for v5(TMA) equal to
24.0 km mol1, it is clear that the weaker feature, i.e., the shoulder at
1,189.8 cm1, must be assigned as v5(TMA) and the stronger band at
1,193.7 cm1 as v4(CF3Cl). The complex bands in this region are a first proof
that a complex between CF3Cl and TMA is formed in sufficient concentration to be
detectable by IR spectroscopy.
From the discussion of their IR spectra, it is clear that the assignments by Pullin
in the 450–350 cm1 region, where v7(TMA) and v21(TMA) are expected, are
somewhat speculative. This region for the solutions in liquid rare gases is shown
in Fig. 23, with Fig. 23A giving the results for CF3I. The frequency interval has
been chosen to include bands produced by the C–X stretching mode. In each panel
trace a gives the spectrum of the mixed solution, while traces b and c give the
single-monomer solution spectra of TMA and CF3X, respectively. Trace a of the
top panel shows two prominent complex bands, at 403.6 cm1 and 267.3 cm1, and
a much weaker one at 421.6 cm1. Comparison with traces b and c, which were
recorded with concentrations similar to those used for trace a, shows that the
complex bands must have considerably higher IR intensities than the corresponding
monomer modes. This is the case for the v3(CF3I) monomer mode seen at
285.4 cm1, which is calculated to red shift by 18.3 cm1 upon complexation
with a 900-fold intensity increase. The complex band at 267.3 cm1 evidently has
to be assigned to this C–I stretching mode. The ab initio relative intensities for
v7(TMA), 43.4 km mol
1, and v21(TMA), 0.5 km mol
1, however, are such that
with high certainty the prominent 403.6-cm1 band may be assigned to v7(TMA) in
the complex, blue shifted from the corresponding monomer mode at 370.9 cm1 in
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trace b. The weak band at 421.6 cm1 then remains to be assigned to v21(TMA) in
the complex, with the corresponding monomer band remaining unobserved.
Figure 23B shows the results for the solutions of CF3Br and TMA in LKr. Also
here, two clear complex bands are present, at 390.3 cm1 and 336.5 cm1. The first
of these is assigned to v7(TMA), in analogy with the CF3I complex. Upon closer
inspection, the band at 336.5 cm1 is seen to be a strongly overlapping doublet,
with maxima at 337.1 cm1 and 336.2 cm1. These bands are assigned as
v3(CF3Br) in the complex, with the splitting caused by the
79Br/81Br isotopes.
The weak CF3Br monomer bands in trace c are not found back in trace a, which,
in view of the magnification by a factor of 20 applied to trace c, is not surprising.
Their absence is supported by the calculated intensity ratio εcomplex/εmonomer of the
v3(CF3Br) mode being close to 1,300.
The spectrum of the mixture of CF3Cl and TMA in LAr, shown in Fig. 23C,
reveals the presence of three complex bands, a doublet at 472.7 cm1 and
465.0 cm1 and a singlet at 381.5 cm1. The latter is assigned as v7(TMA) and
shows a blue shift of +9 cm1. Comparison with Fig. 23A, B shows that the
complexation shift of v7(TMA) decreases from CF3I to CF3Cl, in agreement with
the anticipation that the complexation shift decreases with decreasing stability of
the complex. The 472.7/465.0 cm1 doublet is assigned as the 35Cl/37Cl isotopic
doublet of the C–Cl stretching frequencies. They are shifted by 3.9 cm1 from
their frequencies in the monomer. The comment for the monomer CF3Br bands can
be repeated for the transitions in trace c of Fig. 23C.
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The 130–65 cm1 regions obtained for solutions in LXe and LKr containing
mixtures of CF3I and CF3Br with TMA are shown in Fig. 24A and B, respectively.
In each panel, the spectrum of the mixed solution is given as trace a, while those of
the solutions containing only TMA and CF3X are shown as traces b and c,
respectively. It can be seen that for both CF3I and CF3Br a broad band produced
by the van der Waals stretching mode of the 1:1 complex is observed in the spectra
of the mixed solutions. The maxima of the complex bands are situated near 97 cm1
(Fig. 24A) and 87 cm1 (Fig. 24B), in good agreement with calculated values of
96.2 cm1 and 79.2 cm1.
4.2.2 Relative Stability
The relative stabilities for the 1:1 complexes were derived from temperature studies
of different solutions using the Van’t Hoff relation, as described in Sect. 3.3. The
average complexation enthalpies, obtained from the Van’t Hoff plots shown in
Fig. 18, and the theoretical values for the complexation enthalpies obtained by
combining the MP2 complexation energies with data obtained from statistical
thermodynamics and MC-FEP simulations are summarized in Table 3. A detailed
comparison of the data obtained and those obtained for the other complexes is
considered in Sect. 5.1. It is worth mentioning, however, that, taking into consid-
eration the rather different environments and temperatures and the rather large
experimental uncertainty, the value of 28.7(1) kJ mol1 obtained for TMA-CF3I
in solutions in LXe compares favorably with the value of 25(3) kJ mol1 in
benzene solution studied by Mc Naught [16] in the temperature range 263–313 K.
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4.3 C–X. . .O and C–X. . .S-Bonded Complexes:
Dimethyl Ether, Dimethyl Sulfide
Although C–X. . .O and C–X. . .S halogen-bonded interactions are known to play an
active role in many biochemical processes, including, amongst others, thyroid
chemistry [138–140], little experimental information on the nature of these type
of interactions is available in the literature. Triggered by the results obtained for
trimethylamine, a study of the complexes involving dimethyl ether (DME) and
dimethyl sulfide (DMS) was initiated. The main goals of the study were to collect
data allowing tendencies to be observed while descending down group VI in the
periodic table, and to compare the results for typical halogen-bonded complexes
with data obtained for similar hydrogen-bonded complexes. It was shown that the
halogen-bonded complexes involving a divalent sulfur atom have a strength gen-
erally comparable with, or even slightly larger than, that of the complexes involving
oxygen. The results obtained for the halogen-bonded complexes, therefore,
contrasted with observations on hydrogen bonds indicating that substitution of the
oxygen by a sulfur atom results in weaker interactions [68].
Table 3 Experimental and predicted complexation enthalpies, in kJ mol1, obtained for the
complexes of trimethylamine (TMA) with the different triflurohalomethanes CF3X (X¼Cl, Br, I)
ΔexpH/kJ mol1 ΔcalcH/kJ mol1
TMA – CF3Cl LAr 8.9 (2) 7.0 (6)
TMA – CF3Br LKr 18.3 (1) 18.6 (3)
TMA – CF3I LXe 28.7 (1) 31.9 (4)
TMA – CF3H
a LKr 14.6 (8)
For reason of comparison, the experimental values obtained for the complex of TMA and
fluoroform, CHF3, are also given
aMeasured by Bertsev et al. [133]
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4.3.1 Vibrational Spectra: Complexes with Dimethyl Ether
In Fig. 25, the CF3 stretching region of a solution containing mole fractions of
1.3 104 of CF3Cl and 8.8 104 of DME dissolved in LAr, trace a, is compared
with the spectra of the monomers in traces b and c, respectively. The new bands in
the spectrum of the mixture, marked with an asterisk, are assigned to the 1:1
complex. Inspection shows that in the mixed solution new bands can be seen at
1,197.4 cm1 and 1,106.4 cm1. They are assigned as the antisymmetric v4(CF3Cl)
and symmetric v1(CF3Cl) CF3 stretching modes, respectively. These vibrations can
be seen to give rise to the saturated absorptions at 1,208.0 cm1 and 1,099.4 cm1
in the monomer. Similar new bands can be seen in trace a in Fig. 25B, where the
corresponding region of a solution containing mole fractions of 4.1 106 of
CF3Br and 9.1 104 of DME is given. In view of the much lower concentration
of CF3Br compared to CF3Cl, it is appreciated that the similar relative intensities of
the complex bands in Fig. 25A, B suggest the complex with CF3Br is significantly
more stable than that with CF3Cl.
Trace a in Fig. 25C depicts the same region for a solution containing mole
fractions of 3.8 106 of CF3I and 8.2 104 of DME. In the region near
1,180 cm1, where v4(CF3I) and v20(DME) are present in the monomers, new
bands in the mixed solution are seen at 1,166.0 cm1 and 1,158.5 cm1. Identifying
the latter as v4(CF3I) in the complex results in observed complexation shifts of
18.8 cm1 for v4(CF3I) and 7.5 cm1 for v20(DME). This assignment is
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supported by the calculated complexation shifts of these modes of 20.2 cm1 and
6.9 cm1, respectively, and by the predicted IR intensities of the modes in the
complexes, 546 km mol1 for v4(CF3I) and 97.6 km mol
1 for v20(DME). It is
further obvious from trace a in Fig. 25C that the v4(CF3I) band in the complex is
much more intense than the corresponding monomer band. The concentrations of
the monomers in this case are of the same order as in the case of CF3Br in Fig. 25B,
so from the relative intensities it is inferred that the complex with CF3I is much
more stable than the complex with CF3Br.
For all halomethanes, red shifts are predicted for the CF3 deformation mode
v2(CF3X). The corresponding spectral regions are given in Fig. 26. For CF3Cl
(Fig. 26A) the complex band appears as a very weak low frequency shoulder of
the 781.0 cm1 monomer band. The complex bands for CF3Br and CF3I are
increasingly more intense and show larger red shifts, as is clear from Fig. 26B, C.
The mixed solutions used to record the spectra contained similar concentrations of
DME, but decreasing concentrations of the halomethane, with ratios 1:0.77:0.27
from CF3Cl to CF3I. With the ab initio intensities of the complexes similar to those
in the corresponding monomers, the relative intensities of the complex bands in
Fig. 26 neatly confirm the increasing stability of the complex from CF3Cl to CF3I.
The C–X stretching mode in the respective monomers is calculated with a
limited IR intensity, but in the complexes the intensities are somewhat enhanced.
This is illustrated in Fig. 27. In each panel, trace a represents the spectrum of the
mixed solution and trace b was recorded from a solution in which only CF3X was
dissolved in LAr. In some panels, trace c shows the spectrum of the complex,
obtained by subtracting trace b from trace a. The IR and Raman spectra for the
solutions containing CF3Cl are shown in Fig. 27A, B. Trace a clearly shows the
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presence of a 35Cl/37Cl isotopic doublet, with maxima at 478.3 cm1 and
470.5 cm1. This doublet is assigned as v3(CF3Cl) in the complex and is blue
shifted by +2.0 cm1 from their frequencies in the monomer. The assignments are
confirmed by the Raman spectra in Fig. 27B.
The CF3Br analogue is shown in Fig. 27C, D. Trace a in the IR spectra, Fig. 27C,
shows a clear doublet with maxima at 351.5 cm1 and 349.6 cm1. These bands are
assigned as v3(CF3Br) in the complex, with the splitting because of the
79Br/81Br
isotopes. The CF3Br monomer bands appear as very weak features in the IR spectra
but are much more pronounced in the Raman spectra, Fig. 27D. It is clear from
these panels that the bromine isotopic structure can be distinguished both in
monomer and complex, although the Raman spectra show that in the former the
isotope bands are somewhat better resolved. The complexation shifts are to the red
by 0.7 cm1.
The IR and Raman spectra for the CF3I complex are shown in panels Fig. 27E, F,
respectively. It is clear that the v3(CF3I) bands in the monomer and in the complex
are present in both the IR and the Raman spectra. The v3(CF3I) complex band can
be seen to red shift by 2.6 cm1. In the Raman spectra, a weak feature at
268.4 cm1 can be observed in addition to the intense v3(CF3I) transitions. This
band is assigned as the v6(CF3I) complex band, blue shifted by +2.1 cm
1 from the
frequency in the monomer.
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4.3.2 Vibrational Spectra: Complexes with Dimethyl Sulfide
In Fig. 28A, the CF3 stretching region of a solution containing mole fractions of
4.3 105 of CF3Br and 1.2 103 of DMS dissolved in LKr, trace a, is compared
with the spectra of the monomers in traces b and c, respectively. The new bands in
the spectra of the mixture, marked with an asterisk, are assigned to the 1:1 complex.
It can be seen that weak bands, assigned as the antisymmetric v4(CF3Br) and
symmetric v1(CF3Br) stretching modes in the complex, are detected at
1,187.0 cm1 and 1,079.0 cm1. The experimental shifts for these bands,
11.1 cm1 for v4(CF3Br) and +3.8 cm1 for v1(CF3Br), compare favorably with
the ab initio values of 11.8 cm1 and +4.8 cm1
Similar, but much more pronounced, complex bands can be observed in the top
trace in Fig. 28B, where the corresponding region of a solution containing mole
fractions of 4.0 105 of CF3I and 7.1 103 of DMS is given. The complex
bands assigned to v4(CF3I) and v1(CF3I), and those assigned to the same modes in
the 13C-isotopomer, are observed at 1,156.1 cm1 and 1,076.2 cm1, and at
1,123.5 cm1 and 1,044.6 cm1. The experimental shifts, 19.5 cm1 and
+8.8 cm1, in the 12C-isotopomer agree nicely with the theoretical values of
17.2 cm1 and +9.5 cm1. These shifts are significantly larger than those
observed for the CF3Br complex. New bands are also observed in the spectra of
the mixed solutions at 1,073.4 cm1, 1,061.9 cm1, 1,030.7 cm1, 1,007.8 cm1,
and 973.3 cm1. The last three are assigned as the v5(DMS), v2(CF3I) + v3(CF3I),
and v14(DMS) modes, respectively. The experimental complexation shifts for these
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modes are +2.0 cm1, 17.6 cm1, and +2.5 cm1 to be compared with the
calculated values of +1.2 cm1, 16.9 cm1 (obtained by summing the harmonic
shifts of v2 and v3), and +2.4 cm
1. The assignment of the first two is not so
straightforward because of the presence of a Fermi quadruplet in CF3I consisting of
v5(CF3I) + 2v6(CF3I) (1,079.3 cm
1), v1(CF3I) (1,067.3 cm
1), 2v5(CF3I)
(1,063.5 cm1), and 4v6(CF3I) (1,052.4 cm
1) [39, 47]. As a result of the calculated
frequency shifts and the intensity differences, the complex band at 1,061.9 cm1 is
assigned to v5(CF3I). The complex band at 1,073.4 cm
1, present as a weak
shoulder on the v1(CF3I) complex band, remains unassigned. It is of interest to
stress that, while the spectra of the mixed solutions were recorded for solutions
containing similar concentrations of the monomers involved, the complex bands in
Fig. 28B are much more intense than those in Fig. 28A. These differences are a
clear indication of the higher stability of the CF3I complex.
Figure 29A,C gives the IR spectra and Fig. 29B, D the Raman spectra of the
v2(CF3Br) (Fig. 29A, B) and v6(DMS) (Fig. 29C, D) modes in mixed and monomer
solutions. Similarly, Fig. 29E–H give the corresponding regions for solutions
containing CF3I. In both IR and Raman, for the mixed CF3Br solutions, weak
bands red shifted from their monomer counterparts are observed. The shifts,
3.8 cm1 for v2(CF3Br) and 1.6 cm1 for v6(DMS), are in agreement with the
predicted values of 5.3 cm1 and 1.9 cm1, respectively. Just as for the CF3
stretches, Fig. 29E–H shows that, in comparison with CF3Br, the relative intensities
of the complex bands in the mixed CF3I solutions are much more intense,
confirming the above conclusion on relative stabilities. In each region of the IR
spectra, Fig. 29E, G, a single complex band is detected. The observed shifts, with
the ab initio values given in brackets, are 6.5 (6.4) cm1 for v2(CF3I) and 3.6
(3.3) cm1 for v6(DMS).
The Raman spectra of the mixed solutions in Fig. 29F, H were recorded for two
different analytical concentrations of DMS: for trace a the concentration was
8.8 104 mol fraction, for trace a’ it was 3.1 103, and in both cases the
analytical concentration of CF3I was 2.4 103. For clarity, trace a’ has been
rescaled to correspond to the intensities of the 1:1 complex bands in trace a. For
trace a’ the excess DMS causes virtually only the 1:1 complex band to be present in
the v2(CF3I) region, the monomer CF3I concentration being reduced to below the
detection limit. In trace a in both regions a second complex band, marked with an
open circle, is present. In this solution the CF3I was in excess, and this promotes the
formation of complexes with higher CF3I/DMS ratios. Therefore, these second
complex bands are assigned to a 2:1 complex in which two molecules of CF3I
interact with the sulfur atom of the same DMS molecule.
IR and Raman spectra in the C–X stretching regions are given in Fig. 30.
Figure 30A (IR) and Fig. 30B (Raman) contain spectra for the CF3Br complex,
while Fig. 30C (IR) and Fig. 30D (Raman) refer to the CF3I complex. Complex
bands for the 1:1 complex are marked with an asterisk. It can be seen that in the IR
spectrum, the C–Br stretching mode of the complex in trace a is much stronger than
the monomer CF3Br doublet. The doublet structure remains unresolved in the broad
complex bands. A similar remark on the intensities can be made for the 1:1 Raman
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band in Fig. 30B, although it is clear that in this case the complex/monomer activity
ratio is much lower than in Fig. 30A. These observations show a significant
enhancement of the intensity/activity of the v3(CF3Br) mode in the complex and
at the same time suggest that the complexation influence on the IR intensity is
higher than on the Raman scattering activity. This is substantiated by ab initio
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calculations where the complexation was calculated to enhance the IR intensity by a
factor of 125, compared to an enhancement by a factor of 4.4 for the Raman
scattering activity.
Trace a0 of Fig. 30D was recorded from the same solution as that used for trace a0
in Fig. 29. It can be seen that a single complex band, assigned to the 1:1 complex, is
observed. Although the above shows that the complex with CF3I is stronger than the
one with CF3Br, the virtual absence of the monomer bands in that trace shows that
also here the complexation induces a considerable enhancement, by a factor of
135, of the Raman scattering activity. If, however, the mole fraction of CF3I is
chosen to be much higher than that of DMS, 2.4 103 against 8.8 104,
respectively, for trace a of Fig. 30D, and 3.8 103 against 1.8 103, respec-
tively, for trace a of Fig. 30C, a new complex band appears on the high frequency
side of the band caused by the 1:1 complex. The new bands are again assigned to the
2:1 complex (CF3I)2DMS. Least squares band fittings of the spectra in Fig. 30C, D
result in a frequencies of 276.6 cm1 and 277.6 cm1, respectively. Frequency
differences between IR and Raman spectra may occur as a consequence of poor
calibration of the Raman spectrum, but the calibration run made in this case shows
that the frequencies of other spectral features in the same region differed from the
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corresponding IR values by not more than 0.1 cm1. Therefore, the frequency
difference between the 2:1 bands is accepted to be real. This observation is
interpreted as follows. For the 2:1 complex two v3(CF3I) bands are expected. The
symmetry of that complex is such that the sulfur atom comes close to being a local
inversion center, so that the v3(CF3I) modes of the monomers couple to an anti-
symmetric and symmetric vibration. A near-mutual exclusion effect must be at
work which means that in IR the spectrum is dominated by the antisymmetric
component and in Raman by the symmetric component. The presence of the sulfur
atom combined with the relative weakness of the halogen bonds means that the
coupling between the antisymmetric and symmetric components is small, i.e., the
frequency difference between the IR and Raman bands must be expected to be
small, as is indeed observed. The ab initio calculations support this interpretation:
the predicted frequencies are 285.9 cm1 for the antisymmetric component and
286.6 cm1 for the symmetric component, and the calculated antisymmetric/sym-
metric intensity ratio is 228 for the IR components against 6 105 for the Raman
doublet.
Theoretical information confirming the above assignment was obtained by
performing additional geometry optimizations and frequency calculations for the
2:1 complex. The equilibrium geometry for this complex is shown in Fig. 30. It can
be seen that the 2:1 complex has a bifurcated structure with Cs symmetry in which
the fluorine atoms of the two CF3I molecules appear in the eclipsed conformation.
Both CF3I moieties are bound to the sulfur atom in such a way that the two C–I. . .S
halogen bonds are almost collinear. The bifurcation leads to an anti-cooperative
effect, as can be seen from the calculated energy, structure, and vibrational fre-
quencies. Thus, the 2:1 complexation enthalpy is some 8% smaller than twice the
1:1 value, in the 2:1 complex the I. . .S interatomic distances are slightly higher, the
structural perturbation of the Lewis acids is smaller, and their complexation shifts
are smaller than in the 1:1 complex. In agreement with the expectations, the central
DMS moiety is slightly more perturbed in the 2:1 than in the 1:1 complex, yielding
complexation shifts which in general are somewhat larger than for the 1:1 complex
It is of interest to note that no indications were found for the formation of 1:1
complexes between DMS and CF3Cl for any of the solutions studied. The reason for
this is related to the limited solubility of DMS in LAr, with mole fractions being less
than 1.0 106 [2], so mixed solutions of CF3Cl and DMS could only be studied in
LKr or LXe. Taking into consideration that for TMA and DME, complexes with
CF3Cl were only observed at the lowest temperatures in LAr, it is not surprising that
in LKr the complex between DMS and CF3Cl is too weak to be observed.
4.3.3 Relative Stability
The relative stabilities for the 1:1 and 1:2 complexes, derived from temperature
studies of different solutions, and the theoretical values for the complexation
enthalpies obtained by combining the MP2 complexation energies with data
obtained from statistical thermodynamics and MC-FEP simulations are
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summarized in Table 4. As before, a detailed comparison of the data obtained is
postponed to Sect. 5.1.
4.4 C–X. . .F and C–X. . .Cl-Bonded Complexes: Alkyl
Fluorides and Alkyl Chlorides
To obtain information on halogen–halogen C–X. . .Y halogen bonds, interactions
involving the fluorine and chlorine atoms in methyl fluoride (CH3F), ethyl fluoride
(C2H5F), methyl chloride (CH3Cl), and ethyl chloride (C2H5Cl) were also studied.
The choice for these alkyl halides was based on earlier observations [97, 110, 113,
130–132, 143] showing that these compounds can act as Lewis bases, and in earlier
studies were observed to form complexes with C–H donors such a CHF3, CHCl3,
CHBrClCF3, and other Lewis acids such as HCl, HBr, BF3, and BCl3. The Lewis
bases studied were limited to alkyl fluorides and alkyl chlorides, as measurable
concentrations of the weak halogen-bonded complexes could only be observed at
temperatures below 145 K, i.e., in LAr and LKr, while alkyl bromides and iodides
show a limited solubility in these conditions.
Table 4 Experimental and predicted complexation enthalpies, in kJ mol1, obtained for the
complexes of dimethyl ether (DME) and of dimethyl sulfide (DMS) with the trifluorohalomethanes
CF3X (X¼Cl, Br, I)
ΔexpH/kJ mol1 ΔcalcH/kJ mol1
DME – CF3Cl LAr 6.8 (3) 5.1 (6)
DME – CF3Br LAr 10.2 (1) 11.1 (3)
DME – CF3I LAr 15.5 (1) 17.6 (6)
DMS – CF3Cl LKr – 4.0 (4)
DMS – CF3Br LKr 9.5 (6) 9.4 (2)
DMS – CF3I LKr 17.4 (1) 15.2 (2)
DME (– CF3Br)2 LAr 18.3 (5) –
DMS (– CF3I)2 LKr 30.8 (16) –
DME – CF3H
a LKr 12.5 (2) 10.2 (6)
For reason of comparison, the experimental values obtained for the complex of DME and
fluoroform, CHF3, are also given
aTaken from [125, 141]
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4.4.1 Vibrational Spectra
Apart from the bands assigned to the monomers involved, new bands illustrating the
formation of weak C–X. . .Y halogen. . .halogen bonds were observed for CF3I and
CF3Br. In contrast, no features suggesting the formation of a complex with CF3Cl
were detected for any of the solutions. In agreement with the data for DMS
described above, the obvious conclusion is that these complexes are also too
weak to be observed.
In Fig. 31A the CF3 stretching region of a solution containing mole fractions of
3.2 104 of CF3Br and 1.3 102 of CH3F dissolved in LKr, trace a, is compared
with the spectra of the monomers in traces b and c, respectively. The new bands in
the spectra of the mixture, marked with an asterisk, are assigned to the 1:1 complex.
It can be seen that weak bands, assigned as the antisymmetric v4(CF3Br) and
symmetric v1(CF3Br) stretching modes in the complex, are detected at
1,191.5 cm1 and 1079.7 cm1. The experimental shifts for these bands,
6.6 cm1 for v4(CF3Br) and +4.5 cm1 for v1(CF3Br), compare favorably with
the ab initio values of 9.2 cm1 and +6.5 cm1. Similar, but more pronounced,
complex bands can be observed in the top trace in Fig. 31B, where the
corresponding region of a solution containing mole fractions of 9.4 105 of
CF3I and 5.6 103 of CH3F is given. The complex bands assigned to v4(CF3I)
and v1(CF3I) are observed at 1,166.8 cm
1 and 1,072.9 cm1. The experimental
complexation shifts, 8.8 cm1 and +5.5 cm1, agree nicely with the theoretical
values of 9.8 cm1 and +8.5 cm1. Even though the monomer concentrations in
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Fig. 31 Infrared spectra of the 1,220–1,050 cm1 region for solutions of mixtures of CF3Br (A)
and CF3I (B) with CH3F dissolved in LKr, at 123 K. Trace a represents the spectrum of the mixed
solution and traces b and c are the spectra of the monomer CF3X and CH3F solution, respectively.
The new bands appearing in the spectra of the mixture assigned to the 1:1 complex are marked
with an asterisk (*). Reprinted with permission from [142]. Copyright (2013) American Chemical
Society
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Fig. 31B are about three times smaller as those in Fig. 31A, the complex bands in
the former panel are slightly more pronounced, so that from the relative intensities
it is inferred that the complex with CF3I is more stable than the complex with
CF3Br.
In order to visualize the differences between the four Lewis bases, Fig. 32
depicts the IR spectra of the CF3 stretching region for the complexes of CF3I
with CH3F (Fig. 32A), C2H5F (Fig. 32B), CH3Cl (Fig. 32C) and C2H5Cl
(Fig. 32D) observed in LKr. In each panel, trace a gives the spectrum of the
mixed solution, while traces b and c were recorded from a solution in which only
CF3I or the Lewis base was dissolved in LKr, respectively. Complex bands for the
1:1 complex are marked with an asterisk. The spectra in Fig. 32A are the same as
those depicted in Fig. 31B and thus need no further discussion. Similar, but more
pronounced, complex bands can be observed in the top trace of Fig. 32B, where the
corresponding region of a solution containing mole fractions of 9.4 105 of CF3I
and 2.1 103 of C2H5F is given. It can be seen that this region is more compli-
cated by the presence of three relatively intense C2H5F monomer bands, located at
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mixtures of CF3I with CH3F
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1,169.4 cm1, 1104.7 cm1, and 1,062.8 cm1. The first two are assigned to
v8(C2H5F) and v9(C2H5F), while the latter is produced by an overtone or combina-
tion band. Except for a more difficult subtraction, the C2H5F bands barely influence
the interpretation of this spectral region. The complex band observed at
1,165.3 cm1 can either be assigned to v8(C2H5F) or to v4(CF3I). The ab initio
relative intensities for these complex bands, 3.9 km mol1 and 450.1 km mol1,
respectively, are such that with high certainty the 1,165.3 cm1 band should be
assigned to v4(CF3I), as expected from Fig. 32A. The other complex band, observed
at 1,073.5 cm1 is assigned to v1(CF3I). The observed shifts, 10.3 and +6.1 cm1,
agree nicely with the theoretical values of 10.7 cm1 and +10.8 cm1. The
differences in complexation shifts and relative intensities between Fig. 32A, B
are a clear indication of the higher stability of the C2H5F complex.
Figure 32C shows the spectra of a solution containing mole fractions of
7.5 105 of CF3I and 3.8 103 of CH3Cl. In Fig. 32C, the only complex band
observed is v4(CF3I) at 1,168.5 cm
1. The experimental complexation shift of
7.1 cm1 agrees nicely with the theoretical value of 7.5 cm1. Because of the
low concentration of CH3Cl, the complex band produced by v1(CF3I) remains
undetected in Fig. 32C. By using higher concentrations of both monomers, this
complex band was seen at 1,070.8 cm1. The resulting complexation shift of
+3.4 cm1 agrees nicely with the calculated shift of +5.2 cm1. Finally, the spectra
of a solution containing mole fractions of 7.5 105 of CF3I and 1.9 103 of
C2H5Cl are shown in Fig. 32D. Although the Lewis base concentration in this panel
is only half the concentration used in Fig. 32C, both v4(CF3I) and v1(CF3I) are
present here. They give rise to absorptions at 1,167.4 cm1 and 1,070.5 cm1,
respectively. The experimental complexation shifts, 8.2 cm1 and +3.1 cm1,
agree well with the calculated values of7.9 cm1 and +5.0 cm1. The differences
in complexation shifts and relative intensities between Fig. 32C and Fig. 32D are a
clear indication of the higher stability of the C2H5Cl complex
Infrared spectra in the C–X stretching regions for the C–X. . .F complexes are
given in Fig. 33. In each panel, trace a gives the spectrum of the mixed solution and
trace b was recorded from a solution in which only CF3X was dissolved in LKr.
Trace c shows the spectrum of the 1:1 complex, obtained by subtracting trace
b from trace a. Complex bands for the 1:1 complex are marked with an asterisk.
The infrared spectra for the CH3F–CF3Br and C2H5F–CF3Br complexes are shown
in Fig. 33A, B, respectively. Trace a in Fig. 33A clearly shows the presence of a
79Br/81Br isotopic doublet, with maxima at 353.4 cm1 and 351.6 cm1. This
doublet is assigned as v3(CF3Br) in the complex and is blue shifted by +1.3 cm
1
from the frequencies in the monomer. A similar blue shift can be seen in trace a of
Fig. 33B, the 79Br/81Br isotopic doublet showing maxima at 353.6 cm1 and
351.7 cm1, leading to a blue shift of +1.5 cm1. These results are in agreement
with the calculated complexation shifts of +1.0 cm1 and +0.7 cm1, respectively.
The weak CF3Br monomer bands in trace b of both panels are not found back in
trace a, which, in view of the magnification by a factor of 5 applied to trace b, is not
surprising. The IR spectra for the CF3I analogues are shown in Fig. 33C, D,
124 W. Herrebout
nick.walker@newcastle.ac.uk
respectively. The v3(CF3I) complex band in Fig. 33C, D can be seen to blue shift by
+0.8 cm1 and +0.6 cm1, respectively.
IR spectra in the C–X stretching regions for the C–X. . .Cl complexes are given
in Fig. 34. In each panel, trace a gives the spectrum of the mixed solution, and
traces b and c were recorded from a solution in which only CF3X or C2H5Cl was
dissolved in LKr. Trace d shows the spectrum of the 1:1 complex, obtained by
subtracting traces b and c from trace a. Complex bands for the 1:1 complex are
marked with an asterisk. The IR spectra for the CH3Cl–CF3Br and C2H5Cl–CF3Br
complexes are shown in Fig. 34A, B, respectively. Trace a in Fig. 34A clearly
shows the presence of a 79Br/81Br isotopic doublet, with maxima at 352.0 cm1 and
350.1 cm1. This doublet is assigned as v3(CF3Br) in the complex and is red shifted
by 0.1 cm1 from their frequencies in the monomer. A similar red shift can be
seen in trace a of Fig. 34B, the 79Br/81Br isotopic doublet showing maxima at
351.9 cm1 and 350.0 cm1, leading to a red shift of 0.2 cm1. These results are
in agreement with the calculated complexation shifts of1.1 cm1 and1.2 cm1,
respectively. The weak CF3Br monomer bands in trace b of both panels are not
found back in trace a, which, in view of the magnification by a factor of 5 applied to
trace b, is not surprising. The IR spectra for the CF3I analogues are shown in
Fig. 34C, D, respectively. The v3(CF3I) complex band in Fig. 34C, D can be seen to
red shift by 1.0 cm1 and 1.2 cm1, respectively.
290 280355 345
**
Wavenumber/cm-1
B
×5
*
b
 A
bs
or
ba
nc
e
A*
a
b
a
*
C
c
b
a
c
b
a
*
Wavenumber/cm-1
D
Fig. 33 Infrared spectra of the ν3(CF3X) region for solutions of mixtures of CF3Br (A, B) and
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spectrum of the mixed solution, trace b is the spectrum of the monomer CF3X solution, and trace
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appearing in the spectra of the mixture assigned to the 1:1 complex are marked with an asterisk (*).
Reprinted with permission from [142]. Copyright (2013) American Chemical Society
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4.4.2 Relative Stability
The relative stabilities for the C–X. . .Y (X¼Br, I and Y¼F and Cl) halogen-bonded
complexes, derived from temperature studies of different solutions, and the theo-
retical values for the complexation enthalpies obtained by correcting the MP2
complexation energies for zero-point vibrational, thermal, and solvent influences
are summarized in Table 5. As before, a detailed comparison of the data obtained is
postponed to Sect. 5.1.
4.5 C–X. . .π-Bonded Complexes: Alkenes, Alkynes,
and Aromatic Compounds;
Because of their role in biomolecular systems and protein–ligand binding and in
supramolecular chemistry in general, the nature of C–X. . .Y halogen-bonded
interactions has attracted widespread interest from chemists and biochemists.
Apart from interactions where the donor atom is an oxygen, a nitrogen, a sulfur,
or a halogen atom, an important role is assigned to the interactions of organic
halogen atoms with aromatic amino acid side chains, the relative importance
derived from a recent survey of protein databases being [138, 140, 146] in the
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Fig. 34 Infrared spectra of the ν3(CF3X) region for solutions of mixtures of CF3Br (A, B) and
CF3I (C, D) with CH3Cl (A, C) and C2H5Cl (C, D) dissolved in LKr, at 123 K. Trace a represents
the spectrum of the mixed solution, traces b and c are the spectra of the monomer CF3X and
C2H5Cl solution, respectively, and trace d is the spectrum of the 1:1 complex, obtained by
subtracting traces b and c from trace a. The new bands appearing in the spectra of the mixture
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order of 53%, 9%, and 5% for C–X. . .O, C–X. . .N, and C–X. . .S interactions,
respectively, and up to 33% for C–X. . .π interactions.
To characterize the nature of various C–X. . .π interactions, a study of the
complexes with the aromatic model compounds benzene and toluene, and the
non-aromatic alkenes and alkynes ethene, propene, ethyne, propyne, and 2-butyne
was initiated.
4.5.1 Vibrational Spectra: Ethene and Propene
In Fig. 35A, the CF3 stretching region of a mixed solution in LAr containing CF3Br
and of ethene, trace a, is compared with the spectra of the monomers in traces b and
c, respectively. The new bands in the spectra of the mixture, marked with an
asterisk, are assigned to the 1:1 complex. It can be seen that weak bands, assigned
as the antisymmetric v4(CF3Br) and symmetric v1(CF3Br), stretching modes in the
complex, are detected at 1,195.4 cm1 and 1,079.2 cm1. The experimental shifts
for these bands, 4.4 cm1 for v4(CF3Br) and +2.0 cm1 for v1(CF3Br), compare
favorably with the ab initio values of 7.5 cm1 and +3.6 cm1.
Similar, but much more pronounced, complex bands can be observed in the top
trace in Fig. 35B, where the corresponding region of a solution containing mole
fractions of 9.4 105 of CF3I and 1.9 102 of ethene is given. The complex
bands assigned to v4(CF3I) and v1(CF3I) and those assigned to the same modes in
the 13C-isotopomer are observed at 1,170.2 cm1 and 1,073.6 cm1, and at
Table 5 Experimental and predicted complexation enthalpies, in kJ mol1, obtained for the
complexes of methyl fluoride, ethyl fluoride, methyl chloride, and ethyl chloride with the different
trifluorohalomethanes CF3X (X¼Cl, Br, I)
ΔexpH/kJ mol1 ΔcalcH/kJ mol1
CH3F – CF3Cl LAr – 3.3 (2)
CH3F – CF3Br LAr 7.0 (3) 7.6 (2)
CH3F – CF3I LAr 7.6 (1) 9.7 (2)
C2H5F – CF3Cl LKr – 5.7 (2)
C2H5F – CF3Br LKr 7.1 (1) 7.6 (2)
C2H5F – CF3I LKr 8.7 (2) 10.0 (3)
CH3Cl – CF3Cl LKr – 0.4 (2)
CH3Cl – CF3Br LKr 5.9 (2) 6.3 (3)
CH3Cl – CF3I LKr 8.3 (3) 8.8 (2)
C2H5Cl – CF3Cl LKr – 5.1 (2)
C2H5Cl – CF3Br LKr 6.5 (2) 7.5 (3)
C2H5Cl – CF3I LKr 8.8 (3) 10.4 (4)
CH3F – CF3H
a LKr 7.2 (5)
CH3Cl – CF3H
a LKr 6.5 (5)
For reason of comparison, the experimental values obtained for the complexes of MF and MCl and
fluoroform, CHF3, are also given
aTaken from [131, 132]
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1,136.9 cm1 and 1,044.5 cm1. The experimental complexation shifts, 7.9 cm1
and +4.8 cm1, agree nicely with the theoretical values of 9.1 cm1 and
+5.5 cm1. It is obvious from trace a in Fig. 35B that the complex bands are
much more intense than the corresponding complex bands in Fig. 35A. The
concentrations of the monomers in this case are of the same order as in the case
of CF3Br, so here, from the relative intensities, it is inferred that the complex with
CF3I is much more stable than the complex with CF3Br. New bands are also
observed at 1,079.9 cm1, 1,065.7 cm1, and 1,022.3 cm1. The latter is assigned
as the v2(CF3I) + v3(CF3I), and the experimental complexation shift equals
4.1 cm1 compared with the calculated value of 6.8 cm1 (i.e., the sum of the
harmonic shifts of v2(CF3I) and v3(CF3I)). Based on the calculated frequency shifts
and the intensity differences, the complex bands at 1,079.9 cm1 and 1,065.7 cm1
are assigned to v5(CF3I) + 2v6(CF3I) and 2v5(CF3I), respectively.
The CF3 stretching region for the propene complexes is shown in Fig. 36.
Figure 36A compares a solution containing mole fractions of 1.9 104 of
CF3Br and 3.8 103 of propene dissolved in LAr, trace a, with the spectra of
the monomers in traces b and c, respectively. The new bands in the spectra of the
mixture, marked with an asterisk, are assigned to the 1:1 complex. It can be seen
that weak bands, assigned as the antisymmetric v4(CF3Br) and symmetric
v1(CF3Br) stretching modes in the complex, are detected at 1193.8 cm
1 and
1079.4 cm1. The experimental shifts for these bands, 6.0 cm1 for v4(CF3Br)
and +2.2 cm1 for v1(CF3Br), compare favorably with the ab initio values of
8.3 cm1 and +3.4 cm1. Even though the used propene concentration is about
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Fig. 35 Infrared spectra of the 1,220–1,010 cm1 region for solutions of mixtures of CF3Br (A)
and CF3I (B) with ethene dissolved in LAr, at 93 K. Trace a represents the spectrum of the mixed
solution and traces b and c are the spectra of the monomer ethene and CF3X solution, respectively.
The new bands appearing in the spectra of the mixture assigned to the 1:1 complex are marked
with an asterisk (*). Reproduced from [144] with permission from the PCCP Owner Societies
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five times smaller than the ethene concentration in Fig. 35A, the complex bands
here are slightly more pronounced and show a larger complexation shift. This
indicates the difference in strength between the ethene and propene complexes.
Similar complex bands can be observed in the top trace in Fig. 36B, where the
corresponding region of a solution containing mole fractions of 7.5 105 of CF3I
and 3.4 103 of propene is given. The complex bands assigned to v4(CF3I) and
v1(CF3I) are observed at 1,168.1 cm
1 and 1,073.7 cm1. The experimental com-
plexation shifts, 10.0 cm1 and +4.9 cm1, agree nicely with the theoretical
values of 10.6 cm1 and +6.7 cm1. In view of the low concentrations of CF3I
and propene, it is not surprising that only a few complex bands occur and with a
lower intensity than those in Fig. 35B. Nevertheless, the complexation shifts for the
propene complex are larger than those for the ethene complex, indicating the
difference in strength between the two complexes.
IR and Raman spectra in the C–X stretching regions for the ethene complexes
are given in Fig. 37. In each panel, trace a represents the spectrum of the mixed
solution, while traces b and c were recorded from a solution in which only CF3X or
ethene was dissolved in liquid argon. Trace d is the spectrum of the 1:1 complex,
obtained by subtracting traces b and c from trace a. Complex bands for the 1:1
complex are marked with an asterisk. The IR and Raman spectra for the CF3Br
complex are shown in Fig. 37A, B, respectively. Trace a in Fig. 37A clearly shows
the presence of a 79Br/81Br isotopic doublet, with maxima at 351.4 cm1 and
349.6 cm1. This doublet is assigned as v3(CF3Br) in the complex and is red shifted
by 1.0 cm1 from their frequencies in the monomer. The weak CF3Br monomer
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Fig. 36 Infrared spectra of the 1,220–1,010 cm1 region for solutions of mixtures of CF3Br (A)
and CF3I (B) with propene dissolved in LAr, at 93 K. Trace a represents the spectrum of the mixed
solution and traces b and c are the spectra of the monomer propene and CF3X solution, respec-
tively. The new bands appearing in the spectra of the mixture assigned to the 1:1 complex are
marked with an asterisk (*). Reproduced from [144] with permission from the PCCP Owner
Societies
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bands in trace b of the IR panel are not found back in trace a, which, in view of the
magnification by a factor of 5 applied to trace b, is not surprising. The assignments
are confirmed by the Raman spectra, albeit that only the 81Br-isotopomer is visible
here as a very weak shoulder on the intense monomer doublet. The IR and Raman
spectra for the CF3I complex are shown in Fig. 37C, D, respectively. It is clear that
the v3(CF3I) bands in the monomer and in the complex are present in the IR and the
Raman spectra. The v3(CF3I) complex band can be seen to red shift by 2.6 cm1.
In the Raman spectra, a weak feature at 266.5 cm1 can be observed in addition to
the intense v3(CF3I) transitions. This band is assigned as the v6(CF3I) complex
band, blue shifted by +0.4 cm1 from the frequency in the monomer.
Figure 38 shows the C–X stretching regions for the propene complexes. The IR
and Raman spectra for the CF3Br complex are again shown in Fig. 38A, B,
respectively. Trace a in Fig. 38A clearly shows the presence of a 79Br/81Br isotopic
doublet, with maxima at 350.7 cm1 and 348.9 cm1. This doublet is assigned as
v3(CF3Br) in the complex and is red shifted by1.7 cm1 from their frequencies in
the monomer. The weak CF3Br monomer bands in trace b are not found back in
trace a, which, in view of the magnification by a factor of 20 applied to trace b, is
not surprising. The assignments are confirmed by the Raman spectra, albeit only the
81Br-isotopomer is visible here as a weak shoulder on the intense monomer doublet.
The IR and Raman spectra for the CF3I complex are shown in Fig. 38C, D,
respectively. It is clear that the v3(CF3I) bands in the monomer and in the complex
are present in the IR and the Raman spectra. The v3(CF3I) complex band can be
seen to red shift by3.6 cm1. In the Raman spectra, a weak feature at 266.8 cm1
can be observed in addition to the intense v3(CF3I) transitions. This band is assigned
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Fig. 37 Infrared (A, C) and
Raman (B, D) spectra of the
C–X stretching region for
solutions of mixtures of
CF3Br (A, B), CF3I (C, D)
with ethene dissolved in
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as the v6(CF3I) complex band, blue shifted by +0.6 cm
1 from the frequency in the
monomer.
Figure 39A shows the temperature dependence in the 1,010–985 cm1 and 940–
900 cm1 regions for a solution in LAr with mole fractions of 1.3 102 for CF3I
and 5.6 104 for propene. From top to bottom, the temperature increases from
93 to 103 K. The two lowest traces represent the single-monomer spectra of
propene and CF3I recorded at 103 K, respectively. In the regions shown, propene
gives rise to four fundamental monomer bands situated at 990.5 cm1, 934.4 cm1,
918.6 cm1, and 910.7 cm1. They are assigned as the v18(propene), v12(propene),
v13(propene), and v19(propene) monomer vibrations, respectively, and can be seen
to conform to the ab initio IR intensities of 16 km mol1, 3 km mol1, 2 km mol1,
and 39 km mol1, respectively. The bands assigned to the 1:1 complex are marked
with an asterisk and can be seen to give rise to absorptions at 995.2 cm1,
934.9 cm1, 919.6 cm1, and 916.5 cm1. The first two are straightforwardly
assigned as the v18(propene) and v12(propene) complex bands, respectively. For
an unambiguous assignment of the last two absorptions, the spectra in Fig. 39B are
required. Figure 39B panel shows the Raman spectra of a solution in liquid argon
with mole fractions of 1.2 103 for CF3I and 1.8 103 for propene. Trace
a gives the spectrum of the mixed solution and trace b was recorded from a solution
in which only propene was dissolved in LAr. In trace b, only one band is present,
situated at 918.6 cm1, which corresponds to the v13(propene) monomer vibration.
In the mixed spectrum, trace a, a complex band produced by this mode appears at
916.5 cm1, so that the complex band seen at 919.6 cm1 in Fig. 39A has to be
assigned as the v19(propene) complex band. At low temperatures, additional bands,
marked with an open circle (), appear at 999.6 cm1 and 924.7 cm1. The intensity
behavior of these bands is found to differ from the 1:1 complex bands. These bands
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Raman (B, D) spectra of the
C–X stretching region for
solutions of mixtures of
CF3Br (A, B), CF3I (C, D)
with propene dissolved in
LAr, at 93 K. Trace a and
b represents the spectrum of
the mixed solution and of
the monomer CF3X
solution, respectively. The
new bands appearing in the
spectra of the mixture
assigned to the 1:1 complex
are marked with an asterisk
(*). Reproduced from [144]
with permission from the
PCCP Owner Societies
Infrared and Raman Measurements of Halogen Bonding in Cryogenic Solutions 131
nick.walker@newcastle.ac.uk
are, therefore, assigned to a 2:1 complex in which two molecules of CF3I interact
with the π-system of the same propene molecule.
4.5.2 Vibrational Spectra: Ethyne, Propyne, and 2-Butyne
In agreement with the data for ethene and propene, and for the mixed solution
containing ethyne, propyne, and 2-butyne, complexation shifts were observed for
the symmetric and the antisymmetric CF3 stretching modes in the halogen donors
used. For the solutions containing ethyne and CF3I, a weak complex band assigned
to v4(CF3I) was observed at 1,168.5 cm
1. In addition, for the solutions containing
propyne and 2-butyne, bands assigned to the stretching modes v4(CF3I) and
v1(CF3I) in the complex with CF3I were observed at 1,165.4 cm
1 and
1,072.6 cm1, and at 1,163.0 cm1 and 1,073.6 cm1, respectively. The experi-
mental shifts, 6.8 cm1 for ethyne, 10.0 cm1 and +7.1 cm1 for propyne, and
12.4 cm1 and +8.1 cm1 for 2-butyne, again compare favorably with the
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Fig. 39 Infrared (A) and Raman (B) spectra of the 1,010–900 cm1 region for solutions of
mixtures of CF3I and propene dissolved in LAr. A depicts the temperature dependence of this
region. From top to bottom, the temperature of the solution increases from 93 to 103 K. The two
lowest traces represent the spectrum of the propene and CF3I monomer, recorded at 103 K. The
spectra in B are recorded at 93 K. Trace a represents the spectrum of the mixed solution and trace
b is the spectrum of the monomer propene solution. The new bands appearing in the spectra of the
mixture assigned to the 1:1 complex are marked with an asterisk (*); the bands assigned to the 2:1
complex are marked with a circle (). Reproduced from [144] with permission from the PCCP
Owner Societies
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predicted values of –7.1 cm1, 9.6 cm1 and +6.1 cm1, and 12.0 cm1 and
+7.1 cm1, respectively. Apart from the bands reported above, for the solutions
containing propyne and 2-butyne, weak features caused by the CF3 stretching
modes in the 13C isotopomers were also observed near 1,132.8 cm1 and
1,043.6 cm1 and near 1,130.5 and 1,044.2 cm1, respectively.
In agreement with the results for ethene and propene and with the values derived
from the harmonic vibrational frequencies, for both the mixtures containing
propyne and 2-butyne, new bands caused by the C–I stretching mode in the
complexes are also observed. The complexation shifts derived are 2.7 cm1 for
ethene-CF3I and 3.4 cm1 for propene-CF3I.
In Fig. 40, the spectral regions for the various CC stretching modes, obtained
by studying the IR and Raman spectra of mixed solutions in LKr containing CF3I
and ethyne, propyne, or 2-butyne, and of solutions containing only monomers, are
compared. The data derived from the Raman experiments with ethyne, propyne,
and 2-butyne are given in Fig. 40A, C, E, respectively. The corresponding IR data
are given in Fig. 40B, D, F. In Fig. 40A, B, C, E, traces a, b, and c refer to the
spectra obtained for the mixed solution, for the monomer alkyne, and for monomer
CF3I, respectively. In Fig. 40D, F, traces a, b, and c refer to the spectra obtained for
the mixed solution, for monomer propyne or 2-butyne, and for monomer CF3I,
while trace d gives the spectrum of the isolated complex obtained by subtracting the
spectrum of the mixed solution with the rescaled monomer spectra of 2-butyne and
CF3I. The Raman data in Fig. 40A, C, E, show that, apart from the monomer
transitions at 1,970.1 cm1, 2,136.7 cm1, and 2,247.8 cm1, new bands produced
by the stretching modes in the complexes can be observed near 1,966.5 cm1,
2,130.0 cm1, and 2,237.6 cm1, respectively. The additional weak features
observed at 2,129.6 cm1 in trace b and at 2,123.0 cm1 and 2,128.3 cm1 in
trace c of Fig. 40C are caused by an as yet unassigned combination band or overtone
in propyne, and by combination bands involving the CF3 stretching modes in the
halogen donor. These bands, at first glance, have no direct counterpart in the spectra
of the complexes. The intense feature at 2,229.2 cm1, marked with an open circle
() in the spectrum of the mixed solutions containing 2-butyne and CF3I, is
discussed in more detail below.
The Raman data for propyne can directly be compared with the IR data in
Fig. 40D showing the appearance of monomer and complex bands at exactly the
same frequencies as those observed in the Raman spectra. The analysis of the IR
data obtained for ethyne and 2-butyne is less straightforward as the C¼C stretching
mode in these species is IR forbidden in the monomer and gains a relatively small,
induced intensity in the complex. Inspection of the data in Fig. 40B shows that in
the IR spectra of the solutions containing mixtures of ethyne and CF3I, a weak
feature caused by the induced CC stretching mode in the complex can be
observed near 1,966.5 cm1, i.e., at a frequency closely resembling that derived
from the Raman studies. The appearance of a weak feature caused by the induced
CC stretching vibration is in line with predicted IR intensities suggesting a weak
IR intensity of some 1.7 km mol1 for the stretching mode in the complex with
CF3I. The results are also in line with previous experimental observations showing
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the appearance of induced CC stretching modes while forming complexes of
ethyne with Lewis bases such as HCl and BF3 [99, 100] and the appearance of
induced C¼C stretching modes while forming complexes of ethene with, among
others compounds, CHF3 and CHBrClCF3 [63, 144]. The predicted IR intensities
also suggest that for 2-butyne, complexation with CF3I leads to an induced IR
intensity of some 4.7 km mol1 for the CC stretching mode. Unfortunately, the
appearance of relatively strong absorption features related to the v4 + v5 + 2v6/
v1 + v4/v4 + 2v5/v4 + 4v6 resonances in monomer CF3I [39, 47] and in the complex
with 2-butyne hampered the observation of the spectral features related to the
induced CC stretching mode in this complexes.
It was noted above that, apart from the bands assigned to the monomers and to
the 1:1 complexes, an additional spectral feature at 2,229.2 cm1 is observed in the
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Fig. 40 Raman spectra (panels A, C, E) and infrared spectra (panels B, D, F) of the νCC spectral
region for solutions of mixtures of CF3I with ethyne (A, B), propyne (C, D), and 2-butyne (E, F)
dissolved in liquid krypton at 120 K. In each panel, trace a represents the mixed solution while
traces b and c show the solution containing only CF3I or ethyne, propyne or 2-butyne. Trace d inD,
F is obtained by subtracting traces b and c from trace a. New bands due to the 1:1 complex
appearing in the spectrum of the mixture are marked with an asterisk. Bands marked with a circle
are assigned to the 2:1 complex
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Raman spectra of the mixed solutions containing 2-butyne and CF3I. This band,
marked with an open circle () in Fig. 40E, is only observed at lower temperatures
and at higher concentrations of CF3I, in agreement with similar observations made
for mixed solutions containing dimethyl sulfide and CF3I, and dimethyl ether and
CF3Br, and is assigned to the CC stretching mode in a 2:1 complex consisting of
one 2-butyne molecule and two CF3I moieties. Additional experimental evidence
for the formation of such a complex was derived from the 2v8 and v2 + v4 spectral
regions of 2-butyne and of CF3I, respectively.
4.5.3 Vibrational Spectra : Benzene and Toluene
In agreement with the results reported above, and with the results derived from ab
initio calculations in which the harmonic frequencies of monomer and complexes
are calculated, red shifts, varying between 7.7 cm1 and 10.3 cm1 for the
complexes of benzene with CF3Br and CF3I and between 8.3 cm1 and
10.8 cm1 for the complexes of toluene with CF3Br and CF3I are observed for
the antisymmetric stretches v4(CF3X). In addition, small blue shifts, of +2.7 cm
1
and +3.1 cm1 were observed for the v1(CF3I) symmetric stretching modes in
benzene–CF3I and toluene–CF3I, respectively.
Careful analysis of the IR and Raman spectra of the mixed solutions and of the
monomers shows that for the mixtures of benzene and toluene, indications for
complex bands can be observed in the C–X stretching region. The experimental
complexation shifts for the C–79Br, the C–81Br, and the C–I stretching modes are in
the order of0.1 cm to0.8 cm1 for the complexes with benzene and in the order
of 0.6 cm to 1.3 cm1 for the complexes with toluene.
Analysis of the data in the different panels of Fig. 41 reveals that for both CF3Br
and CF3I a complex band appears on the high frequency side of the 674.8 cm
1
monomer vibration assigned to the C–H out of plane bending mode v4(benzene,
A2u). The blue shifts of + 2.6 cm
1 for the CF3Br complex and + 4.6 cm
1 for CF3I
are in line with ab initio complexation shifts and agree favorably with data reported
in earlier studies showing that the C–H out of plane bending mode in benzene is
largely perturbed by C–H proton donors such as halothane, CF3CBrClH [67], and
sevoflurane, (CF3)2CHOCH2F [64], and other Lewis acids such as hexafluor-
obenzene, C6F6 [136].
Apart from the bands assigned to the monomers and to the 1:1 complexes, in the
IR spectra of the mixed solutions containing higher concentrations of benzene and
CF3I an additional spectral feature is observed near 683.2 cm
1. This band, which
in Fig. 41C is marked with an open circle (), is observed at lower temperatures and
in highly concentrated solutions only. Supported by the results of the ab initio
calculations, a concentration study, and the appearance of similar features for
solutions containing benzene and halothane [67], this band is assigned to the C–H
out of plane bending mode of benzene in a 1:2 complex consisting of one benzene
molecule and two CF3I moieties.
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Upon complexation with CF3I and CF3Br, a small red shift was predicted for the
ring breathing mode of benzene. In addition, a significant increase in IR intensity,
from zero up to 1.6 km mol1 for benzene-CF3Br and 3.1 km mol
1 for benzene-
CF3Br, was encountered. To shed light on the appearance of induced spectral
features and to rationalize further the behavior of the ring breathing mode in the
complexes formed with benzene, special attention was paid to IR and Raman
spectra in the v2 spectral region. Typical spectra obtained for mixed solutions of
benzene with CF3Br and CF3I, and of the monomers involved, are summarized in
Fig. 42. The IR and Raman data are given in Fig. 42A, C and in Fig. 42B, D,
respectively. The data for CF3Br are shown in Fig. 42A, B while the data obtained
for CF3I are given in Fig. 42C, D. In each panel, trace a refers to the spectrum of the
mixed solution, while traces b and c are the spectra of monomer benzene and CF3X,
respectively. Trace d is the spectrum of the 1:1 complex, obtained by subtracting
the rescaled monomer traces b and c from the mixture trace a.
Inspection of the difference spectra shown in traces d of Fig. 42B, D shows that
for CF3Br and CF3I, a new band appears red-shifted from the 992.7 cm
1 monomer
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Fig. 41 Infrared spectra of the C–H out of plane bending mode ν4(A2u) of benzene for LKr
solutions of mixtures of CF3Br (A) or CF3I (B, C) with benzene at 120 K. In each panel trace
a represents the mixed solution while traces b and c show the solution containing only benzene and
CF3X (with X¼Br, I), respectively. New bands appearing in the spectrum of the mixtures are
marked with an asterisk (*) and are assigned to the 1:1 complex. C is obtained by using higher
concentrations of both CF3I and benzene. In this panel, the band marked with a circle (
) is
assigned to the 2:1 complex with two molecules CF3I and a single molecule benzene. Reprinted
from [145] with permission from MDPI
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transition, by 0.7 cm1 and 1.3 cm1, respectively. The frequency of the
complex band observed for benzene–CF3I is in excellent agreement with that of
the induced spectral feature observed in the IR spectra in Fig. 42C, and confirms its
assignment. Even for a large excess of CF3Br, no counterpart of the 992.0-cm
1
complex band observed in the Raman spectra could be detected in the IR spectra in
Fig. 42A. The occurrence of an induced ring breathing mode in the complex with
CF3I and the lack of such a feature for the complex with CF3Br is not fully
understood. The observations, however, are in line with the differences in predicted
IR intensity, suggesting the induced ring breathing mode in the complex with CF3I
is almost twice as large as that in the complex with CF3Br, and with the above
observations showing that even when a large excess of CF3Br is used, the equilib-
rium concentrations of the complexes formed remain rather small.
4.5.4 Relative Stability
The relative stabilities for the C–X. . .π (X¼Br, I) halogen-bonded complexes,
derived from temperature studies of different solutions, and the theoretical
values for the complexation enthalpies obtained by correcting the MP2 energies
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Fig. 42 Infrared spectra (A, C) and Raman spectra (B, D) of the so-called ring breathing mode ν2
of benzene for solutions with CF3Br (A, B) and CF3I (C, D). Trace a gives the spectrum of the
mixed solution while traces b and c are the spectra of the monomer benzene and CF3X (with
X¼Br, I), respectively. Trace d is the spectrum of the 1:1 complex, obtained by subtracting the
rescaled monomer traces b and c from the mixture trace a. New bands appearing in the spectrum of
the complex are marked with an asterisk (*) and are assigned to the 1:1 complex. Reprinted from
[145] with permission from MDPI
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for zero-point vibrational, thermal, and solvent influences are summarized in
Table 6. As before, a detailed comparison of the data obtained is postponed to
Sect. 5.1.
5 Analyzing Trends
In this section, the properties of the studied halogen bonds are compared and trends
observed are discussed. These characteristics are also compared with the equivalent
properties of the corresponding C–H. . .X hydrogen-bonded complexes formed with
fluoroform, CHF3.
Table 6 Experimental and predicted complexation enthalpies, in kJ mol1, obtained for the
complexes of ethene, propene, ethyne, propyne, 2-butyne, benzene, and toluene with the different
trifluorohalomethanes CF3X (X¼Cl, Br, I). For reason of comparison, the experimental values
obtained for the complexes of ethane and propene with fluoroform, CHF3, are also given
ΔexpH/kJ mol1 ΔcalcH/kJ mol1
Ethene – CF3Cl LAr 0.6 (4)
Ethene – CF3Br LAr 5.3 (2) 3.1 (4)
Ethene – CF3I LAr 7.5 (2) 5.0 (4)
Propene – CF3Cl LAr 2.5 (5)
Propene – CF3Br LAr 5.6 (1) 5.6 (5)
Propene – CF3I LAr 8.8 (1) 8.5 (5)
Ethyne – CF3Cl LKr 4.1 (3)
Ethyne – CF3Br LKr 6.0 (4)
Ethyne – CF3I LKr 5.9 (3) 8.8 (4)
Propyne – CF3Cl LKr 4.8 (5)
Propyne – CF3Br LKr 5.6 (3) 7.8 (4)
Propyne – CF3I LKr 8.1 (2) 11.6 (6)
2-Butyne – CF3Cl LKr 7.7 (4)
2-Butyne – CF3Br LKr 7.3 (2) 10.9 (5)
2-Butyne – CF3I LKr 10.9(2) 15.4 (6)
Benzene – CF3Cl LKr 7.5 (4)
Benzene – CF3Br LKr 6.5(3) 9.4 (5)
Benzene – CF3I LKr 7.6(2) 12.4 (5)
Toluene – CF3Cl LKr 8.5 (5)
Toluene – CF3Br LKr 6.2(5) 10.9 (5)
Toluene – CF3I LKr 7.4(5) 15.1 (6)
Propene – (CF3I)2 LAr 16.5 (6)
2-Butyne – (CF3I)2 LKr 20.9(7)
Benzene – (CF3I)2 LKr 14.5(9)
Ethene – CF3H LKr 4.6 (4)
Propene – CF3H LKr 5.1 (2)
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5.1 Complexation Enthalpies
In the quest for general trends in the characteristic features of non-covalent inter-
actions, it has always been attractive to find predictive tools for the stability of the
interactions studied. For hydrogen-bonded complexes, for example, attempts have
been made [147–150] to plot the X–H stretching vibrational shift vs the experi-
mentally determined complexation enthalpy.
Figure 43 shows the correlation of the experimental complexation enthalpies and
theoretical values obtained by correcting the ab initio energies for zero-point
vibrational, thermal and solvent influences. The coefficients of the linear regression
line ΔexpH¼ a+ bΔcalcH a¼0.87(85) kJ mol1 and b¼ 0.796(73). These results
illustrate that although most theoretical values overestimate the strength of the
halogen bond, a good correlation is obtained. The largest deviations are observed
for the complexes of CF3I with benzene and toluene. These deviations are in line
with earlier observations showing that for other complexes involving the aromatic
model compounds including, amongst other compounds, the complexes of benzene
with the anesthetics halothane [67] and sevoflurane [63], MP2 ab initio calculations
tend to overestimate seriously the complexation energies and the corresponding
complexation enthalpies. In view of these results, the overestimation for benzene–
CF3X and toluene–CF3X, most likely, is due to imperfections related to the MP2
second order perturbation approach used.
Correlation plots studying the dependence of the complexation enthalpies deter-
mined and the complexation shifts observed or the modes in the CF3X moieties are
shown in Figs. 44 and 45. The first plot relates to the shifts observed for the C–X
Fig. 43 Scatter plot obtained by plotting the experimental and calculated complexation
enthalpies. The experimental values are determined using temperature studies in liquid argon,
liquid krypton, or liquid xenon. The calculated values are obtained by correcting MP2/aug-cc-
pvTZ(-PP) complexation energies for zero-point vibrational, thermal and solvent influences. The
solid line refers to the linear regression line obtained. The filled symbols refer to the data obtained
for the complexes of CF3I with benzene and toluene for which the largest deviations are observed
Infrared and Raman Measurements of Halogen Bonding in Cryogenic Solutions 139
nick.walker@newcastle.ac.uk
stretching mode v3(CF3X); the second plot is obtained by using the complexation
shifts derived for the antisymmetric CF3 stretching modes v4(CF3X). The results
clearly illustrate that, for the v3(CF3X), little or no correlation is found, while the
data for v4(CF3X) show an intriguing correlation between the experimental com-
plexation enthalpies and the shifts observed. The limited correlation, if any,
observed for the v3(CF3X) mode is explained by the fact that the C–X stretching
modes in the monomer and in the complexes are far from isolated, and are often
strongly perturbed because of couplings with other low-frequency vibrations. The
excellent correlation for v4(CF3X), most presumably, is related to the fact that the
CF3 stretching modes are easily perturbed by the partner molecule and at the same
time often give rise to larger complexation shifts.
To be able compare the relative stabilities of the different C–X. . .Y halogen-
bonded complexes with those of the equivalent C–H. . .X hydrogen-bonded com-
plexes, and to shed light on the parallelisms between both types of interaction, the
experimental complexation enthalpies for the different trifluorohalomethanes stud-
ied are plotted in Fig. 46 vs the values obtained for the respective complexes formed
Fig. 44 Scatter plot
showing the correlation
between the complexation
shifts observed for the C–X
stretching modes ν3(CF3X)
in the different complexes
and the experimental
enthalpies in cryosolution:
triangles, CF3I, squares,
CF3Br
Fig. 45 Scatter plot
showing the correlation
between the complexation
shifts observed for the CF3
antisymmetric stretching
modes ν4(CF3X) in the
different complexes and the
experimental enthalpies in
cryosolution: triangles,
CF3I, squares, CF3Br,
circles, CF3Cl
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with fluoroform, CHF3. The slopes of the linear regression lines, obtained by
assuming a regression line that passes through the origin, are:
ΔexpH CF3I::Bð Þ ¼ 1:58 42ð ÞΔexpH CF3H::Bð Þ ð14aÞ
ΔexpH CF3Br::Bð Þ ¼ 1:06 23ð ÞΔexpH CF3H::Bð Þ ð14bÞ
ΔexpH CF3Cl::Bð Þ ¼ 0:57 8ð ÞΔexpH CF3H::Bð Þ ð14cÞ
Although the available data are still quite limited, and obtaining more experimental
data is certainly required to allow a more reliable analysis, these data show that, for
all Lewis bases studied, a similarity in strength is observed for the complexes of
CHF3 and CF3Br. Within current error margins, the differences in slope observed
when passing from CF3Br to CF3I and from CF3Br to CF3Cl are both in the order of
50%.
An interesting, somewhat surprising, correlation obtained by comparing the
enthalpies for the 1:1 and the 1:2 complexes observed is shown in Fig. 47. The
linear regression line shown was obtained by assuming a regression line that passes
through the origin, and is given by
ΔexpH CF3X::B::XCF3ð Þ ¼ 1:82 8ð ÞΔexpH CF3X::Bð Þ ð15Þ
Analysis of the original data in Fig. 47 and the data derived from the regression
line shows that for all 1:2 complexes, a weak anti-cooperative effect occurs in
which the second C–X. . .Y halogen bond weakens the first bond, and vice versa.
The weak anti-cooperative effect is in line with the observations showing that, for a
1:2 complex, the complexation shifts induced in the CF3X moieties are slightly
smaller than those obtained for the corresponding 1:1 complexes. The larger
complexation shifts for the 1:2 complexes observed for the vibrational modes in
the Lewis base are in line with the general idea of a bifurcated structure, in which
the central Lewis base is simultaneously perturbed by both interacting CF3X units.
Fig. 46 Scatter plot
obtained for the
complexation enthalpies for
the trifluorohalomethanes
CF3X (X¼Cl, Br and I) and
the corresponding C–H
donor CF3H. The plots and
linear regression lines are
based on the experimental
values reported in Tables 2,
3, 4, 5, and 6
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5.2 Blue- and Red-Shifting C–X Halogen Bonds
Several theoretical studies comparing the properties of C–H. . .Y hydrogen bonds
and C–X. . .Y halogen bonds have drawn attention [18–20, 151] to the fact that blue
shifts for the C–X stretching vibration are possible for both CF3Cl and CF3Br.
Wang and Hobza also suggested [18] that the iodoperfluoroalkanes are only
involved in red-shifting halogen bonds.
The experimental data reported for the cryosolutions provide the first experi-
mental evidence for blue-shifting halogen bonds, and, taking into account the
observation of blue-shifting C–I stretching modes in the complexes of CF3I with
CH3F, also allowsWang and Hobza’s statement to be refuted. Before discussing the
predicted changes in the C–X bond length and the complexation shift derived for
the corresponding stretching mode, it is interesting to note that complexation also
has its repercussions on the IR intensities of the C–X stretching mode. These modes
are known to be extremely small in the monomers and to gain a significant
intensity in the complex. For the complexes studied here, the predicted intensity
εcomplex/εmonomer varies from 7 for C2H5Cl–CF3Cl to 1300 for TMA-CF3Br.
The changes in the C–X bond length upon complexation and its correlation with
the complexation shift of the C–X stretching mode are shown in Fig. 48. The results
for TMA-CF3I are omitted for clarity. A striking agreement between the ab initio
values, represented by a circle, and the experimental values, depicted by a triangle,
can be seen. This proves the suitability of the chosen calculation method to describe
accurately the halogen bond. Furthermore, it can be seen that, for the weaker CF3Cl
complexes, all C–Cl bond lengths are calculated to shorten by at least 0.0010 Å
upon complexation. This bond length shortening, however, is not always synony-
mous with a blue shift of the C–Cl stretching mode, in contrast to what has often
been considered in the literature [151]. Although only a limited number of the
CF3Cl complexes could be studied experimentally, both red and blue shifts were
observed, the largest shifts observed for the TMA and DME complexes being
3.9 cm1 and +2.0 cm1, respectively.
Fig. 47 Scatter plot
comparing the
complexation enthalpies for
the 1:1 and 1:2 complexes
formed between a single
Lewis base and one or two
trifluorohalomethanes. The
data and the linear
regression line derived is
based on the experimental
values reported in Tables 2,
3, 4, 5, and 6
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The strong CF3I complexes, on the other hand, are generally calculated with an
elongated C–I bond length upon complexation. In the complexes with benzene,
CH3F, and C2H5F, however, the C–I bond length is found to shorten by0.0005 Å,
0.0029 Å and 0.0027 Å, respectively, but only the last two are accompanied by
a blue shift of +0.5 cm1 and +0.2 cm1, respectively. These calculated shifts were
confirmed by the experimental blue shift of +0.8 cm1 and +0.6 cm1, respectively.
Finally, it can be seen that, for the intermediate CF3Br complexes, the C–Br
bond length changes are situated somewhere between the C–Cl and C–I bond length
changes: about half the C–Br bond lengths are shortened, the other half are
elongated. Also here, the bond length shortening is not synonymous with a blue
shift of the C–Br stretching mode. This is only the case for the CH3F and C2H5F
complexes, which show the largest contraction, by 0.0034 Å and 0.0032 Å,
respectively. They are accompanied by a respective blue shift of +1.0 cm1 and
+0.7 cm1. The signs of the calculated shifts were confirmed by the experimental
blue shift of +1.3 cm1 and +1.5 cm1, respectively.
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Fig. 48 Correlation of the
complexation shifts of the
C–X stretching vibration,
calculated (circle) and
observed (triangle), and
C–X bond length changes
upon complexation. The
data for the TMA-CF3I
complex (+0.0165 Å,
24.4 cm1 and
18.1 cm1) are omitted
for clarity
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6 Conclusions and Future Perspectives
In this chapter, typical results for blue- and red-shifting CX. . .Y halogen-bonded
complexes obtained by dissolving selected proton donors and acceptors in liquid
rare gases are summarized. The results show that by recording the IR and Raman
spectra of cryogenic solutions, a broad range of experimental information is
obtained, which cannot be obtained by using other spectroscopic techniques, and
which can be used to evaluate and further develop methodologies to describe and to
predict the structural, thermodynamic, and vibrational properties of weakly-bound
molecular complexes.
Although the amount of data available is often still limited, the experimental
studies carried out so far involving cryosolutions have led to different conclusions.
To shed further light on these trends, and to gain more information on the accuracy
of the correlations suggested, expanding the experimental information available is
of great interest. Typical Lewis bases which so far have not been investigated, but
which are expected to deliver additional information, involve, amongst other
compounds, trimethyl phosphine, methyl bromide, and methyl iodide. In addition,
experimental information can be gained for other nitrogen-, oxygen-, or sulfur-
containing Lewis bases such as pyridine, ammonia, acetone, and oxirane.
Future perspectives are concerned with expanding the series of halogen donors
by including donors based on Csp2-X bonds and by studying the simultaneous
occurrence of and the competition between different interaction site in the donor
or the acceptor molecule. In addition, by studying mixtures of hydrogen and
halogen donors, and by studying the appropriate mixed proton/halogen donors,
cryosolutions can be used to deliver unique experimental data on the mutual
competition between hydrogen and halogen bonds.
6.1 Different Interaction Sites in the Donor Molecule
Preliminary results obtained during a recent study (Nagels and Herrebout,
unpublished results) of the complexes of furane-d4 with CF3I are shown in
Fig. 49. Close scrutiny of the data relating to subtraction procedures, in which
spectra of the mixed solutions and of the respective monomers recorded at exactly
the same temperature are subtracted, shows that various bands localized in either
furane-d4 or CF3I give rise to two distinct complex bands which can be assigned to a
C–I. . .O or C–I. . .π-bonded complex, respectively. The complexation enthalpies
for the complexes are 6.4(5) kJ mol1 for the C–I. . .O-bonded isomer and 7.8
(4) kJ mol1 for the C–I. . .π-bonded isomer.
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6.2 Mixed Halogen/Hydrogen Donors: Simultaneous
Occurrence of C–X. . .Y Halogen- and C–H. . .Y
Hydrogen-Bonded Complexes
Typical examples of mixed proton/halogen donors for which competition involving
C–Br. . .X and/or C–Cl. . .X halogen bonding interactions can be envisaged are
halothane, CF3CBrClH, bromodifluoromethane, CHF2Br, and chlorodifluor-
omethane, CHF2Cl. Unfortunately, experiments in which the IR or Raman spectra
of mixed solutions containing these compounds and containing the appropriate
Fig. 49 Infrared spectra
obtained for mixed
solutions in LKr containing
furane-d4 and CF3I. In both
panels, the top trace refers
to the spectrum of the mixed
solution, while the middle
spectra refer to the rescaled
spectra of monomer furane-
d4 and monomer CF3I. The
lower traces refer to the
spectra of the complexes as
obtained from the
subtraction procedures. The
bands assigned to the
different complexes and
proving the simultaneous
appearance of C–I. . .O- and
C–I. . .π-bonded complexes
are denoted with arrows
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Lewis bases have been studied have so far only given evidence [64, 66–68, 112,
113, (Geboes et al., unpublished results)] for the occurrence of C–H. . .X hydrogen-
bonded complexes. Another compound for which competition involving C–I. . .X
halogen and C–H. . .X halogen bonding can be envisaged is iododifluoromethane,
CHF2I. A detailed spectroscopic study of mixed solutions containing CHF2I and an
appropriate set of Lewis bases has recently been initiated [153]. The results
obtained for these systems will be presented in due course.
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Halogen Bonding in Supramolecular
Synthesis
Christer B. Aakero¨y and Christine L. Spartz
Abstract Supramolecular synthesis is typically limited to one-pot reactions
because of the reversibility of non-covalent bonds, and to overcome this restriction
we need to be able to rank the relative structural importance of such interactions and
build synthetic methods to utilize synthons which can operate side-by-side without
interference. Halogen bonds have characteristics (strength and directionality)
which potentially make them prime candidates as critical components of effective,
transferable, and versatile supramolecular synthetic strategies. In this chapter,
several halogen-bond driven crystal engineering strategies for the assembly of
specific architectures in molecular solids are described in detail, and the utility of
halogen bonds for the synthesis of co-crystals are addressed. Finally, the structural
compatibility or competition between of halogen- and hydrogen bonds in the
context of supramolecular synthesis are examined.
Keywords Cocrystal  Hydrogen bond  Supramolecular architecture  Supramo-
lecular synthesis  Synthon
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1 Introduction
Crystal engineering is a branch of supramolecular chemistry which receives exten-
sive attention from a broad spectrum of chemists and materials scientists. Crystal
engineering is, broadly speaking, driven by “the nature and structural consequences
of intermolecular forces, and the way in which such interactions are utilized for
controlling the assembly of molecular building blocks into infinite architectures”
[1]. However, instead of using covalent bonds to reach synthetic chemical targets,
crystal engineers employ reversible non-covalent interactions, such as hydrogen
bonds and π · · · π interactions, to name a few. The potential practical applications of
this field span areas from biology and chemistry to materials science and nanotech-
nology, and crystal engineering has brought about specific and transferable insight
into drug design, coordination chemistry, catalysis, fuel cells, molecular sensing,
polymorphism, etc. [2]. In this chapter, we focus on some of the recent contribu-
tions which halogen bonding has made to crystal engineering and supramolecular
synthesis.
One of the key goals of supramolecular chemistry is to develop methodologies
and strategies which allow for the synthesis of a specific structural target which may
be defined by, e.g., its topology, dimensionality, stoichiometry, chemical compo-
sition, or primary intermolecular events. In contrast to conventional covalent
synthesis, which is supported by a large number of named reactions which can be
relied upon to achieve a specific chemical transformation, supramolecular synthesis
is still in the early stages of development. In particular, crystal engineers are
seeking to identify and develop rules and guidelines relating to the structural
landscape surrounding specific molecules and their functional groups. In this
context, hydrogen bonding is a well-documented and thoroughly explored
intermolecular force, and many reliable synthons have been discovered for use in
supramolecular synthesis [3–6]. On the other hand, halogen bonding, despite being
highly directional and of similar strength, has not been explored to the same extent
(it has yet to make its appearance in text books on introductory chemistry!), and the
supramolecular community is still seeking to develop versatile and robust synthetic
strategies which take full advantage of the unique characteristics of halogen bonds.
A suitable starting point for developing crystal engineering strategies can be
found by examining some of the existing structural data from the Cambridge
Structural Database (CSD) (CSD ConQuest Version 1.15). A search focused on
di-substituted aromatic molecules which can potentially act as halogen-bond
donors (Scheme 1) produced results consistent with the relative strengths of the
donor atoms.
The donor molecules were grouped into four different types (Table 1), and a
search was carried out for structures containing a halogen · · · acceptor distance less
than the combined van der Waals radii. Acceptor atoms under consideration
were O, N, S, Cl, Br, and I. The number of hits for each group is shown in Table 1.
Examining this narrowly defined data set of existing crystal structures for
a series of halogen-bond donors, it is obvious that the field is dominated by
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iodo-based donors “activated” by electron-withdrawing groups which enhance the
positive electrostatic potential at the end of the iodine atom. There are many more
hits with iodo-based donors than with the corresponding bromo-substituted species,
which reflects the relative strengths of these interactions as determined using both
theory and experiment.
Although a relatively small number of structures have been reported (compared
to those of hydrogen bond-based architectures), where halogen bonds have been
used as the primary tool for directional assembly of molecular species within a
crystalline material, the existing information may allow us to identify patterns of
behavior which can be used in practical crystal engineering strategies. In this
chapter we examine some of the most recent work in halogen-bond-based supra-
molecular synthesis from the perspective of dimensionality. First, one-dimensional
assembly inevitably brings the focus onto the halogen bond itself and the way in
which it creates a molecular recognition event leading to the organization of
homomeric or heteromeric chain-like architectures. Next, we examine some repre-
sentative studies which attempt to combine multiple recognition events for the
targeted assembly of higher dimensionalities. Finally, we discuss a few examples of
supramolecular synthesis which utilize a combination of halogen bonds and hydro-
gen bonds.
X
X
X
X
X
X
X
X
F4
X
X
F4
X
X
F4
X = I or Br.
Scheme 1 Family of potential halogen-bond donors
Table 1 Distribution of hits of structures containing short X. . .acceptor contacts in the CSD
DONOR Number of hits DONOR Number of hits
1,4-Diiodobenzene 7 Tetrafluoro analogues 104
1,3-Diiodobenzene
1,2-Diiodobenzene
1,4-Dibromobenzene 0 Tetrafluoro analogues 16
1,3-Dibromobenzene
1,2-Dibromobenzene
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2 1-D Architectures Constructed via Halogen Bonds
The basic approach to making heteromeric 1-D architectures using halogen bonding
tends to involve a ditopic halogen-bond donor, most commonly
1,4-diiodotetrafluorobenzene, and a ditopic halogen-bond acceptor with two sepa-
rate acceptor sites, or an acceptor molecule which uses two electron-pairs located
on the same atom. Two examples of the former are shown in Fig. 1.
In both cases, the activated diiodo species acts as a powerful XB donor, and a
ditopic acceptor provides the complementary link, resulting in a 1-D chain. In the
structure of 1,4-bis(3-quinolyl)-1,3-butadiyne 1,4-diiodotetrafluorobenzene [7], infi-
nite chains are propagated through I · · · N(aryl) interactions, whereas in the crystal
structure of 2,3,5,6-tetramethyl-1,4-benzodicarbonitrile 1,4-diiodotetrafluorobenzene
[8], the chains are held together via I · · · NC halogen bonds. These types of motifs
are arguably the most common constructions found in halogen-bonded co-crystals,
and the two building blocks are encoded with precise structural information specif-
ically intended to accomplish the assembly of a 1-D chain. The exact nature of the
chain itself is controlled by the relative position of the two donor/acceptor sites with
respect to each other. Similar assemblies have been made using different isomers of
the donor, e.g., 4,40-bipyridine 1,3-diiodotetrafluorobenzene [9] and 4,40-bipyridine
1,2-diiodotetrafluorobenzene [10] as well as bromo-based analogues [11, 12].
A substantial number of 1-D halogen bonded chains have also been synthesized
using perfluorinated iodoalkanes as halogen bond (XB) donors (Fig 2).
Fig. 1 (a) 1-D halogen-bonded chain in the crystal structure of 1,4-bis(3-quinolyl)-1,3-butadiyne
1,4-diiodotetrafluorobenzene [7]. (b) 1-D halogen-bonded chain in the crystal structure of 2,3,5,6-
tetramethyl-1,4-benzodicarbonitrile 1,4-diiodotetrafluorobenzene [8]
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To build heteromeric 1-D chains, it is also possible to use a single atom with two
available lone-pairs as a connector between ditopic halogen-bond donors, as long as
both sites become involved in halogen bonds. Although less common, the CSD does
contain examples [15] of such an approach for constructing 1-D architectures (Fig. 3).
Both sulfur atoms [16] and oxygen atoms [17] with multiple accessible lone
pairs can form bifurcated halogen bonds capable of promoting the formation of 1-D
chains with an appropriate, ditopic, XB donor.
It is known that polarizable halogen atoms present only a relatively small region
of positive electrostatic potential, the σ-hole, to its surroundings, and so are
normally expected to form only one bond with a suitable electron-pair donor
[18–21]. However, in some cases the σ-hole can simultaneously form two short
contacts to appropriate XB acceptors, and this has been explored to develop
assembly strategies for crystal engineering. Ji et al. [22] examined the frequency
of occurrence of three different intermolecular motifs (Scheme 2) involving nitro
groups and potential halogen-bond donors in the CSD.
Fig. 2 (a) 1-D chain in the crystal structure of 1,6-dicyanohexane 1,4-diiodo-1,1,2,2,3,3,4,4-
octafluorobutane [13]. (b) 1-D chain in the crystal structure of 4,40-bipyridyl 1,6-diiodoper-
fluorohexane [14]
Fig. 3 1-D chains in the crystal structures of (a) 2-mercapto-1-methyl-imidazole
1,4-diiodotetrafluorobenzene [16] and 4-methylpyridine N-oxide 1,2-diiodotetrafluorobenzene [17]
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Synthon I, the single-point halogen bond, was found in 696 crystal structures,
synthon II, the asymmetric bifurcated halogen bond, was found in 38 crystal
structures, and synthon III, the symmetric bifurcated halogen bond, only appeared
in six crystal structures (Table 2).
These observations, which indicate that linear, single-point halogen bonds are
preferred, are consistent with theoretical results regarding halogen-bond geometries.
A more linear assembly available in a single-point contact maximizes the XB strength;
bifurcation at the point of the donor site does not allow for linearity. In response to these
findings, the authors designed and examined a new set of acceptormolecules where two
negative points on the molecular potential surface were locked in place in such a
way as to favor the formation of a symmetric bifurcated halogen bond over a
single-point halogen bond. The hypothesis was tested through co-crystallizations
of symmetric halogen-bond donors 1,4-dichlorotetrafluorobenzene (DCTFB),
1,4-dibromotetrafluorobenzene (DBTFB), and 1,4-diiodotetrafluorobenzene (DITFB)
with potentially symmetric halogen-bond acceptors 4,5-diazafluoren-9-one
(DAFONE), 1,10-phenanthroline-5,6-dione (PDONE), and 4,40,6,60-tetramethyl-2,20-
bipyrimidine (TMBPM) (Scheme 3).
As expected, only the iodo-based donor was capable of forming halogen bonds
of sufficient strength to enable the synthesis of heteromeric co-crystals. In two of
the three cases, PDONE and TMBPM, the desired bifurcated interactions were
present which, in turn, produced the targeted 1-D assemblies (Fig. 4) [22].
The acceptor DAFONE also yielded 1-D chains, but through linear single-point
interactions, which may have been because the two nitrogen atom-based lone pairs
were too far apart to shift the balance in favor of a symmetric bifurcated interaction.
Linear heteromeric chains are probably the most commonly reported halogen-
bonded architectures, further exemplified by work by Scho¨llhorn and co-workers
who combined 1,4-diiodotetrafluorobenzene with four different nitrogen containing
ditopic acceptors; two of the resulting structures are shown in Fig. 5 [23].
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X
(I) (II) (III)
X = Cl, Br, I
Scheme 2 Three plausible NO2 · · · X synthons
Table 2 Occurrence of
single-point, asymmetric, and
symmetric halogen bonds
involving nitro groups
Synthon NO2 · · · Cl NO2 · · · Br NO2 · · · I
I 437 180 79
II 9 13 16
III 0 2 4
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The crystal structure of the co-crystal of 1,10-phenanthroline 1,4-diiodotetra-
fluorobenzene is particularly intriguing as it combines two different types of
halogen bonds; conventional I · · · N interactions and I · · · I halogen bonds. The C–
I · · · I angles are ca. 95, which indicates that the positive potential of the iodine
atom along the C–I axis is interacting with the surplus electron density of the
p-orbitals perpendicular to the C–I axis. Scho¨llhorn’s group also connected
ferrocene-based metallacyclic building blocks into 1-D chains using N · · · I inter-
actions (Fig. 6) [24].
The ability to target successfully the halogen-bond driven assembly of 1-D
heteromeric motifs has been demonstrated on numerous occasions, and it is cer-
tainly possible to limit synthon crossover [25] (which can result in an unpredictable/
unwanted architecture) by selecting building blocks capable of forming a small
Scheme 3 XB acceptors utilized in the pursuit of symmetric bifurcated halogen bonds [22]
Fig. 4 (a) Bifurcated halogen bonds in the crystal structure of 1,10-phenanthroline-5,6-dione
1,4-diiodotetralfluorobenzene [22]. (b) Bifurcated halogen bonds in the crystal structure of
1,4-diiodotetrafluorobenzene 4,40,6,60-tetramethyl-2,20-bipyrimidine [22]
Fig. 5 (a) Bifurcated halogen bonds in 1,10-phenanthroline-5,6-dione 1,4-diiodotetralfluorobenzene
[23]. (b) Bifurcated halogen bonds in 1,10-phenanthroline 1,4-diiodotetralfluorobenzene [23]
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number of primary structure-directing synthons. However, if the XB donor is given
a choice of comparable acceptors, predictability and reliability of the synthetic
process can diminish rapidly.
An interesting example of synthon crossover was found by Khavasi and Tehrani
[26] in two polymorphs of N-(3-bromophenyl)-2-pyrazinecarboxamide. The bromo
substituent has a choice of multiple possible XB acceptor sites (N, O, and Br) and in
polymorph I a tetrameric assembly is created through a combination of N–H · · · N
hydrogen bonds and Br · · · Br halogen bond. In polymorph II, adjacent molecules
are brought together into dimers through two Br · · · N(aryl) halogen bonds (Fig. 7).
In addition to the different structural features appearing in the two polymorphs,
this system also represents an example of conformational polymorphism [27].
For a specific supramolecular synthetic strategy to be considered worthwhile and
of real practical use, akin to a named reaction in organic synthesis, the recognition
events which collectively generate the bonds required to assemble a target need to
be relatively insensitive to the shape and size of the molecule to which they belong.
Ideally, changing substitution the pattern of two XB donors or acceptors from 1,2 to
1,4 on a phenyl ring should not change the nature of the bonds formed, but only
affect the geometric parameters characterizing the resulting assembly. Because
halogen bonds are generally highly directional with a strong preference for
C–X · · · N(aryl) geometries, the angle between donor or acceptor sites on a ditopic
molecule essentially determines the shape of the desired 1-D chain. An illustration
Fig. 6 1-D chain in the co-crystal of 3,6,10,13-tetra-aza-1,8(1,10)-diferrocenacyclotetra-
decaphane-2,6,9,13-tetraene 1,4-diiodotetrafluorobenzene [24]
Fig. 7 Main motifs in the crystal structures of two polymorphs of N-(3-bromophenyl)-2-pyrazine-
carboxamide [26]
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of this can be found by examining the crystal structures obtained by combining a
linear ditopic acceptor, 4,40-bipyridine, with the three different isomers of diiodote-
trafluorobenzene (Fig. 8) [28].
The 1-D chains are generated via near-linear C–I · · · N interactions and the
bending angles along the chains are close to 120 and 60, which reflect the relative
intramolecular orientation of the two iodine atoms on the three ditopic donors,
respectively. An analogous outcome can be found in co-crystals of the
corresponding dibromo analogues [29] as well as with other bidentate XB donors
such as 1,4-diiodoethynylbenzene derivatives and its 1,3-analogue [30].
The robustness of conventional halogen bonds should also mean that, if the
relative orientation of the acceptor sites were altered, the resulting supramolecular
entity should reflect tecton geometries. This hypothesis was validated by
Metrangelo, Resnati and co-workers by co-crystallizing 3,5-bis(pyrid-40-yl)-1,2,4-
oxadiazole with two different halogen-bond donors, 1,4-diiodoperfluorobutane and
1,6-diiodoperfluorohexane [31]. It was found that the geometries of the halogen-
bond acceptors (as determined by the relative orientation of the lone-pair of
electrons on the halogen-bond acceptor sites) directly determine the resulting
bend angles in the resulting heteromeric chains (Fig. 9).
The most common halogen-bond acceptor sites tend to involve nitrogen atoms,
but ditopic acceptors using oxygen or sulfur atoms have also been used successfully
for the assembly of 1-D chains with suitable XB donors (Fig. 10).
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Fig. 8 Outcome of the co-crystallization of 4,40-bipyridine with (a) 1,4-diiodotetrafluorobenzene
[28], (b) 1,3-diiodotetrafluorobenzene [28], and (c) 1,2-diiodotetrafluorobenzene [28]
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The structure involving 1,4-diiodotetralfluorobenzene 1,4-dithiane is particu-
larly interesting since both sulfur atoms are bifurcated and accept two halogen-
bond donors, resulting in the assembly of an infinite ribbon-like architecture.
Fig. 9 Result of cocrystallizing 3,5-bis(pyrid-40-yl)-1,2,4-oxadiazole with 1,4-diiodoperfluorobutane
[31]
Fig. 10 Examples of 1-D chains formed from 1,4-diiodotetrafluorobenzene with (a)
1,4-benzoquinone [32], (b) 1,4-dioxane [33], and (c) 1,4-dithiane [34]
164 C.B. Aakero¨y and C.L. Spartz
nick.walker@newcastle.ac.uk
3 Supramolecular Architectures Constructed via Multiple
Halogen Bonds
From the discussion in the previous section, it is clear that many strategies have made
use of halogen bonds for the successful construction of heteromeric chains. In
principle, it should also be possible to construct architectures of higher dimensional-
ities simply by increasing the number of donor/acceptor sites, and by orienting them in
such a way that two or three synthetic vectors remain more or less orthogonal to each
other. The particular halogen bonds employed in a strategy for 2-D/3-D assembly can
all be of the same type or with different donor · · · acceptor pairs, and the choice is
frequently determined by ease/difficulty of synthesis of the tectons themselves.
Several combinations of tectons could, in theory, lead to 2-D assemblies (Scheme 4).
There is still a paucity of structures which exemplify the different possible
assembly strategies shown in Scheme 4, and this could be because of synthetic
challenges, problems with crystal growth, or, potentially, inherent problems with the
proposed assembly strategy. The latest version of the CSD (November 2013) contains
details of a small number of crystal structures where there is a clearly identifiable
strategy in place for combining multiple X · · · N halogen bonds in the pursuit of a
desired multidimensional architecture. In Table 3, some of the outcomes of successful
co-crystallizations of donor molecules with a range of donor atoms (from two, to six;
2D–6D) combined with acceptor molecules with a range of acceptor atoms (from two
to four; 2A–4A) are displayed. In principle, most of these structures could have
resulted in assemblies of high dimensionality, but the outcome is also highly depen-
dent upon the relative orientation of the donor or acceptor atoms with each molecule.
To utilize halogen bonds for organizing relatively large and complex molecules in
the solid state, Aakero¨y and co-workers [37] attempted to link cavitand-type mole-
cules into discrete molecular capsules. Capsules are of considerable interest for both
esthetic and practical reasons; applications for such species include drug delivery, gas
encapsulation [43], and reaction chambers [44]. The use of halogen bonds as the
reversible “glue” for turning “cups” into “capsules” may be advantageous under
certain conditions compared to hydrogen-bond based counterparts. In this particular
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Scheme 4 Examples of synthetic strategies for the potential assembly of 2-D halogen-bonded
architectures. (a) DD+AAAA (planar fourfold symmetric). (b) DD+AAA (planar threefold
symmetric). (c) DDD+AAA (both planar threefold symmetric)
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Table 3 Examples of motifs found in co-crystals synthesized via multiple X · · · N halogen bonds
(the last entry is the only homomeric solid)
Architecture Crystal Structures
6D+ 2A 1-D tubes
[35]
1-D tubes
[35]
4D+ 4A 3-D
[36]
0-D capsule
[37]
(continued)
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Table 3 (continued)
Architecture Crystal Structures
4D+ 2A 1-D ribbon
[38]
1-D ribbon
[38]
2-D layer
[39]
2D+ 3A Discrete
trimer
[40]
2D+ 4A 3-D
[36]
(continued)
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Table 3 (continued)
Architecture Crystal Structures
2-D
[36]
2-D
[36]
2-D
[41]
2-D
[41]
(continued)
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study, a cavitandwas decorated along its rimwith four pyridyl moieties suitable asXB
acceptor sites. In the first attempt, 2 equiv. of this cavitand were co-crystallized with
4 equiv. of 1,4-diiodotetrafluorobenzene with the goal of making a discrete hexameric
capsule. However, the desired product was not obtained and, instead, a polymeric
architectures was produced (Fig. 11). It was clear that the inherent divergent nature of
the relative positions of the four nitrogen atoms of the pyridyl moiety would likely
prevent rigid linear connectors from yielding the capsular species.
To overcome this problem, the cavitand was instead decorated with four 3-pyridyl
moieties which could, in theory, present the four acceptor sites in such a way that a
capsule could be formed (while also opening the possibility for another polymer
structure, should the meta-nitrogen atoms be oriented towards the outside of the
cavitand). In addition, rigid ditopic linkers were abandoned in favor of a flexible
calixarene equipped with four halogen-bond donor sites. This strategy, which takes
full advantage of supramolecular chelation, did result [45] in the desired product,
dimeric halogen-bonded, discrete capsules (Fig. 12). Therefore, it has been shown that
it is possible to use what we know about the linearity of halogen bonds (their
one-dimensional structure) and how they can interact in two dimensions to predict
and develop interesting and functional three-dimensional assemblies.
Table 3 (continued)
Architecture Crystal Structures
1-D
[11]
DADA (single
molecule)
2-D
[42]
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The synthesis of this dimeric capsule demonstrates that the strength and direc-
tionality of XBs can be employed as structure-directing tools for the assembly of
relatively large capsular structures from suitable functionalized host-molecules.
This also emphasizes that observed trends regarding intermolecular recognition
between small molecules can be combined into practical guidelines for the con-
struction of specific supramolecular architectures with the desired shape and topol-
ogy comprising structurally complex building blocks.
Shen et al. utilized the strength of halogen bonds to improve the photophysical
behavior of a series of pyrene-based materials. Pyrenes can display desirable
phosphorescence which is subsequently utilized in bio/chemo-analyses or in
Fig. 12 Dimeric capsule constructed by four NI halogen bonds between the calixarene on the
right, and the cavitand on the left [45]
Fig. 11 Resulting cavitand chain formed from 4-pyridyl moieties along the cavitand rim [37]
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organic light-emitting diodes [46–53]. Unfortunately, in the solid state, the sought-
after photochemistry is often hampered as a result of strong π · · · π interactions
between neighboring pyrene molecules, which, in turn, diminishes the lumines-
cence (Scheme 5).
To limit the structural influence of unfavorable π · · · π interactions which pro-
duces stacking, a set of co-crystals was prepared using XB as the synthetic vector.
The two co-crystals were obtained from pyrene and 1,4-diiodotetrafluorobenzene
and 1,2-diiodotetrafluorobenzene, respectively. The subsequent structure determi-
nations showed that pyrene molecules had indeed been separated as a result of
competing halogen bonds and new π · · · π and C–H · · · F interactions. The success-
ful prevention of pyrene–pyrene stacks resulted in maintained and substantial
room-temperature phosphorescence in the solid state (Fig. 13) [54].
Scheme 5 Pyrene molecule displays significant phosphorescence when separated from other
molecules of its kind
Fig. 13 Resulting cocrystallizations of pyrene with (a) 1,2-diiodotetrafluorobenzene and (b)
1,4-diiodotetrafluorobenzene allow for the spatial separation of pyrene molecules [54]
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In a study by Goroff and co-workers, an elegant connection between the struc-
tural influence of halogen bonds and solid-state functionality was presented
[55]. This effort focused on function/reactivity induced by halogen bonding related
to solid-state polymerization involving polydiacetylenes, PDAs. Such polymers,
whose structures consist of alternating double and triple bonds, are greatly sensitive
to changes in environment, allowing them to be useful in optical applications
[56–58]. Additionally, they form robust strong, planar structures in the solid state,
frequently referred to as “molecular wires.” Solution-phase chemistry of such
materials can be difficult because of unwanted regioselective polymerization.
Again, co-crystal technology (driven by halogen bonds), was used extensively to
organize the target molecules into the appropriate alignment in the solid state. The
synthetic targets in this case were co-crystals of potentially reactive monomers,
diiodobutadiyne, with three different “hosts.” The desired halogen bonds effec-
tively align the molecules to produce poly(diiododiacetylene) (Scheme 6).
When monomer 1 was co-crystallized with host 5, solid-state polymerization to
PIDAwas spontaneous. However, co-crystals with 3 and 4 do not polymerize cleanly,
even upon irradiation or heating. The authors suggested that the reactions did not
proceed because of the steric hindrance of the pyridine rings present in 3 and 4. As a
remedy, the authors opted to use pressure to alter the structure sufficiently to allow for
the polymerizations to take place. The premeditated structural change was indeed
achieved successfully (Fig. 14).
As a result of the pressure-induced modification to the original crystal structure
of the co-crystal of diiodobutadiyne with host 3, a new solid phase was obtained
which facilitated effective solid-state reactivity (Scheme 7).
Scheme 6 Monomer 1, diidobutadiyene, the polymerization product 2, poly(diiododiacetylene)
(PIDA), and three host molecules, 3, 4, and 5, used for regioselective cocrystallization [55]
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It is important to note that the relative softness of the potential energy curve
describing the strength/flexibility of a halogen bond means that such non-covalent
interactions can be manipulated through external stimuli, such as temperature and
pressure, and that new intermolecular geometries and arrangements can become
accessible without loss of crystallinity, mechanical strength, or stability in the new
solid phase.
Another interesting approach to creating highly-ordered assemblies has also
been sought in two-dimensional crystal engineering on a macroscopic scale. One
such example, from Jones and co-workers, involves crystal growth of a halogen-
bonded co-crystal on a 2-D substrate [60]. Part of the goal of this study was to
replicate the known crystal structure of 4,40-bipyridyl 1,4-diiodotetrafluorobenzene
(Fig. 15) [11].
2.92 Å
2.75 Å
a
b
Fig. 14 Change in crystal structure with host 5 before polymerization: (a) with monomer 1,
diiodobutadiyne [59], and after polymerization (b) with PIDA [55]
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Scheme 7 Pressure-induced polymerization of host 3 with diiodobutadiyne resulted in altered
halogen-bond geometry between host 3 and PIDA [55]
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This structure is typically obtained by slow evaporation of a solution containing
both components. However, Jones and co-workers were able to assemble a
heteromeric 2-D architecture on a graphite surface and analyze it using
synchrotron-based X-ray diffraction. The authors established that the two compo-
nents interact via I · · · N halogen bonding to form infinite chains (as was observed
for the 3-D crystal structure). This was the first reported analysis of a
sub-monolayer structure involving halogen bonding as the primary interaction
between molecules. Interestingly, the solid phase did not melt despite the fact
that the reported melting point of this compound is ca. 450 K, and diffraction
patterns were collected up to 470 K.
4 Combination and Competition; Halogen Bonds vs
the Rest
The ground-breaking work by Etter for developing rules and guidelines for how
hydrogen bonds preferentially form in the solid state remains highly relevant to
present-day crystal engineering [61]. Etter and her group were able to identify rules
for hydrogen-bond (HB) formation in crystal structures, including the notion that
certain hydrogen-bond donors preferred certain binding patterns within a system of
multiple options, regardless of the presence of many other intermolecular interac-
tions. The “best donor-best acceptor” guideline implies that the strongest hydrogen-
bond donor in a system interacts with the strongest hydrogen-bond acceptor, thus
leaving sequentially weaker forces to engage with one another. This idea has
become very helpful when trying to design supramolecular synthetic strategies
for the assembly of a specific extended motif or architecture in the solid state
[62–64]. Since hydrogen bonds and halogen bonds share many fundamental char-
acteristics, it is natural to ask questions about whether similar guidelines are
applicable to halogen bonds and, even more interestingly, how the two different
Fig. 15 Crystal structure of 4,40-bipyridyl 1,4-diiodotetrafluorobenzene [11]
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forces compete within the same structural arena. What does the structural landscape
look like which defines the balance and competition between different hydrogen
bonds and halogen bonds in the same structural arena? Only a relative limited
number of studies have been published to date in this area.
Aakero¨y et al. tried to establish whether a ranking based on calculated molecular
electrostatic potential surfaces (MEPS) would translate into practical crystal engi-
neering efficiency [65]. By combining structural chemistry and infrared spectros-
copy, the relative structure-directing importance of different ditopic halogen-bond
(XB) donors was established. Each donor was co-crystallized with over 20 XB
acceptors, and the results made it possible to map out the supramolecular landscape
describing the competition between I/Br – ethynyl donors, perfluorinated I/Br
donors, and I/Br – phenyl-based donors.
It was found that 1-iodoethynyl-4-iodobenzene (IEIB) and
1,4-diiodotetrafluorobenzene (DITFB) are XB donors of equal power, and the
remaining four XB donors in this study (Scheme 8) perform according to their ranking
based on the values of the electrostatic potential of the donor atoms;
BEIB>DBTFB>DIB>DBB. The single-crystal X-ray diffraction studies demon-
strate that the best-donor best-acceptor concept, well known from hydrogen-bonded
systems, is also applicable to halogen-bonded systems with multiple and competitive
XB donors; the two types of interactions have many parallel features and functions.
Recently, the result of systematic co-crystallizations of six bi-functional donor
molecules (containing both a traditional hydrogen-bond donor and a halogen-bond
donor) with a series of different acceptors was presented [66]. The goals of the
experiment were not only to investigate competition between the interactions, but
also to develop potential guidelines for their preferences in the solid state, based on
their geometric/structural differences. Even though the multi-donor, multi-acceptor
systems involved in this study offered the possibility of structural chaos, considerable
structural consistency, in terms of primary interactions, was found for each acceptor.
The first acceptor, 3,30-azobipyridine, exhibited OH · · · N interactions from the
hydrogen-bond donor to the best acceptor in five of six crystal structures, creating
trimers. This was clearly the dominating interaction, as the halogen-bond donors
only formed weak interactions to a secondary acceptor in the five similar structures.
For this reason, hydrogen bonding was found to dominate over halogen bonding
five times out of six. On the other hand, the second acceptor, 4,40-azobipyridine,
I I
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Scheme 8 Chemical structure of six potential halogen-bond donors
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exhibited both OH · · · N hydrogen bonds and C–X · · · N halogen bonds, simulta-
neously (in five out of six crystal structures). Both interactions were driving the
co-crystal assembly. Therefore, the hydrogen-bond donors and halogen-bond
donors were judged to be of equal strength and importance in five out of six crystal
structures with this acceptor. The results are summarized in Table 4.
Although the results of this study gave some indication of how individual
molecules may behave when confronted with competing hydrogen-bond and
halogen-bond donors, they were not enough to give clear and unambiguous infor-
mation about the relative ranking of such donor moieties. The relative similarity in
interaction strength between some XB/HB donors can also lead to complications as
far as structural analysis goes.
In this context it is interesting to explore systems in which HB and XB compete
directly with one acceptor molecule, forming bifurcated halogen bonds. It seems
likely that, if one type of bonding takes preference over the other, the acceptor
forms bonds to the best-donor on each side of the bifurcated system. However, in
the co-crystal 4,40-bipyridyl-N,N0-dioxide 1,4-di-iodotetrafluorobenzene, it has
been shown that an acceptor site capable of bifurcation, an N-oxide, simultaneously
engages in one XB and one HB (Fig. 16) [67].
This result clearly indicates that the two interactions are alike both in terms of
thermodynamic strength and geometric requirements, undoubtedly presenting sig-
nificant issues regarding predictability in systems containing both types of donors.
Structures which contain both hydrogen-bond and halogen-bond donors can exhibit
structural “synthon crossover” [25] depending the different interaction possibilities.
The outcome can be unclear because of the presence of unexpected or concomitant
stoichiometries and by unresolvable disorder.
Table 4 Results of the cocrystallization study indicate that either (A) HB>XB, (B) HBXB, or
(C) HB<XB (ox¼ oxime) [66]
COOH–I COOH–Br OH–I OH–Br Ox–I Ox–Br
3,30-azpy OH> I OH>Br OH> I OH>Br OHox< I OHox>Br
A A A A C A
4,40-azpy OH¼I OH¼Br OH¼I OH¼Br OHox¼I OHox>Br
B B B B B A
Fig. 16 Crystal structure of 4,40-bipyridyl-N,N0-dioxide 1,4-di-iodotetrafluorobenzene [67]
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An example is offered in a study by Jones and co-workers [68], wherein they
analyzed co-crystals exhibiting variations in crystal structure stoichiometry. The
variations are thought to occur because of the competitive nature of the system.
The system under investigation utilized the common halogen-bond donor,
1,4-diiodotetrafluorobenzene. In the crystal structure of this ditopic donor and
methyldiphenylphosphine oxide (MDPPO), the expected halogen bonds to the oxy-
gen atoms did not appear. Instead, the iodine molecule showed short contacts with the
phenyl carbon atoms on the acceptor molecule, accompanied by self-complementary
C–H · · · O hydrogen bonds between adjacent MDPPO molecules (Fig. 17).
As a result of the unexpected intermolecular interactions, additional attempts at
making co-crystals within the same system were carried out. By changing reaction
conditions, a crystal structure with a 1:1 stoichiometry was found, and this time, the
intended/expected I · · · O halogen bonds were present (Fig. 18).
These two structures confirm that the balance between competing hydrogen
bonds and halogen bonds can be affected dramatically by subtle changes in reaction
conditions and indicates that the relative strengths of such interactions are often
very similar.
Fig. 17 Chains of 1,4-diiodotetrafluorobenzene separated by columns of MDPPO molecules in
the crystal structure of MDPPO2 · TFIB [68]
Fig. 18 Primary motif in the crystal structure of MDPPO · TFIB [69]
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The problems associated with “synthon crossover,” or the unpredictability of
intermolecular interactions as synthetic tools, have been addressed in several
reports by Aakero¨y and co-workers. In a recent publication [25] they attempted to
assemble selectively simple linear architectures containing both halogen- and
hydrogen-bond donors. The synthetic strategy involved covalent modifications to
the backbone of the individual components to exploit the “best donor-best accep-
tor” guideline. The centerpiece of this work was 2-aminopyrazine, which is known
to form self-complementary hydrogen-bonded homo synthons (Scheme 9).
An attempt was made to break this interaction with a strong XB donor,
1,4-diiodotetrafluorobenzene (DITFB). In addition, three versions of
2-aminopyrazine decorated with different substituents (to alter the electrostatic
potential surface around the molecule) were examined. In none of the co-crystals,
DITFB with 2-aminopyrazine, 2-amino-5-bromopyrazine, or 2-amino-3,5-
dibromopyrazine, respectively, did the hydrogen-bonded homo synthon break.
Instead, the halogen-bond donor in each structure had to settle for “second place”
and engage with the nitrogen atom in the para position (Fig. 19).
While the initial goal of disrupting the self-complementary synthon was not
established, this study proved to be helpful in developing patterns for “synthon
crossover,” or lack-thereof. Each of the three co-crystals exhibited the same general
one-dimensional (linear) structure, with no deviation in secondary interactions.
Subsequently [69], the same group demonstrated how HBs and XBs can be used
as orthogonal synthetic vectors without structural interference as long as the
N N H
N H
H
N N
N
H
R1
R2
Scheme 9 Self-complementary homo synthon in 2-aminopyrazine [25]
Fig. 19 Primary motif in the crystal structure of 2-aminopyrazine 1,4-diiodotetrafluorobenzene
[25]
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primary molecular recognition events are designed around a careful combination of
geometric and electrostatic complementarity (Fig. 20).
A two-point contact is more easily incorporated within a hydrogen-based
synthon, whereas the vast majority of halogen-bond interactions involve single-
point halogen atom · · · lone pair synthons. This indicates that it may be possible to
build supramolecular assemblies of greater complexity with a larger number of
different molecules (even ternary co-crystals are still notoriously difficult to obtain)
by combining interactions which can be made to operate independently of each
other, both at the level of molecular recognition, and at the level of overall
structural control. The effective use of different intermolecular interaction in the
synthesis of supramolecular architectures can be facilitated by ensuring that geo-
metric complementarity minimizes possible “synthon crossover” during the assem-
bly process.
Tothadi and Desiraju [70] utilized a combination of hydrogen-bond and halogen-
bond donors in the attempted assembly of ternary co-crystals. Three-component
co-crystals represent a particularly vexing synthetic challenge, but the authors
succeeded through a combination of HBs and XBs supported by geometrical
arguments based on the size and shape of molecules. The synthetic strategy took
advantage of the well-known and robust acid · · · amide heterosynthon, coupled with
the established I · · · O2N interaction. By combining fumaric acid (or oxalic acid),
4-nitrobenzamide, and 1,4-diiodobenzene, the desired ternary co-crystals were
obtained (Fig. 21).
Fig. 20 Infinite 1-D chain constructed via a combination of HBs and XBs [69]
Fig. 21 Combination of acid · · · amide and I · · · O2N synthons produce a ternary co-crystal [70]
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The fundamental nature of halogen-bond interactions has been explored with a
variety of theoretical and experimental techniques, but it is obvious that our
understanding of XB, especially in solution [71], is far less developed compared
to those available for other non-covalent bonds (such as π · · · π and hydrogen-bond
interactions) [72, 73]. The extent to which the thermodynamics of HB and XB
respond to changes in solvent characteristics (e.g., polarity and dielectric constant),
has not been fully explored in a systematic manner. Only a very small number of
association constants for halogen-bonding interactions in the solution phase have
been reported [74–77]. Clearly, this type of information is essential if we are to
establish reliable and transferable metrics for evaluating and comparing hydrogen-
bond and halogen-bond interactions in solution [78]. In the long run, such metrics
would be invaluable for developing robust supramolecular synthetic strategies,
effective host-guest systems, and new organo-catalysts.
In addition, it remains important to combine structural database analyses with
systematic structural and spectroscopic studies of halogen-bonded solid-state sys-
tems to develop and refine synthetic strategies which can offer robust and versatile
pathways towards the construction of desirable supramolecular architectures.
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Solid-State NMR Study of Halogen-Bonded
Adducts
David L. Bryce and Jasmine Viger-Gravel
Abstract Nuclear magnetic resonance (NMR) spectroscopy offers unique insights
into halogen bonds. NMR parameters such as chemical shifts, quadrupolar coupling
constants, J coupling constants, and dipolar coupling constants are in principle
sensitive to the formation and local structure of a halogen bond. Carrying out NMR
experiments on halogen-bonded adducts in the solid state may provide several
advantages over solution studies including (1) the absence of solvent which can
interact with halogen bond donor sites and complicate spectral interpretation,
(2) the lack of a need for single crystals or even long-range crystalline order,
and (3) the potential to measure complete NMR interaction tensors rather than
simply their isotropic values. In this chapter, we provide an overview of the NMR
interactions and experiments which are relevant to the study of nuclei which are
often found in halogen bonds (RX···Y) including 13C, 35/37Cl, 79/81Br, 127I, 77Se,
and 14/15N. Experimental examples based on iodoperfluorobenzene halides, bis
(trimethylammonium)alkane diiodide, and selenocyanate complexes, as well
as haloanilinium halides, are discussed. Of particular interest is the sensitivity
of the isotropic chemical shifts, the chemical shift tensor spans, and the halide
nuclear electric quadrupolar coupling tensors to the halogen bond geometry in
such compounds. Technical limitations associated with the NMR spectroscopy of
covalently-bonded halogens are underlined.
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1 Introduction
Nuclear magnetic resonance (NMR) spectroscopy is well known as a versatile
analytical technique for studying molecular structure and dynamics. One of the
strengths of NMR spectroscopy is its power to analyze samples in a variety
of states, including liquids, solutions, gases, amorphous solids, crystalline solids,
gels, and more. Among the advantages of solid-state NMR compared to diffraction
techniques is the former’s ability to provide detailed information on local
structure even when long-range crystalline order is absent. NMR has proven to be
a particularly useful site-specific probe of non-covalent interactions in solution
and in the solid state, having provided fundamental insights into hydrogen bonding
[1–4], cation–π interactions [5, 6], and CH/π interactions [7], for example.
Applications to the phenomenon of halogen bonding, where a halogen bond
donor RX (X ¼ halogen) interacts with a halogen bond acceptor, Y (Y ¼ anion,
Lewis base, π electrons, etc.), to form a halogen bond (RX···Y) hold much potential
(see Fig. 1). The IUPAC definition of the halogen bond [8], informed in part
by discussions held at the IUCr Satellite Workshop on “Categorizing Halogen
Bonding and Other Noncovalent Interactions Involving Halogen Atoms” held in
August 2011 in Sigu¨enza, Spain [9], states in part that “the XY halogen bond
usually affects the NMR observables (e.g., chemical shift values) of nuclei in both
R–X and Y, both in solution and in the solid state.” Indeed, many of the chemical
elements which are involved in the formation of halogen bonds have isotopes with
non-zero nuclear spin quantum numbers, making them in principle amenable to
study by NMR spectroscopy (Table 1). A few examples are given in Fig. 1; these
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will be discussed in more detail in Sect. 2. Many nuclei of interest are quadrupolar,
i.e., their nuclear spin quantum numbers are greater than 1/2.
Solution NMR spectroscopy has long been used to monitor the formation
of halogen bonds, mainly through the analysis of chemical shift changes of nuclei
such as 1H and 19F [10–19]. Some 14N and 13C studies in solution have also been
reported [16, 18, 20–22]. More recently, detailed studies of the thermodynamics
of halogen bonding in organic solution have been analyzed with NMR by Taylor
[23, 24]. Erde´lyi and co-workers have also presented elegant solution NMR studies
which demonstrate the symmetry of [N-X-N]+ halogen bonds in solution [25, 26].
The remainder of this chapter describes NMR studies of solid halogen-bonded
complexes. First, a brief overview of relevant solid-state NMR theory and various
parametric definitions is given. This is followed by a discussion of selected litera-
ture on solid-state NMR studies of halogen-bonded complexes. Finally, conclusions
and an outlook for future research are given.
Fig. 1 Generic halogen bonding motif, RX···Y, along with a non-exhaustive list of spin-active
nuclides of interest which may be contained in the various fragments. Spin-1/2 nuclides are shown
in blue; quadrupolar nuclei (spin > 1/2) are shown in red
Table 1 Summary of nuclear spin properties of isotopes discussed in the context of halogen bonds
in this chapter [27]
Nuclide Spin, I Ξ (%)a Q (mb)b Natural abundance (%)
1H 1/2 100 – 99.9885
13C 1/2 25.145020 – 1.108
14N 1 7.226317 20.44 99.632
15N 1/2 10.136767 – 0.368
19F 1/2 94.094011 – 100
35Cl 3/2 9.797909 81.65 75.78
37Cl 3/2 8.155725 64.35 24.22
77Se 1/2 19.071513 – 7.63
79Br 3/2 25.053980 313 50.69
81Br 3/2 27.006518 262 49.31
127I 5/2 20.007486 696 100
aRatio of the resonance frequency of the reference for the isotope relative to that of the protons
in TMS
bQuadrupole moment in millibarn
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2 Fundamentals of Solid-State Nuclear Magnetic
Resonance (SSNMR) Spectroscopy
2.1 Zeeman Interaction and Fundamental Properties
NMR spectroscopy relies on the fundamental Zeeman interaction between the
nuclear magnetic moment, μ, and an external applied magnetic field, B0. The
nuclear spin quantum number, I, and the magnetic moment are related according
to the magnetogyric ratio (γ) specific to the nuclide of interest:
γ ¼ 2πμ=hI
Each of the adjacent 2I + 1 Zeeman states, labeled with a quantum number mI,
are separated by an energy of hγB0/2π. The associated resonance frequency,
known as the Larmor frequency (ν0), is equal to γB0/2π. For a spin-1/2 nucleus
such as 13C, there are two energy levels (mI ¼ 1/2 and 1/2). For a quadrupolar
nucleus such as 35Cl (I ¼ 3/2), there are four energy levels (mI ¼ 3/2, 1/2, 1/2,
and 3/2). The 1/2 $ 1/2 transition is called the central transition (CT) and the
3/2 $ 1/2 and 3/2 $ 1/2 transitions are called the satellite transitions.
2.2 Chemical Shifts
Not all nuclei of a given type resonate at the pure Larmor frequency. Magnetic
shielding (σ) by the surrounding electronic framework alters the observed
frequency as follows:
ν ¼ γB0 1 σð Þ=2π
Magnetic shielding gives rise to the chemical shifts familiar from 1H and 13C
solution NMR. The relationships between chemical shifts, magnetic shielding
constants, and resonance frequencies are as follows:
δ ¼ σ  σrefð Þ= 1 σrefð Þ
and
δ ¼ ν νrefð Þ= 1 νrefð Þ
where σref and νref are the magnetic shielding constant and resonance frequency,
respectively, of the primary chemical shift reference compound (i.e., TMS for
1H and 13C).
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Magnetic shielding constants, and therefore chemical shifts, are orientation-
dependent anisotropic properties described by second-rank tensors with up to
nine independent elements. For the chemical shift, the tensor is given by
δ ¼
δxx δxy δxz
δyx δyy δyz
δzx δzy δzz
2
4
3
5
when expressed in an arbitrary molecule-fixed axis system. In its principal axis
system, the symmetric part of the tensor becomes diagonal and it is customary to
describe the magnitude of the chemical shift tensor by three principal components
ordered as follows: δ11  δ22  δ33.
The practical consequence of the above discussion is that, for a powdered
sample, the nucleus of interest in each different crystallite orientation relative to
B0 will give rise to a different resonance frequency. For a stationary powder sample,
the resulting NMR spectrum will be a sum of all possible resonance frequencies
resulting from a random distribution of crystallite orientations. The resulting
spectrum takes the form of a “powder pattern” (see Fig. 2). An alternative repre-
sentation of the three independent chemical shift tensor elements gives the familiar
isotropic chemical shift (δiso), the span (Ω), and the skew (κ):
Fig. 2 Simulated solid-state NMR spectra of an isolated spin-1/2 nucleus (e.g., 13C, 15N, 31P,
77Se) under stationary (a) and magic-angle spinning (b–d) conditions. The values of the principal
components of the chemical shift tensor are δ11 ¼ 100, δ22 ¼ 50, and δ33 ¼ 100 ppm. As the
MAS rate is increased, the intensities of the spinning sidebands diminish and the peak
corresponding to the true isotropic chemical shift at 16.7 ppm becomes obvious
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δiso ¼ 1=3ð Þ δ11 þ δ22 þ δ33ð Þ
Ω ¼ δ11  δ33
κ ¼ 3 δ22  δisoð Þ=Ω
Rapidly rotating a powdered sample at the magic angle (54.74) relative to
the direction of B0 causes the powder pattern to become resolved into a series
of sharp peaks consisting of a peak at the isotropic chemical shift and a set
of spinning sidebands. Relatively slow spinning results in a spectrum with
many sidebands, the envelope of which mimics the shape of the powder pattern.
For spin-1/2 nuclei, fast spinning can effectively remove the sidebands, giving
a high-resolution spectrum consisting of peaks whose positions correspond to
their chemical shifts, as is familiar from solution NMR (Fig. 2).
2.3 The Nuclear Electric Quadrupolar Interaction
Many of the nuclei involved in halogen bonds (see Table 1 and Fig. 1) have
spin quantum numbers greater than 1/2 and are called quadrupolar nuclei. Indeed,
the stable isotopes of chlorine, bromine, and iodine are all quadrupolar [28–30].
The NMR spectra of such nuclei are influenced by the interaction between the
quadrupole moment of the nucleus (Q) and the electric field gradient (EFG) at the
nucleus. The EFG is described by a second-rank tensor which can be diagonalized
to give three principal components, |V33|  |V22|  |V11|. The magnitude of the
quadrupolar interaction is typically described by a quadrupolar coupling constant,
CQ, and an asymmetry parameter, η:
CQ ¼ eQV33=h
η ¼ V11  V22ð Þ=V33
As the quadrupolar interaction is anisotropic, the NMR powder patterns
of quadrupolar nuclei will be further broadened compared to the spin-1/2 case
where only anisotropic chemical shifts contribute to the powder pattern (Fig. 3).
Furthermore, typically only the central transition is observed as the satellite tran-
sitions give rise to powder patterns which are even broader.
The Q values are constants for particular isotopes, and for the quadrupolar
halogens they increase in the order 37Cl < 35Cl < 81Br < 79Br < 127I. This means
that, for a given chemical environment (and fixed EFG), the quadrupolar coupling
constant and NMR powder pattern breadth will be largest for 127I and smallest for
37Cl. In practice this means that 127I NMR spectroscopy is extremely challenging and
there are relatively few reports in the literature [30].
The EFG is determined by the arrangement of atoms and ions in the
crystal lattice surrounding the nucleus of interest, and thus the measurement of
quadrupolar coupling constants and asymmetry parameters can yield insight into
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the local structure and crystal symmetry. For example, perfectly tetrahedral or
octahedral coordination environments yield zero EFG at the center. An “isolated”
closed-shell ion, such as Cl in solution or in a cubic salt, also experiences
zero EFG. By measuring values of CQ and η in a series of halogen-bonded
complexes, one should be able to obtain insight into the influence of the halogen
bond on these parameters. Ideally, once a thorough understanding of the relation-
ship between these parameters and the XB environment has been established,
one could envisage using parameters measured on new compounds to provide
novel structural information.
Magic-angle spinning will reduce the line width due to the quadrupolar inter-
action in a powdered sample by a factor of about 3–4 only if the spinning rate
is comparable to or exceeds the static breadth of the powder pattern (see Fig. 3).
For covalently-bonded halogens this is impractical with current technology. In
certain cases where the halogen bond acceptor is a halide ion, MAS NMR of
that ion may be feasible due to the smaller CQ values and corresponding narrower
NMR powder patterns.
2.4 Spin–Spin Coupling
Indirect nuclear spin–spin (J ) coupling is mediated by the intervening electronic
framework. Coupling can give rise to fine structure in the NMR spectra of solids in
much the same way as is observed in liquids. However, it is often the case in solids
that other larger interactions (e.g., chemical shift anisotropy, quadrupolar coupling,
dipolar coupling) obscure the typically smaller effects of J coupling. The measure-
ment of J couplings across hydrogen bonds in proteins had a great impact and
opened the door to measuring small J couplings in other weakly bonded systems
[31]. For example, couplings have been measured in Van der Waals’ complexes
Fig. 3 Simulated 35Cl
NMR spectra of a powdered
sample containing one
crystallographically unique
chloride ion site under
stationary (a) and infinitely
fast magic-angle spinning
(b) conditions. Simulation
parameters include a
Larmor frequency of
49 MHz, quadrupolar
coupling constant of
3 MHz, asymmetry
parameter of 0.3, and
chemical shift of 0 ppm
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[32] and across CH–π bonds in proteins [7]. To date, no J couplings have been
measured across halogen bonds. The observation of such couplings across hydro-
gen bonds in proteins initially led to conclusions that this indicated some degree
of covalency of the hydrogen bond; however, the subsequent measurement of
couplings in Van der Waals’ complexes, as well as computational studies, show
that the measurement of a J coupling is not a direct indicator of covalency.
Nevertheless, the observation of J coupling across a halogen bond would be very
interesting and the dependence of the J values on the halogen bond geometry would
be particularly valuable. In principle, one would expect J couplings between both
the X···Y and the R(X)···Y nuclei. In practice, these could be difficult to measure
due to the strong quadrupole interactions of the X nuclei, and the expected weak
coupling between the R and Y nuclei. Del Bene et al. have calculated the
J couplings in the gas phase for various model halogen-bonded systems using
the equation-of-motion coupled-cluster single and doubles method (EOM-CCSD)
[33–35]. For example, for F–Cl···NCH, the one-bond 35Cl–15N coupling constant
was calculated to be 32.6 Hz and the two-bond 19F–15N coupling constant
was calculated to be 12.0 Hz. The authors describe several trends relating the
computed coupling constants to the geometry of the halogen-bonded complexes;
it will be interesting to see whether experimental measurements can be realized
via NMR spectroscopy.
Dipolar coupling between nuclear spins is a through space phenomenon and
it depends on the motionally-averaged inverse cube of the internuclear distance.
Measurement of dipolar coupling constants can therefore, under favorable circum-
stances, provide bond lengths and internuclear distances. In the case of 1H SSNMR,
homonuclear dipolar coupling can result in severely broadened lines. Advanced
decoupling methods can now be used to overcome such problems [36].
3 Applications of SSNMR to the Study of Halogen-Bonded
Adducts
In this section we highlight briefly some reports of the application of SSNMR
to the study of halogen bonded adducts. This is followed by a more detailed
discussion of a few areas of application within our own laboratory. The relevance
of related techniques such as nuclear quadrupole resonance (NQR) [37] is noted
where appropriate. Shown in Table 2 are typical chemical shifts and quadrupolar
coupling constants for some halogen bonding motifs in solids. One can see that
in general it is possible to study all three components of an RX···Y halogen bond
using NMR and NQR spectroscopies.
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3.1 Literature Highlights
Some 13C CPMAS NMR data have been reported for a diazabicyclo[2.2.2]octane
(DABCO)-CBr4 complex by Blackstock et al. [42]. In this complex, short C–Br···N
contacts were noted and the 13C resonance was a slightly asymmetric singlet at
49.08 ppm. This is about 1 ppm higher than in crystalline DABCO.
Bricklebank et al. reported 31P MAS NMR spectra for diiodophosphoranes
with short linear I···I contacts [43]. Their results allowed them to reach some
conclusions regarding the similarity between various structures with different aryl
and alkyl substituents at phosphorus. Some related data have been reported by
Dillon and Waddington [44].
Gervais and co-workers have described 1H, 15N, and 13C SSNMR studies of
imidazole- and morpholine-based model compounds exhibiting halogen bonds [45].
Some interesting 15N results demonstrated the sensitivity of 15N chemical shifts to
halogen bonds. However, difficulties were encountered in observing some of the
relevant 13C signals. Weingarth et al. reported 15N CP/MAS spectra as well as rotary
resonance 15N NMR spectra and attributed the line shape to 15N–127I dipolar coupling
across the halogen bond in benzyl-di(4-iodobenzyl)amine [46]. They noted no effects
attributable to J(15N, 127I) coupling.
Garcı´a et al. reported 15N and 13C spectra in solution and in the solid state
for some NH-pyrazoles exhibiting halogen bonds [47]. Bertani et al. carried out
13C CP/MAS SSNMR experiments on halogen-bonded poly(4-vinylpyridine)-
haloperfluorocarbon complexes [48]. The spectra revealed relatively broad lines,
perhaps indicative of disorder in such compounds. Nonappa et al. have recently
employed 15N and 13C CP/MAS NMR to study cis-itraconazole and the halogen-
bonded itraconazole–succinic acid cocrystal [49].
Table 2 Some typical chemical shifts and quadrupolar coupling constants for halogen-bonded
(R–X···Y) solids
R–X···Y motif and nucleus studied Compound δiso (ppm) CQ (MHz)
13C-I···Br (n-Bu4PBr)( p-C6F4I2) 83.80, 83.00
a n/a
(n-Bu4NBr)( p-C6F4I2) 84.72, 81.84
a n/a
C-I···77SeCN (Me4NSeCN)( p-C6F4I2)2 158.2 n/a
(Me4NSeCN)(o-C6F4I2)2 189.0 n/a
C-X···35Cl 2-Chloroanilinium chloride 70 6.04
2-Iodoanilinium chloride 75 2.12
C-X···81Br 2-Bromoanilinium bromide 155 38.0
2-Iodoanilinium bromide 187 12.3
C-X···127I 2-Chloroanilinium iodide 340 57.50
2-Bromoanilinium iodide 500 152.50
C-127I···N I(CF2)2I·NH(C2H5)2 n/a 308, 834
b
Data are from [38–41]
aThere are two crystallographically distinct sites
bThese are NQR frequencies rather than CQ values
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Widdifield et al. [50] described a detailed multinuclear magnetic resonance
study of a series of halogen-bonded decamethonium diiodide-dihalogenated
benzene co-crystals as well as of the non-halogen-bonded starting materials. 13C,
14N, 15N, 19F, and 127I solid-state NMR spectroscopies were utilized. They showed
that such techniques were very sensitive to the formation of the co-crystals, via both
chemical shifts (particularly for the spin-1/2 nuclei) and quadrupolar coupling
constants. For example, 14N quadrupolar coupling constants in the decamethonium
moiety were found to decrease upon halogen bond formation. 19F SSNMRwas used
to probe the nature of the disorder in some of the complexes.
Baldrighi et al. used high-resolution solid-state 1H combined rotation and
multiple pulse spectroscopy (CRAMPS), 13C, and 15N SSNMR to study pharma-
ceutical co-crystals of 3-iodo-2-propynyl-N-butylcarbamate [51]. The chemical
shifts were useful in determining the number of molecules in the asymmetric
unit, and changes in the chemicals shifts were useful to monitor the formation of
halogen-bonded adducts.
Garcia-Garibay and co-workers reported wideline 1H and 13C CP/MAS exper-
iments to examine halogen-bonded ultrafast rotors with potential applications
in molecular machines [52]. Of particular interest was the measurement of 1H
spin–lattice relaxation time constants (T1) as a function of temperature to probe
dynamic processes in 1,4-bis(iodoethynyl)bicycle[2.2.2]octane, which is an ultra-
fast rotor with GHz rotation.
3.2 SSNMR of the Halogen Bond Acceptor: Halogen-
Bonded Selenocyanate and Thiocyanate Complexes
The work of Fourmigue´ and co-workers [53] on halogen-bonded thiocyanates
prompted us to prepare and study by solid-state NMR a series of halogen-bonded
thiocyanates and selenocyanates [38]. Selenium is known to participate in halogen
bonds and is more attractive than sulfur from an NMR point of view. 33S is a
quadrupolar nucleus (I ¼ 3/2) with a sizable quadrupole moment and a low natural
abundance of 0.76%, rendering its study by NMR difficult. 77Se is a spin-1/2 nucleus
with a moderate resonance frequency and a natural abundance of 7.63%. We
prepared and characterized by single-crystal X-ray diffraction the halogen-bonded
complexes shown in Fig. 4: (Me4NSeCN)( p-C6F4I2)2, (Me4NSeCN)(o-C6F4I2)2,
(n-Bu4NSCN)( p-C6F4I2), and (Me4NSCN)(p-C6F4I2)2. The short iodine–selenium,
iodine–sulfur, and iodine–nitrogen distances and near-linearity were taken as indi-
cative of halogen bonding. The carbon-13 chemical shifts of the thiocyanates were
observed to increase in complexes exhibiting halogen bonds relative to non-halogen-
bonded thiocyanates. Nitrogen-15 chemical shifts decrease slightly under the same
conditions; however, the opposite trends were noted for the selenocyanates. Results
from 77Se CP/MAS NMR spectroscopy were more conclusive, showing a clear
increase in chemical shift in halogen-bonded selenocyanates compared to Me4NSeCN
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(see Fig. 5). For example, the 77Se chemical shift of Me4NSeCN is 299.4 ppm
while those of (Me4NSeCN)(p-C6F4I2)2 and (Me4NSeCN)(o-C6F4I2)2 are158.2 ppm
and 189.0 ppm, respectively.
Because SSNMR of powdered samples provided the complete 77Se chemical
shift tensor, insight into the reasons behind the change in the 77Se isotropic
chemical shift can be gleaned. As is apparent visually in Fig. 5, it is mainly the
smallest component of the chemical shift tensor, δ33, which changes upon halogen
bonding. This change in δ33 in turn results in a change in δiso. How can the value
of δ33 be related to the halogen bonding interaction? First, consider that the
value of δ33 represents the chemical shift along the axis of the selenocyanate
anion. As explained in [38], according to Ramsey’s theory of paramagnetic
shielding the mixing of occupied and virtual orbitals in a plane will affect the
magnetic shielding along the direction perpendicular to that plane. Changes in δ33
for 77Se in the selenocyanate anion therefore reflect perturbations to the molecular
orbitals in the plane perpendicular to the anion’s axis. As visualized in Fig. 4,
this plane is that in which iodines engage in halogen bonding with the selenium
center. Therefore, the value of δ33 is a good measure of the extent of halogen
bonding in these complexes.
Fig. 4 Halogen bonding environments around the thiocyanate and selenocyanate anions in (a)
(n-Bu4NSCN)( p-C6F4I2), (b) (Me4NSCN)(p-C6F4I2)2, (c) (Me4NSeCN)( p-C6F4I2)2, and (d)
(Me4NSeCN)(o-C6F4I2)2. The R4N
+ cations have been omitted for clarity. Reproduced with
permission of the American Chemical Society. From [38]
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Fig. 5 77Se CP/MAS SSNMR spectra (in blue) acquired at 9.4 T for (b) non-halogen-bonded
Me4NSeCN, and halogen-bonded (d) (Me4NSeCN)( p-C6F4I2)2 and (f) (Me4NSeCN)(o-C6F4I2)2.
Simulated spectra are shown in black in (a), (c), and (e), respectively. Isotropic chemical shifts
are indicated (299.9 ppm, 158.2 ppm, and 189.0 ppm, respectively). Reproduced with
permission of the American Chemical Society. From [38]
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3.3 SSNMR Studies of the Halogen Bond Acceptor:
Cl, Br, and I
Although the term “halogen bond” arises from the fact that covalently-bonded
halogens are the electron acceptors (halogen bond donors), complexes can be
formed wherein anionic halides (Cl, Br, and I) play the role of electron donor
(halogen bond acceptor). One such class of compounds are the haloanilinium
halides. Halogen bonding in these compounds has been discussed by Gray and
Jones [54], Raatikainen et al. [55], and Attrell et al. [40]. The reduced distance
parameter, RXB, varies from a minimum of 0.88 for 2-iodoanilinium bromide
to a maximum of 1.03 in 3-chloroanilinium bromide, indicating that the halogen
bonds are weak at best in such complexes.
35Cl, 81Br, and 127I SSNMR spectra were recorded on powdered samples of
various haloanilinium halides. Note that, due to the extremely large breadth of the
NMR spectra of the covalently-bonded halogens, only the spectra of the halide
anions were recorded. Examples for 81Br are shown in Fig. 6. The spectra were fit to
determine the relevant quadrupolar coupling constants and asymmetry parameters.
In favorable cases some information on the chlorine and bromine chemical shift
tensors was also available, as a result of the high magnetic field (21.1 T) used
in this study. The quadrupolar data for several compounds were indicative of
Fig. 6 81Br SSNMR spectra of the halogen-bonded bromide anions in stationary powdered
samples of 2-chloroanilinium bromide (left), 2-bromoanilinium bromide (center), and
2-iodoanilinium bromide (right). Simulations are shown above each of the experimental spectra.
Reproduced with permission of the American Chemical Society. Attrell et al. [40]
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whether or not they packed in the same space group. In one isostructural series
of compounds, the halide quadrupolar coupling constant was found to increase
as the halogen bond weakens. The most interesting correlation in this study is
shown in Fig. 7, where, for 2-chloroanilinium bromide, 2-bromoanilinium bromide,
and 3-chloroanilinium bromide, it is seen that the bromine isotropic chemical
shift and the bromine chemical shift tensor span both increase with decreasing
halogen–bromide distance. The observed trends were corroborated by quantum
chemical calculations; however, the authors were also careful to point out the
possible competing influence of hydrogen bonds on the bromine NMR parameters.
Overall, no completely general spectral signature for the presence or absence
of a halogen bond was found in this study, likely due to their weakness in the
chosen compounds, and also due to the presence of competing hydrogen bonds.
In future studies it would be very useful to examine halogen-bonded halide anions
using similar methods, but in more strongly-halogen bonded environments without
competing hydrogen bonds.
3.4 SSNMR and NQR Studies of the Halogen Bond Donor
(R–X): Covalently-Bonded Halogens
We have discussed above some studies of the NMR parameters of the halogen
bond acceptor, Y, in solids. Clearly it would be advantageous to be able to probe
directly the halogen bond donor itself using NMR spectroscopy. As mentioned,
Fig. 7 Plot of experimental bromine chemical shifts (red squares), bromine chemical shift tensor
spans (blue diamonds), and gauge-including projector-augmented wave DFT calculated spans
(blue circles) as a function of the shortest X–Br distance (d ) in 2-chloroanilinium bromide,
2-bromoanilinium bromide, and 3-chloroanilinium bromide. The line indicates a linear fit
to the experimental span data; Ω/ppm ¼ 310d/(Å) + 1,313; correlation coefficient R ¼ 0.99.
Reproduced with permission of the American Chemical Society. Attrell et al. [40]
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the NMR spectroscopies of chlorine, bromine, and iodine are difficult, mainly due
to the large quadrupole moments of their NMR-active isotopes and the resulting
extremely broad powder patterns. Even for halide anions, where the closed-shell
electronic configuration means that the EFG will be relatively low at the nucleus
(zero in the limit of an isolated anion), powder patterns covering at least tens of
kHz (for 35/37Cl) and up to more than a MHz (for 127I) in breadth are obtained.
Spectra of covalently-bonded halogens will be much broader than this due to
the larger EFGs imposed by the substantially more anisotropic local environment
(i.e., a strong directional σ-bond). Generally speaking, therefore, it is highly
impractical to record SSNMR spectra of covalently-bonded bromine or iodine
nuclei; indeed, there are no examples in the literature. Very recently, Perras and
Bryce reported the first direct observation of 35/37Cl SSNMR spectra of covalent-
bonded chlorine atoms in powdered samples, thus opening the door for similar
studies of halogen-bonded co-crystals in the future [56]. Still, these spectra spanned
up to 8 MHz in a magnetic field of 21.1 T and required several transmitter offsets
to piece together the complete spectra.
Due to the large quadrupole interactions, in particular for 79/81Br and 127I
nuclei when bromine or iodine is involved in a covalent bond, nuclear quadrupole
resonance (NQR) may be better suited to their study. There are some older reports
in the literature demonstrating the shifts in quadrupole frequency which have
been attributed to charge-transfer. For example, Semin et al. reported changes in
the 127I NQR frequencies of I(CF2)2I when it halogen bonds with NH(C2H5)2 [41].
Bowmaker has also made significant contributions in this area [57–60].
3.5 SSNMR Studies of the Halogen Bond Donor (R–X):
Correlation Between 13C Shifts and the C–I Distance
Aside from the atoms X and Y directly involved in the RX···Y halogen bond, insight
may also be gained by studying the other NMR signals in the fragment RX. Indeed,
this has typically been the approach in solution NMR, where 1H or 19F are sensitive
probes of halogen bonding. In a series of p-diiodotetrafluorobenzene (p-DITFB)
co-crystals we investigated the relationship between the 13C SSNMR signals of the
carbon atoms directly bonded to iodine [39]. Such experiments can be challenging
for various reasons. First, as there are typically no nearby protons, one cannot
efficiently carry out cross-polarization experiments, nor can one rely on dipolar
relaxation of the 13C spins with protons. Spin–lattice relaxation times tend to be
long. The impact of the iodine which is directly bonded to carbon may cause rapid
T2 relaxation and/or residual dipolar broadening of the
13C signals. Finally, the
appropriate hardware for decoupling 19F may not always be available. Neverthe-
less, presented in Fig. 8 are selected regions of the 13C CP/MAS SSNMR spectra
(21.1 T) of (n-Bu4NCl)(p-DITFB), (n-Bu4PCl)(p-DITFB), (n-Bu4NBr)(p-DITFB),
(n-Bu4PBr)(p-DITFB), (EtPh3PBr)2( p-DITFB), and the parent non-halogen bonded
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compound p-DITFB. The signals are weak for the reasons described above. Nev-
ertheless, the signals of interest are well-resolved from the rest of the 13C NMR
spectrum due to the unique chemical shifts of carbon atoms which are directly
bonded to a heavy nucleus like 127I. This is due to a relativistic spin-orbit-induced
Fig. 8 Experimental (solid
line) and simulated (dashed
line) 13C CP/MAS SSNMR
spectra for the region of the
carbon covalently bonded
to iodine. The spectra were
recorded at 21.1 T with
a MAS speed of 18 kHz
and correspond to
p-DITFB (a), (n-Bu4NCl)
( p-DITFB) (b),
(n-Bu4PCl)( p-DITFB)
(c), (n-Bu4NBr)( p-DITFB)
(d), (n-Bu4PBr)( p-DITFB)
(e), (EtPh3PBr)2
( p-DITFB) (f). Reproduced
by permission of the Royal
Society of Chemistry. From
[39]
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shielding effect [22]. For example, the range of shifts observed in Fig. 8 is 76.5–
84.5 ppm, whereas protonated aromatic carbon resonances always exceed 100 ppm,
and are typically closer to 140 ppm.
When plotted as a function of the C–I distance, a clear trend is observed (Fig. 9).
As the C–I distance increases, so does the 13C chemical shift. This general trend
was reproduced using density functional theory calculations [39]. Interestingly, a
clear correlation between the chemical shift and the reduced distance parameter,
RXB, was not obtained. However, as the C–I bond is known to lengthen upon
halogen bonding, in this context the 13C chemical shift is diagnostic of the strength
of the halogen bond.
4 Conclusions and Outlook
NMR spectroscopy is a versatile site-specific probe of halogen bonding interactions
in solids. As a result of the continued advances in NMR technology, more and more
of the spin-active isotopes of the periodic table are becoming accessible for study.
Fig. 9 Plot of experimental values of δiso(
13C) as a function of the corresponding carbon–iodine
distance, dC–I, for carbons directly bonded to iodine for the compounds described in Fig. 8.
The best fit represented by a black line is an exponential function: δiso(
13C) ¼ 8.5629 
(1  exp(128.96Δd )) + 76.5, Pearson correlation coefficient R2 ¼ 0.9613, where Δd ¼ dC–I
(XB compound)  dC–I( p-DITFB). A linear fit to the data for the halogen bonded complexes (blue
square corresponding to p-DITFB excluded from fit) is described by: δiso(
13C) ¼ 220.15d
 379.71, R2 ¼ 0.859. Reproduced with permission of the Royal Society of Chemistry. From [39]
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In principle, NMR is capable of providing direct information on all three fragments
of the halogen bond, namely the R, X, and Y components. This chapter has
surveyed some of the results available for 1H, 13C, 77Se, 14/15N, 35/37Cl, 79/81Br,
and 127I. Of particular interest is the correlation between the C–I distance and the
13C chemical shift in halogen-bonded C–I···Y motifs. The selenium chemical shift
tensor is also a sensitive probe of halogen bonding in selenocyanate complexes.
The properties of the quadrupolar halogens render them amenable to study by
NMR spectroscopy, but only under favorable conditions. In high magnetic fields
it is feasible to record and interpret 35/37Cl and 79/81Br SSNMR spectra of chloride
and bromide anions; 127I SSNMR spectra of iodide anions are more challenging to
acquire. With regard to covalently-bonded halogens, it is possible to record 35/37Cl
SSNMR spectra in very high magnetic fields, while recording NMR spectra for
covalently-bonded bromine and iodine atoms is highly impractical
if not impossible. 35/37Cl, 79/81Br, and 127I SSNMR results obtained to date for
halide anions involved in halogen bonds show the utility of the data in identifying
isostructural compounds, and, in the case of bromine, a correlation between the
chemical shift tensor and the X···Br halogen bond distance.
Future directions worthy of exploration include revisiting the spectroscopy
of chloride, bromide, and iodide anions in compounds with stronger halogen
bonds and in the absence of competing hydrogen bonds. Solid-state NMR studies
of compounds containing halogen bonds remain relatively sparse to date, and
it is clear that there are a wealth of opportunities for applying standard (e.g., 13C
CP/MAS, high-resolution 1H) and advanced (e.g., correlation spectroscopy,
ultrawide-line spectroscopy, high-resolution spectroscopy of quadrupolar nuclei)
SSNMR techniques to the characterization of such compounds. The characteriza-
tion of covalently-bonded chlorine atoms involved in halogen bonds via 35/37Cl
SSNMR should be pursued. Finally, one can envisage the possibility of measuring
J couplings across halogen bonds in the solid state and in solution, analogous
to what has been done in the case of hydrogen bonds. Such measurements, if
successful, would provide a valuable new probe of halogen bonds.
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Anion Transport with Halogen Bonds
Andreas Vargas Jentzsch and Stefan Matile
Abstract This review covers the application of halogen bonds to transport anions
across lipid bilayer membranes. The introduction provides a brief description of
biological and synthetic transport systems. Emphasis is on examples that explore
interactions beyond the coordination with lone pairs or hydrogen bonds for the
recognition of cations and anions, particularly cation-π and anion-π interactions,
and on structural motifs that are relevant for transport studies with halogen bonds.
Section 2 summarizes the use of macrocyclic scaffolds to achieve transport with
halogen bonds, focusing on cyclic arrays of halogen-bond donors of different
strengths on top of calixarene scaffolds. This section also introduces methods to
study anion binding in solution and anion transport in fluorogenic vesicles. In
Sect. 3, transport studies with monomeric halogen bond-donors are summarized.
This includes the smallest possible organic anion transporter, trifluoroiodomethane,
a gas that can be bubbled through a suspension of vesicles to turn on transport. Anion
transport with a gas nicely illustrates the power of halogen bonds for anion transport.
Like hydrogen bonds, they are directional and strong, but compared to hydrogen-
bond donors, halogen-bond donors are more lipophilic. Section 3 also offers a
concise introduction to the measurement of ion selectivity in fluorogenic vesicles
and conductance experiments in planar bilayer membranes. Section 4 introduces the
formal unrolling of cyclic scaffolds into linear scaffolds that can span lipid bilayers.
As privileged transmembrane scaffolds, the importance of hydrophobically
matching fluorescent p-oligophenyl rods is fully confirmed. The first formal syn-
thetic ion channel that operates by cooperative multiion hopping along transmem-
brane halogen-bonding cascades is described. Compared to homologs for anion-π
interactions, transport with halogen bonds is clearly more powerful.
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1 Introduction
The first synthetic ion channel was reported almost exactly four decades ago
[1]. Since then, impressive progress with synthetic transport systems has lead to
the emergence and growth of an interdisciplinary field that is firmly rooted in
organic synthesis but contributes significantly to a variety of current topics in
chemical, biological, medicinal, and materials sciences. The current standing of
the field has just been summarized for the first time in a special issue of Acc Chem
Res [2]. The following introduction is thus kept to a minimum and focuses
particularly on systems that are relevant for the topic of this review, i.e., the use
of halogen bonds to transport anions across lipid bilayer membranes.
In the beginning, the transport of cations received much more attention than
anion transport, perhaps because of the importance of this process for signal
transduction in the nervous system. Selective ion transport can be achieved by
ion carriers, ion channels, pores, or more complex systems. The smaller carriers
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move like ferries across the membrane during transport, whereas larger channels
achieve the same result but much faster and without moving. Biological cation
carriers and channels usually recognize cations by coordination to a preorganized
array of multiple oxygen lone pairs. For structural motifs beyond peptide chemistry,
monensin 1, a marvelous polyketide natural product, can be cited as an example of a
biological sodium carrier (Fig. 1). The best known synthetic cation carriers are
crown ethers, such as 2. In one of the first synthetic ion channels, three of these
crown ethers have been linked together to provide a membrane-spanning scaffold
with multiple cation-binding sites [3]. Cations could thus hop from crown to crown
across the bilayer, while ion channel 3 does not have to move to mediate trans-
membrane cation transport. Since then, many other examples have been realized
with crown ethers attached along transmembrane scaffolds of different natures [1,
2]. The construction of synthetic ion channels with calixarene macrocycles has been
realized first with ion channel 4 [4]. Long alkyl chains have been attached at one
face of the resorcinarene, whereas the other face contains hydrophilic hydroxy
groups. This example is relevant for the topic of this review because unorthodox
interactions are used in combination with calixarenes to achieve cation selectivity.
The question as to whether or not the selection occurs while potassium cations pass
through the π-basic macrocycle at the membrane–water interface has provoked
Fig. 1 Selected synthetic and biological cation transporters
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healthy discussion in the field. Similar cation-π interactions account for potassium
selectivity with the metallorganic polyhedron 5, while in cation-π slides 6, the
cyclic array of π-basic aromatics in 4 has been unrolled into a transmembrane
scaffold for multiion hopping along the aromatic binding sites [5]. The same rigid
p-oligophenyl rods were used as privileged scaffold to construct transmembrane
hydrogen-bonded chains (HBCs) in proton transporters 7 [6].
This system has provided unprecedented access to the so-called Onsager
mechanism, a cooperative hop-turn process that is thought to be essential in
bioenergetics and related biological processes but has been difficult to explore
within the context of synthetic transport systems [6]. In a first step, the proton
ready to move across the membrane binds covalently to the acceptor at one end of
the HBC. The proton bound to this acceptor is released and hops to the next
acceptor, which releases the original proton for the next acceptor, and so on until
the proton at the other end of the proton wire is released at the other side of the
membrane (7, Fig. 1). In a second step, all alcohols involved in the HBC have to
rotate 180 around their C–O bonds to return to the resting state and be ready to
transport another proton in the same direction across the membrane. As with
cooperative cation hopping along cation-π slides 6 (or in biological potassium
channels), the proton entering the HBC 7 at one side of the membrane is not the
same that exits at the other side. This cooperative multiion hopping across lipid
bilayer membranes is essential to combine selectivity with speed, is ubiquitous in
biological ion channels, and was the key to creating the first anion channel that
operates with halogen bonds (see below).
More recently, the transport of anions across bilayer membranes has moved
more into focus, the reasons including possible medicinal use with regard to cystic
fibrosis and related channelopathies [7–11]. Other attractive applications of
anion transport include separation and purification systems, sensing [12], artificial
photosynthesis [13, 14], catalysis [15], drug delivery [16], and so on. The leading
nonpeptide example from biology for anion transport is prodigiosin 8, a red
pigment produced by certain bacteria (Fig. 2) [7–11]. Many prodigiosin mimics
have been reported. They all bind anions with multiple hydrogen-bond donors.
Isophthalamides such as 9 and 10 have been very successful [17, 18]. Systematic
simplification of the scaffolds leads to squaramides 11, hydroxyamides 12, or ureas
and thioureas 13, all remarkably active anion carriers despite their structural
simplicity [9, 10, 19–21]. Among more sophisticated scaffolds, cholates as in
14 are most popular [22]. The self-assembly into anion channels has been
demonstrated for isophthalamides 10 [11, 17] and the partial-cone configured
calixarene 15 [23, 24]. As in all other examples, multiple hydrogen bonds have
been proposed to account for the anion selectivity of anion channel 15. Several
other interactions have been explored to achieve anion transport across lipid bilayer
membranes. A complete set of monomers 16 [25], cyclic oligomers 17 [26], and
linear oligomers 18 [27] is available for transport with anion-π interactions. Larger
architectures have been required to explore other interactions for anion transport.
These include anion-macrodipole interactions in peptide urea nanotubes [28],
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multivalent ion pairing in artificial β-barrels [29], and aromatic electron donor–
acceptor interactions in transmembrane π-stacks [13, 30].
Halogen bonds have not been used for transport until recently [31–33]. This is
surprising because they appear ideal for this task. As elaborated in detail in this
volume of Top Curr Chem [34], halogen bonds are strong and directional like
hydrogen bonds [34–38]. However, halogen-bond donors are more lipophilic than
hydrogen-bond donors. This intrinsic lipophilicity suggests that anion transport
with halogen bonds could be very efficient. The functional relevance of halogen
bonds has been demonstrated extensively for activities other than anion transport.
Initial systematic studies focused on crystal engineering [34–39]. Wonderful
applications to functional materials such as responsive hydrogels [40], imprinted
polymers [41], foldamers [42], or capsules [43] followed. Rational drug design
increasingly considers halogen bonds [44–46], and examples of biological
relevance today go far beyond tyroxine, the tyroid, and the iodination of our
cooking salt [45–47]. Several receptors for anion binding with halogen bonds in
solution have been designed, synthesized, and evaluated [48–54]. The first explicit
example of the application of halogen bonds to catalysis appeared in 2008
[55]. Recent progress with halogen-bonding catalysis indicates that this topic
could grow rapidly in the near future [56–63]. In the following, the use of halogen
bonds to transport anions across lipid bilayer membranes will be reviewed
comprehensively. To facilitate reading and stimulate further use in a community
Fig. 2 Selected synthetic and biological anion transporters
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with little experience on the topic, the most important methods to characterize ion
transport are briefly introduced when they appear first in the text, and background
information is provided as appropriate. More detailed descriptions of analytical
methods in the field can be found elsewhere [64].
2 Cyclic Oligomers
2.1 Concept
The rational design of the first anion transporter that operates with halogen bonds,
i.e., calixarene 19, was an almost complete failure (Fig. 3) [31]. The idea was to
place four strong halogen-bond donors on top of a calix[4]arene scaffold.
Perfluorophenyl groups were the obvious choice, iodination in the meta position
being ideal to capture anions at the focal point of the activated halogen-bond donors
above the macrocycle. Anion binding by halogen bonds would be supported by
counterions bound within the calixarene macrocycle. Tetramethylammonium
(TMA) would fit very well. The extent and exact nature of the contributions of
cation-π interactions to TMA recognition within calix[4]arenes have been discussed
extensively, including the crystal structures of the inclusion complexes that exist
[31, 65–68]. The ditopic nature of calixarene 19 appeared ideal for the transport of
an anion and a cation at the same time in the same direction. This process is referred
to as symport, and the complementary anion or cation exchange across the
membrane is referred to as antiport [64].
Calixarenes 20–22 were designed as control molecules. In 20 the iodines in 19
are replaced by fluorines. Without strong halogen-bond donors, anion binding by
calixarene 20 could occur only by anion-π interactions [15, 25]. In 21, the fluorines
Fig. 3 Schematic structure of TMACl complexes of cyclic oligomers made to study transport
with halogen bonds in combination with cation-π and anion-π interactions. Red spheres indicate
chloride anions, blue spheres TMA cations, electron-rich regions are in red, electron-poor ones in
blue. The effective concentration EC50 and the Hill coefficient n refer to transport activity in the
HPTS assay
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in 19 are replaced by hydrogens. Anion recognition by halogen bonding should thus
be weaker than with calixarene 19. The same is true with the regioisomer 22.
Unfocused halogen bonds in the para position should be weaker anion binders.
Moreover, the unfocused binding sites should be moved away from the counterion
within the calixarene macrocycle.
2.2 Synthesis
The synthesis of the macrocyclic transporters 19–22 was embarrassingly easy. For
the preparation of 22, for example, the commercially available benzylbromide 23
was first inactivated by Finkelstein substitution with chloride (Scheme 1). The
benzylchloride 24 obtained was iodinated, and the resulting iodoarenes 25 were
attached to the calixarene scaffold 26 by routine Williamson ether synthesis.
2.3 Ion Binding in Solution
Anion binding in solution was measured by 19F NMR spectroscopy [31]. All spectra
were recorded in dry acetone-d6 with α,α,α-trifluorotoluene (δ ¼ 63.72 ppm) as
internal standard (Fig. 4a). The 19F NMR spectrum of transporter 19 showed four
distinct fluorine resonances with the expected coupling pattern (Fig. 4a, bottom
line). In the presence of increasing concentrations of tetrabutylammonium chloride
(TBACl), all four signals shifted upfield (the solubility of tetramethylammonium
chloride (TMACl) was insufficient for titrations under these conditions). The
observed shifts were plotted as a function of the concentration of TBACl, and the
resulting curves were fitted to a 1:1 isotherm. For higher stoichiometries, good
fitting was possible but not significant because the first KD was already very weak.
A KD ¼ 18 mM was obtained for 19. A similar KD ¼ 13 mM was found for the
para isomer 22, whereas anion binding by the iodine-free anion-π receptor 20 was
not detectable under these conditions. Similarly modest values have been reported
previously for anion binding with halogen-bond donors in competing acetone.
Scheme 1 Synthesis of transporter 22
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Whereas the binding isotherms for regioisomers 19 and 22 were nearly the same,
their Job plots [69] showed subtle differences. TBACl binding under identical
conditions in acetone-d6 gave a 1:1 stoichiometry for meta isomer 19 (Fig. 4b,
open triangles). The maximum around x ¼ 0.33 in the Job plot of para isomer 22
supported the formation of a 2:1 complex (Fig. 4b, filled circles). This finding was
in excellent agreement with the expectation that the halogen-bond donors in
meta isomer 19 could focus on one anion, whereas the peripheral position of the
halogen-bond donors in para isomer 19 are out of focus and could thus associate
with two chloride anions (Fig. 3).
2.4 Ion Transport Across Membranes
The ideal method for initial screens on transport activity in lipid bilayers is the
so-called HPTS assay [64] (Fig 5a). In this assay, large unilamellar vesicles (LUVs)
are loaded with the pH-sensitive fluorophore 8-hydroxy-1,3,6-pyrenetrisulfonate
(HPTS) [70]. For routine screens, egg yolk phosphatidylcholine (EYPC) is used.
This is a mixture of lipids with the same, zwitterionic headgroup and different tails.
The dominance of unsaturated tails affords bilayers in the liquid-disordered (Ld)
phase, also referred to as liquid-crystalline or fluid phase. The obtained vesicles can
be abbreviated as EYPC-LUVs  HPTS.
HPTS is the fluorescent probe of choice because of the complementary response
of the two maxima in the excitation spectrum to changes in pH around the
pKa ~ 7.3 [64, 70]. One band decreases, the other increases. With the resulting
possibility to detect pH changes ratiometrically, false positives can be excluded. To
detect transport, a base pulse is applied to EYPC-LUVs  HPTS. This creates a pH
gradient across the membrane. Then the transporter is added and the ability
to accelerate the dissipation of the pH gradient is measured. Several transport
processes can lead to this result (Fig. 5a). The intravesicular pH can increase due
to either facilitated proton efflux or facilitated influx of OH. Proton efflux can be
ba
Fig. 4 (a) 19F NMR spectra of 19 and α,α,α-trifluorotoluene (63.7 ppm) in acetone-d6 in
the presence of increasing concentrations of TBACl. (b) Job plots for TBACl binding by 19
(open triangles) and 22 ( filled circles), x ¼ [TBACl]/([TBACl] + [transporter]). Adapted with
permission from [31]. Copyright 2011 Wiley)
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compensated either by cation antiport or anion symport. The same is true for the
influx of OH. Finally, the efflux of the HPTS probe itself will increase the local pH
around the probe as well. It is this failure of the HPTS assay to discriminate between
all these processes that makes the method ideal for an initial screen for activity:
almost everything can be seen. The possibility to discriminate between different
processes with the same HPTS assay will be described later on.
Original fluorescence kinetics for transporter 21 at concentrations of 60 μM
are shown in Fig. 5c, filled squares. The transporter is added at time zero. The
steady increase in ratiometric HPTS emission demonstrates that 21 is active at
concentrations of 60 μM. At the end of the experiment, the EYPC-LUVs  HPTS
are destroyed with a detergent to determine the maximal possible emission
intensity. This value is then used to calibrate the kinetic traces.
With evidence for transport activity in hand, the next question to ask concerns
non-specific transport, i.e., leakage through more drastic defects in the bilayer
membrane. This question can be addressed with the CF assay (Fig. 5b) [64]. In
this assay, EYPC LUVs are loaded with CF at concentrations high enough for self-
quenching to occur. CF efflux then reduces the local concentration and results in
fluorescence recovery. Application of the CF assay to transporter 21 at ten times
higher concentrations than that used in the HPTS assay, i.e., 600 μM, did not cause
fluorescence recovery (Fig. 5c, crosses). This result demonstrated that the transport
activity of 21 observed in the HPTS assay does not arise from non-specific defects
Fig. 5 Standard configuration of transport experiments in (a) the HPTS assays and (b) the CF
assay in large unilamellar vesicles, compare text. (c) Original kinetics for “halogen-bonding”
transporter 21 characterized with the HPTS assay ( filled squares, 60 μM) and the CF assay
(crosses, 600 μM). At 200 s, the vesicles are destroyed for calibration. (d) Dose response curve
for 19 (open triangles), 21 ( filled squares) and 22 ( filled circles). Adapted with permission from
[31]. Copyright 2011 Wiley
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in the membrane. This implies that the activity originates from specific anion or
cation symport or antiport. The same clean, defect-free transport activity was found
for all other “halogen-bonding” transporters described in this review.
To quantify ion transport activity, dose response curves are recorded (Fig. 5d).
The increase in the fractional transport activity Y with increasing concentration cM
of the monomeric transporter is fitted to the Hill equation (1):
Y ¼ YMAX þ YMIN  YMAXð Þ= 1þ cM=EC50ð Þnf g ð1Þ
In the Hill equation, the EC50, the effective concentration, describes the mono-
mer concentration needed to reach 50% of the maximal detectable activity YMAX
[64, 71]. YMIN is the activity observed without addition of the transporters. The Hill
coefficient n describes the number of monomers needed to observe activity as long
as the active suprastructure is unstable [72–74]. With stable supramolecules as
active structures, n ¼ 1 is observed because the Hill equation is not applicable in
this form. Instead of the irrelevant monomer concentration cM, the concentration of
the dominant supramolecule cS has to be inserted, with the result being necessarily
n ¼ 1. Interpretation of the frequently found n < 1 in terms of stoichiometry or
stability of the active suprastructure is obviously nonsense. This situation is caused
by the emergence of an inactivation mechanism at high monomer concentration.
Usually, n < 1 indicates that the molecular or supramolecular transport system
starts to precipitate at high concentrations before reaching the bilayer membrane.
This behavior often coincides with YMAX < 1, indicating that not all vesicles can be
reached by the transport system, i.e., irreversible partitioning due to excessive
lipophilicity.
Hill analysis revealed that the rationally designed halogen-bonding transporter
19 is quite inactive (Fig. 5d open triangles). An EC50 ~ 1 mM is high under
the conditions used in the HPTS assay (Fig. 3). Replacement of the iodines in
halogen-bonding transporter 19 by fluorines in “anion-π” transporter 20 caused,
according to an EC50 ¼ 25 μM, a 40-fold increase in activity (Fig. 3). Detectability
of anion binding by halogen-bonding transporter 19 but not by anion-π transporter
20 in solution (see Sect. 2.3) suggested that anion recognition by halogen bonds in
transporter 19 is too strong rather than too weak for transport. The dependence of
transport activity on binding follows the “Goldilocks principle” because insufficient
binding and insufficient release are both inhibitory [75].
This interpretation suggested that weakening of the halogen bonds in transporter
19 would increase activity. Replacement of the fluorines in transporter 19 by
hydrogens in transporter 21 reduces the electron deficiency of the iodines and
thus the magnitude of their σ hole [76]. This weakening of the halogen-bond donors
in transporter 21 restored transport activity of the system. The most convincing
dose response curve of the series gave an EC50 ¼ 32 μM and a YMAX ¼ 1.0 (Fig. 5,
filled squares). This corresponds to a 31-fold increase in activity compared to the
overachieving calixarene 19.
The characteristics of the regioisomer 22 were most interesting. The loss of
focus at the maintained strength of the halogen bonds resulted in a significant
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increase in activity to an EC50 ¼ 68 μM (Fig. 3). However, inspection of the dose
response curve reveals a low YMAX, suggesting that the para isomer presumably
starts precipitating at higher concentrations. Moreover, a Hill coefficient of n ¼ 1.9
was found, whereas all other macrocyclic transporters were consistent with
monomeric active structures. Importantly, this Hill coefficient n ¼ 1.9 does not
correspond to the 2:1 stoichiometry found in the Job plot. The Job plot indicates that
the para isomer 22 can bind two chloride anions in solution (acetone). The Hill
coefficient n ¼ 1.9 indicates that an unstable dimer of para isomer 22 accounts
for anion transport across the bilayer membranes. Both complexes, 1:2 in solution
and 2:1 in the membrane, are a direct consequence of the lack of focus of the
halogen-bond donors in calixarene 22.
In summary, the rational design of anion binding at the focal point of four strong
halogen-bond donors in cyclic oligomers 19 provides anion transporters with poor
activity. Increasing transport activity with weaker halogen bonds in 21 or less
focused halogen bonds in 22 implies that the poor activity of 19 originates from
too strong anion binding (i.e., poor dissociation) rather than too weak anion binding
(i.e., poor association). A more dramatic way to reduce the strength of halogen
bonding in anion transporters will be described in Sect. 3 on monomers. Before that,
computational insights on anion binding by cyclic oligomers will be briefly
summarized.
2.5 Computational Simulations
Computational simulations of anion transporters 19–21 revealed a delightfully
complex situation (Fig. 6). The general trends were in full agreement with
experimental results. Density functional theory (DFT) modeling afforded the
highest binding energy of 70.9 kcal mol1 for the TMACl complex of the
overachiever 19. Binding energies dropped to 58.3 kcal mol1 with the anion-π
interactions in transporter 20 and to 59.7 kcal mol1 with the weakened halogen
bonds in transporter 21. These results provided support for the interpretation that
the transport activity of calixarene 19 is poor because anion binding is too strong.
On the structural level, however, the DFT models of the TMACl complexes were
less ordered than expected. In the overachieving complex 19, only two out of the
four focused halogen bonds contribute to anion binding (Fig. 6a). The other two
iodines turn away from the anion, probably because of steric hindrance, with their
electron-deficient σ holes [76] nicely visible as blue circles on top of the two atoms.
The same is found for anion-π interactions in complex 20. Only one of the π-acidic
phenyls binds the chloride at the center (Fig. 6b). Two show more peripheral
contacts; the fourth ring is far from the anion.
The most interesting structure is found for the most active halogen-bonding
transporter 21. Two vicinal iodophenyls participate in halogen bonding with the
correct linear geometry. The other two iodines are turned away from the anion and
reveal the presence of a significant σ hole although the iodine is not particularly
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electron deficient. The iodine closer to the anion receives electron density through a
non-classical lateral contact with the anion. Most interesting is the contact of the
anion with the surface of one phenyl ring. The red aromatic surface demonstrates
that some of the negative charge of the anion is transferred. This is remarkable
because this phenyl ring is π-basic and thus intrinsically repulsive for anions.
Transporter 21 thus provides another example that anion-π interactions with
π-basic aromatics are possible, presumably due to the polarizability of the aromatic
system.
3 Monomers
3.1 Concept
Halogen bonds are particularly promising for anion transport across lipid bilayer
membranes because they are strong and directional like hydrogen bonds, but
halogen-bond donors are intrinsically more hydrophobic than hydrogen-bond
a c
b
Fig. 6 Electrostatic potential surfaces of DFT-minimized TMACl complexes of transporters 19,
20, and 21 in top view and 21 also in side view (blue positive, red negative). Adapted with
permission from [31]. Copyright 2011 Wiley
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donors. Results with rationally designed halogen-bonding arrays in cyclic
oligomers 19 suggest that preorganized anion recognition by multiple strong
halogen bond donors is already too good for efficient transport (Fig. 3). One
solution to achieve anion transport is to weaken the strength of the halogen-bond
donors in cyclic oligomers 21 and 22. Another, more dramatic solution to weaken
halogen bonding is to remove the entire calixarene in 19 and use monomeric
halogen-bond donors instead. To elaborate on this idea, a fairly large collection
of small, commercially available molecules including 27–41 was tested for
transport activity in fluorogenic vesicles (Fig. 7). The results were both surprising
and quite remarkable [32].
3.2 Ion Transport in Vesicles
The ability of small, monomeric halogen-bond donors and controls 27–41 to
transport anions across lipid bilayer membranes was tested first with the HPTS
and the CF assay as described in Sect. 2.4 (Fig. 7) [32]. With an EC50 ¼ 260 μM,
pentafluoroiodobenzene 27 was four times more active than the rationally designed
cyclic array of the same perfluorinated iodophenyls in the cyclic oligomer 19. This
quite remarkable finding confirmed that the activity of calixarene 19 is poor
because anion binding is too strong and, most importantly, that halogen bonds are
ideal to transport anions across lipid bilayers. All controls were in agreement
that the activity of pentafluoroiodobenzene 27 originates from halogen bonding.
Weakening of halogen bonds in 28 and 29 reduced activity. The anion-π
and cation-π controls 30 and 31 were inactive. Phenol as a minimalist
Fig. 7 Monomeric halogen-bond donors and controls used to study transport with halogen bonds
in combination with cation-π and anion-π interactions. Electron-rich regions are in red, electron-
poor ones in blue, EC50 and n refer to transport activity in the HPTS assay
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hydrogen-bonding homolog was also inactive. Divalent halogen-bond donors 32
and 33 were most active. Particularly the high activity of the para diiodobenzene
33, equipped with two halogen-bond donors that can never bind to the same anion,
supported the existence of higher-order active structures.
Highest activities were found in the alkyl rather than in the aryl series. With an
EC50 ¼ 3.1 μM, perfluoroiodohexane 34 was the most active halogen-bonding
transporter observed so far. Controls 35 and 36 with weakened and absent halogen
bonds confirmed that halogen bonds account for the high activity of 34. Homologs
such as 37 with longer perfluoroalkyl tails were inactive. This result confirmed that,
with longer chains, self-assembly and eventual precipitation dominate over the
partitioning into the lipid bilayers. With shorter tails, activities decreased gradually
from the perfect perfluoroiodohexane 34 with EC50 ¼ 3.1 μM over perfluoroio-
dobutane 38 with EC50 ¼ 22 μM to perfluoroiodopropane 39 with still respectable
EC50 ¼ 85 μM. The branched iso-propane 40 was, with an EC50 ¼ 30 μM, about
three times more active than the linear isomer 39. High Hill coefficients up to
n ¼ 4.7 for perfluoroiodobutane 38 and decreasing activity with decreasing tail
length suggested that for transport, at least five halogen-bond donors bind around
one anion and thus encapsulate the hydrophilic anion within a lipophilic shell (see
Sects. 3.5 and 3.6). The branched tails in 40 are presumably better suited to shield
the anion from the hydrophobic environment of the membrane than the linear tails
in isomer 39.
Transport activity was still detectable for trifluoroiodomethane 41. This finding
was remarkable because trifluoroiodomethane 41 is by definition the smallest
possible organic anion transporter, composed of one carbon atom and five atoms
in total. With a boiling point of 22C, the gas was bubbled through a suspension
of fluorogenic vesicles to turn on transport. Considering the peculiar experimental
conditions, the found EC50 ¼ 1.5 mM could be considered as a likely underesti-
mate. In any case, although very weak, the anion transport mediated by trifluor-
oiodomethane 41 was clearly detectable in the HPTS assay. This perfect “atom
efficiency” with the smallest possible organic anion transporter provides a marvel-
ous illustration of the power of halogen bonds to transport anions across lipid
bilayer membranes. Methanol as a hydrogen-bonding homolog is inactive.
Iodide and bromide transporters composed of even less atoms than trifluoroio-
domethane are molecular iodine and also bromine [77, 78]. Although contributions
from halogen bonds to this process are likely, the situation is mole complex and
presumably dominated by covalent bonds in I3
 and the like. However, without
carbon atoms, iodine and bromine are not organic transporters, and, in contrast to
the gaseous trifluoroiodomethane (boiling point 22C), they are liquids (bromine:
boiling point 59C) or even solids (iodine, melting point 114C [79]).
Weaker halogen bonds, as in pentafluorobromobenzene 28, gave very poor
activity. Inhalational general anesthetics such as halothane, i.e., 2-bromo-2-
chloro-1,1,1-trifluoroethane, did not act as anion transporters. This is consistent
with the fact that the bromine in halothane is not essential.
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3.3 Ion Selectivity
Transport activity in the HPTS assay originates either from anion transport, cation
transport, or non-specific leakage through larger defects (Fig. 5a). Occurrence of
the latter could be excluded by inactivity in the CF assay (Fig. 5b). Discrimination
between anion and cation transport is of course vital for the characterization of
synthetic transport systems that operate with halogen bonds. Namely, operational
halogen bonds require anion selectivity, and the selective transport of cations would
exclude significant contributions from halogen bonds.
In the HPTS assay the selectivity of ion transport is determined by external ion
exchange (Fig. 8) [64]. To determine the influence of cations on transport, the
original sodium cations are replaced by lithium, potassium, rubidium, and cesium
cations, and changes in activity are recorded (Fig. 8a). In so-called cation selectivity
topologies, these changes are plotted as a function of the hydration energy of the
cations [64, 80–83]. For the diiodobenzene 32, transport activities in the HPTS
assay did not change much in response to external cation exchange (Fig. 8c). This
result suggested that cations are presumably not involved in transport.
The influence of anions on the transport activity of diiodobenzene 32 was
determined by external anion exchange (Fig. 8b). In sharp contrast to the
a b
dc
Fig. 8 (a) In the HPTS assay, dependence of transport activity on external cation exchange
reveals cation selectivity. (b) The complementary dependence of transport activity on external
anion exchange reveals anion selectivity. (c) Independence of the transport activity on the
hydration energy ΔGhyd of external cations indicates that transporter 32 is not a cation transporter
(100 mM MCl, inside 100 mM NaCl). (d) An anti-Hofmeister selectivity topology indicates that
32 is an anion transporter and that anion binding to the transporter overcompensates the cost
of anion dehydration (100 mM NaX, inside 100 mM NaCl). Adapted from [32] with permission,
© 2012 Nature Publishing Group
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insensitivity toward external cation exchange, external anion exchange influenced
the activity of diiodobenzene 32 significantly (Fig. 8d). Except for fluoride and
acetate, transport activities decreased with decreasing cost of anion dehydration.
Results for fluoride and acetate have to be interpreted with caution because these
comparably strong bases can temporarily bind a proton and cross the bilayer
membrane as neutral conjugate acids [84]. Anion selectivity topologies
characterized by decreasing activities with decreasing cost of dehydration are
referred to as “anti-Hofmeister” topologies [64]. In Hofmeister selectivity
topologies, activities are exclusively determined by the cost of dehydration
[64, 81]. In the complementary anti-Hofmeister topologies, the cost of dehydration
is overcompensated by anion binding to the transporter. The anti-Hofmeister
topologies found for diiodobenzene 32 and other transporters tested thus supported
the importance of anion binding to the transporters, i.e., existence and significance
of halogen bonds at work.
3.4 Conductance Experiments in Planar Bilayers
Because of the exceptional significance of the results obtained with the HPTS assay
in vesicles, the transport activity of small monomers that operate with halogen
bonds was further investigated in planar bilayer conductance experiments
[64]. These experiments use two chambers named cis and trans that are both filled
with buffer and are separated by a wall (Fig. 9a). This wall contains a tiny hole, with
a diameter in micrometers, the smaller the better, connecting the two chambers. In
this hole, the planar lipid bilayer is formed. The two chambers are then connected to
electrodes to apply a potential. In the absence of ion carriers, channels, or pores,
current cannot flow between the electrodes because the lipid bilayer membrane acts
as an insulator. With the help of ion carriers, channels, or pores, the electrolytes can
cross the hydrophobic barrier and connect the two electrodes. The resulting currents
can then be used to characterize the involved transporters.
In response to the addition of pentafluoroiodobenzene 27 to one of the two
chambers, a current started to flow across the planar lipid bilayer (Fig. 9b). This
current gradually increased until saturation was reached after about 20 min. This
behavior is characteristic for ion carriers. Conductance experiments in planar lipid
bilayers with ion channels are special because the currents flowing through single
ion channels can be detected. An example of single-channel measurements with a
synthetic ion channel composed of folate quartets is shown in Fig. 9c [85].
With time, the opening and closing of single ion channels is observed as the
instantaneous appearance and disappearance of new current levels. These opening
and closing events occur with the irregular patterns that are characteristic for the
stochastic behavior of single molecules [64, 86]. The occurrence of current
levels with different magnitudes demonstrates the co-existence of different active
structures (Fig. 9c, inset). From the single-channel conductance, the inner diameter
of the active structure can be estimated. The average lifetime of an open single
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channel reveals the kinetic stability of the active structure; the thermodynamic
stability is given by the open probability. For pentafluoroiodobenzene 27 and other
small monomeric halogen-bonding transporters tested, these characteristics of
ion channels could not be observed. This absence of single-channel currents
supports the presence of ion carriers, although it does not prove that ion channels
do not exist.
In conductance experiments, it is obviously very straightforward to determine
the dependence of the activity on the external voltage applied to the planar bilayer.
For pentafluoroiodobenzene 27 and related small monomeric halogen-bonding
transporters, this voltage dependence was not linear (Fig. 10a). In other words,
these very small ion carriers violate Ohm’s law. Such non-ohmic ion transporters
are described by (2):
Y / exp zgeV=kT
  ð2Þ
where Y is the measured activity, usually the current, e the elementary charge, k the
Boltzmann constant, T the absolute temperature, and V the applied voltage [64].
The gating charge zg is obtained from exponential curve fit. For small monomeric
halogen-bonding transporters such as 27, gating charges up to zg ¼ 0.41 were
determined. Voltage dependence is a key characteristic of biological ion channels.
It is essential for neural signal transduction and is thus optimized to much higher
gating charges with highly sophisticated gating mechanisms. Synthetic anion
a b
c
Fig. 9 (a) Standard configuration of conductance experiments in planar lipid bilayers. (b) Current
flowing across planar lipid bilayers in response to the addition of pentafluoroiodobenzene 27 to the
cis chamber and the application of a voltage of V ¼ 50 mV (2 M KCl cis and trans). Adapted
from [32] with permission, © 2012 Nature Publishing Group. (c) Characteristic single-channel
currents measured for synthetic transport systems composed of folate quartets. Reproduced with
permission from [85]. Copyright 2006 American Chemical Society
Anion Transport with Halogen Bonds 221
nick.walker@newcastle.ac.uk
channels with much higher gating charges have been reported as well [87].
However, gating charges up to zg ¼ 0.41 are significant values for ion carriers
[88, 89]. They imply that association and dissociation at the membrane surface is
fast compared to translocation, and that ion selectivity is very high. In this situation,
high gating charges originate from the direct acceleration of the translocation of the
loaded carrier across the membrane; that is true current rectification.
The implication that non-ohmic minimalist halogen-bonding transporters
such as 27 operate with high anion selectivity was confirmed quantitatively. Ion
selectivity experiments in the HPTS assay give quantitative results for anion or
cation selectivity topologies but only qualitative insights for the selectivity between
anions and cations (see Sect. 3.3). To measure the selectivity between anions and
cations quantitatively, conductance experiments in planar bilayers are perfect. An
excess electrolyte, e.g., KCl, is added in one of the two chambers to generate a
current also without the application of voltage (cis in Fig. 10b) [64]. The sign of
this “zero current” already shows if anions or cations are transported across the
membrane. The negative zero current found for pentafluoroiodobenzene 27
demonstrated that anions are transported, i.e., it confirms the results from the
HPTS assay and thus the existence of operational halogen bonds (Fig. 10c, filled
circles). To quantify anion selectivity in conductance experiments, the voltage
needed to stop the zero current from flowing is determined. The measured reversal
potential Vr is then inserted into the Goldman–Hodgkin–Katz (GHK) voltage
equation (3):
PA=PMþ ¼ aMcis aMtrans exp VrF=RTð Þ½ = aAcis exp VrF=RTð Þ  aAtrans½ 
ð3Þ
a b c
Fig. 10 Voltage dependence and ion selectivity of monomeric halogen-bonding transporters in
planar bilayer conductance experiments. (a) Dependence of the current on the applied voltage
V after the addition of pentafluoroiodobenzene 27 to the cis chamber (2 M KCl cis and trans). (b)
Configuration of conductance experiments in planar lipid bilayers to determine anion/cation
selectivity. (c) I–V profile for 27 with 2 M KCl cis and trans (open circles) or 2 M KCl cis and
0.25 M KCl in trans ( filled circles). Adapted from [32] with permission, © 2012 Nature
Publishing Group
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In this equation, aMcis and aMtrans are the cation activity in cis and trans
chambers, aAcis and aAtrans the anion activity in cis and trans, R the gas constant,
T the absolute temperature, and F the Faraday constant [64, 88]. For minimalist
halogen-bonding transporters including 27, anion/cation permeability ratios up to
PA=PMþ ¼ 37 have been determined. These are exceptional values. They
demonstrate that halogen-bonding transporters operate by a clean anion antiport
mechanism. High anion/cation selectivity is not unusual for ion carriers [90],
whereas the combination of selectivity with speed is one of the central challenges
with ion channels. Biological anion channels operate with PA=PMþ  5 [91].
3.5 Phase Behavior and Co-transporters
The characterization of synthetic transport systems in lipid bilayer membranes can
be an endless story. A fine balance between depth and breadth is often critical to
develop a meaningful study. More interesting systems will naturally call for more
experiments. For minimalist halogen-bonding transporters, the dependence of
activity on membrane phase behavior and co-transporters nicely illustrates what
else can be done and learned (Fig. 11).
The temperature dependence of ion transport in EYPC LUVs vesicles is usually
not very interesting because these membranes exist in the same liquid-disordered
a c
b d
Fig. 11 (a) Upon heating, DPPC membranes change from the solid-ordered (So) phase to the
ripple phase around 34C and to the liquid-disordered (Ld) phase at 41C. (b) Dependence of the
EC50 of nonafluoro-1-iodobutane 38 in DPPC-LUVs  HPTS as a function of temperature.
(c) Addition of the cation-carrier valinomycin V can clarify transport mechanisms in the HPTS
assay. (d) Dependence of the EC50 of perfluoroiodohexane 34 in EYPC-LUVs  HPTS on the
concentration c of valinomycin. Adapted from [32] with permission, © 2012 Nature Publishing
Group
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(Ld) phase at all easily accessible temperatures. The temperature dependence of
ion transport in DPPC (dipalmitoyl phosphatidylcholine) vesicles is much more
interesting because DPPC membranes exist in different phases at different
temperatures (Fig. 11a). Above their main transition at 41C, DPPC membranes
exist like EYPCmembranes in the liquid-crystalline Ld phase [92, 93]. Below 41
C,
DPPC membranes first cool into a so-called ripple phase and then into the
crystalline solid-ordered (So) phase. Decreasing activity with decreasing membrane
fluidity was found for the halogen-bonding transporter 38 (Fig. 11b). This phase
dependence is often considered to support a carrier mechanism because ion carriers
should move easier through Ld membranes, whereas ion channels should be
stabilized in So membranes [64]. In most cases this interpretation is incorrect.
Low activities in So membranes usually originate from hindered partitioning
and are observed for both carriers and channels [94]. However, for minimalist
halogen-bonding transporters, evidence is increasing that they really act as carriers,
including the absence of single-channel currents in planar bilayers. The observed
temperature dependence in DPPC membranes certainly does not argue against this
conclusion (see Sect. 3.4, Fig. 9b). The ripple phase was also detectable as a distinct
shoulder in the temperature profile of the transporter 38 (Fig. 11b). Both
pretransition and main phase transition of DPPC can be identified as sharp changes
in activity. In the Ld phase of DPPC above 45
C, transport activity was roughly
independent of temperature.
Further insights on the transport process can be obtained from additives. This is
particularly true for co-transporters. For example, the presence of selective proton
transport can be identified in the HPTS assay only with the addition of valinomycin,
a selective potassium transporter [6] (Fig. 11d). Selective proton transport in one
direction can then be compensated by selective potassium transport in the other,
leading to accelerated dissipation of the pH gradient monitored in the HPTS assay.
In this situation, a huge increase in activity is observed in the presence of
valinomycin [6]. The activity of minimalist halogen-bonding transporters in
EYPC vesicles was independent of the presence of valinomycin (Fig. 11d). This
result supported the suggestion that halogen-bonding transporters operate with a
clean and efficient anion antiport, i.e., cations are not involved in the process,
and facilitated cation transport is insufficiently effective to turn on additional
anion–cation symport. This conclusion was consistent with all results on ion
selectivity, including very high anion/cation permeability ratios in conductance
experiments (see Sects. 3.3 and 3.4), and with poor activity in anionic vesicles.
3.6 Computational Simulations
The main origin of halogen bonds has been attributed the σ hole that appears on
top of electron deficient halogen atoms [76]. The textbook example is the iodine
atom in trifluoroiodomethane 41, the smallest possible organic halogen-bond donor
that, with this work [32], is also the smallest organic anion transporter that exists
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(Figs. 7 and 12a). The highly localized electron deficient area functions as halogen-
bond donor that can interact strongly and directionally with electron-rich centers
such as lone pairs of carbonyls, nitrogens, or, naturally, anions. The size of the
σ hole determines the strength of the halogen bond. They are strongest with the
most electron-deficient iodines in perfluorinated arenes or alkanes. Iodines in
unfluorinated arenes, as in the hormone tyroxine or transporter 21 (Fig. 6c), or
bromines and chlorines in perfluorinated arenes or alkanes, have smaller σ holes
and thus form weaker halogen bonds.
To explain how simple perfluoroiodoalkanes can transport anions across lipid
bilayers, several σ holes were docked onto an anion (Fig. 12b). In the most stable
complex, the iodines form an almost perfect octahedron around the anion. With the
characteristic angle of 180 between the halogen bond and the iodine-carbon bond,
the perfluoroalkyl chains extend this quasi-octahedral geometry to encapsulate the
anion with a hydrophobic shell. DFT calculations in the “membrane-mimetic”
gas phase [25] gave increasingly stable complexes with an increasing number of
transporters bound around the anion. Six halogen-bonded ligands 38 placed around
one chloride gave a binding energy of 376.9 kJ mol1. Only five ligands 38 could
be placed around one hydroxide because position six in the octahedron around the
oxygen is occupied by the hydrogen atom (Fig. 12c). This stoichiometry of the
active structure was in good agreement with Hill coefficients up to n ¼ 4.7 found
for perfluoro-1-iodobutane 38. An active structure with five to six minimalist
halogen-bonding transporters wrapping around the anions provides also good
arguments to explain why transport activities in the alkyl series decrease with
decreasing length and why branched alkyls are better than linear ones (Fig. 7).
s hole
OH-I
F
F
F
F
F F
FF
F
a
b c
Fig. 12 DFT optimized structures of halogen-bonded transport systems. (a–c) Electrostatic
potential surfaces of (a) CF3I 41 and DFT optimized structures of halogen-bonded transport
systems composed of (b) six perfluoro-1-iodobutanes 38 surrounding a chloride and (c) five
transporters 38 surrounding a hydroxide anion (blue positive, red negative). Adapted from [32]
with permission, © 2012 Nature Publishing Group
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The substitution of the five to six halogen-bond donors around the anions with
the same number of water molecules reduced the binding energies. This result was
consistent with the observed anti-Hofmeister selectivity topology (Fig. 8d). Weaker
halogen bonds generated by the substitution of iodine by bromine as in pentafluoro-
bromobenzene 28 or by arene defluorination as in iodobenzene 29 were correctly
reflected by reduced stability of the respective quasi-octahedral active structures.
This result confirmed insufficient halogen bonding as the origin of the poor activity
of these control molecules (Fig. 7), and thus provided corroborative support that
halogen bonds account for the observed anion transport activity.
3.7 Crystal Structures
A crystal structure of transporter 38 was obtained together with KCl and
18-crown-6 (Fig. 13). Two perfluoroiodobutane donors bind to the same chloride
anion. The Cl–I distances of 3.0 Å and the Cl–I–C angles of 177.5 revealed
beautiful halogen bonds that fulfill all structural prerequisites to perfection. In the
ternary co-crystal, the binding sites for the other four halogen bond donors observed
in molecular models (Fig. 12b) are occupied by the potassium counterion, bound
within 18-crown-6 ligands. Although the dynamic situation during anion transport
across lipid bilayers is not comparable with structures in the solid state, direct
Fig. 13 Part of the crystal structure of the complex of two nonafluoro-1-iodobutanes 38 bound to
chloride with potassium in 18-crown-6 as counterion. Hydrogen atoms are omitted for clarity,
carbons are gray, oxygens red, fluorines light green, chlorines green, potassiums violet, and
iodines purple. Adapted from [32] with permission, © 2012 Nature Publishing Group
226 A. Vargas Jentzsch and S. Matile
nick.walker@newcastle.ac.uk
evidence for halogen bonds between anion and transporter further supported
the idea that the same interactions also account for function. Moreover, the
halogen-bonded structure found in the solid state was fully compatible with the
active structure obtained by molecular modeling (Fig. 12b).
4 Linear Oligomers
4.1 Concept
Anion transport with monomeric halogen-bond donors as well as with cyclic
oligomers revealed the unique power of halogen bonds to perform this task.
Namely, directional and strong like hydrogen bonds, halogen-bond donors are
intrinsically more hydrophobic. However, the activities found to support this bold
claim were not that convincing. The smallest possible organic transporter was
discovered, yes, but the EC50 ¼ 1.5 mM for trifluoroiodomethane 41 is very
weak (Fig. 7). The rationally designed cyclic oligomer 19 was, with an
EC50 ¼ 1.0 mM, not much better (Fig. 3). The best activities with cyclic oligomers
were found with weakened halogen bonds (EC50 ¼ 32 μM for 21), and activities
obtained with anion-π interactions in cyclic oligomers remained superior compared
to halogen bonds (EC50 ¼ 25 μM for 20, Fig. 3). The best activities observed with
halogen-bond donors were obtained with minimalist monomers in the alkyl series
at intermediate length (EC50 ¼ 3.1 μM for perfluoro-1-iodohexane 34, Fig. 7).
Maximal performance at intermediate length reveals that activity depends on a
subtle balance between increasing anion encapsulation by up to six transporters
(Fig. 12b, n ¼ 3.3) and decreasing miscibility with longer perfluorinated tails.
In the aryl series, the best activities were obtained with the divalent tetrafluoro-
1,4-diiodobenzene 33 (EC50 ¼ 26 μM, Fig. 7). As the two halogen-bond donors
in transporter 33 cannot bind to the same anion, this high activity implies the
occurrence of a more complex anion transport mechanism.
To confirm the high expectations concerning anion transport with halogen bonds
in reality, the cyclic overperformers 19 (Fig. 3) were formally unrolled into linear
oligomers of increasing length, i.e., dimer 42, tetramer 43, hexamer 44, and octamer
45 (Fig. 14). Rigid-rod p-oligophenyls were selected as a classical scaffold to create
transport systems that can span a lipid bilayer membrane. p-Oligophenyl rods were
introduced in 1997 [95] and used later on to build potassium transporters 6 with
transmembrane cation-π slides [5], proton transporters 7 with transmembrane
hydrogen-bonded chains (Fig. 1) [6], artificial β-barrels [96, 97], and π-stack
architectures [13, 30]. The formal unrolling of cyclic into linear oligomers has
been successfully applied before for cation-π transporters 4–6 (Fig. 1) [3–5]. With
anion-π transporters, the full evolution from monomers 15 to cyclic oligomers 17
and linear oligomers 18 has been accomplished (Fig. 2) [25–27]. Linear oligomers
that can span the membrane are top candidates to achieve high activity because they
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are expected to operate by a different transport mechanism, i.e., a cooperative
multiion hopping that is essential to combine selectivity and speed in synthetic
and biological ion channels.
The downside with linear oligomers is that they are usually only accessible after
quite significant synthetic efforts. The use of rigid-rod p-oligophenyls as privileged
scaffolds was also attractive because their synthesis is very well developed [95, 96].
For cooperative anion hopping along transmembrane cascades of halogen-bond
donors, p-octiphenyl 45 was envisioned. In 45, strong perfluoroiodophenyl
halogen-bond donors are attached along the membrane-spanning scaffold. To
complete the series, the shorter homologs 42–44 were needed. As additional
controls, the oligomer series 46–49 with anion-π donors in place of halogen-bond
donors in 42–45 were prepared as well. As in the cyclic series with the less active
halogen-bonding transporter 19 and more active anion-π transporter 20 (Fig. 3),
access to halogen-bonding oligomers 42–45 and anion-π oligomers 46–49 was
Fig. 14 Linear oligomers made to study transport with halogen bonds (42–45) in comparison to
anion-π interactions (46–49). Electron-rich regions are in red, electron-poor ones in blue, EC50 and
n refer to transport activity in the HPTS assay
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interesting to compare directly the two unorthodox interactions in the context of
multiion hopping across lipid bilayers (Fig. 14). In the following, the synthesis of
the rationally designed halogen-bonding channel 45 is briefly summarized. All
other compounds were made analogously.
4.2 Synthesis
The p-oligophenyl scaffolds for transporters 42–49 were prepared following the
original procedure developed in 1997 [95] (Scheme 2). Namely, the commercially
Fast Blue Salt B 50 was readily iodinated with KI and partially deiodinated with
n-butyl lithium. The monoiodinated biphenyls 51 were either converted into the
boronic acids 52 or subjected to oxidative coupling with CuCl2 to give the
p-quaterphenyl 53 in 64% yield. Most critical is the regioselective diiodination of
both termini in p-quaterphenyl 54, achieved as on the dimer level with the bulky but
highly flammable tert-butyl lithium. As with the biphenyls, monoiodinated side
products and unreacted starting material could be recycled. Suzuki coupling of the
diiodotetramer 54 with the biphenyl boronic acids 52 gave the p-octiphenyl 55 in
good 66% yield.
Scheme 2 Synthesis of halogen-bonding ion channel 45. (a) 1. KI, 70%, 2. n-BuLi, 67%.
(b) 1. n-BuLi, 2. B(O-i-Pr)3, 3. HCl, 75%. (c) 1. n-BuLi, 2. CuCl2, 64%. (d) 1. t-BuLi, 2. I2,
29%. (e) Pd(PPh3)4, Na2CO3, 66%. (f) BBr3. (g) Cs2CO3, 62% (2 steps). (h) TFA. (i) DIPEA,
Na2SO4, DMF, μW, 170C, 15 min, 40%
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On the octamer level, the methyl groups in 55 were removed with BBr3. The
resulting polyphenol 56 was subjected to Williamson ether synthesis with the
activated bromoacetate tert-butyl ester 57. This reaction works particularly
well in DMF that is saturated with Cs2CO3. Essential for success is the use of the
tert-butyl ester 57. The same reaction with the corresponding methyl ester
gave completely insoluble material [98]. The dramatic difference between the
octa-tert-butyl ester 58 and the complementary octamethyl ester – the latter totally
intractable, the former a pleasure to work with – nicely illustrates the power of
solubilizing groups in organic synthesis [99].
To introduce the halogen-bond donors along the rigid-rod scaffold, the tert-butyl
solubilizers were removed with TFA. The resulting octaacid 59 did not react well
enough with the activated benzyl chloride 25 that was used to prepare the cyclic
oligomers (Scheme 1). The benzyl chloride 25 was thus activated first by
Finkelstein substitution with NaBr. Anhydrous microwave conditions for 15 min
at 170C were best to react the obtained benzyl bromide 60 with the eight
acids along the scaffold of rigid rod 59. The final transporter 45 was obtained in
40% yield.
4.3 Ion Transport in Vesicles
The transport activity of the linear oligomers 42–49 was determined with the HPTS
assay as described in Sect. 2.4 (Fig. 5a). Inactivity in the CF assay excluded the
occurrence of non-specific leakage for the reasons described in Sect. 2.4 (Fig. 5b).
Insensitivity to external cation exchange in the HPTS assay demonstrated that
octamer 45 is an anion transporter (Figs. 5a and 15c). A somewhat erratic anion
selectivity topology demonstrated that selective anion binding to the transporter
overcompensates for dehydration costs and dominates transport (Figs. 5c and 15d).
If we exclude the basic fluoride as unreliable, decreasing activities with decreasing
dehydration penalty, i.e., anti-Hofmeister behavior, can be seen in the halide
series. This interpretation supports the notion that anion binding overcompensates
dehydration costs. Most interesting and so far not understood is the high nitrate
selectivity of octamer 45 (Fig. 5c). It could imply contributions from anion-π
interactions to anion selectivity in the active anion channel architecture [25, 26].
The activity of linear oligomers increased with their length. For halogen-
bonding oligomers, significant nanomolar activity of EC50 ¼ 110 nM was found
for octamer 45 (Fig. 14). The dependence of activity on oligomer repeatsN followed
(4) [33] (Fig. 15a, b, filled circles):
EC50 / Nm ð4Þ
The resulting cooperativity coefficient m ¼ 3.37 found for halogen-bonding
transporters 42–45 was unusually high. For standard contributions from
multivalency with oligomers and polymers, 1 < m < 2 would be expected [100].
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The complementary anion-π transporters 46–49, clearly less active, still gave a
cooperativity coefficient m ¼ 2.13 (Fig. 15a, b, open circles). The exceptionally
high activity and cooperativity with halogen-bonding cascades in 44 and 45
provided quantitative evidence for the occurrence of transmembrane multianion
hopping. As a result, octamer 45 with an EC50 ¼ 110 nM is 2,364-times (!) more
active than monomer 27 with an EC50 ¼ 260 μM. Transporters operating with
anion-π interactions are not competitive with halogen-bonding transporters in this
context. This inferiority originates presumably from the poor π-acidity of the
pentafluorophenyl modules used. This interpretation is also supported by the
inactivity of monomeric hexafluorobenzene 30, which contrasts nicely with
the EC50 ¼ 260 μM measured for the halogen-bonding pentafluoroiodobenzene
27 (Fig. 7). Increasing quadrupole moments from the Qzz ¼ +9.5 B (Buckinghams)
for hexafluorobenzene 30 to Qzz ¼ +19 B with naphthalenediimides gives linear
oligomers 18 with excellent activity [27], and a further increase to Qzz ¼ +39 B
with core-substituted naphthalenediimides gives monomeric transporter 15 with an
exceptional EC50 ¼ 300 nM (Fig. 2) [25].
a b
c d
Fig. 15 (a) Transport activity EC50 as a function of the oligomer repeats in halogen-bonding
transporters 42–45 ( filled circles) and anion-π transporters 46–49 (open circles) with curve fit to
(4). (b) Same with logarithmic scale. (c) Independence of the transport activity on the hydration
energy ΔGhyd of external cations indicates that octamer 45 does not transport cations.
(d) Dependence of the transport activity on the hydration energy ΔGhyd of external anions
indicates that 45 transports anions. Adapted with permission from [33]. Copyright 2013 American
Chemical Society
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4.4 Structural Studies in Vesicles
The determination of active structures of synthetic transporters in lipid bilayers is
challenging for many reasons [101]. They often exist only as minority components
at high dilution and are thus undetectable by normal methods. An exceptionally
powerful method for structure determination under relevant conditions is
fluorescence depth quenching [6, 102–107]. Oligophenyl rods are privileged
scaffolds not only because they provide a unique platform for the construction of
transmembrane architectures but also because they can be seen by fluorescence
depth quenching [6, 105–107]. For depth quenching, lipid bilayers are labeled with
lipids that contain DOXYL quenchers at defined positions in their hydrophobic
tails. Most common are 12-DOXYL-PC 61 and 5-DOXYL-PC 62 (Fig. 16).
For fluorescent rods, depth quenching rules with these two probes are the
following: 12-DOXYL > 5-DOXYL quenching efficiencies indicate that the
fluorescent rod is closer to position 12 than to position 5 in the bilayer. This finding
directly implies that, first, the fluorescent rod adapts a “horizontal” orientation
parallel to the membrane plane and, second, it resides at the center of the membrane
between the two leaflets. Complementary to this central rod location with
Fig. 16 Fluorescence depth quenching results for fluorescent rods 7 and 63–67. Quenching by
12-DOXYL-PC 61 and 5-DOXYL-PC 62 is indicated as high or low, 12-DOXYL > 5-DOXYL
indicates central, 12-DOXYL < 5-DOXYL interfacial and 12-DOXYL ¼ 5-DOXYL transmem-
brane rod orientation
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12-DOXYL > 5-DOXYL is the interfacial location with 12-DOXYL <
5-DOXYL. The only explanation for this selective quenching efficiency implies
that rods are lying flat at the surface of the bilayer. Transmembrane orientation of
fluorescent rods is demonstrated with 12-DOXYL ¼ 5-DOXYL, the independence
of the quenching efficiency on the location of the quencher.
The orientation of oligophenyl rods in lipid bilayers has been studied in the
greatest detail. p-Octiphenyls were most attractive because their length of 34 Å
roughly matches the thickness of the hydrophobic core of standard lipid bilayers.
Hydrophobically matching [106] p-octiphenyls reliably adapt transmembrane
orientation. This preference is independent of the substituents placed along the
scaffold and at both termini. Examples include not only small HBCs as in 7, 63, and
64 (Fig. 16) [105] but also the giant artificial β-barrel pore 68 exposed to blockage
by DNA duplex 69 (Fig. 17) [107]. Since the artificial β-barrel 68 was constructed
based on the same p-octiphenyl scaffold used in HBC 7 or halogen-bonding
transporter 45, fluorescence depth quenching could be used to clarify the
mechanism of pore blockage. As for HBC 7, comparison of efficiencies by
12-DOXYL-PC 61 and 5-DOXYL-PC 62 confirmed that the β-barrel pore 68
exists in transmembrane orientation. Addition of the blocker 69 caused rapid
disappearance of transport activity in single-channel conductance experiments,
whereas fluorescence quenching remained unchanged. This demonstrated that
the duplex 69 enters into intact transmembrane pores 68, the formation of the
transmembrane inclusion complex 70.
Whereas the transmembrane orientation of hydrophobically matching
p-octiphenyl rods was general, the positioning of mismatched rods in lipid bilayers
was determined by the nature of the substituents along their scaffolds [105]. The
original, truncated p-sexiphenyl HBC 65 showed weak quenching with the central
quencher 61 and is thus localized flat at the surface of the membrane (Fig. 16) [6].
Hydrophobic tails added after the HBC in p-sexiphenyl 66 produced weak
quenching with the interfacial quencher 62 and thus caused “horizontal” rod
Fig. 17 Rapid inactivation but unchanged fluorescence depth quenching upon addition of DNA
duplex 69 to the artificial β-barrel pore 68 demonstrates the formation of the transmembrane
inclusion complex 70
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accumulation in the middle of the membrane [105]. However, hydrophobic chains
inserted between p-sexiphenyl scaffold and HBC in 67 gave independence of
quenching efficiency on quencher location, i.e., transmembrane p-sexiphenyls
despite a hydrophobic mismatch. This result suggested that, with the additional
spacers, the terminal diols can reach out toward the interfacial region, a more polar
region rich in electron-rich hydrogen-bond acceptors, and thereby anchor the rod
in a membrane-spanning orientation. Equipped with similarly long sidechains
with halogen-bond donors or π-acids, such anchoring could also occur with
p-sexiphenyls 44 and 48, enforce transmembrane orientation of the mismatched
scaffold, and thus account for their high activity (Fig. 14).
The consistently transmembrane orientation of hydrophobically matching
p-octiphenyl scaffolds seen by fluorescent depth quenching suggests that at least
transporter 45 offers a transmembrane array of halogen-bond donors. Most likely,
the transmembrane rods assemble into bundles 71 to hide the superhydrophobic
halogen-bond donors from the surrounding the membrane (Fig. 18). Hill coeffi-
cients n ¼ 0.8 suggest that these bundles are thermodynamically very stable
[74]. Insights from earlier structural studies further support the existence of an
active suprastructure 71 that is composed of bundles of transmembrane rigid-rod
scaffolds with a central array of halogen-bond donors for the cooperative anion
Fig. 18 Schematic active structure 71 of the ion channel formed by transmembrane bundles of 45
with internal arrays of halogen-bond donors for cooperative anion hopping across the membranes
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hopping across the membrane (Fig. 17). Although single-channel currents have not
yet been reported, this active structure, immobile during anion transport, can
arguably be classified as the first synthetic ion channel that operates with halogen
bonds. The creation of this halogen-bonding channel with transmembrane rigid-rod
scaffolds confirms the general validity and practical relevance of a concept
introduced in 1997 [95].
5 Summary
The unique power of halogen bonds to transport anions across lipid bilayers has
been disclosed in a comprehensive trilogy of concise communications [31–33]. The
objective of this review was to put this breakthrough in a broader context and add
the background and explanations needed to enable and encourage readers with
more or less expertise to appreciate, enjoy, and exploit the findings. Directional and
strong but more hydrophobic than hydrogen bonds, halogen bonds are ideal
for anion transport. The activity of halogen-bond donors has been explored as
monomers [32], as oligomers in cyclic arrays that can bind around an anion [31],
and as linear oligomers that are long enough to span a lipid bilayer membrane [33].
The discovery of the smallest possible organic anion transporter perfectly
illustrates the unique power of halogen bonds to transport anions [32]. Trifluoroio-
domethane, composed of one carbon and five atoms in total, can be bubbled
through a suspension of vesicles to turn on transport (EC50 ¼ 1.5 mM). The best
monomeric halogen-bond donor, i.e., perfluoro-1-iodohexane, shows significant
activities (EC50 ¼ 3.1 μM), whereas comparably “atom-efficient” monomers that
could transport ions with anion-π interactions, hydrogen bonds, ion pairing, or
cation-π interactions are less active, and often inactive.
Because of the unique power of halogen bonds to transport anions, the rational
design of cyclic halogen-bonding arrays for preorganized multivalent anion
recognition was a failure [31]. Transport activities were disappointing because
anion binding was too good (EC50 ¼ 1.0 mM). Transport activities could be
restored by weakened halogen bonds (EC50 ¼ 32 μM), and control macrocycles
that operate with the weaker anion-π interactions were better anion transporters.
To secure experimental evidence for the unique power of halogen bonds to
transport anions, the overachieving cyclic oligomers were unrolled into linear
oligomers that can span a lipid bilayer membrane (EC50 ¼ 110 nM) [33].
This activity is 2,364-times better than that of the corresponding monomeric
halogen-bond donor monomers. Transmembrane arrays of halogen-bond donors
transported anions with the highest cooperativity coefficient ever observed in this
context (m ¼ 3.37). This finding confirmed the occurrence of cooperative multiion
hopping along halogen-bonding cascades across the membrane, which is the
successful creation of the first synthetic ion channel that works with halogen
bonds. The control channels that work with anion-π interactions were less
cooperative and less active (m ¼ 2.13, EC50 ¼ 2.9 μM).
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The significant activities obtained with the formal unrolling of overachieving
cyclic oligomers into transmembrane linear oligomers – culminating in the first
synthetic ion channel that operates with halogen bonds and unprecedented
cooperativity – were of highest importance for two other reasons: (1) the rational
design of larger architectures remains essential for the creation of significant
function and (2) synthetic efforts to make them are worthwhile.
The studies summarized in this review cover comprehensively anion transport
with halogen bonds. The results encourage the highest expectations and provide all
the information needed to develop future applications. The next big step with
transmembrane ion transport will concern pumps, i.e., active transport. Other
promising directions include separation and purification systems, sensing [12],
cellular uptake [16], and so on. With anion-π interactions, evidence for the
stabilization of anions in the ground state during transport called for the stabiliza-
tion of anionic transition states in catalysis because catalysis with anion-π
interactions has never been seen before [12]. With halogen bonds, contributions
to catalysis were discovered before transport [55]. Nevertheless, this reverse
chronology does not change the fact that the application of halogen bonds in
catalysis is of the highest importance [55–63]. The discovery of their unique
power for anion transport provides a further incentive to develop “halogen-
bonding” catalysis in the broadest sense, particularly in non-polar environments.
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Biomolecular Halogen Bonds
P. Shing Ho
Abstract Halogens are atypical elements in biology, but are common as substit-
uents in ligands, including thyroid hormones and inhibitors, which bind specifically
to proteins and nucleic acids. The short-range, stabilizing interactions of halogens –
now seen as relatively common in biology – conform generally to halogen bonds
characterized in small molecule systems and as described by the σ-hole model. The
unique properties of biomolecular halogen bonds (BXBs), particularly in their
geometric and energetic relationship to classic hydrogen bonds, make them poten-
tially powerful tools for inhibitor design and molecular engineering. This chapter
reviews the current research on BXBs, focusing on experimental studies on their
structure–energy relationships, how these studies inform the development of com-
putational methods to model BXBs, and considers how BXBs can be applied to the
rational design of more effective inhibitors against therapeutic targets and of new
biological-based materials.
Keywords Drug design Medicinal chemistry Molecular engineering Molecular
interactions  Protein-inhibitor interactions
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Abbreviations
Å Ångstrom (1010 m)
A Adenosine
Asn Asparagine
Asp Aspartic acid
Arg Arginine
BXB Biomolecular halogen bond
Br Bromine
BrTyr Bromotyrosine
BrU 5-Bromouridine
C Cytidine
C¼O Carbonyl group
C–X Carbon–halogen bond
Cl Chlorine
DFT Density functional theory
DNA Deoxyribonucleic acid
DSC Differential scanning calorimetry
e Exponential (2.7182. . .)
E Energy
F Fluorine
G Guanosine
G Standard state Gibbs free energy
Gln Glutamine
Glu Glutamic acid
h-BXB Shared halogen–hydrogen bond
H Standard state enthalpy
H-bond Hydrogen bond
His Histidine
I Iodine
iC 5-Iodocytidine
IC50 Concentration for half maximal inhibition
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kcal Kilocalorie (4.18 kJ)
KD Dissociation constant
Ki Inhibition constant
μM Micromolar (106 M)
MD Molecular dynamics
MM Molecular mechanics
mol Mole (6.02 1023 particles)
N Nitrogen
N–H Nitrogen–hydrogen bond
NCI National Cancer Institute
ND Not determined
nM Nanomolar (109 M)
O Oxygen
P Probability of interaction
PDB Protein Data Bank
Phe Phenylalanine
QM Quantum mechanics
rDA Distance between donor and acceptor
RvdW van der Waals radius
∑RvdW Sum of van der Waals radii of two interacting atoms
S Sulfur
S Standard state entropy
SA Surface area
T Thymidine
T3 3,5,30-Triiodo-L-thyronine (liothyronine)
T4 3,5,3,50-Tetraiodo-L-thyronine
TR Thyroid hormone receptor
Tyr Tyrosine
U Uridine
X-bond Halogen bond
XU 5-Halouridine
1 Introduction
The unique chemical interactions of halogens in covalent compounds have been
recognized for nearly two centuries. Their ability to serve as Lewis acids (acceptors
of lone-pair electrons) has been known since the 1800s [1] and in short-range,
stabilizing interactions with electron-rich Lewis bases (called charge transfer
bonds) since the 1970s [2–4]. The use of the term “halogen bond” (X-bond) started
to appear significantly in publications on materials chemistry in the late 1990s
[5, 6]. Thus, there is a rich history of studies on the stabilizing interactions
involving halogens in chemistry.
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X-bonding had been largely unrecognized in the life sciences community,
primarily because halogens are not commonly found in naturally occurring proteins
or nucleic acids. In 1996, the drug design group at Bristol-Myers Squibb, Co,
headed by Patrick Lam, had applied the concept of halogen bonding to design an
iodinated inhibitor against clotting factor Xa as a potential anticoagulant [7]. The
strategy was to replace an amidine group with an iodine to interact with the
carboxylate of Asp189 in the protein. The structure of the protein with the new
inhibitor analogue showed an I···O interaction that was 0.3 Å shorter than the sum
of the standard van der Waals radii of the two atoms. That particular product never
made it to market, but was likely the first example of the most practical application
of X-bonds in biology – the rational design of new inhibitors and drugs against
therapeutic protein targets. Still, there was at that time no understanding for
whether X-bonding was generally important in biological systems.
The basic concept of X-bonding was introduced to the biological community
with the first survey in 2004 of their occurrence in the structures of biological
molecules [8]. The survey was prompted by two studies in 2003. A study by Muzet
et al. [9] had identified a short (3.0 Å) contact from the bromine of the halogenated
inhibitor IDD594 to the hydroxyl group of Thr133 in the enzyme aldose reductase.
In addition, our lab showed that a similarly short interaction from a brominated
uracil induces a four-stranded DNA junction [10], replacing a stabilizing hydrogen
bond (H-bond) in the structure. Neither of these individual studies had recognized
the existence of X-bonds, which, again, emphasized the lack of knowledge of this
class of interaction in the biological community. The 2004 PDB survey, however,
demonstrated that X-bonds are indeed prevalent in biomolecular structures
[8]. Although halogens are uncommon in biological molecules, halogens are
being added to proteins and nucleic acids to help to solve their X-ray structures
[11], and into compounds that serve as ligands recognized and bound by these
molecules [12–14]. Today, X-bonds are included along with classic H-bonding, π–π
stacking, π-charge, and other “weak” interactions in the analysis of biomolecular
structures [15–17].
For this discussion, we will focus on X-bonds found in biological systems, and
will refer to these as biomolecular X-bonds (BXBs) to emphasize their distinctive
nature, as compared to those in small molecule complexes [18, 19]. In particular,
we will explore the unique geometries and structure–energy relationships imposed
on BXBs by their molecular contexts and aqueous environments (Fig. 1). We
should note here that the interacting partners will be named based on their strong
analogous roles in H-bonds: the halogen that serves as the Lewis acid will be called
the X-bond donor, while the electron-rich Lewis base will be the X-bond
acceptor [21].
How important is it to understand and accurately model the structure–energy
relationships of BXBs? For many medicinal chemists, the starting point in trying to
identify potential lead compounds against therapeutic targets is to look towards
repositories of molecules that are readily available for testing. In one popular
repository, the National Cancer Institutes’ Diversity Set IV (a list of organic
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molecules available as potential lead compounds for high throughput screening as
anticancer agents [22]), 22% of the compounds are halogenated and nearly 20%
include halogens (Cl, Br, and I) that can potentially form BXBs. A computational
medicinal chemist would, for example, start with this list of structures to perform
large scale virtual docking studies as a first screen for compounds that could bind
with dissociation constants (KDs) in the micromolar to nanomolar range. The
standard docking algorithms, with their preprogrammed properties for halogens,
would not only be incapable of modeling an X-bond [23], they would in fact have
the halogen and its Lewis base partner repelling each other. As a result, the loss of
one BXB interaction could push the calculated KD from nanomolar to micromolar
and, worse yet, micromolar to millimolar. In short, 20% of potential lead
compounds could be discarded in the first screen simply because the current
docking programs do not treat BXBs properly. This is one of the primary reasons
to study and understand the structural and thermodynamic properties and, from
these, develop accurate computational models of X-bonds in biomolecules. The
focus of this chapter, therefore, will be on the current advances made in these
topics, with particular attention paid towards experimental studies.
Before delving into the features of BXBs, we will start by summarizing the
underlying model that explains the principle of X-bonds. Once established, this
model will serve as the basis for our understanding of the nature of BXBs, including
the types of atoms or groups of atoms that serve as X-bond acceptors, their unique
geometries in relation to classic H-bonds, and the structure–energy relationships
that can eventually serve to establish BXBs as a molecular tool for designing new
materials and drugs.
Fig. 1 Comparison of donors and acceptors between hydrogen bonds (H-bonds) and halogen
bonds (X-bonds) (adapted from Scholfield et al. [20])
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2 The Halogen Bond, A Bird’s Eye View
The physicochemical principles that help explain the existence of X-bonds are
extensively covered in other chapters in this book. Here, we will provide a brief
overview of the prevailing electrostatic model (the σ-hole model [24–29]), without
any comment on its accuracy or completeness – it is currently the most intuitive
description for how the interaction arises (Fig. 2a). The basic principle starts with
the electronic configuration of the Group VII atoms: all halogens have five electrons
filling the three valence p-atomic orbitals (px, py, and pz), just one short of the
maximum to fill the full octet (s- and p-orbitals) of a stable atom. To form a covalent
or σ-bond, we pair one of these valence p-electrons with, for example, another
halogen (to form F2, Cl2, Br2, or I2) or to a carbon (for a C–X type bond). By
convention, this electron comes from the pz-orbital, which is aligned in the direction
of the resulting σ-bond. Consequently, the pz-orbital becomes depleted of electron
density, exposing the charge of the nucleus. This depletion is manifested as an
electropositive crown (called the σ-hole) at the surface diametrically opposed to the
σ-bond. It is this σ-hole, serving as the X-bond donor, which interacts electrostat-
ically with an electron-rich X-bond acceptor. The depopulation of the pz-orbital
further reduces the electron–electron overlap associated with steric repulsion in this
Fig. 2 (a) The σ-hole model for halogen bonding (adapted from Scholfield et al. [20]). (b) Effects
of polarizability and electron-withdrawing groups on electrostatic potential (adapted from
Auffinger et al. [8])
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direction, resulting in polar flattening of the atom, contributing to the close
approach of the acceptor in the direction of the σ-hole. The resulting short-range,
electrostatic interaction is what has now been defined as the halogen bond [19, 21].
The σ-hole model predicts that any atom which forms a covalent bond should
experience an electropositive crown opposite that bond. Indeed, there is evidence to
suggest that this is the case for many atoms, including those outside the Group VII
column of elements [25, 28, 29]. Thus, the more general class of interactions can be
considered to be σ-hole bonding, with X-bonds being a subset of this larger group
[28]. What makes the halogen unique, however, is that there are no additional
covalent bonds or sets of non-bonding molecular orbitals to restrict access, either
sterically or electronically, to the σ-hole.
The size of the σ-hole and, consequently, the strength of the X-bond is dependent
on a number of factors, including the polarizability of the halogen and the electron-
withdrawing capacity of the atom or groups of atoms that the halogen is covalently
bonded to [5, 29]. As we proceed down the Group VII column from F to I for the
common halogens, the atoms become larger as we fill atomic orbitals at higher
quantum levels (Fig. 2b). These higher-level electrons are more susceptible to
redistribution as the σ-hole becomes established. Thus, the strength of X-bonds
follows the size of the atom, with F<Cl<Br< I. For the most part, fluorine is not
particularly polarizable and does not form X-bonds, except under exceptional
circumstances [30, 31]; consequently, we will focus primarily on Cl, Br, and I in
BXBs for the remainder of this chapter. The σ-hole becomes further exaggerated
when the halogen is attached to strongly electron-withdrawing groups, for example
an aromatic ring, and the addition of electron-withdrawing substituents on the ring
can be used to tune further the strength of the X-bond [32, 33]. A commonly used
physical organic measure of the electron-withdrawing capacity of substituents is the
Hammett constant [34], which has been shown to be linearly related to the calcu-
lated strength of X-bonds [33]. With this general model which describes the
anisotropic distribution of charge and the resulting short, stabilizing interactions
of halogenated compounds, we can now start to explore some of the unique features
of X-bonds in the biomolecular context (the BXBs).
3 Occurrence of Biomolecular Halogen Bonds
The first indication that X-bonds play a generally important role in biomolecular
systems came from a survey in 2004 [8] of the Protein Data Bank (PDB) [35]. The
results of the PDB survey showed that BXBs were fairly prevalent, even as they had
been largely ignored in the prior analyses of the individual structures. This initial
survey of BXBs was prompted by two studies showing unusually short Br···O
distances in their structures. First concerned the 0.6-Å resolution structure of the
IDD594 inhibitor with aldose reductase [9] and the second a 1.3-Å structure of a
four-stranded DNA Holliday junction [10] – neither had recognized these interac-
tions as X-bonds. In the reductase study, the Br of the inhibitor was seen to be
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within 3.0Å of the hydroxyl group of a Thr side chain [9]. A density function theory
(DFT) calculation of the electrostatic potential of the complex attributed the 1,000-
fold increase in the specificity of the inhibitor for this enzyme over the closely
related aldehyde dehydrogenase [36] to this short bromine–oxygen interaction.
The second study was part of a larger effort to find all sequences that stabilize
Holliday junctions (the four-stranded intermediate associated with genetic recom-
bination and recombination dependent mechanisms, including DNA repair and
integration) [37]. In this study, a thymine in the sequence CCAGTACTGG was
replaced with a 5-bromouracil (BrU, as in the sequence CCAGTACBrUGG) to help
phase the X-ray diffraction data. The brominated sequence was seen to form a four-
stranded junction, while the structure of the parent sequence (and the analogous
non-halogenated uracil-containing sequence) was eventually solved as a standard
B-DNA duplex. The bromine of the BrU structure was observed to form a short
interaction to the formally negatively charged oxygen of the phosphodeoxyribose,
substituting for an analogous essential H-bond in a native junction [38]. The
simplistic understanding of halogens by us, as biologists, was at odds with the
observation that this electron-rich atom formed such a close interaction with a
formally negatively charged oxygen, and that it would replace a stabilizing
H-bond – the X-bond concept was absent.
The 2004 PDB survey [8] mimicked earlier studies of X-bonds in small molecule
complexes [18, 39], and applied the same criteria for identifying the chemical
interaction: (1) acceptor atoms that are classic Lewis bases (O, N, S); (2) distances
between donor/acceptor atoms less than the sum of their van der Waals radii
(rDA∑RvdW); and (3) an angle of approach of the acceptor to the donor (Θ1)
that is nearly linear to the σ-bond (Θ1 120). Using these criteria, the study found
113 examples of BXBs in 66 unique crystal structures (at resolutions limited to
3.0Å or better), with the majority of the structures being complexes of proteins with
halogenated ligands.
More recent surveys of the PDB show BXBs to be even more prevalent, with
now over 600 examples (and growing) [20, 40–42]. In addition, the geometries are
more broadly distributed than initially thought, as discussed in greater detail in
Sect. 4 of this chapter. The significant factors in the expansion of recognized BXBs
come from a growing recognition of the interaction by structural biologists and the
extension of types of atoms and geometries (beyond those seen in small molecules)
that serve as BXB acceptors.
3.1 BXB Donors and Acceptors
As the list of BXBs grows, somust the types ofmolecular moieties that constitute the
donors and acceptors (Fig. 1). Within BXBs themselves, the varieties of donors are
necessarily small, since halogens are not common elements in biomolecules. There
are specific instances, however, where halogenated amino acids or nucleic acids do
or could serve as BXB donors. Halogens are introduced into proteins and poly-
nucleotides to help phase X-ray diffraction data from single crystals [11, 43, 44].
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In the specific case of the sequence CCAGTACBrUGG, as described above, a pair of
Br-BXBs forces the DNA into a four-stranded Holliday junction. A more dramatic
example of the effect that X-bonds can have on molecular conformation is seen with
the sequence GICGAAAGCT, where the I-BXB formed by the iodocytosine (IC)
shifts the structure from a parallel intercalated-duplex to a hexameric complex [45,
46]. Halogenated amino acids in proteins, particularly chloro- and bromotyrosines
resulting from oxidative halogenation by myeloperoxidases [47] and eosinophil
peroxidases [48], respectively, are markers for asthma [49]. Although not yet
implicated as BXB donors, these halogenated proteins are distinguishable by poly-
clonal antibodies [50], suggesting a role of X-bonds in their recognition.
Halogenated ligands are the most common and wide-ranging BXB donors.
Examples of naturally occurring donors are the thyroxine-class of hormones from
the thyroid [8, 42]. Thyroxines can occur in the more stable and, thus, more
commonly found tetraiodinated (T4) or the more potent triiodinated (T3) forms.
The regulation of metabolism by T3 and T4 is mediated by a set of thyroid hormone
receptors (TRs, Fig. 3). The selectivity of the TRα over TRβ for T3 was suggested
to be from a shorter and presumably stronger BXB [52]. In contrast, transthyretin,
an extracellular protein responsible for the transport of thyroxine hormones, has a
higher affinity for T4 than for T3. A structural analysis shows that T4 makes two
BXBs to the transthyretin backbone, while T3 has two binding modes, both of
which isolate the iodine, leaving the hydroxyl group to form H-bonds to these same
protein sites (Fig. 4) [53]. Finally, the deiodination of T4 to T3 by iodothyronine
deiodinase is seen to involve formation of an X-bond to a sulfur or selenium, which
helps to elongate the susceptible C–I bond prior to cleavage [54]. Thus, BXBs play
roles in the recognition by receptors and transport proteins, and in the chemistry that
converts between the two functional forms of the hormone.
Fig. 3 Interactions of thyroid hormone receptor TRβ: (a) with 3,5,30-triiodo-L-thyronine
(T3) (PDB code 1XZX); (b) with 3,5,30,50-tetraiodo-L-thyronine (T4) (PDB code 1Y0X) [51]
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The largest single class of BXB donor molecules is the inhibitors to protein
targets [8, 42, 55], many of which have pharmacological potential [13, 56] (Fig. 5).
The halothane anesthetics and some non-steroidal anti-inflammatory drugs involve
BXB interactions in protein binding [42, 58]. More specific inhibitors include
triclosan, which targets the enoyl-acyl carrier protein reductase associated with
fatty acid chain elongation in various microorganisms [42, 59]. Perhaps more
Fig. 4 (a) H-bonding interactions of the transporter protein transthyretin to T3 (PDB code 1SN5).
(b) X-bonds to T4 (1SN0) [53]
Fig. 5 Protein kinase CDK2 complex with the inhibitor 4,5,6,7-tetrabromo-benzotrazole (PDB
code 1P5E) [57]
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important than any single example or single category is the fact that halogenated
molecules represent a large proportion of pharmacological compounds clinically
used or in clinical trials, and incorporated into screening libraries to search for lead
compounds as potential inhibitors against therapeutically important targets [13, 14,
60, 61].
Among the interesting targets for X-bonding inhibitors, protein kinases are a
large group where BXBs have been observed [60, 62] (Fig. 5) and are being
introduced [63]. This important class of proteins contains leading targets for
treatments against chronic inflammatory diseases, neurodegenerative disorders,
viral infections, unicellular parasites, cardiovascular disease, and cancer
[60]. There is, however, a growing list of therapeutically important targets where
BXBs are or will be playing a role, including: HIV reverse transcriptase [64];
integrins, which are targets for treatments against T- and B-cell lymphomas [65];
human cathepsin L, implicated in various pathologies, including metastasis of many
common human cancers [66–70]; and aldose reductase, described above, which is
associated with diabetic hyperglycemia.
BXB acceptors includes all possible H-bond acceptors, starting with the standard
Lewis bases found along the backbone and the side chains of polypeptide and
polynucleotide chains, and extending to aromatic systems, other halogens, and
finally to the ubiquitous water solvent (Fig. 1). The most common acceptor type,
particularly in ligand complexes, is the peptide carbonyl oxygen (C¼O) of protein
backbone (Fig. 5) [8, 20, 41, 55, 71]. In some ways, this observation was not
surprising, but in others it was very surprising. Since the peptide C¼O is the most
common type of oxygen found in polypeptides (every amino acid has one), it is
perhaps not unexpected that it is also the most common BXB acceptor in protein–
inhibitor complexes. However, the atoms along the backbone of folded proteins are
largely inaccessible, protected by packing of side chains; thus, it was unexpected to
find that the most prevalent BXBs in the PDB are to the peptide carbonyls. Perhaps
a better question may be: why are there so few BXBs to side chains? Polar side
chains (Asp, Asn, Glu, Gln, and His [72]) are more exposed (and H-bonded) to
solvent and more dynamic, thereby resulting in both steric and solvent entropic
costs to forming BXBs.
The aromatic side chains in proteins are an interesting set of BXB acceptors.
Even before X-bonds were recognized in biology as a general class of molecular
interactions, it had been recognized that halogen-aromatic interactions are impor-
tant. In small molecule complexes, for example, so-called C–X···π interactions have
been seen in host-guest and other crystalline systems [73]. In biological systems,
the bromines of several inhibitors against protein kinases are seen to form BXBs to
Phe side chains of CK2 and CDK2 (Fig. 5) [60]. More comprehensive surveys
[74, 75] show that such BXBs extend to a broad range of aromatic side chains and
may be associated with up to 2.5 kcal/mol in stabilizing interaction energy to the
system [75].
In addition to aromatic rings, BXBs have been seen to other delocalized
π-electron systems, including the guanido-group of Arg [20, 72] and, most com-
monly to the peptide bond itself [8, 76]. We can thus categorize each of these to a
more general class of π-X-bonds or, in biology, π-BXBs.
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Water molecules are amphipathic, being capable of serving as both H-bond
donors and acceptors. Furthermore, when interacting with halogens, waters can
serve as X-bond acceptors or as H-bond donors, depending on whether they are
aligned into or perpendicular to the σ-hole. An interesting concept is that waters can
serve as bridges between X-bond donors and H-bond acceptors in a set of so-called
halogen–water–hydrogen interactions [77]. This class of X-bonds would be
uniquely found in biomolecules, because of their aqueous environment. However,
the amphipathic nature of water masks the specificity of X-bonds in such a tripartite
system.
4 Geometry of BXBs
The geometry of X-bonds is perhaps the most important property for identifying the
interaction in the crystal structures of biomolecular systems [8, 21]. BXBs are now
being incorporated into computational programs to help structural biologists iden-
tify and understand how halogens affect the structure and function of these systems
[15–17]. For the most part, the geometric criteria in such programs have adapted the
geometric constraints defined in small molecules and the 2004 PDB survey. If,
however, the biomolecule imposes unusual structural constraints on the interaction,
the standard geometric parameters may not be entirely accurate in identifying BXBs.
The most immediately obvious indicator for the presence of a BXB is seen as an
unusually short distance (shorter than the sum of the respective van der Waals radii,
∑RvdW) between a halogen and a Lewis base atom (Fig. 1) [8, 18, 21, 39]. It is
tempting to assign every contact ∑RvdW as a BXB. That, however, would
overstate the occurrence of the interaction, since many contacts at or near the
∑RvdW could simply be van der Waals-type interactions. For example, consider
the distributions of short distance contacts between halogens and acceptor atoms
from a 2012 survey of the PDB (Fig. 6). For iodine, the distribution peaks at
95–97% ∑RvdW, as one would expect for a strong X-bonding interaction, suggest
that this is the optimal distance (balancing the electrostatic attraction against steric
repulsion) for the I-BXB. We see, however, that the distribution of Cl contacts
drops off exponentially rather than peaking at a value <∑RvdW. However, if a
reasonable angle cut-off is applied (where the electrostatic charge of the halogen
surfaces switches to negative, see Sect. 4.1), even the Cl distribution also shows a
peak (at ~92–94% of ∑RvdW), suggesting that many of the contacts at or near the
∑RvdW are van der Waals type contacts. Although we would consider any contact
with ∑RvdW 100% to be a potential X-bond, we can start to define distance
criteria (∑RvdW 96% for Cl, ∑RvdW 97% for Br, and ∑RvdW 98% for I)
where we would have the greatest confidence that a contact is a BXB.
X-bonds are highly directional, both in terms of the donor and acceptor, as
defined by the electronic properties of the halogen and the Lewis base. In the
crowded environments of proteins and polynucleotides, the geometries of BXBs
are further restricted by the accessibility of the interacting atoms, along with the
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multitude of other weak electrostatic and steric interactions of the rest of the
molecule. The angular directionality provides additional evidence for an
X-bonding interaction [21].
4.1 Approach of BXB Acceptor to Donor (Θ1)
The σ-hole model imposes a strong directionality in the distribution of electrostatic
potential across the halogen surface; thus, there is a strong directionality to the
geometry of X-bonds in terms of the approach of the acceptor towards the halogen
[8, 18, 39]. The angular approach of the acceptor (A) is measured relative to the
Fig. 6 Contact distances of halogens to acceptors: (a) all contacts; (b) limited to Θ1 120
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carbon–halogen (C–X···A), and is designated theΘ1-angle (Fig. 1). Since the σ-hole
is diametrically opposed to the C–X bond, one would expect the most energetically
favorable approach would be at Θ1¼ 180. However, we must also consider the
area of the halogen surface available for interaction. If the electrons distributed
across the halogen were isotropic, the most probable angle of approach would be
Θ1¼ 90, since this angle provides the largest available surface area for contact.
Combining the energy of the electrostatic potential (E) with the angular dependence
of the contact surface area (SA) yields a probability for interaction (1) that is
maximized at Θ1¼ 170 [33]; the distribution of BXB contacts in the PDB relative
to Θ1 for Cl, Br, and I generally bears this out (Fig. 7), and is consistent with the
preferred Θ1-angle seen for small molecule complexes in the Cambridge Database
[18, 39].
P ¼ SAe E=kTð Þ ð1Þ
shows the BXB probability (P) as a function of the accessible surface area (SA) and
energy of interaction (E).
4.2 Approach of BXB Donor to Acceptor (Θ2)
The angular approach of the halogen towards the BXB acceptor, designated as the
Θ2-angle (Fig. 1), is defined by the arrangement of available electronegative
molecular orbitals on the acceptor atom. For the most part, these are the
Fig. 7 Numbers of halogen-acceptor contacts as a function of the Θ1-angle, with contacts
considered to be BXBs bracketed
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nonbonding n-orbitals of oxygen, nitrogen, and sulfur and the π-orbitals of
aromatic systems. In general, the Θ2-angles for structures in the PDB fall around
120 relative to, for example, an O¼C bond; this would be consistent with the
BXBs involving primarily the n-orbitals in the plane of a carbonyl oxygen or in
the tetrahedral geometry of sp3-type atoms. However, in going from the smaller
Cl to the larger I donors, it was found that Θ2¼ 90 becomes a distinct class
(Fig. 8). A more detailed analysis of the BXBs to the carbonyl oxygens of peptide
bonds in proteins (the largest class of acceptors in the PDB) showed that the
majority of X-bonds to ligands had an X···O¼C–N dihedral angle of 90 relative
to the peptide plane (defined by O¼C–N) [8]. This perpendicular approach
indicated that BXB interactions are primarily to the π-electrons rather than to
the n-electrons of the peptide bond – subclasses of π-BXBs [8, 76]. This specific
geometry is rarely seen in small molecule complexes, and only when there are
significant steric constraints restricting access to the n-electrons of the X-bond
acceptor [18]. The rationale for the perpendicular orientation of BXBs relative to
the peptide plane comes from the relationship between X-bonds and H-bonds in
proteins, as we will discuss in Sect. 4.3.
A similar angle of approach is defined for π-BXBs to aromatic rings. In this case,
the delocalized nature of the π-electrons in the aromatic ring imposes a less
stringent angular geometry to the approach of the halogen to the aromatic acceptor
[74, 75].
Fig. 8 Numbers of halogen-acceptor contacts as a function of the Θ2-angle, with BXBs to
π-orbitals (π-BXB) or non-bonding orbitals (n-BXB) of carbonyl oxygens are bracketed above
the bars
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4.3 Relationship Between X-Bonds and H-Bonds
in Biomolecules
The strong correspondence between X-bonds and H-bonds means that their rela-
tionships can be very complex. Since they both share common Lewis bases as
acceptors, the interactions can compete against each other; this competition has
been exploited as a means to control the formation of small molecule complexes in
crystals and in solution [78, 79], and have been used as tools to control the
conformation of DNA [80]. H- and X-bonds can also complement each other, as
seen with amphipathic acceptors, such as water, which can act as bridges between
X-bond donors and H-bonds acceptors [77]. Halogens themselves are amphipathic,
serving as X-bond donors along the σ-hole and H-bond acceptors perpendicular to
the σ-hole [78].
In protein–ligand complexes, BXBs and H-bonds are most notably seen in
orthogonal relationships, both in terms of their geometric alignments and their
independent behavior when sharing common acceptors (we have called these
h-BXBs, X-bonds sharing a common H-bond acceptor) [55]. This orthogonal
relationship was first posed as a hypothesis to rationalize the unique geometries
of h-BXBs to the peptide bonds of proteins (Fig. 9). The most immediate thought
when considering the perpendicular alignment of the BXBs to the peptide plane is
that the in-plane n-orbital electrons of the carbonyl oxygen are not available for an
X-bond because they are typically involved in an H-bond to the N–H of another
peptide, particularly in ubiquitous α-helices and β-sheets of proteins. However, a
detailed analysis of h-BXBs shows there is a very strong orthogonal geometry
relating –X···O···H–, even when the H-bond is not exactly in the peptide plane. This
was most notable with α-helices, where the H-bonds are commonly ~40 out of the
peptide plane, while the h-BXBs are seen to be 50 from the opposite side of the
common peptide plane. In addition, calculations on sets of H-bonded and X-bonded
model complexes suggest that adding or removing an X-bond from a pair of
H-bonded peptides does not affect the energies of the H-bonds, and that the energy
of the added X-bond is independent of the presence or absence of the H-bond. This
concept of orthogonal interactions has important implications for how BXBs can be
used to design rationally more effective halogenated inhibitors, as we will discuss
later in Sect. 7.
5 Energies of Interaction
X-bonds, as with H-bonds, fall into the category of “weak” molecular interactions –
stabilizing energies below ~12 kcal/mol [81]. The question is, how weak are
X-bonds in a biological context? From melting studies on small molecule com-
plexes, X-bonds have been estimated to have energies ranging from 1 to 5 kcal/mol
[82]. The effect of halogens on the affinity and associated binding energies of
inhibitors are in about the same range expected for BXBs.
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The energies of X-bonds and H-bonds, however, are strongly dependent on their
geometries and, therefore, it is important to be able to relate directly the detailed
structure of these interactions with the stabilizing potential – their structure–energy
relationships. There are few direct experimental measurements of the structure–
energy relationships of BXBs, but they are important as validation tools in the
development of computational methods to model these interactions.
5.1 Measuring BXB Energies in Crystals
The most direct way to determine explicit structure–energy relationships is to study
single crystals of X-bonded complexes. In a small molecule example, Corradi
et al. [82] crystallized a bipyridine acceptor with either an iodine-containing
X-bond donor or an OH-type H-bond donor. A calorimetric analysis for the melting
of the crystals after structure determination by X-ray diffraction estimated a
~3.5 kcal/mol difference energy to the near linear I···O X-bond as compared to
Fig. 9 Orthogonal relationship between H-bonds and BXBs in protein–ligand complexes, seen in
the ~90 for the –X···O···H– angle (top), and in α-helices and β-sheets (bottom) [55]
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the O–H···N H-bond, with the X-bond being more stable. This energy difference
was sufficient to allow the X-bonding donor to outcompete the H-bonding donor, on
an equal molar basis, when crystallized with this same acceptor.
An analogous X- vs H-bond competition was performed using DNA as the
experimental platform [80] to study the structure–energy relationship of BXBs.
Unlike the small molecule systems, we cannot simply melt the crystals to analyze
the energies of the molecular interactions, due to the many forces and factors,
including the solvent, which contribute to the stability of the lattice and the
macromolecular conformations in crystals. In this case, the study exploited a set
of H-bonds which are important for the stabilization of a four-stranded DNA
complex called the Holliday junction (Fig. 10). A junction was constructed from
two unique strands: one which could form an N–H···O H-bond between a cytosine
base and the phosphate backbone where the DNA formed a U-turn, and a second
which could form a competing Br···O from a bromouracil (BrU). The conversion
between the two simply required isomerization of the junction to place either the
N–H substituent at the junction center (which would mean the junction was
stabilized by an H-bond, so this is the H-isomer) or the Br at the junction center
to form an X-bond (the X-isomer). By crystallographically determining the position
of the Br atom (through a crystallographic titration assay) [80, 83, 84], the study
could determine whether the H- or X-bond was more stabilizing. When sequences
were designed to measure the competition of one X- against two H-bonds, the ratio
of X- to H-isomers observed in the crystal was 85:15, reflecting a ~2 kcal/mol
greater stability of the X-bond (with a 3.3 Å Br···O distance) relative to the
competing H-bond (when accounting for the competing molar X- to H-bond
ratio). As expected, when the competition was changed to a 2:2 ratio of X- vs
H-bonds, only the Br was observed at the junction center, indicating that the
X-bond was more stabilizing. In this latter case, the Br···O distance was shorter
(at 2.9Å), associated with ~5 kcal/mol in stabilizing energy assigned to this X-bond
vs its competing H-bond.
Fig. 10 Competition between H-bond (cyan strand) and X-bond (magenta strand) in a four-
stranded DNA junction requires conversion between an H-bond stabilized isomer and X-bonded
isomer [80]
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By extending the DNA competition assay, the BXB energies of all the halogens
(F, Cl, Br, and I) could be estimated along with their geometries (Table 1). The two
Cl-containing junctions allowed an energy for the competing H-bond to be
estimated and, therefore, the energies listed in the table are absolute rather than
relative energies for BXBs in this system. It is clear from the analysis that the order
of energies follows the size and polarizibility of the halogens (F through I).
Furthermore, as the X-bonds become more stable, the geometries become more
ideal in terms of the shorter distances of interaction and more linear angle of
approach of the acceptor.
Thus, by carefully designing the experimental system, accurate structure–energy
relationships can be determined for BXB from crystals. The energies measured in
this manner are most directly related to the enthalpies of interaction, since there is
not expected to be significant entropy differences between the X- and H-isomeric
forms in the crystals.
5.2 Measuring BXB Energies in Solution
A number of methods have been successfully applied to studying the energies of
X-bonds of chemical complexes in solution, including UV-visible, infrared,
Raman, and NMR spectroscopy [86]. It is more challenging to determine the
structure energy relationships of BXBs in aqueous solution, because of the diffi-
culty in isolating the signals associated with specific molecular interactions in large
biomolecular systems by solution methods. Furthermore, it is currently impossible
to determine the geometric features of the interactions to the same level of detail as
seen from X-ray structures. The two examples discussed here rely on correlations of
the solution-state energies back to structural methods (X-ray diffraction or NMR
spectroscopy) to derive their structure–energy relationships.
The same DNA junction system used to determine the structure–energy relation-
ships in crystals was also applied to measuring BXB energies in solution. In these
studies, differential scanning calorimetry (DSC) was used to monitor the heat
Table 1 Geometries and energies of BXBs (X···O½) as determined in a four-stranded DNA
junction [85]
Halogen X:H ratio
X···O½ distance
C–X···O½ (Θ1) EBXB (kcal/mol)Å %∑RvdW
F 2:2 3.20 107 153.5 0.5
Cl 1:2 2.95 90.2 152.0 0.8
2:2 2.88 88.1 146.0 0.8
Br 1:2 3.32 98.5 167.2 2.3
2:2 2.87 85.2 163.2 ND
I 1:2 2.92 83.4 164.4 2.1
2:2 3.01 86.0 170.7 ND
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required to melt the DNA junction. By judiciously controlling sequence and
substituent effects on the major interactions that stabilize DNA (base pairing
H-bonds and base stacking interactions), the specific energies of the BXBs could
be isolated in terms of the enthalpic (ΔΔHX–H), entropic (ΔΔSX–H), and
corresponding free energy (ΔΔGX–H) differences between the X-bonds and com-
parable H-bonds in the system (Table 2).
The solution energies of BXBs indicate that, consistent with the σ-hole model
and the crystal-state energies, the larger halogen I shows a more stabilizing
enthalpic component compared to Br. What is interesting, however, is that there
is an entropic cost associated with lodging the large atom into the molecular
structure; consequently, Br is the “optimum” halogen for forming a BXB in this
DNA junction system, as reflected in the overall ΔΔGX–H. Thus, for any particular
system, it is important to consider not only the enthalpic energies from the electro-
static attraction between the σ-hole and the BXB acceptor, but also the effects of
conformational crowding on the dynamics of the overall molecule which must be
considered when incorporating halogen interactions into a biomolecule to affect its
stability.
In an earlier study, Tatko and Waters [87] designed a β-hairpin peptide to study
interactions between the aromatic side chains of a natural and iodinated Phe by
NMR. The halogen was shown to be interacting directly with the ring of the
neighboring Phe, providing 0.54 kcal/mol of stabilization for the mono-iodinated
Phe and 1.01 kcal/mol for the diiodinated construct. By monitoring the chemical
shifts during thermal melting of the peptide, the authors determined the ΔH and
ΔS for the interactions (Table 3), with the enthalpy following the polarizabilities of
the F and I π-BXB, while the entropy loss presumably following the loss of
conformational dynamics of the side chain. The negative heat capacities (ΔCp)
are inconsistent with this being a hydrophobic effect.
Table 2 Stabilizing energies of Br and I type BXBs determined in DNA junctions in aqueous
solution (pH 7.0, 25C) by DSC [84, 85]
BXB ΔΔHX–H (kcal/mol) ΔΔSX–H (cal mol1 K1) ΔΔGX–H (kcal/mol)
Br···O½ 3.6 +4.2 4.8
I···O½ 5.9 12.0 2.3
Table 3 Stabilizing energies of π-BXBs determined by van’t Hoff analysis of thermal melting of
β-hairpins in aqueous solution, as monitored by NMR [87]
π-BXB ΔH (kcal/mol) ΔS (cal mol1 K1) ΔCp (cal mol1 K1)
F···Phe 4.2 14.6 90
I···Phe 6.3 20.1 60
I2···Phe 8.9 27.2 20
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5.3 Measuring BXB Energies in Protein–Ligand Complexes
Given that the majority of BXBs seen in surveys of the PDB are in protein–ligand
complexes and, thus, the most direct application of BXB will be for the rational
design of halogenated inhibitors, it would seem natural to attempt to correlate the
structures of protein–ligand complexes with their KD, inhibition constants (Ki), or
their dose responses (IC50s). There are several complexities which come into play,
however, in such studies. First, although a KD can be directly correlated with
energies through a standard Boltzmann relationship (2), Ki and IC50 may not
be. Perhaps more importantly, the energy of binding a ligand to a protein involves
a multitude of interactions and dynamic effects, and this complexity may mask or
distort the apparent effects of a single BXB in the system. In the simplest case,
consider the equilibrium between a protein in its unbound and bound forms. The
energy of interaction for ligand binding (Ebind) would be a simple relationship (3)
between the energies of the bound (EPL) and unbound forms of the protein (EP) and
the ligand components (EL). It is also easy to see how (2) and (3) are related to each
other. However, for this simplest set of equations to work, there is the implicit
assumption that the only difference between the ligand-bound protein (PL) and the
unbound protein (P), and the protein-bound ligand and the unbound ligand (L) is the
interaction energy of the ligand in the binding pocket. Lost in this are any differ-
ences in structures between the various forms and, perhaps more importantly, their
interactions with solvent. Still, such comparisons can be used as a first approxima-
tion, particularly if we focus primarily on, for example, how the addition of a
halogen to the ligand or the substitution of another substituent with a halogen
changes the KD, Ki, or IC50.
KD ¼ P½  L½ 
PL½  ¼ e
Ebind=RT ð2Þ
gives KD, as defined by concentrations of unbound protein [P] and ligand [L] vs the
protein–ligand complex [PL], and by the Boltzmann relationship for the binding
energy (Ebind).
Ebind ¼ EPL  EP þ ELð Þ ð3Þ
gives the relationship between the binding energy (Ebind) and the energies of the
protein–ligand complex (EPL) and the unbound protein (EP) and ligand (EL).
The binding pocket in protein kinases is formed at the cleft between two distinct
domains, which provides a significant number of contact points and buried surface
areas which help provide specificity for a particular inhibitor. The accessibility of
these contact points depends on the capacity of the ligand to open the cleft and
expose these atomic surfaces. Thus, it is not sufficient simply to have a structure of
the protein–inhibitor complex and the KD in order to determine structure–energy
relationship for a BXB. We need to have several such structures with different
halogen or nonhalogen substituents and their associated KDs in order to control for
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the accessibility of the binding pocket, possible rearrangement of side chains within
the pocket, contributions from hydrophobic effects, and potential inductive effects
on other interactions, including neighboring H-bonding substituents. There are
limited numbers of such comprehensive studies available, and even then, the results
are mostly qualitative.
In one particular systematic study by Hardegger et al. [88], the structures along
with the IC50s have been determined for cathepsin L in complex with various
halogenated and unhalogenated inhibitors (Fig. 11a, b). The nonhalogenated inhib-
itor places a methyl group within 3.6 Å of the peptide carbonyl oxygen of residue
Gly61, while the halogenated inhibitor places a Cl, Br, or I within BXB distances
from this same oxygen. The reduction of the IC50 from 130 nM to 22 nM for Cl,
12 nM for Br, and 6.5 nM for I (equivalent to ~1–2 kcal/mol increase in the binding
energy) could readily be attributed to the short X···O BXBs in this system, since the
overall structures are nearly identical and the steric effects required to make the
binding pocket available are present in all constructs. This systematic study also
showed significant inductive effects when various electron-withdrawing groups
Fig. 11 Structures of cathepsin L (top row, a, b [88]) and the CK2 protein kinase (bottom row,
c [89] and d [90]) with nonhalogenated (left column, a, c) and halogenated (right column, b, d)
inhibitors
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were added to the ring system of the BXB donor, showing how the interactions can
be fine tuned through classic substituent effects, as discussed above.
A more difficult analysis is seen with the protein kinases. There are a large
number of structures of kinases in complex with halogenated and nonhalogenated
inhibitors, and an even greater number of measurements of KD, Ki, and IC50 values.
Unfortunately, they are not always correlated. A particularly well-studied case is
the CK2 kinase with various tetrahalogenated benzimidazole inhibitors (Table 4). It
is clear from this list that the dominant interactions defining the affinity are the two
X···O BXBs which each inhibitor forms with the carbonyl oxygen of the kinase
backbone; however, there are variations of upwards of 1.4 kcal/mol in their binding
energies. A comparison of 2OXY and 3KXN suggests that the I-BXBs contribute
up to 1.6 kcal/mol (0.8 kcal/mol per interaction) binding energy over the Br-BXBs.
One must be cautioned, however, when comparing between halogenated and
nonhalogenated inhibitors, even when they are very similar. An example is seen in
the structures of CK2 with 1H-indazole compared to pentabromo-1H-indazole
(Fig. 11c, d). The brominated complex has a Ki that is more than three orders of
magnitude lower than the IC50 of the unhalogenated ligand (comparable to ~5 kcal/
mol difference in binding energy); however, even though both have identical ring
structures, the inhibitors are completely flipped in the binding site. Thus, it would
be difficult to attribute the loss in binding energy of the unhalogenated inhibitor
simply to the BXBs.
6 Computational Models
We have focused to this point on experimental studies that elucidate the structure–
energy relationships of BXBs and have left the more comprehensive treatment of
the theory behind X-bonding in particular and σ-hole bonding in general to others.
The BXB concept, however, can only be fully exploited as a molecular tool if it can
Table 4 Structures and binding free energies (ΔGExp, in kcal/mol are calculated from their Kis or,
in the case of 2VTA, the IC50) of CK2 kinase with various tetrabrominated inhibitors [91]
Structure Inhibitor ΔGExp
1J91 [92] 4,5,6,7-Tetrabromobenzotriazole 8.84
1ZOE [93] 4,5,6,7-Tetrabromo-N,N-dimethyl-1H-benzimidazole-
2-aminebenzotriazole
10.2
1ZOG [93] 4,5,6,7-Tetrabromo-2-(methylsulfanyl)-1H-benzimidazole 9.88
1ZOH [93] 5,6,7,8-Tetrabromo-1-methyl-2,3-dihydro-1H-imidazo[1,2-a]
benzimidazole
9.67
2OXD [94] 4,5,6,7-Tetrabromo-1H,3H-benzimidazol-2-one 9.43
2OXX [94] 4,5,6,7-Tetrabromo-1H,3H-benzimidazol-2-thione 9.25
2OXY [94] 4,5,6,7-Tetrabromo-benzimidazole 9.01
3KXG [90] 3,4,5,6,7-Pentabromo-1H-indazole 10.1
2VTA [89] 1H-Indazole 5.16
3KXN [90] 4,5,6,7-Tetraiodo-1H-benzimidazole 10.6
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be computationally modeled in, for example, the rational design of inhibitors
against therapeutic targets. This has been the focus of several research groups in
the past few years, each taking a different approach to the problem. A more
comprehensive discussion of these methods is presented in a different chapter,
but it is worth mentioning a few examples that serve as starting points for rational
molecular design of BXBs.
At one end of the computational modeling spectrum is quantum mechanical
(QM) calculations, which is highly accurate for modeling X-bonds in general, but is
cumbersome and much too time intensive to be applied to any but the smallest
biomolecular systems. At the opposite end are the atomistic molecular mechanics
(MM) and molecular dynamics (MD) methods, which are not as accurate but can
reasonably be applied to model systems as large as the ribosome. The latter case
requires that the force fields defining the classical Newtonian force equations must
be modified or re-derived in order to accommodate the specific properties of
halogens which allow for the formation of stabilizing X-bonds – two strategies to
this approach will be discussed later.
One approach to marrying the two general computational methods is a hybrid
QM/MM calculation. In this method, most of the biological molecule is modeled
using a standard MM/MD treatment, but those parts of the molecule not properly
treated by standard force equations are treated quantum mechanically. This hybrid
approach has been successfully used, for example, to model an enzyme reaction
pathway [95], allowing the breaking and formation of covalent bonds, which cannot
bemodeled byMM/MD force fields. ApplyingQM/MM toBXBs in protein–inhibitor
complexes, MM force fields are applied to the majority of atoms of the protein, with
the groups immediately around the X-bonding acceptor(s) and donor(s) treated by
QM. Lu et al. [61] showed how QM/MM calculations can accurately reproduce the
geometries of BXBs for halogenated ligands to the carbonyl oxygens of proteins in
complexes. Success in modeling the interaction energies, however, depended on how
the QM component was implemented, but they do qualitatively follow the trends
expected for BXBs.
In standard MM/MD methods, halogens are assigned an isotropic electronega-
tive charge and, therefore, any attempts to model the geometry or the interaction
energies of X-bonds are doomed to failure. One very straightforward strategy to
incorporating X-bonds into programs that simulate energies of biological macro-
molecules, such as AMBER [96] or OPLS-AA [97], is the positive extra point
(PEP) approach [98, 99]. In this method, the halogen retains an overall negative
charge at the atom center, but a positive pseudoatom is added at or near the atomic
surface to mimic the positive crown of the σ-hole (Fig. 12). By implementing the
PEP approach [98, 102], Ibrahim showed that interaction energies calculated from
AMBER for various halogenated inhibitors in complex with CK2 kinase correlated
well with energies from experimental KD, Ki, or IC50 values [102]. The geometries
modeled in this way, however, tended to be ~0.3 Å longer than seen in the crystal
structures. Hobza’s group [101] has shown that by moving the PEP pseudoatom
closer to the halogen center (for Br, it is placed 1.5 Å from the atom center), the
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X-bond distance becomes closer and is in significantly better agreement with the
X-ray structures. Indeed, there is a strong correlation between the position of the
PEP relative to the halogen center and the approach distance of the BXB acceptor to
the halogen [98].
In a completely different approach, our group set out to derive a set of MM/MD
force field equations (a force field for BXBs, or ffBXB) based solely on the physical
properties of covalently bonded halogens, starting with Br [33]. The result was a set
of potential energy functions (for the Coulombic and Lennard–Jones potentials)
that describe both the effective charge and the effective shape (RvdW) of Br as
angular dependent functions of Θ1. The ffBXB properly models the QM calculated
and experimentally measured structure–energy relationships for the BXBs in the
DNA junction model system, and is expected to be applicable to modeling BXBs as
well as H-bonds to halogens in protein–inhibitor complexes, once incorporated into
MM/MD programs like AMBER.
Finally, Liu et al. [103] have applied a knowledge-based approach to deriving a
set of scoring functions, based on statistical distributions of the geometries (Figs. 6,
7, and 8), to help identify BXBs in protein–ligand complexes. One must be careful,
however, to insure when applying population studies to infer probability functions
that the datasets sample the overall population broadly, but without redundancy.
For example, the number of I-BXBs is small relative to Cl and Br, and is dominated
by contacts of thyroxine in various protein contexts. Similarly, the Br-BXB dataset
may be over-represented by inhibitors to particular protein kinases. Although each
example within these classes of interactions may be unique in themselves, the
binding environments may show significantly similarities and, consequently the
binding modes may be related. Thus, the balance between having a sufficient
number and the uniqueness of the structures could depend on how such force fields
are derived. Such population distributions, however, may be particularly useful for
validating and comparing the various competing computational approaches to
modeling BXBs.
Fig. 12 Strategies for modeling σ-hole in the AMBER [96] force field for MM/MD simulation by:
(a) the PEP (with the pseudo atom at the halogen center and charges assigned using restrained
electrostatic potential approach [100]); (b) the enhanced PEP (with the pseudo atom placed 1.2 Å
from the halogen center [101]); (c) the ffBXB (charges and RvdW assigned according to Θ1 [33])
methods
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7 Perspectives and Conclusions
We have now started to dissect the details of the structure and energies of BXBs and
to develop methods to incorporate accurately the concept into molecular simulation
programs to model their effects on molecular folding and binding interactions.
The question has been raised as to why we should care about BXBs and invest so
much creative energy into measuring and modeling such weak interactions
[104]. For most chemists, interactions at or near thermal fluctuations (kBT,
~0.6 kcal/mol at room temperature) could be considered to be inconsequential.
Why should we care about X-bonds and H-bonds, which in biology are at most an
order of magnitude above kBT? The reason is that, in biology, the difference
between a folded (and thus functional native) conformation and an unfolded
denatured form typically is not so far from kBT. For example, the functional KIX
domain of the CREB binding protein (a transcriptional activator) is only 97%
folded and 3% unfolded under standard solution conditions at 27C [105], translat-
ing to ΔG 	 2 kcal/mol (~3 kBT ). Even the most stable protein or polynucleic acid
is held together by a sum of multiple weak interactions, each contributing no more
than a few kcal/mol. Thus, although the sums are greater than the individual parts,
not all parts are equal; an interaction at or near binding recognition or catalytic sites
may have an inordinately large influence on functional specificity, even if it
contributes only minimally to structural stability.
We can consider, for example, the effect of a single weak interaction on ligand
binding. We have already seen that the contribution of 4 kcal/mol is equivalent to a
1,000-fold increase in specificity. Consider a case where a lead compound is being
developed as a potential drug. That compound may have a KD in the micromolar
range, which means that it could not be sent forward for clinical trials. Adding a
“weak” 4 kcal/mol BXB, however, would reduce the KD to the nanomolar range,
which would then render it a potential drug candidate. In many cases, even a 50-fold
reduction in KD (equivalent to ~2 kcal/mol interaction, in the range of a Cl- or
Br-BXB) can make the difference between a viable and a dead-end compound for a
medicinal chemist.
The unique geometry and energetic properties, particularly when compared to
the more ubiquitous H-bond, make BXBs important tools for rational design of
halogenated compounds in macromolecular engineering.
7.1 BXBs as Molecular Tools for Rational Drug Design
We have already seen that BXBs are most prevalent in protein–ligand complexes
and in these complexes the geometries are uniquely defined by the complex
environment of the binding pocket. Where the BXB concept is seen to have its
greatest potential and its greatest challenge is towards the rational design of ligands
against therapeutic targets – drug design. Indeed, a large fraction of drugs already
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on the market or in clinical trials (~40%) are halogenated and, prior to the “re-
discovery” of X-bonds, it was not entirely clear why. Now we know the why, we
just need to determine how.
How can we exploit this concept to rationally design more effective drugs? The
most obvious application is that the BXB principle, when incorporated into docking
programs, will allow the various halogenated compounds in libraries to be properly
treated in virtual screens. It should be remembered that ~20% of the molecules in
the NCI Diversity IV group contain a halogen which can potentially form BXBs. In
a survey of the role halogens play in drug design, Xu et al. [106] showed that, in
general, compounds making it through various points along the pathway for drug
development start at ~35% being halogenated at the initial discovery stage and end
with ~25% being halogenated at the end of the pipeline (at launch). However, the
attrition of halogenated compounds is primarily of fluorinated molecules – those
with BXB potential, particularly Cl, tend to persist to the end (Fig. 13).
The current docking algorithms that do not incorporate BXBs, however, would
be incapable of covering the contribution of the halogens towards the affinity/
specificity of these compounds to potential target proteins (thus losing up to 20%
of possible lead compounds). There has been some success with incorporating an
explicit σ-hole (ESH, similar to the PEP strategy of MM/MD simulations) [23] into
the University of California at San Francisco DOCK program [107], which is an
important first step towards attacking this problem.
A more focused strategy would be to take advantage of the unique geometries
and directionality of the BXBs to optimize the efficacy of unhalogenated lead
compounds [108]. For example, consider the fairly common situation where you
Fig. 13 Percent of organic compounds that are halogenated (solid bars) and percent of haloge-
nated compounds that are not fluorinated (open bars) from the initial discovery stage, through
clinical trials, and to the end point of launch as a new drug (from Xu et al. [106])
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have the structure (either an experimental crystal structure or a computational
model from a virtual screening and docking study) of a compound with the potential
to be a potent inhibitor against a protein target (Fig. 14); however, the KD for this
ligand (in the micromolar range) is insufficient to make this a clinically viable
inhibitor. Introducing a halogen substituent which forms a BXB could provide the
two to three orders of magnitude change in KD, and be the difference when making
the “go or no-go” decision to continue development of that compound. However,
where should that substituent be added and how much improvement can be
expected? Applying the orthogonality concept of BXBs and H-bonds to the pattern
of structural H-bonds of the protein [55], it is now possible to predict the positions
for where a halogen can be placed within the binding site to form a stabilizing BXB.
These potential BXB positions can then help guide the design by medicinal
chemists of halogenated variants of the lead compound. Finally, applying either
QM/MM or MM/MD methods (with a PEP or ffBXB correction) would allow one
to predict the effects of the halogen substituent on the geometry and affinity of the
new protein–inhibitor complex.
7.2 Potential Application of BXBs in Biomolecular
Engineering
The application of X-bonds (exploiting the stabilizing potential, directionality, and
their competitive or complementary relationships with H-bonds [78]) to chemical
engineering in the design and construction of sensors, liquid crystals, organic
conductors, and other materials is now fairly well established [6, 110, 111]. This
is not true with BXBs, which opens a completely new and unexplored area in the
field. The studies of BXBs in DNA junctions shows a glimpse of what is possible –
the conformations of the junction arms were shown to be controlled through
competition between H- and X-bonds. DNA junctions are, themselves, the basic
building blocks for many biomolecular engineering applications [112], including
DNA origami [113] and structured two-dimensional and three-dimensional lattices
Fig. 14 Proposed application of BXBs for lead compound optimization, starting from structure of
a lead compound (a), to the principle of orthogonal X- and H-bonds (b), to guiding placement of a
halogen substituent on the lead compound (c), and finally, optimization of the new halogenated
compound to predict the effect on binding/specificity (d) (adapted from [109])
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[114, 115], to name just a few, because their assembly can be controlled by
sequence design. The introduction of BXBs would allow control of the three-
dimensional shape of the junction [80], using BXBs to define the spatial relation-
ship between the DNA arms.
For protein engineering, BXBs have the potential to introduce more directed and
specific interactions in hydrophobic regions, for example at binding sites for new
ligands – an inverse application to the design of halogenated inhibitors [116]. The
ability to introduce unnatural amino acids (including many halogenated amino
acids) site-specifically into proteins [117, 118] also provides opportunities to
control stability of domains or entire proteins, or to design new protein–protein
interfaces.
7.3 Why Are Halogens Hydrophobic?
Finally, we need to address a fundamental question about halogens in the aqueous
environment. Why are halogens, particularly the larger elements Br and I, hydro-
phobic? The conundrum is that halogens are involved in electrostatic interactions
(X-bonds as well as H-bonds, and perhaps other convolutions of these), and the
larger the atom the more polarizable and more enthalpically stabilizing the BXBs
are. As such, we may consider them to be similar in many respects to a hydroxyl
group, which also shows similar amphipathic properties (being both donors and
acceptors of H-bonds). There clearly are solvent effects on the energies of X-bonds
[83, 85, 119–122], but the studies to date have focused only on the effects on
electrostatics (enthalpic components). The current understanding is that hydropho-
bicity is primarily associated with the loss of entropy of solvent around substituent
groups; however, as with H-bonds, there is a delicate balance between the entropy
and the electrostatic properties of the waters around the donor atom [123–
125]. Thus, to tackle this question, it is imperative that the field develops accurate
models for halogens and for waters [126–129] that interact with them. Without an
understanding of why halogens as substituents in covalent compounds are hydro-
phobic, it would be difficult to utilize BXBs fully in, for example, the design of
more effective drugs, since the binding and specificity of inhibitors depends not
only on the energies of the protein complex, but also on the competing energies of
each component in solution [62].
7.4 Conclusions
Over the past decade, X-bonding has become accepted, if not fully recognized, by
the biological community, particularly in its role in the binding specificity of
halogenated inhibitors against protein targets and to affect molecular conformation.
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BXBs are becoming well characterized through structural database surveys, and
computational and experimental studies on their structure–energy relationships.
They have been found to parallel in many cases, but extend in others, the basic
physical principles seen in small molecule complexes. Their unique properties,
including the relationships with H-bonds and the aqueous environment, will allow
BXBs to evolve beyond being a simple curiosity to becoming a powerful molecular
tool for the rational engineering of new pharmaceutically important compounds and
biological-based materials. For the medicinal chemist, BXBs are now a regular if
not common tool in the molecular design toolbox. There remain, however, many
audiences in which the question of “Who has heard of halogen bonds?” is met with
deadly silence. Thus, there is still work to be done for the evangelist to spread the
word of this molecular interaction which has been long neglected, but which has
great potential in the biological arena.
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