In this note we show the the system of difference equations x n+1 = ay n−2 x n−1 yn + bx n−1 y n−2 + cy n−2 + d y n−2 x n−1 yn , y n+1 = ax n−2 y n−1 xn + by n−1 x n−2 + cx n−2 + d x n−2 y n−1 xn ,
Introduction
Solving difference equations and their systems is a subject that attract the attention of several researchers and a big number of papers is devoted to this line of research where various models are proposed. We can consult for example the papers [1] - [26] , for some concrete models of such equations and systems where also we can understands the techniques used in solving these models.
Recently in [1] and as generalization of the equations and systems studied in [2] , [8] , [17] , [26] , we have solved in a closed form the system of difference equations
ay n x n−1 y n + bx n−1 + c x n−1 y n , y n+1 = ax n y n−1 x n + by n−1 + c y n−1 x n , (1.1)
Here and motivated by the above mentioned papers we show that we are able to expressed in a closed form the well defined solutions of following system of difference equations     
x n+1 = ay n−2 x n−1 y n + bx n−1 y n−2 + cy n−2 + d y n−2 x n−1 y n , y n+1 = ax n−2 y n−1 x n + by n−1 x n−2 + cx n−2 + d x n−2 y n−1 x n where n ∈ N 0 , the initial values x −2 , x −1 , x 0 , y −2 , y −1 and y 0 are arbitrary nonzero real numbers and the parameters a, b, c and d are arbitrary real numbers with d = 0. Clearly if d = 0, then system (1.2) is nothing other than system (1.1) . For the readers interested in the solutions of this system, we refer to [1] , where the system (1.1) was been completely solved. Noting also that the system (1.2) can be seen as a generalization of the equation
ax n−2 x n−1 x n + bx n−1 x n−2 + cx n−2 + d x n−2 x n−1 x n , n ∈ N 0 .
In fact the solutions of (1.3) can be obtained from the solutions of (1.2) by choosing y −i = x −i , i = 0, 1, 2. The equation (1. 3) was been the subject of substantial part of the paper of Azizi [3] , which also motivated our present study. We will see that the explicit formulae of the well defined solutions of system (1.2) are expressed using the terms of the sequence (J n ) +∞ n=0 which are the solutions of the fourth order linear homogenous difference equation defined by the relation 4) and the special initial values J 0 = 0, J 1 = 0, J 2 = 1 and J 3 = a.
(1.5)
Now we solve in closed form the equation (1.4) . This equation (with the same or different initial values and parameters) was the subject of some papers in the literature. The characteristic equation associated to the equation (1.4) is
(1.6) and let α, β, γ and δ its four roots, then
Case 3: If two real roots are equal, say γ = δ. In this case J n = c 1 α n + c 2 β n + (c 3 + c 4 n) γ n . Now using (1.7) and the fact that J 0 = 0, J 1 = 0, J 2 = 1 and J 3 = a, we obtain
(1.10) Case 4: If double two real roots are equal, say α = β = γ = δ. In this case J n = (c 1 + c 2 n) α n + (c 3 + c 4 n) γ n . Now using (1.7) and the fact that J 0 = 0, J 1 = 0, J 2 = 1 and J 3 = a, we obtain
11)
Case 5: If the roots are all real and different. In this case
Again, using (1.7) and the fact that J 0 = 0, J 1 = 0, J 2 = 1 and J 3 = a, we obtain
Case 6: If tow real roots are equal, say α = β and tow roots are complex conjugate ones, say δ = γ. In this case J n = (c 1 + c 2 n)α n + c 3 γ n + c 4 γ n .
Case 7: If tow real roots α, β are different and tow roots are complex conjugate ones, say δ = γ. In this case J n = c 1 α n + c 2 β n + c 3 γ n + c 4 γ n .
Case 8: If tow complex roots are equal, say α = γ and β = δ = α. In this case J n = (c 1 + c 2 n)α n + (c 3 + c 4 n)α n .
Case 9: If the roots are all complex and different, say β = α and δ = γ. In this case J n = c 1 α n + c 2 α n + c 3 γ n + c 4 γ n . Again, using (1.7) and the fact that J 0 = 0, J 1 = 0, J 2 = 1 and J 3 = a, we obtain
The main theorem and some particular cases
Here, we give a closed form for the well defined solutions of the system (1.2) with d = 0. To this end we will use the same change of variables as in [1] to transform the system (1.2) to a linear one and than following the same procedure as in [1] to obtain the closed form of the solutions. To get the solutions of the corresponding linear system we need to solve some fourth order linear difference equations. In particular, we derive from the main result (Main Theorem), for which we leave the proof to the next section, the solutions of some particular systems and equations where their solutions are related to the famous Tetranacci numbers. We recall that by a well defined solutions of system (1.2), we mean a solution that satisfies x n y n = 0, n = −2, −1, 0 · · · . The set of well defined solutions is not empty, in fact it suffices to choose the initial values and the parameters a, b, c and d positive, to see that every solution of (1.2) will be well defined.
2.1.
Closed form of well defined solutions of the system (1.2). The following result give an explicit formula for well defined solutions of the system (1.2). Theorem 1. (Main Theorem.) Let {x n , y n } n≥−1 be a well defined solution of (1.2). Then, for n = 0, 1, 2, 3, . . . , we have
where the initial conditions x −2 , x −1 , x 0 , y −2 , y −1 and y 0 ∈ (R − {0}) − F , with F is the Forbidden set of system (1.2) given by
2.2. Particular cases. Now, we focus our study on some particular cases of system (1.2).
The solutions of the equation
If we choose y −2 = x −2 , y −1 = x −1 and y 0 = x 0 , then system (1.2) is reduced to the equation
So, it follows from the Main Theorem that Corollary 1. Let {x n } n≥−1 be a well defined solution of the equation (2.1). Then for n = 0, 1, . . . , we have
Noting that this equation was the subject of a substantial part of the paper of Azizi in [2].
The solutions of the system
which is a is particular case of the system (1.2) with a = b = c = d = 1. In this case the sequence {J n } is nothing other than the sequence of Tetranacci numbers {T n }, that is
and we have Numerically we have α = 1.927561975, β = −0.774804113 and the two complex conjugate are γ = −0.076378931 + 0.814703647i, δ =γ with i 2 = −1.
The one dimensional version of the system (2.2), is the equation
3)
The following results follows respectively from the Main Theorem.
Corollary 2. Let {x n , y n } n≥−1 be a well defined solution of (2.2). Then, for n = 0, 1, . . . , we have Then for n = 0, 1, . . . , we have
Remark 1. When a = d = 0, the system (1.2) takes the form
As it is noted in [1] , the solutions are expressed using Padovan numbers. This system and same particular cases of it has been the subject of the papers [8] , [26] . If d = c = 0, The system (1.2) become
As it is noted in [1]: -The system (2.5) is a particular case of the more general system
which was been completely solved by Stevic in [15] and the solutions are expressed using a generalized Fibonacci sequence.
-Also, particular cases of system (2.6) has been studied in [14] , [13] , [19] , [18] .
-We note that if also b = 0, then the solutions of the system (2.5) are given by
{(x 0 , y 0 ) , (a, a) , (a, a) , ..., } .
Proof of the Main Theorem
In order to solve the system (1.2) , we need firstly to solve the following two homogenous third order linear difference equations R n+1 = aR n + bR n−1 + cR n−2 + dR n−3 , n = 0, 1, ..., (3.1)
S n+1 = −aS n + bS n−1 − cS n−2 + dS n−3 , n = 0, 1, ..., (3.2) where the initial values R 0 , R −1 , R −2 , R −3 , S 0 , S −1 , S −2 and S −3 and the constant coefficients a, b, c and d are real numbers with d = 0. In fact we will express the terms of the sequences (R n ) +∞ n=−3 and (S n ) +∞ n=−3 using using the sequence (J n ) +∞ n=0 .
The difference equation (3.1) has the same characteristic equation as (J n ) +∞ n=0 , that is the equation (1.6). To solve the difference equation (3.2) using terms of (1.4), we need the following fourth order linear difference equation defined by j n+4 = −aj n+3 + bj n+2 − cj n+1 + dj n , n ∈ N, (3.3) and the special initial values j 0 = 0, j 1 = 0, j 2 = 1 and j 3 = −a (3.4)
The characteristic equation of (3.2) and (3.3) is
Clearly the roots of (3.5) are −α, −β, −γ and −δ. Now following the same procedure in solving {J(n)}, it is not hard to see that j(n) = (−1) n+1 J(n).
Now, we are able to prove the following result.
Lemma 1. We have for all n ∈ N 0 ,
Proof. Assume that α, β, γ and δ are the distinct roots of the characteristic equation (1.6), so
after some calculations we get
The proof of the other cases is similar and will be omitted. (1.4) . Then analogous to the formula of (3.1) we obtain
Using the fact that j(n) = (−1) n+1 J(n), A = −a and C := −c we get
Proof of the Main Theorem. Putting
we get the following linear third order system of difference equations u n+1 = av n +bu n−1 +cv n−2 +du n−3 , v n+1 = au n +bv n−1 +cu n−2 +dv n−3 , n = 0, 1, ...,
From(3.10) we have for n = 0, 1, ...,
Putting again R n = u n + v n , S n = u n − v n , n = −2, −1, 0, ..., (3.11) we obtain two homogenous linear difference equations of forth order:
R n+1 = aR n + bR n−1 + cR n−2 + dR n−3 , n = 0, 1, · · · , and S n+1 = −aS n + bS n−1 − cS n−2 + dS n−3 , n = 0, 1, · · · . (3.12) Using (3.11), we get for n = −3, −2, −1, 0, ...,
From Lemma 1 we obtain,
Substituting (3.13) and (3.14) in (3.9), we get for n = 0, 1, ...,
and
(3.18) We have (3.19) , (3.20) we get, 
