Exponentiation Using a Large-Digit Representation and ECC Applications by Nicolas Méloni & M. Anwar Hasan
Exponentiation Using a Large-Digit Representation and ECC Applications
Nicolas M´ eloni and M. Anwar Hasan
Department of Electrical and Computer Engineering
University of Waterloo
Abstract
Fast computation of exponentiation is a key issue for group based public key cryptosystems. In fact, it has
drawn considerable attention of researchers for many years [1]. Serious break-throughs were made in the 30’s by
Brauer [5] and then by Yao [20] during the 70’s, with improvements by Thurber, Knuth and more recently M¨ oller
[19, 11, 17]. All those methods are based on a somewhat similar approach: ﬁrst recode the exponent using a
certain range of digits, precompute the powers corresponding to the digit set and then use them in a square-and-
multiply algorithm. In this work, we propose to merge the precomputation stage with the exponentiation itself with
gain thanks to a large-digit representation.
Keywords: exponentiation, addition chains, non adjacent form, sliding windows, integer representation, elliptic
curve, point scalar multiplication.
1 Introduction
Exponentiation consists of computing xn = x    x, where x is an element of a group G and n is an
integer. It is one of the most common arithmetic operations. It is also the key operation in many group based
cryptographic protocols, such as RSA [18] and ECC [12, 16], where group operations are modular multiplication
and elliptic curve point addition, respectively. Speeding up this operation is crucial for the efﬁciency of those
protocols. To do so, several algorithms have been proposed. They typically consist of recoding the exponent n in
ordertominimizethenumberofgroupoperations. However, minimizingthenumberofoperationsdoesnotalways
yield the fastest exponentiation algorithm for a given group. The relative costs of multiplications and squarings,
coupled with the possibility of faster combined operation (square and multiply, tripling, quadrupling etc), can lead
to costlier (in terms of number of group multiplications) but faster algorithms using speciﬁc representation such
as the Zeckendorf representation [8], Double Base Number System [9], binary/ternary representation [6] etc.
In this work, we will focus on a general recoding algorithm, which means that we will try to reduce the total
number of group multiplications without any consideration of other speciﬁc operations. In this generic case, the
best technique is to use the Brauer algorithm [5] combined with different improvements due to Thurber [19],
Knuth [11] and M¨ oller [17], leading to the so called 2k-ary and NAFw (width w Non Adjacent Form) methods,
with or without fractional windows. They are based on a similar approach. First, one computes the powers
corresponding to the digits of the used representation and then one performs a square-and-multiply scheme. In
this work, our contribution is to propose to merge the precomputation stage with the actual exponentiation thanks
to the use of large digits. More precisely, the main idea is to use the elements computed during the ﬁrst steps of
the exponentiation as precomputed elements. Then, we propose two major improvements to this basic idea (the
use of even digits and the choice of starting addition chain) in order to make it more efﬁcient.
1This article is organized as follow: We ﬁrst brieﬂy recall Brauer’s algorithm and generic exponentiation tech-
niques. Then we present the basic idea behind our large digits representation and several improvements to make
it efﬁcient. We present some comparisons with state of the art of different bit length exponents. Finally, we pro-
pose an efﬁcient implementation of our work on elliptic curves in short Weierstraßform and give a comprehensive
comparison with the most recent methods.
2 Exponentiation techniques
Let n = (nt 1 :::n0)2 be an integer. It is always possible to compute xn using less than 2log(n) = 2t group
multiplications, for which one can simply use the classical square-and-multiply algorithm. Let y = xnt 1:::nt i, if
nt i 1 is 0 then y   yy and if nt i 1 is one y   (yy)x. One just has to look at the binary representation of
n to perform the exponentiation. Brauer’s algorithm and its different improved versions generalize this approach.
Instead of looking at the binary representation of n, one considers its 2k-ary representation. As an example if
n = 314159 = (1001100101100101111)2 and k = 4 then











= 4  216 + 12  212 + 11  28 + 2  24 + 15;
and we can recode n as (4 00012 00011 0002 00015)2. To perform an exponentiation using this representa-
tion, ﬁrst one has to precompute and store x;x2;x3;:::;x14;x15 and then perform a square-and-multiply like
algorithm. Several improvements can reduce the total number of multiplications. Three commonly used improve-
ments are as follows:
First, one does not have to use even digits. We can easily see that the operation y   y2  x14 can be replaced
by y   (y  x7)2.
Second, one can use sliding windows, where we allow k to vary, e.g. we do not take into account 0 digits
between two non zero digits. As an example, considering the integer (1110000011)2, we can consider it as
7  27 + 3 = (70000003)2 instead of 3  28 + 8  24 + 3 = (300080003)2. In this case, each window begins
with a 1, ends with a 1 and has a length of at most k bits.
Third, one can use negative digits, if the element inversion operation is easy in the considered group.
Algorithm 1 summarizes these improvements. Deleting line 5 allows us to obtain the unsigned version of
Brauer’s improved algorithm.
2Algorithm 1 Computes the NAFw representation of integer n
Input: An integer n and a window size w
Output: n = (ntnt 1 :::n1n0)2
1: i = 0
2: while n > 0 do
3: if n mod 2 6= 0 then
4: ni = n mod 2w
5: if ni > 2w 1 then ni = ni   2w
6: end if
7: else
8: ni = 0
9: end if
10: n = n ni
2
11: i = i + 1
12: end while
13: return (ni 1 :::n0)
3 Large Digit Representation
The NAFw method requires, on average, only 1
w+1 multiplications per exponent bit. However, at the same time
it reduces the number of squarings by at most (w   2). Moreover, using width w + 1 instead of w requires us to
double the number of precomputed powers, whereas the addition saving in the number of squarings is 1.
The method we propose here is an attempt to merge precomputations and actual exponentiation, and also, to
take advantage of sufﬁciently large amount of storage available on certain platforms, such as personal computers.
The main idea is to store the ﬁrst computed powers corresponding to the most signiﬁcant bits of n and use those
powers as precomputed powers in a square-and-multiply scheme.
3.1 A simple example
Let n be equal to 314159. Its different NAFw representations are:
w = 2 : 101 0101 0101 0101 0001
w = 3 : 100 0300 1003 0003 0001
w = 4 : 5 0003 0005 0003 0001
Theexponentiationismadeoftwostages: precomputationsandthenactualexponentiation. Theprecomputation
stage consists of determining the digits of the representation. However, it is also possible to represent n as:
n = 1900 0110 01901 019019
= 1900 1010 00019 0001
In this case, we have ﬁrst determined the integer corresponding to the ﬁve most signiﬁcant bits of n (i.e.
19 = (10011)2) using a traditional double-and-add algorithm, and then used the intermediate integers as digits.
This ﬁnally leads to the following addition chains:
1;2;4;8;9;18;19, 38, 76, 152, 304,:::, 157070, 314140, 314159 and
1;2;4;8;9;18;19, 38, 76, 152, 153,:::, 157080, 314160, 314159
There is no precomputation stage; we just reuse the underlined integers as digits. The purpose of the following
subsection is to present an algorithm for computing the large-digit representation using the ﬁrst intermediate
integers as a set of digits.
33.2 Creating dictionary
When using a 2k-ary method, one looks at the k rightmost bits of n and subtracts the integer corresponding to
these k bits. This assumes that one has ﬁrst precomputed a dictionary (1;3;:::;2k   1). For example, if k = 4
and n = 109 = (1101101)2, one will use the precomputed integer 13=(1101)2, rewriting n as (1 1 0 0 0 0 13)2.
However, one can use 29=(11101)2 instead of 13 and rewrite 109 as (1 0 1 0 0 0 29)2. In fact, one can use any
integer whose 4 rightmost bits are (1101)2. Based on this remark, we construct a dictionary Dw
S based on a set of
l integers S = fs1;:::;slg and a width w. Our goal is to ﬁnd representatives for the digits f1;2;3;4;:::;2w  
2;2w   1g in the set S. For each integer of this set, we look at its least signiﬁcant j bits, for j = 1;:::;w. This
results into w integers, which are not all necessarily distinct. If they correspond to digits that do not already have
any representative, then the current integer, say si, becomes a representative for those digits. In the end, the rth
element of the dictionary is the representative si of digit r. The creation of the dictionary is formally described in
Algorithm 2.
Algorithm 2 Creating dictionary Dw
S





for i = 1 to l do
for j = 1 to w do
r = si mod 2j





Example 3.1 Using the set of integers S = f1;2;4;8;9;18;19g and a width equal to 4, when i = 6 in Algorithm
2, the dictionary is equal to (1;2;0;4;0;0;0;8;9;0;0;0;0;0;0). Next, we consider the 7th element of S, that is
to say 19 = (10011)2 and look at its residues modulo 2j:
 19 mod 2 = 1 and d1 = 1 6= 0,
 19 mod 22 = 3, and d3 = 0 so d3   19
 19 mod 23 = 3 and d3 = 19 6= 0 ,
 19 mod 24 = 3 and d3 = 19 6= 0.
So now, 19 will be used as the third element of the dictionary, and the ﬁnal dictionary is
Dw
S = (1;2;19;4;0;0;0;8;9;0;0;0;0;0;0).
Remark 3.2 The order of the elements of the set S directly inﬂuence the result of the algorithm (which means that
it should be considered more like a list than a set). From the previous example, if we exchange 9 and 1, then 9
will be the representative of 1 instead of 1. As we prefer to have the smallest representative as possible, from now
on we assume that the set S is sorted. However, it sufﬁces to modify the condition: “If dr = 0” by “If dr = 0 or
si < dr” to always obtain the expected result.
4Algorithm 3 Computing a Large-Digit Representation using dictionary Dw
S
Input: An integer n, a window width w and a dictionary Dw
S = (d1;:::;d2w 1)




while n > 0 do
if n mod 2 6= 0 then
for j = 0 to w   1 do
r = n mod 2w j








i = i + 1
end while
return ni 1 :::n1n0
3.3 Finding a Large-Digit Representation
Now that we are able to build a dictionary, it is easy to ﬁnd a Large-Digit Representation (LDR) of an integer n
based on Dw
S.
The main difference between this algorithm and Algorithm 1 is the for loop. Indeed, in our case, every digit
does not necessary has a representative in set S. So we ﬁrst look in the dictionary for a representative for n
mod 2w. If there is none we reduce the window width (i.e. w) and try again.
Example 3.3 Using the dictionary (1;2;19;4;0;0;0;8;9;0;0;0;0;0;0), Algorithm 3 ﬁnds a width 4 large-digit
representation of n = 2863 as follows:
 n mod 24 = 15 and d15 = 0,
 n mod 23 = 7 and d7 = 0,
 n mod 22 = 3 and d3 = 19 ) n0 = 19 and n = (n   19)=2 = 1422,
 n mod 2 = 0 ) n1 = 0 and n = n=2 = 711
 :::
 and ﬁnally n = (11001901019019)2
3.4 Performing an exponentiation using LDR
Let G be a group and x an element of G. One can compute x314159 in the following way:
 ﬁrst decompose 314159 = (1001100101100101111)2 as (10011)2 214 +(101100101111)2 = 19214 +
2863
5 compute x19 using the binary chain (1;2;4;8;9;18;19) and store the values (x;x2;x4;x8;:::;x19)
 2863 = (11001901019019)2
 x38 = (x19)2 ! x76 = (x38)2 ! x152 = (x76)2 ! x305 = (x152)2  x ! :::
  ! x157070 = (x8535)2 ! x314159 = (x157070)2  x19.
The complete exponentiation involves 18 squarings and 8 multiplications. Using the 2k-ary method requires
also 18 squarings and 8 multiplications if k is chosen carefully (k = 3). In this case, 314159 can be represented
as (1000300100300005007)2 and one ﬁrst has to precompute x;x2;x3;x5;x7 to perform the exponentiation.
4 Improvements
From the previous section, we can see that despite the fact that we use a larger number of precomputed digits,
we do not decrease the overall number of multiplications. This is because of two reasons: we do not use even
numbers in our integer set and the addition chain used to compute the leftmost bits of n (19 in our example) does
not provide a good set of integers.
Keeping these remarks in mind, below we discuss two improvements to our new LDR and how to use negative
digits.
4.1 Using even numbers
Let us suppose that our integer set S is equal to f1;3;14g and we want to perform a step of Algorithm 3 to the
integer n = (101110)2 using a width of 4. Algorithm 3 will ﬁrst divide n by 2, then look for an integer for digit
7, fail and ﬁnd 3 as an integer corresponding to digit 3. The ﬁnal representation is then (101030)2. However, it is
easy to see that 14 could have been used instead of 3, saving one addition in the end (n = (1 0 0 0 0 14)2).
To take into account even digits in our representation we can modify the way we compute the dictionary and
then adapt the algorithm. The main idea is to consider that 14=(1110)2 can be used as a digit for 7 as long as the
preceding bit is a zero. The modiﬁed algorithm is given below where the output is a two-row dictionary. The ﬁrst
row is the same as in Algorithm 2 and the second row indicates how many times an nonzero entry in the ﬁrst row
can be divided by two.
6Algorithm 4 Creating a two-row dictionary Dw
S

















i mod 2 = 0 do
s0
i = s0
i=2;div2 = div2 + 1
end while
for j = 1 to w do
r = s0
i mod 2j









The main difference between Algorithms 2 and 4 is that, for each element s of S, we compute s0 and div2 so
that s = s0  2div2 with s0 odd. Then we apply Algorithm 2 to s0 and store both s0 and div2.
Example 4.1 Let S = f1;3;6;14g and w = 3:
i=1: s1 = 1  20 so div2 = 0,
 s1 = 1 mod 2j;8j  3 so d1;1 = s1 = 1 and d2;1 = div2 = 0
i=2: s2 = 3  20 so div2 = 0,
 s2 = 1 mod 2 and d1;1 6= 0 so 3 is not used as a digit for 1
 s2 = 3 mod 22 (and 23), d1;3 = 0 so d1;3 = 3 and d2;3 = 0
i=3: s3 = 3  21 so div2 = 1 and s0
3 = 3,
 s0
3 = 1 mod 2 and d1;1 6= 0
 s0
3 = 3 mod 22 (and 23) and d1;3 6= 0
i=4: s4 = 7  21 so div2 = 1 and s0
4 = 7,
 s0
4 = 1 mod 2 and d1;1 6= 0
 s0
4 = 3 mod 22 and d1;3 6= 0
 s0
4 = 7 mod 23 and d1;7 = 0 so d1;7 = s4 = 14 and d2;7 = 1
The ﬁnal two-row dictionary is:

1 0 3 0 0 0 14 0
0 0 0 0 0 0 1 0

7Now we can rewrite Algorithm 3 to take into account the new dictionary:
Algorithm 5 Computing a Large-Digit Representation using a two-row dictionary Dw
S
Input: An integer n, a window width w and a two-row dictionary Dw
S





while n > 0 do
if n mod 2 6= 0 then
for j = 0 to w   1 do
r = n mod 2w j
if d1;r 6= 0 and d1;r  n and d2;r  Zeros then
i = i   d2;r
ni = d1;r











i = i + 1
end while
return ni 1 :::n1n0
In this algorithm, the Zeros variable represents the number of consecutive 0’s between two nonzero digits.
Each time a nonzero digit is found, we ﬁrst look in the dictionary if there is a representative for this digit and then
verify if the number of 0’s preceding this digit is sufﬁcient. As an example, we must have computed a least one 0
before using 14 as a digit for 7.
Remark 4.2 It is better not to allocate memory for data that are always equal to 0. When using Algorithm 4, it
is obvious that d1;r and d2;r will always be equal to 0 as long as r is even. Taking this into account, one should
not allocate memory for those values of r. As an example, the dictionary in Example 4.1 can be

1 3 0 14




1 0 3 0 0 0 14 0
0 0 0 0 0 0 1 0

.
We take this remark into account in the rest of this work, but in order to make the algorithms easier to follow,
we do not change the indices of the dictionary (14 will still be equal to d1;7 instead of d1;4).
4.2 Using better addition chains
The set f1;2;4;8;9;18;19g is not a good choice for our recoding method because most of its elements are not
very useful. More precisely, even if we allow the use of even numbers, they still remain unused because they are
obtained as the double of a previous integer, which means that they have almost the same binary representation.
8As an example, 2= (10)2, 4=(100)2 and 8=(1000)2 are not useful because they are obtained by doubling 1 three
times. Thus, using the double-and-add algorithm to compute the topmost bits of a scalar n will always result in
a waste of at least half of the computed integers. To solve this problem, we propose to compute the leftmost bits
of n using Euclidean addition chains. They are only made of additions, so that the resulting integer set provides
more different digits.
Deﬁnition 4.3 An Euclidean addition chain computing an integer n is an addition chain which satisﬁes v1 =
1;v2 = 2;v3 = v2+v1 and 8 3  i  s 1; if vi = vi 1+vj for some j < i 1, then vi+1 = vi+vi 1 or vi+1 =
vi + vj.
For example, (1;2;3;5;7;12;19) is an Euclidean addition chain computing 19. Finding such chains is quite
simple: it sufﬁces to choose an integer g coprime with k and apply the subtractive form of Euclid’s algorithm.
However, ﬁnding short chains can be very difﬁcult, depending on the bit length of the computed integer. Basically,
to limit the length of Euclidean chains, the best way is to try different g close to k
, where  = 1+
p
5
2 is the golden
ratio. For small values of k (less than 221, we have performed an exhaustive study of chain’s length and have
found that, on average, 20 tries are sufﬁcient to ﬁnd small chains. As an example, for each integer between 220
and 221 1, trying to compute chains using values of g in fk
;:::; k
+19g leads to chains of length 34, on average.
Bigger integers will require a greater number of tries, but as we will only deal with relatively small integers
(less than 40 bits), we neglect the additional cost.
If we use the preceding set of integers to compute our dictionary we obtain:

1 3 5 7 0 0 0 0
0 0 0 0 0 0 0 0

whereas the use of the original set f1;2;4;8;9;18;19g leads to the following dictionary:

1 19 0 0 9 0 0 0
0 0 0 0 0 0 0 0

We clearly see in this example that the Euclidean addition chain has provided a better set of integers, whereas
it has required just as much computations.
We can now perform an exponentiation on a group element x using exponent n and width w:
 decompose n = (nt 1 :::n0)2 as
nH  2t l 1 + nL where nH = (nt 1 :::nt l 1)2 and nL = (nt l 2 :::n0)2
 ﬁnd a short Euclidean addition chain S = (s1;:::sl) computing nH
 compute the dictionary Dw
S with Algorithm 4
 compute the large digit representation of nL using Algorithm 5
 compute xnH using chain S and store the values (x;xi1;xi2;:::;xim) used to represent nL
 use LDR of nL to perform an exponentiation starting from xnH
Remark 4.4 In some groups, the inversion operation (i.e. computing x 1) can be done easily. It is the case, for
example, with the group of the points of an elliptic curve. In this case, the use of negative digits allows us to reduce
the number of nonzero digits in any representation. Combined with the 2k-ary method, it leads to the so called
NAFw representation. Such an improvement is not speciﬁc to our new representation and it does not change the
general idea it is based on. Hence, we propose the signed version of Algorithm 5 in Appendix A.
95 Comparisons
In this section we give some practical results about the complexities of our new representation, in both signed
and unsigned versions, and compare these representations to the 2k-ary method and its signed version. For dif-
ferent bit-length exponents, we summarize the number of group operations (squarings and multiplications), the
number of stored elements, the optimal width and the optimal size for nH.
Exp. size Method storage width nH size # group operations
256
2k-ary 7 4 - 254s + 58m = 312
LDR 15 7 20 238s + 67m = 305
NAFw 7 5 - 254s + 49m = 303
signed LDR 14 8 16 238s + 62m = 300
512
2k-ary 15 5 - 510s + 100m = 610
LDR 24 11 24 490s + 111m = 601
NAFw 15 6 - 510s + 87m = 597
signed LDR 20 9 20 490s + 103m = 593
1024
2k-ary 31 6 - 1021s + 177m = 1198
LDR 40 10 40 994s + 192m = 1186
NAFw 31 7 - 1021s + 159m = 1180
signed LDR 32 11 28 994s + 179m = 1173
Table 1. Comparison between the LDR and the 2k-ary representations for different exponent sizes
We can see that our Large Digit Representation, be it in its signed version or not, always gives better results in
terms of computational cost. Moreover, LDR not only allows to decrease the overall number of group operations
but also provides some trade-offs between squarings and multiplications. In particular, LDR reduces the number
of squarings, but increases the number of multiplications. This can be seen as a drawback when using groups such
as ﬁnite ﬁelds, but it can become an advantage on groups where the multiplication is cheaper than squaring.
In the next section, we propose an example of such group an some implementation results.
6 Elliptic curve implementation
Deﬁnition 6.1 An elliptic curve E over a ﬁeld K denoted by E=K is given by the equation
E : y2 + a1xy + a3y = x3 + a2x2 + a4x + a6
where a1;a2;a3;a4;a6 2 K are such that, for each point (x;y) on E, the partial derivatives do not vanish
simultaneously.
In this work, we only deal with curves deﬁned over a prime ﬁnite ﬁeld (K = Fp) of characteristic greater
than 3. In this case, the equation can be simpliﬁed to y2 = x3 + ax + b where a;b 2 K and 4a3 + 27b2 6= 0.
The set of points of E=K, plus a special point called point at inﬁnity, is an abelian group. There exist explicit
formulae to compute the sum of two points that involves ﬁeld inversions. When the ﬁeld inversion operation is
considerably costlier than a ﬁeld multiplication, one usually uses a projective version of the above equation. In
this case, a point is represented by three, or more, coordinates, and many such projective coordinate systems have
been proposed to speed up elliptic curve group operations. For a complete overview of those coordinates, one can
10refer to [7, 10]. Finally, as elliptic curves are considered as additive group, we talk about addition, doubling and
scalar multiplication instead of, respectively, multiplication, squaring and exponentiation. One interesting aspect
of those curves is that very efﬁcient formulae have been proposed [15] to perform scalar multiplication based on
Euclidean addition chains. These formulae make the point additions faster than point doublings.
We present implementations over two types of curves: general Weierstraß(JAC) curves and curves with param-
eter a =  3 (JAC-3). In each case, we use two different strategies for computing the Euclidean addition chain,
with and without inversion. For our implementations, we have:
 generated 10000 pseudo random integers in f0;:::;2t   1g, for t = 160;256;512,
 computed LDR’s of the integers for all values of the parameters w (width of the dictionary) and l (bit-size
of nH)
 counted all the operations involved in the point scalar multiplication process.
6.1 Precomputation strategy
Let n be a scalar and P, a point on the curve. After choosing parameters w and l we decompose n =
(nt 1 :::n0)2 as nH  2t l 1 + nL where nH = (nt 1 :::nt l 1)2 and ﬁnd a short Euclidean addition chain
S = (s1;:::sl) computing nH. Then, after creating the dictionary Dw
S and ﬁnding the LDR of nL, we compute
nHP using chain S and the formulae from [15].
At this point, two strategies are considered:
 without inversion: simply consisting in storing the points (P;i1P;i2P;:::;imP) used to represent nL,
 with inversion: consisting of rescaling all the point (P;i1P;i2P;:::;imP) using the method proposed in
[14]. TheoriginalschemewasmadeforrescalingpointscomputedthroughtheEuclideanchain(1;2;3;5;7;:::;2m+
1). In fact, the same scheme can be used for any set of points based on any Euclidean chains. If m points
have been computed, then rescaling all of then so that they all have their z-coordinate equal to 1 cost 1I+1S+
(4(m   1)+3)M.
6.2 Results
One feature of the elliptic curve group law is that it allows fast composite operations as well as different type of
additions. In addition to the classical addition (ADD) and doubling (DBL) operations, we consider the following
operations:
 readdition (reADD): addition of a point that has been added before to another point,
 mixed addition (mADD): addition of a point in afﬁne coordinate (i.e., Z = 1) to another point,
 Z-addition (ZADD): addition based on the same z-coordinate trick, used to compute Euclidean addition
chain based scalar multiplication.
Table 2 gives the cost of the different curve operations, in terms of ﬁeld multiplications and squarings. Table
3 summarize the results of our experiments. We compare our work to the most recent and optimized point scalar
algorithm. Note that, for fair comparisons, we propose 2 versions of our results on Jac-3 curves. One using for-
mulae from [3] and another one, using recent optimized (opt) doubling-and-addition formulae from [14]. Finally,
we do not provide comparisons to the (2,3,5)NAF method for 256 and 512-bit integers, as no such data are given
in the original paper.
11Curve DBL ADD reADD mADD ZADD
Jacobian 1M+8S 11M+5S 10M+4S 7M+4S 5M+2S
Jacobian-3 3M+5S 11M+5S 10M+4S 7M+4S 5M+2S
Table 2. Elliptic curve operations cost
Method curve inversion storage width nH size # operations
wNAF [4]
JAC 0 7 - - 1573.8M
JAC 1 8 - - 1495.8M
JAC-3 0 7 - - 1511.9M
JAC-3 1 8 - - 1434.1M
Double-base chains [2]
JAC 0 7 - - 1558.4M
JAC-3 0 7 - - 1504.3M
(2,3,5)NAF [13]
JAC-3 (opt) 0 7 - - 1448.4M
JAC-3 (opt) 1 7 - - 1398.9M
LDR
JAC 0 12 12 18 1519.9M
JAC 1 7 8 8 1503.0M
JAC-3 0 12 12 18 1463.5M
JAC-3 1 7 8 8 1442.6M
JAC-3 (opt) 0 12 12 18 1447.8M
JAC-3 (opt) 1 7 8 8 1430.6M
Table 3. Comparison between different scalar multiplication algorithms using 160-bit scalars
Method curve inversion storage width nH size # operations
wNAF [4]
JAC 0 7 - - 2492.1M
JAC 1 8 - - 2369.2M
JAC-3 0 7 - - 2391.8M
JAC-3 1 8 - - 2269.2M
Double-base chains [2]
JAC 0 7 - - 2466.2M
JAC-3 0 7 - - 2379.0M
LDR
JAC 0 12 12 18 2416.3M
JAC 1 10 10 10 2377.7M
JAC-3 0 12 12 18 2322.3M
JAC-3 1 10 10 10M 2279.8M
JAC-3 (opt) 0 12 12 18 2295.3.8M
JAC-3 (opt) 1 7 8 8 2255.4M
Table 4. Comparison between different scalar multiplication algorithms using 256-bit scalars
12Method curve inversion storage width nH size # operations
wNAF [4]
JAC 0 15 - - 4885.2M
JAC 1 16 - - 4658.4M
JAC-3 0 15 - - 4683.0M
JAC-3 1 16 - - 4456.3M
Double-base chains [2]
JAC 0 10 - - 4869.3M
JAC-3 0 11 - - 4693.2M
LDR
JAC 0 28 12 32 4763.4M
JAC 1 18 12 17 4672.4M
JAC-3 0 28 12 32 4571.8M
JAC-3 1 18 12 17 4474.9M
JAC-3 (opt) 0 28 32 18 4521.3M
JAC-3 (opt) 1 18 12 17 4431.0M
Table 5. Comparison between different scalar multiplication algorithms using 512 bit-scalars
We can see that our method does not take advantage of the 1-inversion strategy. It only allows to save around
20M where more than 50M are saved using the other methods. This is due to the fact that our method requires
less general additions (but more Z-additions), which reduces the motivation of rescaling all the stored points. In
that case, our method is slightly slower than the algorithms using the inversion strategy. On the other hand, our
approach outperforms both the wNAF and double-base chains methods, when using an inversion free strategy.
Only the (2,3,5)NAF is faster; however, it must be taken into consideration that the results of (2,3,5)NAF beneﬁt
from optimized doubling-and-addition formulae. Using this new formulae with our algorithm reduce its overall
cost from 1463.5 to 1447.8, which makes as efﬁcient as the (2,3,5)NAF method. Moreover, the latter uses combi-
nation of doubling, tripling and quintupling formulae to speed up the scalar multiplication. Combining this method
with our large digit representation should give even better results, but it is out of the scope of this work. As the
size of the scalars increases, our method becomes more and more efﬁcient compared to the classical wNAF and
double-base chains methods, saving at least 50M for 256-bit integers, to 110M for 512-bits integers.
7 Summary
In this work we have proposed a new integer representation using a set of large digits. The main idea is to
use the ﬁrst few powers naturally computed during any exponentiation algorithm as precomputed points. We
have showed that the overall number of operations is very dependent on the choice of the addition chain used
to compute those ﬁrst power and proposed to use Euclidean chains. Both our new representation and Euclidean
chains have permitted us to reduce the computational cost of exponentiations, in terms of the total number of
operations. We have also presented an effective implementation of our algorithm on elliptic curve deﬁned over
prime ﬁelds, and have found that our approach gives better results than most of the previous methods. Moreover,
we are now working on adapting our large digit representation to the recent (2,3,5)NAF method, which should, in
the end, give even better results.
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A Using negative digits
In this section we give a modiﬁed version of Algorithm 5 in which we allow the use of negative digits. It uses
the same dictionary as its unsigned counterpart.
14Algorithm 6 Computing a signed Large-Digit Representation using a two-row dictionary Dw
S
Input: An integer n a width w and a dictionary Dw
S





while n > 0 do
if n mod 2 6= 0 then
r = si mod 2w+1
if r > 2w then
r = r   2w+1
if d1; r 6= 0 and d1;r  n and d2; r  Zeros then
i = i   d2; r; ni =  d1; r
n = n  2d2; r; Zeros = 0
end if
end if
for j = 0 to w   1 do
r = si mod 2w j
if d1;r 6= 0 and d1;r  n and d2;r  Zeros then
i = i   d2;r; ni = d1;r
n = n  2d2;r; Zeros = 0
break
end if
r = r   2w j
if d1; r 6= 0 and d1;r  n and d2; r  Zeros then
i = i   d2; r; ni =  d1; r





ni = 0; Zeros = Zeros + 1
end if
n = n ni
2 ; i = i + 1
end while
return ni 1 :::n1n0
15