Anthropogenic temperature and salinity changes in the Southern Ocean by Hobbs, WR et al.
Anthropogenic Temperature and Salinity Changes in the Southern Ocean
WILLIAM R. HOBBS,a,b CHRISTOPHER ROACH,c TILLA ROY,d,e JEAN-BAPTISTE SALLÉE,c AND
NATHANIEL BINDOFFa,b,f,g
aAustralian Antarctic Program Partnership, Institute of Marine and Antarctic Studies, University of Tasmania, Hobart,
Tasmania, Australia
bARC Centre of Excellence for Climate Extremes, Institute for Marine and Antarctic Studies, University of Tasmania,
Hobart, Tasmania, Australia
c Sorbonne Université, CNRS, LOCEAN-IPSL Institute, Paris, France
dDépartement de Géosciences, Ecole Normale Supérieure, Paris, France
eECOCEANA, Paris, France
f Institute of Marine and Antarctic Studies, University of Tasmania, Hobart, Australia
gCSIRO Oceans and Atmospheres, Hobart, Tasmania, Australia
(Manuscript received 15 June 2020, in final form 4 October 2020)
ABSTRACT: In this study, we compare observed Southern Ocean temperature and salinity changes with the historical
simulations from 13 models from phase 5 of the Coupled Model Intercomparison Project (CMIP5), using an optimal fin-
gerprinting framework. We show that there is an unequivocal greenhouse gas–forced warming in the Southern Ocean. This
warming is strongest in the Subantarctic Mode Waters but is also detectable in denser water masses, which has not been
shown in previous studies. We also find greenhouse gas–forced salinity changes, most notably a freshening of Antarctic
Intermediate Waters. Our analysis also shows that non–greenhouse gas anthropogenic forcings—anthropogenic aerosols
and stratospheric ozone depletion—have played an important role in mitigating the Southern Ocean’s warming. However,
the detectability of these responses using optimal fingerprinting is model dependent, and this result is therefore not as robust
as for the greenhouse gas response.
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1. Introduction
The Southern Ocean has a disproportionally large impact on
the global climate system through its prominent role in the
ocean uptake of anthropogenic heat and carbon (Rintoul and
Church 2002). Consistent with observation-based estimates,
models indicate that the Southern Ocean south of 308S was
responsible for 43%6 3% of global ocean anthropogenic CO2
uptake from 1861 to 2005, and 75% 6 22% of anthropogenic
heat uptake over the same period (Frolicher et al. 2015); since
2006 the Southern Ocean has accounted for about 65% of
observed heat uptake (Roemmich et al. 2015; Wijffels et al.
2016). This uptake occurs in large part because of the Southern
Ocean’s strong connection between the surface and deep
ocean, allowing an unusually high exchange of heat and gases
between the deep ocean and the atmosphere. Much of the
world’s deep waters upwell in the mid- to high-latitude
Southern Ocean as Circumpolar Deep Water (CDW), pri-
marily under the combined action of wind stress (Marshall and
Speer 2012; Rintoul and Naveira Garabato 2013; Morrison
et al. 2015), eddies (Tamsitt et al. 2017), and air–sea ice–ocean
buoyancy forcing (Abernathey et al. 2016; Pellichero et al.
2018). The lighter branch of this CDW is transported north-
ward and transformed into Antarctic Intermediate Water
(AAIW) and Subantarctic Mode Water (SAMW), important
water masses for the uptake of anthropogenic heat and carbon
(Sallée et al. 2012); the denser branch is transported southward
toward the Antarctic continental shelf, where it is converted
through sea ice formation into Antarctic Bottom Water
(AABW), the coldest, densest water mass on the planet (Orsi
et al. 1999; Pellichero et al. 2018).
The complexity of this overturning system is reflected in
observed changes in temperature and salinity in the Southern
Ocean. Previous studies have identified a very clear, detectable
global ocean warming in response to anthropogenic green-
house gases (Bilbao et al. 2019; Tokarska et al. 2019), but given
its essential role in the global climate the Southern Ocean
merits specific analysis. There is little evidence of a detectable
anthropogenic change at the surface of the high-latitude
Southern Ocean (south of 608S) (Polvani and Smith 2013;
Zunz et al. 2013; Fan et al. 2014; Armour et al. 2016; Hobbs
et al. 2016b), but farther north there has been a warming and
freshening of Mode and Intermediate Waters (Wong et al.
1999; Bindoff and McDougall 2000; Aoki et al. 2005; Meijers
et al. 2011; Gao et al. 2018). This is thought to be due to the
meridional overturning circulation, which transports surface
warming northward into Mode and Intermediate Water for-
mation regions, and replenishes the high-latitude surface with
old CDW, resulting in a delay in anthropogenic surface
warming at mid- to high latitudes, and a convergence of heat
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farther north (Marshall et al. 2014; Armour et al. 2016). While
the surface high-latitude Southern Ocean surface may have a
delayed warming, the same is not true at depth. Observations
indicate an extensive warming and salinification of waters on
the west Antarctic continental shelf and in the circumpolar
waters off the shelf since the mid-twentieth century (Gille
2002; Schmidtko et al. 2014), and deeper still there has been an
observed warming and freshening of AABW (Purkey and
Johnson 2013; Purkey et al. 2014; van Wijk and Rintoul 2014).
A number of studies have compared observed changes with
simulated anthropogenic responses. Fyfe (2006) showed that
the 1930–89 middepth warming (700–1100m) of the Southern
Ocean was only replicated in climate models that included
anthropogenic greenhouse gas forcing, while Banks and Bindoff
(2003) foundan anthropogenic cooling and freshening ofAntarctic
Intermediate Waters in isopycnal coordinates. However, it is im-
portant to place these observed changes in the context of anthro-
pogenic forcing and natural variability. Relative to the other ocean
basins, the Southern Ocean’s variability occurs at long time scales
(10–50yr; Monselesan et al. 2015), and hence observed changes
since the mid- to late twentieth century may be aliased by multi-
decadal variability. Recently, Swart et al. (2018) published the first
detection and attribution study to formally demonstrate that
temperature and salinity changes in the SouthernOcean are forced
by anthropogenic greenhouse gas (GHG) emissions, with a further
contribution to observed temperature changes from stratospheric
ozone depletion. That study used a single-model large-ensemble
approach to examine temperature and salinity changes in the do-
main observed by the standardArgo floats, (i.e., north of 608S and
2000m or shallower) (Roemmich and Gilson 2009).
In this work, we extend the Swart et al. (2018, hereinafter
SW18) analysis by 1) considering observations of the full-depth
and entire latitudinal domain south of 308S, specifically to as-
certain whether there is a detectable signal anthropogenic
signal in waters denser than those considered in SW18, and 2)
performing the analysis using a number of models selected
from the Coupled Model Intercomparison Project version 5
(CMIP5: Taylor et al. 2012) on the basis of their representation
of Southern Ocean water masses to ascertain the degree of
model dependence on the results. We find that, consistent with
SW18, there is overwhelming evidence for a GHG-forced
warming of the SAMW/AAIW water masses since the late
twentieth century, and furthermore there is good evidence
for a detectable GHG warming in deeper water masses across
models. However, the detectability of anthropogenic influence
on salinity changes is more model dependent.
2. Data and methods
a. Observations
Observed changes in Southern Ocean temperature and salinity
are represented here by full-depth conductivity–temperature–depth
(CTD) profiles from theWorldOceanDatabase (WOD).We use
all available profiles south of 308S, for the time periods 1966–75
and 1996–2005 inclusive, with a WOD quality control flag of 0
or 1, indicating the highest data quality. This period covers the
start of a reasonable consistent sampling level (from the mid-
1960s), to the end of the CMIP5 ‘‘historical’’ simulations
(Fig. 1). SW18 used climatologies derived from Argo profiling
floats, and therefore was restricted to the Southern Ocean
domain covered by the regular Argo dataset (i.e., north of 608S,
and 2000-m depth or shallower). We use ship-based profiles
here, despite their more limited data coverage and seasonal
bias toward summer observations, to allow an analysis of
changes in deeper/higher-latitude water masses.
The change detection pattern used in this study is the zonal
mean difference in potential temperature T and absolute sa-
linity SA, between the two 10-yr time periods 1966–75 and
1996–2005, as a function of depth and latitude. The values of T
and SA were calculated from the observed conservative tem-
peratureQ and practical salinity, respectively, using the TEOS-
10 equation of state (IOC et al. 2010). To remove seasonal
and spatial dependence, the observations were converted to
anomalies by subtracting a climatological mean for each pro-
file’s month and location estimated from the Southern Ocean
State Estimate (Mazloff et al. 2010). This state estimate was
chosen in spite of its relatively short time period (2005–10)
because of its high spatial resolution. To construct zonal/
decadal means for each decade, the T and SA anomaly pro-
files were binned into 28 latitude 3 38 longitude boxes and
averaged across each latitude; bins with no profiles were set to a
FIG. 1. Temporal and spatial distribution of World Ocean
Database profiles in the study domain (i.e., south of 308S): (a) total
number of profiles per year, (b) number of profiles by year and
month, and (c) number of profiles by year and latitude. Vertical
lines show the start and end of the study averaging periods.
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missing value. The change pattern was calculated by simply sub-
tracting the earlier decade/zonal mean from the latter. The stan-
dard WOD vertical grid has higher resolution near the surface
than at depth; therefore, to avoid weighting the optimal finger-
print results toward near-surface data changes, the zonal means
were regridded to a 100-m constant-vertical-resolution grid.
b. Model data
In this analysis, we used output from the CMIP5 historical,
historicalGHG, and historicalNat experiments to represent the
Southern Ocean response to all forcings, greenhouse gases
only, and natural forcings (i.e., solar and volcanic) respectively
(Taylor et al. 2012). A residual pattern of response was derived
by subtracting the GHG pattern from the All-forcings pattern.
Assuming that the All-forcings response is a linear sum of the
individual forcings, this residual represents the contribution
from land-use change, anthropogenic aerosols, and strato-
spheric ozone depletion. These forcings could not be separated
since very few modeling groups performed experiments with
these as single forcings, although in practice the widespread
effect of land use change in the ocean-dominated Southern
Hemisphere is expected to be minimal. We note that SW18
found little contribution from anthropogenic aerosols, which
would imply that the residual is likely to largely represent
the impact of stratospheric ozone depletion, an important
Southern Ocean forcing (e.g., Bitz and Polvani 2012; Previdi
and Polvani 2014). However, it must be noted that CMIP5
models also show that anthropogenic aerosols may impose a
surface cooling of the subtropical Southern Hemisphere ocean
(Cowan et al. 2013). Since our framework is unable to rigor-
ously separate ozone depletion and aerosol effects, we use the
somewhat cumbersome term ‘‘non-GHG anthropogenic forc-
ings.’’ We also used output from the pre-industrial control
simulation (piControl), to represent unforced internal vari-
ability, and to correct for model drift in the forced experiments
(Hobbs et al. 2016a).
We used simulations from 13 models in the CMIP5 archive,
selected on the basis of length of their piControl simulations (a
minimumof 400 years, representing$ 10 nonoverlapping 40-yr
periods, or realizations), the number of ‘‘historical’’ members
(at least 3), and the representation of Southern Ocean water-
mass mean states (SAMW, AAIW, CDW, and AABW). The
latter selection is described in detail in the online supplemental
material, but broadly we applied a density classification on all
23 CMIP5 models with sufficient piControl lengths/historical
ensembles, following the approach of Roy et al. (2020, manu-
script submitted to J. Climate) that uses salinity and potential
vorticity to objectively identify each water mass on the models’
native climatologies, derived in this case from the 1965–2005
mean of one ‘‘historical’’ ensemble member from each model.
The watermass mean temperature, salinity, and volume south
of 308S were compared with the 2009 CSIROAtlas of Regional
Seas climatology (Ridgway et al. 2002), and all models with a
reasonable mean representation of these water masses are
included. This approach is taken because of the difficulty
some models have in achieving watermass characteristics
that are similar to the observed mean fields, and thus affects
the perturbations and their interpretation. Note that the
CanESM2 simulations have biases in SAMW, AAIW, and
CDW that are similar to several rejected models, but are
included in this analysis as a direct comparison to SW18.
Where the selected models have very close similarity, both in
their physics and model grid, we have clustered the models
into groups (Table 1), in which case the members from both
models were included in the group ensemble mean for each
forced experiment, and both models’ piControl 40-yr reali-
zations were included in a single piControl distribution. This
grouping approach partially addresses the problem of inter-
model dependence between coupled models with similar
components (Knutti et al. 2013), and also increases the
number of available ensemble members over which anthro-
pogenically forced experiments can be averaged, reducing
the statistical contamination of the estimated response pat-
terns by internal variability.
Unless stated otherwise, the model plots in this paper are
derived using each model’s full grid data at monthly temporal
resolution. However, full-grid data were not used in the
Optimal Fingerprint analysis described in section 2c, due to the
uneven spatial distribution and seasonal bias in the observed
profiles. To ensure a fair comparison between the models and
observations, profiles were subsampled from the model grid
cell and month matching the location and date of each ob-
served profile. (For the piControl realizations, the first year of
each 40-yr period was taken to be 1966, and spatial/temporal
subsampling was performed in exactly same way). The model
profiles were converted to anomalies by calculating a mean
value for each profile across each model’s piControl simula-
tions, so removing seasonal and spatial bias. This also removes
any spurious temporal dependence (i.e., model drift), since any
structural signal across the time distribution of the profiles is
change, which should be zero averaged across an equilibrium
(i.e., piControl) climate; therefore, any nonzero change across
the time dimension when averaged over all the realizations
across the complete piControl simulation can be assumed to be
drift. Where multiple models have been merged into a group,
anomalies for each model within the group were calculated
with respect to that model’s piControl simulation, before
ensemble-averaging across the models in the group. Following
this procedure, the subsampled model data were converted
into zonal mean temperature and salinity change patterns in
exactly the same fashion as described for the observations in
section 2a.
c. Optimal fingerprinting
The detection and attribution analysis in this study relies
on optimal fingerprinting (Hasselmann 1993), a widely used
method of attributing changes in the climate’s mean state.
Following Hegerl et al. (2009), the term ‘‘detection’’ is used to
formally to refer to the identification of a climate change signal
that is outside the range of internal variability, and ‘‘attribu-
tion’’ to refer to the process of attributing that change to an
individual forcing (e.g., anthropogenic greenhouse gases or
ozone-depleting chemicals). The method is described in many
papers (Allen and Tett 1999; Allen and Stott 2003; Bindoff
et al. 2013), so we give only a simplified overview here, with an
illustrative example in the online supplemental material. The
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fundamental principle is that an observed change pattern (in
this case, zonal mean SouthernOcean temperature and salinity
change) may be decomposed into a sum of responses to ex-
ternal forcing, plus internal variability. The responses are es-
timated by an ensemble of climate model simulations forced by
one or several realistic historical climate forcings, the ensemble
being necessary to remove the impact of internal variability
from the estimated response. Internal variability is represented
by a long control simulation with no transient forcing. This
control simulation is divided into segments known as ‘‘pseudo
observations’’ with the same time length as the analysis period.
The simulated forced response patterns are regressed
against the observed change, to give a ‘‘best fit’’ scaling factor;
in this analysis we use single regression against the All-forcings
response for the detection analysis, and multiple linear re-
gression against the GHG-only, Natural-only, and residual
responses for the attribution analysis. The regression is re-
peated between the forced responses and each of the 40-yr
control realizations; this gives a distribution of scaling factors
possible in the case of no external forcing, from which a con-
fidence interval can be estimated. The null hypothesis is that
there is no forced climate change in the observations (i.e., the
scaling factor 5 0); hence, where the scaling factor and its
confidence interval do not include 0, the null hypothesis can be
rejected, and that signal is detectable. It may be useful to note
that the confidence intervals are not just set by the simulated
internal variability, but also by the magnitude of the simulated
response to forcing. A response that is weak will allow for large
scaling factors when applied to the unforced control run, and
therefore a large confidence interval.
For most regional changes the signal (i.e., the forced re-
sponse) is small relative to noise (i.e., internal variability). The
optimization addresses this by dividing the observed and sim-
ulated patterns by the noise covariance matrix of the control
pseudo observations, weighting the patterns toward modes of
variability with relatively low noise; the scaling factors are es-
timated from these optimized fingerprints rather than from the
physical patterns.
In practice, the real noise covariance matrix is rarely in-
vertible, so a Moore–Penrose pseudoinverse is used that uti-
lizes empirical orthogonal functions (EOFs) estimated from
the control simulation. [In this analysis, following best practice
(Hegerl et al. 2009) we estimate the noise covariance matrix
from a separate distribution of control run that overlaps the
distribution of pseudo observations used to estimate scaling
factor confidence bounds; this means that there is some inde-
pendence between the covariance matrix and the confidence
interval estimate, while retaining a sufficient number of control
realizations for both distributions.] The results may be sensi-
tive to the number of EOFs retained, with the risk of false
detection if too many EOFs are included. We use here a con-
sistency test proposed by Allen and Tett (1999), whereby the
response scaled by the best-fit scaling factor is removed from
the observed pattern, and the residual—which theoretically
represents the contribution from internal variability—is tested
to be statistically consistent with the model noise covariance
matrix. The truncation level (i.e., the number of EOFs re-
tained) is based on the maximum number of retained EOFs
that pass this test. (This can also be thought of as identifying the
modes of variability that the model simulates and eliminating
higher-order modes in the observations that the model cannot
represent—for example, subgrid-scale modes). We provide an
example of the optimal fingerprint procedure for ACCESS1 in
the online supplemental material.
Where a number of truncation levels pass this test (as is
usually the case), we selected the truncation level that showed
a detectable signal (if there is one), and with a scaling factor
closest to 1 (since 1 implies that model agrees very well with the
TABLE 1. Summary of CMIP5 models used in this study, showing model generic name (where similar models have been merged),
individual model name, citation of model description, number of ensemble members by experiment, and number of independent reali-
zations (i.e., independent 40-yr segments) in each model’s piControl simulation. Expansions of model acronyms are available online
(https://www.ametsoc.org/PubsAcronymList).









ACCESS1 ACCESS1.0 Bi et al. (2013) 3 0 0 12
ACCESS1.3 Bi et al. (2013) 3 3 3 12
Total Bi et al. (2013) 6 3 3 24
CanESM2 CanESM2 Arora et al. (2011) 5 5 5 24
CSIROMk3.6.0 CSIRO Mk3.6.0 Jeffrey et al. (2013) 9 10 10 12
FIO-ESM FIO-ESM Qiao et al. (2013) 3 0 0 20
FGOALS-s2 FGOALS-s2 Bao et al. (2013) 3 0 0 12
GFDL CM3 GFDL CM3 Griffies et al. (2011) 5 3 3 12
MIROC-ESM MIROC-ESM Watanabe et al. (2011) 3 3 3 15
MIROC-
ESM-CHEM
Watanabe et al. (2011) 1 1 1 5
Total Watanabe et al. (2011) 4 4 4 20
MPI-ESM-LR MPI-ESM-LR Jungclaus et al. (2013) 3 0 0 25
MPI-ESM-P Jungclaus et al. (2013) 2 0 0 28
Total Jungclaus et al. (2013) 5 0 0 52
MPI-ESM-MR MPI-ESM-MR Jungclaus et al. (2013) 3 0 0 24
MRI-CGCM3 MRI-CGCM3 Yukimoto et al. (2012) 5 1 1 12
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observations). For the attribution case where there are two
scaling factors (GHG and non-GHG), we select the case in
which both signals are detectable or, if there are none, then the
case in which one of the signals is detectable and in which their
root-mean-square difference from 1 is minimized.
3. Results
a. Observed and simulated changes
Figures 2 and 3 show the observed and simulated changes in
potential temperature and absolute salinity, respectively. The
observations indicate a warming in almost all of the domain,
from the surface to the bottom, except in the near-surface high
latitudes (south of 608S) that show a distinct cooling, a pattern
that is consistent with post-2005 observed changes (Bronselaer
et al. 2020). The models indicate an overall warming response
that is most concentrated in the SAMW/AAIW regions, as
described in previous studies (Armour et al. 2016; SW18). In
agreement with the observations, the models also show a
warming in the CDW density class, and some (but not all)
replicate the observed warming of BottomWater (Purkey and
Johnson 2013; van Wijk and Rintoul 2014). The warming ev-
erywhere is stronger in the GHG-only experiments than the
All-forcings, which indicates that the warming is forced by
anthropogenic GHG, somewhat mitigated by the non-GHG
forcings. This is confirmed by the ALL 2 GHG 2 NAT pat-
tern, which indicates a non-GHG anthropogenic cooling that is
significant relative to the control-run internal variability.
The observed salinity changes (Fig. 3) indicate a freshening
over most of the domain, including AABW, with a notable
salinification in the SAMW density class. The simulated sa-
linity responses are more spatially heterogeneous than the
temperature response, but are broadly consistent with previous
observation analyses of late-twentieth-century salinity change
(Boyer et al. 2005; Durack andWijffels 2010), with a freshening
in the upper 2000m south of 458S and a weak salinification in
the upper 500m farther north. The models largely show a
freshening of the AAIW that is similar in the GHG and All-
forcings experiments, indicatingGHGas the dominant forcing.
Some of the models show a salinification of the SAMW under
All and GHG forcings, but the signal is by no means robust
across all models.Most of themodels show a clear salinification
of the CDW density class, with the clearest signal being in the
lower CDWand the boundary withAABW (Sallée et al. 2013);
comparison between the All-forcings and GHG responses
suggest that this is primarily due to GHG forcing.
At the Antarctic coastline, there is a notable observed
freshening in the upper 1000m, capped by a salinification at the
surface; this salinification is matched by a cooling in the same
region (Fig. 2). The coastal subsurface freshening is repro-
duced by some models under All-forcings and is evident in
previous analyses of observations (Boyer et al. 2005; Durack
and Wijffels 2010). However, the surface salinification is not
robustly shown in previous observational studies; it is weakly
present in the Boyer et al. (2005) data but not in the Durack
and Wijffels (2010) zonal mean [although there are longitudes
of coastal surface salinification in Durack and Wijffels (2010)].
There is a surface salinification in an estimate of later changes
(i.e., between pre-2005 and post-2005 observations) shown by
Bronselaer et al. (2020), but in that study the high-latitude
salinification is through the full depth of the water column,
and not confined to near surface as in our estimate. These
features in the observations are intriguing, potentially indi-
cating freshening from ice shelf basal melt (Jacobs et al. 2002;
Pauling et al. 2017; Bronselaer et al. 2020) and surface salinity
changes due to ocean-sea ice feedbacks (Goosse and Zunz
2014; Haumann et al. 2016).
The freshwater input due to ice shelves/sheets is significantly
less than the change in net precipitation-minus-evaporation
over the Southern Ocean (Pauling et al. 2016), but is concen-
trated at the Antarctic coastline where buoyancy is dominated
by haline (rather than thermal) effects, and so it may have a
significant impact. Although further analysis is beyond the
scope of this paper, it is important to address the fact that
the freshening by ice sheets and shelves is only marginally in-
cluded in the CMIP5 models, which do not have dynamic
ice sheets (Naughten et al. 2018); instead, any surface mass
balance due surplus precipitation-minus-evaporation over
Antarctica is represented as a surface runoff (i.e., the dynamic
component of ice mass loss is excluded). Thus, we would not
expect close agreement between the models and observations
on the Antarctic continental shelf. However, given the small
volume of this feature relative to the fingerprint domain, the
apparent coastal surface salinity changes are unlikely to sig-
nificantly influence the detection and attribution results.We do
note that ice shelf melt was included in SW18, by means of an
added freshwater runoff at the Antarctic coast in excess of
precipitation over the continent.
In summary, model temperature responses agree well with the
observed change, with the exception of the near-surface waters in
the sea ice zone, and suggest aGHG-forced warming that reaches
all density classes in the Southern Ocean over this period. The
salinity response is not so robust, and while in abyssal and high-
latitude water masses this is likely due to inadequate representa-
tion of ocean–cryosphere interactions and deep-water formation
processes (i.e., increased sea ice, freshening by ice shelf melt, shelf
production of bottom waters, increased precipitation), even at
lower latitudes there is a spread inmodel responses in the SAMW
region. Themodels do, however, consistently showa freshening of
AAIW. Overall, the simulated upper water column temperature
and salinity responses are consistent with previous work using a
large ensemble experimental approach (SW18) but also extend
these patterns to the deep ocean.
b. Detection and attribution results
Optimal fingerprint results for both temperature and salinity
are summarized in Fig. 4, which shows the best-fit scaling factor
that matches the simulated forced response to observations, as
well as 99% confidence interval around this best fit, estimated
from the control simulations. The results clearly show a forced
warming, with 9 of the 10 models indicating a detectable
temperature response to All-forcings (i.e., scaling range not
crossing 0). This appears to be largely a response to anthro-
pogenic forcing; there is no attributable response to natural
forcings, but a GHG signal is attributable in all of the six
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models with individual forcing experiments. The response to
non-GHG anthropogenic forcing is more model dependent,
with only three of the six models indicating an attributable
change. This result may be caused in part by the uncertainty
of the pattern, which nominally includes multiple forcings
(stratospheric ozone depletion and anthropogenic aerosols,
assuming the impact of land use change is minimal), and by
estimating the pattern as a residual from relatively few
ensemble members. However, we also note that our result for
CanESM2 is qualitatively consistent with SW18, who using
the same model found an attributable temperature response
to ozone depletion but not to anthropogenic aerosols. We
therefore suggest that further investigation is required before
the attribution of Southern Ocean temperature change to
ozone depletion can be fully confirmed in light of this
evidence.
FIG. 2. Observed and simulated zonal mean potential temperature change (8C) between the 1966–75 and 1996–2005 averaging periods,
forAll-forcings (ALL) and, where available,GHG-only (GHG),Natural-only (NAT), and the implied non-GHGanthropogenic response
(ALL 2 GHG 2 NAT). Model patterns are averaged over all grid cells (i.e., represent a true zonal mean) and are averaged over all
relevant ensemblemembers. Model differences are shaded only if the ensemblemean absolute difference is greater than 2s/N1/2, whereN
is number of ensemblemembers and s is themodel’s standard deviation across piControl realizations.Magenta lines show the boundaries
of (from lightest to densest) SAMW, AAIW, CDW, and AABW identified as described in the online supplemental material, averaged
over the entire 40-yr period.
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The salinity responses (Fig. 4b) are also broadly consistent
with SW18, albeit not as robustly as for the observed warming.
There is a detectable salinity response for 8 of 10models, which
seems to be partly attributable toGHG-forcing (4 of 6models).
Again, our results for CanESM2 are qualitatively consistent
with SW18, with an attributable freshening of AAIW from
GHG-forcing. Twomodels (CSIROMk3.6.0 andGFDLCM3)
indicate an attributable salinity response to natural forcings, a
result we regard with some skepticism. The best-fit scaling
factors are large (b. 3.5; recall that a value of approximately 1
suggests reasonable agreement between the model and ob-
servations), which suggests that the natural response is too
weak in those models, but we cannot discount the possibility
that salinity internal variability is also too weak, leading to un-
derestimated confidence intervals. Two models also show an at-
tributable salinity response to non-GHG anthropogenic forcings
(GFDLCM3 andMIROC-ESM), which in Fig. 3 is characterized
by a freshening of AAIWand increased salinity at midlatitudes in
the CDW density range. We note that while ACCESS1 has sim-
ilar elements in Fig. 3 (albeit with an increase in salinity in the
CDW density range at higher latitudes), the response is not at-
tributable for ACCESS1, diminishing our confidence in attribu-
tion of a non-GHG anthropogenic salinity change. However, this
response may merit more detailed further analysis.
Figures 2 and 3 show that, while the strongest absolute
changes are in the density range of SAMW/AAIW water
FIG. 3. As in Fig. 2, but for Absolute Salinity changes (g kg21).
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masses, the denser water masses also show simulated responses
that are detectable in relation to simulated internal variability.
The four water masses that we focus on in this paper (i.e.,
SAMW, AAIW, CDW, and AABW) have quite different
formation locations and mechanisms, and it is therefore valu-
able to understand which of these water masses have attrib-
utable signals of anthropogenic change. By design, the optimal
fingerprint method ‘‘weights’’ the analysis to regions/modes
with the greatest signal-to-noise ratio (i.e., the strongest re-
sponse in relation to local internal variability). This means that
for our depth/latitude fingerprint, it is not immediately clear
whether the attributable changes occur in the less dense waters
(where the signal is greatest but so is the noise), the denser
water masses (with reduced signal but also reduced noise), or
both. To test this, we repeated the optimal fingerprint analysis
separately for the SAMW/AAIW waters and the CDW/
AABW water masses (as defined by the isopycnals drawn in
Figs. 2 and 3). The results are summarized in Fig. 5, restricting
the analysis to the All-forcings response, which is available for
all 10 models.
For the temperature response, there is a degree of model
dependence. Four models indicate detectable warming at all
density levels (ACCESS1, CanESM2, CSIRO Mk3.6.0, and
FGOALS-s2); MPI-ESM-LR only has a detectable warming
when all water masses are included; the detectable signal in
MPI-ESM-MR seems to be in the shallower water masses; and
there are three models where the detectable signal is in the
denser but not the lighter water masses. Nine models have a
detectable warming from their full-depth patterns (i.e., all but
GFDL CM3). Of these nine, only one (MPI-ESM-MR) has a
detectable signal in the lighter water masses (orange marker)
but not in the denser waters; none of the other models has a
warming that is detectable in—and only in—the lighter water
masses. This implies that, even though the warming magnitude
is greatest in the SAMW (Fig. 2), the denser water masses
are an important part of the Southern Ocean detectable
change and indicates an anthropogenic warming in the deep
Southern Ocean.
For the salinity the reverse is true, albeit with some model
dependence (Fig. 5b). Only one model indicates a detectable
salinity change in the deeper water masses (MIROC-ESM),
but for eight of themodels a salinity change is detectable only if
the lighter water masses are included. Furthermore, inspection
of the response patterns in Fig. 3 indicates that this salinity
change is dominated by the freshening of AAIW in response to
GHG forcings.
These results must be interpreted with regard to the knowl-
edge that global coupled models poorly represent the processes
FIG. 5. Comparison of All-forcings optimal fingerprinting results
for (a) temperature and (b) salinity, for difference density classes.
All water masses are shown in black, lighter watermasses (SAMW/
AAIW) are orange, and denser water masses (CDW/AABW) are
blue. Solid circles indicate detectable signals; crosses show signals
that are not detectable or that failed the Allen and Tett (1999)
consistency test.
FIG. 4. Optimal fingerprinting scaling factors for (a) temperature
and (b) salinity by model. Vertical lines show the 99% confidence
interval for the control distribution of unforced pseudo observa-
tions; responses are detectable/attributable where this interval
does not cross zero (shown by solid circle markers). All-forcings
results are black; where available, GHG-only results are red; Natural
forcings are green; non-GHG anthropogenic forcings are blue.
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of AABW formation (Heuzé et al. 2015), and whether the ob-
served warming and freshening of AABW (Purkey and Johnson
2013; van Wijk and Rintoul 2014) can be reliably detected. We
suggest that the detectable deep warming is likely to be domi-
nated by CDW since it represents a much larger ocean volume
than AABW, and there are very few profiles that include ob-
servations from the AABW density class. With respect to sa-
linity, most (but not all) the models show a forced increase in
salinity of AABW rather than a freshening, due possibly to in-
correct model physics and/or the lack of freshening from ice
sheet acceleration in the CMIP5 experiments. Currently, attri-
bution of AABW changes is challenged by both the observing
network and current modeling capability.
Further insight into the depth/latitude of the attributable
signals may be gained by considering the scaled response (i.e.,
the responses in Figs. 2 and 3multiplied by the scaling factors in
Fig. 4) and comparing with the change estimated from obser-
vations. These are shown in Fig. 6 (for temperature) and Fig. 7
(for salinity), where hatching in each plot indicates both that
the response is detectable/attributable (as shown by Fig. 4),
and the observed change is within the range of the pattern
scaled by the minimum and maximum scaling factors in the
confidence interval shown in Fig. 4 (i.e., the range of uncer-
tainty in the scaling factor due to internal variability); hatching
therefore indicates specific regions where the observed change
can be attributed to anthropogenic forcings.
FIG. 6. As for Fig. 2, but simulated temperature change patterns have been scaled by the optimal fingerprint scaling factors shown in
Fig. 4. (Observations and natural forcings are excluded.) Black hatching showswhere the response is detectable and temperature change is
within the range defined by scaling by the full range of confidence intervals shown in Fig. 4.
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After scaling, the warming due to GHG is stronger than for
the All-forcings case (Fig. 6), especially in the SAMW water
mass, as it is for the unscaled patterns in Fig. 2. Agreement with
the observed SAMW warming is better in the All-forcings
pattern than the GHG-only pattern. This result suggests that
while the non-GHG forcings (i.e., aerosols, ozone depletion,
and natural forcings) are not robustly separable from internal
variability, these forcings may have had a significant mitigating
effect on anthropogenic warming in the Southern Ocean.
Consistent with the analysis in Fig. 5a, Fig. 6 shows detectable
CDW warming that is attributable GHG forcing, and to
a lesser degree non-GHG anthropogenic forcing, including
south of 608S and deeper than 2000m, the domain limits of
SW18. The salinity results (Fig. 7) are also consistent with the
analysis in Fig. 5, clearly showing that the observed salinity
change is largely characterized by a GHG-forced freshening of
AAIW. Some models also indicate a detectable freshening of
AABW (ACCESS1 and MIROC-ESM) but, as discussed, the
poor representation of AABW formation in CMIP5 models
limits our confidence in that result.
4. Discussion and conclusions
Our analysis shows that there has been a detectable warming
in the Southern Ocean over the late twentieth century, largely
attributable to anthropogenic greenhouse gases. The absolute
warming signal is strongest in Subantarctic Mode and Antarctic
Intermediate Waters, but we also show strong evidence of
FIG. 7. As for Fig. 6 but for simulated salinity change patterns.
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anthropogenic warming of denser water masses. Our analysis
also indicates that non-GHG forcings may have somewhat
mitigated the warming of Mode and Intermediate Waters. We
also show detectable salinity changes, most clearly a greenhouse
gas–forced freshening of Antarctic Intermediate Waters.
Our results are qualitatively consistent with SW18 and in par-
ticular we replicate the attributable GHG-forced changes in tem-
perature and salinity using CanESM2. We also replicate an
attributable response to non-GHG anthropogenic forcings (i.e.,
stratospheric ozone depletion, anthropogenic aerosols, and landuse
change) that is consistent with results from the CanESM2 model.
However, our study shows that this result is model dependent, with
the non-GHG anthropogenic forcing being attributable for only
three of the six models used (Table 1), and therefore reducing our
degree of confidence that there is a Southern Ocean salinity re-
sponse to non-GHG anthropogenic forcing.
After scaling the model fingerprints, we show that the all-
forcings response agrees better with the observed changes than
the GHG-only case, even though greenhouse gasses are undeni-
ably the dominant forcing. This indicates that the GHG warming
is reduced by non-GHG anthropogenic forcings. This result is
consistent with studies of surface warming at global scales that
show a greater warming under GHG-only forcings (Bindoff et al.
2013) than when other anthropogenic forcings are included.
A point of difference between this study and SW18 is that,
because of the lack of single-forcing experiments in the CMIP5
dataset, we are unable to separate the response to individual
forcings in the non-GHG anthropogenic response (i.e., land-
use change, anthropogenic aerosols, and stratospheric ozone
depletion), although we assume the impact of land-use change
on the Southern Ocean to be minimal (Hansen et al. 2011; von
Schuckmann et al. 2016). SW18 found an ozone-depletion
forced warming in the upper 500m at 408–608S (i.e., the shal-
lower layers of the AAIW/SAMWwater masses), whereas our
combined pattern from CanESM2 has a cooling in this region.
This implies that the AAIW/SAMW cooling that is present in
our combined pattern for most models is due to anthropogenic
aerosols. This is physically consistent with the mitigation of
GHG forcing that this combined fingerprint suggests, but we
note that SW18 found aerosols not to have an attributable
signal. We suggest that further multimodel analysis is required
to robustly quantify the relative impacts of ozone depletion
and anthropogenic aerosols on the Southern Ocean.
A further point of difference between our analysis and SW18
is that we include waters deeper than 2000m and poleward of
608S. This extension to deeper waters robustly indicates a
CDW warming that includes the high latitudes, even though
the magnitude of warming is modest when compared with
AAIW/SAMW. CDW is generally considered an ‘‘old’’ water
mass with relatively little contact with the atmosphere in recent
centuries, limiting the anthropogenic impact. However, hy-
drographic surveys of the Southern Ocean show a modest
chlorofluorocarbon (CFC-11) signal in these waters (e.g., Orsi
and Whitworth 2005), consistent with relatively recent surface
ventilation and therefore an anthropogenic signal. This result
has implications for future surface warming, since upwelling
CDW is considered to reduce the surface impacts of GHG
forcing at southern high latitudes (Armour et al. 2016); this
reduction will be diminished as the upwelling water itself
becomes warmer.
In a less robust manner than for the shallower water masses,
some of the models indicate that the observed warming and
freshening of AABW may be detectably outside the range of
internal variability. This result is interesting but must be con-
sidered with caution, since CMIP5models typically lack a good
representation of AABW formation and transport processes
(Heuzé et al. 2013, 2015; de Lavergne et al. 2014) and do not
include ice-shelf cavities, which might also be important in setting
AABW characteristics and changes (Lago and England 2019).
Confirmation of the more model-dependent results, in par-
ticular the emergence of stratospheric ozone depletion in the
Southern Ocean, demands full analysis of the physical drivers
in action under different combinations of climate forcings that
is beyond the scope of this work. We note that by its ability to
eliminate the confounding factor of internal variability, a
single-model large ensemble framework is an invaluable tool
to unravel these interactions, but multimodel analysis is also
necessary to address the issue of model reliability. Our results
clearly demonstrate that while there is rigorous evidence of
anthropogenic change in the Southern Ocean, ongoing work is
required to fully understand the contributions of the each
forcing and the mechanisms of change.
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