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This paper explores the use of single-walled carbon nanotube (SWCNT)/poly(butyl methacrylate)
composites as a material for use in unconventional computing. The mechanical and electrical prop-
erties of the materials are investigated. The resulting data reveal a correlation between the SWCNT
concentration/viscosity/conductivity and the computational capability of the composite. The vis-
cosity increases significantly with the addition of SWCNTs to the polymer, mechanically reinforc-
ing the host material and changing the electrical properties of the composite. The electrical
conduction is found to depend strongly on the nanotube concentration; Poole-Frenkel conduction
appears to dominate the conductivity at very low concentrations (0.11% by weight). The viscosity
and conductivity both show a threshold point around 1% SWCNT concentration; this value is
shown to be related to the computational performance of the material. A simple optimization of
threshold logic gates shows that satisfactory computation is only achieved above a SWCNT con-
centration of 1%. In addition, there is some evidence that further above this threshold the computa-
tional efficiency begins to decrease.VC 2015 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4915343]
I. INTRODUCTION
The topic of unconventional computing is attracting
increasing attention, particularly as it is thought that the min-
iaturization limits of conventional electronics could soon be
reached. Alternatives to MOSFET technology based on sin-
gle crystal silicon are being sought. An important stream of
unconventional computing research is based on the concept
of evolvable hardware. In this approach, an evolutionary
algorithm is applied directly to a piece of material mounted
on a suitably designed hardware platform. A pre-selected
physical property is then “evolved,” bringing the material to
a state where it is able to perform meaningful computation.
This methodology has become known as evolution in mate-
rio.1 It is in this area of study that the materials described
here are of particular interest.2
The experimental set-up for this evolution process is
illustrated in Figure 1. The diagrams to the left illustrate
how the material operates as a “black box” computational
device. A range of incident signals result in a response
from the material and the recorded output data are inter-
preted as a computation based on a pre-specified scheme.
There are two categories of incident signals: the data input,
which are used as arguments in the computational task; and
the computer generated configuration input signals, which
evolve and bring the material to the desired computation-
inducing state. The latter are selected by an evolutionary
algorithm, which can be regarded more generally as an
optimization search algorithm. The evolution is performed
by following an iterative scheme searching the space of
possible configuration inputs. A set of argument inputs for
which the corresponding outputs are known (based on the
computation interpretive scheme adopted) is used repeti-
tively in the optimization search loop. Convergence is
achieved when the computation task for the selected argu-
ments is performed correctly by the material. The bottom
left diagram in Figure 1 depicts a sketch of the random ma-
terial structure and shows how the inputs are applied and
the corresponding output measurements collected. Note
that the signals are applied to the material at known fixed
locations. However, the material itself has a randomly dis-
persed unknown electrical structure.
The top-right image in Figure 1 shows the half-adder
circuit with its truth table given below. In previous work3 we
have shown that the evolutionary approach can be applied to
a single-walled carbon nanotube/polymer composite. One of
the computation tasks selected was to configure the materi-
al’s conductance so that the Boolean function of the half-
adder could be calculated for all possible binary inputs. This
work explores in more detail the role that the material plays
during the optimization process.
II. MATERIALS, EXPERIMENTAL APPROACH, AND
PROBLEM FORMULATION
A. Materials
Thin films of single-walled carbon nanotubes (SWCNTs)
embedded within poly(butyl-methacrylate) (PBMA) were
used in this work. The formulations were created following
similar methods of material preparation of PMMA/SWCNT
composites.4–6 The composites were made by adding
0021-8979/2015/117(13)/134903/9/$30.00 VC 2015 AIP Publishing LLC117, 134903-1
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SWCNTs (Carbon Nanotechnologies Inc. Houston, TX,
USA) to PBMA powder (Sigma Aldrich, Mw 337 000).
These powders were then dispersed in anisole (VWR, analyt-
ical reagent grade), with the aid of an ultrasonic probe (Cole-
Palmer 750W ultrasonic homogenizer) at a power of 20%.
The dispersions were visually uniform and stable over a long
period with no obvious precipitation of the SWCNTs from
suspension. A range of nanotube concentrations was used
with a fixed polymer concentration to allow comparison of
the conductivities of different samples. This material system
was chosen as a convenient electrically conductive network,
the properties of which can be easily changed by modifying
the nanotube concentration. Polymer/SWCNT mixtures form
electrically complex films due to the dielectric properties of
the PBMA, mixed with differing electronic properties of
SWCNTs (both metallic and semiconducting).
Viscosity measurements were made on the composites
in liquid form using a TA instruments AR 2000ex rheometer;
a 40mm diameter parallel plate geometry was used for all
measurements.
B. Thin film formation
Thin films of SWCNT/PBMA were deposited on glass
substrates with patterned electrode arrays, which were fabri-
cated using conventional etch-back photo-lithographic tech-
niques from chromium/gold on standard borosilicate glass
slides. Two 44 grid arrays were prepared on each slide; the
contact pads for the electrodes had a diameter of 50 lm and
a pitch of 100 lm.
The films were deposited by spin coating, with a final
spin speed of 5000 rpm, and then dried on a hotplate at 85 8C
for 10 min. The film thickness was dependent on the nano-
tube concentration and was approximately 1–5 lm. A scan-
ning electron microscope image of a typical region of one of
these composite films is shown in Figure 2. It can be seen
that the nanotubes, although present in bundles, are well dis-
persed within the polymer.
Electrical measurements were performed on the spin-
coated films in air using a Keithley 2635A sourcemeter with
a custom designed MATLAB interface program. Scanning elec-
tron microscope (SEM) images were captured with an FEI
Helios Nanolab 600 microscope.
C. Hardware platform
It was necessary to apply and monitor many signals (up
to 16 channels) on one sample for this work. The complete
set-up of the hardware platform consisted of a desktop com-
puter (PC) to run the optimization algorithms, a signal gener-
ation device and the computational device (CD), consisting
of the microelectrode array and the composite SWCNT/
PBMA thin film, Figure 3. The signal generation device was
driven by a micro-controller handling the serial communica-
tion to the PC and controlling the various analogue-to-digital
and digital-to-analogue converters (ADC/DAC) required to
apply and record voltage signals. All of the inputs and out-
puts to the ADCs/DACs were buffered to isolate the elec-
tronics from the material. A schematic diagram of a system
with two inputs, five configuration voltages and two outputs,
is provided in Figure 4.
D. Computing problem formulation
To configure the material’s conductance in order to
compute the OR, AND and half-adder Boolean functions an
optimization problem is formulated and solved iteratively,
with the objective function J being evaluated directly from
the material, i.e., an optimization with hardware-in-the-loop
is performed. The scheme used for interpreting the measure-
ments collected from the material is based on a fixed number
of voltage thresholds for each of the two outputs of the half-
FIG. 2. Scanning electron microscope image of a typical region of a spin
coated SWCNT/PBMA composite (SWCNT concentration of 2.39 wt. %).
FIG. 3. Block diagram showing the hardware used to perform computation
experiments.
FIG. 1. Black box and concept diagrams behind “evolution in-materio”
(left). Block diagram and truth table for a half adder: A,B ¼ inputs, C ¼
carry, S ¼ sum.
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adder. For the carry, a single threshold h1,1 is used; a meas-
ured output larger than h1,1 is interpreted as logical 1, other-
wise as 0. Two threshold voltages are used for the output
measurements corresponding to the sum, h2,1 and h2,2; a volt-
age measured within the band [h2,1, h2,2] is considered as a
logical 1, otherwise any voltage measurement outside this
interval is interpreted as a logical 0. This interpretation
scheme of the measured outputs is followed consistently for
the evaluations of the objective function during the optimiza-
tion algorithm’s iterations.
The general optimization problem formulation is as fol-
lows. The problem parameters are the number of binary
inputs n (two for all cases considered here), the number of
configuration voltages r; the number of binary outputs m
(one for the OR and AND gates and two for the half-adder);
the number of thresholds Lj used for measurements at output
j ¼ 1,…,m (one for the carry and two for the sum); the lower
and upper bounds of the voltages applied at the electrodes, V
min and V max, respectively; the truth table of the desired logi-
cal circuit YðAÞ 2 f0; 1gm (shown in Figure 1 for the half-
adder), where A ¼ ½A1…AnT 2 f0; 1gn is the binary input
vector; the number of examples K used for training the mate-
rial; and the upper bound of a scaling factor b, Bmax.
The decision variables are the voltage levels Vb1 and Vb0
which signify a logical 1 or 0, respectively, at the input elec-
trodes (typically Vb0 ¼ 0 V); the configuration voltages Vq, q
¼ 1,…,r used for affecting the measurements at the materi-
al’s output locations; and the scaling factor b 2 ½0; Bmax,
without units, used for calculating threshold values. Hence, a
candidate solution is a vector of the form
x ¼ ½Vb0Vb1V1…VrbT : (1)
Training examples are randomly pre-selected and given
as inputs. A training example with index k ¼ 1,…,K is a pair
of the form ðAðkÞ;YðAðkÞÞÞ. The condition K > 2n must hold
in order to get a sufficient number of training examples rep-
resenting equally each possible input in the formed objective
function.
The objective function J selected is a quadratic expres-
sion of the error when a potential solution x is applied to the
material and the collected measurements are interpreted
according to the previously described threshold logic scheme
Fj for each output location j. The measurement at j,
M
ðkÞ
j ðx;AðkÞÞ, is the measured voltage when binary inputs
A(k) are applied and Hjðx;AðkÞÞ is the corresponding binary
outcome when Fj is used. The individual contribution of
training example k to the objective function, i.e., the total
square error, is
Pm
j¼1
½Hjðx;AðkÞÞ  YjðAðkÞÞ2. Hence, the opti-
mization problem at hand is
min
x
J ¼
XK
k¼1
Xm
j¼1
½Hjðx;AðkÞÞ  YjðAðkÞÞ2 (2)
subject to
b‘  x  bu; (3)
hj;pðxÞ ¼ fj;pðxÞ; j ¼ 1;…;m; p ¼ 1;…; Lj (4)
Hjðx;AðkÞÞ ¼ Fj½Mjðx;AðkÞÞ; hjðxÞ 2 f0; 1g
j ¼ 1;…;m; (5)
where b‘ ¼ ½Vmin;…;Vmin;BminT , bu ¼ ½Vmax;…; Vmax;
BmaxT , and fj;pðxÞ is a pre-specified functional dependency
of the threshold voltages to the decision variables.3 Note
there are no ordering constraints for the thresholds hj. The
algorithms used converge to a solution where this ordering
holds true.
In view of the binary nature of the optimization problem
where partial derivatives are not defined uniquely, classical-
gradient based methods are not appropriate. Instead, popula-
tion based optimization methods are more suitable. The im-
portant aspect of the implementation here, is the fact that the
problem’s objective function (2) is calculated directly on the
hardware as a response to the combined 0–1 pulses of size
Vb0 and Vb1 , respectively, and incident configuration voltages
V 1,…,V r. For calculating the objective function’s value at a
point x, the following procedure is followed: first, the config-
uration voltages of x are applied; these are kept fixed as a
random sequence of K pairs of voltages ðVðkÞb0 ;V
ðkÞ
b1
Þ, k ¼ 1
…,K, representing logical pairs of 0s and 1s, are applied at
the two input electrodes; for every such input pair k a voltage
measurement is collected from the output electrodes. The
result is the collection of K responses at the end of the ran-
dom input sequence. Since x includes a b, specific thresholds
are determined in view of Eq. (4); using these, the K output
measurements are interpreted as a logical 0 or 1 according to
(5). Summing up and squaring the discrepancies between the
known result corresponding to the logic interpretation of
ðVðkÞb0 ;V
ðkÞ
b1
Þ and the application of (5) to the output measure-
ments, before sending any new possible solution for evalua-
tion at the board, gives the value of objective function (2). It
is this value that is communicated back to the algorithm
working in the PC.
The algorithm terminates when a zero value of J is
observed for a particular solution x* or when the maximum
numbers of iterations allowed is reached. At this point, zero
voltages are applied at all electrodes. Subsequently, x* is
sent back to the board and the optimal configuration voltages
are applied and the electrodes are kept charged. An arbitrary
FIG. 4. Example system with two inputs, two outputs and five configuration
nodes. A detail view of the electrode dimensions is also given.
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sequence of binary pairs is generated (different than the one
used for finding x*) which are used as successive inputs.
Again, the material’s responses are collected, while V1…V

r
are applied, and are interpreted using the resulting optimal
thresholds. This is the verification phase, where the optimal
solution is tested on new binary input sequences. It turns out
that an optimal solution x* that gives JðxÞ ¼ 0 retains this
property for the verification input data as well.
The well-known Nelder-Mead (NM) algorithm7 with
random periodic restart, as suggested in Ref. 8 was used for
solving problem (2)–(5) due to its simplicity of implementa-
tion. The NM algorithm uses a simplex of (r þ 3) þ 1 (or in
the case Vb0 :¼ 0; ðr þ 2Þ þ 1) points and requires the evalu-
ation of the objective function for each of them. By applying
at each iteration a reflection, expansion, contraction or reduc-
tion operation on the simplex, it gradually converges to a
minimum, which in the case of Boolean circuits has to be
zero. All these operations are performed on the PC, whereas
the evaluation of (2) is performed on the board.
The NM algorithm, as such, is quite a simple but exten-
sively tested and used method for function minimization.
More efficient and sophisticated population-based algo-
rithms, evolution inspired or not, can be used. However, the
NM is sufficient for the purposes of this paper, as it is able to
perform satisfactorily and consistently. An investigation
regarding the suitability and performance of genetic algo-
rithms and swarm intelligence methods will be reported
elsewhere.
III. RESULTS AND DISCUSSION
A. Morphological and electrical characterisation
1. Viscosity
The shear stress s in a material is related to the shear
rate c and its viscosity g, according to
s ¼ gc: (6)
A linear relationship between shear rate and stress is
assumed. In general, polymer blends of SWCNTs do not
obey this simple relationship.9 Figure 5 shows shear rate
versus shear stress data (symbols) for a range of different
SWCNT concentrations (expressed as a fraction of the poly-
mer weight). The polymer/SWCNT blend shows typical
behavior associated with non-Newtonian liquids undergoing
shear thinning, above all but the lowest concentrations,
where the viscosity of the material reduces with higher rates
of shear.
As the dependence of strain upon stress is clearly
non-linear additional parameters are needed to fit the experi-
mental data. A common power law used to describe shear-
thinning is
s ¼ Accn; (7)
where the parameters to be fitted are the consistency AC and
the power law index n. Newtonian behavior is observed
when n ¼ 1, i.e., when shear stress is proportional to shear
rate. The solid lines plotted in Figure 5 have been obtained
using Eq. (7), and show reasonable (within experimental
error) fits to the experimental data points. The parameters
extracted from this fitting are given in Table I. For the pure
polymer, the viscosity is 0.3 Pa.s and the power law index is
1, indicating Newtonian behavior. When a very small per-
centage of SWCNTs is added to the polymer (0.05%) the
viscosity and power law index remain the same, showing
that the SWCNTs have minimal, if any, effect on the poly-
mer matrix. However, above 0.11% the AC value starts
increasing rapidly, and the value of n decreases, showing
typical values for a material undergoing shear-thinning. This
decrease in apparent viscosity (shear-thinning) could be
attributed to the weak bonds between the SWCNT ropes
being broken by the shear force. This would explain the
much higher viscosity at low rates of shear; the smaller force
is unable to break up the bundles of SWCNTs. This change
is important as not only does it affect the thickness of the
spin-coated films, but also helps to explain the change in
electrical conductivity noted within the material.
Figure 6 shows how the apparent viscosity varies with
SWCNT concentration (using the same data as that presented
in Table I). The graph shows two distinct regions with differ-
ing gradients. The first region, (up to 1%) shows a steep gra-
dient where the viscosity is increasing rapidly with an
increase in SWCNT solid in the polymer mixture. Above
this point (1% nanotube concentration), the log of viscosity
continues to increase linearly, but with a much reduced
FIG. 5. Shear stress versus shear rate for various SWCNT/PBMA compo-
sites of varying SWCNT concentration.
TABLE I. Consistency and power law index values for the curve fit to ex-
perimental data in Figure 5.
Concentration (wt. %) AC (Pa.s) n
3.20 24.9 0.33
2.39 11.2 0.42
1.49 5.8 0.50
0.99 3.8 0.53
0.74 2.4 0.59
0.25 1.0 0.74
0.11 0.58 0.86
0.05 0.3 1.00
0.00 0.3 0.99
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gradient. It is likely in the first region, larger and larger bun-
dles/meshes of SWCNTs are forming within the polymer,
quickly increasing the viscosity. Above 1% SWCNT concen-
tration, an interconnected mesh of SWCNTs is already pres-
ent throughout the polymer, so any additional SWCNT
content only has a minimal impact on the viscosity.
2. Electrical
Current versus voltage (I-V) measurements were made
using adjacent electrodes with a separation of 50 lm. The
conductivity increased with an increase in SWCNT concen-
tration and the relationship between current and voltage was
non-linear for all nanotube concentrations tested. The current
measured at the lowest concentration of 0.11% was in the
nA range. This increased by many orders of magnitude up to
mA for the highest concentration of 2.39%. The increase in
conductivity may be linked to the formation of intercon-
nected SWCNT bundles within the composite, in a manner
similar to the increase in viscosity noted in Sec. III A 1.
Figure 7 reveals how the current through the material
varies with the concentration at a fixed bias of 10 V. The log
of current increases linearly with increasing SWCNT con-
centration up to 1% and then increases linearly at a different
(reduced) gradient. The 1% SWCNT concentration is
thought to be the electrical percolation threshold of the net-
work; above this is a region of relatively high conductivity,
which is less affected by the increase in SWCNT concentra-
tion as an interconnected network is already present. There
are several reports in the literature for unmodified SWCNT/
PMMA composites with percolation thresholds between 0.17
and 0.70%.6,10 The polymer, SWCNT source and any addi-
tional purification and/or functionalization of the SWCNTs
can greatly affect the percolation threshold. Our data are
consistent with the literature, indicating a percolation thresh-
old in the range reported by others.5 It should be noted that
no direct comparison can be made as the polymer used has a
different chain length (butyl instead of methyl groups) which
will affect the interaction between the SWCNTs and poly-
mer. Our experience has suggested that the longer chain
length (a more hydrophobic polymer) appears to aid in sus-
pension forming with our PBMA based materials showing
greater stability than PMMA alternatives.
The logarithms of the current versus voltage data were
plotted to attempt to understand the conduction mechanisms
at work within the film. The high concentration material
showed that current was directly proportional to voltage with
a slope of 1, indicating Ohmic conduction. However, the sign
of temperature versus resistance measurements rule out metal-
lic conduction. The lower concentration material had a slope
of 1.5, suggesting that other mechanisms were at work within
the network. Space charge limited conduction (SCLC) is
reported for similar networks,11 resulting in a quadratic rela-
tionship between voltage and current. This is probably not the
case in this work. The Poole-Frenkel (PF) effect is a bulk
trap-regulated process operating at high electric fields (>106
V/m) and has been widely reported as a possible mechanism
for conduction in carbon nanotube networks.12,13 The current
versus voltage dependence can be written as
I / V exp Ed  bPFV
1
2
kT
 
; (8)
where bPF is the Poole-Frenkel constant given by
FIG. 6. Viscosity versus concentration for SWCNT/PBMA composites, with
linear lines of best fit to the data.
FIG. 7. Current versus concentration at a fixed bias of 10 V for SWCNT/
PBMA composites, with linear lines of best fit to the data.
FIG. 8. Poole-Frenkel fit at low (0.11%) and high (3.20%) nanotube concen-
trations. Best fit lines of y ¼ a þ bx plotted to reveal a gradient of 0.46 for
the lowest concentration, the higher concentration does not show a linear
relationship between I and V.
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bPF ¼
e3
p0rd
 1
2
: (9)
Figure 8 shows a plot of lnðI=VÞ versus V0.5 for the same
two extremes of SWCNT concentration previously analyzed.
If the low field values are ignored (below 1 V) then a linear
response is observed for the low concentration with a gradient
of 0.46. This gives a relative permittivity value of about unity.
Given the various approximations used in developing the sim-
ple PF model, this result is consistent with the PF process
operating in our low nanotube concentration films.12,13
However, throughout the range of data there is no linear
fit for the higher SWCNT concentration samples, suggesting
that Poole-Frenkel is not the dominant mechanism at work in
these films.
B. Material optimization for computation
It was shown in the previous subsection that the
SWCNT/PBMA composites possess a complex electrical
structure, with a field dependent conductivity if the concen-
tration is below a certain threshold. Using this knowledge,
computer controlled optimization of logic circuits was per-
formed using the equipment described in Sec. II.
There are two parameters to be discussed for rating the
quality of a given material: the number of iterations to con-
verge to an optimal solution and the objective function value
of the optimal solution. This value states how successful the
solution reached is at approximating a circuit’s Boolean
function, with a value of 0 signifying perfect behavior. The
number of iterations it takes the specific implementation of
the NM algorithm to converge to a solution provides a sense
of how well the material’s properties used for computation
can be manipulated to bring it to the desired computation-
inducing state. Lower values suggest more flexible materials,
resulting in a more efficient hardware-in-the-loop optimiza-
tion. This investigation has been carried out using only the
NM algorithm, keeping all of its parameters the same in ev-
ery experiment.
The results shown in Table II provide the values of the
objective function (2) for various concentrations of SWCNT/
PBMA materials for the three different Boolean functions.
The table shows a clear transition concentration point (1%)
above which the objective function value for all three Boolean
functions is zero. Below this point, the objective function’s
values are greater than zero, showing that solutions for the
optimization problems have not been found, i.e., the algorithm
failed to converge to an optimum.
Figure 9 shows a plot of the number of objective func-
tion evaluations performed to reach the solution, with objec-
tive function values given in Table II for different nanotube
concentrations. In a similar manner to the convergence
results, there are two distinct regions; one (above 1% con-
centration) where the material converges quickly to an opti-
mal solution and a second (below 1%) where the algorithm
runs for a long time and practically exhausts the maximum
number of iterations allowed. Note that in the NM algorithm
the number of function evaluations per iteration is not con-
stant, hence the different number of objective function evalu-
ations at the maximum number of iterations where the
algorithm fails to converge.
The AND and the OR gate both show very quick con-
vergence when over the critical concentration threshold per-
centage, taking fewer than 50 evaluations. The quickest
convergence was in fact at the critical percentage of 1%. The
number of evaluations required to converge to an optimum
increases slightly up to the maximum concentration of
2.39%; this can be attributed to the randomness introduced
to the search algorithm.
For the half-adder problem, again there is the critical
point at 1% where the number of evaluations drops from
over 1700 to around 300. The number of objective function
evaluations required for the OR and AND gates when an
optimal solution is found, is always less than those required
for the half-adder. The reason for that is that the optimization
algorithm aims at making two locations on the material
behave as two distinct logic gates at the same time, i.e., for
the same input. Hence, the increased complexity of the cir-
cuit consisting of two gates requires more function evalua-
tions in order to reach an optimal solution. Because the
elements of the circuit are two gates, the 1% concentration
threshold is retained although the convergence is at different
solutions. As can be seen, the effort required by the NM
algorithm to find optimum configuration voltage depends
almost linearly on the nanotube concentration in the compos-
ite film. A denser, randomly dispersed medium is more flexi-
ble and is easier to bring to a state where the inputs map
TABLE II. Objective function values for various concentrations of
SWCNT/PBMA composites for OR, AND, and half adder optimization.
Concentration (wt. %) OR AND Half-adder
0.11 22 6 14
0.25 9 6 17
0.51 6 6 9
0.74 4 3 1
0.99 0 0 0
1.49 0 0 0
2.39 0 0 0 FIG. 9. Number of function evaluations versus SWCNT concentration of
SWCNT/PBMA composites for OR, AND and half adder optimization.
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correctly to all possible outputs, following the interpretative
threshold-logic scheme outlined.
Table III in the Appendix provides the solutions reached
by the algorithm. In all cases the number of configuration
voltages is five due to the board’s design. The functional
relationships fj,p(x) of Eq. (4) is h ¼ bV1 for the standalone
AND and OR gates; for the half-adder the carry’s threshold
is h1,1 ¼ bV1 and the sum’s thresholds are h2,1 ¼ bV2 and h2,2
¼ bV3. This is an arbitrary choice that has yielded good results.
For the standalone AND and OR gates an expression h ¼ Vb1 ,
i.e., the same voltage to denote the logic 1 at the exit as the
one used at the input, is feasible. This is still possible even for
a more complicated function as reported in Ref. 3.
Table IV in the Appendix provides the material
responses in terms of average voltages measured and their
standard deviation, when a particular binary pair is given as
input for all Boolean functions and material concentrations.
The results shown in Tables III and IV reflect and explain
the convergence results reported in Table II. The solutions
reached for concentrations 0.11%–0.74%, do not result in the
desired behavior. For the standalone OR and AND gates it is
clear the material at low concentrations is non-responsive; the
recorded values are basically noise from the instrumentation
and small positive offsets from small voltage bias. It can also
be seen in Table III that for these concentrations, the algorithm
terminates at the same solution for the AND gate problem.
This is because it responds to the measured objective function
values in the same way for the three training sessions, although
the material response is different in each case, as can be seen
in Table IV. A common feature of the material response of
these concentrations is the variance of the measured outputs
when binary inputs are sent. The standard deviation in these
cases is quite large. Table IV shows that as the concentration
increases the responses’ variance decreases and it is when the
standard deviation is of the order of 8 mV that the optimization
problem converges to an optimum solution. The larger the var-
iance, the larger the uncertainty of the actual response is. The
cause and effect relationship between the configuration and the
measured output voltages, required by the optimization to
make sense of out searching the solution space, breaks down.
A final comment on the results shown in Tables III and IV
is concerned with the threshold values. In some cases, these are
very near the value of a particular material response; however,
the responses themselves are quite separated and therefore a
different threshold can be used instead of the one determined
by the optimization algorithm. It is the end effect of having dif-
ferent and discernible responses that is important and not the
threshold values themselves. The fact that the threshold inter-
pretation scheme is included explicitly in the problem formula-
tion directs the optimization to find solutions where the
required truth tables are achieved. A simple review of the
responses is enough to update the thresholds to more suitable
values, always respecting of course the necessary ordering.
These results suggest that for making this type of mate-
rial behave as a simple computing device, a certain concen-
tration level of conducting elements (SWCNTs) is required.
This concentration is related directly to the point at which
conductivity starts rapidly increasing, i.e., the percolation
threshold of the conductive network within the polymer.
Below this point there are not enough connections within the
network to conduct between all nodes in the system.
It should be stressed that in this work optimization is
performed on a fixed material system (the conductive filler is
not mobile within the polymer matrix). Although the physi-
cal structure of the composite will not change during training
experiments, the application of electric fields between differ-
ent electrodes is likely to alter the conductivity throughout
the network. This change in conductivity is likely to be the
mechanism for optimizing the material system.
IV. CONCLUSIONS
This work has shown that the complex electrical and me-
chanical nature of SWCNT/PBMA composites can be exploited
and used in a form of unconventional computing. The composite
thin film shows a change in physical properties at a concentra-
tion of SWCNTs of 1.0 wt. %, suggesting that at this point a me-
chanical percolating threshold is reached. The nature of the
SWCNT reinforcement in the composite results in a shear-
thinning behavior at high shear rates. This mechanical percola-
tion threshold also corresponds to a change in the electrical con-
ductivity of the material. Above 1.0 wt. %, the rate of increase
in conductivity is reduced suggesting that a complete network is
already present, linking the two electrodes. At the lower concen-
trations (0.11%), the network is sparse and in this region the field
dependent Poole-Frenkel process provides a good fit to the data.
The SWCNT/PBMA composite has been used for per-
forming a computational task when mounted on a specially
designed hardware platform. A threshold behavior with
respect to its SWCNT concentration is also observed for its
successful configuration for performing Boolean function
evaluations. Using a specific interpretation of the measure-
ments collected in conjunction with an optimization algo-
rithm, the material’s conductive properties are changed so
that the desired behavior is achieved. For the NM algorithm,
a threshold of 1 wt. % was observed. This is a similar con-
centration to the values observed for changes in the mechani-
cal and electrical behavior of the composite. The result
indicates a clear link between the physical properties of a
material and its ability to perform meaningful computation.
More complex conductive networks, based on liquid host
materials may offer increased flexibility, whereas simple sys-
tems based on conducting polymers or carbon black may offer
similar results for a less complex network. Work is in hand
using other material systems and different computational prob-
lems to provide further insight into this intriguing interface
between computer science and materials science.
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APPENDIX: ADDITIONAL RESULTS
This Appendix contains additional data relating to the computational experiments (Sec III B).
TABLE III. Points (V. in Volts) where the NM algorithm convergences for the OR, AND and half-adder Boolean functions.
Concentration (wt. %) OR AND Half-adder
0.11 V1 ¼ 1.117, V2 ¼ 1.524, V1 ¼ 0.032, V2 ¼ 0.481, V1 ¼ 2.074, V2 ¼ 0.098,
V3 ¼ 1.697, V4 ¼ 0.289, V3 ¼ 1.232, V4 ¼ 1.584, V3 ¼ 0.865, V4 ¼ 3.253,
V5 ¼ 1:546; Vb1 ¼ 0:243, V5 ¼ 1:111; Vb1 ¼ 0:186, V5 ¼ 2:008; Vb1 ¼ 2:940,
b ¼ 0.40759, h ¼ 0.455 b ¼ 0.25521, h ¼ 0.008 b ¼ 1.00000, h1,1 ¼ 2.074,
(Failed to converge) h2,1 ¼ 0.098, h2,2 ¼ 0.865
0.25 V1 ¼ 0.032, V2 ¼ 0.481, V1 ¼ 0.032, V2 ¼ 0.481, V 1 ¼ 2.777, V 2 ¼ 0.365,
V 3 ¼ 1.232, V 4 ¼ 1.584, V 3 ¼ 1.232, V 4 ¼ 1.584, V 3 ¼ 1.429, V 4 ¼ 0.301,
V5 ¼ 1:111; Vb1 ¼ 0:186, V5 ¼ 1:111; Vb1 ¼ 0:186, V5 ¼ 0:642; Vb1 ¼ 2:643,
b ¼ 0.25521, h ¼ 0.008 b ¼ 0.25521, h ¼ 0.008 b ¼ 0.53720, h1,1 ¼ 1.492,
(Failed to converge) h2,1 ¼ 0.196, h2,2 ¼ 0.768
0.51 V 1 ¼ 0.390, V 2 ¼ 1.335, V 1 ¼ 0.032, V 2 ¼ 0.481, V 1 ¼ 2.028, V 2 ¼ 0.331,
V 3 ¼ 1.574, V 4 ¼ 2.323, V 3 ¼ 1.232, V 4 ¼ 1.584, V 3 ¼ 2.270, V 4 ¼ 1.672,
V5 ¼ 0:000; Vb1 ¼ 1:096, V5 ¼ 1:111; Vb1 ¼ 0:186, V5 ¼ 0:518; Vb1 ¼ 2:568,
b ¼ 0.05737, h ¼ 0.022 b ¼ 0.25521, h ¼ 0.008 b ¼ 0.82959, h1,1 ¼ 1.682,
(Failed to converge) h2,1 ¼ 0.275, h2,2 ¼ 1.883
0.74 V 1 ¼ 1.574, V 2 ¼ 1.007, V 1 ¼ 0.447, V 2 ¼ 1.891, V 1 ¼ 1.491, V 2 ¼ 0.071,
V 3 ¼ 0.773, V 4 ¼ 0.401, V 3 ¼ 0.232, V 4 ¼ 0.750, V 3 ¼ 2.394, V 4 ¼ 0.745,
V5 ¼ 0:862; Vb1 ¼ 0:915, V5 ¼ 1:137; Vb1 ¼ 1:893, V5 ¼ 1:608; Vb1 ¼ 1:671,
b ¼ 0.03641, h ¼ 0.021 b ¼ 0.64498, h ¼ 0.288 b ¼ 0.65274, h1,1 ¼ 0.973,
(Failed to converge) h2,1 ¼ 0.046, h2,2 ¼ 1.563
0.99 V 1 ¼ 0.419, V 2 ¼ 0.681, V 1 ¼ 0.510, V 2 ¼ 0.765, V 1 ¼ 2.272, V 2 ¼ 0.300,
V 3 ¼ 1.663, V 4 ¼ 2.468, V 3 ¼ 0.612, V 4 ¼ 0.475, V 3 ¼ 2.398, V 4 ¼ 0.666,
V5 ¼ 1:497; Vb1 ¼ 0:698, V5 ¼ 1:691; Vb1 ¼ 0:683, V5 ¼ 1:396; Vb1 ¼ 1:623,
b ¼ 0.35765, h ¼ 0.150 b ¼ 0.89508, h ¼ 0.456 b ¼ 0.66852, h1,1 ¼ 1.519
(Converge to optimum) h2,1 ¼ 0.201, h2,2 ¼ 1.603
1.49 V 1 ¼ 0.225, V 2 ¼ 0.902, V 1 ¼ 1.406, V 2 ¼ 0.906, V 1 ¼ 2.093, V 2 ¼ 0.282,
V 3 ¼ 1.541, V 4 ¼ 0.671, V 3 ¼ 2.405, V 4 ¼ 1.582, V 3 ¼ 2.061, V 4 ¼ 1.694,
V5 ¼ 1:181; Vb1 ¼ 0:833, V5 ¼ 1:535; Vb1 ¼ 0:833, V5 ¼ 0:920; Vb1 ¼ 1:670,
b ¼ 0.61500, h ¼ 0.138 b ¼ 0.64142, h ¼ 0.902 b ¼ 0.78589, h1,1 ¼ 1.645
(Converge to optimum) h2,1 ¼ 0.222, h2,2 ¼ 1.620
2.39 V 1 ¼ 0.313, V 2 ¼ 0.802, V 1 ¼ 1.217, V 2 ¼ 2.857, V 1 ¼ 1.724, V 2 ¼ 0.407,
V 3 ¼ 0.260, V 4 ¼ 0.218, V 3 ¼ 2.130, V 4 ¼ 2.420, V 3 ¼ 1.587, V 4 ¼ 1.096,
V 5 ¼ 1.999, V b1 ¼ 1.026, V 5 ¼ 2.584, V b1 ¼ 0.880, V 5 ¼ 0.595, V b1 ¼ 1.819,
b ¼ 0.83911, h ¼ 0.263 b ¼ 0.80235, h ¼ 0.976 b ¼ 0.87398, h1,1 ¼ 1.507,
(Converge to optimum) h2,1 ¼ 0.356, h2,2 ¼ 1.387
TABLE IV. Material response to binary input pairs for each Boolean function (Volts).
Binary inputs Binary inputs
Concentration (wt. %) (0,0) (0,1) (1,0) (1,1) (0,0) (0,1) (1,0) (1,1)
OR gate
0.11 Mean -0.105 -0.101 -0.104 -0.115 Std. dev 0.040 0.046 0.039 0.031
0.25 Mean -0.515 -0.448 -0.431 -0.511 Std. dev 0.206 0.232 0.226 0.185
0.51 Mean -0.007 0.001 -0.002 -0.007 Std. dev 0.015 0.011 0.017 0.013
0.74 Mean 0.054 0.302 0.070 0.319 Std. dev 0.045 0.054 0.048 0.055
0.99 mean 0.113 0.481 0.180 0.514 Std. dev 0.007 0.007 0.007 0.008
1.49 Mean 0.075 0.728 0.166 0.826 Std. dev 0.009 0.008 0.009 0.008
2.39 Mean 0.098 0.702 0.296 0.890 Std. dev 0.008 0.009 0.009 0.008
AND gate
0.11 Mean -0.121 -0.120 -0.117 -0.127 std. dev 0.041 0.045 0.042 0.032
0.25 Mean -0.466 -0.391 -0.380 -0.478 Std. dev 0.258 0.241 0.258 0.207
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TABLE IV. (Continued.)
Binary inputs Binary inputs
0.51 Mean -0.006 -0.006 0.000 -0.011 Std. dev 0.019 0.016 0.021 0.011
0.74 Mean 0.096 0.234 0.101 0.253 Std. dev 0.046 0.049 0.047 0.049
0.99 Mean 0.109 0.433 0.136 0.466 std. dev 0.031 0.007 0.007 0.008
1.49 Mean 0.217 0.818 0.261 0.915 Std. dev 0.050 0.009 0.009 0.008
2.39 Mean 0.526 0.946 0.595 1.129 Std. dev 0.077 0.009 0.009 0.008
Half-adder circuit
0.11 Mean (S) 0.671 1.368 0.750 1.514 Std. dev (S) 0.493 0.492 0.508 0.569
Mean (C) 0.941 0.961 1.082 1.152 Std. dev (C) 0.679 1.738 0.692 0.783
0.25 Mean (S) 0.618 0.980 0.807 1.074 Std. dev (S) 0.361 0.435 0.400 0.497
Mean (C) 0.658 0.816 0.875 0.880 Std. dev (C) 0.388 0.505 0.457 0.559
0.51 mean (S) 0.202 1.810 0.426 2.044 Std. dev (S) 0.139 0.124 0.128 0.129
Mean (C) 0.913 1.014 0.971 1.285 Std. dev (C) 0.752 0.727 0.750 0.747
0.74 Mean (S) 0.0334 1.517 0.150 1.638 Std. dev (S) 0.017 0.015 0.018 0.015
Mean (C) 0.443 1.094 0.507 1.249 Std. dev (C) 0.262 0.266 0.257 0.274
0.99 Mean (S) 0.152 1.365 0.403 1.621 Std. dev (S) 0.017 0.013 0.017 0.013
Mean (C) 0.321 1.453 0.524 1.668 Std. dev (C) 0.008 0.007 0.008 0.007
1.49 Mean (S) 0.094 1.452 0.339 1.684 Std. dev (S) 0.018 0.015 0.015 0.016
Mean (C) 0.188 1.503 0.381 1.695 std. dev (C) 0.008 0.008 0.008 0.007
2.39 Mean (s) 0.199 1.359 0.551 1.688 Std. dev (S) 0.017 0.015 0.017 0.008
Mean (C) 0.287 1.363 0.622 1.702 Std. dev (C) 0.009 0.007 0.009 0.016
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