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Abstract—We present an algebraic framework to represent
indefinite nested sums over hypergeometric expressions in dif-
ference rings. In order to accomplish this task, parts of Karr’s
difference field theory have been extended to a ring theory in
which also the alternating sign can be expressed. The underlying
machinery relies on algorithms that compute all solutions of a
given parameterized telescoping equation. As a consequence, we
can solve the telescoping and creative telescoping problem in such
difference rings.
Index Terms—symbolic summation; telescoping; creative tele-
scoping; roots of unity; d’Alembertian expressions;
I. INTRODUCTION
The general paradigm of indefinite summation can be spec-
ified as follows. Given an expression F (k), find an expression
G(k) such that the telescoping equation
G(k + 1)−G(k) = F (k) (1)
holds. Then with some mild extra conditions on the summation
range we can conclude that
G(b + 1)−G(a) =
b∑
k=a
F (k). (2)
More generally, there is the parameterized telescoping prob-
lem: given expressions F1(k), . . . , Fd(k), find an expression
G(k) and constants c1, . . . , cd, free of k and not all zero, such
that the parameterized telescoping equation
G(k + 1)−G(k) = c1 F1(k) + · · ·+ cd Fd(k) (3)
holds. Then again by the the telescoping trick we obtain
G(b + 1)−G(a) = c1
b∑
k=a
F1(k) + · · ·+ cd
b∑
k=a
Fd(k). (4)
As discovered in [1] (exploiting Gosper’s algorithm for hyper-
geometric expressions) this paradigm can be utilized to obtain
a recurrence for a given sum S(n) =
∑b
k=a F (n, k) depending
on an extra discrete parameter n. Namely, with the “creative”
Ansatz Fi(k) = F (n + i − 1, k) a solution c1, . . . , cd, G(k)
for problem (3) yields the recurrence
G(b+1)−G(a) = c1
b∑
k=a
F (n, k)+· · ·+cd
b∑
k=a
F (n+d−1, k).
(5)
Note that the expression G(k) =
∑k−1
i=a F (i) is trivially
a solution of (1) which does not deliver any simplification
in (2), i.e., both sides of (2) are equal. In the same way,
one obtains a trivial solution of (3) resp. of (4). In order
to hunt for an interesting solution, the tactic “summation in
finite terms” is often utilized. Here one restricts to a certain
ring/field A in which F (k) can be represented and develops an
algorithm that decides constructively if there exists a solution
G(k) of (1) that can be represented in A. In this regard, Karr’s
summation algorithm [2], [3] in the setting of difference fields
is extremely flexible. Here a ΠΣ-field (A, σ) is introduced, i.e.,
a field A is equipped with a field automorphism σ : A → A.
There the expressions in terms of indefinite nested sums and
products are represented in A, and the shift behaviour of the
objects is modelled by σ. More precisely, if f ∈ A represents
the expression F (k), then σ(f) represents F (k + 1). In this
algebraic setting the telescoping problem (1) is rephrased as
follows: given (A, σ) with f ∈ A, find, if possible, a g ∈ A
such that σ(g) − g = f holds. Similarly, the parameterized
telescoping telescoping problem can formulated as follows.
Given f1, . . . , fd ∈ A, find g ∈ A and constants1 c1, . . . , cd,
not all 0, with
σ(g)− g = c1 f1 + · · ·+ cd fd. (6)
In Karr’s algorithm and all the improved variations (see [4],
[5] and the literature therein) there is one fundamental short-
coming. The alternating sign (−1)k, an important building
block in summation formulas, cannot be treated in a dif-
ference field: here we are faced with zero divisors such as
((−1)k+1)((−1)k−1) = 0 which can be only treated in rings
which are not integral domains. One possibility to overcome
this situation is to introduce the concept of interlacing of
1I.e.,σ(ci) = ci for 1 ≤ i ≤ d.
sequences, resp., of expressions [6], [7]. Another (and maybe
more natural) approach is to introduce the object (−1)k as
a new summation object and to treat sums and products that
are defined over such objects. In [8] Karr’s difference field
theory has been generalized to a new difference ring theory
that enables one to represent algorithmically indefinite nested
sums and products over objects such as (−1)(k+1i ) with i ≥ 0.
However, if one restricts to (−1)k and slight variations of it,
a rather straightforward difference ring theory can be imposed
on the already elaborated difference field theory.
In this article, we will work out these concepts, stream-
lining the ideas of [8], [9]. Based on this, we can represent
a big class of indefinite nested sums over hypergeometric
expressions –also called d’Alembertian expressions [10], a
subclass of Liouvillian expressions [11]– by constructing a
tower of difference ring extensions without extending the
set of constants. In particular, we will derive a simplified
algorithm for (parameterized) telescoping for such difference
rings. Using this toolbox, we will discover as illustrative
examples the right hand sides of the following identities:
b∑
k=1
(−1)k
(
n
k
)
−1 −1+k∑
i=0
(
n
i
)
=
(−1)b(b+ 1)
(n+ 2)
(
n
b
) b∑
i=0
(
n
i
)
+
(−1)b(−2b− 3)
4(n+ 2)
−
1
4(n+ 2)
, (7)
n∑
k=0
(
n
k
) k∑
i=1
(−1)i
i
= −2n
n∑
k=1
1
2kk
. (8)
The presented algorithms are implemented within the summa-
tion package Sigma [12] and are crucial to carry out, e.g.,
challenging calculations in particle physics; for recent results
see [13] and references therein.
The outline of this article is as follows. In Section II we will
specify the parameterized telescoping problem. In Section III
we will present the underlying ideas of the difference field
approach. In Sections IV and V the additional concepts in the
setting of difference rings are elaborated and it is worked out
how hypergeometric products and indefinite nested sums over
such products can be represented in difference rings. Finally,
a parameterized telescoping algorithm for the introduced class
of difference rings is presented in Section VI.
II. THE UNDERLYING PROBLEMS PT AND FPLDE
As motivated in the introduction, we are interested in
solving the parameterized telescoping problem in a difference
ring (resp. field) (A, σ), i.e., in a ring2 (resp. field) A equipped
with a ring (resp. field) automorphism σ : A → A. Here we
define the set of constants by constσA = {c ∈ A |σ(c) = c}.
It is easy to see that constσA is a subring of A. If we impose
that constσA is a field, we also say that constσA is the
constant field of (A, σ). Note that constσA is automatically a
subfield of A, if A is a field.
2Subsequently, all rings are commutative and all rings (resp. fields) contain
the rational numbers Q as subring (resp. subfield). We write A∗ = A \ {0}
for a set A. Z and N denote the set of integers and non-negative integers,
respectively.
For a difference ring (A, σ) with f = (f1, . . . , fd) ∈ Ad
and W ⊆ A we define the solution set
V (f ,W ) = {(c1, . . . , cd, g) ∈ (constσA)
d ×W | (6) holds}.
If K = constσA is a field (and not just a ring), it is easy
to verify that V (f ,A) is a finite vector space over K. More
generally, if W is a K-subspace of A, V (f ,W ) is a subspace
of Kd × A over K with dimension ≤ d+ 1.
In summary, to find all solutions of the parameterized
telescoping problem can be specified as follows.
Problem PT in (G, σ) (Parameterized Telescoping)
Given a difference ring (resp. field) (G, σ) where K = constσG is
a field and given f ∈ Gd.
Find a basis of V (f ,G).
In order to solve Problem PT in the difference field ap-
proach [2] (i.e., in ΠΣ∗-fields defined below), in particular,
in the difference ring approach (see below), the problem is
reduced to a smaller field (resp. ring). However, Problem PT
cannot always be reduced again to subproblems of type PT. In
general it will be reduced to a more general problem that we
have to tackle in a difference field (F, σ) with K = constσF.
Namely, for a ∈ F∗ and f = (f1, . . . , fd) ∈ Fd we define the
solution set
V (a, f ,F) = {(c1, . . . , cd, g) ∈ (constσF)
d × F|
σ(g)− a g = c1 f1 + · · ·+ cd fd}. (9)
As for Problem PT one can easily check that V (a, f ,F) is
a subspace of Kd × F over K with dimension ≤ d + 1.
Summarizing, we are interested in the following problem.
Problem FPLDE in (G, σ) (First-order Parameterized
Linear Difference Equ.)
Given a difference field (G, σ) with a ∈ G∗ and f ∈ Gd.
Find a basis of V (a, f ,G).
III. THE DIFFERENCE FIELD APPROACH
We aim at solving a parameterized telescoping equation (3)
in terms of a difference field (resp. ring). Here we are faced
with three subproblems.
1) Construct a difference field (resp. ring) in which the
summation objects are modelled accordingly.
2) Solve Problem PT in this setting.
3) Rephrase the solution in terms of sums and products.
We will illustrate this procedure in the setting of difference
fields by discovering the identity
b∑
k=1
(k−1∑
i=0
(
n
i
))
=
1
2
(2b− n)
b∑
i=0
(
n
i
)
+
1
2
(
n
b
)
(−b+ n). (10)
Concerning Subproblem 1, a difference field (F, σ) is con-
structed by adjoining step by step new variables that describe
the arising summation objects, and the automorphism, acting
on the variables, is extended accordingly in order to model the
shift behaviour of the summation objects. Here we exploit the
following basic lemma.
Lemma 1. Let (F, σ) be a difference field with α ∈ F∗, β ∈ F
and let t be transcendental over F, i.e., F(t) is a rational
function field. Then there is a unique field automorphism
σ′ : F(t)→ F(t) with σ′|F = σ and σ′(t) = α t+ β.
Example 1. We will represent the summand F (k) =∑
−1+k
i=0
(
n
i
)
given in (10) in a difference field.
(0) Take the rational function field Q(n) and the automorphism
σ : Q(n)→ Q(n) with σ(c) = c for all c ∈ Q(n).
(1) Take the rational function field Q(n)(k) and extend σ from
Q(n) to Q(n)(k) with σ(k) = k + 1.
(2) Take the rational function field Q(n)(k)(b) and represent(
n
k
)
by b. Since
(
n
k+1
)
= n−k
k+1
(
n
k
)
, we extend σ from Q(n)(k)
to Q(n)(k)(b) with σ(b) = n−k
k+1 b.
(3) Take the function field Q(n)(k)(b)(s) and represent the
sum F (k) by s. Since F (k + 1) = F (k) +
(
n
k
)
, we extend σ
from Q(n)(k)(b) to Q(n)(k)(b)(s) with σ(s) = s+ b.
In a nutshell, we constructed a tower of difference field ex-
tensions. Here, a difference field (E, σ′) is called a difference
field extension of (F, σ) (in short, (F, σ) ≤ (E, σ′)) if E is a
field extension of F and σ′|F = σ; subsequently, we do not
distinguish anymore between σ and σ′. E.g., in our example
we built the following tower of extensions:
(Q(n), σ) ≤ (Q(n)(k), σ)
≤ (Q(n)(k)(b), σ) ≤ (Q(n)(k)(b)(s), σ).
In addition, we have the property that during the extensions the
constants remain unchanged. Namely for the constructed field
F = Q(n)(k)(b)(s) we have that constσF = Q(n). Exactly
this type of extensions is called ΠΣ∗-extension [2].
Definition 1. Consider the difference field extension (F(t), σ)
of (F, σ) with t transcendental over F, σ(t) = α t+ β where
α ∈ F∗ and β ∈ F, and constσF(t) = constσF.
1) This extension is called a Π-extension if β = 0.
2) It is called a Σ∗-extension if α = 1.
3) It is a ΠΣ∗-extension if it is a Π- or Σ∗-extension.
Finally, a tower of Π-/Σ∗-/ΠΣ∗-extensions is called a (nested)
Π-/Σ∗-/ΠΣ∗-extension. A difference field (F, σ) with constant
field K is called ΠΣ∗-field over K if (F, σ) is a (nested) ΠΣ∗-
extension of (K, σ).
Example 2 (Cont. Ex. 1). Take our ΠΣ∗-field (F, σ) over
Q(n). The summand F (k) in (10) can be represented by
f = s ∈ F. With the summation package Sigma we get the
solution g = b k2 +
1
2s(−2+2k−n) ∈ F of σ(g)−g = f . This
gives the solution G(k) = 12 (−2+2k−n)
∑
−1+k
i=0
(
n
i
)
+ k2
(
n
k
)
for (1), and by the telescoping trick we arrive at (10).
Remark on Subproblem 1. It is not obvious why the con-
structed difference field (F, σ) is a ΠΣ∗-field and how we
can design such a difference field automatically in which the
summand F (k) can be represented. In [3] Karr derived tools
that enable one to check if a tower of extensions built by
variables is indeed a ΠΣ∗-field. In addition, in [4], [14] it
has been elaborated how these tools can be used to perform
such constructions almost automatically. However, only with
the possibility to treat objects like (−1)k algorithmically, this
approach turns out be fully algorithmic. Further details on
these aspects will be given in Section IV.
Remark on Subproblem 2. In general, given a ΠΣ∗-field
(F, σ) over a constant field with certain algorithmic properties,
Karr’s summation algorithm [2] solves Problem PT in (F, σ);
for a simplified and improved version implemented in Sigma
we refer to [5]. More generally, as already indicated in
Section III, these algorithms rely on a solution of Problem
FPLDE. In the ΠΣ∗-field setting, due to [2] and [9, Thm. 3.5]
we obtain the following result.
Theorem 1. Let (F, σ) be a ΠΣ∗-field where the constant field
is given by a rational function field G(y1, . . . , yo) defined over
an algebraic number field G. Then there is an algorithm that
solves problem FPLDE in (F, σ).
Remark on Subproblem 3. The reformulation of the dif-
ference field solution is carried out by reinterpreting the
corresponding variables as sums and products. A rigorous
translation mechanism is introduced in [4], [14], [15].
IV. ROOT OF UNITY EXTENSIONS AND THE
REPRESENTATION OF PRODUCTS
In this section we show how objects like (−1)k can be rep-
resented in a difference ring. Using this construction together
with Π-extensions we will show afterwards how a finite set
of hypergeometric expressions can be represented in a tower
of difference ring extensions without enlarging the underlying
constant field. In this regard, a difference ring (E, σ′) is a
difference ring extension of (A, σ) if E is a ring extension of
A and σ′|A = σ; as with the field version we do not distinguish
anymore between σ′ and σ.
In the following, let (A, σ) be a difference ring (or field)
with constant field K and let α ∈ K∗ be a primitive λ-th root
of unity with λ > 1. Note that αλ = 1 where λ is minimal.
A typical example is α = −1 with λ = 2 or the imaginary
part α = i with λ = 4. We will construct a difference ring
extension in which the object (α)k can be represented, i.e.,
where the properties ((α)k)λ = 1 and (α)k+1 = α (α)k are
rephrased algebraically.
First, take the difference ring extension (A[y], σ) of (A, σ)
with y being transcendental over A and σ(y) = αy (again
this construction is unique). Now take the ideal I := 〈yλ −
1〉 and consider the quotient ring E = A[y]/I . Since I is
closed under σ, i.e., I is a reflexive difference ideal, one can
verify that σ : E → E with σ(f + I) = σ(f) + I forms a
ring automorphism. In other words, (E, σ) is a difference ring.
Moreover, there is the natural embedding of A into E with
a 7→ a+ I . By identifying a with a+ I , (E, σ) is a difference
ring extension of (A, σ). Finally, by setting x := y + I . we
get the difference ring extension (A[x], σ) of (A, σ) subject
to the relation xλ = 1. This extension is also called algebraic
extension. Note that xλ = 1 and σ(x) = αx model exactly
the object αk with ((α)k)λ = 1 and (α)k+1 = α (α)k. To this
end, we are interested in those extensions where the constants
remain unchanged; see [8].
Definition 2. Let (A, σ) be a difference field and let α ∈
constσA be a primitive λ-th root of unity (λ > 1). Then the
algebraic extension (A[x], σ) of (A, σ) is called basic root of
unity extension (Rb-extension) if constσA[x] = constσA.
To check if the constants remain unchanged can be non-
trivial [8]. However, one can always construct an Rb-extension
over a difference field which is constant-stable.
Definition 3. A difference field/ring (A, σ) is constant-stable
if for any k > 0 we have that constσkA = constσA.
Namely, we get the following result.
Proposition 1. Let (F, σ) be a constant-stable difference field.
Let α ∈ constσF be a primitive λ-th root of unity (λ > 1).
The algebraic extension from above is an Rb-extension.
Proof: Suppose there is a g = ∑λ−1i=0 gi xi ∈ F[x] \ F
with σ(g) = g. Thus there is an m with 0 < m < λ with
gm 6= 0. By comparing the m-th coefficient in σ(g) = g it
follows that σ(gm) = αm gm. Since α is a constant, σλ(gm) =
(αm)λ gm = gm. Hence gm ∈ (constσF)∗ since (F, σ) is
constant-stable. Consequently, gm = σ(gm) = αm gm. Since
gm is invertible, we get αm = 1; this contradicts to the
minimality of λ 6= 0 for αλ = 1.
Summary: Since any ΠΣ∗-field is constant-stable, see [2], we
can always construct an Rb-extension over a ΠΣ∗-field.
A. Representation of hypergeometric products
In the following we restrict to a ΠΣ∗-field (K(k), σ) with
σ(k) = k + 1 where the constant field K = Q(y1, . . . , yo) is
a rational function field (o ≥ 0). Then we want to solve the
following problem3 (see subproblem 1 in Section III).
Problem RHP (Represent hypergeometric products)
Given the hypergeometric products over αi ∈ K(k)∗:
P1(k) =
k∏
j=λ1
α1(j), . . . , Pn(k) =
k∏
j=λn
αn(j) (11)
with λi ∈ N where αi(j) has no pole and is non-zero for j ≥ λi.
Find a difference ring extension (A, σ) of (K(k), σ) with constσA =
K such that for all 1 ≤ i ≤ n there is a gi ∈ A∗ with σ(gi) = αi gi.
I.e., we want to model a finite set of products (11) with the
shift-behaviour
∏k+1
j=λi
αi(j) = σ(αi)
∏k
j=λi
αi(j) in a ring
extension without extending the constants K.
A solution to this problem has been presented in [9]. A
streamlined version can be given as follows. Here we define
the polynomial ring R = Z[y1, . . . , yo, k]. Note that the gcd
in R is uniquely determined up to the units 1,−1 of R.
Step (1). Factorize all αi into irreducible factors, i.e.,
αi = f
mi,1
i,1 . . . f
mi,ni
i,ni
with mi,j ∈ Z (12)
3Let α ∈ K(k) and let K(k) be a subfield of E with u ∈ E. In the
following α(u) means that we replace in α any occurrence of k by u.
and irreducible fi,1, . . . , fi,ni ∈ R being pairwise co-prime.
Among the αi there might be several factors which are
shift-equivalent. More precisely, two irreducible factors a, b ∈
R are called shift-equivalent if there is an r ∈ Z with
gcd(a, σr(b)) 6= 1. Otherwise, a and b are called shift-prime.
The following observations are immediate: If both elements
are free of k, they are shift-prime iff they are the same up to
the unit −1. If one element is free of k and the other element
depends on k, they are shift-prime. Otherwise, it both depend
on k, it is well known that gcd(σr(a), b) 6= 1 iff r ∈ Z is a root
of p(z) = resk(a(z), b(k + z)) ∈ K[z]. Summarizing, we can
decide algorithmically if two irreducible factors a, b ∈ R are
shift-prime. If not, we obtain in addition a witness r ∈ Z for
gcd(a, σr(b)) 6= 1. In this case, we even have a = (±1)σr(b),
since a, b are irreducible.
Step (2). With this algorithmic property we can proceed as
follows. Rewrite for 1 ≤ i ≤ n the factorization (12) to
αi =
σ(gi)
gi
(−1)wih
µi,1
1 . . . h
µi,e
e (13)
with wi ∈ {0, 1}, µi,j ∈ Z, gi ∈ K(k)∗ and with h1, . . . , he ∈
R being pairwise shift-prime; note that the h1, . . . , he are used
simultaneously for all the αi.
Namely, pick out a factor fi,j , not treated so far, and determine
the factors in all the αi which are not shift-prime. Then one
can exploit the following lemma to express all these shift-
equivalent factors by the representant4 fi,j multiplied by a
factor σ(γ)/γ for some γ ∈ K(k)∗.
Lemma 2. Let (K(k), σ) be a ΠΣ∗-field over K with σ(k) =
k + 1 and p, q ∈ K[k]∗ with σr(p) = q for some r ∈ Z. Then
one can construct a γ ∈ K(k)∗ with q = p σ(γ)
γ
.
Proof: If r ≥ 0, take γ := ∏r−1i=0 σi(p) ∈ K[k]. Then
σ(γ)
γ
=
∏r−1
i=0
σi+1(p)
∏r−1
i=0
σi(p)
= σ
r(p)
p
= q
p
. Similarly, if r < 0, take
γ :=
∏
−r
i=1 σ
−i( 1
p
) and we get that σ(γ)
γ
= q
p
.
Example 3. Consider, e.g., the products
P1(k) =
k∏
j=1
α1(j) and P2(k) =
k∏
j=1
α2(j)
with α1 = 2(n+1)2(k+n) and α2 = 22(n+1)(−k−2−n)k.
Then among all the factors 2, n+ 1, k + n,−k − 2 − n, k in
α1 and α2, only k + n and −k − 2 − n are not shift-prime:
σ2(k+n) = −(−k−n−2). By Lemma 2 we get σ(g)
g
(k+n) =
−(−k−n−2) with g = (k+n)(k+n+1). Thus we can write
α1 = 2(n+1)
2(k+n) and α2 = −22(n+1)(k+n)k σ(g)g by
using 2, k, k + n and the unit −1.
Eventually, all factors in the representations (12) are treated
and what remains in each of the representations is a unit of
R, i.e., (−1)wi with wi ∈ {0, 1}. Summarizing, we end up
at the representation (13). In particular, we get the following
alternative representation of P1(k), . . . , Pn(k). Namely, let
4Alternatively, one can take any representant σu(fi,j) with u ∈ Z. This
might lead to compacter expressions in (13) which is closely related to [16].
λ′i ≥ λi be sufficiently large such that for all j ≥ λ′i we have
that g(j) has no pole and is not zero. Then for 1 ≤ i ≤ n,
define c′i =
∏λ′i−1
j=λi
αi(j) ∈ K
∗ and ci = c
′
i
gi(λ′i)
∈ K∗. Thus
by multiplicative telescoping,
Pi(k) = c
′
i
gi(k+1)
gi(λ
′
i
)
k∏
j=λ′
i
(
(−1)wi h1(j)
µi,1 . . . he(j)
µi,e
) (14)
= ci gi(k + 1)((−1)
k)wi
( k∏
i=λ′
i
h1(j)
)µi,1 . . .
( k∏
i=λ′
i
he(j)
)µi,e .
Step (3). Finally, we construct a difference ring in which
we can express the products in a Π-extension together with
an Rb-extension. Here we rely on the following lemma which
follows by iterative application of [9, Thm.6.9].
Lemma 3. Let (K(k), σ) be the ΠΣ∗-field over a rational
function field K = Q(y1, . . . , yo) with σ(k) = k + 1. Let
h1, . . . , he ∈ Z[y1, . . . , yo, k] be irreducible and pairwise
shift-prime. Then there is a Π-extension (K(k)(t1) . . . (te), σ)
of (K(k), σ) with σ(ti)
ti
= hi.
Note that the elements σu1 (h1), . . . , σue(he) with ui ∈ Z
are also irreducible elements from R and are also pairwise
shift-prime. As a consequence, we can take, e.g., the Π-
extension (K(k)(t1) . . . (te), σ) of (K(k), σ) with σ(ti) =
σ(hi) ti by Lemma 3. Moreover, since (K(k), σ) is constant
stable, we can invoke Proposition 1. Hence we can construct
the Rb-extension (A, σ) of (K(k)(t1) . . . (te), σ) with A =
K(k)(t1) . . . (te)[x] and σ(x) = −x. Then by (14) it is imme-
diate that we can model Pi(k) by ci σ(gi)xwitµi,11 . . . t
µi,e
e ∈
A∗ for all 1 ≤ i ≤ n.
Example 4 (Cont. Ex. 3). We obtain
P1(k) = 2
k((n+ 1)k)2
( k∏
i=1
(i + n)
)
,
P2(k) =
(k+n+2)(k+n+1)
(n+1)(n+2) (−1)
k(2k)2
( k∏
i=1
(i+ n)
)
k! .
By construction the elements h1 = 2, h2 = n + 1,
h3 = n + k, h4 = k in Z[n, k] are shift-prime. Hence
we can construct the Π-extension (Q(n)(k)(t1)(t2)(t3)(t4), σ)
of (Q(n)(k), σ) with σ(ti) = σ(hi) ti. Finally, we can
construct the Rb-extension (Q(n)(k)(t1)(t2)(t3)(t4)[x], σ) of
(Q(n)(k)(t1)(t2)(t3)(t4), σ) with σ(x) = −x. Here we can
choose g1 = t1 t22 t3 t4 and g2 =
(k+n+2)(k+n+1)
(n+1)(n+2) x t
2
1 t3 t4 to
model P1(k) and P2(k) accordingly.
Summarizing, we end up at the following theorem; com-
pare [9, Cor. 6.12].
Theorem 2. Let (K(k), σ) be a ΠΣ∗-field over the rational
function field K = Q(y1, . . . , yo) with σ(k) = k + 1. Let
α1, . . . , αn ∈ K(k)
∗
. Then there is an algorithm that solves
Problem RHP. More precisely, the following holds.
(1) It computes a Π-extension (H, σ) of (K(k), σ) with H =
K(k)(t1) . . . (te) where the σ(ti)/ti ∈ Z[y1, . . . , yo, k] with
1 ≤ i ≤ e are irreducible and pairwise shift-prime.
(2) It computes an Rb-extension (A, σ) of (H, σ) with A =
H[x] and σ(x) = −x.
(3) For any 1 ≤ r ≤ n, it computes a g ∈ A∗ with
σ(g) = αi g; here g has the form q xw tµ11 . . . tµee with
w ∈ {0, 1},µ1, . . . , µe ∈ Z and q ∈ K(k)∗.
We conclude this section by two remarks.
(1) The construction can be performed by taking step by step
the different products Pi(k). Hence, whenever a new product
arises within a summation problem, we can continue this
construction and will always succeed in adjoining new Π-
extensions such that also this product can be represented in
the possibly enlarged difference ring.
(2) This flexibility is guaranteed by taking only multiplicands
σ(ti)/ti that are irreducible polynomials from R. But, it is
often desirable to merge different Π-generators to one element.
Here the following result is useful; the proof is left to the
reader and follows easily by using [14, Thm. 9.1].
Proposition 2. Let (F(t1) . . . (te), σ) be a Π-extension of
(F, σ) with hi := σ(ti)ti ∈ F
∗
. Then there is a Π-extension
(F(t1) . . . (te−1)(t), σ) of (F(t1) . . . (te−1), σ) with σ(t)t =
hz11 . . . h
ze
e with z1 . . . , ze ∈ Z where ze 6= 0.
Example 5. We construct a difference ring to represent the
products arising on the left hand side of (7). We start with the
ΠΣ∗-field (K(k), σ) over K = Q(n) with σ(k) = k + 1.
(1) Take (n
k
)
=
∏k
i=1
n−i+1
i
. Since n − k − 1, k ∈ Z[n, k]
are irreducible and shift-prime, we can construct, e.g., the Π-
extension (Q(n)(k)(t1)(t2), σ) of (Q(n)(k), σ) with σ(t1) =
(k + 1) t1 and σ(t2) = (n − k)t2. In this way
(
n
k
)
can
be rephrased by t2/t1. Note that this construction can be
simplified with Proposition 2. Namely, by merging b := t2/t1
we get the Π-extension (Q(n)(k)(b), σ) of (Q(n)(k), σ) with
σ(b) = n−k
k+1 b and we represent
(
n
k
)
by b.
(2) We represent (−1)k with x in the Rb-extension
(Q(n)(k)(b)[x], σ) of (Q(n)(k)(b), σ) with σ(x) = −x.
V. Σ∗-EXTENSIONS AND THE REPRESENTATION OF
INDEFINITE NESTED SUMS (OVER PRODUCTS)
So far we introduced Σ∗-extensions in the setting of dif-
ference fields; see Definition 1. In the following we introduce
a slightly less general definition in the setting of difference
rings that excludes the exotic case that sums might pop up
in denominators. On the other side, we gain more flexibility,
since in the ring setting we can handle in addition indefinite
nested sums in which objects like (−1)k occur. Similar to the
field setting, we utilize the following lemma.
Lemma 4. Let (A, σ) be a difference ring with β ∈ A. Let t
be transcendental over A, i.e., A[t] is a polynomial ring. Then
there is a unique difference ring extension (A[t], σ) of (A, σ)
with σ(t) = t+ β.
A (polynomial) Σ∗-extension is then such a difference ring
extension where the constants remain unchanged.
Definition 4. A difference ring extension (A[t], σ) of (A, σ) is
called a (polynomial) Σ∗-extension if t is transcendental over
A, σ(t)− t ∈ A and constσA[t] = constσA. A tower of such
Σ∗-extensions is called (nested) Σ∗-extension.
Theorem 3 stated below is the key tool to represent in-
definite nested sums algorithmically within a tower of Σ∗-
extensions. For the corresponding field version we refer to [2].
We remark that Theorem 3 has been elaborated already in [8]
in a more general setting. But, in this specialized form the
following simplified proof is possible.
By convention, we set deg(0) := −∞. We start with
Lemma 5. Let (A[t], σ) be a difference ring extension of
(A, σ) with t being transcendental over A, σ(t) = t + β for
some β ∈ A, and K = constσA being a field. If there is a
g ∈ A[t] with deg(g) ≥ 1 and deg(σ(g) − g) < deg(g) − 1,
then there is a γ ∈ A with σ(γ)− γ = β.
Proof: Let g = ∑ni=0 giti ∈ A[t] with deg(g) = n ≥ 1
as stated in the lemma, and define f := σ(g) − g ∈ A[t].
By deg(σ(g) − g) < deg(g) − 1 we get f =
∑n−2
i=0 fi t
i
.
Comparing the nth and (n− 1)th coefficient in
∑n−2
i=0 fi t
i =
f = σ(g) − g =
∑n
i=0 σ(gi)(t + β)
i −
∑n
i=0 git
i and using
(t+ β)i =
∑i
j=0
(
i
j
)
ti−jβj for 0 ≤ i ≤ n yield
σ(gn)− gn = 0, σ(gn−1) + σ(gn)
(
n
1
)
β − gn−1 = 0.
Hence gn ∈ K∗. Multiplying the second equation with
1
−ngn
∈ K∗ yields σ(γ) − γ = β with γ := −gn−1
ngn
∈ A.
Now we are in the position to get the following
Theorem 3. Let (A[t], σ) be a difference ring extension of
(A, σ) with t being transcendental over A, σ(t) = t + β for
some β ∈ A, and constσA being a field. Then this is a Σ∗-
extension iff there is no g ∈ A with σ(g) = g + β.
Proof: Suppose there is a g ∈ A with σ(g) = g+β. Then
σ(t − g) = t − g, i.e., t − g ∈ constσA[t] \ constσA. Hence
(A[t], σ) is not a Σ∗-extension of (A, σ). Conversely, suppose
that there is a g ∈ A[t] \A with σ(g) = g, i.e., σ(g)− g = f
with f = 0. Then deg(g) > 0 > −∞ = deg(f). Hence
we apply Lemma 5 and conclude that there is a γ ∈ A with
σ(γ) = γ + β.
A. Representation of indefinite nested sums (over products)
Theorem 3 can be used as follows. Suppose that we are
given an expression F (k) in terms of indefinite nested sums
defined over objects that can be represented in (A, σ). Suppose
in addition that we can solve Problem T (or more generally,
Problem PT) in (A, σ) or in a tower of Σ∗-extensions over
(A, σ). Then we are able to construct a polynomial Σ∗-
extension in which the expression F (k) can be represented.
Example 6 (Cont. Ex. 5). Consider the sum on the left hand
side of (7) and let F (k) be its summand. Take the already
constructed difference ring (A, σ) with A = Q(n)(k)(b)[x]
where x and b represent (−1)k and
(
n
k
)
, respectively. We
proceed as follows to represent F (k) in a difference ring.
(1) By solving Problem T in (A, σ) for the summand b we
conclude that there is no g ∈ A with σ(g) = g + b. Hence by
Theorem 3 there is the Σ∗-extension (A[s], σ) of (A, σ) with
σ(s) = s+ b in which s represents
∑k−1
i=0
(
n
i
)
.
(2) Note that f = x b s represents F (k). With Sigma we solve
Problem T in (A[s], σ) and provide the solution
g = −
sx(1− k + n)
b(n+ 2)
+
(2k + 1)x
4(n+ 2)
; (15)
for details see Example 7. Hence replacing x with (−1)k and
b with
(
n
k
)
in g gives the solution G(k) of (1) which yields (7).
In particular, σ(g) + c ∈ A[s] with c = − 14(n+2) represents
the sum
∑k
l=1 F (l); this is exactly the sum on the left hand
side of (7) when k takes over the role of b.
In Section VI we will provide the necessary algorithms that
enable the user to perform these constructions algorithmically.
In particular, these algorithms will be applicable if we special-
ize (A, σ) as specified in Theorem 2. As a consequence, we
obtain the following important property.
Our algorithmic machinery enables one to represent any
expression in terms of indefinite nested sums over a
finite set of hypergeometric expressions as given in (11)
within the following difference ring. It is built by the
ΠΣ∗-field (K(k), σ) with σ(k) = k + 1, a tower of Π-
extensions plus possibly one Rb-extension (to represent the
products in (11)), and nested polynomial Σ∗-extensions (to
represent the indefinite nested sums defined over (11)).
VI. ALGORITHMS FOR PROBLEM PT
We turn to our algorithmic main result.
Theorem 4. Let (F[x], σ) be an Rb-extension of a difference
field (F, σ) and let (E, σ) be a nested polynomial Σ∗-extension
of (F[x], σ). Then the following holds.
1) One can solve Problem PT for (E, σ) if one can solve
Problem FPLDE in (F, σ).
2) This is in particular the case, if (F, σ) is a ΠΣ∗-field
over a constant field as specified in Theorem 1.
In order to derive this result, we treat first the case of Σ∗-
extensions. More precisely, let (A[t], σ) be a Σ∗-extension of
a difference ring (A, σ) and let f = (f1, . . . , fd) ∈ A[t]d.
Then we want to derive a basis of V (f ,A[t]). First, we bound
the degree of the polynomial solutions. More precisely, define
A[t]b = {h ∈ A[t]| deg(h) ≤ b} for b ∈ Z. Then the following
lemma enables one to determine a b with
V (f ,A[t]) = V (f ,A[t]b). (16)
Lemma 6. Let (A[t], σ) be a Σ∗-extension of (A, σ) with
constant field K. Let g, f ∈ A[t] with σ(g) − g = f . Then
deg(g) ≤ max(deg(f),−1) + 1.
Proof: Suppose that there are f, g ∈ A[t] with σ(g)−g =
f . If f = 0, then g ∈ constσA[t] = K and the bound holds.
Now suppose that f 6= 0 and deg(g) > max(deg(f),−1) +
1 = deg(f)+1. By Lemma 5 there is a γ ∈ A with σ(γ)−γ =
σ(t) − t. Hence (A[t], σ) is not a Σ∗-extension of (A, σ) by
Theorem 3, a contradiction.
Thus by Lemma 6 we can choose
b = max(deg(f1), . . . , deg(fd),−1) + 1 (17)
such that (16) holds. Given this degree bound b, we illustrate
the underlying strategy to compute a basis of V (f ,A[t]b) by
solving several Problems PT in (A, σ).
Example 7 (Cont. Ex. 6). Take our Σ∗-extension (A[s], σ) of
(A, σ) with A = K(k)(b)[x] and constant field K = Q(n).
Solving Problem T for f = s x
b
is equivalent to compute
a basis of V = V ((f),A[s]). By Lemma 6 it follows
that V ((f),A[s]) = V ((f),A[s]2). Let (c1, g) ∈ V . Thus
g = g2 s
2 + g1 s + g0 with g2, g1, g0 ∈ A and c1 ∈ K. In
particular,
σ(g2 s
2 + g1 s+ g0)− (g2 s
2 + g1 s+ g0) = c1 f. (18)
By coefficient comparison w.r.t. s2 we get that σ(g2)−g2 = 0,
i.e., c := g2 ∈ K. Thus moving σ(g2 s2)−g2 s2 = c(b2+2bs)
in (18) to the right hand side gives
σ(g1 s+ g0)− (g1 s+ g0) = c1 f − c(b
2 + 2bs). (19)
By coefficient comparison w.r.t. s we get the constraint σ(g1)−
g1 = c1
x
b
−c 2b. Therefore we compute a basis of V (f˜ ,A) with
f˜ = (x
b
,−2b). As will be worked out in Example 8, we get
the basis {(1, 0,−x(1−k+n)
b(n+2) ), (0, 0, 1)}. Thus we conclude that
c = 0. Now we plug in the general solution g1 = −x(1−k+n)b(n+2) +
d with d ∈ K into (19) and get
σ(g0)− g0 = c1
(−k−1)x
n+1 − d b.
Finally, we compute the basis {(1, 0, (2k+1)x4(n+1) ), (0, 0, 1)} of
V (( (−k−1)x
n+1 ,−b),A). This shows that d = 0 and we obtain
the general solution g0 = (2k+1)x4(n+1) + e with e ∈ K. In total,
we get the general solution c1 ∈ K and g+e where g is given
in (15). Thus a basis of V ((f),A[s]) is {(1, g), (0, 1)}.
This reduction strategy can be summarized with
Theorem 5. Let (A[t], σ) be a Σ∗-extension of (A, σ) with
constant field A. If one can solve problem PT in (A, σ) then
one can solve problem PT in (A[t], σ).
Proof: Let f = (f1, . . . , fd) ∈ A[t]d. Then take b as given
in (16) and it follows that (17). Hence we have to search
for all g = g0 + · · · + gb tb ∈ A[t]b and c1, . . . , cd ∈ K
with (6). By induction on b (equivalently by recursion) we
can now calculate a basis of V (f ,A[t]b). Note that the highest
possible degree in (6) is bounded by b. Thus if b = 0, a basis
can be calculated by assumption (base case). Otherwise, by
coefficient comparison w.r.t. tb (the highest possible power)
we get the constraint σ(gb) − gb = c1 f˜1 + · · ·+ cd f˜d where
f˜i = coeff(fi, b). By assumption we can compute a basis
B˜ of V (˜f ,A) with f˜ = (f˜1, . . . , f˜d) ∈ Ad. Plugging in the
solution into (6) yields Problem PT in (A[t], σ) in terms of
the remaining coefficients g0, . . . , gb−1. Note that the highest
possible degree in this parameterized telescoping equation is
at most b − 1. Now compute a basis B′ for this solution
space by the induction assumption (by recursion). Finally,
combining the bases B˜ and B′ accordingly produces a basis
of V (f ,A[t]b). The technical details of this combining step are
equivalent to the ones given in [5, Cor. 1].
Next, we turn to Rb-extensions.
Theorem 6. Let (F[x], σ) be an Rb-extension of a difference
field (F, σ). Then one can solve Problem PT for (F[x], σ) if
one can solve Problem FPLDE in (F, σ).
Proof: We have V (f ,F[x]) = V (f ,F[x]λ−1) where λ is
the order of x. Since the x0, . . . , xλ−1 are linearly independent
over F, the same induction argument (recursion) as in the proof
of Theorem 5 is applicable.
Example 8 (Cont. Ex. 7). Take our Rb-extension (F[x], σ) of
(F, σ) with F = K(k)(b). We aim at computing a basis of
V = V (f ,F[x]) with f = (x
b
,−2b). Let (c1, c2, g) ∈ V . Then
g = g1 x+ g0 ∈ F[x] and c1, c2 ∈ K with
σ(g1 x+ g0)− (g1 x+ g0) = c1
x
b
− c 2b. (20)
By coefficient comparison w.r.t. x we conclude that σ(g1) +
g1 = c1
1
b
+ c2 0. Therefore we compute a basis of
V ((1, 1), (1
b
, 0),F) by solving Problem FPLDE (see Theo-
rem 1; here one could also use a variation of the algorithm
given in [1]): we get the basis {(1, 0,− (1−k+n)
b(n+2) ), (0, 1, 0)}.
Hence the general solution is g1 = − (1−k+n)b(n+2) . Plugging
the found g1 into (20) gives the constraint σ(g0) − g0 =
c1 0 − c2 2 b. We calculate the basis {(1, 0, 0), (0, 0, 1)} of
V ((0, 2b),A), i.e., we get the general solution g0 = d with
d ∈ K, c1 ∈ K and c2 = 0. Combining these solutions
produces g = −x(1−k+n)
b(n+2) + d and c1 ∈ K. Thus a basis of
V (f ,F[x]) is {(1, 0,−x(1−k+n)
b(n+2) ), (0, 0, 1)}.
Now suppose that we are given a nested polynomial Σ∗-
extension (E, σ) of a difference ring (A, σ). Hence by iterative
application of Theorem 5 one can solve Problem PT in (E, σ)
if one can solve Problem PT in (A, σ). In particular, setting
A = F[x] together with Theorem 1 proves Theorem 4.
We conclude this article with a more challenging summation
problem. Denote the sum on the left hand side of (8) by S(n)
and its summand by F (n, k).
(1) By Example 5 we get (A, σ) with A = Q(n)(k)(b)[x] in
which we can represent
(
n
k
)
with b and (−1)k with x.
(2) Next, we check that there is no g ∈ A with σ(g)−g = −x
k+1 .
Thus we cannot express a(k) =
∑k
i=1
(−1)i
i
in A. However,
we can adjoin it in form of the Σ∗-extension (A[s], σ) of
(A, σ) with σ(s) = s+ −x
k+1 .
(3) Similarly, we fail to find a g ∈ A[s] with σ(g) = g + b s.
Hence we could adjoin ∑kl=0 F (n, l) in form of a Σ∗-
extension; but this amounts to no simplification.
Hence we proceed differently by using Zeilberger’s creative
telescoping paradigm: we set Fi(k) = F (n + i − 1, k) for
1 ≤ i ≤ d and search for a solution of (4) with d = 1, ....
We skip the case d = 1, which is equivalent to telescoping,
and continue with d = 2. Note that F1(k) =
(
n
k
)
a(k) and
F2(k) = F (n + 1, k) =
n+1
n−k+1
(
n
k
)
a(k) can be represented
by f1 = b s and f2 = n+1n−k+1 b s, respectively. Hence hunting
for all creative telescoping solutions in (A[s], σ) is equivalent
to computing a basis of V ((f1, f2),A[s]). In this particular
instance Sigma computes the non-trivial basis {(−2, 1, bx
n+1+
bks
−1+k−n ), (0, 0, 1)}. Therefore we obtain the solution c1 =
−2, c2 = 1 and G(k) = 1n+1 (−1)
k
(
n
k
)
+ k
−1+k−n
(
n
k
)
a(k)
of (4). Summing (4) over k from 0 to n and taking care of
compensating terms leads to the recurrence
S(n+ 1)− 2S(n) = −
1
n+ 1
.
In this instance, one can read off the right hand side of (8) by
the variation of constants method. For recurrence relations of
higher-order more advanced algorithms [10], [11], [17], [18]
are available within the summation package Sigma.
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