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Abstract
The central dogma of molecular biology is the
principal framework for understanding how nu-
cleic acid information is propagated and used by
living systems to create complex biomolecules.
Here, by integrating the structural and dynamic
paradigms of DNA nanotechnology, we present
a rationally designed synthetic platform which
functions in an analogous manner to create com-
plex DNA nanostructures. Starting from one type
of DNA nanostructure, DNA strand displacement
circuits were designed to interact and pass along
the information encoded in the initial structure to
mediate the self-assembly of a different type of
structure, the final output structure depending on
the type of circuit triggered. Using this concept
of a DNA structure ‘trans-assembling’ a different
DNA structure through non-local strand displace-
ment circuitry, four different schemes were imple-
mented. Specifically, 1D ladder and 2D double-
crossover (DX) lattices were designed to kineti-
cally trigger DNA circuits to activate polymeriza-
tion of either ring structures or another type of DX
lattice under enzyme-free, isothermal conditions.
In each scheme, the desired multilayer reaction
pathway was activated, among multiple possible
pathways, ultimately leading to the downstream
self-assembly of the correct output structure.
1 Introduction
The spatiotemporal control of information in any
living system is central to its sustenance. At the
cellular level, extra and intracellular information
is carefully processed by a network of biochemical
circuitry to orchestrate a variety of required func-
tions.1 One such process is the regulation of pro-
teins such as actin and tubulin which themselves
polymerize into higher-order microfilaments and
microtubules.2–4 These structures have been stud-
ied extensively due to the multiple key roles they
play during the life cycle of the cell, e.g. cytokine-
sis,2 cell motility,5 mechanical and structural sta-
bility,6 intracellular transport,7,8 and DNA segre-
gation9. Given the importance of these and other
structures in the cell, it naturally follows that being
able to not only synthesize them but also regulate
their synthesis would be critical developments in
synthetic biology and molecular engineering.
To tackle problems in this engineering domain,
DNA nanotechnology has provided some proven
solutions,10 namely by way of bottom-up self-
assembly using DNA as a construction material.
Progress in this field has largely occurred on two
fronts. The first, and original, motivation is to
engineer structurally intricate yet stable molec-
ular assemblies at the nanoscale using DNA.11
This is accomplished by programming strands to
bind specifically through Watson-Crick base pair-
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ing to form rigid multiway branches, which in
turn self-assemble into higher-order structures.
Prominent examples from an extensive library in-
clude 1D,12–14 2D,15–19 and 3D20–23 tile-based com-
plexes and crystals, and elaborate origami struc-
tures24–27. Some of these DNA tiles have also
served as molecular computing elements.28–30
The other impetus behind DNA nanotechnol-
ogy has been the desire to create dynamic sys-
tems, in which DNA assemblies no longer re-
main static but change their form, carry out
functions, or both. Examples of this type in-
clude autonomous walkers,31–33 molecular mo-
tors and robots,34–39 and self-replicators40. The
central mechanism underlying a large portion
of these works is toehold-mediated strand dis-
placement reactions,41,42 where an invading DNA
strand latches onto a short single-stranded toe-
hold domain of a partially double-stranded DNA
molecule and undergoes branch migration, dis-
placing one or more of the incumbent strands
which can further participate in downstream re-
actions. Strand displacement reactions have been
used to kinetically control DNA self-assembly
pathways which has laid the foundations of a ma-
jor research theme enabling the construction of
complex DNA circuits such as cascaded digital43,44
and analog45 DNA circuits, a chemical reaction
network (CRN) to DNA compiler which mimics
arbitrary CRN dynamics,46 molecular neural net-
works,47 and molecular signal amplifiers48.
Recently, there has been some focus, both theo-
retical49,50 and experimental51–53, to integrate the
structural and dynamic paradigms of DNA nan-
otechnology. These experimental works typically
consist of a two-part scheme in which an up-
stream DNA strand displacement circuit interacts
with downstream DNA monomers to facilitate
isothermal self-assembly. Here, we advance this
concept such that an initial DNA structure acti-
vates a downstream DNA strand displacement cir-
cuit that sequentially leads to polymerization of a
new DNA structure, i.e., a DNA structure trans-
fers information via non-local DNA strand dis-
placement circuitry to kinetically trans-assemble
a new DNA structure (initial DNA structure →
DNA strand displacement circuitry → new DNA
structure). We define trans-assembly to be a
type of self-assembly in which information em-
bedded in one structure is released and prop-
agated through information-relaying media, ul-
timately triggering the self-assembly of another
structure. This can be conceptually compared to
an information-encoded DNA sequence transfer-
ring its information to RNA which mediates the
creation of gene products. Specifically, an initiator
strand is introduced into a system which under-
goes toehold-mediated strand displacement with
an existing structure to release a single-stranded
signal molecule which triggers one of two DNA
circuits. Depending on which circuit is triggered,
another single-stranded activator molecule is re-
leased which binds with a specific type of (inac-
tive) monomer and initiates strand displacement
to render the monomers active. The activated
monomers then polymerize downstream into a
new higher-order DNA nanostructure. Since our
system produces only one type of signal strand
(per scheme), the final output structure is limited
to periodic structures which, when compared with
in vivo RNA and DNA machinery, is rather prim-
itive in terms of its computational and construc-
tional abilities.
2 Results
2.1 Schematics.
The schematics of the kinetic trans-assembly of
DNA nanostructures we tested in our work are
illustrated in Fig. 1 (schemes I-IV). All four
schemes consist of an initial structure, a DNA
strand displacement circuit, and an output struc-
ture. The initial structures we used in this work
were double-crossover (DX) lattices made from
modified DX tiles15 and ladder structures made
from modified T-motifs14. There are two types of
strand displacement circuits we used in this work,
circuit I (used in schemes I and III) and circuit II
(used in schemes II and IV). Each of these circuits
consists of two subcircuits, subcircuit 1 and 2 (SC1
and SC2) for circuit I and subcircuit 3 and 4 (SC3
and SC4) for circuit II. The final output structure,
which depends on which subcircuit of a given cir-
cuit is triggered, is either a discrete ring structure
consisting of another type of modified T-motif or
another type of DX lattice (DX-II) composed of
modified DX tiles.
Figure 2 depicts the reaction pathways of
2
schemes I and II, respectively. In each scheme, the
system initially comprises an initial structure, two
subcircuits, and two types of incomplete precursor
motifs all existing in a single pot. Only the initia-
tor strand, I, is later added to the system to trig-
ger the reaction cascade. In scheme I, the initial
structure is a DX lattice (denoted DX-i) made up
of 2 sequentially different DX tiles, DX-A and DX-
B. The DX-A tile of the DX-istructure is divided
into several important functional domains (Fig. 2
a, red delineation). In particular, this tile has one
hairpin protruding from each plane of the tile, one
closed and one open. The open hairpins of the
DX-A tiles have a single-stranded toehold domain,
t1* (Fig. 2 a, boxed in orange), two consecutive
branch migration domains, C and t2 [henceforth,
all consecutive functional domains or strands will
be denoted as their labels conjoined with hyphens
going in the 5’ → 3’ direction, e.g. C-t2, and
toehold (sticky-end) domains start with a lower-
case ‘t’ (‘s’)], and single-stranded DX1-s5 domains.
Once an initiator strand, I (t1-C), is introduced into
the system, it binds at the t1* toehold domain and
undergoes strand displacement to displace the in-
cumbent S1 signal strand (C-t2-DX1-s5). The dis-
placed C-t2-DX1-s5 strand acts as a signal to trig-
ger circuit I. The two subcircuits of circuit I, SC1
and SC2, both offer a common single-stranded toe-
hold region t2*, to which the t2 domain of the
signal strand can bind. The double-stranded do-
mains following the t2* toehold is different for SC1
and SC2 (DX1* and Tm1*, respectively), meaning
branch migration can only proceed along the com-
ponent which is complementary to the DX1 do-
main of the signal strand, i.e. the SC1 component
of circuit I is triggered and the A1 activator strand
(DX1-s5-t3-s12-t4-Tm2) is released. Although two
types of incomplete precursor motifs (precursor T-
motifs and DX tiles) exist in the system, the re-
leased A1 activator strand only interacts with pre-
annealed incomplete precursor T-motifs through
the t3 and t4 toehold domains. Without the acti-
vator strand, the precursor T-motif tiles cannot by
themselves self-assemble into any specific higher-
order structure due to a missing s12 sticky-end.
Instead, this missing sticky-end is present in one
of the domains of the A1 activator strand, and is
provided to the precursor T-motif by way of an-
other strand displacement reaction. The activa-
tor strand has a t3-s12-t4 region where t3 and t4
bind to their respective toeholds of the precursor
tile and the s12 domain remains single-stranded
to fulfill its role as the missing sticky-end. The rest
of the activator strand, i.e. domain Tm2, displaces
the TmP protector strand from the precursor tile
to add structural integrity and completes the for-
mation of the T-motif to render it active for self-
assembly. The vertical duplexes of the activated T-
motifs (Fig. 2 a, yellow delineation) differ in length
where the shorter of the two duplexes has a length
of 6 nt and the longer duplex has a length of 16
nt (both excluding the sticky-ends). This differ-
ence in length leads to an overall curvature so that
when these motifs self-assemble, they form a ring
structure as designed.
Starting from the same initial DX lattice struc-
ture, a different output structure can be obtained
by changing the DNA circuit (Fig. 2 b). In scheme
II, the reaction profile up to the release of the S1
signal strand is the same as scheme I. The circuit
used here, namely circuit II, has two subcircuits,
SC3 and SC4. Again, only one of these, SC3, is trig-
gered and strand displacement commences along
the DX1* domain. This reaction produces the DX1-
s5-t3-DX2-s6 activator strand (A3 strand). In this
scheme, the incomplete precursor tiles which in-
teract with the A3 activator strands are of the DX-
type with two missing sticky-ends (s5 and s6).
The A3 activator strand possessing these miss-
ing sticky-end domains first latches onto the t3*
toehold region and displaces that DXP protector
strand to complete the DX tile (DX-C tile) and acti-
vate it for downstream polymerization with DX-D
tiles to produce DX-II lattices.
The reaction pathways of the other two schemes
are shown in Fig. 3 a and b. In these schemes
the initial DNA structures are 1D ladder structures
and the output structures are either DX-II lattices
(scheme III) or ring structures (scheme IV). The re-
actions proceed similarly to schemes I and II de-
scribed above. The initiator strand, I (t1-C), is in-
serted into the system which displaces the S2 (C-
t2-Tm1-s5) signal strand from the initial structure.
This signal strand triggers either the SC2 (SC4)
strand displacement subcircuit and produces the
A2 (A4) activator strand. The A2 (A4) activator
strand then binds with the incomplete precursor
DX-C tile (T-motif) to activate it for downstream
polymerization leading to DX-II (ring) structures.
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2.2 Characterization.
Characterizations of our schemes were mainly
done by atomic force microscopy (AFM) and
agarose gel electrophoresis. Figure 4 shows AFM
data of the initial structures and output structures
after the strand displacement circuitry reactions
have taken place for each of the four schemes (Fig.
4 a-d, respectively). The DX-I lattices (top row of
Fig. 4 a, b) and initial ladder structures (top row
of Fig. 4 c, d) and can be clearly seen. The bright
stripes of the initial DX-I lattices are columns of
hairpins which have a measured distance of ~27
nm between each column closely matching the de-
signed distance of ~25 nm (Fig. 5 a, inset). AFM
images of the final output structures after the sys-
tems have gone through the DNA circuitry are
shown on the bottom row of Fig. 4. For the out-
put structure of scheme I, discrete ring structures
can be easily imaged along with the remaining
DX-I lattices whose signal strands have been dis-
placed by the initiator strands (Fig. 4 a, bottom
row). For schemes II-III, the output structures are
hairpin-less DX-II lattices (dashed yellow box in
the bottom row of Fig. 4 b, c). In scheme IV, initial
ladder structures formed from one type of T-motif
are trans-assembled into another type of T-motif
which self-assemble into ring structures (bottom
row of Fig. 4 d). AFM analysis of the average sizes
of all 4 initial and output structures is shown in
Figure S7.
3 Discussion
Some important points concerning our experi-
ments are worth mentioning.
3.1 Yield.
One of the determining factors of the final yield
of the output structures is in how well the initial
structures form. The initial DX-I and ladder struc-
tures we designed were assembled from modified
DX tiles and T-motifs, respectively, yet their yields
and lattice sizes were comparable to their original
unmodified counterparts.14,18 These initial struc-
tures were then purified by spin filtration before
use in our experiments (see Methods). AFM im-
ages of only the annealed DX-I and ladder lattices
after spin filtration without any other elements or
DNA circuitry in the system show well-formed
initial structures (Fig. 5 a, b and Supplementary
Fig. 6). Another factor which may be important in
the yield of the output stuctures is the number of
reaction layers the information needs to proceed
through in order to produce the final products.
This factor may play a role in reducing the yields
of the output structures in our schemes compared
with previously reported schemes with fewer re-
action layers51–53.
3.2 Prevention of leak reactions.
Another important point to consider when us-
ing DNA strand displacement circuitry is dealing
with leak reactions,42,45 i.e. spurious strand dis-
placement events bypassing the intended reaction
pathway and leading to unwanted signal produc-
tion. Several preventive measures were taken to
minimize leak reactions. First, the initial struc-
tures were purified by spin filtration before be-
ing used in the experiments to remove any sin-
gle strands remaining in the system, especially any
unattached signal strands (strands which are not
part of the initial structure; see Methods and Sup-
plementary Fig. 6). All data were obtained using
these purified initial structures. As another pre-
ventive measure, the DNA subcircuits and other
extant motifs in the system (SC1-4, incomplete pre-
cursor T-motifs and DX-C tiles, and complete DX-
D tiles) were purified before use in order to min-
imize leak reactions coming from these elements.
Each of the four subcircuits were annealed and run
under a 2% agarose gel (Fig. 5 c). After confirming
clear and discrete bands for all four subcircuits, the
bands were extracted and purified using a Freeze
N Squeeze spin column (see Methods). In this
way, unhybridized residues were minimized, es-
pecially unhybridized activator strands, while si-
multaneously maximizing the use of well-formed
ones. This double preventive strategy seems to be
effective since if there were any significant amount
of leak reactions, then observation of the final out-
put structures should be possible without the in-
troduction of the initiator strand. In other words,
at least some output structures should have been
observed in the AFM images before the inclusion
of the initiator strand (Fig. 4 top row). The fact that
not a single output structure, either DX-II lattices
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or rings, was observed in the analysis of over 50
images for each scheme before the addition of the
initiator strand strongly suggests the robustness of
our DNA strand displacement scheme. Further-
more, this holds true even in samples which were
imaged after ~7 days of storage at 4 °C. Only by
adding the initiator strand to the system do the re-
actions proceed according to design and is the fi-
nal output structure produced.
Another potential source of leakage reactions
comes from the possibility of the wrong subcircuit
of the DNA circuit being triggered. For example
in scheme I, only the SC1 subcircuit of circuit I is
designed to be triggered to release the A1 activa-
tor strand but the possibility of the SC2 subcircuit
releasing the A2 activator strand (Tm1-s5-t3-DX2-
s6) exists. This may happen either by spontaneous
dissociation of the A2 activator strand from SC2 or
effectively due to any single-stranded A2 residues
in the system. We do not believe this to be the
case since leakage of A2 activator strands would
provide the missing sticky-ends to the incomplete
precursor DX-C tiles and make them active which
in turn would enable bindings with extant DX-
D tiles leading to the self-assembly of DX-II lat-
tices. As can be seen in Fig. 4 a (bottom image),
no DX-II lattices were observed (in over 50 AFM
images) suggesting negligible production of A2, if
any. The same can be said for schemes II, III, and
IV; only the intended activator strand becomes re-
leased and insignificant amounts of leakage occurs
for all subcircuits of a given circuit.
3.3 Control data of the output struc-
tures.
Figure 5 d-g shows control data of the out-
put structures (see Methods). These structures
were individually annealed without any other el-
ements, e.g. DNA circuits, and did not go through
the strand displacement reaction process. Figures
5 d and 5 e show AFM data of samples annealed
with the two types of tiles making up DX-II struc-
tures without and with the A3 activator strand, re-
spectively. Without the A3 strand, only small lat-
tice fragments can be seen (the AFM data shown
in Fig. 5 d used samples with concentrations over
×13 the ones used in our experiments to empha-
size the formation of unintended lattice fragments,
see Supplementary Fig. 8) whereas samples an-
nealed with the A3 strand included show fully-
formed DX-II lattices. Figure 5 f shows that an-
nealing the incomplete precusor T-motifs by them-
selves cannot produce rings, but do produce rings
when annealed with the A1 activator strands (Fig.
5 g).
4 Conclusion
Controlled propagation of information emanat-
ing from one entity to ultimately activate or cre-
ate another entity is ubiquitous in natural and
synthetic biology. Whether it be receptor pro-
teins interacting with a gene regulatory network
for gene expression, membrane receptors binding
with primary messengers to trigger signal trans-
duction cascades leading to cellular responses, or
activated promoters going through synthetic bi-
ological circuits leading to a desired gene prod-
uct, control of information flow underlies the cru-
cial metabolic processes of the cell. In this re-
gard, the trans-assembly of an output structure
from an initial structure via DNA strand displace-
ment circuitry we have shown here offers a purely
DNA analogue of the aforementioned biological
processes in the context of DNA nanotechnology.
The two major paradigms of DNA nanotechnol-
ogy, namely the structural self-assembly of DNA
nanostructures and the dynamic transfer of infor-
mation have been combined into a single system
to provide an isothermal self-assembly platform.
Furthermore, this method can be readily general-
ized and is not relegated to certain structures or
circuits. Although the experiments in this work
were conducted under a single set of conditions
(e.g. temperature, salinity, etc.), given the robust-
ness of both the DNA strand displacement reac-
tions45,54 and DNA self-assembly, the main results
presented here seem likely to hold for a range of
temperatures and conditions. Additionally, none
of the strand sequences for both the motifs and,
more importantly, the DNA circuits were opti-
mized (except checking for repeating segments)55,
providing further support for this assumption.
On a more fundamental level, one may ask
whether these types of integrated systems offer
any advantages over implementing DNA tile as-
sembly or DNA strand displacement circuitry sys-
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tems separately. It is known that DNA tile as-
sembly in 2D and 3D is Turing-universal56 which
allows for the self-assembly of arbitrary shapes
from small tile sets57. As for CRNs, arbitrary CRN
dynamics can be systematically implemented us-
ing the formal language of DNA strand displace-
ment circuitry46. Recent theoretical works49,50
give some insight into what is theoretically possi-
ble by integrating these two paradigms. For exam-
ple, the proposed minimal model in Ref. 49 incor-
porates the non-local nature of CRNs to influence
the local assembly logic of tile assembly, and vice
versa. This model is shown to be efficiently Turing-
universal even in (unbounded) 1D. Moreover, ar-
bitrary shapes can be produced using programs
created within this formalism with the program
complexity bounded by the Kolmogorov complex-
ity of the shape, without the sometimes large scale
factor required for programs created within the
framework of the abstract tile assembly model57.
The same authors extend these results in Ref. 50 to
show that, in addition to the previously reported
space and program size complexity efficiency,49
the efficiency of computational and construction
time complexity of the minimal model is at least
as good if not better than either system alone.
Open questions remain as to what can be fully
accomplished by integrating these two molecu-
lar programming paradigms. Perhaps the most
far-reaching is, "How much of the parallel na-
ture of (DNA) molecular computing can these sys-
tems harness?" A new theoretical model or frame-
work may be needed to answer this question since
both of the theoretical works mentioned above
enforce sequential computation/construction.49,50
Even finding physical DNA tile implementations
of the minimal model proposed in Ref. 49 may
prove difficult since the abstract tile assembly
model is grounded on different presumptions58.
Experimental studies based on a different type
of strand displacement mechanism, namely hy-
bridization chain reaction, may serve as a guide
in answering these questions53,59–62 but unfortu-
nately a broad theoretical framework is currently
lacking. Although much still needs to be done, the
multilayer, multiple circuit approach of this study
to integrate dynamic information propagation
with the self-assembly of DNA nanostructures
shows that the two different DNA chemistries can
be carefully coordinated to mimic the rich and di-
verse realm of natural biochemical systems.
5 Materials and Methods
5.1 DNA oligo synthesis
Synthetic oligonucleotides were purchased from
Bioneer (Daejeon, Korea) and purified by poly-
acrylamide gel electrophoresis (PAGE). The details
can be found at www.bioneer.co.kr. The de-
tails of the strand sequences can be found in the
supplementary information.
5.2 Annealing protocol of complexes
All the complexes used in schemes I-IV were
self-assembled by mixing stoichiometric quan-
tities of each strand in a physiological buffer,
1×TAE/Mg2+ [Tris-Acetate-EDTA (40 mM Tris, 1
mM EDTA, pH 8.0) with 12.5 mM magnesium
acetate]. Each of the complexes [the initial lad-
der structures, initial DX-I lattices, each subcir-
cuit (SC1-4), incomplete precursor T-motifs, in-
complete precursor DX-C tiles, and complete DX-
D tiles] were separately annealed from 95 °C to
25 °C by placing the solution-filled microtubes in
1.5 L of boiled water in a styrofoam box for at least
24 hours to facilitate hybridization. The final com-
plex/tile/motif concentrations were 2 µM. For the
control samples used in Fig. 5 d-g, each sample
was separately prepared in a one-pot annealing
procedure at a tile/motif concentration of 400 nM.
5.3 Purification of complexes
All the complexes obtained by annealing were pu-
rified by either agarose gel electrophoresis or spin
filtration. Each of the 2 µM samples of the dis-
crete complexes obtained by annealing (i.e. SC1-
4, incomplete precursor T-motifs, incomplete pre-
cursor DX-C tiles, and complete DX-D tiles) were
run under a 2% agarose gel and 1×TAE/Mg2+ run-
ning buffer solution at 60 V for 2 hours. Af-
ter the run, the gel was stained with SYBR Gold
(Thermo Fisher Scientific, Massachusetts, USA)
and imaged with a Molecular Imager Gel Doc
XR system (Bio-Rad, California, USA). To extract
gel bands, the gel was placed under a High Per-
formance 2UV Transilluminator (UVP, Jena, Ger-
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many), excised with a gel cutter, and put into a
Freeze N Squeeze microtube (Bio-Rad, California,
USA). The microtube was put in a – 20 °C freezer
for 5 min, then removed and immediately cen-
trifuged at 13,000 × r.c.f. (relative centrifugal force)
for 3 min at room temperature. The DNA con-
centration of extracted structures was measured
by Nanodrop 2000 (Thermo Fisher Scientific, Mas-
sachusetts, USA). The 2 µM initial (non-discrete)
structures, i.e. ladder and DX-I lattices, were di-
luted to 800 nM and purified using a 100kDa
molecular weight cut-off (MWCO) Amicon cen-
trifugal filter (Sigma-Aldrich, St. Louis, Missouri,
USA). 100 µL of the 800 nM samples and an addi-
tional 400 µL of 1×TAE/Mg2+ buffer solution were
added into the filter. After spinning for 3 min
at 3,000 × r.c.f., another 400 µL of 1×TAE/Mg2+
buffer was added for a second wash and repeated
three times. The DNA volume/concentration of
the filtered initial structures (ladders and DX-I
structures) were typically ~100 µL/100 nM when
measured with the Nanodrop 2000.
5.4 Sample preparation for kinetic
trans-assembly
A total of four different schemes (schemes I-IV)
were prepared. For each scheme, stoichiometric
amounts of the initial DNA structure, two DNA
subcircuits (SC1 and SC2 or SC3 and SC4), in-
complete precursor T-motifs, incomplete precur-
sor DX tiles, and DX-D tiles were pipetted into
a single microtube. To start the reaction cascade,
10× the amount of the initiator strand (compared
to the other components) was pipetted into the mi-
crotube. The final concentration of the initiator
strand was 300 nM and the final concentration of
the rest of the components was 30 nM. The mi-
crotubes were kept at 30 °C for 4 hours to facili-
tate the strand displacement and self-assembly re-
actions. Details of the stoichiometric quantities of
each component used in each scheme can be found
in the Supporting Information.
5.5 AFM imaging
To obtain the AFM images, 2 µL of the samples
were placed on freshly cleaved mica for 30 sec-
onds after which 48 µL of 1×TAE/Mg2+ buffer was
pipetted onto the mica surface. For AFM images
of the control experiments in Fig. 5 d-g, 10 µL of
the samples were placed on freshly cleaved mica
for 30 seconds after which 40 µL of 1×TAE/Mg2+
buffer was pipetted onto the mica surface. AFM
images were taken by 3 different instruments.
A NanoWizard ULTRASPEED AFM (JPK Instru-
ments, Berlin, Germany) in Fast imaging mode un-
der a buffer using a wear resistant high density
carbon/diamond like carbon (HDC/DLC) USC-
F0.3-k0.3-10 tips (NanoWorld, Neuchaˇtel, Switzer-
land), Digital Instruments Nanoscope III (Veeco
Inc., New York, USA) in tapping mode under a
buffer using DNP-S10 silicon nitride tips (Bruker,
Massachusetts, USA), and MFP-3D-BIO (Asylum
Research, California, USA) in liquid AC mode un-
der a buffer using DNP-S10 silicon nitride tips
(Bruker, Massachusetts, USA).
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Figure 1: Kinetic trans-assembly of DNA nanostructures through DNA strand displacement circuitry. The four schemes (I-IV)
implemented in this work.
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Figure 2: Schematics of schemes I and II. a Details of scheme I. The reaction starts with an initial DX-I structure made from DX-
A and DX-B tiles. The DX-A tile has an open hairpin region (boxed in orange) which possesses an exposed t1* toehold domain.
When the initiator strand I (t1-C) is inserted into the system, its t1 domain hybridizes with the t1* toehold domain of DX-A, which
facilitates branch migration of the C domain to displace the signal strand S1 (C-t2-DX1-s5). This signal strand activates circuit I
which includes two subcircuits, SC1 and SC2, who share a common toehold t2* but are otherwise sequentially orthogonal. The
t2 domain of the signal strand can bind to the t2* toehold of either SC1 or SC2 but branch migration only occurs for SC1, since
it is the only one with a common DX1 branch migration domain. The signal strand for scheme I activates SC1 of circuit I which
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of a new T-motif which self-assembles into a ring structure. b Details of scheme II. The reaction cascade up to the production
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Figure 3: Schematics of schemes III and IV. a Details of scheme III. The initial T-motifs making up the initial ladder struc-
ture have an exposed t1* toehold domain (boxed in orange). The reaction cascade starts when the initiator strand I (t1-C) is
inserted into the system and its t1 domain hybridizes with the t1* toehold domain of the initial T-motif, which facilitates branch
migration of the C domain to displace the signal strand S2 (C-t2-Tm1-s5). This signal strand activates circuit I which includes
two subcircuits, SC1 and SC2, who share a common toehold t2* but are otherwise sequentially orthogonal. The signal strand
can bind to the toehold of either SC1 or SC2 but branch migration only occurs for SC2, since it is the only one with a common
DX1 branch migration domain. The signal strand then activates SC2 which produces the activator strand A2 (Tm1-s5-t3-DX2-s6)
through strand displacement. After binding at the t3* toehold domain, this A2 activator strand provides the missing s5 and s6
sticky-ends. The s6 sticky-end is provided by displacing the DXP protector strand. This activates the DX-C tile and allows for
sticky-end bindings with DX-D tiles to produce DX-II lattices. b Details of scheme IV. The reaction cascade up to the production
of the signal strand S2 is the same as scheme III. Activation of SC4 produces a displaced activator strand A4 (Tm1-s5-t3-s12-t4-
Tm2) which binds to an incomplete precursor T-motif at the t3* and t4* toehold domains. Without the A4 activator strands, these
precursor T-motifs cannot self-assemble into higher-order structures due to the missing s12 sticky-end. The domain between
the t3 and t4 domains of the invading A4 activator strand provides this missing s12 sticky-end. Once bound at these toehold
domains, the A4 strand displaces the TmP protector strand to complete the formation of a new T-motif which self-assembles into
a ring structure. All functional domains are colour-coded and labeled; their complementary counterparts are starred (e.g. Tm1
and Tm1*). Half-arrowheads on the strands indicate the 3’ direction. Components shown at half opacity stay non-reactive for
that particular scheme.
BA DC
circuit I circuit II circuit I circuit II
scheme I scheme II scheme III scheme IV
Figure 4: AFM data of the (top row) initial and (bottom row) final output structures. a Scheme I. (Top row) The initial DX-I
lattices where the bright stripes are the columns of hairpins. (Bottom row) The self-assembled output ring structures (dashed
yellow box) as well as the remaining initial DX-I lattices (dashed white box). b Scheme II. (Top row) The same initial DX-I lattices.
(Bottom row) The output DX-II lattices (dashed yellow box) and remaining DX-I lattices (dashed white box). The two types of
lattices can be distinguished by the presence (DX-I) or absence (DX-II) of hairpin stripes. c Scheme III. (Top row) The initial ladder
structures (dashed white boxes) and (bottom row) their output DX-II structures (dashed yellow box). d Scheme IV. (Top row)
The same initial ladder structure (dashed white box) and (bottom row) their output ring structures (dashed yellow box). Some
of the images show dashed green boxes which enclose small fragment DX structures formed from bindings between incomplete
precursor DX-C tiles and DX-D tiles existing in the system (see Fig. 5 d and Supplementary Fig. 8). Insets show magnified views
of some of the structures. (White scale bars : 200 nm; inset yellow scale bars : 50 nm)
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Figure 5: Control and purification data. AFM data of the initial structures after spin filtration, a DX-I lattices used in schemes I
and II and b ladder structures used in schemes III and IV. These two images were obtained prior to adding the other components
to the system (e.g. DNA circuit components and precursors). The dashed white boxes in b show typical ladder structures. c
Agarose gel electrophoresis data of (left) the DNA subcircuits and (right) other motifs used in the experiments. These bands
were excised and their products purified and used in schemes I-IV (see Methods). d Unwanted bindings between incomplete
precursor DX-C and DX-D tiles forming small fragment DX lattices. Although precursor DX-C tiles lack s5 and s6 sticky-ends
(green box), some bindings between s7, s8, and their complementary sticky-ends occur to form small fragments having widths of
(insets) 2-, 4-, and 6-tiles wide (Supplementary Fig. 8). Although it is not too common to find these types of unwanted fragments
in schemes I-IV, this image was taken with a sample made from over ~13 times the molar concentration of those used in our
schemes (400 nM here as opposed to 30 nM samples used in schemes I-IV) to emphasize this phenomenon. The fragments found
in our experiments do not seem to interfere with the intended reaction pathway. e DX-II lattices self-assembled from active
DX-C tiles, where the protector DXP strand, green box in d, has been replaced with the A3 activator strand. AFM images of f
incomplete precursor T-motifs, which cannot form rings due to missing s12 sticky-ends, and g well-formed ring structures where
the A1 activator strand has been added to activate the T-motif by providing the missing s12 sticky-end (red box). Due to the knick
in the spoke of the T-motif, the number of motifs that make up each ring structure (~20) is a bit higher than conventional T-motif
rings (~12-16). 14 The samples used in d - g were separately prepared in a one-pot annealing procedure with their respective
components at a molar concentration of 400 nM and did not undergo the strand displacement reactions. (White scale bars : 200
nm; inset yellow scale bars : 50 nm)
