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 ABSTRACT. Closed formulae for Gaussian or optimal, 1-parameter quadrature 
rules in a compact interval [a, b] with non uniform, asymmetric subintervals, 
arbitrary number of nodes per subinterval for the spline classes S2N, 0 and S2N+1, 1, 
i.e. even and odd degree are presented. 
Also the rules for the 2 missing spline classes S2N-1, 0 and S2N, 1 (the so called “1/2-
rules”), i.e. odd and even degree are presented. 
These quadrature rules are explicit in the sense, that they compute the nodes and 
their weights in the first/last boundary subinterval and, via a recursion the other 
nodes/weights, parsing from the first/last subinterval to the “middle” of the 
interval. These closed formulae are based on the semi-classical Jacobi type 
orthogonal polynomials.  
 
 
 
1.  Introduction 
 
The aim of this paper is to present as a recipe the formulae and the algorithm to create quadrature 
rules for certain spline classes. Because this paper should serve just as recipe, I tried to make it as 
short and self contained as possible. For a detailed introduction about this topic see e.g. [5]. In order 
to the shortness of the paper I did not add any proofs. 
 
In the sequel, we will denote by S be the number of subintervals in [a, b] and by D the degree of the 
quadrature. 
 
A short description of the problem: 
 
Determine N nodes xi in the interval [a, b], every node xi has an assigned weight wi, now the 
integration of a function f (x) can be approximated by a weighted summation of f (x), evaluated at 
the nodes xi. 
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It is required, that for f (x) in a certain linear function space, the summation is exact, 
i.e. R (f) = 0. The function space is here the function space SD, c of splines with degree D and 
continuity class c. This means in the each of the S subintervals in [a, b] f (x) is a polynomial of 
maximal degree D, at the inner boundaries of the subintervals the derivations up to the cth derivation 
are continuous. 
 
The N pairs (xi, wi) we call quadrature rules and we are looking for rules with the minimal number 
of nodes N. 
 
  
To the best of my knowledge closed formulae are known only for some special cases of the 
problem. See [5] for the case C1, D = 5, and uniform subintervals, [4] for the case C1, D = 3, and 
non uniform subintervals, and [3] for the case C0, D = 4, and uniform subintervals. 
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In the case of the “1/2-rules” see [11] for the case C1, D = 4, and 2 uniform subintervals.  
 
Here we present a set of closed formulae for the case C0 and even D (that includes the case treated 
by Nikolov in [3]) and a set of formulae for the case C1 and odd D (that includes the cases treated 
by Bartoň et al in [4] and [5]) for arbitrary even/odd D. In the case C0 the quadrature rules are not 
Gaussian, but optimal in the sense of the minimal number of nodes and, therefore, we build a 1-
parameter family. These formulae are based on semi-classical Jacobi type orthogonal polynomials 
and it is easy to see that for the “limit” S → 1, i.e. just 1 subinterval, the formulae are those 
corresponding to the classical Gauss-Legendre quadrature rules. 
 
The 2 cases C0 and odd D, i.e. S2N-1, 0, and C1 and even D, i.e. S2N, 1, are a little bit more involved. 
They are very interesting for the case C1, because the Galois group is bigger than the default one 
(being the direct product of symmetric groups). In such a case, the Galois group is the product of the 
default group with an additional Abelian 2-group of order 2floor (S/2) as factor. The automorphisms of 
this group “mix” the zeros of different subintervals. 
 
So the problem of closed formulae for the continuity classes 0 and 1 is solved in a satisfactory way? 
The case C2, even degree D, Gaussian (but not 1-parameter optimal) non uniform but symmetric 
subintervals seems to be attackable (maybe C3 and odd degree D, too). 
 
 
The rest of this paper is organized as follows. In section 2 (c = 0) and 3 (c = 1) the polynomials Qn 
(…, x) and Mn (…, x) are presented (… as arguments here means one or two arguments, depending 
on c). These polynomials play a similar role as the Legendre polynomials Pn (x)  in the classical 
Gauss-Legendre quadrature, i.e. the nodes are the roots of such a polynomial and the weights are 
given in the same style as for Gauss-Legendre (the product of a derivation of Qn (…, x) and Qn-1 
(…, x) in the denominator of the formula for the weights). In section 4 follows the algorithm, which 
is essentially the same for both c. To implement the algorithm section 2 or 3 depending on the case 
c and section 4 should do. 
Section 5 contains an example for a non-uniform, asymmetric case to visualize the algorithm and 
which could also be used to check an implementation. 2 further examples with quadrature rules for 
the real line are added. 
 
For the “1/2-rules” in section 6 (c = 0) and 7 (c = 1) the additional quantities apart from the 
quantities in section 2 (c = 0) and 3 (c = 1) are given. In section 8 follows the algorithm, which is 
essentially the same for both c. 
 
Section 9 contains an example for a non-uniform, asymmetric “1/2-rule” case to visualize the 
algorithm and which could also be used to check an implementation. 
 
Section 10. shows how the nodes can be distributed in the subintervals. It visualizes the different 
types of optimal and suboptimal quadrature rules covered by this recipe. 
 
Section 11 has some comments on a proof and the numerical verifications I have done. This section 
also shows, how Qn (…, x) and Mn (…, x) are related to the semi-classical Jacobi type polynomials. 
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2.  Continuity class c = 0, formulae for S2N, 0 
 
2.1.  Polynomials and weights for the subintervals left/right from the interval SM = middle: 
 
The polynomials Qn (α, x)  w i t h o u t  even/odd symmetry 
Let Pn (x) be the Jacobi polynomials Pn(1, 0) (x) 
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For the 1st subinterval i.e. α = 0: F (n) = 1, then Qn (0, x) = Pn (x) 
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2.2.  The recursion map αi-1 → αi to step from a subinterval to the next: 
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a fractional linear map 
 
An additional monomial transformation if a stretching factor λ ≠ 1 is introduced. Indeed, let λi = Li / 
Li-1 (Li denotes the length of the i-th subinterval) be the stretching factor (in the uniform case, λi = 1) 
 
(3.1) replace the αnew in (3) above by αnew / λi 
 
 
2.3.  Polynomial and weights for the subinterval in the “middle” SM with N + 1 nodes: 
 
The polynomials Mn (αL, αR, x)  w i t h  even/odd symmetry for αL = αR 
Let now Pn (x) be the Legendre polynomials i.e. Pn(0, 0) (x) 
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For the 1st subinterval (and the only one) i.e. αL, αR = 0: H (n) = 1 and Mn (0, 0, x) = 
Pn (x) the Legendre polynomials 
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3.  Continuity class c = 1, formulae for S2N+1, 1 
 
3.1.  Polynomials and weights for the subintervals left/right from the interval SM = middle: 
 
The polynomials Qn (α, β, x)  w i t h o u t  even/odd symmetry 
Let Pn (x) be the Jacobi polynomials Pn(2, 0) (x). In this situation 
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For the 1st subinterval i.e. α, β = 0: F (n) = 1, F1 (n), F2 (n) = 0, then Qn (0, 0, x) = Pn (x) 
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3.2.  The recursion map αi-1, βi-1 → αi, βi to step from a subinterval to the next: 
 
 
 
 
 
 
 
 
(3) 
Γ 1 n ( ) + n 3 α 6 n ( ) + n 3 ( ) +  − n2 3 n 1 β +  + ( = 
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An additional monomial transformation if a stretching factor λ ≠ 1: 
Let λi = Li / Li-1 (Li the length of the ith subinterval) be the stretching factor 
 
 
(3.1) replace the αnew in (3) above by αnew / λi   and  βnew by βnew / λi2   
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3.3.  Polynomial and weights for the subinterval SM in the middle with N + 1 nodes: 
 
The polynomials Mn (αL, αR, βL, βR, x)  w i t h  even/odd symmetry for αL = αR, βL = βR 
Let now Pn (x) be the Legendre polynomials i.e. Pn(0, 0) (x). In this situation 
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For the 1st subinterval (and the only one) i.e. α, β = 0: H (n) = 1, H1 (n), H2 (n) = 0 and, 
then Mn (0, 0, 0, 0, x) = Pn (x) 
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4.  Algorithm to calculate the nodes and weights for S2N, 0, S2N+1, 1  
 
 
 
Algorithm       Gaussian/Optimal Quadrature ([a, b], N, S, SM) 
         spline classes S2N, 0 and S2N+1, 1 
 
 
1: Input:       Compact interval [a, b] 
          N   = number of nodes per subinterval 
          S    = number of non uniform subintervals 
                   a list with the S subinterval lengths 
          SM = the subinterval in the “Middle” 
                   1 ≤ SM ≤ S with N + 1 nodes 
 __________________________________________________________________________________  
 
2: calculate by (1) the polynomials QN-1, QN 
3: set the c+1 initial values for the parameters α, … to 0 
 
4: for s from 1 to SM - 1 do 
5:  calculate the N roots xi of QN, the weights wi with (2) for each xi 
  comment: to scale, the roots xi of QN lie (have to lie) in the interval [-1, +1]  
6:  out: scale the N 2-tupels (+ xi, wi) to subinterval s 
 
7:  calculate the new c+1 parameters α, … for the next subinterval with the recursion (3) 
8:  if stretching, apply the additional monomial transformation (3.1) 
9: end for 
10: αL, … = α, …, Index L = left 
 
11: Repeat steps 2 – 9 for the subintervals right from the SM, i.e. s decreasing 
    from S to SM + 1 now with the reflected 2-tupels (- xi, wi) to subinterval s 
12: αR, … = α, …, Index R = right 
 
 
14: calculate by (5) the polynomials MN, MN+1 or MN, Mω,N+1 (for c = 0, ω a free parameter) 
15: calculate the (N + 1) roots xi of MN+1 or Mω,N+1 the weights wi with (6) for each xi 
16: out: scale the (N + 1) 2-tupels (xi, wi) to subinterval [SM] 
 
18:   Output: the set { xi, wi } i = 1 … N S + 1 of nodes and weights 
 __________________________________________________________________________________  
 
Remark: For S = number of uniform subintervals = 1, i.e. no inner knots, i.e. no conditions on 
smoothness, this is of course the classical Gauss-Legendre quadrature, the coefficients 
H (n) in formulae (6) are 1 
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5.  Some examples 
 
5.1.  A non uniform, odd degree, optimal, asymmetric C1 quadrature rule 
 
The interval [0, 9] is subdivided in the 6 subintervals [0, 1], [1, 3], [3, 6], [6, 7], [7, 8] and [8, 9] 
and the degree of the rule D = 3. i.e. the knot vector [ 0,0,0,0,  1,1,  3,3,  6,6,  7,7,  8,8,  9,9,9,9 ]  
 
 
 
  
 
 
 
 = α 0  
 
 = β 0  
 
 = α
11
54
 
 = β
1
432
 
 = α
L
3583
11449
 
 = β
L
7
1284  
 = α
R
13399556929
80397767025
 = β
R
47257
30622860  
 = α
3938
7921  
 = β
11
801  
 = α
11
27  
 = β
1
108  
 
 = α 0  
 
 = β 0  
 
 
 
 
 
 ↓ 
Q1 (α, β, x), formula (1) 
polynomial of degree 1 
the roots are the nodes 
↓ 
M2 (αL, βL, αR, βR, x), 
formula (5) 
polynomial of degree 2 
 
↓ 
Q1 (α, β, -x), formula (1) 
polynomial of degree 1 
 
 
 
 ↓ 
weights with formula ( 2 ) 
↓ 
weights with formula ( 6 ) 
for subinterval SM in the 
“Middle” 
↓ 
weights with formula ( 2 ) 
 
The node/weight list (as rational/algebraic numbers): 
 
 
 
 
 
 
 
(5.1) 
SQ = sqrt (3556830148073443658426871391555) 
 
# subinterval 1 
[ 1 / 4, 16 / 27 ] 
 
# subinterval 2 
 [ 76 / 61, 453962 / 309123 ] 
 
# subinterval 3 
 [ 922485522061455153 / 210841059447710038 - 135/210841059447710038 * SQ, 
  680708157408100153033959853904 / 9821909391090899005165052208283642169650184625 * SQ 
  + 1361950761199921 / 613649356446150] 
[ 922485522061455153 / 210841059447710038 + 135/210841059447710038 * SQ, 
  - 680708157408100153033959853904 / 9821909391090899005165052208283642169650184625 * SQ 
  + 1361950761199921 / 613649356446150] 
 
# subinterval 4 
 [ 662139 / 94604, 211674482615216 / 212276904201675 ] 
 
# subinterval 5 
[ 733 / 92, 194672 / 213867 ] 
 
# subinterval 6 
 [ 35 / 4, 16 / 27 ] 
 
These results coincide with the result of Johannessen's MATLAB Code, see [9] and [10] 
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5.2.  A uniform C0 quadrature rule, even degree, S → ∞ i.e. for 
        the real line 
 
The proof is left for the reader as an exercise. 
Hint: Determine the fixed point in the map (3), there is only one attractor with linear convergence, 
then use formulae (1) and (2). See appendix A.1 with the formula that expresses Qn (α, x) by 
Gegenbauer polynomials. 
 
This is the optimal quadrature rule give in [14] in section 2.2 formulae (2.2.1) … 
 
(10) Cn (x) = Cn(3/2) (x) a Gegenbauer polynomial for the weight (1 – x2)  
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 + n 2
n  
(12) 
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 = S
n
 − ( )C
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x ( ) +  + 2 n 1 δ x n ( )C
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x ( ) + n 1 x  
 
Let the n nodes be: 
 
(14) x1 … xn     the n roots of the polynomial Rn (x)  
 
Let the n weights be: 
 
 
(15)  = w
i
2 ( ) + n 1 ( ) + 2 n 1
( )( )R
n
'
x
i
( )S
n
x
i
 
 
for xi (i = 1 … n) a root 
of Rn (x) 
 
In the contrary to the following case c = 1 the nodes are not symmetric (because of the term with 
Cn-1 in Rn in (12)). Changing the sign of the square root for δ in (12) is just a reflection at 0 of the 
roots xi, i.e. xi → - xi, because the Ci (x) are even/odd functions 
 
5.3.  A uniform C1 quadrature rule, odd degree, S → ∞ i.e. for 
        the real line 
 
The proof is left for the reader again as an exercise. 
Hint: Determine the rational fixed point with quadratic convergence in the map (3), then use 
formulae (1) and (2). See appendix A.2 with the formula that expresses Qn (α, β, x) by Gegenbauer 
polynomials. Qn (x) has here a factor (1 + x), proof that A Qn (x) / (1 + x) for a constant A to be 
determined fulfils the 3 term recursion for the Gegenbauer polynomial Cn-1 (x) 
 
There is a second fixed point in the map (3) resulting in further quadrature rule with the same 
parameters 
 
This is the optimal quadrature rule give in [14] in section 3.1.1. formulae (3.1.1) … 
 
(16) Cn-1 (x) = Cn-1(5/2) (x) a Gegenbauer polynomial for the weight (1 – x2) 2 
 
Let the n nodes be: 
 
(17) x1 = - 1 x2 … xn  the n-1 roots of the Gegenbauer polynomial Cn-1 (x)  
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Let the n weights be: 
 
 
 
 
(18) 
 = w
1
16 ( ) +  + 2 n2 6 n 1
3 n ( ) + n 1 ( ) + n 2 ( ) + n 3  
 = w
i
2
9
n ( ) + n 1 ( ) + n 2
( )( )C
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'
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( )C
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x
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( ) − 1 x
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2
2  
 
for x1 = -1  
 
for xi (i = 2 … n) a root 
of Cn-1 (x) 
These are for low n the well known quadrature rules S2n+1, 1  for the real line 
 
- see [5] for the quintic case n = 2 page 15, (39) 
- see [6] for the septic   case n = 3 page 15, (37), for the nonic case n = 4 page 17, (38) 
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6.  Continuity class c = 0, additional formulae for S2N-1, 0, the “1/2-rules”  
 
6.1.  Additional formulae for the subintervals left/right from the SM (SM + 1): 
 
These formulae are additional to the formulae in section 2. because an iteration step 
now produces the nodes/weights of 2 subintervals, λ is the stretching factor between 
the 2 subintervals of one iteration step 
 
 
(1.1*)  = ω −
 + n ( ) + 1 ( ) + n 1 2 α λ ( ) + n 1 ( ) + 1 n ( ) + n 2 α
 + ( ) + n 1 ( ) + 1 n2 α λ n ( ) + 1 ( ) − n 1 ( ) + n 1 α  
(1.2*)  = Q ,ω n  + Qn ω Q  − n 1  
 
6.2.  The additional extended recursion map αi-1 → αi, depending on ω: 
 
 
 
(3.2*) 
 = Γ  + ( ) + n 1 ( ) + 1 n ( ) + n 2 α ω n ( ) + 1 ( ) − n 1 ( ) + n 1 α  
 = α
new
 + n ( ) + 1 ( ) + n 1 2 α ω ( ) + n 1 ( ) + 1 n2 α
n ( ) + n 1 Γ  
 
For ω = 0 this is (3) in section 2. 
 
6.3.  Additional formulae for 2 subintervals SM, SM + 1 in the “middle”: 
 
For S = 0 mod 2 there are 2 subintervals in the “middle”, therefore additional 
α are necessary, ω is the free parameter because this rule is 1-parameter optimal 
 
(5.1*)  = α ,R M ω  for the subinterval SM 
 
(5.2*)  = α ,L M −
α
,R M
λ  
 
for the subinterval SM + 1 
λ = stretching factor 
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7.  Continuity class c = 1, additional formulae for S2N, 1, the “1/2-rules”  
 
7.1.  Additional formulae for the subintervals left/right from the SM (SM + 1): 
 
These formulae are additional to the formulae in section 2. because an iteration step now produces the 
nodes/weights of 2 subintervals, λ is the stretching factor between the 2 subintervals of one iteration 
step, here determining ω: 
 
Because the variables A, B, C, depending on α, β, λ and defining a quadratic equation for ω are a little 
bit long, I do not write it here, see appendix B. The quadratic equation for ω is: 
 
 
 
(1.1*) 
 
 =  +  + A ω2 B ω C 0  
 = ω
−  + B  − B2 4 A C
2 A  
 
(1.2*)  = Q ,ω n  + Qn ω Q  − n 1  
 
 
 
7.2.  The additional extended recursion map αi-1, βi-1 → αi, βi depending on ω: 
 
(3.2*) Γ ( ) + n 2 α n ( ) + n 3 3 β2 n2 ( ) − n 1 ( ) + n 4 ( ) + n 2 ( ) + n 1 ( ) + n 3 2 − (− = 
6 β n ( ) + n 3 ( ) +  − n2 3 n 1 1 +  + ) ω α n ( ) + n 2 ( ) − n 1−  + ( + 
3 β n ( ) + n 2 ( ) − n 1 ( ) −  −  + β n ( ) − n 2 ( ) + n 3 ( ) + n 1 ( ) + n 2 ( ) − n 1 2 n2 2 n 6
n − )  
A ω2 α2 n ( ) − n 1 ( ) + n 2 ( ) + n 1 ( ) +  − 2 n2 2 n 3 α ( + ( = 
3 β2 n2 ( ) +  − 2 n2 2 n 9 ( ) +  − 2 n2 2 n 3 ( ) − n 1 2 ( ) + n 2 2 ( ) + n 1 2−
6 β n ( ) − n 1 ( ) + n 2 ( ) + n 1 ( ) +  − 2 n2 2 n 5 ( ) +  − 2 n2 2 n 3 + 
( ) +  − 2 n2 2 n 3 ( ) +  − 2 n2 2 n 1 + )
9 β4 n4 ( ) − n 2 ( ) + n 3 ( ) +  − 2 n2 2 n 9 ( ) + n 2 3 ( ) − n 1 3 ( ) + n 1 4 + 
36 β3 n2 ( ) +  −  −  + 2 n4 4 n3 9 n2 11 n 6 ( ) +  − n2 n 3 ( ) − n 1 2 ( ) + n 2 2 ( ) + n 1 2 −  + 
6 β2 n ( ) − n 1 ( ) + n 2 ( ) + n 1 ( ) +  −  −  +  +  − 10 n6 30 n5 35 n4 120 n3 67 n2 132 n 72
12 β ( ) + n 2 ( ) − n 1 ( ) +  − 2 n2 2 n 3 ( ) +  − n2 n 1 2 n2 2 n 1 +  +  +  − ) ω ( + 
2 α2 n ( ) + n 2 ( ) +  − 2 n2 4 n 3 ( ) + n 1 2 α ( + 
6 β2 n2 ( ) + n 3 ( ) − n 1 ( ) +  +  +  − 4 n4 16 n3 20 n2 8 n 27 ( ) + n 2 2 ( ) + n 1 2−
12 β n ( ) + n 2 ( ) + n 1 2 ( ) +  − 2 n2 4 n 3
2
2 ( ) +  − 2 n2 4 n 1 ( ) +  + 2 n2 4 n 3 +  + )
18 β4 n3 ( ) +  −  −  + 2 n4 8 n3 5 n2 26 n 12 ( ) + n 3 2 ( ) − n 1 2 ( ) + n 2 3 ( ) + n 1 4 + 
72 β3 n2 ( ) + n 3 ( ) − n 1 ( ) +  − 2 n2 4 n 7 ( ) +  +  − n4 4 n3 4 n2 3 ( ) + n 2 2 ( ) + n 1 2 − 
12 β2 n ( ) − n 1 ( ) + n 3 ( ) + n 2 ( ) +  −  −  + 10 n4 40 n3 n2 82 n 30 ( ) + n 1 2 + 
β ( ) +  −  +  +  + 72 600 n4 192 n 288 n5 480 n3 48 n6 6 8 n 4 n2 +  +  +  + )
α2 n ( ) + n 3 ( ) + n 2 ( ) + n 1 ( ) +  + 2 n2 6 n 1 α ( +  + 
 12 
3 β2 n2 ( ) +  − 2 n2 6 n 5 ( ) +  + 2 n2 6 n 1 ( ) + n 3 2 ( ) + n 2 2 ( ) + n 1 2−
6 β n ( ) + n 3 ( ) + n 2 ( ) + n 1 ( ) +  − 2 n2 6 n 1 ( ) +  + 2 n2 6 n 1 + 
( ) +  + 2 n2 6 n 1 ( ) +  + 2 n2 6 n 3 + )
9 β4 n3 ( ) − n 1 ( ) + n 4 ( ) +  − 2 n2 6 n 5 ( ) + n 3 3 ( ) + n 2 4 ( ) + n 1 4 + 
36 β3 n2 ( ) +  +  −  − 2 n4 12 n3 15 n2 9 n 8 ( ) +  − n2 3 n 1 ( ) + n 3 2 ( ) + n 2 2 ( ) + n 1 2 − 
 + 
6 β2 n ( ) + n 3 ( ) + n 2 ( ) + n 1 ( ) +  +  +  −  −  + 10 n6 90 n5 265 n4 240 n3 53 n2 24 n 12
12 β n ( ) + n 3 ( ) +  + n2 3 n 1 ( ) +  + 2 n2 6 n 1 2 n2 6 n 3 +  +  +  + 
B ω α n ( ) + n 2 ( ) + n 1 3 β2 n3 ( ) − n 1 ( ) + n 2 2 ( ) + n 1 3−  + ( = 
6 β n ( ) + n 2 ( ) + n 1 ( ) +  − n2 n 1 2 n −  −  − ) α n ( ) + n 2 ( ) + n 1 − 
3 β2 n2 ( ) + n 3 ( ) + n 2 3 ( ) + n 1 3 6 β n ( ) + n 2 ( ) + n 1 ( ) +  + n2 3 n 1 n +  −  − 
 
 
 = α
new
4 A
3 ( ) + n 1 2 Γ2
 
 = β
new
B
3 Γ ( ) + n 1 2 ( ) + n 2 n
 
 
The Γ here is for ω = 0 apart from a factor the Γ in (3) in section 3. 
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7.3.  Additional formulae for 2 subintervals SM, SM + 1 in the “middle”: 
 
For even S there are 2 subintervals in the “middle”, therefore additional α, β are necessary. 
These additional α, β are the αR, M, βR, M  for the right (the index R) side of the left subinterval 
and the αL, M, βL, M  for the left side (the index L) of the right subinterval. These depend 
on the 6 variables n, λ, αL, βL, αR, βR including a square root. 
 
Here the defining equations for αR, M, βR, M   
 
 
 
 
 
 
 
 
(5.0.1*) 
( )A ,α β 9 n2 ( ) + n 2 2 ( ) + n 1 4 α ( ) + n 3 ( ) − n 1−( = 
3 β2 n ( ) + n 4 ( ) − n 2 ( ) + n 2 ( ) + n 3 2 ( ) − n 1 2 + 
6 β ( ) + n 3 ( ) − n 1 ( ) +  − n2 2 n 4 1 −  − )  
( )B ,α β 18 n ( ) + n 2 ( ) + n 1 2 α ( ) +  − n2 2 n 1( = 
3 β2 n ( ) − n 1 ( ) + n 3 ( ) + n 2 ( ) +  − n2 2 n 4 ( ) + n 1 2 − 
6 β ( ) +  − n2 2 n 2 ( ) +  − n2 2 n 1 1 +  + )  
 = ( )C ,α β  −  +  + 3 α ( ) + n 1 2 9 β2 n2 ( ) + n 2 2 ( ) + n 1 4 18 β n ( ) + n 2 ( ) + n 1 2 3  
( )DD ,α β 3 ( ) + n 1 2 α n ( ) + n 2 3 β2 n2 ( ) + n 3 ( ) − n 1 ( ) + n 2 2 ( ) + n 1 2 − ( = 
6 β n ( ) + n 2 ( ) +  − n2 2 n 1 1 +  + )  
 
 
 
 
(5.0.2*) 
, , , = A
1
( )A ,α
L
β
L
 = B
1
( )B ,α
L
β
L
 = C
1
( )C ,α
L
β
L
 = DD
1
( )DD ,α
L
β
L
 
, , , = A
2
( )A ,α
R
β
R
 = B
2
λ 2 ( )B ,α
R
β
R
 = C
2
λ 4 ( )C ,α
R
β
R
 = DD
2
−λ 3 ( )DD ,α
R
β
R  
These Ai, Bi, Ci, DDi for i = 1, 2 define 2 equations quadratic in βR, M  and linear in αR, M: 
 
 =  +  +  + A
i
β
,R M
2
B
i
β
,R M
C
i
DD
i
α
,R M
0  
 
 
 
(5.0.3*) 
Eliminating αR, M we get the following A3, B3, C3, eliminating βR, M2 we get the 
following B4, C4, DD4: 
 
, , = A
3
 − DD
2
A
1
DD
1
A
2
 = B
3
 − DD
2
B
1
DD
1
B
2
 = C
3
 − DD
2
C
1
DD
1
C
2  
, , = B
4
 − A
2
B
1
A
1
B
2
 = C
4
 − A
2
C
1
A
1
C
2
 = DD
4
 − DD
1
A
2
DD
2
A
1  
 
 
Replacing now the n, λ, αL, βL, αR, βR by its rational or numerical values, the equations above 
get very small and it is no problem to solve the equation system 
 
 
 
 
 
 
(5.1*) 
 = SQ  − B
3
2
4 A
3
C
3
 
 = β
,R M
1
2
−  − B
3
SQ
A
3
 
 = α
,R M
−
 + C
4
B
4
β
,R M
DD
4
 
 
 
 
 
for the subinterval SM 
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(5.2*) 
 = α
,L M
−
α
,R M
λ  
 = β
,L M
β
,R M
λ 2
 
 
 
for the subinterval SM + 1 
λ = the stretching factor 
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8.  Algorithm to calculate the nodes and weights for S2N-1, 0, S2N, 1 
     i.e. the “1/2-rules” 
 
 
 
Algorithm       Gaussian/Optimal Quadrature ([a, b], N, S, SM) 
         spline classes S2N-1, 0 and S2N, 1 
 
         for “1/2-rules” 
 
 
1: Input:       Compact interval [a, b] 
          N   = number of nodes per subinterval 
          S    = number of  (non-)uniform subintervals, 
                   a list with the S subinterval lengths 
          SM = the subinterval in the “middle” 
                   1 ≤ SM ≤ S with N nodes 
                   SM has to be odd, if S is even, there 
         are 2 subintervals in the “middle” 
 __________________________________________________________________________________  
 
2: calculate by (1) the polynomials QN-2, QN-1, QN 
3: set the c+1 initial values for the parameters α, … to 0 
 
4: for  s  from  1  to  SM – 2  by  2  do 
  comment: each of these iteration step produces the xi, wi for the subintervals (s, s+1) 
 
5:  calculate ω with the additional (1.1*), λ = 1 if uniform, else λ = Ls+1 / Ls, L is a length 
  (for c = 1 select a sign for the square root in the formula for ω) 
6:  calculate the N roots xi of Qω, N, the weights wi with (2) for each xi 
  comment: to scale, the roots xi of Qω, N lie (have to lie) in the interval [-1, +1]  
7:  out: scale the N 2-tupels (+ xi, wi) to subinterval s 
8:  calculate the c+1 parameters α, … for the next subinterval s with  (3.2*) 
9:  if stretching, apply the additional monomial transformation (3.1) 
 
10:  calculate the N-1 roots xi of QN-1, the weights wi with (2) for each xi 
  comment: to scale, the roots xi of QN-1 lie (have to lie) in the interval [-1, +1]  
11:  out: scale the N-1 2-tupels (+ xi, wi) to subinterval s+1 
 
12:  calculate the new c+1 parameters α, … for the next iteration step with  (3) 
13:  if stretching, apply the additional monomial transformation (3.1) 
14: end for 
15: for the intervals in the “middle”: αL, … = α, …, Index L = left 
 
16: Repeat steps 2 – 14 for the subintervals right from the SM, i.e. s decreasing 
 from S to SM + 1 for S odd or SM + 2 for S even  now with the reflected 2-tupels (- xi, wi) 
17: for the intervals in the “middle”: αR, … = α, …, Index R = right 
 
18: if  S = odd  then 
  comment: just 1 subinterval SM in the “middle” 
19:  calculate by (5) the polynomials MN-1, MN or MN-1, Mω,N (for c = 1, ω a free parameter) 
20:  calculate the N roots xi of MN or Mω, N the weights wi with (6) for each xi 
21:  out: scale the N 2-tupels (xi, wi) to subinterval [SM] 
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22: else 
  comment: 2 subintervals SM and SM + 1 in the “middle” 
23:  calculate by (5) the polynomials MN-1, Mω, N (for c = 0, ω a free parameter) or MN-1, MN 
24:  calculate the N roots xi of MN or Mω, N  (αL, … ,   αR, M, …,   x) the αR, M, …  with (5.1*) 
and the weights wi with (6) for each xi 
25:  out: scale the N 2-tupels (xi, wi) to subinterval [SM] 
26:  calculate the N roots xi of MN or Mω, N  (αL, M, …,   αR, … ,   x) the αL, M, …  with (5.2*) 
and the weights wi with (6) for each xi 
27:  out: scale the N 2-tupels (xi, wi) to subinterval [SM + 1] 
28: end if 
 
29:   Output: the set { xi, wi } i = 1 … N S + 1 of nodes and weights 
 __________________________________________________________________________________  
 
 
9.  Some examples for “1/2-rules” 
 
9.1.  A non uniform, even degree, suboptimal, asymmetric C0 quadrature 
       “1/2-rule” 
 
As in section 5.1 the interval [0, 9] is subdivided in the 6 subintervals [0, 1], [1, 3], [3, 6], 
[6, 7], [7, 8] and [8, 9], the degree of the rule D = 3  
 
 
 
  
 
 
 
 = α 0
 
 = ω
-8
7
 
 
 = α
-1
6  
 
 = α
L
1
9  
 
 = α
,M R
-1
6  
 = α
,M L
1
2
 = α
R
1
6  
 
 
 
 = α
-1
6  
 
 = α 0  
 
 = ω -1  
 
 
 
 
 ↓ 
Q2, ω (α, x), formula (1*) 
Q1 (α, x), formula (1) 
polynomials of degree 2/1 
the roots are the nodes 
↓ 
M2 (αL, αR,M, x), formula 
(5) 
polynomial of degree 2 
 
↓ 
M2 ( 
αL,M, 
αR, x) 
↓ 
Q2. ω (α, -x), formula (1*) 
Q1 (α, -x), formula (1) 
 polynomials of degree 1/2 
 
 
 
 ↓ 
weights with formula ( 2 ) 
↓ 
weights with formula ( 6 ) 
for subinterval SM in the 
“Middle” 
↓ 
( 6 ) 
SM+1 
 in the 
Middle 
↓ 
weights with formula 
( 2 ) 
 
Because the rule is suboptimal, αR,M in subinterval 3 is free and can be chosen so that e.g. a node 
is at a subinterval boundary e.g. at 3, see red arrow above.  
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The node/weight list (as rational/algebraic numbers): 
 
 
 
 
 
 
 
(5.1) 
SQ1 = sqrt (22) 
SQ2 = sqrt (113) 
SQ3 = sqrt (41) 
 
# subinterval 1 
[ 4 / 7 - 1 / 14 * SQ1, - 1 / 44 * SQ1 + 2 / 3 ] 
[ 4 / 7 + 1 / 14 * SQ1,   1 / 44 * SQ1 + 2 / 3 ] 
 
# subinterval 2 
[ 2, 4 / 3 ] 
 
# subinterval 3 
[ 3, 5 / 6 ]   # free parameter chosen, that node at 3.0 
[ 9 / 2, 2 ] 
 
# subinterval 4 
[181 / 28 - 1 / 28 * SQ2,   3 / 226 * SQ2 + 5 / 6 ] 
[181 / 28 + 1 / 28 * SQ2, - 3 / 226 * SQ2 + 5 / 6 ] 
 
# subinterval 5 
[ 15 / 2, 2 / 3 ] 
 
# subinterval 6 
[ 169 / 20 - 1 / 20 * SQ3,   1 / 164 * SQ3 + 7 / 12 ] 
[ 169 / 20 + 1 / 20 * SQ3, - 1 / 164 * SQ3 + 7 / 12 ] 
 
 
 
9.2.  A uniform C1 quadrature rule, even degree, S → ∞ i.e. for 
        the real line 
 
The proof is left for the reader again as an exercise. 
Hint: There are 2 recursion maps, which map the α, β from subinterval s to the α, β of subinterval s 
+ 2. The interval s can be the subinterval with n or n – 1 nodes. 
Taking the subinterval s with n nodes already in the first step when ω with (1.1*) in section 7.1 a 
square roots is necessary. So the complete recursion map contains a square root, is large and the 
fixed point is difficult to determine. 
 
So its better to take as first subinterval s the subinterval with n – 1 nodes. To get the desired degree 
the summand Cn-3 F (n) / … with lowest index in Qn-1 has to be 0, see formula (A.3.1) in appendix 
A. For F () see formula (1) in section 3. So the α in the first subinterval is a rational function of β. 
Now apply (3) to get α2, β2 of the second subinterval s + 1. With (3.2*) and an additional 
independent ω you get α3, β3 of the subinterval s + 2. The recursion map is now rational in β1, ω    
 
Now determine the fixed points of this recursion map, at first determining β1, ω finite, then use 
formulae (1) and (2). See appendix A.2 with the formula that expresses Qn (α, β, x) by Gegenbauer 
polynomials. Qn (x) has here a factor (1 + x). 
There is a second fixed point with ω → ∞, open if this is a quadrature rule, because the limit of one 
root of Qn (x) is ∞  
 
The first with finite ω is the optimal quadrature rule give in [14] in section 3.2. formulae (3.2.1) … 
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10.  Node distributions in the subintervals 
 
Here I visualize the (combinatorial) node distributions of quadrature rules obtainable with the 
previous algorithms.  The horizontal axis represents the subintervals and the vertical axis the number 
of nodes in each of the subintervals. It is not claimed that these are all node distributions that occur for 
C0/C1 optimal or suboptimal (1-parameter optimal) quadrature rules. 
 
 
 
 
 Figure 10.1.  D1 (l, r) with S = l + r + 1 subintervals, n or n + 1 nodes per subinterval 
                      a building bloc (in red) consists of 1 subinterval with n nodes 
 
 
 
 
 Figure 10.2. D2 (l, r) with S = 2 (l + r) + 1 subintervals, n or n - 1 nodes per subinterval 
                     D3 (l, r)  with n + 1 nodes in the subinterval SM 
                     a building bloc (in red) consists of 2 subintervals with n – 1 and n nodes 
 
 
 
 
 Figure 10.3. D4 (l, r) with S = 2 (l + r) + 2 subintervals, n or n - 1 nodes per subinterval 
                     a building bloc (in red) consists of 2 subintervals with n – 1 and n nodes 
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 Figure 10.4. D5 (l, m, r) with S = 2 (l + m + r) + 3 subintervals, n or n - 1 nodes per subinterval 
                     a building bloc (in red) consists of 2 subintervals with n – 1 and n nodes 
                     The green subintervals X mark positions for a modified “1/2-rules” algorithm 
                     (see 10.2), right of the left X this is a D4 (m, r) and left of the right X 
                     this is a D4 (l, m) 
 
 
10.1  The 3 node distributions for C0 quadrature rules 
 
type 
# 
 
degree D # of subintervals optimal 
no = suboptimal 
distribution remarks 
1 
 
even, 2n even/odd no D1 (l, r)  
2 
 
 
 
 
odd, 2n-1 
even no D4 (l, r)  
3 
 
odd yes D2 (l, r) for non-uniform rules 
we get different rules 
for each of the possible 
SM's 
Table 10.2.1 The 3 C0 node distributions for optimal and suboptimal rules (optimal in bold) 
 
 
10.2  The 4 node distributions for C1 quadrature rules 
 
type 
# 
 
degree D # of subintervals optimal 
no = suboptimal 
distribution remarks 
1 
 
odd, 2n+1 even/odd yes D1 (l, r)  
2 
 
 
 
 
 
 
even, 2n 
even yes D4 (l, r)  
3 
 
 
 
 
odd 
no D3 (l, r) do not exist for 
uniform rules, but exist 
for non-uniform rules 
under certain 
conditions 
4 
 
no D5 (l, m, r) for D5 (0, m, m) and 
D5 (0, m, m + 1) exist 
uniform rules for S ≥ 3 
Table 10.2.1 The 4 C1 node distributions for optimal and suboptimal rules (optimal in bold) 
 
The algorithm to get quadrature rules of type 4 was not presented until now. The algorithm producing 
2 subintervals per step now proceeds form the left or right to the subintervals X, 
For this interval we have a free parameter ω in Q = Qn + ω Qn-1. ω is determined e.g. so that Q has a 
root at -1 or + 1, the αN, βN for the next segment are given by (3.2*). Because the remaining part is a  
D4 (m, r)  or D4 (l, m) the algorithm proceeds as in section 8. Instead of the starting values α = 0, β = 0 
for the algorithm in section 8. we use the αN, βN from above. 
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11.  About the proof, about the verification 
 
The proof uses a CAS just for elementary, symbolic verifications for recursions, integrals of 
polynomials, neither to solve any system of polynomial or linear equations, nor to do calculations 
with Groebner bases. All these calculations could be done in finite time by hand (though with a high 
probability to produce an error). Notice that orthogonal polynomials associated with some semi-
classical measures are used. More precisely, they are related with the Beta distribution (the weight 
function for Jacobi polynomials) as follows: 
 
- H.L. Krall 1940 [7]    with a Dirac δ at only 1 interval end. 
- T.H. Koornwinder 1984 [1]   with 2 Dirac δ's at both interval ends. 
- J. Arvesú et al 2002 [2]    with additional derivations of Dirac's. 
 
With the definition (2.1) in [1], p. 207, the polynomials in section 2 can be expressed in terms of the 
Koornwinder polynomials Pn(α, β, M, N) (x). Notice that when β = 0 and N = 0, these polynomials were 
introduced by H. L. Krall. 
 
 
(10.1) Mn (x) = Pn( 0, 0,   αL, αR ) (x) 
(10.2) Qn (x) = 1 / (n + 1)2 Pn( 1, 0,   2α, 0 ) (x) 
 
According to [2], p. 141, the polynomials in section 3 can be expressed in terms of the orthogonal 
polynomials Pn(α, β, A1, B1, A2, B2) (x) studied in [2] 
 
 
(10.3) Qn (x) ~ Pn( 2, 0,    0,  8α +96β ,   0,  -96β ) (x) 
(10.4) Mn (x) ~ Pn( 0, 0,  2 α,  2 α,  24β, -24β  ) (x)     here given just for the symmetric case 
 
I have verified the results obtained with this formulae numerically with an accuracy of more than 
200 digits for several non uniform cases as well as I have checked for all cases the number of 
subintervals, S = 1, …, 20, N = 1, … , 20, i.e. degrees up to 40. 
 
I have also compared them with the explicit Gaussian quadrature rules given in [3] for the cubic 
case c = 1, N = 1, and in [5] for the quintic case c = 1, N = 2, as well as with the explicit Gaussian 
quadrature rules with non uniform knot sequences given in [4] for the cubic case 
c = 1, N = 1 (Table 1, geometric stretching, q = 2). 
 
Remark: In [4], Table 1, geometric stretching for N = 6 and 8 seems to be not right, probably due 
to a copy and paste error, the same first rows as for N = 7 and 9. 
 
Tests done for the “1/2-rules”: 
 
- results of this recipe compared with [13], table 3 p. 18, N = 3, subintervals S = 2, 4, 6, 8, 10 
- results of this recipe compared with [12] 
- verified numerically with high accuracy (100 digits) for the uniform and non-uniform cases 
  for various N and number of subintervals S  
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Appendices 
 
Appendix A:  The Qn (…, x) and  Mn (…, x) expressed by 
                       Gegenbauer polynomials 
 
A.1  c = 0, Qn (α, x) as sum of 2 Gegenbauer polynomials 
 
With F (n) from (1) section 2. 
 
 
(A.1.1)  = Qn
 + C
n
( )F n C
 − n 1
( )F  + n 1
 + n 1  
 
A.2  c = 0, Mn (αL, αR, x) as sum of 3 Gegenbauer polynomials 
 
With H (n) from (5) section 2. 
 
 
(A.2.1)  = Mn  + 
 − C
n
( )H n C
 − n 2
( )H  + n 1
 + 2 n 1
C
 − n 1
( ) − α
L
α
R
 
 
A.3  c = 1, Qn (α, β, x) as sum of 3 Gegenbauer polynomials 
 
With F (n) from (1) section 3. 
 
 
 
(A.3.1) 
 = ( )E n  + 1 ( ) + n 1 ( ) + n 2 ( ) + α 3 n ( ) + n 3 β ( ) − 2 ( ) − n 1 ( ) + n 1 ( ) + n 2 ( ) + n 4 β  
 
 = Q
n
 +  + 
6 C
n
( )F n
( ) + n 2 ( ) + 2 n 3
6 C
 − n 1
( )E n
( ) + n 1 ( ) + n 2
6 C
 − n 2
( )F  + n 1
( ) + n 1 ( ) + 2 n 3  
 
A.4  c = 1, Mn (αL, βL, αR, βR, x) as sum of 5 Gegenbauer polynomials 
 
With H (n) from (5) section 3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
( )J
0
, ,n α β 1 ( ) +  + 3 n n2 α 6 ( ) +  +  + 6 n2 2 n3 n4 β +  +  = 
3 ( ) − n 3 ( ) − n 2 ( ) − n 1 n ( ) + n 1 ( ) + n 2 ( ) + n 3 ( ) + n 4 β2 − 
 
 = ( )J
1
, ,n α β  + 1 n ( ) + n 1 ( ) + α 3 ( ) − n 1 ( ) + n 2 β ( ) − 2 ( ) − n 2 n ( ) + n 1 ( ) + n 3 β  
( )J n
1
2
( )J
0
, ,n α
L
β
L
( )J
1
, ,n α
R
β
R
1
2
( )J
0
, ,n α
R
β
R
( )J
1
, ,n α
L
β
L
 +  = 
108 ( ) − n 1 n ( ) + n 1 ( ) + n 2 ( ) − β
L
β
R
2
 + 
 
C1 ( ) − α
L
α
R
( ) − 3 n ( ) + β
R
β
L
( ) − n 1 ( ) + n 1 ( ) + n 2 2 = 
( ) − 3 n ( ) + β
R
β
L
( ) − n 2 ( ) − n 1 ( ) + n 1 2
 
C3 ( ) − α
L
α
R
( ) − 3 n ( ) + β
R
β
L
( ) − n 1 ( ) + n 1 ( ) + n 2 2 = 
( ) − 3 n ( ) + β
R
β
L
( ) + n 1 ( ) + n 2 ( ) + n 3 2
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(A.4.1) 
( )F13 n ( ) − β
L
β
R
n2 48 144 ( ) − n 2 ( ) + n 2 ( ) − n2 6 ( ) − n 1 2 ( ) + n 1 2 β
L
β
R
 − ( = 
12 ( ) − n 1 ( ) + n 1 ( ) + α
L
α
R
48 ( ) − n 1 2 ( ) + n 1 2 ( ) + β
R
β
L
 +  − 
9 ( ) − n 2 ( ) + n 2 ( ) − n 1 2 ( ) + n 1 2 ( ) +  +  + 3 β
L
α
R
3 β
R
α
L
β
L
α
L
α
R
β
R
 − )
 
 
M
n
3 C
n
( )H n
( ) + 2 n 1 ( ) + 2 n 3
6 C
 − n 2
( )J n
( ) − 2 n 1 ( ) + 2 n 3
3 C
 − n 4
( )H  + n 1
( ) − 2 n 1 ( ) + 2 n 1
 −  +  = 
3
4
 − C
 − n 1
( ) + C1 ( )F13 n C
 − n 3
( ) + C3 ( )F13  + n 1
 + 2 n 1
 + 
 
 
 24 
 
Appendix B:  The case continuity class c = 0, 1 formulae as Maple code 
 
####################### continuity class c = 0 ########################## 
 
# formulae (1) : the functions 
F (n) = 1 + alpha * n * (n + 1); 
 
Q[n]  = (F (n) + alpha * n) * P[n] + alpha * (1 - x) * D (P[n]); 
 
# formulae (5) : the functions 
H (n)    = 1 + n ^ 2 * (alpha[L] + alpha[R] + (n - 1) * (n + 1) * alpha[L] * alpha[R]); 
H[1] (n) = alpha[L] + alpha[R] + 2 * n * (n + 1) * alpha[L] * alpha[R]; 
H[2] (n, alpha) = 1 + alpha * n * (n + 1); 
 
M[n] = (H (n) + n * H[1] (n)) * P[n] 
       + (  alpha[L] * H[2] (n, alpha[R]) * (1 - x) 
          - alpha[R] * H[2] (n, alpha[L]) * (1 + x)) * D (P[n]); 
 
# formulae (3) : 
Gamma = (n + 1) * (1 + n * (n + 2) * alpha); 
alpha[new] = (1 + (n + 1) ^ 2 * alpha) / ((n + 1) * Gamma); 
 
# 
# additional formulae for the ”1/2-rules” 
# 
 
# formula (1.1*) : 
omega = -   (n * (1 + (n + 1) ^ 2 * alpha) + lambda * (n + 1) * 
            (1 + n * (n + 2) * alpha)) 
            / ((n + 1) * (1 + n ^ 2 * alpha) + lambda * n * (1 + (n - 1) * 
            (n + 1) * alpha)); 
 
# formulae (3.2*) : 
Gamma = (n + 1) * (1 + n * (n + 2) * alpha) + omega * n * (1 + (n - 1) * 
        (n + 1) * alpha); 
alpha[new] = (n * (1 + (n + 1) ^ 2 * alpha) + omega * (n + 1) * (1 + n ^ 2 * alpha)) / 
             (n * (n + 1) * Gamma); 
 
 
####################### continuity class c = 1 ########################## 
 
# formulae (1) : the functions 
F (n) = 1 + n * (n + 2) * (alpha + 6 * (n ^ 2 + 2 * n - 1) * beta  
                           - 3 * (n - 1) * n * (n + 1) ^ 2 * (n + 2) * (n + 3) 
                               * beta ^ 2); 
F[1] (n) = 1 * alpha 
           + 12 * beta * ((n ^ 2 + 3 * n + 1) - n * (n + 1) ^ 2 * (n + 2) ^ 2 
                                                  * (n + 3) * beta); 
F[2] (n) = beta * (1 - 3 * n * (n + 1) *(n + 2) * (n + 3) * beta); 
 
Q[n] =   (F (n) + n * F[1] (n)) * P[n]  +      F[1] (n) * (1 - x) * D (P[n]) 
       - 36 * F[2] (n) * D (P[n]) + 12 * F[2] (n) * (1 - x) * D (P[n]) ^ 2;  
 
# formulae (5) : the functions 
H[0] (n, alpha, beta) = 1 + n * (n - 1) * (alpha + (n + 1) * (n - 2) * beta 
                              * (6 - 3 * beta * (n + 2) * n * (n - 1) * (n - 3)) ); 
H1L[0] (n) = H[0] (n + 1, alpha[L], beta[L]), 
H1R[0] (n) = H[0] (n + 1, alpha[R], beta[R]); 
H (n)      = (  H[0] (n, alpha[L], beta[L]) * H1R[0] (n) 
              + H[0] (n, alpha[R], beta[R]) * H1L[0] (n) ) / 2 
              - 36 * (n - 1) * n ^ 2 * (n + 1) * (beta[L] - beta[R]) ^ 2; 
 
H[1] (n, alpha, beta) = alpha + 12 * n * (n + 1) * beta 
                        * (1 - (n - 1) * (n + 2) * (n ^ 2 + n + 3) * beta); 
H[2] (n,        beta) = beta * (1 - 3 * (n - 1) * n * (n + 1) * (n + 2) * beta); 
H[3] (n, alpha, beta) = H[0] (n + 1, alpha, beta) + 24 * n * (n + 1) * H[2] (n, beta); 
H[4] (n, alpha, beta) = 1 + n * (n + 1) * (2 * alpha + 3 * (n - 1) * n * (n + 1) 
                              * (n + 2) * (13 * n ^ 2 + 13 * n - 18) * beta ^ 2); 
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M[n] = (  H[3] (n, alpha[L], beta[L]) * H1R[0] (n) 
        + H[3] (n, alpha[R], beta[R]) * H1L[0] (n)) / 2 * P[n] 
           +      (  H[1] (n, alpha[L], beta[L]) * H1R[0] (n) * (1 - x) 
                   - H[1] (n, alpha[R], beta[R]) * H1L[0] (n) * (1 + x) ) * D (P[n]) 
           + 12 * (  H[2] (n,           beta[L]) * H1R[0] (n) * (1 - x) 
                   + H[2] (n,           beta[R]) * H1L[0] (n) * (1 + x) ) * D (P[n]) ^ 2 
 
           # the following part is 0    for beta[L], beta[R] = 0 
           #                         or for alpha[L] = alpha[R], beta[L] = beta[R]  
           - 36 * (beta[L] - beta[R]) ^ 2 * n * (n + 1) 
                * (n * (n + 1) * P[n] - 2 * x * D (P[n]) + 2 * D (P[n]) ^ 2) 
           + 12 * (  H[2] (n, beta[R]) * H[4] (n, alpha[L], beta[L]) 
                   - H[2] (n, beta[L]) * H[4] (n, alpha[R], beta[R]) ) * D (P[n]) 
           + 72 * n * (n + 1) * (beta[L] - beta[R]) 
                * (beta[L] + beta[R] - 6 * (n - 1) * n * (n + 1) * (n + 2) 
                                         * beta[L] * beta[R]) * x * D (P[n]) ^ 2; 
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# formulae (3) : 
Gamma = (n + 1) * (n + 2) * 
           (1 + n * (n + 3) * alpha 
              + 6 * n * (n + 3) * (n ^ 2 + 3 * n - 1) * beta 
            - 3 * n ^ 2 * (n - 1) * (n + 1) * (n + 2) * (n + 3) ^ 2 * (n + 4) * beta ^ 2 
           ) / 2; 
E = 1 + (n + 1) * (n + 2) * (  alpha + 3 * n * (n + 3) * beta  
                           * (2 - (n - 1) * (n + 1) * (n + 2) * (n + 4) * beta)); 
G = 1 - 3 * n * (n + 1) * (n + 2) * (n + 3) * beta; 
 
alpha[new] = - alpha + E * 
( 4 * (2 * n ^ 2 + 6 * n + 3) 
  + n * (n + 3) * 
    ( 
     + (11 * n ^ 2 + 33 * n + 16) * alpha 
     + 12 * (4 * n ^ 4 + 24 * n ^ 3 + 34 * n ^ 2 - 6 * n - 8) * beta 
     + 3 * n * (n + 1) * (n + 2) * (n + 3) * 
       ( 
         - 4 * (n + 1) * (n + 2) * (2 * n ^ 2 + 6 * n - 5) * beta ^ 2 
         - 3 * (n - 1) * n * (n + 1) * (n + 2) * (n + 3) * (n + 4) * alpha * beta ^ 2 
         + 2 * (3 * n ^ 2 + 9 * n - 6) * alpha * beta 
         + 1 * alpha ^ 2  
       ) 
    ) 
) / (12 * Gamma ^ 2); 
 
beta[new] = beta + E * G / (6 * (n + 1) * (n + 2) * Gamma); 
 
# 
# additional formulae for the ”1/2-rules” 
# 
 
# formula (1.1*) : 
A = alpha^2*(3*lambda^4*n^2*(n-1)^2*(n+2)^2*(n+1)^2+4*lambda^3*n^2*(n-1)*(n+1) 
    *(2*n^2+2*n-3)*(n+2)^2+6*lambda^2*n^2*(n-1)*(n+1)*(n^2+2*n-1)*(n+2)^2-n^2 
    *(n-1)*(n+3)*(n+2)^2*(n+1)^2)+alpha*(beta^2*(-18*lambda^4*n^3*(n-2)*(n+3) 
    *(n-1)^3*(n+2)^3*(n+1)^3-12*lambda^3*n^3*(2*n^2+2*n-9)*(2*n^2+2*n-3)*(n-1)^2 
    *(n+1)^2*(n+2)^3-36*lambda^2*n^3*(n^2+n-3)*(n^2+2*n-1)*(n-1)^2*(n+1)^2*(n+2)^3 
    +6*n^4*(n+3)*(n-1)^2*(n+2)^3*(n+1)^4)+beta*(36*lambda^4*n^2*(n^2+n-3)*(n-1)^2 
    *(n+2)^2*(n+1)^2+24*lambda^3*n^2*(n-1)*(n+1)*(2*n^2+2*n-5)*(2*n^2+2*n-3)*(n+2)^2 
    +72*lambda^2*n^2*(n+1)*(n^2+2*n-1)*(n-1)^2*(n+2)^3-12*n^2*(n-1)*(n+3)*(n^2+n-1) 
    *(n+2)^2*(n+1)^2)+6*lambda^4*n^2*(n+2)*(n-1)*(n+1)^2+4*lambda^3*n*(n+2) 
    *(2*n^2+2*n-3)*(2*n^2+2*n-1)+12*lambda^2*n*(n+2)*(n^2+n-1)*(n^2+2*n-1)-2*n 
    *(n-1)*(n+3)*(n+1)*(n+2)^2)+beta^4*(27*lambda^4*n^4*(n-2)^2*(n+3)^2*(n-1)^4*(n+2)^4 
    *(n+1)^4+36*lambda^3*n^5*(n-2)*(n+3)*(2*n^2+2*n-9)*(n-1)^3*(n+2)^4*(n+1)^4 
    +54*lambda^2*n^5*(n-2)*(n+3)*(n^2+2*n-1)*(n-1)^3*(n+2)^4*(n+1)^4-9*n^6*(n+3) 
    *(n-1)^3*(n+2)^4*(n+1)^6)+beta^3*(-108*lambda^4*n^3*(n-2)*(n+3)*(n^2+n-3) 
    *(n-1)^3*(n+2)^3*(n+1)^3-144*lambda^3*n^3*(2*n^4+4*n^3-9*n^2-11*n+6)*(n^2+n-3) 
    *(n-1)^2*(n+1)^2*(n+2)^3-216*lambda^2*n^3*(n^2+2*n-1)*(n^4+2*n^3-4*n^2-5*n+3) 
    *(n-1)^2*(n+1)^2*(n+2)^3+36*n^4*(n+3)*(n^2+n-1)*(n-1)^2*(n+2)^3*(n+1)^4) 
    +beta^2*(18*lambda^4*n^2*(5*n^4+10*n^3-25*n^2-30*n+54)*(n-1)^2*(n+2)^2*(n+1)^2 
    +24*lambda^3*n^2*(n-1)*(n+1)*(10*n^6+30*n^5-35*n^4-120*n^3+67*n^2+132*n-72)*(n+2)^2 
    +36*lambda^2*n^2*(n-1)*(n+1)*(n^2+2*n-1)*(5*n^4+10*n^3-15*n^2-20*n+12)*(n+2)^2 
    -6*n^2*(n-1)*(n+3)*(5*n^4+10*n^3-5*n^2-10*n+6)*(n+2)^2*(n+1)^2)+beta 
    *(36*lambda^4*n^2*(n+2)*(n-1)*(n^2+n-3)*(n+1)^2+48*lambda^3*n*(n-1) 
    *(2*n^2+2*n-3)*(n^2+n-1)*(n+2)^2+72*lambda^2*n*(n+2)*(n^2+2*n-1) 
    *(n^4+2*n^3-2*n^2-3*n+3)-12*n*(n-1)*(n+3)*(n+1)*(n^2+n-1)*(n+2)^2)+3*lambda^4 
    *n^2*(n+1)^2+4*lambda^3*n*(n+2)*(2*n^2+2*n-1)+6*lambda^2*n*(n+2) 
    *(n^2+2*n-1)-(n-1)*(n+3)*(n+2)^2; 
 
B = alpha^2*(6*lambda^4*n^2*(n-1)*(n+3)*(n+2)^2*(n+1)^2+8*lambda^3*n^2*(2*n^2+4*n-3) 
    *(n+2)^2*(n+1)^2+12*lambda^2*n^2*(n^2+2*n-1)*(n+2)^2*(n+1)^2-2*n^2*(n-1)*(n+3) 
    *(n+2)^2*(n+1)^2)+alpha*(beta^2*(-36*lambda^4*n^3*(n-1)^2*(n+3)^2*(n+2)^3*(n+1)^4 
    -24*lambda^3*n^3*(n-1)*(n+3)*(4*n^4+16*n^3+20*n^2+8*n-27)*(n+1)^2*(n+2)^3 
    -72*lambda^2*n^3*(n-1)*(n+3)*(n^2+2*n+4)*(n^2+2*n-1)*(n+1)^2*(n+2)^3+12*n^3*(n-1) 
    *(n+3)*(3+2*n+n^2)*(n+2)^3*(n+1)^4)+beta*(72*lambda^4*n^2*(n-1)*(n+3)*(n^2+2*n-2) 
    *(n+2)^2*(n+1)^2+48*lambda^3*n^2*(n+2)^2*(n+1)^2*(2*n^2+4*n-3)^2+144*lambda^2*n^2 
    *(n+2)^2*(n+1)^2*(n^2+2*n-1)^2-24*n^3*(n-1)*(n+3)*(n+1)^2*(n+2)^3) 
    +12*lambda^4*n*(n+2)*(n^2+2*n-1)*(n+1)^2+8*lambda^3*n*(n+2)*(2*n^2+4*n-1) 
    *(2*n^2+4*n+3)+24*lambda^2*n*(n+2)*(n^2+2*n+2)*(n^2+2*n-1)-4*n*(n-1)*(n+3)*(n+2) 
    *(n+1)^2)+beta^4*(54*lambda^4*n^4*(n+4)*(n-2)*(n-1)^3*(n+3)^3*(n+2)^4*(n+1)^4 
    +72*lambda^3*n^4*(2*n^4+8*n^3-5*n^2-26*n+12)*(n-1)^2*(n+3)^2*(n+2)^4*(n+1)^4 
    +108*lambda^2*n^4*(n^2+2*n-2)*(n^2+2*n-1)*(n-1)^2*(n+3)^2*(n+2)^4*(n+1)^4-18*n^5 
    *(n-1)^2*(n+3)^2*(n+2)^5*(n+1)^6)+beta^3*(-216*lambda^4*n^3*(n^2+2*n-5)*(n-1)^2 
    *(n+3)^2*(n+2)^3*(n+1)^4-288*lambda^3*n^3*(n-1)*(n+3)*(2*n^2+4*n-7) 
    *(n^4+4*n^3+4*n^2-3)*(n+1)^2*(n+2)^3-432*lambda^2*n^3*(n-1)*(n+3)*(n^2+2*n+2) 
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    *(n^2+2*n-1)*(n^2+2*n-2)*(n+1)^2*(n+2)^3+72*n^3*(n-1)*(n+3)*(n^4+4*n^3+4*n^2-3) 
    *(n+2)^3*(n+1)^4)+beta^2*(36*lambda^4*n^2*(n-1)*(n+3)*(5*n^4+20*n^3-13*n^2-66*n+16) 
    *(n+2)^2*(n+1)^2+48*lambda^3*n^2*(n-1)*(n+3)*(10*n^4+40*n^3-n^2-82*n+30)*(n+2)^2 
    *(n+1)^2+72*lambda^2*n^2*(n^2+2*n-1)*(5*n^4+20*n^3-3*n^2-46*n+36)*(n+2)^2*(n+1)^2 
    -12*n^2*(n-1)*(n+3)*(5*n^4+20*n^3+7*n^2-26*n-12)*(n+2)^2*(n+1)^2) 
    +beta*(72*lambda^4*n*(n+2)*(n^4+4*n^3+2*n^2-4*n+3)*(n+1)^2+96*lambda^3*n*(n+2) 
    *(3+25*n^4-8*n+12*n^5+20*n^3+2*n^6)+144*lambda^2*n*(n+2)*(n^2+2*n-1) 
    *(n^4+4*n^3+6*n^2+4*n-2)-24*n*(n-1)*(n+3)*(n+2)*(n+1)^4)+6*lambda^4*n 
    *(n+2)*(n+1)^2+8*lambda^3*n*(n+2)*(2*n^2+4*n+3)+12*lambda^2*(n^2+2*n+2)*(n^2+2*n-1) 
    -2*n*(n-1)*(n+3)*(n+2); 
 
C = alpha^2*(3*lambda^4*n^2*(n+3)^2*(n+2)^2*(n+1)^2+4*lambda^3*n^2*(n+3)*(n+1) 
    *(2*n^2+6*n+1)*(n+2)^2+6*lambda^2*n^2*(n+3)*(n+1)*(n^2+2*n-1)*(n+2)^2-n^2*(n-1) 
    *(n+3)*(n+2)^2*(n+1)^2)+alpha*(beta^2*(-18*lambda^4*n^3*(n-1)*(n+4)*(n+3)^3 
    *(n+2)^3*(n+1)^3-12*lambda^3*n^3*(2*n^2+6*n-5)*(2*n^2+6*n+1)*(n+3)^2*(n+1)^2 
    *(n+2)^3-36*lambda^2*n^3*(n^2+2*n-1)*(n^2+3*n-1)*(n+3)^2*(n+1)^2*(n+2)^3+6*n^3 
    *(n-1)*(n+3)^2*(n+2)^4*(n+1)^4)+beta*(36*lambda^4*n^2*(n^2+3*n-1)*(n+3)^2*(n+2)^2 
    *(n+1)^2+24*lambda^3*n^2*(n+3)*(n+1)*(2*n^2+6*n-1)*(2*n^2+6*n+1)*(n+2)^2 
    +72*lambda^2*n^3*(n+1)*(n^2+2*n-1)*(n+3)^2*(n+2)^2-12*n^2*(n-1)*(n+3)*(n^2+3*n+1) 
    *(n+2)^2*(n+1)^2)+6*lambda^4*n*(n+3)*(n+2)^2*(n+1)^2+4*lambda^3*n*(n+2) 
    *(2*n^2+6*n+1)*(2*n^2+6*n+3)+12*lambda^2*n*(n+2)*(n^2+3*n+1)*(n^2+2*n-1)-2*n^2 
    *(n-1)*(n+3)*(n+2)*(n+1))+beta^4*(27*lambda^4*n^4*(n-1)^2*(n+4)^2*(n+3)^4 
    *(n+2)^4*(n+1)^4+36*lambda^3*n^4*(n-1)*(n+4)*(2*n^2+6*n-5)*(n+3)^3*(n+1)^4*(n+2)^5 
    +54*lambda^2*n^4*(n-1)*(n+4)*(n^2+2*n-1)*(n+3)^3*(n+1)^4*(n+2)^5-9*n^4*(n-1)*(n+3)^3 
    *(n+2)^6*(n+1)^6)+beta^3*(-108*lambda^4*n^3*(n-1)*(n+4)*(n^2+3*n-1)*(n+3)^3*(n+2)^3 
    *(n+1)^3-144*lambda^3*n^3*(2*n^4+12*n^3+15*n^2-9*n-8)*(n^2+3*n-1)*(n+3)^2*(n+1)^2 
    *(n+2)^3-216*lambda^2*n^3*(n^2+2*n-1)*(n^4+6*n^3+8*n^2-3*n-3)*(n+3)^2*(n+1)^2 
    *(n+2)^3+36*n^3*(n-1)*(n^2+3*n+1)*(n+3)^2*(n+2)^4*(n+1)^4)+beta^2*(18*lambda^4*n^2 
    *(5*n^4+30*n^3+35*n^2-30*n+14)*(n+3)^2*(n+2)^2*(n+1)^2+24*lambda^3*n^2*(n+3)*(n+1) 
    *(10*n^6+90*n^5+265*n^4+240*n^3-53*n^2-24*n+12)*(n+2)^2+36*lambda^2*n^2*(n+3)*(n+1) 
    *(n^2+2*n-1)*(5*n^4+30*n^3+45*n^2-8)*(n+2)^2-6*n^2*(n-1)*(n+3) 
    *(5*n^4+30*n^3+55*n^2+30*n+6)*(n+2)^2*(n+1)^2)+beta*(36*lambda^4*n*(n+3)*(n^2+3*n-1) 
    *(n+2)^2*(n+1)^2+48*lambda^3*n^2*(n+3)*(n+2)*(n^2+3*n+1)*(2*n^2+6*n+1)+72*lambda^2*n 
    *(n+2)*(n^2+2*n-1)*(n^4+6*n^3+10*n^2+3*n+1)-12*n^2*(n-1)*(n+3)*(n+2)*(n+1) 
    *(n^2+3*n+1))+3*lambda^4*(n+2)^2*(n+1)^2+4*lambda^3*n*(n+2)*(2*n^2+6*n+3) 
    +6*lambda^2*n*(n+2)*(n^2+2*n-1)-n^2*(n-1)*(n+3); 
 
SQ    = B ^ 2 - 4 * A * C; 
omega = (- B + sqrt (SQ)) / 2 / A; 
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# formulae (3.2*) : 
Gamma = - (n + 2) * (1 + n * (n + 3) * alpha 
           + 6 * n * (n + 3) * (n ^ 2 + 3 * n - 1) * beta 
           - 3 * n ^ 2 * (n - 1) * (n + 1) * (n + 2) * (n + 3) ^ 2 * (n + 4) * beta ^ 2)  
           + omega * (- alpha * n * (n + 2)* (n - 1) 
                      + 3 * beta * n * (n + 2) * (n - 1) * 
             (beta * n * (n - 2) * (n + 3) * (n + 1) * (n + 2) * (n - 1) 
              - 2 * (n ^ 2 + n - 3 )) - n); 
A = omega^2*(alpha^2*n*(n-1)*(n+2)*(n+1)*(2*n^2+2*n-3)+alpha*(-3*beta^2*n^2 
    *(2*n^2+2*n-9)*(2*n^2+2*n-3)*(n-1)^2*(n+2)^2*(n+1)^2+6*beta*n*(n-2)*(n+1) 
    *(2*n^2+2*n-5)*(2*n^2+2*n-3)+(2*n^2+2*n-3)*(2*n^2+2*n-1)) 
    +9*beta^4*n^4*(n-2)*(n+3)*(2*n^2+2*n-9)*(n+2)^3*(n-1)^3*(n+1)^4 
    -36*beta^3*n^2*(2*n^4+4*n^3-9*n^2-11*n+6)*(n^2+n-3)*(n-1)^2*(n+2)^2*(n+1)^2 
    +6*beta^2*n*(n-1)*(n+2)*(n+1)*(10*n^6+30*n^5-35*n^4-120*n^3+67*n^2+132*n-72) 
    +12*beta*(n+2)*(n-1)*(2*n^2+2*n-3)*(n^2+n-1)+2*n^2+2*n-1) 
    +omega*(2*alpha^2*n*(n+2)*(2*n^2+4*n-3)*(n+1)^2 
    +alpha*(-6*beta^2*n^2*(n+3)*(n-1)*(4*n^4+16*n^3+20*n^2+8*n-27)*(n+2)^2*(n+1)^2 
    +12*beta*n*(n+2)*(n+1)^2*(2*n^2+4*n-3)^2+2*(2*n^2+4*n-1)*(2*n^2+4*n+3)) 
    +18*beta^4*n^3*(2*n^4+8*n^3-5*n^2-26*n+12)*(n+3)^2*(n-1)^2*(n+2)^3*(n+1)^4 
    -72*beta^3*n^2*(n+3)*(n-1)*(2*n^2+4*n-7)*(n^4+4*n^3+4*n^2-3)*(n+2)^2*(n+1)^2 
    +12*beta^2*n*(n-1)*(n+3)*(n+2)*(10*n^4+40*n^3-n^2-82*n+30)*(n+1)^2 
    +beta*(72+600*n^4-192*n+288*n^5+480*n^3+48*n^6)+6+8*n+4*n^2) 
    +alpha^2*n*(n+3)*(n+2)*(n+1)*(2*n^2+6*n+1)+alpha*(-3*beta^2*n^2*(2*n^2+6*n-5) 
    *(2*n^2+6*n+1)*(n+3)^2*(n+2)^2*(n+1)^2+6*beta*n*(n+3)*(n+2)*(n+1) 
    *(2*n^2+6*n-1)*(2*n^2+6*n+1)+(2*n^2+6*n+1)*(2*n^2+6*n+3)) 
    +9*beta^4*n^3*(n-1)*(n+4)*(2*n^2+6*n-5)*(n+3)^3*(n+2)^4*(n+1)^4 
    -36*beta^3*n^2*(2*n^4+12*n^3+15*n^2-9*n-8)*(n^2+3*n-1)*(n+3)^2*(n+2)^2*(n+1)^2 
    +6*beta^2*n*(n+3)*(n+2)*(n+1)*(10*n^6+90*n^5+265*n^4+240*n^3-53*n^2-24*n+12) 
    +12*beta*n*(n+3)*(n^2+3*n+1)*(2*n^2+6*n+1)+2*n^2+6*n+3; 
 
B = omega*(-alpha*n*(n+2)*(n+1)+3*beta^2*n^3*(n-1)*(n+2)^2*(n+1)^3 
    -6*beta*n*(n+2)*(n+1)*(n^2+n-1)-2-n)-alpha*n*(n+2)*(n+1) 
    +3*beta^2*n^2*(n+3)*(n+2)^3*(n+1)^3-6*beta*n*(n+2)*(n+1)*(n^2+3*n+1)-n; 
 
alpha[new] = 4 / 3 * A / ((n + 1) * Gamma) ^ 2; 
beta[new]  = 1 / 3 * B / (Gamma * (n + 1) ^ 2 * (n + 2) * n); 
 
 
# formulae (5.1*) for 2 subintervals in the middle: 
 
# the 2 defining equations for alpha[R, M] and beta[R, M], see (5.0.1*) .. (5.0.3*) 
A (alpha, beta) = 
      9 * n ^ 2 * (n + 2) ^ 2 * (n + 1) ^ 4 * (- alpha * (n + 3) * (n - 1) 
      + 3 * beta ^ 2 * n * (n + 4) * (n - 2) * (n + 2) * (n + 3) ^ 2 * (n - 1) ^ 2 
      - 6 * beta * (n + 3) * (n - 1) * (n ^ 2 + 2 * n - 4) - 1); 
B (alpha, beta) = 
      18 * n * (n + 2) * (n + 1) ^ 2 * (alpha *(n ^ 2 + 2 * n - 1) 
      - 3 * beta ^ 2 * n * (n - 1) * (n + 3) * (n + 2) * (n ^ 2 + 2 * n - 4) * (n + 1) ^ 2 
      + 6 * beta * (n ^ 2 + 2 * n - 2) * (n ^ 2 + 2 * n - 1) + 1); 
C (alpha, beta) = 
      3 * (alpha * (n + 1) ^ 2 - 3 * beta ^ 2 * n ^ 2 * (n + 2) ^ 2 * (n + 1) ^ 4 
           + 6 * beta * n * (n + 2) * (n + 1) ^ 2 + 1); 
DD (alpha, beta) = 
      3 * (n + 1) ^ 2 * (alpha * n * (n + 2) 
      - 3 * beta ^ 2 * n ^ 2 * (n + 3) * (n - 1) * (n + 2) ^ 2 * (n + 1) ^ 2 
      + 6 * beta * n * (n + 2) * (n ^ 2 + 2 * n - 1) + 1); 
 
A[1]  = A (alpha[L], beta[L]), 
B[1]  = B (alpha[L], beta[L]), 
C[1]  = C (alpha[L], beta[L]), 
DD[1] = DD (alpha[L], beta[L]); 
 
A[2]  = A (alpha[R], beta[R]), 
B[2]  = lambda ^ 2 * B (alpha[R], beta[R]), 
C[2]  = lambda ^ 4 * C (alpha[R], beta[R]), 
DD[2] = - lambda ^ 3 * DD (alpha[R], beta[R]); 
 
 29 
 
A[3]  = DD[2] * A[1] - DD[1] * A[2], 
B[3]  = DD[2] * B[1] - DD[1] * B[2], 
C[3]  = DD[2] * C[1] - DD[1] * C[2]; 
 
B[4]  = A[2] * B[1]  - A[1] * B[2], 
C[4]  = A[2] * C[1]  - A[1] * C[2], 
DD[4] = A[2] * DD[1] - A[1] * DD[2]; 
 
# formulae (5.1*): 
SQ = B[3] ^ 2 - 4 * A[3] * C[3]; 
beta[R, M]  = (- B[3] - sqrt (SQ)) / 2 / A[3]; 
alpha[R, M] = - (C[4] + B[4] * beta[R, M]) / DD[4]; 
 
alpha[L, M] = - alpha[R, M] / lambda; 
beta[L, M]  = + beta[R, M] / lambda ^ 2; 
 
 
Appendix C:  The Qn (…, x) and Mn (…, x) expressed by 
                        Gegenbauer polynomials, the formulae as Maple code 
 
# formulae (A.1.1) expressing the Q[n] for c = 0 as sum of 2 Gegenbauer polynomials: 
 
Q[n] = (C[n] * F (n) + C[n - 1] * F (n + 1)) / (n + 1); 
 
# formulae (A.2.1) expressing the M[n] for c = 0 as sum of 3 Gegenbauer polynomials: 
 
M[n] =   (C[n] * H (n) - C[n - 2] * H (n + 1)) / (2 * n + 1) 
       + C[n - 1] * (alpha[L] - alpha[R]); 
 
# formulae (A.3.1) expressing the Q[n] for c = 1 as sum of 3 Gegenbauer polynomials: 
 
E (n) = 1 + (n + 1) * (n + 2) * (  alpha + 3 * n * (n + 3) * beta  
                              * (2 - (n - 1) * (n + 1) * (n + 2) * (n + 4) * beta)); 
 
Q[n] =   C[n]     * 6 * F (n)     / (n + 2) / (2 * n + 3) 
       + C[n - 1] * 6 * E (n)     / (n + 1) / (    n + 2) 
       + C[n - 2] * 6 * F (n + 1) / (n + 1) / (2 * n + 3); 
 
# formulae (A.4.1) expressing the M[n] for c = 1 as sum of 5 Gegenbauer polynomials: 
 
J[0] (n, alpha, beta) = 1 + (3 + n + n ^ 2) * alpha + 6 * (6 + n ^ 2 + 2 * n ^ 3 
         + n ^ 4) * beta - 3 * (n - 3) * (n - 2) * (n - 1) * n * (n + 1) * (n + 2) 
         * (n + 3) * (n + 4) * beta ^ 2; 
J[1] (n, alpha, beta) = 1 + n * (n + 1) * (alpha + 3 * (n - 1) * (n + 2) * beta 
                        * (2 - (n - 2) * n * (n + 1) * (n + 3) * beta)); 
J (n) = (  J[0] (n, alpha[L], beta[L]) * J[1] (n, alpha[R], beta[R]) 
         + J[0] (n, alpha[R], beta[R]) * J[1] (n, alpha[L], beta[L]) ) / 2 
        + 108 * (n - 1) * n * (n + 1) * (n + 2) * (beta[L] - beta[R]) ^ 2; 
 
C1 = (alpha[L] - alpha[R]) * (3 * n * (beta[R] + beta[L]) * (n - 1) * (n + 1) * (n + 2) - 2) 
                           * (3 * n * (beta[R] + beta[L]) * (n - 2) * (n - 1) * (n + 1) - 2); 
C3 = (alpha[L] - alpha[R]) * (3 * n * (beta[R] + beta[L]) * (n - 1) * (n + 1) * (n + 2) - 2) 
                           * (3 * n * (beta[R] + beta[L]) * (n + 1) * (n + 2) * (n + 3) - 2); 
F13 (n) =   (beta[L] - beta[R]) * n ^ 2 * (48 - 144 * (n - 2) * (n + 2) * (n ^ 2 - 6) 
          * (n - 1) ^ 2 * (n + 1) ^ 2 * beta[L] * beta[R] + 12 * (n - 1) * (n + 1) 
          * (alpha[L] + alpha[R]) - 48 * (n - 1) ^ 2 * (n + 1) ^ 2 * (beta[R] + beta[L]) 
          - 9 * (n - 2) * (n + 2) * (n - 1) ^ 2 * (n + 1) ^ 2 * (3 * beta[L] * alpha[R] 
          + 3 * alpha[L] * beta[R] + beta[L] * alpha[L] + alpha[R] * beta[R])); 
 
M[n] =   C[n]     * 3 * H (n)      / (2 * n + 1) / (2 * n + 3) 
       - C[n - 2] * 6 * J (n)      / (2 * n - 1) / (2 * n + 3) 
       + C[n - 4] * 3 * H (n + 1)  / (2 * n - 1) / (2 * n + 1) 
 
       + (C[n - 1] * (C1 + F13 (n)) - C[n - 3] * (C3 + F13 (n + 1)))  
         * 3 / (2 * n + 1) / 4; 
 
 
