A suboptimal approach to distributed NMPC for a class of systems consisting of nonlinear subsystems with linearly coupled dynamics subject to both state and input constraints is proposed. The approach applies a dual decomposition method to represent the original centralized NMPC problem into a distributed quasi-NMPC problem by linearization of the nonlinear system dynamics and taking into account the couplings between the subsystems.
INTRODUCTION
Model predictive control (MPC) has become the accepted methodology to solve complex control problems related to process industries. MPC involves the solution at each sampling instant of a finite horizon optimal control problem subject to the system dynamics, and state and input constraints. However, solving in a centralized way nonlinear MPC problems for medium-and large-scale systems may be impractical due to the complexity of the Nonlinear Programming (NLP) problem, the topology of the plant and data communication, and the large number of decision variables. Therefore, there is a strong motivation for development of methods for distributed solution of NMPC problems. At the same time, the massive multi-core computer architectures available nowadays would encourage parallel and distributed NMPC computations (Constantinides (2009) Scattolini (2009) . As it is pointed out in Magni and Scattolini (2006) , the possibility to use MPC in a decentralized fashion has the advantage to reduce the original, large size, optimization problem into a number of smaller and more tractable ones. In Venkat et al. (2004) , Kim and Sugie (2005) , Zhang and Li (2007) , Giselsson and Rantzer (2010) , approaches for distributed MPC for systems consisting of linear interconnected subsystems have been developed. The approach in Giselsson and Rantzer (2010) is based on the dual decomposition methods (Arrow et al. (1958) , Dantzig and Wolfe (1961) , Cohen and Miara (1990) ), where large-scale optimization problems are handled by using Lagrange multipliers to relax the couplings between the sub-problems. In Rantzer (2007) , Rantzer (2009) , the dual decomposition is used for analysis and synthesis of distributed feedback controllers.
Further, approaches for distributed MPC for systems composed of several nonlinear subsystems have been proposed in Magni and Scattolini (2006) , Dunbar and Murray (2006) , Keviczky et al. (2006) . In Magni and Scattolini (2006) , a stabilizing decentralized MPC algorithm for nonlinear systems consisting of several interconnected local subsystems is developed. It is derived under the main assumptions that no information can be exchanged between local control laws, i.e. the coupling between the subsystems is ignored, and only input constraints are imposed on the system. In Dunbar and Murray (2006) , it is supposed that the dynamics and constraints of the nonlinear subsystems are decoupled, but their state vectors are coupled in a single cost function of a finite horizon optimal control problem. In Keviczky et al. (2006) , an optimal control problem for a set of dynamically decoupled nonlinear systems, where the cost function and constraints couple the dynamical behavior of the systems, is solved.
In this paper, a suboptimal approach to distributed NMPC for a more general class of systems consisting of nonlinear subsystems with coupled dynamics subject to both state and input constraints is proposed. Like in Magni and Scattolini (2006) , it is supposed that the couplings between the subsystems are linear. However in difference to Magni and Scattolini (2006) , the distributed NMPC method proposed here takes into account these couplings, as well as state constraints. The suggested approach applies the dynamic dual decomposition method (Cohen and Miara (1990) , Rantzer (2009) , Giselsson and Rantzer (2010) ) and reformulates the original centralized NMPC problem into a distributed quasi-NMPC problem by linearization of the nonlinear system dynamics. The approach is based entirely on distributed online optimization (by gradient iterations) and can be applied to large-scale nonlinear systems.
FORMULATION OF NONLINEAR MODEL
PREDICTIVE CONTROL PROBLEM Consider a system composed by the interconnection of M subsystems described by the following nonlinear discrete-time models (Magni and Scattolini (2006) ): 
It follows from (13)- (14) that i  and i  are convex (polyhedral) sets, which include the origin in their interior (due to Assumptions A2 and A3).
It should be noted that the state constraints (7) with the admissible set i  defined by (13) guarantee the robust feasibility of the solution in sense that the original state constraints (4) will be satisfied for the worst-case disturbances.
DISTRIBUTED QUASI-NMPC FOR NONLINEAR SYSTEMS WITH LINEAR COUPLINGS

Distributed NMPC by dual decomposition
Problem P1 can be decomposed by using the dynamic dual decomposition approach (Cohen and Miara (1990) , Rantzer (2009)). First, the following assumption is made:
A4. The functions ( ( ))
i g x t have the form:
where i j n n ij AÎ  are constant matrices.
The following decoupled state equations can be formulated:
with the additional constraints that (Rantzer (2009) 
The variable (7)- (8) and:
1,..., , 0,1,..., 2 [ , , .. 
The Lagrange multipliers P are also referred to as prices (Rantzer (2009) ) and the problem P2 can be interpreted as a game with two players for each subsystem. Given the prices, the objective of the first player for the i-th subsystem is to select the inputs 
are convex, however the constraints (25) may be non-convex in the general case. Here, we locally approximate the constraints (25) by linear constraints, leading to a quasi-nonlinear approach. Let 
The optimal solution (26) depends on the values of the prices P . In section 3.3, it is described how P and the solution (26) 
Here, the matrices i X S , i U S , and 0i E are given by:
i
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where 0 i n is the i n -dimensional square zero matrix and (27) is a linear time-varying approximation of the constraints (25). Then, the NLP sub-problems P3 i for the subsystems are approximated with the QP sub-problems: Problem P4
i (i-th QP sub-problem): (23), (24) 
subject to | t t x x  , constraints (7), (8), and:
where the cost function ( , ) J U x is given by (12). Here, (34) includes the linearized constraints for all subsystems.
Problem P6 (Distributed NMPC with linearized constraints): (7), (8), (34), and:
Then, the decomposition of the optimization problem P5 is given by the following proposition:
is a feasible point for problem P5. Then:
where maximization is subject to
The proof follows similar arguments as in Giselsson and Rantzer (2010) . Since the stage cost functions
are convex, from the duality theory (Boyd and Vandenberghe (2004) ) it follows that there is no duality gap between the dual problem P6 and the problem P5. The requirement
follows from the optimality conditions of Pontryagin's principle for discrete-time systems (Bryson and Ho (1969) ) and the fact that the state is not specified at the terminal time 1 t N   . Therefore, (37) holds. Further, the maximum in (37) X and * i V for given prices P is completely decentralized. However, as described in Giselsson and Rantzer (2010) , finding the optimal prices requires coordination. According to the duality theory (Boyd and Vandenberghe (2004) Table 1 , where also the possibility of these approaches to find a feasible solution is compared and expressed in terms of percentage from the total number of initial states. The computations are performed on a 3 GHz Intel Core 2 Duo processor. It can be seen from Table 1 that the suboptimal distributed NMPC approach without linearization of the nonlinear constraints is the most computationally efficient approach. Both suboptimal approaches are more efficient in comparison to the exact distributed NMPC approach. A disadvantage of the centralized approach is that it fails to find a feasible solution for a significant number of initial states (in this sense it is about three times less efficient than the distributed NMPC approaches). A possible reason for this is the fact that in the presence of disturbances, the worst-case state constraints related to both subsystems (constraints (7) in the problem P1) can be difficult to be satisfied at the same time for some of the initial states. In contrast, the distributed NMPC approaches lead to two completely decentralized NMPC problems, where worst-case disturbance assumptions of only the individual subsystems are made (not simultaneously).
