Two methods for computing preconditioners for nonsymmetric block tridiagonal systems of linear equations are investigated. Adaptable general purpose implementations are given for both methods.
Introduction
The numerical solution of two-dimensional partial differential equations (PDE) frequently requires the solution of large highly structured systems of linear algebraic equations.
technique that can be used to compute effective preconditioners which improve the performance of many popular iterative methods for solving these Block matrix factorization is a systems ( i l l , [21 [31 , [41 and [ S I ) .
In this work we examine two classes of SSOR like preconditioners [ll]
for nonsymmetric systems that result from different implementations of block matrix factorization. The preconditioners in one class are similar to those first presented in (31. These generally have low storage requiremgnts and are not expensive to compute. We suggest a general technique for computing them that employs partial pivoting. The other class of preconditioners is computed using complete block factorization.
to very effective iterative methods but are more expensive to compute. For smaller values of p, the preconditioners are generally
The following is an A discussion of how block matrix factorization can be used to obtain preconditioners is given in section 2 . In section 3 the two classes of preconditioners are derived and a general procedure for computing each is presented, section 5 numerical examples are given that compare the performance of preconditioners from both classes in a simple iterative method.
The effect of the parameter p is examined in section 4. In In this section we describe compute preconditioners.
We consider the problem where the matrix i has the form the use of block matrix factorization to
n n L L and the matrices B E. and F. are n by n. The n by n matrix A is said to be a block tridiagonal matrix. In addition, we assume that B E. and F are banded matrices.
dimensional PDEs when n grid points are used in each direction to discretize the problem.
consists of the blocks F n2 by n matrices B and E are defined similarly. Assume that the diagonal blocks Bi are nonsingular. We define the reduced n by n diagonal blocks G as i
5
The reduced diagonal blocks are produced by the forward course of block Gaussian elimination applied to A. It is not difficult to show that if A is a diagonally dominant m-matrix, then the matrices in (2.2) are well-defined and are also diagonally dominant m-matrices (see [7] and [ 3 ] , Lemma 1.). Throughout this work G will denote the n2 by n block diagonal matrix whose i-th diagonal block is GI.
2
We define the matrix M as
A straightforward calculation shows that M -' A -I where I denotes the identity matrix.
In order to solve (2.1), the scheme (2.2) could be implemented as calculate the triangular factors Li-l and U i-1' i-1 follows. Given G such that and complete the calculation of Gi as Use these factors to compute G in (2.2). Save the triangular factors L and Ui-l. The solution of (2.1) 
where E is an n2 by n Gi. In this case block diagonal matrix whose diagonal blocks are the
is only an approximation to the solution of (2.1). Also, k -' A z I. if ci is a good approximation to G approximation to the inverse of A, and also that Ip(g-'A)-lI is small where p denotes the spectral radius.
preconditioner for the system (2.1).
However,
we would expect that g-' is a good i'
The matrix k-' can be viewed as a E can be used to improve the performance of various iterative methods. r k = b -% .
-xk -x where x denotes the solution of (2.1), and x is the 0 If ' k starting point for the iteration, then 
which is the SSOR matrix [ll] with relaxation factor set to unity. Since the Bi in (2.9) are all banded matrices, the basic iterative step (2.7) is computed using very little additional storage and, approximately n p operations where p is the number of super-and sub-diagonals of B.
Procedures based on incomplete block factorization that attempt to compute a better approximation f o r the G methods than the SSOR method. where Ei = I, Fi = I and Bi is a tridiagonal matrix with 4 on the diagonal, -1 on the super-and sub-diagonals. Although B-l is dense, components in a given row decrease by about an order of magnitude every two columns from the main diagonal. In this example the G in (2.2) are also diagonally dominant i and components of the G-' decrease in magnitude away from the main diagonal.
Thus, one is led to consider modifications to (2.2) that approximate G by ignoring outer super-and sub-diagonals. i' i i is used to denote a vector whose only nonzero component is the
Repeat steps 2, 3 and 4 for i=2,3, ..., n.
3 . Compute X -Giel Fi-l by solving for s=l,2, ..., n. Set Gi -Bi -Ei_lX. 4 . Form the truncated factors and ei-l by discarding all but the i-1 diagonal and p sub-and super-diagonals of Li-l and Ui-l, respectively.
.
Compute and fin for Gn.
n In order to solve (2.1) , let Qi -0 i i be an approximation to the i-th -reduced block. Use the matrices ci to form the matrix as in (2.6a). M can then be used in iteration (2.7) to obtain the solution to (2.1). It can also be used to precondition (2.1).
The LINPACK routine SGEFA In step 4 all but the diagonal and p super-and sub-diagonals are discarded to form E. and oi.
when A is a diagonally dominant matrix.
performed by SGEFA bring elements of larger magnitudes into the diagonal positions of U Also, these interchanges tend to reduce the magnitudes of elements in the outer super-and sub-diagonals of both factors.
Motivation for this was provided in section 2
For many problems row interchanges
Iteration (2.7) requires the vector fi-lr. To compute this vector our implementation of (2.7), which is used in section 5, employs (2.5a) and (2.5b) where the truncated factors zi and ciare used in (2.5b).
modified LINPACK routine SGESL [ 6 ] so it can use the truncated factors to
We have obtain a solution.
and ci to reduce the total cost of solving the systems in (2.5b) to approximately (3p+l)n2 operations.
in step 3 to compute Xe .
The modified routine exploits the banded structure of E i
The unmodified version of SGESL is used
S
Method 1 offers no savings in computation over the direct method (2.2), 2 but total storage for all the matrices L and ci is only (2p+l)n . Note i that the method computes the same blocks Gi that are produced in ( 2 . 2 ) .
Errors arise when the truncated factors of G are used to form E. One would expect the inverse of fi to be a good approximation to A-' and this is certainly evidenced in the numerical tests presented in section 5. to obtain E,-1 and ci-l.
Compute and fin . n As in Method 1 the matrices Zi can be used to form by (2.6a). fi can then be used in (2.7) to solve (2.1) or as a preconditioner for (2.1).
In step 2 and gi-l are just the factors of a banded matrix with p super-and sub-diagonals. Partial pivoting is used in constructing these factors and due to possible row interchanges performed in selecting pivots, 'i-1 i-1 factored form requires (3p+l)n words.
can have up to 2p nonzero super-diagonals. Thus storage for E in In step 3 the factors are used to obtain X by solving a matrix equation. This is the computationally intensive step in method 2 . The following is an outline of our implementation of this step.
Recall that fii-' is constructed by applying a sequence of row 'Recall that given vectors x and y and the scalar a, SAXPY forms ax+y.
We have found this implementation performs well on both scalar and vector machines. Since n is the number of grid points in one direction, n is large enough in most problems so that excessive loop overhead is avoided, and vector performance rates are achieved on vector machines.
In step 4 only the components on the diagonal and the p super-and subdiagonals of E X are computed. i-1
Our current implementation requires approximately (3p+1)n3 operations to compute all the 8, in factored form. If pivots were restricted to the diagonal, this would be reduced to about (2p+l)n operations. If, in addition, the banded structure of F. were exploited in forming T, the operation count could be reduced further. For example, if F. has a symmetric structure and a bandwidth no greater than 2p+l, the operation count can be reduced to about (1.5p+l)n . Both methods employ partial pivoting for stability. We feel this is essential in a method that will be used to solve a wide range of problems.
It also results in codes that are easier to use. For example, in solving multicomponent PDE systems it eliminates the need for a particular variable ordering that ensures diagonal pivoting is stable. The following is a well-known convergence result for (2.7). Assume -1 that A is an invertible matrix such that A k is nonsingular, fi-' I 0 and N 2 0, then 2 0 . If in the splitting of A p (8-'N) Np is the zero matrix for both methods. results in order to describe the behavior of Np.
A is a matrix, A denotes the i,j-th element.
GT is the band matrix computed in step 4. Note that if p = n, We require several preliminary This inequality leads to the following theorem that describes the behavior of N for Method 1. Gi I [Gi ] . This inequality and inequality (4.7) show that P1 and hence, the first inequality is true. for Method 2. It is also required for the convergence of is discussed later in this section.
the Gp be computed as in Method 2. p1 < p2 s n, then for i-l,2,...,n If p1 and p are integers i 2 (4.10a)
Proof.
inequalities hold for i -1. Assume that (4.10a) holds for some i. Since GP is an m-matrix, (4.10b) follows.
follows. From 
P1
The preceding discussion indicates that preconditioners computed by Method 2 may not be effective for certain problems unless a large value of p is used. For problems that are strongly diagonally dominant, the magnitudes of elements on the outer sub-and super-diagonals of Np are small relative to elements on the diagonal of Mp.
problems, this will not be the case unless p is chosen large enough so that these elements are 0. here as Theorem 4.2 using our notation.
to have the block tridiagonal form (2.1).
.,
For the convenience of the reader, we restate these results
Recall that the matrix A is assumed In this section we examine the performance of (2.7) on two test problems where fi is computed using Method 1 (Ml) and Method 2 (M2).
present results obtained using MSSOR (2.10) for purposes of comparison.
We also
The test problems are the following simple two-dimensional diffusion problem (Laplace equation) and a two-dimensional diffusion-convection problem.
1. Diffusion problem: Au = 0 if (x,y) E n where n = (0,l) x ( 0 , l ) and u = 1 on an.
-S(X,Y) if
For problem 2, it was assumed that the solution was sin(zx)sin(zy) eJe (e J e + e -Y + eY-l)
S(x,y) was obtained by applying the partial differential operator to the solution. In the experiments B -.01, a -. 2 and @ = .2.
Problem 2 was chosen because it requires the solution of a nonsymmetric linear system. discretization scheme was used.
problem and was discretized using the usual centered second order differences.
In order to handle convection in this problem, an upwind Problem 1 is commonly used as a test M1 and M2 were used to solve problems 1 and 2 with 15 and 31 interior grid points in both the x and y directions.
direction is (n+l) . The tables in Figures 5.1 and 5.2 give the number of iterations of (2.7) required to solve each problem for a given value of the parameter p.
The grid spacing in each -1
The number of iterations required by SSOR is also given. For each test an initial guess was obtained using (2.6a) and (2.6b)
where E was computed using the appropriate method -M1, M2 or SSOR.
iteration was terminated when the inequalities for the case n = 31 where the problems are more highly ill-conditioned.
Note that both M1 and M2 require fewer iterations when larger values of p are used to compute 8. E, it is the most expensive method for solving the two test problems despite the fact it requires the least number of iterations. Recall that M2 requires at least (1.5p+l)n3 operations to compute R.
iterations of (2.7) are the main costs.
In the SSOR method, 
