1. In this paper we answer a question raised by Titchmarsh concerning integral functions whose zeros are real and negative, and whose asymptotic behaviour on the negative real axis is prescribed. In particular we prove the following result.
Theorem I. Let for all sufficiently large x(>0), and ( 
3) log | /(-*») | > irxn(cot up -e)
for sufficiently large xn of a sequence such that Xn -* + » , Xn+l/xn -> 1.
Then, as x tends to infinity along the positive real axis, the relation (ii) l/2<p<l.
Part (i) of this theorem was proved by Titchmarsh [6, p. 195] (1), who pointed out that nothing can be expected if p = l/2, and left part (ii) as a speculation.
Actually Titchmarsh replaces (5) of the hypothesis by the condition n(x) =o(x112), which is trivially equivalent to (5) , and the conclusion by n(x)'^xp, which follows from (4) by a theorem of Tauberian character [l, pp. 90-95; 2, pp. 210-212; 6, pp. 186-188; 7, pp. 237-243; 8, pp. 121-127].
We find it desirable to take up a more general viewpoint similar to that of Paley and Wiener [5, p. Theorem II. Let \a\ <ir, 0<p<l, and the function f(z) defined by (1) satisfy (6) log | f(rneia) | < 7rr" csc 7rp(cos pa + e)
for sufficiently large rn of a sequence such that rn -> + °°, rn+i/rn -* 1, and satisfy (7) log | f(tne ) | > irtn csc xp(cos pa -e) for a similar sequence tn. Then, as x tends to infinity along the positive real axis, the relation log f(x) ~ TX" CSC 7rp
holds if either
Theorem II is not so to speak proved directly, but is obtained by a device, essentially due to Titchmarsh, from the following theorem.
Theorem III. Let \a\ <ir, 0<p<l, and the function f(z) defined by (1) satisfy (11) log | f(reia) | < xr" csc xp(cos pa + e) (r > r(e)).
Then
(12) logf(x) < xx"(csc xp + e) (x > x(e))
follows from (8) and (9), and (13) log f(x) > xx"(csc xp -e) (x > x(e)) from (10). If (11) is replaced by (14) log | f(reia) | > irrp csc xp(cos pa -e) (r > r(e)) ¿Aere (13) follows from (8) aw¿ (9), and (12) /row (10).
[January Functions of the form (1) are of at most order 1. We are able, in Theorems IV, V, and VI, to give generalisations of Theorems III, II, and I respectively to functions of finite order, the first generalisation being in a sense complete, the others partial.
2. Our proof of Theorem III is based on the following lemma.
Lemma 1. Let\p(z) be an analytic function of z = rew, regular for | arg z\ <ir, and on the negative real axis with the possible exception of logarithmic singularities.
Suppose also that \[/(z) is real on the positive real axis and that and since \p(z) is supposed to be real on the positive real axis, it takes conjugate values at conjugate points, and we have
as required.
Proof of Theorem III. We may obviously assume that a>0. In Lemma 1 we put fa(z) m log f(z«l'), take z = x, and obtain the formula
where X = a/ir.
Since we propose, by means of the inequality (11), to approximate to the above integral in terms of (18) 7=. I -,
we must choose the integer p so as to satisfy the convergence requirements of (18), as well as (15) It is easily seen that when
we must take p = 0 to satisfy (19). In this case (15) is a result of (20), and (16) of (23) |log/(i*)|-«K|*|1").
a condition that follows from (24) log/(*) = o(x*l2«)(2).
(2) We here justify (21) and, for convenience, also set down some results required later. From the convergence of IT^j (l+z/a") (0<a"<a"+i; n = l, 2, 3, • • ■ ) follows that of Sr_i an and f°n(t)dt/t'. Also n(x)=o(x), log f(x) =f¡xn(t)dt/t(t-\-x) =o(x). In |arg z\ áir-í,
[January Again, when
we must take p = X. We now haveX>l/2, and so (15) = 7txx'' sec pa when = -7txx" sec pa when
When p = Q it follows from (11), (17), (18), and (26) that log /(xx) < 7TXX"(CSC xp + Éi)
which becomes (12) by replacing xx, éi by x, é respectively. We note that (22) and (24) are the conditions numbered (8) and (9) in the enunciation of the theorem.
Similarly, when p = X, it is easily seen that (13) follows from (11), (17), (18), and (26), provided that (25), that is, (10) holds.
The second half of the theorem is proved in the same way(3). Proof of Theorem II. In this case the asymptotic inequalities {(6) and (7)} are given only for discrete sets of points on arg z = a, but, following Titchmarsh [6, p. 196] , we can show that the corresponding inequalities are satisfied without exception on nearby radii arg z = a + S, and the above argument, with a±5 in place of a, completes the proof of Theorem II.
Let a>ir/2, ß = Tr -a. Then, with S>0 and a + 5<7r,
that is, when P2 -rl < 2an(R cos ß -8 rn cos ß), which is true for every a" if (3) We have to thank the referee for the remark that of the four statements made in this theorem the two in which the inequality proceeds in the same way in hypothesis and conclusion follow from Phragmen-Lindelöf theorems. In the other two cases the angle is too large for the application of Phragmen-Lindelöf theorems, and our lemma seems essential. cos ß (28) rn-===== èRèrn.
cos ß -8
For all such values of R it follows from (27) and (6) that log | f(Reiia+S)) | < irrn csc irp(cos pa + t)
< tR" csc 7rp{cos p(a + 8) + 2t\, where Ô = 5(e). Actually (29) holds for all large R, as required, since the hypothesis r"->+ », rn+i/rn->-X ensures that, for all n and therefore rn sufficiently large, the intervals (28), corresponding to consecutive values of n, overlap.
A similar discussion, but with (7) in place of (6), leads to
When 0<a^ir/2, the corresponding inequalities are verified by the same technique, the details being easier, and for a = 0, (29) and (30) with 5 = 0 follow simply from (6), (7), and the fact that/(x) increases with x. When -7r<a<0, we have only to observe that \f(z)\ = |/(2)|. Theorem II now follows at once from Theorem III, by using (29) and (30) in place of (11) and (14).
Proof of Theorem I. Here a = ir. (30) with a=ir is obtained as above and we get one of the required inequalities at once by using Theorem III. The other inequality follows from (2) and Lemma 1 by the argument used in proving Theorem III. Here, however, we are applying the lemma for \=a/ir -X, and we must verify that the condition (16), which becomes
is satisfied in spite of the fact that log f(z) is infinite when z=-an, n = X, 2, 3, ■ ■ ■ . We discuss the behaviour of the latter integral indirectly, by considering which is the hypothesis (14) of Theorem III with a = ir -b.
3. Functions of higher order. It is natural to enquire whether corresponding theorems hold for similar integral functions of higher order, and only trivial modifications of the proof of Theorem III from Lemma 1 are needed to obtain the following theorem.
Theorem
IV. Let \a\ <w, g<p<g + l(7) and the canonical product (-xy
of at most order (q+X), convergent type, satisfy [January is due to a further restriction on a in Theorem V and to a severe restriction on p in Theorem VI. The latter theorem, however, together with Theorem I, part (ii), does show that Titchmarsh's original Theorem, where 0 <p < 1/2, can be extended to cover the range 0<p<3/2, py^X/2, py^X.
Theorem V. Let \a\ <w, q<p<q+X, and the function defined by (40) satisfy (45) log | f(r"e ) ¡ < 7rrn csc xp(cos pa + (-X)"e)
for sufficienctly large r" of a sequence such that for a similar sequence tn. Then, as x tends to infinity along the positive real axis, the relation log f(x) ~ TX" csc Tip follows from either of (43), (44) when cos qa, cos q+Xa are not of opposite sign.
In order to prove this theorem we reduce it to Theorem IV by showing that the hypotheses enable us to verify that (45), (46) are valid for all large r in place of r" and *". Titchmarsh's device for "filling up the gaps" is no longer available, but in Lemma 2 below we develop an alternative method available whenever Dealing similarly with other cases in which the integrand is of constant sign and choosing from (45) and (46) the appropriate inequality, we conclude that (49), with tn sometimes in place of r", holds whenever cos qa and cos q+la are not of opposite sign. In order to obtain (49) for all large r, in place of all large r", we recollect that The validity of (45) and (46) for all large r, in place of r" and tn, now follows from the following lemma. Lemma 2. 7e¿ |a| <ir, q<p<q+l, We conclude that the inequality (45) is valid for all large r. The same argument shows that it is permissible to replace *" in (46) by r, and this completes the reduction of Theorem V to Theorem IV. We must, however, give a proof whence (59) n(x) < Kxp.
Hence, by Lemma 2, (58) holds for all large r if it does for a sequence rn such that rn->+ », rn+i/rn-*X as n->+ ». This is in fact the case. We have only to take r" = x" sec S, where xn is the sequence mentioned in (56), and to observe that log |/(-x+i'y)| ^log [/( -x)| since (-x + iy\ / x\ 1_|-±\e(x+iv)lan ^ fi-) a" / \ aj o*l<*n foralla"(>0).
In conclusion we should point out that this theorem could evidently be extended to the case 3/2<p<2, if an alternative method of obtaining (59) can be found; for, if so, Lemma 2 can be used for the "gap-filling" argument.
