In the parametric bin packing problem we must pack a list of items with size smaller than or equal to 1rr in a minimal number of unit-capacity bins. 
INTRODUCTION
One of the famous problems in combinatorial optimization is the so-Ž . called bin packing problem. We are given a list of items L s a , . . . , a . 1 n Ž . An item a has size s a , which is greater than 0 and smaller than or i i equal to 1. We are also given an infinite number of unit-capacity bins. The problem is to assign the items to a minimal number of bins, such that the items that any bin receives have total size smaller than or equal to 1. Ž . Throughout, we will use the size-operator s и also to denote the total size Ž Ž . Ž .. of items in a bin B or a list L resp. s B and s L . w x Since this problem is NP-hard 3 , we can not expect to find an algorithm Ž . that gives an optimal solution in reasonable polynomial time. Therefore, research has focused on finding fast algorithms that give near-optimal solutions. The most commonly used performance measure for these kind Ž . of algorithms is the asymptotic worst case ratio a.w.c.r. . Let us denote by Ž .
A L the number of bins that an algorithm A uses to pack list L and let Ž . OPT L be the minimal number of bins for list L. Then the asymptotic worst case ratio of algorithm A, denoted by R ϱ , is defined by
In other words, the asymptotic worst case ratio of an algorithm A is the minimal number ␣ , such that
holds for every list L. It may also be interesting to investigate the asymptotic worst case behavior when we restrict our attention to a special class of lists L. Let r be an integer greater than or equal to 1. Then we Ž . denote by £ r the family of lists that only contain items of size less than or Ž . equal to 1rr. When we restrict ourselves to lists of £ r , we speak of the parametric bin packing problem with parameter r, and we use
Ž .
Ž . Ž .
A ž / Ž .
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to denote the a.w.c.r. for these cases.
Probably the oldest and simplest algorithm for bin packing is the Next Fit algorithm. Next Fit begins with opening the first bin which becomes the active bin. Then items are considered on a one-by-one basis: as long as the current item fits in the active bin, it is added; when the active bin can no longer accommodate this item, the active bin is closed and the item is placed in the next bin which has then become the active bin. It can easily Ž . be established that the a.w.c.r. of NF is equal to 2 for r s 1 and rr r y 1 for r G 2.
In this paper we will study another basic algorithm for the bin packing Ž . problem, which is the Harmonic Fit HF algorithm that was introduced M w x Ž x by Lee and Lee 4 . Given a parameter M, we divide the interval 0, 1 into M disjoint intervals:
All items are classified according to their size: an item a is called an i Ž . I -item if s a g I . I -items are packed together in so-called I -bins.
Exactly j items of I , 1 F j F M y 1, can be packed together in a bin.
j
Items of I are packed in I -bins by Next Fit.
M M
Ž . If we consider lists from £ r , Harmonic Fit reduces to Next Fit if M F r. Since Next Fit has been studied extensively, we will only be interested in the cases where M G r q 1. In order to implement HF it M suffices to use M y r q 1 active bins, one for each interval I , r F j F M. j Items can be packed in an on-line manner, which means that they can be packed in the order that they are given, without considering the sizes of Ž . subsequent items. The time complexity of the algorithm is O n for any fixed M.
In order to investigate the asymptotic worst case behavior of Harmonic Ž . Fit, we need to define the series t r as j t r s r q 1, t r s r q 2, Ž . Ž . t r s t r t r y1 q1 ᭙jG3.
Ž . Ž . Ž .
This doubly exponential series has the following important property that we will use throughout:
Ž . This means that if we have a bin that contains r items of size 1rt r q 1 Ž . Ž and one item of size 1rt r q for all 2 F j F i assume ) 0 is j . Ž. arbitrarily small , then t r is the smallest integer s such that we can iq1 add an item of size 1rs q to this bin. Furthermore, it has the property Ž . Ž . Ž . that t r y 1 is a multiple of both t r and t r y 1 for all pairs of j and metric case and prove asymptotic worst case ratios of respectively and .
Finally, we give some improved lower bounds for small values of M and r.
We have summarized our results in Table 2 .
In a recent study of on-line algorithms for the bin packing problem, w x Ž . Csirik and Johnson 1 also realized that the upper bound Q r is not M tight for all values of M. They constructed similar worst case examples for the nonparametric case of M s 3, 4, 7, 8, 9 , and 10 that yield the same lower bounds as in this paper.
2. THE CASE M s r q 1 w x w x As Lee and Lee 4 and Galambos 2 did not cover the case M s r q 1, we fill in this blank spot. We do this as follows:
Ž . . r q r q 1 . Since all n q 1 bins are then completely full, this is an optimal solution. So,
We can take n arbitrarily large, so R r G rq1rr.
Among others, this gives us an asymptotic worst case ratio equal to 2 for the nonparametric case of M s 2.
TIGHTNESS OF THE UPPER BOUND FOR
In this section we will discuss in what cases the upper bound given in Theorem 1 is tight or not. As we already mentioned, Galambos proved the following:
Although this result only applies to certain values of M, it has an important consequence:
We can also show tightness of the upper bound for other values of M:
Proof. Let n be a suitable large number. We take
We assume that we have chosen n such that n and n have integer
Ž . contains t r y1 items of size 1rt r followed by one item of size ; iq1 iq1
Ž . and L , 1 F j F n , contains one item of size 1rt r followed by
The last equation implies that list L contains exactly n items of size Ž . 1rt r .
iq1
HF packs the items of L in n bins; it packs the items of L , 2 F j F i,
. in nr t r y 1 bins; and it packs every list L and L in a separate bin.
One can easily verify that r items of L together with one item of L for items of size remain unpacked. They fit easily together in one bin, so Ž . OPT L s n q 1. As we can take n arbitrarily large, the desired result follows.
Next we will show that for other values of M the upper bound given in Theorem 1 is not tight.
Ž .
Ž . THEOREM 5. Let i G 2 and t r q 1 F M -t r y1. Then there
exists an ) 0 and a positi¨e integer K such that
Proof. We define the constants and by 
Further, we define the constant ␦ by ␦ s 2 and we choose s We now split our analysis into two cases:
Analogously to 2 we define the weighting func- Ž .
This gives us
Second, let us suppose that B g B B contains r items from I . Let l, 
We define the weighting function V x as
Using the fact that -, we get 
a . We say that list L satisfies the Next Fit Maximality condition, if and
If a list L does not satisfy this condition, then one can construct a new list Ž . LЈ from L by reordering and splitting up of items such that NF LЈ ) Ž . NF L . Note that the optimal number of bins can never increase by applying these operations to the list. For a given list L, let k be defined by
We will show that we can always construct a new list LЈ from L such that Ž . NF LЈ s k. We will construct LЈ by specifying the Next Fit packing of LЈ.
Since k is the minimal number, for which the condition holds, we have
Ý Ži.
is1
We take and
The Next Fit packing of the modified list is constructed as follows. First, item a is placed as the first item in bin i q 1, 1 F i F k y 1. Then the
remaining items are split up and distributed over the bins such that bin i, Ž . 1FiFky1, receives a total size of 1 y s a q , and that bin k construction of LЈ. From the definition of k it immediately follows that LЈ satisfies the Next Fit Maximality condition.
In our worst case analysis of HF we will make use of the fact that if
Ž . holds for a list L, we can construct a list LЈ from L with NF LЈ G k. Now we will return to the worst case analysis of HF . In order to give an 4 ϱ Ž . upper bound for R 1 , we will first prove some lemmas that help us to
exclude lists from our analysis. Ž . Ž x c no bin in the optimal packing of LЈ contains 2 items of size , . 3 2 Proof. We will give such a construction. Suppose that there is a bin in 1 1 Ž x the optimal packing of list L that contains two items of size , . Then 3 2 we can replace these two items by one item of their combined size. Since 1 Ž x the number of bins that HF uses to pack items of size , 1 only depends 4 4 on the number of items in every subinterval, it fills one bin less of type I , 2 and one extra bin of type I . Of course, our adjustment of the list does not 1 change the optimal number of bins. 
LEMMA 6. From e¨ery list L we can construct a list LЈ that satisfies the conditions
Ž . Ž . Ž . a OPT LЈ s OPT L , Ž . Ž . Ž . b HF LЈ s HF L ,
LEMMA 7. From e¨ery list L we can construct a list LЈ that satisfies the conditions
and so L X can be further modified such that Next Fit will need at least 4 k q 1 bins. Since we need one bin less of type I and at least one bin more 4 4 Ž . c In the optimal packing of list LЈ there is at most one bin that Proof. As long as there are two bins in the optimal packing of L that 1 1 Ž x contain both one item from , together with items that are smaller than 3 2 1 or equal to , we apply the following procedure. Let us denote that two 4 1 1 Ž x items from , by a and a . We replace these two items by one large Ž . need at least as many I -bins as before. So, HF LЈ is greater than or 4 4 Ž . equal to HF L . 4 Ž .
LEMMA 9. From e¨ery list L we can construct a list LЈ that satisfies the conditions
holds. We will denote the gap in this inequality by ␦. We make the following adjustments to L. We choose such that 0 --␦r2. The items c , . . . , c are removed will need at least k y 1 bins. One can easily verify that
This gives us that ky3 ky2 Ž x 2. LЈ contains at most two items of size , . 4 3 3. In the optimal packing of list LЈ there is at most one bin that 4. In the optimal packing of list LЈ, there is no bin that contains 1 Ž x items from 0, only. 4 Because we are interested in the asymptotic worst case behavior of HF , Ž . cannot contain any item from I . From this we get that n F 2 n y n . S -ny y s y . I -bin to be less than full, but still it holds that this I -bin is more than 4 4 6 4 full. Therefore, we can bound the number of bins as 
ϱ Ž . ϱ Ž . R 1 F 1.7. Similar to the upper bound proof of R 1 , we will first H F H F 5 4 prove some lemmas that help us to exclude lists from our analysis. 4 2 Proof. Suppose that there is a bin in the optimal packing of list L that 1 1 Ž x contains two items of size , . Then we can replace these two items by 3 2 one item of their combined size. This does not change the optimal number of bins and the number of bins used by HF . 5 Suppose that there is a bin in the optimal packing of list L that contains 1 
