Introduction
Researchers may be motivated to employ principal components analysis (PCA) or factor analysis (FA) in order to facilitate the reduction of multicollinear measures for the sake of analytic dimensionality or as a means of exploring structures underlying multicollinearity of a data set; a critical decision in the process of using PCA or FA is the question of how many components or factors to retain (Preacher & MacCallum, 2003; Velicer & Jackson, 1990) . A growing body of review papers and simulation studies has produced a prescriptive consensus that Horn's (1965) 'parallel analysis' (PA) is the best empirical method for component or factor retention in principal components analysis (PCA) or factor analysis (FA) (Cota, Longman, Holden, & Fekken, 1993; Glorfeld, 1995; Hayton, Allen, & Scarpello, 2004; Humphreys & Montanelli, 1976; Lance, Butts, & Michels, 2006; Patil, Singh, Mishra, & Donavan, 2008; Silverstein, 1977; Velicer, Eaton, & Fava, 2000; Zwick & Velicer, 1986) . Horn himself subsequently employed PA both in factor analytic research (Hofer, Horn, & Eber, 1997) , and in assessment of factor retention criteria (Horn & Engstrom, 1979) , though he exhibited a methodological pluralism with respect to factor retention criteria. At least two papers assert that PA applies only to common factor analysis of the common factor model, which is sometimes termed 'principal factors,' or 'principal axes' (Ford, MacCallum, & Tait, 1986; Velicer et al., 2000) . This is unsurprising given the capacity of different FA methods and rotations to alter the sum of eigenvalues by more than an order of magnitude relative to P. From this point forward, FA shall refer to unrotated common factor analysis.
Horn's Parallel Analysis
The question of the number of components or factors to retain is critical both for reducing the analytic dimensionality of data, and for producing insight as to structure of latent variables (cf. Velicer & Jackson, 1990) . Guttman (1954) formally argued that because in PCA total variance equals the number of variables P, in an infinite population a theoretical lower bound to the number of true components is given by the number of components with eigenvalues greater than one. This insight was later articulated by Kaiser as a retention rule for PCA as the 'eigenvalue greater than one' rule (Kaiser, 1960) which has also been called the 'Kaiser rule' (cf. Lance et al., 2006) , the 'KaiserGuttman' rule (cf. Jackson, 1993) , and the 'K1' rule (cf. Hayton et al., 2004) . Assessing Kaiser's prescription, Horn observed that in a finite sample of N observations in P measured variables of uncorrelated data, the eigenvalues from a PCA or FA would be greater than and less than one, due to "sample-error and least squares bias." Therefore, Horn argued, when making a componentretention decision with respect to observed, presumably correlated data of size N observations by P variables, researchers would want to adjust the eigenvalues of each factor by subtracting the mean sample error from a "reasonably large" number K of uncorrelated N x P data sets, and retaining those components or factors with adjusted eigenvalues greater than one (Horn, 1965) . Horn also expressed the PA decision criterion in a mathematically equivalent way, by saying that a researcher would retain those components or factors whose eigenvalues were larger than the mean eigenvalues of the K uncorrelated data sets. Both these formulations are illustrated in Figure 1 which represents PA of a PCA applied to a simulated data set of 50 observations, across 20 variables, with two uncorrelated factors, and %50 total variance.
[ Figure 1 about here] Ironically, PA has enjoyed both a substantial affirmation in the methods literature for its performance relative to other retention criteria, while at the same time being one of the least often used methods in actual empirical research (cf. Hayton et al., 2004; Patil et al., 2008; Thompson & Daniel, 1996; Velicer et al., 2000) . Methods papers making comparisons between retention decisions in PCA and FA have tended to ratify the idea that PA outperforms all other commonly published component retention methods, particularly the commonly reported Kaiser rule and scree test 5 (Cattell, 1966) methods. Indeed, the panning of the eigenvalue greater than one rule has provoked harsh criticism: "The most disparate results were obtained… with the [K1] criterion…" (Silverstein, 1977 , page 398) "Given the apparent functional relation of the number of components retained by Kl to the number of original variables and the repeated reports of the method's inaccuracy, we cannot recommend the Kl rule for PCA." (Zwick & Velicer, 1986 , page 439) "…the eigenvaluesgreater-than-one rule proposed by Kaiser… is the result of a misapplication of the formula for internal consistency reliability." (Cliff, 1988, page 276 169-170 "With respect to the factor retention criteria, perhaps marketing journals, like some journals in psychology, should recommend strongly the use of PA or minimum average partial and not allow the eigenvalue greater than one rule as the sole criterion. This is essential to avoid proliferation of superfluous constructs and weak theories." More recent methods include the root mean square error adjustment which evaluates successive maximum likelihood FA models in a progression from zero to some positive number of factors for model fit (Browne & Cudeck, 1992; Steiger & Lind, 1980) , and bootstrap methods that account for sampling variability in the estimates of the eigenvalues of the observed data (Lambert, Wildt & Durand, 1990) , but have yet to be rigorously evaluated against one another and other retention methods. Recent rerandomizationbased hypothesis-test rules (Dray, 2008; Peres-Neto, Jackson & Somers, 2005) Research mentioning "factor analysis" or "principal components analysis", only 26 even mention PA as of May 1, 2008. I conjecture that one reason for the lack of widespread adoption of PA among researchers may have been the computational costs in PA due to generating a large number of data sets and performing repeated analyses on them. Both the PCA or FA and the generation of random data sets were computationally quite expensive prior to the advent of cheap and ubiquitous computing. The computational costs of Horn's PA method (and improvements on it) in the late 20 th century encouraged the development of computationally less expensive regression-based models to estimate PA results given only the parameters N and P (Allen & Hubbard, 1986; Keeling, 2000; Lautenschlager, 1989; Longman, Cota, Holden, & Fekken, 1989) . However, these techniques have been found to be imprecise approximations to actual PA results, and, moreover, to perform less reliably in making component-retention or factor-retention decisions. (Lautenschlager, 1989; Velicer et al., 2000) Another possible reason for the lack of the widespread adoption of PA by researchers is the lack of standard implementation in the more commonly used statistical packages including SAS, SPSS, Stata, R, and S-Plus. In fact, several proponents of PA in the literature have published programs or software for performing PA to address just this issue (Hayton et al., 2004; Patil et al., 2008; Thompson & Daniel, 1996) .
Asserted Distributional Requirements of Parallel Analysis
Among some PA proponents there is a history of asserting the sensitivity of PA to the distributional form of the simulated data used to conduct it. In his 1965 paper, Horn wrote that the data in the simulated data sets needed to be normally distributed, with no explicit indication of the 7 mean or variance of simulated data. Moreover, he asserted of PA that "if the distribution is not normal, the expectations outlined here need to be modified" (Horn, 1965, page 179) . Thompson and Daniel (1996, page 200) asserted that the simulated data in PA "requires a raw matrix of the same 'rank' as the actual raw data matrix. For example, if one had 1-to-5 Likert-scale data for 103 subjects on 19 variables, a 103-by-19 raw data matrix consisting of 1s, 2s, 3s, 4s, or 5s would be generated." And more recently, Hayton et al. (2004) wrote a review of component and factor retention decisions that justified the use of PA, and published SPSS code for conducting it.
However, in doing so, the authors made the following claim (page 198) about the distributional assumptions of the data simulated in PA:
In addition to these changes, it is also important to ensure that the values taken by the random data are consistent with those in the comparison data set. The purpose of line 7 is to ensure that the random variables are normally distributed within the parameters of the real data. Therefore, line 7 must be edited to reflect the maximum and midpoint values of the scales being analyzed. For example, if the measure being analyzed is a 7-point Likert-type scale, then the values 5 and 3 in line 7 must be edited to 7 and 4, respectively. Lines 14 and 15 ensure that the random data assumes only values found in the comparison data and so must be edited to reflect the scale minimum and maximum, respectively. This claim was described operationally in the accompanying code on page 201: 7) COMPUTE V = RND (NORMAL (5/6) + 3). 8) COMMENT This line relates to the response levels 9) COMMENT 5 represents the maximum response value for the scale. 10) COMMENT Change 5 to whatever the appropriate value may be. 11) COMMENT 3 represents the middle response value. 12) COMMENT Change 3 to whatever the actual middle response value may be. 13) COMMENT (e.g., 3 is the midpoint for a 1 to 5 Likert scale). 14) IF (V LT 1)V = 1. 15) IF(V GT 5)V = 5.
The three notable features of the claim by Hayton et al. (2004) , are (1) that the simulated data must be normally distributed, (2) that they have the same minimum and maximum values as the observed data, and (3) that the mid-point of the range of observed data must serve as the mean of the simulated data. This is a stronger injunction than Horn's and that made by Thompson and Daniel. This claim is interesting since Hayton et al. (2004) employed in their article a Monte Carlo sampled greater-than-median percentile estimate of sample bias published by Glorfeld (1995) .
However, Glorfeld included a detailed section in his article in which he found his extension of PA insensitive to distributional assumptions (Glorfeld, 1995, pages 383-386) using normally-, uniformly-, and G-distributed simulations, and simulations mixing all three of these distributions.
In order to assess whether PA is sensitive to the distributional forms of simulated data, and in particular to attend to the distributional prescriptions by Hayton et al. (2004) , I conducted parallel PCAs and maximum likelihood FAs on nine combinations of number of observations and number of variables using ten different distributional assumptions. The results of PA could only be affected by the distribution of randomly generated data through the estimates of random eigenvalues due to "sample-error and least squares bias." Therefore, I examine differences in these estimates, rather than interpreting adjusted eigenvalues.
In varying the distribution of random data, I emphasized varying the parameters of the normal distribution to carefully attend to the claims by Hayton et al. (2004) , attended to the implication that the simulated data required the same univariate distribution as the observed data by employing two resampling methods (rerandomization, and bootstrap), and explored the sensitivity of PA to distributions that varied the skewness and kurtosis of the simulated data while maintaining the same mean and variance as the observed data. I also included binomially distributed data with extremely different distributional forms than the observed data.
I conducted a simulation experiment to test whether PA in PCA and FA is sensitive to the specific distribution of the data used in the randomly generated data sets used in it. I varied the 9 distributional properties of the random data among parallel analyses in PCA and FA on simulated data sets as described below.
Method

Distributional Characteristics of Random Data for Parallel Analysis
I contrasted ten different distribution methods (A-J) for the simulation portion of PA as described below.
Method A: Each variable was drawn from a uniform distribution with mean of zero, and variance of one to comply with Horn's (1965) assertion.
Method B:
As described by Hayton et al. (2004) , each variable was drawn from a normal distribution with mean equal to the mid-point of the observed data, variance nominally equal to the observed variance, and which was bounded within the observed minimum and maximum by recoding values outside this range to boundary values. The variance was nominal, because the recoding of extreme values of simulated data tended to shrink its variance.
Method C: Each variable was drawn from a normal distribution with a random mean and variance.
Method D: Each separate simulated variable was drawn from a rerandomized sample of the univariate distribution of a separate variable in the observed data (i.e. resampling without replacement) to provide simulated data in which each variable has precisely the same distribution as the corresponding observed variable.
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Method E: Each separate simulated variable was drawn from a bootstrap sample of the univariate distribution of each separate variable in the observed data with replacement to provide simulated data in which each variable estimates the population distribution producing the univariate distribution of the corresponding observed variable.
Method F: Each variable was drawn from a Beta distribution with ! = 2 and " = .5, scaled to the observed variance and centered on the observed mean, in order to produce data distributed with large skewness (-1.43 ) and large positive kurtosis (1.56).
Method G: Each variable was drawn from a Beta distribution with ! = 1 and " = 2.86, scaled to the observed variance and centered on the observed mean, in order to produce data distributed with moderate skewness (0.83) and no kurtosis (<0.01).
Method H: Each variable was drawn from a Laplace distribution with a mean of zero and a scale parameter of one, scaled to the observed variance and centered on the observed mean, in order to produce data distributed with minimal skewness (mean skewness > 0.01 for 5000 iterations) and large positive kurtosis (mean kurtosis is 5.7 for 5000 iterations).
Method I: Each variable was drawn from a binomial distribution, with each variable having a randomly assigned probability of success drawn from a uniform distribution bounded by 10/N to 1-10/N.
Method J: Each variable was drawn from a uniform distribution with minimum of zero and maximum of one. This is the least computationally intensive method of generating random variables.
Data Simulated With Pre-Specified Component/Factor Structure
In order to rigorously assess whether PA is sensitive to the distributional form of random data, nine data sets were produced with low, medium and high values of the number of observations N (75, 300, 1200) and low, medium and high values of the number of variables P (10, 25, 50). Other characteristics such as the uniqueness of each variable, the number of components or factors, and factor correlations were not considered in these simulations, because they affect neither the construction of random data sets, nor the estimates of bias in classical PA in any way. Having variables with differing distributions (particularly those that may look like the Likert-type data appearing in scale items) also offers an opportunity to evaluate the performance of, for example, the two resampling methods in producing unbiased eigenvalue estimates. Each data set D was produced as described by Equation 1.
(
Where:
L is the component/factor loading matrix, and is defined as a P by F matrix of random values distributed uniform from -4 to 4.
F is a random integer between 1 and P for each data set.
C is the component/factor matrix, and was defined as an N by F matrix of random variables. The values of each factor was distributed Beta with ! distributed uniform with minimum of two and maximum of four, and "=0.8. (Equation 2 ). The linear combination of these factors produced variables that also had varying distributions. (see Figure 2 )
U is the uniqueness matrix of a simulation, and describes how much random error contributes to each variable relative to the component/factor contribution. U is defined as an N by P matrix of random values distributed uniformly with mean of zero and variance of one.
[ Figure 2 about here]
Data Analysis of Simulation
All distribution methods were applied to parallel analyses to estimate means and posterior 95% quantile intervals of the eigenvalues of 5,000 random data sets each. The 97.5 th centile allowed an assessment of the sensitivity of Glorfeld's PA variant to different random data distributions.
Each analysis was also replicated using only 50 iterations to assess whether any sensitivity to distributional form or parameterization depends on the number of iterations used in PA. Each PA was conducted for both a PCA and an unrotated common FA on each of the nine simulated data sets. Multiple ordinary least squares (OLS) regressions were conducted for all eigenvalues corresponding to each data set, upon effect coded variables for each random data distribution for parallel analyses with 5,000 and with 50 iterations. This is indicated in Equation 3, where p indexes the first through tenth eigenvalues, r indicates the average is over the random data sets, and # is distributed standard normal. Multiple comparisons control procedures were used because there were 2550 comparisons made for each of the four analyses (three data sets times ten mean eigenvalues times ten methods, plus three data sets times 25 mean eigenvalues times ten methods, plus three data sets times 50 mean eigenvalues times ten methods). Strong control of the familywise error rate is a valid procedure to account for multiple comparisons when an analysis produces a decision of one best method among a number of competing methods, (Benjamini & Hochberg, 1995) , and therefore the Holm adjustment was employed as a control procedure (Holm, 1979) . However, multiple comparisons procedures with weak control of the familywise error rate provide more power, so a procedure (Benjamini & Yekutieli, 2001 ) controlling the false discovery rate was also used to allow patterns in simulation method to emerge.
All analyses were carried out using a version of paran, (freely available for Stata by typing "net describe paran, from(http://www.doyenne.com/stata)" within Stata, and for R at http://cran.rproject.org/web/packages/paran/index.html and on the many CRAN mirrors). A modified version of paran for R was used to accommodate the different data generating methods described above.
This modified file, and a file used to generated the simulated data presented here are available at:
http://doyenne.com/Software/files/PAInsensitivityFiles.zip.
Data Analysis of Empirical Data
PA using the ten distributional models described above was also applied to coded responses from the National Comorbidity Survey Replication (NCS-R) portion of the Collaborative Psychiatric Epidemiology Surveys 2001 -2003 (Pennell et al., 2004 . This analysis employed 51 variables from questions loosely tapping the Axis I and Axis II conceptual domains of depression, irritability, anxiety, explosive anger, positive affect, and psychosis (i.e. variables NSD1-NSD5J, excluding variables NSD3A and NSD3B). Analyses were performed using 5,000 iterations for both PCA and common FA, and both classical PA and PA with a Monte Carlo extension at the 97.5 th centile.
Results
Results for Simulation Data Analysis
The first, third and fifth mean eigenvalues with 95% quantile intervals are presented in Table   1 (PCA) and The means and standard deviations of the mean and quantile estimates across all distribution methods for each data set are presented for PA with PCA in Table 3a (5000 iterations) and Table 3b (50 iterations), and presented for PA with common FA in Table 4a (5000 iterations) and Table 4b (50 iterations). The extremely low standard deviations quantitatively characterize the between distribution differences in eigenvalue estimates of random data sets, even for the analyses with only 50 iterations, and are evidence of the absence of an effect of the distributional form of simulated data in PA. None of the distribution methods consistently overestimate or underestimate the mean or quantile of the random data eigenvalues. These results are represented visually in Figures 3a and   3b , which show essentially undifferentiable random eigenvalue estimates across all distribution methods for low N and high P for both PCA and FA with 5,000 iterations. These results suggest that mean and centile estimates of Horn's "sample-error and least squares bias" (1965, page 180) are insensitive to distributional assumptions. High variances for 50-iteration analyses relative to the 5,000 iteration analyses suggest that Horn's "sufficiently large" K may require many iterations.
[Figures 3a and 3b about here]
As shown in Table 5 , only the Laplace distribution (high kurtosis, zero skewness), was ever a significant predictor in the multiple OLS regressions using the Holm procedure to account for multiple comparisons; specifically in 6 out of 255 tests for the PA using common FA with 5000
iterations. When accounting for multiple comparisons using the false discovery rate procedure, a few methods were found to be significant for each of the four parallel analyses. None of the distribution methods were found to be significant predictors across all four analyses, although method H, appears to be slightly more likely to predict in parallel analyses using 5000 iterations. The absence of a clear pattern in predicting eigenvalues, and the very small number of significant predictions out of the total number of tests (<1% in all eight cases) supports the idea that the distribution of random data in PA is unrelated to the distribution of eigenvalues.
Results for Empirical Data Analysis
The results for the NCS-R data ( an empirical data set were more striking with almost no variance in the adjusted eigenvalues for either PCA or FA, for PA with and without Monte Carlo.
Strengths and Limitations
Because the distribution of random data used in Horn's PA can only affect the analysis though estimates based on random eigenvalues, this simulation study did not consider variation or heterogeneity in the number of true components or factors, uniqueness, correlations among factors, or patterns in the true loading structure. The finding of simulated data insensitivity holds for changes in any of these qualities.
I conclude that component-retention decision guided by 'classical' PA and the large-sample
Monte Carlo improvement upon it, are unaffected by the distributional form of the random data in the analysis. There appears to be no reason to use anything other than a simple data-generation scheme when conducting PA. Given the computational costs of the more complicated distributions for random data generation (e.g. rerandomization takes longer to generate than uniformly distributed numbers), and the insensitivity of PA to distributional form, there appears to be no reason to use anything other than the simplest distributional methods such as uniform(0,1) or standard normal distributions.
Postscript
A reply to the current article was written by Dr. James Hayton, and is published immediately following the current article. This postscript contains a short reply by the author to the comments from Dr. Hayton.
Hayton makes several important points in response to my article. We disagree somewhat as regards the historical assertion of a requisite distributional form of the random data employed in PA, but are largely in agreement as to the implications of the insensitivity to distributional form which I report, and strongly agree with one another as regards the need for editors of research journals to push for better standards in acceptance of submitted research.
It is indeed the case that prior scholars have asserted the necessity of specific distributional forms for the simulation data in PA. In Horn's seminal article, this is a subtle point couched in the behavior of correlation matrices motivating the entire article, and is debatably an assertion of necessity. Subsequent authors have been more blunt. As I quoted them in this article, Thompson and Daniels were explicit in linking "rank" to the distributional properties of the simulation-in their case giving an example of how to simulate a discrete variable. Hayton et al, clearly and unambiguously describe simulation using the observed number of observations and variables in the last paragraph on page 197 of their article. So, in the first paragraph of the next page, it is difficult to read their stressed importance of ensuring "that the values taken by the random data are consistent with those in the comparison set," (emphasis added) as anything other than a distributional requisite. This is also evident in the comments of their SPSS code regarding the distributional particulars of the simulation, such as mid-points, maximum, etc.. In any event, in this article and Hayton's response to it the question of a distributional requirement has been explicitly raised, and the importance of its answer considered. In point of historical fact, rather than invoking a straw man, my study was motivated by the concrete programming choices and challenges I faced in writing software which cleaved to published assertions about how to perform PA.
Hayton and I agree that PA appears to be insensitive to distributional form of its simulated data as long as they are independently and identically distributed. We also agree that this gives researchers the advantage of dispensing with both computationally costly rerandomization methods, and with related issues of inferring the distribution of the process generating the observed data. As a direct consequence parallel analysis software can implement random data simulation in the computationally cheapest manner, and researchers can confidently direct their concerns to issues other than the distributional forms of observed data.
PCA and FA are major tools in scale and theory development in many scientific disciplines.
Dimensionality, and the question of retention are critical in application, yet, as Hayton eloquently argues, best practice is impeded by researcher and editor complicity in the sanction of the K1 rule. I
wonder if funders' methodology reviewers are also complicit. Certainly, Hayton is correct to draw attention to the complicity of the designers of the default behavior of major statistical computing packages. Until some definitive improvement comes along, PA can serve as a standard by which empirical component or factor retention decisions are made. As there are a growing number of fast free software tools available for any researcher to employ, the bar ought to be raised. Table 1 footnote Analyses using 5,000 iterations each with 95% quantile intervals of nine data sets using ten different distributions. Simulated data sets vary in terms of low (l), medium (m), or high (h) numbers of observations (N) and numbers of variables (P). The upper quantile is an implementation of Glorfeld's (1995) estimate. Table 2 footnote Analyses using 5,000 iterations each with 95% quantile intervals of nine data sets using ten different distributions. Simulated data sets vary in terms of low (l), medium (m), or high (h) numbers of observations (N) and numbers of variables (P). The upper quantile is an implementation of Glorfeld's (1995) estimate. Table 3a footnote Analyses using 5,000 iterations each, and ten different distributional methods. Table 4a footnote Analyses using 5,000 iterations each, and ten different distributional methods. Table 4b footnote Analyses using 50 iterations each, and ten different distributional methods. Graphical illustration of parallel analysis on a simulated data set of 50 observations, across 20 variables, with two uncorrelated factors, and %50 total variance. The dashed line connects unadjusted eigenvalues of the observed data, the dotted line connects mean eigenvalues of 600 random 50*20 data sets, and the solid line connects adjusted eigenvalues (i.e. subtracting the mean eigenvalues minus one from the observed eigenvalues). The retention criterion is the point at which the adjusted eigenvalues cross the horizontal line at y=1, which is the same point at which the unadjusted eigenvalues cross the line of mean eigenvalues of the random data sets. The solid adjusted eigenvalue markers are those components (or factors, if using factor analysis) that are retained. 
Caption for Figures 3a and 3b
Plot connecting the means (black) and 95% quantiles (grey) of 5000 random eigenvalues for simulated data sets with 75 observations and 50 variables for parallel analyses conducted with ten different random data distributions for principal components analysis (3a) and factor analysis (3b). The near perfect overlap of the means and quantiles across the entire range of factors with such a small sample size illustrates the absolute or virtual insensitivity of parallel analysis to the distributional form of simulated data.
