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Abstract—We consider a molecular communication system
comprised of a transmitter, an absorbing receiver, and an
interference source. Assuming amplitude modulation, we analyze
the dependence of the bit error rate (BER) on the detection
interval, which is the time within one transmission symbol
interval during which the receiver is active to absorb and detect
the number of information-carrying molecules. We then propose
efficient algorithms to determine the optimal detection interval
that minimizes the BER of the molecular communication system
assuming no inter-symbol interference (ISI). Simulation and
numerical evaluations are provided to highlight further insights
into the optimal results. For example, we demonstrate that the
optimal detection interval can be very small compared to the
transmission symbol interval. Moreover, our numerical results
show that significant BER improvements are achieved by using
the optimal detection interval for systems without and with ISI.
I. INTRODUCTION
Molecular communications (MC) is an exciting new
paradigm that overcomes fundamental limits of size and oper-
ating environments in traditional radio frequency (RF)-based
communication systems. Molecular communications is well-
suited to challenging environments such as tunnels, pipelines,
or salt water, where RF waves suffer extreme attenuation [2].
In addition, molecular communications is biocompatible and
therefore can be used in human bodies for health monitoring,
disease detection, or drug delivery [3].
A promising platform for molecular communications is
nano-machines, which will be able to perform more com-
plex tasks if they can mutually communicate. Since each
nano-machine can perform simple operations, an essential
requirement in molecular communications is simplicity. For
example, only simple modulation techniques can be used in
molecular communications, such as amplitude modulation,
where information is embedded into the number of released
molecules at the transmitter. In addition, only simple receivers
can be employed. Two types of simple molecular receivers for
amplitude modulation have been proposed in the literature so
far; a passive and an absorbing receiver. A passive receiver
is a receiver that observes and counts molecules in the re-
ceiving area at a specific sampling instant without disrupting
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the movement of the molecules. An absorbing receiver is
a receiver that absorbs and counts molecules reaching the
receiver within a given detection interval. We note that both
passive and absorbing receivers can be realized by artificial
cells or nano-machines [4], [5].
In general, the performance of a molecular communication
system can be improved by adjusting the sampling instants
for passive receivers or the detection interval for absorbing
receivers. This paper investigates the latter and proposes
algorithms that optimize the detection interval of an absorb-
ing receiver in order to minimize the bit error rate (BER)
when the molecular communication system is affected by
an unintended transmitter from another communication link.
This is motivated by the fact that if a molecular communica-
tion system for nano-machines would be deployed in a real
environment, the communication session would experience
interference from various external sources such as biochemical
processes, leaking vesicles, or other unintended transmitters
[6]. In particular, sensor networks may have multiple com-
munication links using the same type of molecules and the
same designs of transmitters and receivers since the options of
suitable molecular types and their corresponding transceivers’
designs, e.g., suitable sensors, in a specific environment can
be limited and a unified design is convenient to expand the
network. Hence, transmitters from these communication links
result in external interference to each other, which has not
been considered in the literature. Since nano-machine require
simplicity, we need to find a simple solution to mitigate
the impact of the interference. Related works on BER in
molecular communication systems with multiple transmitters
include papers such as [6] and [7]. However, in these works,
the detection interval is equal to the transmission symbol
interval.
For passive receivers, the optimal sampling instant at which
the receiver observes the largest number of molecules within
one transmission symbol interval was derived in [8] and
[9]. In [10], a passive receiver that observes multiple sam-
pling instants during each transmission symbol interval was
considered and maximum-likelihood detection was applied
across all observation samples. Thereby, it was observed that
the BER decreases when the number of samples increases,
which is intuitive since more information is received. Recently,
approximate closed-form expressions for the optimal number
of samples and the optimal position of each sample within
one transmission symbol interval that minimize the BER were
analyzed in [11].
For absorbing receivers, most existing works [12]–[14]
assume that the detection interval is equal to the transmission
symbol interval. Exceptions are the works in [11], [15]–[17],
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2which considered variable detection intervals. However, [11],
[15]–[17] did not consider the impact of external interference
from an unintended transmitter when optimizing the detec-
tion interval in terms of the system performance and only
considered the internally generated inter-symbol interference
(ISI) and constant-mean noise from the environment. The
detection interval was optimized for minimizing the BER in
[11], [15], [17], and for maximizing the capacity in [16] 1.
Moreover, [11], [15], [16] determined the optimal detection
time interval by exhaustive search, whereas [17] derives an
approximately optimal detection time interval. Whereas, in this
work, we consider both ISI and external interference from
an unintended transmitter, whose conditional mean in each
symbol interval varies depending if the unintended transmitter
transmits bits “0” or “1”. Thereby, we propose two efficient
algorithms to optimize the detection interval for minimizing
the BER in a one dimensional (1D) MC system, which finds
application in long narrow tube environments, and a three
dimensional (3D) MC system, which finds application in free-
space environments. We consider the most simple case, i.e., the
1D system, and the most general case, i.e., the 3D system, as
the two dimensional system can be straightforwardly analyzed
by using the same framework.
In this paper, we use the Binomial distribution to accurately
describe the number of received molecules at the absorbing
receiver [18], [19]. In addition, the Poisson and Gaussian
distributions are also used since they provide an approximation
of the number of received molecules which is much easier to
analyze [6], [7], [9]–[11], [13], [14], [20], [21]. However, note
that the accuracy of the Poisson and Gaussian distributions
does not always hold, as discussed in [18] and [22]. We
investigate the molecular communication system both in a
1D space as in [23] and [24] as well as in a 3D space as
in [9]–[11]. In addition, we investigate the interesting case,
from a practical perspective, of an interference source with
an unknown location in a 1D system, which has not been
considered in the literature so far. Our numerical results show
that using the optimal detection interval, obtained by our
proposed algorithms, leads to high performance in terms of
BER.
The main contributions of this work can be summarized as
follows:
‚ We derive the BER of a MC system affected by external
interference from another communication link in 1D and
3D environments, when the system is impaired and is
not impaired by ISI and when maximum likelihood (ML)
detection is used. We consider three cases, i.e., when the
Binomial, Poisson, and Gaussian distributions are used
for the analysis, respectively.
‚ We optimize the detection interval and show that the
system performance in terms of BER is improved sig-
nificantly by choosing a suitable detection interval, for
which we design a simple algorithm.
‚ We optimize the detection interval and improve the BER
1The period length τ in which molecules are absorbed by the receivers
and removed from the environment, i.e., the period that is not the detection
interval, was investigated and defined in [15] as the cleanse time.
even when the interference is at an unknown location in
a 1D system.
This paper expands its conference version [1] where the
analysis with approximations, i.e., when the Poisson and
Gaussian distributions are used, and the ISI impact on the
system are not included.
The remainder of this paper is organized as follows. In
Section II, we introduce the system and channel models for
1D and 3D environments. In Section III, we construct an
optimization problem of the optimal detection interval and
derive the BER of the systems. Section IV proposes algorithms
that optimize the detection interval in terms of BER. Section V
extends the investigation of the optimal detection interval to an
interference source at an unknown location. Numerical results
are provided in Section VI, and Section VII concludes the
paper.
II. SYSTEM AND CHANNEL MODELS
In the following, we present the system and channel mod-
els for our proposed molecular communication systems with
interference.
A. System Model
We consider a 1D unbounded MC system and a 3D un-
bounded MC system. The 1D system is comprised of a point
transmitter Tx, a point absorbing receiver Rx, and a point
interference source Ix. The interference source Ix is assumed
to be a transmitter from another communication link that
employs the same modulation and molecule type as Tx. Rx
is assumed to be at distances d and dI from Tx and Ix,
respectively, as shown in Fig. 1. The 3D system is comprised
of a spherical absorbing receiver Rx with radius arx, a point
transmitter Tx at a distance d from the center of the receiver,
and a point interference source Ix at a distance dI from the
center of the receiver. Note that the Tx and Ix do not need
to be located on one side of the Rx in a 1D system or be
aligned with Rx in a 3D system. The analysis in this paper
applies to any relative positions of the transceivers that satisfies
their respective distances. We assume that the movement of
the molecules in space follows a Brownian motion [25]. We
assume that both the intended and interfering transmitters, Tx
and Ix, do not affect the diffusion of the molecules after they
are released at the transmitters and that the receiver absorbs
all molecules that reach it.
We assume amplitude modulation, i.e., that information bits
are modulated by the number of released molecules from the
transmitter. Let the number of released molecules at Tx during
the j-th transmission symbol interval be denoted by XpjqT ,
where XpjqT P tN0, N1u, N1 ą N0. For brevity, we use XT
for arbitrary j, i.e., when there is no need to specify j. When
XT “ N0, then bit “0” is assumed to be transmitted and
when XT “ N1, then bit “1” is assumed to be transmitted.
We consider XT P tN0, N1u instead of on-off keying to
generalize the analysis so that it can be applied to higher-
order modulation, e.g., XT P tN0, N1, N2, N3u, in future
work. This is also motivated by the fact that using a zero
release rate of molecules is not common in cell signaling in
3Ix Tx Rx
dI
d
Fig. 1. System model comprised of a transmitter, Tx, an interference source,
Ix, and a receiver, Rx.
nature [26]. We assume that the bits transmitted by Tx are
uncoded. As a result, the receiver is assumed to perform bit-
by-bit detection of the received molecules. For the interference
transmitter, the number of molecules released by Ix during
the transmission symbol interval j is denoted by XpjqI , where
X
pjq
I P tN0, N1u. Similar to XpjqT , for brevity, we use XI
for arbitrary j, i.e., when there is no need to specify j. We
assume that the transmitted bits from Tx and Ix have equal-
probabilities of occurrence defined, respectively, as
PXT pxT “ N0q “ PXT pxT “ N1q “ 12 (1)
and
PXI pxI “ N0q “ PXI pxI “ N1q “ 12 . (2)
Let Tb denote the duration of the transmission symbol
interval during which one information bit is transmitted at Tx.
We assume instantaneous release and molecules are released at
the beginning of Tb. Let Tr denote the duration of the detection
symbol interval during which Rx absorbs and counts the
number of absorbed molecules in order to detect a transmitted
information bit. We assume that Tx, Ix, and Rx are synchro-
nized, which can be done using already available techniques
in the literature such as the peak of the received molecular
signal [27], [28], the arrival time of the molecules [29], the
probability of molecules hitting a receiver [30], a two-way
message exchange between the two nanomachines [31], two
types of molecules for synchronization and data transmission
[32], [33]. Hence, we assume that the transmission symbol
intervals of Tx and Ix have the same duration and start at the
same instant, which is also the starting instant of Tr.
Remark 1: For a simple receiver without memory, the
detection symbol intervals cannot overlap with each other, i.e.,
each detection symbol interval must start after the previous one
has ended. In addition, Tr must be less or equal to Tb, i.e.,
Tr ď Tb has to hold. Otherwise, if Tr ą Tb, the detection
symbol interval for the j-th transmitted bit (j " 1) will start
after a long period from the start of the j-th bit transmission
symbol interval. In that case, the probability of receiving
molecules belonging to the j-th bit approaches zero as j
increases, since most of those molecules would be absorbed in
the previous detection symbol intervals. Note that, at time t,
where Tr ă t ă Tb, molecules should still be absorbed at Rx
in order to limit ISI. However, we assume that these molecules
are not included in the decision of the considered bit.
B. Channel Model
At the receiver, the information bits are detected based on
the number of absorbed molecules during the detection symbol
interval Tr. Let Y
pjq
T and Y
pjq
I denote the number of received
molecules at Rx during the interval Tr of the j-th bit which
are released from Tx and Ix at the beginning of the j-th bit
interval, respectively. Then, according to [18], Y pjqT and Y
pjq
I
follow Binomial distributions, i.e., Y pjqT „ Binom
´
X
pjq
T , pd
¯
and Y pjqI „ Binom
´
X
pjq
I , pdI
¯
, respectively, where XpjqT , pd,
X
pjq
I , and pdI are parameters of the distributions. In particular,
pd and pdI are the probabilities that a molecule released from
Tx and Ix at the beginning of Tb arrives at Rx, placed at
distance d from Tx and dI from Ix, within the interval Tr,
respectively. Similar to XT and XI, for brevity, we use YT
and YI for arbitrary j, i.e., when there is no need to specify
j.
The probability mass function (PMF) of YT conditioned on
XT is given by
PYT|XT pyT|xTq “
ˆ
xT
yT
˙
pyTd p1´ pdqxT´yT . (3)
The PMF of YI conditioned on XI is then given by
PYI|XI pyI|xIq “
ˆ
xI
yI
˙
pyIdIp1´ pdIqxI´yI . (4)
In a 1D unbounded environment, pd and pdI are given,
respectively, by [2]
pd “ erfc
ˆ
d
2
?
DTr
˙
, (5)
pdI “ erfc
ˆ
dI
2
?
DTr
˙
, (6)
where erfcp.q is the complementary error function and D is
the diffusion coefficient.
In a 3D unbounded environment, pd and pdI are given
respectively by [2], [34]
pd “ r
d
erfc
ˆ
d´ r
2
?
DTr
˙
, (7)
pdI “ rdI erfc
ˆ
dI ´ r
2
?
DTr
˙
. (8)
Since we consider Ix from an unintended transmitter, trans-
mitting to a different absorbing receiver, the absorbing receiver
of the unintended transmitter can affect the absorptions of
the molecules transmitted from Tx. Thus, the number of
absorbed molecules at Rx may be reduced compared to the
case when there is only one absorbing receiver. A few works
have considered this effect [35]–[37]. In [35], the interference
receiver is assumed to be located at specific positions, i.e.,
aligned on a line or on a circle on the same plane with the
transmitter and the target receiver. In [36], the impact of the
two receivers on each other was investigated by simulation.
In [37], a channel model was proposed based on a simulation
fitting algorithm. However, in this work, we assume that this
4effect is negligible. In fact, for the parameters chosen in
this work, it is shown in Section VI that the impact is not
significant. The results in the literature that investigate this
effect can be applied in our proposed framework by using
the corresponding expressions of pd and pdI impacted by two
receivers.
In the following, we first formulate the general problem for
optimizing the detection interval, Tr, that minimizes the BER.
We then assume the system is without ISI in order to derive the
optimal detection and a tractable BER expression that can be
used for optimizing Tr. Next, we derive the optimal detection
for the system with ISI and discuss the optimization of Tr for
this system.
III. PROBLEM FORMULATION AND DETECTIONS
A. Problem Formulation
The absorbing receiver detects the transmitted information
based on the number of received molecules. Moreover, the
numbers of information and interference molecules received
at Rx, i.e., YT and YI, depend on pd and pdI , respectively, and
thus depend on Tr due to (7) and (8). Therefore, the BER of
the system, denoted by Pb, is a function of Tr. Since Tr can
be varied at the receiver, we can find the optimal detection
interval T ‹r that minimizes the BER. More precisely, T ‹r is
found from the following optimization problem
T ‹r “ arg min
0ďTrďTb
Pb. (9)
In order to solve the optimization problem in (9), we need to
find the expression of the BER as a function of Tr.
In order to focus on the effect of interference from Ix and
find a simple expression of the BER, we first assume that the
ISI is negligible at the Rx. This assumption becomes valid by
setting the transmission symbol interval Tb to be long enough
such that most of the molecules transmitted from previous
transmission symbol intervals arrive at the Rx, such as in [24]
and [38], or by using enzymes to react with the remaining
molecules in the environment, such as in [18].
In order for the detection process to be optimal, in terms of
minimizing the BER, we consider ML detection at the receiver.
We first consider a ML detection for the system assuming no
ISI in order to solve the optimization problem (9). We then
consider a ML detection for the systems with ISI.
B. Maximum Likelihood Detection without ISI
For the ML detection, the receiver decides whether XT “
N0 or XT “ N1 based on the following decision function
XˆT “ arg max
XTPtN0,N1u
PY |XT py|xTq , (10)
where XˆT is the detection of XT, Y is the total number of
molecules received at the receiver during the detection symbol
interval Tr from both transmitters, given by
Y “ YT ` YI, (11)
and PY |XT py|xTq is the conditional PMF of the total number
of received molecules, Y , conditioned on the number of
transmitted molecules from Tx being XT. Assuming no ISI,
PY |XT py|xTq can be obtained as
PY |XT py|xTq “ PY |XT,XI py|xT, xI “ N0qPXI pxI “ N0q
` PY |XT,XI py|xT, xI “ N1qPXI pxI “ N1q ,
(12)
where PY |XT,XI py|xT, xIq is the conditional probability of
receiving Y molecules at the receiver when XT and XI
molecules are released from the transmitters Tx and Ix,
respectively, and PXI pxIq is the probability of releasing XI
molecules from Ix.
Let Z0 and Z1 be two sets comprised of numbers of received
molecules, Y , for which the probability PY |XT py|xT “ N0q
is larger than the probability PY |XT py|xT “ N1q and vice
versa, respectively. Then, (10) is equivalent to the following
XˆT “ arg max
XTPtN0,N1u
PY |XT py|xTq
“
#
N0, if PY |XT py|xT “ N0q ą PY |XT py|xT “ N1q
N1, if PY |XT py|xT “ N1q ě PY |XT py|xT “ N0q
“
#
N0, if y P Z0
N1, if y P Z1. (13)
The sets Z0 and Z1 can be obtained by comparing
PY |XT py|xT “ N0q and PY |XT py|xT “ N1q for each y in
the interval 0 ď y ď 2N1. Note that the sets Z0 and Z1 can
be calculated offline by the system designer and then stored
at the receiver. For optimal detection, the receiver only needs
to compare whether the received number of molecules, Y ,
belongs to the set Z0 or the set Z1 and make a decision using
(13). Hence, the computational complexity of the proposed
decision rule is low, which makes it suitable for a simple
receiver.
Having defined the decision rule, given by (13), the BER
can be obtained as
Pb “ PXˆT|XT p xˆT “ N0|xT “ N1qPXT pxT “ N1q
` PXˆT|XT p xˆT “ N1|xT “ N0qPXT pxT “ N0q , (14)
where PXˆT|XT p xˆT|xTq is the PMF of detecting XˆT given
that XT was transmitted at Tx, and PXT pxTq is the proba-
bility of releasing XT molecules at Tx.
Now, to derive the BER as a function of Tr from (14), we
first need to find PXˆT|XT pxˆT|xTq. To this end, we use (13).
Due to (13), we have
PXˆT pxˆT “ N0q “
ÿ
yPZ0
PY pyq , (15)
and
PXˆT pxˆT “ N1q “
ÿ
yPZ1
PY pyq . (16)
Thereby,
PXˆT|XT p xˆT “ N0|xT “ N1q “
ÿ
yPZ0
PY |XT py|xT “ N1q ,
(17)
5and
PXˆT|XT p xˆT “ N1|xT “ N0q “
ÿ
yPZ1
PY |XT py|xT “ N0q .
(18)
Now, we need to obtain PY |XT py|xTq from (12) and insert
it into (17) and (18). To this end, we first need to find
PY |XT,XI py|xT, xIq. Since YT and YI are independent, the
PMF of Y “ YT ` YI can be found as a convolution of the
PMFs of YT given XT and the PMF of YI given XI, as
PY pyq “
yÿ
i“0
PYT piqPYI py ´ iq . (19)
Conditioning both sides of (19) on XT and XI, we obtain
PY |XT,XI py|xT, xIq “
yÿ
i“0
PYT|XT,XI p i|xT, xIq (20)
ˆ PYI|XT,XI py ´ i|xT, xIq .
Now, since YT and YI are independent of XI and XT,
respectively, (20) can be written as
PY |XT,XI py|xT, xIq “
yÿ
i“0
PYT|XT p i|xTqPYI|XI py ´ i|xIq .
(21)
We now have all necessary expressions to write Pb in (14)
as a function of Tr. To this end, we insert the PMF expressions
in (3) and (4) into (21), then insert (21) and (2) into (12), and
obtain the conditional PMF PY |XT py|xTq. Finally, inserting
PY |XT py|xTq from (12) into (17) and (18) and then inserting
them and (1) into (14), we derive the closed-form expression
of the BER in (22), given at the bottom of this page. We note
that (22) is a general expression of the BER that holds for
1D and 3D environments by substituting the corresponding
distributions for pd and pdI given in (5), (6), (7), and (8).
C. Maximum Likelihood Detection with ISI
We now relax the assumption of negligible ISI in the
previous subsection and consider ML detection for a channel
with memory L, i.e., the molecules received at Rx during one
bit interval are released from Tx and Ix during the current
and L ´ 1 previous bit intervals. Since we now consider a
sequence of multiple bits, we use the superscript to denote the
bit interval. The total number of received molecules during the
detection interval of the j-th bit is then equal to
Y pjq “
L´1ÿ
l“0
Y
pj´lq
T `
L´1ÿ
l“0
Y
pj´lq
I . (23)
PY |XT py|xTq is now given by
P
Y |XpjqT
´
y|xpjqT
¯
“ 1
22L´1
(24)
ˆ
ÿ
XTpjq,XIpjq
PY |XTpjq,XIpjq
´
y|xTpjq,xIpjq
¯
,
where XTpjq “ rXpj´L`1qT , . . . , XpjqT s, XIpjq “
rXpj´L`1qI , . . . , XpjqI s, and the summation in (24)
is over all possible values of XTpjq and XIpjq.
PY |XTpjq,XIpjq
`
y|xTpjq,xIpjq
˘
is given by (25) at the bottom
of this page, where ˚ denotes convolution. Substituting (25)
into (24), we can obtain the ML detection from (13) and the
BER from (14), (17), (18), and (24), respectively.
The obtained BER expression is complicated for the ISI
system and trying to optimize the BER in terms of Tr is
computational expensive. Therefore, optimizing Tr assuming
negligible ISI is more practical and can be considered as a
suboptimal solution in the system with ISI. The performance
of the systems without and with ISI using the optimal Tr
obtained in the absence of ISI will be shown in Section VI.
In the above derivation of the closed-form expres-
sion of the BER for the non-ISI system, the probability
PY |XT,XI py|xT, xIq in (21) can be derived using the Bino-
mial, Poisson, or Gaussian distribution. As explained in the
introduction, the Binomial distribution describes the number of
received molecules most accurately. The Poisson and Gaussian
approximations are used in the literature due to their ease
of analysis. In the next sections, we detail our proposed
algorithms to obtain the optimal Tr according to (9) and the
corresponding BER for the three distributions.
IV. OPTIMAL RECEIVING INTERVAL IN A SYSTEM
AFFECTED BY INTERFERENCE AT A KNOWN LOCATION
In this section, we propose algorithms to obtain the optimal
detection interval, T ‹r , that minimizes the BER of the con-
sidered system model when the location of the interference
Pb “ 1
4
ˆ# ÿ
yPZ0
yÿ
i“0
ˆ
N1
i
˙
pidp1´ pdqN1´ipy´idI
ˆˆ
N0
y ´ i
˙
p1´ pdIqN0´py´iq `
ˆ
N1
y ´ i
˙
p1´ pdIqN1´py´iq
˙
`
ÿ
yPZ1
yÿ
i“0
ˆ
N0
i
˙
pidp1´ pdqN0´ipy´idI
ˆˆ
N0
y ´ i
˙
p1´ pdIqN0´py´iq `
ˆ
N1
y ´ i
˙
p1´ pdIqN1´py´iq
˙+
(22)
PY |XTpjq,XIpjq
´
y|xTpjq,xIpjq
¯
“ P
Y
pjq
T |XpjqT
´
y
pjq
T |xpjqT
¯
˚ ¨ ¨ ¨ ˚ P
Y
pj´L`1q
T |Xpj´L`1qT
´
y
pj´L`1q
T |xpj´L`1qT
¯
(25)
˚ P
Y
pjq
I |XpjqI
´
y
pjq
I |xpjqI
¯
˚ ¨ ¨ ¨ ˚ P
Y
pj´L`1q
I |Xpj´L`1qI
´
y
pj´L`1q
I |xpj´L`1qI
¯
6source, Ix, is known to the receiver, Rx. We consider three
cases, i.e., when the Binomial, Poisson, and Gaussian distri-
butions are used for the analysis, respectively.
A. Optimizing Tr Using the Binomial Distribution
In order to develop an algorithm to optimize Tr in terms of
Pb, we need the observe the property of Pb as a function of
Tr. From (22), we can see that Pb is not a smooth function
of Tr in general, since Z0 and Z1 change discretely as Tr
changes. However, the following lemma will be useful for the
algorithm development.
Lemma 1: There are intervals T plqr ď Tr ď T pl`1qr , for
l “ 1, 2, . . . , in which Pb is smooth with respect to Tr.
Proof: Please refer to Appendix A.
Given Lemma 1, we can find the optimal Tr in each of these
intervals, T plqr ď Tr ď T pl`1qr , and obtain the corresponding
minimal Pb for that interval and then compare the values
of Pb from different intervals to find the global minimum.
Algorithm 1 outlines our proposed iterative algorithm for
finding the optimal detection interval. In particular, we first
specify the sets Z0 and Z1 for T plqr (line 4-10) and find T pl`1qr
such that Z0 and Z1 are fixed for T plqr ď Tr ď T pl`1qr by binary
search (line 11) [39]. We then use gradient projection method
(line 13-22) combined with steepest line search satisfying
Armijo rule (line 23-27) [40, Section 6.1] to find the optimal
Tr in the interval T
plq
r ď Tr ď T pl`1qr . Finally, we find the
global optimal Tr by comparing optimal values of Tr in all
intervals T plqr ď Tr ď T pl`1qr (line 31).
Note that Algorithm 1 requires the gradient of the cost
function, i.e., BER, and thus can only be used when the
gradient of the BER is available. In other words, Algorithm 1
cannot be used to optimize the detection interval of the systems
with ISI due to the complicated BER expressions.
B. Approximation of the Optimal Tr Using the Poisson Dis-
tribution
When the number of released molecules is very large, i.e.,
XT " 1 and XI " 1 hold, the Binomial distributions of
YT and YI conditioned on XT and XI, respectively, can be
approximated by Poisson distributions as YT „ PoisspXTpdq
and YI „ PoisspXIpdIq [18].
Now, due to the fact that the sum of two Poisson random
variables also follows a Poisson distribution, we have Y „
PoisspXTpd `XIpdIq. Therefore,
PY |XT,XI py|xT, xIq “
pxTpd ` xIpdIqy e´pxTpd`xIpdIq
y!
.
(26)
Algorithm 1 Gradient projection method with steepest line
search for optimal detection interval using Binomial and
Poisson distributions
1: k Ð 0, toptp0q Ð 0, Tb, t0, Ñ 0, α P p0, 1q, β P p0, 1q,
c P p0, 1q
2: while toptpkq ď Tb do
3: tmin Ð t0
4: for y P t0, . . . , 2N1u do
5: if PYr|X py|x “ N0q ą PYr|X py|x “ N1q then
6: y P Z0
7: else
8: y P Z1
9: end if
10: end for
11: tmax : t ď tmax|Z0&Z1 unchanged, tmax found by
binary search
12: while }t´ t1} ě  do
13: tÐ t1
14: if t´ α∇Pbptq ą tmax then
15: dÐ tmax ´ t
16: else
17: if t´ α∇Pbptq ă tmin then
18: dÐ tmin ´ t
19: else
20: dÐ ´α∇Pbptq
21: end if
22: end if
23: mÐ 0
24: while Pbptq ´ Pbpt` βmdq ă ´cβm∇Pbptqd do
25: mÐ m` 1
26: end while
27: t1 Ð t` βmd
28: end while
29: toptpkq Ð t1, k Ð k ` 1, t0 Ð tmax
30: end while
31: t‹ Ð minptoptq
Inserting (26) and (2) into (12), then inserting (12) into (17),
(18), and then inserting them and (1) into (14), we obtain a
closed-form expression for the BER in (27) given at the bottom
of this page, where pd and pdI are given respectively by (5)
and (6) for a 1D system, or (7) and (8) for a 3D system.
Since the Poisson distribution is discrete, we can use Algo-
rithm 1 to find the optimal Tr.
Pb,Poisson “1
4
# ÿ
yPZ0
˜
pN1pd `N0pdIqy e´pN1pd`N0pdIq
y!
` pN1pd `N1pdIq
y
e´pN1pd`N1pdIq
y!
¸
`
ÿ
yPZ1
˜
pN0pd `N0pdIqy e´pN0pd`N0pdIq
y!
` pN0pd `N1pdIq
y
e´pN0pd`N1pdIq
y!
¸+
, (27)
7C. Approximation of the Optimal Tr Using the Gaussian
Distribution
Since XT " 1 and XI " 1 hold, the Binomial distributions
of YT and YI conditioned on XT and XI, respectively, can
also be approximated by Gaussian distributions as YT „
N pXTpd, XTpdp1´pdqq and YI „ N pXIpdI , XIpdIp1´pdIqq
[18]. In this case, since the sum of two Gaussian random
variables is also a Gaussian random variable, we have Y „
N pXTpd `XIpdI , XTpdp1´ pdq `XIpdIp1´ pdIqq and
PY |XT,XI py|xT, xIq (28)
“ 1a
2pi pxTpdp1´ pdq ` xIpdI p1´ pdIqq
ˆ exp
˜
´ py ´ pxTpd ` xIpdIqq
2
2 pxTpdp1´ pdq ` xIpdI p1´ pdIqq
¸
.
Then, PY |XT py|xTq is found by inserting (28) and (2) into
(12). Note that, PY |XT,XI py|xT, xIq and PY |XT py|xTq are
now continuous functions with respect to Y since Y follows
the Gaussian distribution. Therefore, Z0 and Z1, and the BER
now have to be derived differently than when Y is discrete.
Since the set Zk, for k P t0, 1u is now a continuous set,
we can present Z0 and Z1 as a combination of the ranges
rγi, γi`1s, where i is even for k “ 0 and i is odd for
k “ 1, and γi and γi`1 are lower and upper bounds of the
range i. Then, from (10), we have PY |XT py|xT “ N0q ą
PY |XT py|xT “ N1q when y belongs to rγi, γi`1s and i is
even. Similarly, PY |XT py|xT “ N1q ě PY |XT py|xT “ N0q
holds when y belongs to rγi, γi`1s and i is odd. Therefore,
γi, for i “ 0, 1, 2, . . . are found by numerically solving the
following equation
PY |XT py|xT “ N1q “ PY |XT py|xT “ N0q . (29)
The closed-form expression of the BER for this case is given
in (30) at the bottom of this page, where pd and pdI are given
respectively by (5) and (6) for a 1D system, or (7) and (8) for a
3D system (see Appendix B for the detailed derivation). Since
the bounds γi, for i “ 0, 1, 2, . . . , of set Z0 and set Z1 are
found by numerically solving (29), i.e., there is no closed-form
expression of γi, deriving the derivative of the BER function
does not lead to an insightful expression that can be used in
Algorithm 1. Therefore, we use implicit filtering [41] to find
the optimal detection interval, T ‹r , that minimizes the BER
given in (30) as outlined in Algorithm 2. In particular, we use
implicit filtering [41, Algorithm 9.6] combined with projection
(line 10 and 13) to ensure the new value of Tr is within the
range r0, Tbs.
Remark 2: In general, the Poisson approximation is more
accurate than the Gaussian approximation when pd and pdI are
close to one or zero [21], [42]. In other cases, i.e., when pd and
pdI are not close to one or zero, the Gaussian approximation
is more accurate than the Poisson approximation. In practice,
to keep the reliability of the system high, we must not design
the system with pd close to zero, i.e., receiving very few infor-
mation molecules, or pdI close to one, i.e., receiving too many
interference molecules. Therefore, the Gaussian approximation
may be more accurate in these designs despite the fact that
Poisson approximation can capture the discreteness and non-
negativity of the counting variable.
Remark 3: The optimal Tr given by Algorithm 1 is a global
optimum. Since the Binomial distribution is approximated by
the Poisson and the Gaussian distributions, the three distri-
butions result in similar behaviors of the BER (shown in the
numerical section). Therefore, we give proof for the global
optimum of Tr only for the case of the Poisson distribution
(See Appendix C).
Remark 4: In order to optimize the detection interval, we
proposed suitable algorithms according to the properties of
the optimization problems. In particular, Algorithm 1 and 2
handle the lack of the function smoothness and of the function
derivative, respectively. The optimization process using these
algorithms can be done offline and the result can then be used
to set the optimal duration of the detection interval at the
receiver. Hence, there is no complex calculation required in
the MC systems yet system performance is improved by the
proposed optimal design.
V. OPTIMAL RECEIVING INTERVAL IN A SYSTEM
AFFECTED BY INTERFERENCE AT AN UNKNOWN
LOCATION
In this section, we generalize the investigation of the 1D
system and consider that the exact location of the interference
source Ix is unknown to the receiver Rx. Instead, the receiver
has only statistical knowledge of the location.
We assume that the interference source is randomly located
between distances a and b from the receiver according to the
Pb,Gaussian “ 1
8
ˆ˜ ÿ
i“0,2,...
ˆ
erf
ˆ
γi`1 ´ pN1pd `N0pdIq
N1pdp1´ pdq `N0pdIp1´ pdIq
˙
´ erf
ˆ
γi ´ pN1pd `N0pdIq
N1pdp1´ pdq `N0pdIp1´ pdIq
˙
` erf
ˆ
γi`1 ´ pN1pd `N1pdIq
N1pdp1´ pdq `N1pdIp1´ pdIq
˙
´ erf
ˆ
γi ´ pN1pd `N1pdIq
N1pdp1´ pdq `N1pdIp1´ pdIq
˙˙
`
ÿ
i“1,3,...
ˆ
erf
ˆ
γi`1 ´ pN0pd `N0pdIq
N0pdp1´ pdq `N0pdIp1´ pdIq
˙
´ erf
ˆ
γi ´ pN0pd `N0pdIq
N0pdp1´ pdq `N0pdIp1´ pdIq
˙
` erf
ˆ
γi`1 ´ pN0pd `N1pdIq
N0pdp1´ pdq `N1pdIp1´ pdIq
˙
´ erf
ˆ
γi ´ pN0pd `N1pdIq
N0pdp1´ pdq `N1pdIp1´ pdIq
˙˙˙
, (30)
8Algorithm 2 Implicit filtering algorithm for optimal detection
interval using the Gaussian distribution
1: Tb, amax, Ñ 0, τ Ñ 0 α P p0, 1q, β P p0, 1q, c P p0, 1q
2: while  ě τ do
3: incrementÐ 0
4: while increment “ 0 do
5: g Ð pPbpt` q ´ Pbpt` qq{p2q
6: if }g} ď  then
7: incrementÐ 1
8: else
9: mÐ 1
10: d Ð Pr0,Tbspt ´ ρmgq (Projection of t ´ ρmg
on the value range of Tr, r0, Tbs)
11: while Pbpdq ą Pbptq´αβmg2 and m ă amax
do
12: mÐ m` 1
13: d Ð Pr0,Tbspt ´ βmgq (Projection of t ´
βmg on the value range of Tr, r0, Tbs)
14: end while
15: if m “ amax then
16: incrementÐ 1
17: else
18: t “ d
19: end if
20: end if
21: end while
22: Ð c
23: end while
uniform distribution. Thereby, the distance dI from the receiver
to the interference source, Ix, is now a random variable
following the uniform distribution, i.e., dI „ Upa, bq. Since
the receiver does not know dI, the detection process is optimal
when the receiver uses maximum likelihood of the expectation
of the PMF of the number of received molecules, as follows
Xˆ “ arg max
XTPtN0,N1u
EdI
“
PY |XT py|xTq
‰
“ arg max
XTPtN0,N1u
ż b
a
1
b´ aPY |XT py|xTq ddI, (31)
where PY |XT py|xTq is given as in Section IV for each
corresponding distribution and E r.s denotes the expectation.
For the detection rule in this case, we redefine Z0
and Z1 as the sets of numbers of received molecules
for which EdI
“
PY |XT py|xT “ N0q
‰
is larger than
EdI
“
PY |XT py|xT “ N1q
‰
and vice versa, respectively,
when 0 ď y ď 2N1. For both the Binomial and Poisson
distributions, Z0 and Z1 can be found by comparing
EdI
“
PY |XT py|xT “ N0q
‰
and EdI
“
PY |XT py|xT “ N1q
‰
.
On the other hand, for Gaussian distribution, Z0 and Z1 can
be found by numerically solving the following equationż b
a
PY |XT py|xT “ N0q ddI “
ż b
a
PY |XT py|xT “ N1q ddI.
(32)
TABLE I
PARAMETERS OF THE SYSTEMS USED FOR NUMERICAL RESULTS
Parameter Value Parameter Value
D [m2{s] 10´9 r [m] 1ˆ 10´6
d [m] 1.5ˆ 10´5 dI [m] 6ˆ 10´5
Tb[s](1D) 7.12 Tb[s](3D) 6.21
N0 “M0p1Dq 20 N1 “M1p1Dq 40
N0 “M0p3Dq 1000 N1 “M1p3Dq 2000
Furthermore, from (31), we have
PXˆT|XT p xˆT “ N0|xT “ N1q (33)
“
ÿ
yPZ0
ż b
a
1
b´ aPY |XT py|xT “ N1q ddI
and
PXˆT|XT p xˆT “ N1|xT “ N0q (34)
“
ÿ
yPZ1
ż b
a
1
b´ aPY |XT py|xT “ N0q ddI.
Therefore, using similar derivation as in Section IV with
PXˆT|XT given by (33) and (34), we can obtain the BER P
1
b
of the system affected by interference at an unknown location
as follows
P 1b “
ż b
a
1
b´ aPbddI. (35)
Note that (35) holds for the corresponding BER for Binomial,
Poisson, and Gaussian distributions.
We can use the algorithms developed in Section IV to find
the optimal detection interval when Binomial, Poisson, and
Gaussian distributions are used, respectively.
Note that the results in this section can be extended to the
3D case. In that case, the derivation in (31)-(35) needs to
evaluate the integration over the 3D space that the interference
is located in, instead of the 1D integral.
VI. NUMERICAL RESULTS
In this section, we illustrate the dependence of the BER on
the detection interval Tr and show the impacts of optimizing
Tr on the BER. Unless otherwise stated, we use the default
values of the parameters given in Table I. In an unbounded 3D
environment, larger amounts of molecules are needed since the
molecules diffuse in all dimensions and only a small portion
of them can reach the receiver. For the system parameters in
Table I, to ensure that the ISI caused by the Tx is small, Tb
is chosen such that the ratio between pd with Tr “ Tb to
pd with Tr Ñ 8 is equal to 90%. Eliminating interference
caused by the Ix will be taken into account in the design of
the optimal detection interval. For smaller d, the ISI caused
by the Tx will be higher compared to the default value of d
in Table I. We will highlight in our results that the design
of the optimal detection interval to eliminate interference
from Ix is still valid for the performance improvement of
the system with ISI. Unless otherwise stated, the value of
Tb is fixed in order to investigate the impact of Tr. The
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Fig. 2. Absorption rates, pd and pdI , as a function of Tr when there are
two pairs of transceivers in a 3D MC system.
detection interval is optimized with the assumption of no
ISI. However, the performance of systems with ISI is also
shown numerically. For Fig. 2, we adopt the particle-based
simulation of Brownian motion, where the molecules take a
random step in space for every discrete time step of length
∆t “ 10´5s. The length of each step in each spatial dimension
is modeled as a Gaussian random variable with zero mean
and standard deviation
?
2D∆t. In the other simulation, we
adopt Monte-Carlo simulation by averaging the BER over 105
transmissions. In particular, we generate released molecules
according to the modulation rule, counting the number of
molecules absorbed during the detection interval. Then, the
decoded bit is decided by comparing whether the number of
received molecules Y belongs to the set Z0 or Z1, as in (13).
In Fig. 2, we consider a 3D MC system with two pairs of
transceivers to present the case when the impact of an absorb-
ing receiver on the other is not significant and thus verify our
assumption. In Fig. 2, we plot pd and pdI as functions of the
detection interval Tr with analytical expressions given in (7)
and (8), respectively. We observe that pd given by (7) matches
the simulation points. We also observe an exact match for pdI .
Fig. 3 shows the BER of a 3D system as a function of
the ratio of the detection interval, Tr, to the transmission
symbol interval, Tb, when the number of received molecules
is described by the Binomial distribution and when it is
approximated by Poisson and Gaussian distributions. As can
be seen from Fig. 3, the BER in the system affected by
external interference does not decrease monotonically when
Tr increases. Thereby the optimal detection interval, T ‹r , that
minimizes the BER is usually not equal to the transmission
symbol interval, Tb. In fact, when Tr increases and Tb is
constant, the BER decreases to a minimum value and then
increases. The minimum value of the BER matches with the
BER of the optimal Tr found by Algorithm 1, i.e., the black dot
in Fig. 3. The dependence of the BER on Tr can be explained
as follows. When Tr “ 0, Pb “ 0.5 since there are no
0 0.2 0.4 0.6 0.8 1
2
2.5
3
3.5
4
·10−3
Tr/Tb
B
E
R
P
b
Binomial, analysis
Binomial, simulation
Poisson, analysis
Poisson, simulation
Gaussian, analysis
Gaussian, simulation
optimal point
Fig. 3. BER as a function of Tr{Tb in a 3D system affected by interference
when the number of received molecules is described by a Binomial distribution
and approximated by Poisson and Gaussian distributions.
received molecules at the Rx. As Tr increases, more molecules
from Tx are received at the Rx and thus the BER decreases
from the maximum of 0.5 when Tr{Tb “ 0 and reaches a
minimum value of 2ˆ 10´3 when Tr{Tb “ 0.2. When Tr
increases even more, more transmitted molecules from Tx and
Ix are received and the impact of molecules from Ix becomes
more significant. Therefore, the BER increases. Moreover, we
observe a mismatch between the analysis results with Poisson
distribution and other results since Poisson is only an accurate
approximation when pd and pdI are close to 0 or 1 [42].
The simulation results are in agreement since we generate
the number of received molecules following the true Binomial
distribution and only use the approximated distribution for
detection designs. However, the analytical results for the
Poisson distribution display similar characteristics with other
results as a function of Tr{Tb, i.e., has the same minimum
point.
In Fig. 4, the ratio of the optimal detection interval, T ‹r ,
to a fixed transmission symbol interval, Tb, is shown as a
function of the ratio of dI to a fixed d for a 1D system
without ISI using the Binomial distribution and the Poisson
and Gaussian approximations. It is observed from Fig. 4 that
the optimal detection interval can be very short compared to
the transmission symbol interval. When Rx is much closer to
Ix than to Tx, i.e., dI ă d, a large Tr allows more molecules
from Ix to be counted for the detection so T ‹r should be much
smaller than Tb. Even when Rx is closer to Tx than to Ix,
i.e., d ă dI, but Ix is still close to Rx, i.e., dI is small, T ‹r
should be much smaller than Tb to avoid molecules from Ix.
When Ix is farther from Rx, i.e., dI increases, T ‹r becomes
larger. When Ix is very far from Rx as if it does not exist, we
should have Tr “ Tb so that more molecules, which are only
from Tx, are counted for a more accurate detection. Moreover,
when dI « d, Tr “ Tb is a good choice because molecules
from Tx and Ix arrive at the receiver with equal probabilities
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Fig. 4. The ratio of the optimal detection interval, T ‹r , to the transmission
symbol interval, Tb, as a function of the ratio of dI to d in a 1D system when
using the Binomial distribution, and Poisson and Gaussian approximations.
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Fig. 5. The BER of a 1D system as a function of the ratio of dI to d when
Tr is optimized and when Tr “ Tb. The systems with ISI use the optimal
Tr designed for the non-ISI system.
and cannot be distinguished. Hence, taking all molecules into
account can be helpful for the detection. Furthermore, we
observe that the proposed algorithms accurately evaluates the
global optimum since the optimal detection intervals, T ‹r ,
found by exhaustive search (shown by circle markers) match
T ‹r obtained by the algorithms. Only when dI ă d, the results
for Poisson distribution are different from other results since
pdI is large and the Poisson approximation is not accurate as
explained in the discussion of Fig. 3.
In Fig. 5, we compare the BERs of 1D systems affected
by external interference when Tr is optimal, i.e., Tr “ T ‹r ,
and when Tr “ Tb. In particular, T ‹r is designed for the
system without ISI and the BERs of the systems without ISI
are presented. Moreover, the BERs of the systems with ISI,
L “ 2 or L “ 3, using T ‹r and Tr “ Tb are also presented.
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Fig. 6. The ratio of the optimal detection interval, T ‹r , to the transmission
symbol interval, Tb, as a function of the ratio of dI to d in a 3D system when
using Binomial distribution, and Poisson and Gaussian approximations.
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Fig. 7. The BER of a 3D system as a function of the ratio of dI to d when
Tr is optimized and when Tr “ Tb, for ISI and no ISI
From Fig. 5, we observe that when Tr “ Tb, the BER, Pb, is
much higher than the BER for Tr “ T ‹r . The decrease in the
BER for optimal Tr is more significant when the interference
source is far away from the transmitter. Pb “ 0.25 when
dI “ d since information and interference molecules cannot
be distinguished. The simulation result confirms the analysis.
Moreover, Fig. 5 shows that the BERs of the systems with ISI
are higher than that of the system without ISI, as expected.
However, when the systems with ISI use T ‹r designed for the
non-ISI system, their BERs are also reduced compared to the
BER when using Tr “ Tb. The reduction of BER due to the
T ‹r in the system with ISI is as significant as that in the system
without ISI, for example, 10 time reduction when dI{d “ 6.
Fig. 6 shows the ratio of the optimal detection interval,
T ‹r , to a fixed transmission symbol interval, Tb, as a function
of the ratio of dI to a fixed d for the 3D system without
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Fig. 8. The BER of 3D systems with ISI using the detection that assumes
L “ 2 or L “ 7 for Tr “ T ‹r and Tr “ Tb.
ISI using Binomial distribution and the Poisson and Gaussian
approximations. We observe from Fig. 6 that T ‹r can be much
smaller than Tb when Tx is closer to Rx than Ix, i.e., d ă dI.
The reason is similar to the 1D system, i.e., T ‹r should be
smaller than Tb so that fewer molecules from Ix are counted
for the detection. However, when dI ď d, T ‹r should be equal
to Tb, which is different from the 1D system. The reason is
that in a 3D system, pd and pdI are very small compared
to the 1D system with the same parameters, which means
even when Tr increases to infinity, all of the molecules cannot
be received. Therefore, when dI ď d, Tr “ Tb holds such
that more molecules from the Tx can arrive for the detection,
with the compromise of receiving more molecules from Ix.
Moreover, the exhaustive search provides the same optimal Tr
as T ‹r given by the proposed algorithms. Poisson and Gaussian
approximations give similar results to Binomial distribution
since pd and pdI are small in 3D systems.
Fig. 7 shows the BER as a function of dI{d when Tr “
T ‹r and Tr “ Tb for 3D systems without ISI and with ISI,
i.e., L “ 2 or L “ 3. Note that T ‹r is optimized for the
system without ISI. In Fig. 7, we observe the improvement
in the performance of systems with and without ISI in terms
of BER by optimizing Tr compared to when Tr “ Tb. The
improvement is significant when Ix is not too close or too far
from Tx, e.g., dI{d “ 3. If Ix is far from Tx, molecules from
Ix may not reach Rx and thus T ‹r approaches Tb, as shown in
Fig. 6, and the improvement is not significant. If Ix is close to
Tx, more molecules from Ix are received and thus optimizing
Tr is not helpful. Obviously, when dI ď d, T ‹r “ Tb and thus
there is no improvement in the BER.
Fig. 8 shows the BER of 3D systems with ISI using the
detection that assumes L “ 2 or L “ 7 as a function of Tb
for Tr “ T ‹r and Tr “ Tb. T ‹r is obtained by assuming no
ISI in the system. The results are obtained by simulation. We
consider 1000 sequences whose length is 100 symbols and
ISI happens in the whole sequence. For a practical detection,
the ML detections assume only ISI from one and six previous
0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0.5
1
1.5
2
2.5
3
3.5
·10−3
a/b
T
⋆ r
/
T
b
Binomial
Poisson
Gaussian
Fig. 9. The ratio of the optimal detection interval, T ‹r , to the transmission
symbol interval, Tb, as a function of a{b in a 1D system with unknown-
location interference.
symbols, i.e., L “ 2 and L “ 7, respectively. In Fig. 8, we
observe that when Tb is small, ISI dominates the inference
from Ix and BER is high. Hence, in this case, optimizing Tr
cannot improve the system performance. However, the BER of
systems with ISI reduces significantly for Tr “ T ‹r compared
to Tr “ Tb when Tb is large, even though T ‹r is optimized for
the system without ISI. This is because ISI impact decreases
when Tb increases. This confirms the benefit of the proposed
optimal detection interval even in systems with ISI.
Fig. 9 presents the ratio of the optimal detection interval, T ‹r ,
to the transmission symbol interval, Tb, as a function of a{b,
when the interference source is distributed uniformly between
distances a and b from the receiver. Since the uncertain
position of Ix reduces the system performance, we consider
that Ix is far from the receiver compared to the transmitter
so that the BER is not too high. We choose a to vary
from 3ˆ 10´5 m to 12ˆ 10´5 m and b “ 12ˆ 10´5 m. As
observed in Fig. 9, when a and b become close and the area
where the interference source is located becomes further from
the receiver, the ratio of T ‹r to Tb increases. The BER of the
system affected by interference at an unknown location with
optimal Tr is an improvement on the system with Tr “ Tb,
as shown in Fig. 10. As can be seen, the BER of the system
with optimal Tr is much lower than the BER of the system
with Tr “ Tb.
VII. CONCLUSION
In this paper, we investigated the optimal detection interval
at a receiver in a molecular communication system impaired
by external interference. In the 1D and 3D systems affected
by external interference, our results showed that the optimal
detection interval can be very small compared to the transmis-
sion interval. The BER is significantly reduced by optimizing
the detection interval compared to when the detection interval
is equal to the transmission interval. This also holds true
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Fig. 10. The BER as a function of a{b when Tr is optimized and when
Tr “ Tb in a 1D system with unknown-location interference.
for the system with ISI using the optimal detection interval
of the system without ISI. Moreover, we have extended the
1D system model to the case where the exact location of
the interference source is unknown to the receiver. The idea
of optimizing the detection interval is simple but effective
and thus practical for MC systems. Our results can also be
extended to MC multi-access networks to improve the network
performance and to mobile system where the transceivers and
the interference are mobile, which can be considered for future
work.
APPENDIX A: PROOF OF LEMMA 1
When Tr changes within the interval T
plq
r ď Tr ď T pl`1qr ,
the values of PY |XT py|xT “ N0q and PY |XT py|xT “ N1q
also change. However, the relation between
PY |XT py|xT “ N0q and PY |XT py|xT “ N1q, in terms
of whether PY |XT py|xT “ N0q ą PY |XT py|xT “ N1q or
PY |XT py|xT “ N0q ď PY |XT py|xT “ N1q, is preserved
within the interval T plqr ď Tr ď T pl`1qr . Now, since Z0
and Z1 are the sets of discrete Y obtained by comparing
PY |XT py|xT “ N0q and PY |XT py|xT “ N1q, the elements
of Z0 and Z1 also do not change when Tr changes within
the interval T plqr ď Tr ď T pl`1qr . On the other hand, from
(5), (6), (7), and (8), we can see that pd and pdI are smooth
functions of Tr. Hence, for T
plq
r ď Tr ď T pl`1qr , l “ 1, 2, . . . ,
and Y belonging to Z0 or Z1, Pb in (22) is a sum of
smooth functions and therefore also a smooth function of Tr
within this interval. This can be proved strictly by taking the
derivative of Pb with respect to Tr when Y belongs to the
fixed sets, Z0 and Z1, and when T plqr ď Tr ď T pl`1qr holds.
Note that, Pb is not smooth at the bounds of these intervals,
i.e., T plqr ď Tr ď T pl`1qr .
APPENDIX B: DERIVATION OF Pb,GAUSSIAN IN (30)
To derive the BER from (14), we need to find
PXˆT|XT pxˆT|xTq. Since Z0 and Z1 are now continuous, we
rewrite (17) and (18) as follows
PXˆT|XT p xˆT “ N0|xT “ N1q (36)
“
ż
yPZ0
PY |XT py|xT “ N1q dy
paq“ 1
2
ż
yPZ0
PY |XT,XI py|xT “ N1, xI “ N0q dy
` 1
2
ż
yPZ0
PY |XT,XI py|xT “ N1, xI “ N1q dy,
PXˆT|XT p xˆT “ N1|xT “ N0q (37)
“
ż
yPZ1
PY |XT py|xT “ N0q dy
pbq“ 1
2
ż
yPZ1
PY |XT,XI py|xT “ N0, xI “ N0q dy
` 1
2
ż
yPZ1
PY |XT,XI py|xT “ N0, xI “ N1q dy,
where paq and pbq follow from (12) and (2), respectively.
Moreover, we haveż γi`1
γi
PY |XT,XI py|xT, xIq dy “ (38)
FY |XT,XI pγi`1|xT, xIq ´ FY |XT,XI pγi|xT, xIq ,
where FY |XT,XI pγ|xT, xIq is the cumulative distribution
function (CDF) of Y given XT and XI. FY |XT,XI pγ|xT, xIq
is given by
FY |XT,XI pγ|xT, xIq “
1
2
(39)
ˆ
ˆ
1` erf
ˆ
γ ´ pXTpd `XIpdIq
XTpdp1´ pdq `XIpdIp1´ pdIq
˙˙
.
Therefore, Zk “ Y
i
rγi, γi`1s can be written asż
yPZk
PY |XT,XI py|xT, xIq dy (40)
“
ÿ
i
`
FY |XT,XI pγi`1|xT, xIq ´ FY |XT,XI pγi|xT, xIq
˘
.
Inserting (39) into (40), then (40) into (36) and (37), we obtain
PXˆT|XT pxˆT|xTq. Then inserting PXˆT|XT pxˆT|xTq and (1) into
(14), we obtain the closed-form expression of the BER as in
(30).
APPENDIX C: PROOF OF GLOBAL OPTIMUM T ‹r
To prove that T ‹r , obtained by Algorithm 1, for the Poisson
distribution is globally optimal, we need to prove that when
Z0 and Z1 are fixed, Pb has only one local minimum. This is
shown in the following.
Since the sets Z0 and Z1 can be obtained by comparing
PY |XT py|xT “ N0q and PY |XT py|xT “ N1q for each y in
the interval 0 ď y ď 2N1, as shown by (13), Z0 and Z1 can
be found by solving the following equation
PY |XT py|xT “ N1q “ PY |XT py|xT “ N0q . (41)
If equation (41) has one and only one solution, denoted by
γth, Z0 and Z1 can be written as Z0 “ t0, . . . , γthu and Z1 “
13
tγth ` 1, . . . , 2N1u, respectively. Thus, we first prove that (41)
has one and only one solution, γth. Then, we use γth to derive
Pb and prove that B
2PbBT 2r ą 0 with Tr satisfying
BPbBTr “ 0 when
Z0 and Z1 are fixed. Moreover, since Pb is continuous with
respect to Tr when Z0 and Z1 are fixed, Pb has only one local
minimal point.
We set the left-hand side and the right-hand side of (41)
equal to a constant m, which is then presented by monotonic
exponential functions. Thus, the solution of (41) is the solution
of the following set of equations$’’’’&’’’’%
pN1pd `N0pdIqy e´pN1pd`N0pdIq ` pN1pd `N1pdIqy
ˆe´pN1pd`N1pdIq “ m “ u pN1pd `N1pdIqy
pN0pd `N0pdIqy e´pN0pd`N0pdIq ` pN0pd `N1pdIqy
ˆe´pN0pd`N1pdIq “ m “ v pN0pd `N1pdIqy ,
(42)
where u, v are constants. Since each equation of the set in (42)
has only one solution, the solution of the set, i.e., the solution
of (41), is unique.
Now, from (27) and the unique γth, we have
Pb “ 1
2
` 1
4
ˆ
Γpγth ` 1, N1pd `N0pdIq
γth!
` Γpγth ` 1, N1pd `N1pdIq
γth!
´ Γpγth ` 1, N0pd `N0pdIq
γth!
´ Γpγth ` 1, N0pd `N1pdIq
γth!
˙
(43)
and
BPb
BTr “
1
4γth!
(44)
ˆ
´
´pN1pd `N0pdIqγth e´pN1pd`N0pdIq
`
N1p
1
d `N0p1dI
˘
´ pN1pd `N1pdIqγth e´pN1pd`N1pdIq
`
N1p
1
d `N1p1dI
˘
` pN0pd `N0pdIqγth e´pN0pd`N0pdIq
`
N0p
1
d `N0p1dI
˘
`pN0pd `N1pdIqγth e´pN0pd`N1pdIq
`
N0p
1
d `N1p1dI
˘¯
.
When BPbBTr “ 0, we have
pN1pd `N0pdIqγth e´pN1pd`N0pdIq
`
N1p
1
d `N0p1dI
˘ “
´ pN1pd `N1pdIqγth e´pN1pd`N1pdIq
`
N1p
1
d `N1p1dI
˘
` pN0pd `N0pdIqγth e´pN0pd`N0pdIq
`
N0p
1
d `N0p1dI
˘
` pN0pd `N1pdIqγth e´pN0pd`N1pdIq
`
N0p
1
d `N1p1dI
˘
.
(45)
From (44), we can derive B
2PbBT 2r . Then, substituting (45) intoB2PbBT 2r , we see that
B2Pb
BT 2r ą 0. (46)
Hence, the stationary point of Pb is a minimum. On the other
hand, since Pb is continuous when Z0 and Z1 are fixed, Pb
has only one minimal point and thus the optimal point given
by Algorithm 1 is global optimal.
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