In this paper, we consider a general stochastic optimization problem which is often at the core of supervised learning, such as deep learning and linear classification. We consider a standard stochastic gradient descent (SGD) method with a fixed, large step size and propose a novel assumption on the objective function, under which this method has the improved convergence rates (to a neighborhood of the optimal solutions). We then empirically demonstrate that these assumptions hold for logistic regression and standard deep neural networks on classical data sets. Thus our analysis helps to explain when efficient behavior can be expected from the SGD method in training classification models and deep neural networks.
Introduction and Motivation
In this paper we are interested in analyzing behavior of the stochastic gradient algorithm when solving empirical and expected risk minimization problems. For the sake of generality we consider the following stochastic optimization problem
where ξ is a random variable obeying some distribution.
In the case of empirical risk minimization with a training set {(x i , y i )} n i=1 , ξ i is a random variable that is defined by a single random sample (x, y) drawn uniformly from the training set. Then, by defining f i (w) := f (w; ξ i ) we write the empirical risk minimization as follows:
Consequently, due to its simplicity in implementation and efficiency in dealing with large scale datasets, SGD has become by far the most common method for training deep neural networks and other large scale ML models. However, it is well known that SGD can be slow and unreliable in some practical applications as its behavior is strongly dependent on the chosen stepsize and on the variance of the stochastic gradients. While the method may provide fast initial improvement, it may slow down drastically after a few epochs and can even fail to move close enough to a solution for a fixed learning rate. To overcome this oscillatory behavior, several variants of SGD have been recently proposed. For example, methods such as AdaGrad [4] , RMSProp [12] , and Adam [6] adaptively select the stepsize for each component of w. Other techniques include diminishing stepsize scheme [2] and variance reduction methods [11, 3, 5, 9] . These latter methods reduce the variance of the stochastic gradient estimates, by either computing a full gradient after a certain number of iterations or by storing the past gradients, both of which can be expensive. Moreover, these methods only apply to the finite sum problem (2) but not the general problem (1) . On the other hand these methods enjoy faster convergence rates than that of SGD. For example, when F (w) is strongly convex, convergence rates of the variance reduction methods (as well as that of GD itself) are linear, while for SGD it is only sublinear. While GD has to compute the entire gradient on every iteration, which makes it more expensive than the variance reduction methods, its convergence analysis allows for a much larger fixed stepsizes than those allowed in the variance reduction methods. In this paper we are particularly interested in addressing an observation: a simple SGD with a fixed, reasonably large, step size can have a fast convergence rate to some neighborhood of the optimal solutions, without resorting to additional procedures for variance reduction.
Let us consider an example of recovering a signalŵ ∈ R 2 from n noisy observations y i = y clean i + e i where
Here, a i 's are random vectors and e i 's are noise components. To recoverŵ from the observation vector y, we solve a non-convex fourth-order polynomial minimization problem
Note that there are at least two global solutions to this problem, which we denote w * and −w * . We consider two possible scenarios:
(i) All of the component functions f i (w) = (y i − (a T i w) 2 ) 2 have relatively small gradients at both of the optimal solutions w * and −w * of the aggregate F (w). In this case this means that w * recovers a good fit for the observations y.
(ii) There are many indices i such that at the optimal solutions of F (w), the associated gradients ∇f i are large. This happens when w * does not provide a good fit, which can happen when the noise e i is large. We set n = 100 and generate these two scenarios by setting all the noise components e i to be small (1% of the energy of y clean ) for case (i) or setting only first 40 noise components to be large (25% of the energy of y clean ) for case (ii). We can observe from Figure 1 that SGD algorithm converges to the optimal solution of F (w) in case (i) depicted in the left figure; but fails to converge to the solution of F in case (ii) as shown in the right figure. The intuition behind this behavior is as follows. At every step of SGD, the iterate moves towards to the optimal solutions of the individual component function that has been randomly chosen on this iteration. If a majority of component functions f i have their optimal solutions close to the optimum of the entire problem F , then SGD effectively acts as GD. On the other hand, if the optimal solutions of a lot of f i s are far from each other and from the overall optimum, then iterates of SGD wander randomly in the region around these individual optima, as shown on the right of Figure 1 . Hence, SGD cannot work effectively in case (ii), unless we either reduce the learning rate or reduce the variance of the steps thus attaining more accurate gradient information.
In this paper we generalize this result for stochastic problem (1) under much weaker assumptions. In particular, we do not assume that the gradients vanish at the solution, but that they are bounded by some small constant. Moreover, we do not impose this property on all stochastic gradients, but assume that it holds with suitably large probability. We then show that SGD has fast convergence rates in the strongly convex, convex and nonconvex cases, until some accuracy is reached, where this accuracy is dictated by the behavior of the stochastic gradients at the optimal solution.
We conjecture that success of SGD for training many machine learning models is the result of the associated optimization problems having this properties -most of the component gradients are suitably small at the solution. To verify this claim, we trained linear classifiers (via logistic regression) and standard neural networks on several well-known datasets and subsequently computed the fraction of individual gradients ∇f i (w * ) at the final solution w * of F , that were small. The results show that more than 99% of component functions f i have the vanishing gradient at w * . More numerical evidence is presented in the Section 3.
Hence we base our analysis on the following observation.
Main observation. For many classification problems in supervised learning, majority of component func-tions f i have small gradients at the optimal solution w * (in the convex case) or at local minima of F (w) (in the nonconvex case)
In this paper, based on this observation, we provide theoretical analysis of SGD under the assumption on the fraction of components with small gradient at the solution. Our analysis helps explain the good performance of SGD when applied to deep learning. We summarize the key contributions of the paper as follows.
• We conjecture that in many instances of empirical risk minimization and expected risk minimization SGD converges to a neighborhood of a stationary point of F (w) such that the majority of component functions f i have small gradients at that point. We verify numerically that this conjecture holds true for logistic regression and standard deep neural networks on a wide range of data sets.
• We formalize this conjecture as a condition under which we are able to establish improved convergence rates of SGD with fixed, large step size to a neighborhood of such stationary point when F (w) is strongly convex, convex and nonconvex.
• Thus we establish that SGD converges fast to a neighborhood of the expected/empirical risk minimizer and that the size of the neighborhood is determined by some properties of the distribution of the stochastic gradient at the minimizer.
The remainder of the paper is organized as follows. The main convergence analysis for all three cases is carried out in Section 2. The computational evidence is presented in Section 3 and implications of our analysis and findings are summarized in Section 4. The proofs are presented in the Appendix.
Convergence Analyses of Stochastic Gradient Algorithms
In this section, we analyze the stochastic gradient descent algorithm (SGD) under a novel condition, based on the observations of the previous section, and derive improved convergence rates for the strongly convex, convex, and non-convex cases. We present each result in the form of a general theorem with the bound on a certain optimality measure (depending on the case), followed by the corollary where we demonstrate that improved convergence rate can be observed until this optimality measure becomes small. The rate and the threshold for optimality measure are dictated by the properties of the stochastic gradient at the solution.
First we introduce the basic definition of L-smoothness.
For completeness, we state the SGD algorithm as Algorithm 1.
Let F t = σ(w 0 , w 1 , . . . , w t ) be the σ-algebra generated by w 0 , w 1 , . . . , w t . We note that {ξ
Algorithm 1 Stochastic Gradient Descent (SGD) Algorithm with fixed step size
Initialize w 0 , choose stepsize η > 0, and batch size b.
Update the new iterate w t+1 = w t − ηg t . end for
We now define the quantities that will be useful in our results.
Definition 2. Let w * be a stationary point of the objective function F (w). For any given threshold > 0, define
where
, as the probability that event g * 2 ≤ happens for some i.i.d. random
. We also define
The quantity p measures the probability that event g * 2 ≤ happens for some realizations of random
Clearly, p is bounded above by 1 and monotonically increasing with respect to . Quantity M can be interpreted as the average bound of large components ∇f (w * ; ξ) 2 . As we will see in our results below, quantities p and M appear in the convergence rate bound of the SGD algorithm. M is also bounded above by M max = max ξ ∇f (w * ; ξ) 2 , which we assume is finite, hence in all our results we can replace M by M max if we want to eliminate its dependence on . On the other hand, the dependence of quantity p on is key for our analysis. Based on the evidence shown in Section 3, we expect p to be close to 1 for all but very small values of . We will derive our convergence rate bounds in terms of max{ , 1 − p }. Clearly, as decreases, 1 − p increases and vice versa, but if there exists a small for which 1 − p ≈ then our results show convergence of SGD to an O( ) neighborhood of the solution, at an improved rate with respect to .
Convex objectives
In this section, we analyze the SGD method in the context of minimizing a convex objective function. We will bound the expected optimality gap at a given iterate in terms of the value of p . First, we consider the case when F is strongly convex.
Definition 3.
A function φ is µ-strongly convex if there exists a constant µ > 0 such that
Using this definition, we state the following result for the strongly convex case. 
where w * = arg min w F (w), and p and M are defined in (4) and (5), respectively.
The main conclusion is stated in the following corollary.
Corollary 1. For any such that 1 − p ≤ , and for Algorithm 1 with η ≤ 1 2L , we have
, then
Note that in Corollary 1 we assume that η ≤ The following theorem establishes convergence rate bound for Algorithm 1 when the strong convexity assumption on F (w) is relaxed. 
where w * is any optimal solution of F (w), and p and M are defined in (4) and (5), respectively.
Again, the convergence rate of SGD is governed by the initial solution and quantities p and M . Hence we have the following corollary.
is L-smooth and convex for every realization of ξ, then for any such that 1−p ≤ , and η ≤ 1 2L , it holds that
, we have
Similarly to the strongly convex case, under the key assumption that 1 − p ≤ , we show that Algorithm 1 achieves O( ) optimality gap, in expectation, in O(1/ ) iterations. In Corollary 2 we again assume that η ≤ 
Nonconvex objectives
In this section, we establish expected complexity bound for Algorithm 1 when applied to nonconvex objective functions. This setting includes deep neural networks in which the cost function is a sum of nonconvex function components. Despite the nonconvexity of the objective, it has been observed that deep neural networks can be trained fairly quickly by SGD algorithms. It has also been observed that after reaching certain accuracy, the SGD algorithm may slow down dramatically.
For the analysis of the nonconvex case, we need to make an assumption on the rate of change in the gradients near all local solutions, or at least those to which iterates w t generated by the algorithm may converge. Assumption 1. We assume that there exists a constant N > 0, such that for any sequence of iterates w 0 , w 1 , . . . , w t of any realization of Algorithm 1, there exists a stationary point w * of F (w) (possibly dependent on that sequence) such that
where the expectation is taken over random variables ξ k,i conditioned on F t = σ(w 0 , w 1 , . . . , w t ), which is the σ-algebra generated by w 0 , w 1 , . . . , w t . Let W * denote the set of all such stationary points w * , determined by the constant N and by realizations w 0 , w 1 , . . . , w t .
This assumption is made for any realization w 0 , w 1 , . . . , w t and states that the average squared norm of the difference between the stochastic gradient directions computed by Algorithm 1 at w t and the same stochastic gradient computed at w * , over any t iterations, is proportional to the average true squared gradient norm. If w * is a stationary point for all f (w; ξ k,i ), in other words, ∇f (w * ; ξ k,i ) = 0 for all realizations of ξ k,i , then Assumption 1 simply states that all stochastic gradients have the same average expected rate of growth as the true gradient, as the iterates get further away from w * . Notice that w * may not be a stationary point for all f (w; ξ k,i ), hence Assumption 1 bounds the average expected rate of change of the stochastic gradients in terms of the rate of change of the true gradient. In the next section we will demonstrate numerically that Assumption 1 holds for problems of training deep neural networks.
We also need to slightly modify Definition 2.
. For any given threshold > 0, define
where the infimum is taken over the set W * defined in Assumption 1. Similarly, we also define
We know that p and M defined as above exist since p ≥ 0 and M ≤ M max . This time, if we assume that 1 − p ≤ for some reasonably small , this implies that for all stationary points of F (w) that appear in Assumption 1 a large fraction of stochastic gradients have small norm at those points. Essentially, W * consists of stationary points to which different realization of SGD iterates converge. 
where F * is any lower bound of F ; and p and M are defined in (12) and (13) respectively.
Corollary 3. Let Assumption 1 hold and p and M be defined as in (12) and (13). For any such that 1 − p ≤ , and for η ≤ 1 2LN , we have
Numerical Experiments
The purpose of this section is to numerically validate our assumptions on p as defined in Definition 2. We wish to show that there exists a small satisfying
For our numerical experiments, we consider the finite sum minimization problem
Definition 5. Let w * be a stationary point of the objective function F (w). For any given threshold > 0, define the set S and its complement B S := i :
We also define the quantity p :=
|S |
n that measures the size of the set S and the upper bound
Logistic Regression for Convex Case
We consider 2 -regularized logistic regression problems with
where the penalty parameter λ is set to 1/n, a widely-used value in the literature [9] . We conducted experiments on popular datasets covtype, ijcnn1, w8a, a9a, mushrooms, phishing, skin nonskin from the LIBSVM website 2 and ijcnn2 3 . The optimal solution w * of the convex problem (15) is found by using the full-batch L-BFGS method [7] with the stopping criterion ∇F (w * ) 2 ≤ 10 −12 . We then ran Algorithm 1 using the learning rate η = 10 −1 and the batch-size b = 1 and 100 epochs. The final solution given by the SGD algorithm is denoted by w SGD . We report the value of p defined in Definition 5 expressed in percentage form for different values of .
As we can see from Table 1 that = 10 −3 satisfies (14) for all cases. For datasets covtype, ijcnn1, ijcnn2,phishing and skin nonskin, can take a smaller value 10 −4 . The small value for indicates that SGD with a fixed step size can converge to a small neighborhood of the optimal solution of F . The success of using SGD is illustrated, optimality gaps F (w SGD ) − F (w * ) are small in our experiments. We compare convergence rates of SGD (learning rate η = 0.1 < 1 2L ) with SVRG [5] and L-BFGS [7] as shown in Figure 2 . We can observe that SGD has better performance than SVRG and L-BFGS in the beginning until it achieves O( ) accuracy, for the value of consistent to what is indicated in Table 1 . We note that the values of M for all datasets should not exceed 10 −2 according to Table 1.
Neural Networks for Nonconvex Case
For experiments with nonconvex problems we train DNNs using two standard network architectures: feed forward network (FFN) and convolutional neural network (CNN). Configuration of FNN includes 2 dense layers each containing 256 neurons followed by a ReLU activation. The output layer consists of c neurons with the softmax activation where c is the number of classes. For CNN, we configure the network to have 2 convolutional layers followed by 2 dense layers. Convolutional layers contain a convolutional operator followed by a ReLU activation and then a max pooling. The number of filters of both the convolutional operators are set to 64 and the associated filter sizes are 5 × 5. Number of neurons in dense layers are 384 and 192, respectively, and the activation used in these layers is again ReLU. Throughout the simulations, we use popular datasets which include MNIST 4 (60000 training data images of size 28 × 28 contained in 10 classes), SVHN 5 (73257 training images of size 32 × 32 contained in 10 classes), CIFAR10 (50000 training color images of size 32 × 32 contained in 10 classes), and CIFAR100 6 (50000 training color images of size 32 × 32 contained in 100 classes). We trained the networks by the popular Adam algorithm with a minibatch of size 32 and reported the values of p at the last iteration w Adam . In all our experiments, we did not apply batch normalization and dropout techniques during the training. Since the problem of interest is nonconvex, multiple local minima could exist. We experimented with 10 seeds and reported the minimum result (minimum of the percentage of component functions with small gradient value). Table 2 shows the values of p in terms of percentage for different thresholds . As is clear from the table, p is close to 1 for a sufficiently small . It confirms that the majority of component functions f i has negligible gradients at the final solution of F . The value of N is the estimation of N in (11), which is shown in Section 3.3. We note that for some datasets and network structures, Adam did not converge to a real local solution (SVHN-FFN and CIFAR100-CNN) and Table 2 shows only an approximation of the behavior at the local solution.
Nonconvex assumption verification
This section shows how to estimate N . We are proving some numerical experiments to verify Assumption 1. Let us define
We show two plots to see behaviors of r t for MNIST (FFN) and CIFAR10 (CNN) (others are reported in Table 2 . We can observe from Figure 3 that r t is bounded above by a constant. (Note that r t ≤ N .) 
Conclusions
We have demonstrated that based on the behavior of the stochastic gradient estimates at or near the stationary points, SGD with fixed step size converges with the same rate as full gradient descent of the variance reduction methods, until it reaches the accuracy where the variance in the stochastic gradient estimates starts to dominate and prevents further convergence. In particular out assumption is that 1 − fraction of the stochastic gradient estimates have squared norm below at the solution. Note can be made arbitrarily small by increasing the minibatch size b. Indeed we have the following lemma
Suppose that φ is L-smooth and convex. Then,
where w * = arg min w φ(w).
Lemma 5 ([8])
. Suppose that φ is µ-strongly convex. Then,
Lemma 6 ([5]
). Suppose that f (w; ξ) is L-smooth and convex for every realization of ξ. Then,
where ξ is a random variable, and w * = arg min w F (w).
Proof. Given any ξ, for all w ∈ R d , consider
Since h(w; ξ) is convex by w and ∇h(w * ; ξ) = 0, we have h(w * ; ξ) = min w h(w; ξ). Hence,
≤ min
Hence,
Taking the expectation with respect to ξ, we have
Proof of Lemma 1
Proof. We are going to use mathematical induction to prove the result. With b = 1, it is easy to see
Let assume that it is true with b = m − 1, we are going to show it is also true with b = m. We have
The third and the last equalities follow since ξ 1 , . . . , ξ b be i.i.d. with E[∇f (w; ξ i )] = ∇F (w). Therefore, the desired result is achieved.
Proof of Theorem 1 Theorem 1. Suppose that F (w) is µ-strongly convex and f (w; ξ) is L-smooth and convex for every realization of ξ. Consider Algorithm 1 with η ≤ 1 L . Then, for any > 0
Proof. We have
(19)
Hence, by taking the expectation, conditioned on F t = σ(w 0 , w 1 , . . . , w t ) (which is the σ-algebra generated by w 0 , w 1 , . . . , w t ), we have
The first inequality follows since
We note in the second equality that
ξ t,i is independent of F t . By taking the expectation for both sides of the above equation, we obtain
Hence, we conclude
Proof of Theorem 2
Theorem 2. Suppose that f (w; ξ) is L-smooth and convex for every realization of ξ. Consider Algorithm 1 with η < 1 L . Then for any > 0, we have
Proof. If φ is convex, then
From the proof of Theorem 1, we could have
Taking the expectation for both sides of the above equation yields (1 − p ).
By summing from k = 0, . . . , t and averaging, we have
(1 − p ).
Proof of Theorem 3
Theorem 3. Let Assumption 1 hold for some N > 0. Suppose that F is L-smooth. Consider Algorithm 1 with η < 1 LN . Then, for any > 0, we have
Proof. Let us assume that, there exists a local minima w * of F (w). We have
(∇f (w t ; ξ t,i ) − ∇f (w * ; ξ t,i ))
(∇f (w k ; ξ k,i ) − ∇f (w * ; ξ k,i ))
Taking the expectation for the above equation, we have
Hence, with η < , then
