The theory of coherent reflection filtering explains the empirical form of the cochlear reflectance by showing how it emerges from the coherent ''backscattering'' of forward-traveling waves by impedance perturbations in the mechanics of the cochlear partition. Since the theory was developed using the one-dimensional ͑1-D͒ transmission-line model of the cochlea, an obvious logical shortcoming is the failure of the long-wavelength approximation near the peak of the traveling wave, where coherent backscattering is purported to occur. Indeed, existing theory suggests that wave reflection may be strongly suppressed in the short-wave regime. To understand how short-wave behavior near the peak modifies the predictions of the long-wave theory, this paper solves the scattering problem in the 2-D cochlear model. The 2-D problem is reduced to a 1-D wave equation and the solution expressed as an infinite series in which successive terms arise via multiple scattering within the cochlea. The cochlear reflectance is computed in response-matched models constructed by solving the inverse problem to control for variations in mechanical tuning among models of different heights and dimensionality. Reflection from the peak region is significantly enhanced by the short-wave hydrodynamics, but other conclusions of the 1-D analysis-such as the predicted relation between emission group delay and the wavelength of the traveling wave-carry over with only minor modifications. The results illustrate the important role of passive hydromechanical effects in shaping otoacoustic emissions and cochlear tuning.
I. INTRODUCTION
The theory of coherent reflection filtering describes the coherent backscattering of cochlear traveling waves by distributed mechanical perturbations within the organ of Corti. When combined with a description of sound transmission and reflection by the middle ear, the theory provides a comprehensive account of spontaneous and evoked otoacoustic emissions ͑OAEs͒ as well as the microstructure of the hearing threshold ͑e.g., Shera and Zweig, 1993b; Zweig and Shera, 1995; Talmadge et al., 1998 . Under conditions believed applicable at low and moderate sound levels, the theory predicts that the strongest backscattering occurs within the region about the peak of the traveling-wave envelope. For simplicity, the analysis of cochlear wave reflection that supports this conclusion was performed using the onedimensional ͑long-wave͒ model of the cochlea. An obvious technical defect of this approach, however, is the breakdown of the long-wave assumption in the region near the peak of the traveling wave.
Validity of the long-wave assumption requires that the wavelength of the traveling wave be large compared to the dimensions of the scalae. A rough guideline specifies that Ͼ2H, where H is the height ͑or radius͒ of the cochlear duct ͑e.g., Lighthill, 1981; de Boer, 1996͒ . Although the long-wave approximation is believed valid in the basal-most ''tail'' region of the cochlear response where OAEs couple to the middle ear ͑e.g., Nedzelnitsky, 1980͒, in the peak region the wavelength of the traveling wave is smaller than the dimensions of the scalae, and the short-wave model is more appropriate. For example, Fig. 1 shows estimates of the ratio kHϵ2H/ evaluated at the peak of the traveling wave for both human and guinea pig. Although the values are only approximate, the conclusion is clear: Except perhaps in the apex of the guinea-pig cochlea, the long-wave assumption is everywhere violated at the peak of the traveling wave ͑see also de Boer, 2001͒. Since the long-wave assumption fails in precisely the region where coherent backscattering is pre-dicted to occur, conclusions based on the one-dimensional analysis about the strength and character of wave reflection remain of uncertain validity.
Interestingly, the literature suggests that wave reflection may indeed differ profoundly in long-and short-wave cochlear models. For example, in Siebert's classic formulation of the short-wave model, waves propagating in the two directions satisfy a pair of first-order differential equations, each of which has an exact closed-form solution ͑e.g., Siebert, 1974; de Boer, 1979 s equations for the waves traveling in the two directions are uncoupled, suggesting that wave reflection ͑e.g., due to rapid spatial variations in the partition impedance͒ does not occur in a short-wave cochlea ͑e.g., de Boer, 1983͒. Zwislocki ͑1983, 2002͒ arrives at the same conclusion by an entirely different route. By transforming long-and short-wave models into equivalent transmission lines and analyzing their characteristic impedances, Zwislocki constructs an ''unequivocal ... proof'' that cochlear wave reflection, although inevitable in the longwave model, cannot occur in the short-wave regime.
The apparent absence of reflections in the short-wave model has been invoked to explain a puzzle of mammalian cochlear anatomy:
1 Since so much of the important hydromechanical action in the cochlea appears confined to the immediate vicinity of the cochlear partition ͑e.g., Olson, 2001͒ , why do the scalae vestibuli and tympani grow considerably larger than seems necessary to house the organ of Corti? Because the presence of large reverse-traveling waves would presumably complicate the detection and analysis of sound, perhaps the scalae have evolved their present sizes, so the argument goes, because the hydrodynamics in the peak region need to be short-wave in order to suppress the reflection of traveling waves. If these ideas are correct, and scattering off perturbations in the short-wave region near the peak of the traveling wave is significantly suppressed, or perhaps even nonexistent, then current understanding of OAE generation needs substantial revision.
However, careful examination of the arguments against short-wave reflection suggests that the jury may still be out. Zwislocki's proof, for example, hinges on the validity of his demonstration that in the short-wave limit the characteristic impedance of the equivalent transmission line becomes independent of the partition impedance. But so counter-intuitive is this result that corollary conclusions about wave reflection are hard to credit without independent corroboration. Although Siebert's uncoupled equations might be cited in this regard, closer inspection reveals that they offer no compelling assurances. As Siebert himself makes clear, the derivation of his equations hinges on assumptions that are violated in the presence of irregular perturbations ͑''roughness''͒ in the mechanics. In particular, Siebert ͑unlike Zwislocki͒ assumes that the mechanics of the partition vary so smoothly with position that spatial-frequency components in the partition impedance that unnecessarily complicate his analysis by coupling forward-and reverse-traveling waves can safely be neglected. Without this explicit assumption of mechanical smoothness-an assumption manifestly invalid in the presence of roughness-Siebert's neat decoupling of forward and reverse waves cannot be obtained. Consequently, Siebert's equations cannot be used to understand the nature of wave reflection in the short-wave regime. Although de Boer ͑2001͒ has shown that Siebert's two first-order equations can be combined into a single second-order equation that supports both forward-and reverse-traveling waves-and, by implication, the possibility of internal reflection-the procedure remains grounded on equations that apply only in the absence of mechanical perturbations.
The analysis of cochlear wave reflection clearly requires a theory of wave scattering valid in the short-wave regime. Unfortunately, current understanding appears doubly unsatisfactory, for the relevant theories appear mutually exclusive, with no obvious overlapping regions of validity. Whereas the theory of coherent reflection was developed using assumptions about cochlear hydrodynamics that break down in the short-wave regime purported to encompass the region of maximal scattering, the classic theory of the short-wave regime relies on assumptions about the mechanics that fail in the presence of perturbations that might scatter the wave. In this paper, we resolve the dilemma by developing a cochlear scattering formalism for a two-dimensional cochlear model that supports both long and short waves and the transition between the two. Our analysis makes no implicit smoothness assumptions and remains valid in the presence of mechanical perturbations. We apply the formalism to investigate whether-and if so how-the predictions of the long-wave theory of reflection-source OAEs change when the modeling framework is extended to capture the short-wave behavior near the peak of the traveling wave.
Overview
Our argument has three parts and a prologue. After perusing this synopsis, readers interested primarily in the conclusions rather than their logical justification might skip FIG. 1 . Violation of the long-wave assumption at the peak of the traveling wave. The figure shows estimates of k Hϵ2H/ for the human ͑solid line͒ and guinea pig ͑dashed line͒ versus fractional distance from the stapes. The wavelength is evaluated at the peak, x (), of the traveling wave envelope. For each species, the scala height H was defined as the radius of the equivalent circle ͑area equal to the combined areas of the scala vestibuli and tympani͒ as computed from measured scalae dimensions ͑Thorne et al., 1999͒. Estimates of were obtained from otoacoustic measurements of stimulus-frequency emission ͑SFOAE͒ group delay transformed into equivalent wavelengths using local scaling symmetry and the cochlear map ͑Shera and Guinan, 2003, Table II͒ . Cochlear maps were adjusted so that the total cochlear length matched the values reported by Thorne et al. ͑1999͒ . Values of k H greater than 1 ͑dotted line͒ are inconsistent with the long-wave assumption.
ahead to part three ͑Sec. VI͒ on the assumption that all's well that ends well. For reference, Appendix E contains a list of frequently used symbols.
Preparatory to anything else we begin by reviewing relevant assumptions and deriving the equations for a twodimensional ͑2-D͒ cochlear model with mechanical perturbations ͑or roughness͒ in the partition ͑Sec. II͒. Our goal is to understand the effects of long-versus short-wave scattering on the properties of reflection-source OAEs. Since bidirectional coupling between the ear canal and the basal, longwave region of the cochlea is well described by 1-D theory ͑e.g., Nedzelnitsky, 1980; Shera and Zweig, 1992a; Talmadge et al., 1998; Puria, 2003͒ , our concern here is only to understand the physics that gives rise to reverse-traveling waves within the cochlea ͑i.e., the mechanisms of emission generation͒. As viewed from the stapes, backscattering of traveling waves manifests itself as a nonzero value of the cochlear reflectance, R, defined as the ratio of the outgoing to the ingoing pressure waves at the stapes. Our strategy is therefore to calculate R in models of different heights or dimensionality.
The first part of the argument then begins in Sec. III, where we show how the general 2-D problem can be reduced to a 1-D wave equation by considering the pressure averaged over the scalae area, as originally suggested by Duifhuis ͑1988; see also Zwislocki, 1953͒ . At the base of the cochlea this averaged pressure determines the net force on the stapes and therefore controls how OAEs couple to the middle ear. Traveling-wave solutions in the smooth cochlea permit the definition of ''projection operators'' that decompose the averaged pressure into components representing forward-and reverse-traveling waves. By introducing the scalae-averaged response to an oscillating point source located on the BM ͑the ''reduced traveling-wave Green's function''͒, we then show that the model solution in the presence of perturbations takes the form of an infinite series in which successive terms arise physically via multiple wave scattering within the cochlea ͑Sec. IV͒. We derive an approximate expression for the reduced traveling-wave Green's function valid in the ''far field'' at some distance from the source ͑e.g., near the stapes͒. Using the projection operators to extract the wave components then yields a first-order perturbative expression for the cochlear reflectance, R.
In the second part we argue that comparing values of R calculated in models of different heights requires compensating for variations in mechanical tuning that would otherwise arise were the BM impedance function held constant ͑Sec. V͒. To control for variations in tuning we need to find the BM impedance that yields a given velocity response in a model of specified height, and we develop a new method for solving this cochlear ''inverse problem. '' In the third and final part we bring everything together and compute the cochlear reflectance in response-matched 1-D and 2-D models of various heights ͑Sec. VI͒. We use the results to compare and contrast the nature of wave scattering in long-and short-wave models. We find that the reflection from the peak region-rather than being reduced or even eliminated relative to the long-wave case, as suggested by Zwislocki's analysis-is actually enhanced in the short-wave regime. In effect, the hydrodynamics of the short-wave regime act to magnify the effective size of the perturbations located within the peak of the traveling wave. In other respects, however, the principal conclusions of the 1-D analysis-such as the predicted relation between emission group delay and the wavelength of the traveling wavesurvive with only minor modification.
II. A TWO-DIMENSIONAL COCHLEA WITH PERTURBATIONS

A. Assumptions of the model
For clarity of exposition, we make several simplifying assumptions in order to eliminate technical complications that obscure the most important points of the analysis.
First and foremost, we work with the simplest geometry that manifests both long-and short-wave behavior. In particular, we assume a linear, two-dimensional box model of the cochlea with incompressible and inviscid scala fluids ͑see Fig. 2͒ . The x axis extends longitudinally from the base (x ϭ0), and the y axis is oriented perpendicular to the basilar membrane ͑BM͒, which is located in the xz plane and spans the entire width, b, of the cochlea ͑a configuration de Boer has referred to as ''wall-to-wall carpeting'' with a stereociliary shag͒. Except at the two windows, we assume that the box is surrounded by rigid bone so that no net fluid enters or leaves the cochlea at acoustic frequencies; the volume displacements of the two windows are therefore equal and opposite.
In the 1-D model, the wavelengths of the waves on the cochlear partition are assumed to be large relative to the heights ͑and widths͒ of the scalae so that the pressures and fluid velocities are nearly uniform in any ''radial'' cross section parallel to the yz plane. Here, we relax this ''longwavelength'' assumption and allow the dynamical variables to depend on y, the height above the partition. Effectively, we assume that the width b of the BM-but not necessarily the height H of the scalae-is everywhere much less than a wavelength. Since the pressure field is assumed to be independent of z, the problem is 2ϩ1 dimensional ͑2 space, 1 time͒.
We neglect possible complex spatial variations in the pressure in the immediate vicinity of the oval and round windows at xϭ0; in effect, we assume that the two windows move as rigid pistons with areas that match those of their respective scalae. Furthermore, we assume that the cochlea is FIG. 2. Sagittal spacetime slice through the two-dimensional box model. The scala vestibuli and scala tympani are assumed to have equal rectangular cross sections of height H. In the z direction perpendicular to the page the width of the scalae is assumed to be everywhere much less than a wavelength so that the model is effectively two dimensional. The cochlear partition, schematized here as a thin membrane partaking in a traveling wave, manifests micromechanical impedance perturbations arising from its discrete cellular architecture. Note that the partition displacement has been grossly exaggerated to make the wave visible on the scale of the figure. effectively semi-infinite in extent ͑or, equivalently, that stimulus frequencies are not so low that reflections from the helicotrema and the apical wall contribute significantly to the response͒. Thus, the only source of apical cochlear wave reflections that we consider is BM roughness, whose perturbative effects are discussed in Sec. IV.
Since the model is linear, its response to any stimulus is completely determined by its response to pure tones. We therefore assume harmonic time dependence and write pressures, velocities, and other dynamical variables as complex Fourier amplitudes representing responses at angular frequency ͓e.g., v BM (x,t)ϭRe͕V BM (x,)e it ͖], where is 2 times the stimulus frequency, f. Fourier transformation converts the third ͑temporal͒ dimension to frequency; for notational simplicity, we usually leave the functional dependence on frequency implicit and refer to the model as twodimensional ͑2-D͒. The pressure field in the cochlea can be separated into terms symmetric and antisymmetric about the BM ͑sum and difference pressures, respectively͒. Since the two model scalae are symmetric about the BM, the sum and difference pressures are decoupled. We assume that the cochlear partition responds only to the pressure difference across its surface ͑e.g., Voss et al., 1996͒ , and not to the absolute pressure within the scalae; consequently, we need only consider the pressure difference P(x,y) that gives rise to the classical traveling wave. The difference pressure is defined by P(x,y)ϵp (x,y) Ϫp(x,Ϫy) , where p(x,y) is the scala pressure ͑i.e., the scala-vestibuli pressure for yϾ0 and the scalatympani pressure for yϽ0). The pressure difference is antisymmetric about the partition: P(x,Ϫy)ϭϪP(x,y).
B. Synopsis of the model equations
With the exception of an explicit consideration of perturbations in the mechanics of the partition, the equations and boundary conditions describing the model are completely standard ͑for reviews see Viergever, 1980; de Boer, 1996͒ . All equations follow immediately from Newton's laws; we catalog them here in order to introduce our notation.
Fluid dynamics and boundary conditions. The linearized Euler equation ͑Newton's second law͒ and the assumed incompressibility of the cochlear fluids together imply that the pressure difference P(x,y) satisfies Laplace's equation,
where we have adopted the notational shorthand ‫ץ‬ x ϵ‫ץ/ץ‬x. Since the scalae walls are assumed rigid, the normal component of the fluid velocity, and hence the corresponding component of the pressure gradient, must vanish at yϭϮH:
Just above the cochlear partition, the fluid velocity must equal the velocity of the BM. Thus,
where 0 is the density of the cochlear fluids and positive BM displacements are those produced ͑at tϭ0 ϩ ) by positive displacements of the stapes ͑i.e., positive into the scala tympani͒. Coupling with the middle ear. Just inside the oval window the x ͑or longitudinal͒ component of the fluid velocity must equal the velocity of the stapes. Consequently,
where U ow is the volume velocity of the oval window; U sv ϵU sv "e x , with e x denoting the unit vector in the longitudinal direction; and U sv (x), the scala-vestibuli volume velocity, is given in terms of the fluid particle velocity, u sv (x,y), by
Analogous expressions hold for the longitudinal component of the scala-tympani volume velocity, U st (x,y). Equation ͑4͒ can be expressed in terms of the pressure by integrating the linearized Euler equation over the scalae to obtain
where Uϵ(U sv ϪU st )/2 and the average pressure P (x) is defined by
The impedance Z f is defined by
where SϵbH is the scala area. Z f has units of acoustic impedance per unit length and characterizes the effective acoustic mass of the fluids. Because the cochlear contents and their bony enclosure have been assumed incompressible, U sv ϩU st ϭ0 ͑e.g., Shera and Zweig, 1992b͒ ; consequently U ϵ(U sv ϪU st )/2ϭU sv . The stapes boundary condition ͓Eq. ͑4͔͒ therefore becomes
Since our focus here is the physics of wave scattering in the cochlea, we do not employ equations relating intracochlear pressures to those measured in the ear canal. At frequencies well below the maximum characteristic frequency of the partition, the coupling of OAEs into the middle ear involves pressures in the long-wave regime, and the 1-D theory remains valid even if the peak region is short wave. Equations describing sound transmission and reflection by the middle ear are discussed elsewhere ͑e.g., Shera and Zweig, 1992a,c; Peake et al., 1992; Talmadge et al., 1998; Schairer et al., 2003͒ . Here, we characterize the mechanical and acoustical effects of the external world seen from the cochlea, including the middle ear and any sound sources in the ear canal, by their Thévenin-equivalent source pressure and impedance ͑e.g., Beranek, 1986͒ . The Thévenin-equivalent impedance can in turn be represented as an equivalent reflection coefficient, R stapes , characterizing the reflection of reverse-traveling waves incident upon the stapes ͑e.g., Carlin and Giordano, 1964; Shera and Zweig, 1991; Talmadge et al., 1998͒. Dynamics of the cochlear partition. The cochlear partition is represented by an effective point impedance function that characterizes the motion induced by the pressure difference across its surface. Z BM (x) is defined by
We have included the factor of b in the definition, thereby giving the impedance units of acoustic impedance times length, so that it matches the definition employed in the 1-D transmission-line model. As explained below, the diacritical tilde indicates the presence of mechanical perturbations. When rewritten in terms of the BM impedance, the BM boundary condition ͓Eq. ͑3͔͒ assumes the form
Note that we have left the functional form of Z BM (x) completely unspecified. In order to provide a concrete example, we later determine the BM impedance by requiring that the model reproduce a given BM velocity response. Perturbations in the mechanics. At the micromechanical level, the properties of the cochlear partition presumably vary somewhat irregularly with position ͑e.g., due to spatial variations in the number, geometry, or mechanical characteristics of the outer hair cells͒. This micromechanical ''roughness'' appears superimposed on an overall smooth variation of the mechanics responsible for such things as the cochlear mapping between frequency and position. We represent these micromechanical irregularities as small perturbations, ⌬Z BM (x), in the impedance of the partition. To indicate that the impedance includes perturbations arising from irregularities in the mechanics, we write Z BM (x) with a diacritical tilde. Thus,
where Z BM (x) is the ''smooth'' component of the impedance obtained by ''ironing out'' the perturbations ⌬Z BM .
C. Statement of the problem
Otoacoustic emissions are presumed to indicate the presence of reverse-traveling pressure waves within the cochlea. In a linear cochlea, these waves manifest themselves in the ear canal via their effect on the cochlear input impedance. As discussed in detail elsewhere ͑e.g., Shera and Zweig, 1993a; Zweig and Shera, 1995; Talmadge et al., 1998͒ , the problem boils down to computing the value of the cochlear reflectance, defined by
where P ͕r,l͖ are the forward-and reverse-traveling components of the pressure P influencing the motion of the stapes.
The subscripts ͕r,l͖ designate waves traveling to the ''right'' and to the ''left,'' respectively, consistent with the cochlear orientation illustrated in Fig. 2 .
In a nutshell, the problem is to solve Eq. ͑1͒ for the pressure P(x,y)-subject to boundary conditions at the cochlear walls, stapes, and BM ͓Eqs. ͑2͒, ͑9͒, and ͑11͔͒-in order to determine how mechanical perturbations ⌬Z BM (x) affect the cochlear response. By analogy with the scattering of light ͑e.g., by smoke or density fluctuations in the atmosphere͒, we expect the perturbations to ''scatter'' incident traveling waves back toward the stapes, where they contribute to the cochlear reflectance, R. This ''scattering problem'' has been solved for the 1-D long-wave model ͑Zweig and Shera, 1995; Talmadge et al., 1998͒ , and our purpose here is not merely to repeat the derivation in 2-D. Rather, our goal is to understand how the results depend on the short-or longwave behavior of the model, that is, on the value of k H, where k denotes the ͑real 2 ͒ wave number at the peak (x ) of the traveling wave, k ϵk͓x (),͔. The character of the waves in the peak region varies inversely with k H: when k H is small, the waves are long wave; when k H is large, the waves are short wave. In all cases we assume that the basalmost ''tail'' region of the cochlear response remains long wave (k 0 HӶ1). This assumption is consistent with pressure measurements made in the basal region of the cochlea, which indicate that at frequencies well below the maximum characteristic frequency of the partition the wavelength of the cochlear traveling wave is large compared to the dimensions of the scalae ͑e.g., Nedzelnitsky, 1980͒ . Figure 3 illustrates these remarks by showing the pressure field P(x,y) produced by a pure-tone stimulus in an active 2-D model of the cochlea with parameters chosen so that k HХ6. ͑Appendix D provides details of the model and a synopsis of our numerical procedures, including the checks used to ensure integrity of the solution.͒ The iso-pressure contours, spaced at intervals of 1 dB, show that the pressure remains nearly uniform across the scalae in the basal-most tail region near the stapes but becomes highly nonuniform near the characteristic place, where the largest pressures are FIG. 3 . Amplitude of the pressure field P(x,y) in the scala vestibuli (y Ͼ0) for a 2-D model cochlea driven from the stapes with a pure-tone stimulus of frequency f. The spatial coordinate x varies along the abscissa and is shown in the form f /CF(x) so that the peak of the corresponding BM velocity response occurs at the value 1. The y coordinate is normalized by the model height, H ͑0.7 mm͒. The BM is represented by the line located along the bottom edge of the plot (yϭ0). Iso-pressure contours are spaced at intervals of 1 dB. The model's BM impedance function, with parameters chosen so that k HХ6 ͑detailed in Appendix D, Table I͒ , derives from the inverse solution of Zweig ͑1991͒ and varies smoothly with position ͑⑀ϭ0͒. P(x,y) was computed numerically using finite differences ͑e.g., Neely, 1981͒. found in the immediate vicinity of the BM ͑cf. Olson, 2001͒. To explore the effects of perturbations in the mechanics we could simply assume some convenient form for Z BM (x) and solve the model equations numerically, as we did for a model without perturbations in Fig. 3 . However, understanding any differences between short-and long-wave scattering requires a more considered approach. As we will see, straightforward numerical simulations, if naively interpreted, can introduce spurious sources of variation that seriously compromise the analysis of short-versus long-wave scattering.
III. REDUCTION TO A ONE-DIMENSIONAL WAVE EQUATION
The derivation of a perturbative theory of coherent wave reflections in the 1-D framework is greatly simplified by the existence of an inhomogeneous one-dimensional wave ͑Helmholtz͒ equation for the pressure ͑e.g., Zweig and Shera, 1995; Talmadge et al., 1998͒ . We now derive a generalization of this equation for a 2-D model, based on the work of Duifhuis ͑1988; Talmadge et al., 2001͒. Otoacoustic emissions originating in the cochlea are manifest in the ear canal because of their coupling through the middle ear. As outlined above, this coupling depends on the pressure averaged over the stapes footplate. Our strategy is therefore to consider the quantity P (x), defined by Eq. ͑7͒ and reproduced below:
An equation for P (x) can be obtained by averaging ٌ 2 P ͓Eq. ͑1͔͒ over the upper duct and applying boundary conditions at the BM and yϭH ͓Eqs. ͑2͒ and ͑11͔͒. The result is ‫ץ‬ x 2 P ϩk lw 2 P 0 ϭ0, ͑15͒
where
The function k lw (x) is given by
where the fluid impedance Z f is defined by Eq. ͑8͒. Following Duifhuis ͑1988͒ we now introduce the function ␣(x), defined by
At every location x the function ␣(x) is the ratio of the pressure driving the cochlear partition to the pressure averaged over the scalae cross section. The value of ␣(x) depends on the effective dimensionality of the fluid flow at location x. Since the largest pressures are found close to the partition, ͉P 0 ͉у͉P ͉ so that ͉␣͉у1 in the traveling-wave region of the cochlea basal to x (). To provide a concrete example, Figs. 4 and 5 show plots of P 0 (x), P (x), and their ratio, ␣(x), computed from the pressure field P(x,y) produced by sinusoidal stimulation at the stapes ͑Fig. 3͒.
Rewriting Eq. ͑15͒ for P using Eq. ͑18͒ for ␣ we find that the average pressure P (x) satisfies the one-dimensional wave equation
where the complex-valued wave number, k (x), is given by
Note that k →k lw in the long-wave regime where ␣→1. For future convenience we write k 2 in the form
where ⑀(x) is related to the perturbations ⌬Z BM through the equation ⑀ϭϪ␦/͑1ϩ␦͒, with ␦ϵ⌬Z BM /Z BM .
Character of the solution in the smooth cochlea
Before pursuing the effects of perturbations, we first explore the character of the solution in the smooth cochlea obtained by taking ⑀→0, a process equivalent to ironing out the mechanical perturbations to recover the smooth wave number, k(x). In the smooth cochlea Eq. ͑19͒ becomes
Because the average pressure P (x) satisfies a onedimensional wave equation, we expect the general solution to comprise a superposition of waves traveling in opposite directions with local wavelength (x)ϭ2/k(x). For example, in the long-wave regime ␣→1 and thus k→k lw . In this regime the impedance Z BM (x) is dominated by the stiffness of the partition and the wave number kХk lw is therefore essentially real. Equation ͑22͒ for P (x) thus has the standard Sturm-Liouville form so that its solutions can be presumed oscillatory ͑e.g., Ince, 1956; Courant and Hilbert, 1953͒ ; appropriate linear combinations can then be formed that represent waves traveling independently in opposite directions. Note, however, that the traveling-wave solutions for P (x) deduced from Eq. ͑22͒ are, at this point, only formal: Eq. ͑20͒ indicates that the wave number k(x) depends on ␣(x), which remains undetermined except in the long-wave regime, where ␣→1. Duifhuis' ͑1988͒ procedure for reducing Eq. ͑15͒ to a one-dimensional wave equation can only be useful for investigating the reflection of cochlear traveling waves if the process is more than clever sleight-of-hand ͓for a review, see Jay ͑2001͔͒. In particular, the reduction must hold-with the same value of ␣(x)-for waves traveling in both directions. We argue that this is true on general grounds.
3 Suppose we find a solution P (x,y) to the model equations corresponding to a forward-traveling wave. For example, P(x,y) can be computed numerically when the model is driven from the stapes ͑e.g., Fig. 3͒ . In the basal, long-wave region of the cochlea, the solution will match the standard, onedimensional solution for a forward-traveling wave. From the solution P(x,y) we can compute the corresponding values of ␣(x) and k(x), and we will find that the average pressure P (x) satisfies Eq. ͑22͒ exactly throughout the cochlea. But Eq. ͑22͒ is a second-order equation, and it therefore has another, independent solution with the same values of k(x) and ␣(x). This additional solution has the form of a reversetraveling wave; like the forward-traveling wave, it transforms smoothly into the standard long-wave solution in the basal region near the stapes.
IV. SOLVING FOR THE COCHLEAR REFLECTANCE
A. Basis waves and projection operators
The two independent traveling-wave solutions in the smooth cochlea constitute ''basis waves'' that define what is meant by forward-and reverse-traveling waves in a nonuniform medium ͑Shera and Talmadge et al., 1998͒ . The basis waves, here denoted W ͕r,l͖ (x), are solutions of the homogeneous wave equation
By convention, the basis waves are dimensionless and are normalized so that W ͕r,l͖ (0)ϭ1. Their form can be obtained numerically or analytically using the WKB approximation. In Appendix A we present a procedure for suppressing reflection at the stapes in order to obtain pure forward-and reverse-traveling numerical solutions. We also derive approximate basis waves using the WKB approximation and show that they provide better solutions to Eq. ͑23͒ than those obtained from the ''standard'' WKB solutions for the 2-D model ͑e.g., Steele and Taber, 1979; Viergever, 1980; de Boer and Viergever, 1982͒ . The basis waves are central to our analysis because they allow the definition of ''projection operators,'' P ͕r,l͖ , that decompose the total pressure at any point into components representing forward-and reverse-traveling waves. 4 The projection operators are defined so that P ͕r,l͖ ͑ x ͒ϭ P ͕r,l͖ ͕P ͑ x ͖͒; ͑24͒ they are given in terms of the basis waves W ͕r,l͖ (x) by the formula ͑Shera and Zweig, 1991͒
where the complex constant ␥ is the reciprocal of the Wronskian determinant ͓Eqs. ͑B5͒ and ͑B7͔͒, with dimensions of length. Note that the basis waves W ͕r,l͖ (x) are eigenfunctions of the projection operators with eigenvalues of either 0 or 1. Given a solution P (x) for the pressure obtained in the presence of mechanical perturbations, the projection operators P ͕r,l͖ enable one to find the forward-and reversetraveling wave components at any point in the cochlea. In particular, one can use them to determine the cochlear reflectance, defined by Eq. ͑13͒. Although the solution P (x) can, of course, be obtained numerically, the analytic expression derived in the next section provides crucial insight.
B. Finding the pressure in the presence of perturbations
Response to a point source on the BM
We solve the scattering problem by first supposing that we have solved a simpler problem: finding the response in an otherwise smooth cochlea to an isolated point source on the BM. We therefore define the complex-valued 2-D Green's function G (x,y͉xЈ,yЈ) as the solution to Poisson's equation,
where ␦(x) is the Dirac delta function. Since the product of delta functions vanishes identically except at the point (xЈ,yЈ), the right-hand side represents an oscillating point source of unit strength located at position (xЈ,yЈ). The dimensionless Green's function G(x,y͉xЈ,yЈ) describes the propagated response at the observation point (x,y) to the source at (xЈ,yЈ) and is understood to satisfy the boundary conditions imposed on the pressure in the cochlea. For example, G(x,y͉xЈ,yЈ) depends on the BM impedance via the frequency-dependent boundary condition ‫ץ‬ y ln GϭHZ f /Z BM along the BM ͓Eq. ͑11͒ for a smooth cochlea͔. The Green's function is symmetric ͑reciprocal͒ under the interchange of source and observation points within the cochlea: G (x,y͉xЈ,yЈ)ϭG(xЈ,yЈ͉x,y) . In other words, the response at (x,y) to a source at (xЈ,yЈ) is identical to the response at (xЈ,yЈ) to the same source at (x,y). In our application we take yЈϭ0 ϩ since the sources ͑perturbations͒ are presumed to be located on the BM ͑i.e., at yϭ0 ϩ ) rather than somewhere off in the fluid (yϾ0).
An integral equation for the pressure
We now use the Green's function G (x,y͉xЈ,yЈ) to obtain an integral representation for the pressure P(x,y). We start with the identity
where SЈ is the total boundary surface of the scala vestibuli and ‫ץ‬ Ќ ϵ(e Ќ •ٌ) represents the derivative in the direction of the local outward normal to the surface ͑e.g., ‫ץ‬ Ќ Ј ϭϪ‫ץ‬ y Ј along the BM͒. Equation ͑27͒ is obtained by integrating Gٌ 2 PϪ Pٌ 2 G over the scala volume and converting the result into a surface integral over SЈ using Green's theorem ͑e.g., Courant, 1988͒. To evaluate the contributions from the various boundary surfaces we assume that the pressure P(xЈ,yЈ) results from a stimulus applied at the stapes. In the absence of mechanical perturbations, P(xЈ,yЈ) is simply the unperturbed pressure distribution, which we take equal to the forward-traveling wave, P r (xЈ,yЈ). We now assume, however, that P(x,y) contains effects arising from roughness; near the stapes we therefore expect P(xЈ,yЈ) to comprise both forward-and reverse-traveling wave components. The boundary conditions on G(x,y͉xЈ,yЈ) and P(xЈ,yЈ) discussed in Sec. II imply that the only nonzero contributions to the surface integral arise from the basal boundary at the stapes (xЈϭ0) and from the lower boundary at the BM (yЈϭ0 ϩ ). Evaluating these terms yields the integral equation
To obtain Eq. ͑28͒ we used the fact that along the BM ‫ץ‬ y Ј ln P 0 ϭHZ f /Z BM ϭ(1ϩ⑀)Hk lw 2 ͓Eqs. ͑11͒, ͑17͒, and ͑21͔͒; the Green's function G (x,y͉xЈ,0 ϩ ) is defined in the smooth cochlea and therefore satisfies the same boundary condition with ⑀ϭ0. Note that Eq. ͑28͒ for P(x,y) reduces to the unperturbed right-going solution, P r (x,y), in the absence of roughness.
To obtain an integral equation for the pressure P (x) we average Eq. ͑28͒ over the scala cross section:
where ϵ⑀k 2 ϵ⑀␣k lw 2 and
The function Ḡ 0 (x͉xЈ) has units of length and describes the propagated response, averaged over the duct cross section at the observation point at x, to the BM source at xЈ. Equation ͑29͒ therefore represents the mechanical perturbations as a distribution of BM point sources with strengths that vary with position, xЈ. At any point x, the scalae-averaged pressure resulting from the distribution of sources is found by adding up the response to each source, Ḡ 0 (x͉xЈ), weighted by the corresponding source strength, P . In the continuum limit, the summation becomes an integral over the source distribution, where the integration extends over all regions of the cochlea where is nonzero. Although the function Ḡ 0 (x͉xЈ) defined by Eq. ͑30͒ plays a role in Eq. ͑29͒ analogous to a one-dimensional Green's function, Ḡ 0 (x͉xЈ) is not a conventional Green's function. Note, for example, that Ḡ 0 (x͉xЈ) is not symmetric under the interchange of source (xЈ) and observation ͑x͒ points within the cochlea. This lack of symmetry is no violation of reciprocity; it simply reflects the basic asymmetry between source and observation inherent in the definition of Ḡ 0 (x͉xЈ): Whereas the source occurs on the BM ͓i.e., at the point (xЈ,0
ϩ )] the observation comprises a vertical average over the scalae cross section ͓i.e., (x,͐ dy)]. To avoid confusion we refer to Ḡ 0 (x͉xЈ) as the ''reduced traveling-wave Green's function.''
An iterative solution
Although Eq. ͑29͒ for P (x) is purely formal-the first term is known but the unknown solution P (x) appears inside the integral-we can construct an explicit solution P (x) by iteration. Making the notational substitutions xЈ→xЉ and x→xЈ in Eq. ͑29͒ yields
where P 0 ϵ P r (0). Inserting this expression for P (xЈ) into the integral on the right-hand side of Eq. ͑29͒ yields
͑32͒
The first two terms on the right-hand side of this equation are now known; the unknown function P (x) appears only in the third. By iterating in this fashion we construct the cochlear ''Born expansion. '' 5 Each iteration introduces another power of the perturbations, . If the perturbations are weak, each additional term is smaller than the one preceding it. Successive iterations then push the unknown function P (x) into smaller and smaller terms. Eventually the contribution from this unknown function can be neglected and the solution expressed entirely in terms of known quantities. More formally, let P 1 (x)ϵ P 0 W r (x) and
͑33͒
for nϭ1,2,3,... . If the series converges, the solution to the integral equation is
Interpretation as multiple scattering
Series ͑34͒ can be interpreted physically as arising from multiple scattering. Each term P n (x) represents the contribution of wavelets scattered nϪ1 times within the cochlea ͑n is the number of intervals of scatter-free propagation͒. For example, the term P 3 (x), defined by the double integral
represents the net contribution of all doubly scattered wavelets. The wavelets contributing to P 3 first propagate freely to xЉ, where they scatter with strength (xЉ). The scattered wavelets then propagate freely to xЈ, where they scatter a second time with strength (xЈ) before propagating a third and final time to the observation point at x. Since xЉ and xЈ can be located anywhere in the cochlea-in particular, xЈ can be either apical to or basal to xЉ-both forward and backward scattering are properly accounted for. The integration over the coordinates xЉ and xЈ thus sums contributions from all pairwise combinations of scattering locations within the cochlea. Finally, summing the terms P n (x) combines wavelets scattered all possible number of times.
C. Approximate form of the reduced traveling-wave Green's function
Practical application of scattering series ͑34͒ for P (x) requires knowledge of the reduced Green's function, Ḡ 0 (x͉xЈ). Ideally one seeks an expression for Ḡ 0 (x͉xЈ) valid throughout the cochlea, but to understand the effect of perturbations on the reflectance evaluated at the stapes it suffices to find an approximation valid in the ''far field'' at some distance from the source at xЈ. To obtain an approximate form for Ḡ 0 (x͉xЈ) valid in this regime we begin by writing G (x,y͉xЈ,yЈ) in the form
G͑x,y͉xЈ,yЈ͒ϭG͑x͉xЈ͒Q͑ y;x͉yЈ;xЈ͒, ͑36͒
where G(x͉xЈ) is the traveling-wave Green's function for the equivalent long-wave model ͑i.e., the long-wave model with the same basis waves͒ and Q(y;x͉yЈ;xЈ) remains undetermined. G(x͉xЈ) is defined as the symmetric solution to
subject to the appropriate boundary conditions at the base and apex of the cochlea. By writing G (x,y͉xЈ,yЈ) in the product form ͑36͒ we ''factor out'' the principal travelingwave solutions that couple to the stapes. The undetermined function Q(y;x͉yЈ;xЈ) thus provides the residual y ͑and x͒ dependence. Q(y;x͉yЈ;xЈ) has units of reciprocal length and is normalized so that
The normalization is exact in the long-wave regime and approximate elsewhere; it guarantees that G(x,y͉xЈ,yЈ) reduces to G(x͉xЈ) in the limit that the source distribution at xЈ is independent of yЈ and the response at x is averaged over y. In the long-wave limit, pressures-and pressure sources-are uniform over the scalae. According to definition ͑30͒, Ḡ 0 (x͉xЈ) has the value
To obtain an approximate expression for the integrand Q(y;x͉0 ϩ ;xЈ) we argue physically as follows: When the cochlea is driven from the stapes, the pressure P 0 (x) at the BM is ␣(x) times the ''line-averaged'' pressure P (x) in the fluids above ͓i.e., P 0 (x)ϭ␣(x) P (x), by Eq. ͑18͔͒. In an analogous way, when the driving source at xЈ is located on the BM (yϭ0 ϩ ), we expect the far-field component of the response to be ␣(xЈ) times the response to a ''line source'' of equivalent total strength spread out uniformly over the interval (0,H). In other words, we expect that
Substituting this value into Eq. ͑39͒ and applying the normalization ͑38͒ yields the approximation
We derive a general expression for the 1-D travelingwave Green's function, G(x͉xЈ), in Appendix B. The expression for G(x͉xЈ) ͓Eq. ͑B8͔͒ is symmetric in x and xЈ and includes the effect of nonzero reflection from the stapes. Since our goal here is to calculate the cochlear reflectance, a quantity independent of the stapes boundary condition, we assume for simplicity that the stapes presents a perfectly reflectionless boundary (R stapes ϭ0). In this case, the longwave Green's function G(x͉xЈ) reduces to G ϱ (x͉xЈ), where the subscript indicates that the cochlea appears infinite in extent to waves incident upon the stapes. According to Appendix B, G ϱ (x͉xЈ) is given by
where x Ͻ (x,xЈ)ϵmin(x,xЈ) and x Ͼ (x,xЈ)ϵmax(x,xЈ). Derived here on physical grounds, approximation ͑41͒ is proved formally in Appendix C for the case when the BM impedance is independent of position; the proof generalizes to yield an approximate expression valid when the smooth component of the BM impedance varies slowly with x. Figure 6 compares approximation ͑41͒ to the ''exact'' Green's function Ḡ 0 (x͉xЈ) computed numerically. As expected, systematic deviations between the two solutions appear when both source and observation points ͑x and xЈ) are close to the characteristic place ͑i.e., in the short-wave ''near field''͒. Nevertheless, the approximation is uniformly excellent in the far-field regime (x→0) relevant here.
D. First-order approximation for the reflectance
Equation ͑34͒ constructs the solution P (x) in the form of a perturbative ''scattering series.'' When the perturbations are small one can neglect secondary (nϾ2) scattering by truncating series ͑34͒ after the first two terms ( P 1 ϩ P 2 ). One then obtains an expression for P (x) valid to first order in ͑the so-called Born approximation͒:
͑43͒
Substitution of the explicit form for Ḡ 0 (x͉xЈ) ͓Eqs. ͑41͒ and ͑42͔͒ yields the approximation
͑44͒
We take the integration to ϱ in the final term as a reminder that we have assumed the cochlea is essentially infinite in extent ͑i.e., no wave reflection occurs at the helicotrema͒. In practice, the magnitude of the integrand rapidly falls to zero apical to the peak of the traveling wave; at all but the lowest frequencies the precise value of the upper limit is therefore irrelevant.
The two terms in brackets describe how nonzero perturbations cause the forward-and reverse-traveling wave amplitudes to vary with position. The cochlear reflectance ͑13͒ can be found as the ratio at xϭ0 of the coefficients of W l (x) and W r (x) in the series representation of P (x). These coefficients can be read off directly from Eq. ͑44͒ or, in the more general case, computed by using the projection operators P ͕r,l͖ ͓Eq. ͑25͔͒. To first order in ,
Higher-order approximations to the reflectance that include the effects of multiple scattering are easily derived using series ͑34͒. When the various factors in the integrand are replaced by their long-wave equivalents ͑i.e., ␣→1; k 2 →k lw 2 ; and W r 2 →W lw,r 2 ), approximation ͑45͒ for R reduces to the expression previously derived for the 1-D model ͑Shera and Zweig, 1993b; Zweig and Shera, 1995; Talmadge et al., 1998͒. 6 
V. CONTROLLING FOR VARIATIONS IN MECHANICAL TUNING
Before applying our perturbative expression for the cochlear reflectance ͓Eq. ͑45͔͒, we need to eliminate spurious sources of variation. Recall that our goal is to understand how the character of the wave scattering in the peak region ͑i.e., long-wave versus short-wave͒ modifies the predictions of the theory. We approach the problem via a thoughtexperiment. Imagine a family of models whose parameters ͑specifically, the scalae height H and partition impedance function Z BM ) differ in ways that yield different values of k H. In order not to confound our analysis of long-and shortwave scattering, we need to restrict attention to those parameter sets that yield realistic mechanical tuning. In particular, we demand that the BM velocity response for the smooth cochlea, V BM (x), be held fixed at some predetermined value. Unless V BM (x) is held fixed, variations in the reflectance that result from changes in mechanical tuning may be mistakenly ascribed to differences between short-and long-wave scattering. Our question thus becomes: How does the reflectance R vary among models of different heights or dimensionality constructed so that they reproduce the same BM velocity response but manifest different values of k H?
To address this question we must determine how to enforce the constraint of constant tuning. In a nutshell, the problem is to find 1-D and 2-D models that reproduce a given BM velocity response. In other words, we need to solve the cochlear inverse problem. Unfortunately, existing methods ͑e.g., de Boer, 1995a,b; de Boer and Nuttall, 1999͒ do not serve our application, and we therefore develop an alternative approach.
A. Finding the wave number from the BM velocity
We first demonstrate that fixing V BM (x) is equivalent to fixing the wave number, k(x), that appears in the onedimensional wave equation for P ͓Eq. ͑19͔͒. This result makes intuitive sense-since V BM (x) is the traveling wave, fixing its value necessarily fixes its various properties, among them its wave number, k(x).
We begin by writing Eq. ͑10͒ for Z BM in the form FIG. 6 . Reduced traveling-wave Green's functions Ḡ 0 (x͉xЈ) for two source locations xЈ. The observation point x varies along the abscissa and is shown in the form f /CF(x), where f is the source frequency. When the model is driven from the stapes, the peak of the corresponding BM velocity response occurs at the value 1. Magnitude and phase scales are shown on the left-and right-hand sides of the plot, respectively. Vertical dotted lines mark the two source locations xЈ. The top panel shows Ḡ 0 (x͉xЈ) for an off-peak source located at a point whose CF is more than half an octave above the source frequency ͓ f /CF(xЈ)ϭ0.7͔. The bottom panel shows Ḡ 0 (x͉xЈ) for a source located at the characteristic place ͓ f /CF(xЈ)ϭ1͔. The stapes was assumed perfectly transparent (R stapes ϭ0). The dashed lines show the ''exact'' Green's functions computed numerically ͑standard model parameters from Appendix D͒; the solid lines show the approximate Green's function derived in the text ͓Ḡ 0 Х␣G ϱ , Eqs. ͑41͒ and ͑42͔͒. The approximation is uniformly excellent as x→0 and breaks down only when both x and xЈ are in the short-wave regime close to the characteristic place.
͑46͒
Multiplying both sides by k 2 /␣ and simplifying ͓using Eqs. ͑17͒, ͑18͒, and ͑20͔͒ allows us to rewrite this equation in terms of P and k rather than P 0 and Z BM . The result is
If we then substitute this expression for k 2 P into wave equation ͑22͒, we obtain an equation for P (x) in which the unknown wave number k(x) does not appear:
Now, if the function V BM (x) is known-whether by model or by measurement-Eq. ͑48͒ can be solved for P by double integration:
The constants of integration are chosen to satisfy the boundary conditions ͑in this case, P ϭ‫ץ‬ x P ϭ0 at the helicotrema͒. Using our solution ͑49͒ for P (x) we can then determine the wave number using Eq. ͑47͒:
Thus, the wave number k(x) depends only on the given BM response function, V BM (x), and is independent of the value of H, the effective height of the model. In other words, fixing V BM (x) yields the same wave number irrespective of whether the model is everywhere long wave, or short wave, or manifests a transition between the two, as in the real cochlea. Note that Eq. ͑50͒ determines k(x) not by assuming a particular form for Z BM (x), but by requiring that the model match a given BM-velocity response, V BM (x). In other words, Eq. ͑50͒ provides a partial solution to the inverse problem ͑partial because it determines k 2 but not Z BM ). The wave number inversion procedure derived here is a twodimensional variant of the procedure suggested by de Boer ͑1995a͒. An alternative procedure, analogous to Zweig's ͑1991͒ iterative long-wave method, can be developed based on approximate WKB solutions for P (x).
B. Finding the partition impedance from the wave number
Controlling for changes in mechanical tuning that would otherwise occur when we vary the height of the model requires varying the model parameters so that the wave number remains independent of H. To accomplish this, and thereby provide a full solution to the inverse problem, we must determine the corresponding BM impedance. Note that our analysis implies that constant mechanical tuning can only be maintained across models of different heights if the BM impedance varies with H. This conclusion should come as no surprise-it merely inverts the more familiar result that V BM (x) depends on the assumed height of the model when Z BM (x) is ͑tacitly͒ held constant.
More significantly, the analysis indicates how Z BM (x) must vary with H to maintain constant tuning. According to Eq. ͑20͒ the BM impedance and wave number are related by the equation
and k 2 (x) are to remain invariant. In other words, Z BM (x;H) must vary with H in exactly the same way as ␣(x;H)Z f so that the H dependence cancels in the ratio. Figure 7 shows how ␣(x;H) varies with H at fixed k(x). In the process, we compare numerical results with the approximation ␣ WKBs (x;H) computed from the standard WKB expression for P(x,y) ͑e.g., Steele and Taber, 1979; Viergever, 1980; de Boer and Viergever, 1982͒, which yields 7 ␣͑x;H͒Х␣ WKBs ͑ x;H ͒ϭ k͑x ͒H tanh͓k͑x ͒H͔ . ͑52͒
Although the approximation is generally a good one, systematic deviations are apparent near the peak of the traveling wave. Note that the WKB formula implies that ␣(x;H) Х␣͓k(x)H͔, a result that makes sense on dimensional grounds: Since ␣(x) is a dimensionless ratio, it can only be a function of dimensionless products, and the wave number k is the natural quantity with units of inverse length needed to cancel the units of H. Equation ͑51͒-together with the good but imperfect approximation ␣(x)Х␣ WKBs (x) illustrated in Fig. 7 -suggests an iterative inversion procedure for finding the functions ␣(x) and Z BM (x) needed to evaluate Eq. ͑45͒ for R and/or to solve the model numerically under the constraint of constant tuning. Figure 8 illustrates the procedure, which begins by using Eq. ͑50͒ to find the wave number, k(x), corresponding to the target BM velocity response function, V BM (x). Then, after using the WKB approximation to provide initial estimates of ␣(x) and Z BM (x), the algorithm iteratively improves these estimates, ultimately converging on a self- consistent solution that reproduces the given velocity response. ͓In practice, no more than two to three iterations are needed to achieve good convergence. If too many iterations are employed, the solution can begin to diverge again just beyond x . We believe that this instability arises from nonpropagating pressure modes that somehow slink into the solution from their usual innocuous hangout in the cutoff region apical to the characteristic place ͑e.g., de Boer and Viergever, 1982; Watts, 2000͒ .͔ Although the initial WKB estimate for ␣(x) is often a good one ͑cf. Fig. 7͒ , relatively small changes in ␣(x) can produce large changes in V BM (x) via their effect on the BM impedance in the region of traveling-wave amplification (Re͕Z BM ͖Ͻ0) just basal to the peak ͑see Sec. VII C͒. The iterative procedure therefore generally improves the overall quality of the solution substantially. Figure 9 illustrates the application of our inversion procedure. The bottom panel shows two BM impedance functions ͓Z BM 1d (x), dashed line; and Z BM 2d (x), solid line͔ that yield identical velocity responses ͑top panel͒ when employed in 1-D and 2-D models, respectively ͑standard model parameters from Appendix D͒. We refer to models of different heights or dimensionality that yield the same V BM (x) as ''response-matched models.'' In this case, the target BM velocity response and the impedance Z BM 1d were obtained using a variant of the long-wave model of Zweig ͑1991͒ as described in Appendix D; Z BM 2d was computed using the inverse method diagrammed in Fig. 8 .
C. The inverse procedure in action
Although Z BM 1d and Z BM 2d share a common qualitative form, including a bowl-shaped region of negative resistance in the region basal to the traveling-wave peak, 8 they also manifest important quantitative differences. Since k 2 (x) is invariant, Eq. ͑51͒ implies that
As expected from the form of ␣(x) ͑shown for the same model parameters in Fig. 5͒ , Z BM 1d (x) and Z BM 2d (x) are essentially indistinguishable in the long-wave region near the stapes but gradually diverge from one another as the traveling wave in the 2-D model enters the short-wave regime. Basal to the characteristic place, ␣(x) is approximately real and the two impedances therefore differ mostly by a position-dependent scale factor, with ͉Z BM 2d ͉Ͼ͉Z BM 1d ͉. Just apical to x , however, the phase of ␣(x) begins to change rapidly; as a result the relative magnitudes of the resistive and reactive components of the two impedances change. Note, for example, that although x is invariant ͑by design͒, the ''resonant place'' of the partition in the 2-D model ͑as defined by the zero-crossing of the reactance͒ occurs at a location considerably apical to its 1-D counterpart. ͑Equivalently, scaling implies that the local ''resonant frequency'' in the 2-D model appears shifted to higher frequencies.͒ Thus, the short-wave hydrodynamics in the 2-D model exaggerate an effect already apparent in 1-D: The CF at location x occurs at a frequency well above the in vacuo resonant frequency of the partition; in active models ͑both 1-D and 2-D͒ the best place is determined more by the zero crossing of the resistance than by the zero crossing of the reactance.
VI. SHORT-WAVE AND LONG-WAVE SCATTERING
Now that we are able to eliminate spurious variations in mechanical tuning, we return to our central question. Figure   FIG . 8. Iterative inverse method for finding and solving the 2-D model equations that yield a target BM velocity response. The algorithm begins on the left, outside the loop. First, the target V BM (x) is used to determine the corresponding wave number, k 2 (x) ͓Eq. ͑50͔͒. An initial estimate of ␣(x) is then calculated ͑dotted line͒ using the standard WKB approximation ͓Eq. ͑52͔͒. Upon entering the loop, the approximate ␣(x) is used to estimate the corresponding BM impedance, Z BM (x) ͓Eq. ͑51͔͒. Numerical solution of Laplace's equation, with Z BM (x) defining the BM boundary condition, yields the pressure field P(x,y), from which P (x), P 0 (x), and an improved estimate of ␣(x) are determined ͓Eqs. ͑14͒, ͑16͒, and ͑18͔͒. The loop then begins anew, using the improved estimate of ␣(x) to compute the BM impedance. Iteration continues until the algorithm converges on mutually consistent solutions for ␣(x), Z BM (x), and P(x,y). The model's BM velocity response ͓Eq. ͑46͔͒ then matches the target value. 10 compares the reflectances R 1d and R 2d computed in 1-D and 2-D models constructed to have the same BM velocity response ͑i.e., response-matched models͒. Identical random impedance perturbations ͑with ͉⑀͉ϳ1%͒ were used in each case. The reflectances R 1d and R 2d both share features characteristic of measured stimulus-frequency and transientevoked OAEs, including a rapidly rotating phase and an amplitude spectrum whose leisurely noodling about is occasionally punctuated by deep notches ͑reviewed in Shera and Guinan, 1999͒. Although their phase versus frequency functions are very similar, R 1d and R 2d differ substantially in overall magnitude, with ͉R 2d ͉ӷ͉R 1d ͉ for the standard parameters used here. The figure also demonstrates that the firstorder perturbative expression for R given in Eq. ͑45͒ closely matches the nonperturbative numerical calculation. Our analytic expression for R Born therefore allows us to probe the origin of the differences between R 1d and R 2d . Figure 11 plots the complex reflectance ratio R 2d /R 1d as a function of H at fixed frequency. Each data point and its error bar represents the mean and standard deviation of 20 ratios computed from numerical computations of R 1d and R 2d in response-matched 1-D and 2-D cochlear models of varying height ͓V BM (x) held constant͔.
A. Relation between 1-D and 2-D reflectances
9 Every pair of simulations employed a different random realization of the impedance perturbations, ⑀(x). As a gross consistency check on the calculations note that lim H→0 R 2d /R 1d ϭ1, as expected. Although the simulations show a small systematic shift in the reflectance phase, the largest effect of the shortwave hydrodynamics is the substantial increase in reflectance magnitude evident at larger values of H.
To understand these results, recall that Eq. ͑45͒ for R Born reads
We begin the analysis by asking how the factors in the integrand ͑i.e., ⑀, ␣, k 2 , and W r 2 ) depend on H when k(x) is held fixed. Since we are considering the physically reasonable case where the fractional size of the perturbations (⌬Z BM /Z BM ) remains constant, ⑀ is independent of H by hypothesis. The factor of k 2 is also clearly independent of H at fixed k, and we have already determined that ␣(x;H) Х␣͓k(x)H͔ varies with H ͓see Fig. 7 and Eq. ͑52͔͒. What about the factor W r 2 ? Since the basis waves W ͕r,l͖ (x) are solutions of the equation ‫ץ(‬ x 2 ϩk 2 )W ͕r,l͖ ϭ0 in which H does not explicitly appear, the basis waves ͑and the value of ␥ derived from them͒ depend only on k(x); consequently, when k(x) is fixed, so too are the basis waves W ͕r,l͖ (x). We conclude, then, that when V BM (x) is held constant, ␣(x;H) is the only factor contributing to the reflectance that varies with H. Differences between short-and long-wave scattering thus originate entirely in the function ␣(x;H).
Roughly speaking, the hydrodynamics encapsulated by ␣(x;H) can be thought of as modifying the effective strength of the perturbations. For example, Eq. ͑54͒ reduces to the 1-D result if the effective perturbations in the 1-D model are taken to be ⑀ eff (x;H)ϭ␣(x;H)⑀(x). Since ͉␣͉Ͼ1, the shortwave hydrodynamics act, in effect, to magnify the perturbations, and we therefore expect ͉R 2d ͉Ͼ͉R 1d ͉, consistent with the results in Figs. 10 and 11. As demonstrated below, the dominant scattering occurs in a region straddling the peak of the integrand, which is generally located close to the characteristic place. ͓The location of the peak of the integrand is somewhat variable because the perturbations ⑀(x) vary ''randomly'' from cochlea to cochlea.͔ To the extent that ␣(x;H) is roughly constant over the scattering region it can be pulled outside the integral, yielding the approximate relation
In the short-wave region the magnification factor thus has the approximate value ␣(x ;H)Хk H. ͑Estimated values of k H are shown for human and guinea pig cochleae in Fig. 1 .͒ The accuracy of approximation ͑55͒ in any given cochlea ͑or cochlear model͒ depends on the precise distribution of impedance perturbations. At best, its validity is therefore only statistical. To test Eq. ͑55͒, Fig. 11 also plots the function ␣(x ;H), demonstrating that the approximation captures the dominant trend in the results.
B. Reflectance group delay
The group ͑or phase-gradient͒ delay of the cochlear reflectance is the major determinant of the characteristic frequency spacings of OAE fine structure ͑Shera and Zweig, 1993a; Zweig and Shera, 1995; Talmadge et al., 1998; Shera, 2003a͒ . We have shown previously that integral ͑54͒ for R ͑with ␣ϭ1͒ predicts that the reflectance group delay ͑defined by ϵϪ‫ץ‬ ЄR) is determined by the phase slope of the integrand evaluated near its magnitude peak ͑e.g., Zweig and Shera, 1995, Appendix D͒. In the short-wave regime ␣(x) modifies both the amplitude and phase of the integrand near the peak ͑see Fig. 5͒ , and we therefore expect reflectance group delays in the 2-D model to differ somewhat from their 1-D values. However, the close match between the phase curves of Fig. 10 suggests that any differences are small. Figure 12 quantifies group-delay differences between response-matched 1-D and 2-D models using histograms assembled from simulations employing different random distributions of impedance perturbations. Group delays are shown in a dimensionless form representing the number of periods of delay at the emission frequency, which was varied in a small neighborhood about 3 kHz. As expected, the histograms peak at slightly different values, with 1d Ͻ 2d . Although the modal values are robust, both histograms have substantial width, indicating considerable variability in the results. This variability is manifest both at nearby frequencies in a single ͑model͒ ear and between ears at fixed frequency. Similar broad distributions of reflection-source OAE group delay are found experimentally in both human and animal subjects ͑e.g., Shera and Guinan, 2003, Figs. 1 and 3; Shera, 2003a; Figs. 3 and 4͒ . According to the model, the variability reflects the underlying irregularity in the mechanical perturbations that give rise to the reverse-traveling wave. To understand the difference between the modal values of 1d and 2d , note that the smooth ͑nonstochastic͒ component of the integrand ͑I͒ in Eq. ͑54͒ for R Born can be written in the form
where T is the BM mechanical transfer function (V BM /V stapes ) and we have used Eq. ͑47͒ with the identification P ϳW r . Computing the group delay at the magnitude peak yields
where k ϵϪ‫ץ‬ k, and so on. In 1-D models, where the peak region is assumed to be long wave, ␣→1 and ␣ →0. Thus,
When the peak region is short wave, however, ␣Х␣ WKBs →kH ͓Eq. ͑52͔͒, so that
The short-dashed lines in Fig. 12 demonstrate that the modal values of 1d and 2d are well approximated by Eqs. ͑58͒ and ͑59͒.
To determine the sign of k , note that wave numbers obtained via inverse analysis in sensitive preparations ͑e.g., de Boer, 1995b͒ indicate that Re͕k͖Ͼ0 and that Im͕k͖ goes through a negative-going zero crossing in the vicinity of the response peak ͑see footnote 2͒. Using local scaling symmetry to convert these spatial derivatives at fixed frequency into frequency derivatives at fixed position then yields k Ͼ0.
10 Consequently,
consistent with the results shown in Fig. 12 . Since k is typically only a fraction of 2 BM , the approximation Х2 BM appears good to within 10%-20%. Inequalities ͑60͒ imply that the approximation is improved by short-wave effects within the scattering region. These results are quantitatively consistent with direct and indirect comparisons of SFOAE and BM group delays performed in the basal half of the cochlea ͑Cooper and Shera, 2004; Shera and Guinan, FIG. 12 . Reflectance group delays in response-matched 1-D and 2-D models. The figure shows histograms of reflectance group delays ͑in periods of the stimulus frequency͒ pooled from 50 simulations, each employing a different random distribution of mechanical perturbations. In each simulation, the stimulus frequency was varied over a small neighborhood about 3 kHz ͑Ϯ80 Hz in 10-Hz steps͒, and reflectance group delays ͑defined as ϵϪ‫ץ‬ ЄR) were found by computing local phase gradients from unwrapped phase responses using centered differences ͑Shera and Guinan, 2003͒. The two short-dashed vertical lines that intersect the histogram peaks indicate group delays estimated from the phase gradient of the smooth component of the integrand in Eq. ͑54͒, evaluated at its magnitude peak ͓Eq. ͑57͔͒. The long-dashed line on the right shows twice the CF group delay of the corresponding BM velocity transfer function.
2003͒. For example, Cooper and Shera ͑2004͒ report the relation SFOAE ϭ(1.86Ϯ0.22 s.d.) BM based on a comparison of otoacoustic and near-CF mechanical group delays measured in the same ears ͑ten guinea pigs, one chinchilla͒.
C. Location of the scattering region
The cochlear reflectance quantifies wave reflection as viewed from just inside the oval window, the intracochlear location where OAEs couple to the middle ear. The projection operators P ͕r,l͖ (x) can, however, be applied at locations throughout the cochlea, not just at xϭ0. In particular, they enable us to locate the region of dominant scattering, even allowing us to look inside the scattering region to determine how the wave amplitudes vary with position. Figure 13 shows the magnitude of the wave coefficient C l (x). C l (x) is defined so that P l (x)ϭC l (x)W l (x), and its value can found from the solution P (x) using the equation ͑see footnote 4͒
where the projection operator is defined by Eq. ͑25͒. The coefficient C l (x) indicates how the amplitude of the reversetraveling wave varies with position, and its detailed form depends on the particular distribution of perturbations employed. Here, we highlight general trends by averaging over multiple random realizations of the function ⑀(x); the irregularity characteristic of individual curves is therefore smoothed out in the mean. In both 1-D and 2-D models, the coefficient C l (x) rises rapidly from zero over a relatively short interval close to the characteristic place and quickly approaches an almost constant value at locations closer to the stapes. ͓The corresponding coefficient, C r (x), for the forward-traveling wave is essentially constant on the scale of the figure.͔ Since changes in C l (x) arise via scattering of the forward-traveling wave, the region of dominant scattering occurs where C l (x) changes rapidly. Scattering in both longand short-wave models thus occurs principally near the peak of the traveling wave. Spatial fluctuations in the amplitude of the net reversetraveling wave due to the random distribution of perturbations produce the large variance in the magnitude of C l (x) seen within the scattering region. Note, however, that in the 2-D model C l (x) approaches its final, asymptotic value somewhat more slowly ͑and smoothly͒ than it does in the 1-D model. Measured in this way ͑i.e., in the scalae-averaged pressure͒, the effective scattering region thus extends somewhat more basally in the 2-D model than it does in 1-D. Because of the breakdown in approximation ͑41͒ for Ḡ 0 (x͉xЈ) this ''near-field'' effect is not captured by Eq. ͑44͒ for P (x).
VII. DISCUSSION
The theory of coherent reflection filtering explains the empirical form for the cochlear reflectance by showing how it emerges from the coherent ''backscattering'' of forwardtraveling waves by random impedance perturbations in the mechanics of the cochlear partition ͑Shera and Zweig, 1993b; Zweig and Shera, 1995; Talmadge et al., 1998͒ . The theory follows from the analysis of wave scattering in the one-dimensional cochlear model and indicates that at low stimulus intensities the creation of realistic reflection-source OAEs involves three basic principles: First, the peak of the traveling wave is tall. As a result, wavelets reflected near the peak have larger amplitudes than those reflected elsewhere, effectively localizing the reflection to the region about the peak. Second, the peak of the traveling wave is broad relative to the distance between perturbations ͑e.g., the width of a hair cell͒. Consequently, the peak region contains many scattering centers, whose irregular distribution comprises many different spatial frequencies. The many perturbations produce many scattered wavelets, each originating from a different location within the peak, and these wavelets combine and interfere with one another both constructively and destructively. Finally, the wavelength of the traveling wave is approximately constant over the peak region. Consequently, wavelets reflected by perturbations arrayed at a particular spatial period undergo a phase change due to scattering that precisely compensates for the phase change due to wave propagation forth and back to the point of reflection ͑an analog of Bragg's law͒. Such wavelets therefore combine constructively with one another, and their sum dominates the net reflected wave. The particular spatial period that produces maximal reflection is determined dynamically by the traveling wave. More precisely, coherent backscattering occurs from perturbations arrayed at a spatial period matching half the wavelength of the traveling wave at its peak ( ). Wavelets scattered by spatial-frequency components whose peri- The spatial coordinate x varies along the abscissa; for reference, the peak of the corresponding BM velocity response is marked by the vertical dotted line. In order to emphasize detail in the peak region, the interval ͑0.34,0.79͒, over which the functions C l (x) are almost constant, has been excised from the abscissa. Each of the 20 pairs of 1-D and 2-D simulations employed a different random realization of the impedance perturbations, ⑀(x). To factor out differences in overall reflectance magnitude due to variations in ⑀(x), we normalized the functions C l (x) in each model type to a common value at xϭ0 before computing the mean. Standard deviations about the mean are shown using thinner dashed and dotted lines. Coefficient functions C l (x) were computed from P (x) using the projection operator P l (x) ͓Eqs. ͑24͒ and ͑25͔͒. Means and standard deviations were computed after logtransforming the data. ods are either considerably larger or smaller than 1/2 combine incoherently and largely cancel one another out.
Although it successfully accounts for a wide variety of otoacoustic phenomena, the theory of coherent reflection was derived using an assumption about cochlear hydrodynamics ͑the long-wave assumption͒ that breaks down near the region of maximal scattering ͑see Fig. 1͒ . Therefore, to understand how short-wave behavior near the peak of the traveling wave affects the properties of reflection-source OAEs, we have solved the problem of wave scattering by distributed mechanical perturbations in a two-dimensional cochlear model that supports both long and short waves and the transition between the two. Just as in the 1-D theory, we find that the cochlear reflectance can be expressed as an integral representing the summation of wavelets scattered by perturbations located throughout the cochlea. In response-matched models the integrand is identical to the 1-D case, with the exception of an additional factor of ␣(x) that encapsulates the 2-D hydrodynamics. The function ␣(x) is defined as the ratio of the difference pressure driving the cochlear partition to the pressure averaged over the scalae cross section ͓Eq. ͑18͔͒. Because ␣(x) peaks near the characteristic place but has a relatively slowly varying phase ͑see Fig. 5͒ , it has quantitative but no significant qualitative effects on the analytic structure of the scattering integral. As a result, the physical mechanism of coherent reflection operates essentially unchanged.
Although both Zwislocki's proof and naive application of Siebert's uncoupled equations suggest that wave reflection does not occur in the short-wave regime, our results establish that reflection from the peak region is actually significantly enhanced ͉͑␣͉ӷ1͒ relative to the long-wave case ͑Figs. 10 and 11͒. In effect, the short-wave hydrodynamics act to magnify the apparent size of the perturbations located near the peak of the traveling wave, thereby increasing the amount of scattering. In addition to boosting emission amplitude, shortwave effects also modify the emission group delay ͑Fig. 12͒. The group delay sets the rate at which emission phase varies with frequency and is the major determinant of OAE finestructure spacings ͑e.g., Talmadge et al., 1998; Shera, 2003a͒ . The short-wave analysis yields slightly longer group delays ͑͒ and improves the accuracy of the first-order approximation Х2 BM used to estimate BM group delays from OAE measurements ͑e.g., Shera and Guinan, 2003; Shera et al., 2002͒. To second order the analysis predicts Х2 BM Ϫ k Ͻ2 BM , consistent with direct comparisons of otoacoustic and BM group delays in the basal turns of the cochlea ͑Cooper and Despite these quantitative differences, the principal qualitative conclusions of the long-wave theory, including its explication of the mechanism of coherent reflection responsible for emission generation, survive intact. The fundamental reason for this is simple: The theory indicates that although the mechanisms of coherent scattering depend strongly on functional characteristics of the traveling-wave peak such as its height, width, and wavelength, they remain relatively insensitive to details of the biophysical processes that determine how that peak originates.
As a corollary, we note that although we have illustrated our findings and procedures with numerical simulations performed using a variant of the model obtained by solving the inverse problem in squirrel monkey ͑Zweig, 1991͒, our arguments and conclusions are considerably more general. Indeed, none of them depends on any particular biophysical detail of the model employed. Other models that produce realistic cochlear traveling waves-whether those models be largely phenomenological in character or deduced from first principles involving strings and branes-would serve just as well. As our analytic results make clear, the qualitative form of R depends primarily on the form of the BM velocity response ͓which determines the wave number, k(x), via Eq. ͑50͔͒ and not on unknown, model-dependent, or currently controversial micromechanical details concerning the biophysics of force generation within the organ of Corti.
A. The dimensional reduction
The arguments needed to justify the results summarized above require surmounting ͑or at least circumventing͒ a number of technical obstacles of interest in their own right. The foundation of the analysis is the observation that OAEs couple to the middle ear via pressures in the long-wave regime averaged across the surface of the stapes. This observation buttressed our early intuition ͑i.e., hope͒ that the potentially complicated details of the pressure distribution P(x,y) within the scattering region would ultimately prove unimportant for predicting the value of the reflectance at the stapes. Duifhuis' ͑1988͒ averaging procedure then allowed us to reduce the general 2-D problem to an effective 1-D wave equation for the scalae-averaged pressure, P (x). This strategy of focusing on a useful level of detail proved successful, since we were then able to find a simple, approximate expression for the reduced traveling-wave Green's function that gives the far-field response to great precision.
The reduced traveling-wave Green's function is derived from a complex-valued ͑or frequency-domain͒ Green's function G (x,y͉xЈ,yЈ) that differs from the conventional realvalued Green's function often used to describe fluid coupling in the cochlea ͑e.g., Allen, 1977; Mammano and Nobili, 1993; Parthasarathi et al., 2000; Shera et al., 2004͒. 11 Although both Green's functions satisfy the equivalent of Eq. ͑26͒ and have vanishing normal derivatives at the walls, they differ in the boundary conditions satisfied at the BM. Whereas the conventional Green's function treats the BM as another hard wall ͑the BM dynamics enter at a later stage͒, the Green's function introduced here has a normal derivative determined by the smooth component of the BM impedance ͓see discussion after Eq. ͑26͔͒. Thus, unlike the conventional Green's function, our G(x,y͉xЈ,yЈ) builds in the collective, wavelike phenomena that emerge from interactions between the cochlear partition and the surrounding fluids. It is therefore well suited for solving linear ͑or quasilinear͒ perturbative problems, such as those involving the production of OAEs ͓for further discussion, see Shera et al. ͑2004͔͒ .
As a cautionary note, we point out that an integral equation with the same form as Eq. ͑29͒ can be derived by rewriting wave equation ͑19͒ for the scalae-averaged pressure in the equivalent inhomogeneous form
so that the mechanical perturbations are isolated on the righthand side of the equation. If this equation is now naively converted to an integral equation using the one-dimensional, long-wave Green's function G(x͉xЈ) ͓see Eq. ͑37͒ and Appendix B͔, one obtains the ͑incorrect͒ relation
͑63͒
a result identical to Eq. ͑29͒ except that the long-wave Green's function, G(x͉xЈ), appears in place of the reduced traveling-wave Green's function, Ḡ 0 (x͉xЈ). The error in this analysis is that although the pressure P (x) satisfies a onedimensional wave equation, the ''sources'' P remain inherently two-dimensional-they are located at points on the BM rather than being distributed uniformly over y. As outlined in Sec. IV B, the correct procedure for deriving the integral representation for P (x) is to derive the integral representation for P(x,y) before averaging over y.
B. The equivalent transmission line
The existence of a wave equation for P (x) means that the equivalent 1-D system can be represented as a transmission line, a section of which is illustrated in Fig. 14 . The dynamical variables are the average pressure difference, P (x), and the longitudinal component of the volume velocity, U(x). To find the series impedance and shunt admittance that characterize the line, we begin with Eq. ͑6͒,
an equation obtained by averaging the linearized Euler equation over the scalae. Differentiating this equation with respect to x and rewriting the result using Eqs. ͑19͒ and ͑20͒ yields the equation
where Y (x)ϵ␣(x)/Z BM (x). Equations ͑64͒ and ͑65͒ represent the pair of coupled first-order equations defining a onedimensional transmission line with series impedance Z f and shunt admittance Y, both per unit length ͑e.g., Slater, 1942͒.
In the long-wave limit ␣→1 and Y →1/Z BM , so that the system shown in Fig. 14 reduces to the standard equations describing the one-dimensional transmission-line model ͑e.g., Wegel and Lane, 1924; Zwislocki-Mościcki, 1948; Peterson and Bogert, 1950; .
Do short-wave effects modify the effective scalae area?
The equivalent transmission line illustrated in Fig. 14 associates the factor ␣ with the BM impedance, using it to define an effective admittance, Y ←␣/Z BM . But from the perspective of the definition k 2 ϭϪ␣Z f /Z BM ͓Eq. ͑20͔͒ and the derivation preceding it, the factor ␣ might just as well have been associated with the impedance Z f and used to define an effective fluid impedance Z eff ←␣Z f . In this latter case, the factor ␣ would act to modify the effective scalae area and hence the acoustic mass ͑mass density per crosssectional area͒ associated with fluid movement in the duct. In this view, Eq. ͑8͒ for Z f would naturally be rewritten to read
where S eff (x)ϭbH eff (x), with H eff (x)ϵH/␣(x). Since ␣(x) is essentially real basal to x and increases with distance from the stapes, the effective height H eff (x) tapers down toward the characteristic place; 12 the effective acoustic mass 0 /S eff (x) therefore increases correspondingly. Although this formulation has considerable intuitive appeal, the notion that short-wave effects can be regarded as reducing the effective height or cross-sectional area of the scalae ͑e.g., Zwislocki, 1983 Zwislocki, , 2002 Hubbard and Mountain, 1996͒ cannot be used to find the equivalent one-dimensional wave equation. The derivation outlined above implies that Fig. 14 , in which ␣ modifies Z BM rather than Z f , uniquely specifies the equivalent transmission line.
Although mistakenly associating the factor ␣ with the impedance of the fluid rather than with the impedance of the BM has no effect on the wave number, it does modify the apparent characteristic impedance of the system. 13 In particular, the characteristic impedance becomes Z 0 ϭͱ␣Z 0 lw ͑where Z 0 lw ϭͱZ f Z BM ), which differs by a factor of ␣(x) from its actual value, Z 0 lw /ͱ␣. Since ␣Х␣ WKBs →ϪH 2 Z f /Z BM in the short-wave limit ͓see Eqs. ͑51͒ and ͑52͔͒, the ͑incorrect͒ characteristic impedance approaches Z 0 →ϪiHZ f ϭ2/b, a value independent of Z BM .
14 Recall from the Introduction that Zwislocki ͑1983, 2002͒ applied this counter-intuitive and evidently erroneous result-namely, the apparent cancellation of all factors of Z BM in the short-wave formula for Z 0 -to deduce that wave reflection arising from spatial variations in the BM impedance cannot occur in the short-wave regime. The error in Zwislocki's argument is that no such cancellation occurs when the series impedance and shunt admittance of the equivalent transmission line are correctly identified.
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C. Need for the inverse procedure
Another crucial component of our argument follows from the recognition that meaningful comparisons between models of different heights or dimensionality require control- ling for variations in mechanical tuning that occur when the geometry of the model is varied with Z BM (x) held fixed. Although differences between Z BM 1d (x) and Z BM 2d (x) appear relatively minor in the context of Fig. 9 , they nonetheless have striking functional consequences, as demonstrated in Fig. 15 , which plots the ''mutant'' responses that result from model ''cross-breeding'' ͑e.g., computing V BM in a 2-D model using the 1-D impedance and vice versa͒. 16 Corresponding to the sizable amplitude differences illustrated in the main panel are large differences in response phase ͑inset͒ that greatly affect the reflectance group delay. Unless controlled for using an inverse procedure such as that outlined here, these fundamental differences in the basic response properties of the model would hopelessly swamp the relatively small differences in OAE characteristics actually attributable to short-versus long-wave scattering.
In the one-dimensional model, Eq. ͑50͒-or Zweig's ͑1991͒ WKB-based method for finding the wave numberprovides a complete solution to the inverse problem because the BM impedance can be found from k 2 (x) using the equation Z BM 1d (x)ϭϪZ f /k 2 (x), obtained from Eq. ͑51͒ with ␣ϭ1. ͑The fluid impedance Z f is set by the model geometry and is assumed known.͒ But the solution remains incomplete in 2-D because ␣(x), and the information it encodes about hydrodynamic contributions to the response, remains undetermined. For this reason, we need to supplement the wave number inversion with a procedure to determine ␣(x); the iterative method illustrated in Fig. 8 solves this problem.
Although applied here within the specific context of the 2-D scattering problem, the inversion procedure developed in Sec. V provides an alternative to existing inverse methods in the literature. The BM velocity response V BM (x) that serves as input to the procedure can be obtained experimentally either by direct spatial measurement ͑e.g., Ren, 2002͒ or by transforming frequency-domain measurements to the place domain with the aid of approximate symmetries such as scaling ͑e.g., . Although a number of technical issues complicate the inversion procedure when applied to experimental data sets ͑cf. de Boer, 1995a,b; de Boer and Nuttall, 1999͒, 17 none of them compromises the conclusions of this paper.
D. Review of the assumptions
To derive the results reported here we employed a number of simplifying assumptions. For example, rather than labor under the added complexity of the full threedimensional, coiled, asymmetric, tapered geometry of the actual cochlea, we deliberately adopted the simplest geometry that manifests both short-and long-wave behavior ͑i.e., the symmetric 2-D box model͒. Although these geometric restrictions can be relaxed ͓e.g., Duifhuis' ͑1988͒ dimensional reduction procedure was originally applied to a 3-D model; see also Talmadge et al. ͑2001͔͒, we see no reason to expect that the effort will produce anything but minor quantitative changes to the results. We have shown elsewhere that the long-range ͑far-field͒ hydrodynamics of an uncoiled but otherwise realistic 3-D model ͑Mammano and Nobili, 1993͒ are captured by a simple, one-dimensional transmission line ͑Shera et al., 2004, Appendix A͒. And in the short-wave regime near the peak of the traveling wave the pressure field decreases rapidly with distance from the cochlear partition ͑e.g., Olson, 2001͒, so that the precise geometry of the scalae walls becomes unimportant. These hand-waving physical arguments are corroborated by computations showing that mechanical perturbations introduced into a 3-D model for the purposes of simulating SOAEs produce results in accord with the theory of coherent reflection ͑de Boer et al., 2004͒.
Since our goal has been to understand short-versus long-wave effects on the cochlear reflectance R, rather than provide a description of reflection-source OAEs as measured in the ear canal, we assumed for simplicity ͓e.g., in obtaining Eq. ͑44͒ from Eq. ͑43͔͒ that the stapes presents a perfectly reflectionless boundary to reverse-traveling waves (R stapes ϭ0). Since reflection from the stapes occurs in the longwave regime, the effects of multiple internal reflection ͑e.g., the production of intracochlear standing waves, small systematic shifts in fine-structure spacings, etc.͒ carry over from previous analyses ͑e.g., Talmadge et al., 1998; Dhar et al., 2002; Shera, 2003a͒. The model assumes that the mechanical properties of the cochlear partition vary irregularly ͑i.e., nonsmoothly͒ with position. This assumption is consistent with general arguments that locate the origin of reflection-source OAEs in preexisting ͑place-fixed͒ mechanical perturbations in the organ of Corti ͑Kemp and Brown, 1983; Shera and Guinan, 1999͒. In the ear, the precise nature of these perturbations remains unknown, although spatial variations in hair-cell number and geometry ͑Engström et al., 1966; Bredberg, 1968; Wright, 1984; Lonsbury-Martin et al., 1988͒-and perturbations not so visible in the anatomy, such as variations in OHC forces due to random, cell-to-cell variations in the number of OHC motor proteins-all presumably contribute. The perturbations used here were introduced by ''jiggling'' the poles of the BM admittance randomly with position ͑see Appendix D͒. However, none of our conclusions depend on the precise form of the perturbations; other schemes ͑such as jiggling the real or imaginary parts of the BM impedance, jiggling the ''active'' part of the impedance, jiggling particular model parameters, etc.͒ give similar results. Although the model assumes for simplicity that the BM impedance changes discontinuously ͑e.g., from hair cell to hair cell͒, equivalent results are obtained with much smoother patterns so long as the ''roughness'' contains spatial frequencies within the passband of the ''spatialfrequency filter'' that arises through the dynamical action of the traveling wave ͑see Zweig and Shera, 1995, Figs. 6 and 10͒. Considerable evidence indicates that the production of low-level evoked and spontaneous OAEs involves the biophysical and hydromechanical mechanisms that serve to amplify the motion of the basilar membrane. We have therefore assumed that active forces exerted within the cochlear partition couple primarily into the transverse motion of the partition, and thereby into the classical traveling pressure wave that drives it. As a result, we have neglected the possibility that the accelerations of structures within the organ of Corti ͑e.g., the outer hair cells͒ also produce significant acoustic compressional waves that propagate through the cochlear fluids at the speed of sound uninfluenced by the basilar membrane ͑or other tuned mechanical structures, in the case of nonmammalian tetrapods such as frogs and lizards͒. In principle, back propagation via compressional waves provides an additional mechanism for energy to escape from the inner ear, and mounting albeit not unequivocal evidence suggests that the mechanism operates in the mammalian ear ͑e.g., Wilson, 1980; Ren, 2004; Ruggero, 2004͒ . Emissions due to compressional waves presumably mix and interfere with those propagated via the transverse pressure difference wave, and their relative amplitudes must depend on factors not currently known with any certainty ͑e.g., the magnitude of the mechanical perturbations and the strength of any compressional sources͒. Despite differences in the mechanisms of back propagation, we nevertheless find that the principal physical mechanisms operating in the coherent reflection model ͑e.g., mechanical irregularity, phase-coherent summation, and dynamical spatial-frequency filtering͒ also play an important role in shaping the characteristics of any ''compressional-wave'' OAEs ͑Shera et al., 2005͒.
Finally, since the model underlying our analysis is linear, its region of validity is strictly limited to the low-level linear regime near the threshold of hearing. Nevertheless, just as with the 1-D analysis, we expect that many of the more qualitative concepts of the theory will continue to apply, mutatis mutandis, at higher intensities. Furthermore, the 2-D scattering formalism developed here can easily be generalized-just as it was in 1-D ͑e.g., Talmadge et al., 2000; Shera, 2003b͒ -to provide a framework for investigating perturbative nonlinear effects, such as ''nonlinear roughness'' and the generation of distortion products.
E. Effects of scalae height revisited
Our finding that short-wave hydrodynamics enhance the reflection of traveling waves subverts the introductory speculation that the scalae evolved their curiously large size in order to suppress unwanted reflections. If we assume that oversized scalae are conserved not as developmental spandrels ͑Gould and Lewontin, 1979͒ but via selective pressure from some direct adaptive advantage, then whatever detriments to cochlear signal processing follow from the increased reflection must be offset by other benefits that accrue to the organism. One obvious possibility is that large scalae confer homeostatic and protective benefits as buffers that help to dampen fluctuations in ionic concentrations.
But another possibility suggested by our analysis is that scalae size plays an important role in shaping the characteristics of cochlear tuning. The mutant BM velocity responses shown in Fig. 15 demonstrate that large changes in mechanical tuning can be produced even when the ''active elements'' in cochlear mechanics ͑the BM impedance functions͒ are held invariant. For example, when the impedance Z BM 1d (x) is used in the 2-D model the gain of the BM velocity response increases substantially. And vice versa-when Z BM 2d (x) is employed in a context where the hydrodynamics are effectively one-dimensional the BM velocity response decreases. The dimensions of the scalae in which the organ of Corti finds itself embedded therefore directly affect the sensitivity and bandwidth of mechanical tuning. These results illustrate the power of global hydrodynamic effects in cochlear mechanics. Since scalae sizes vary considerably across species ͑e.g., Thorne et al., 1999͒ , purely geometric and hydromechanical factors unrelated to active processes or micromechanics within the organ of Corti may make significant contributions to observed species differences in OAE amplitudes and cochlear tuning ͑e.g., Zurek, 1985; Probst et al., 1991; Shera et al., 2002; Oxenham and Shera, 2003͒ .
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APPENDIX A: FINDING THE BASIS WAVES
The basis waves W ͕r,l͖ (x) are defined as solutions to Eq. ͑23͒ and represent the two independent traveling-wave solutions in the smooth cochlea ͑Shera and Talmadge et al., 1998͒ . Knowledge of the basis waves is necessary for finding the projection operators P ͕r,l͖ ͓Eq. ͑25͔͒, for determining R stapes from a given load impedance at the oval and round windows, and for computing the traveling wave Green's function ͓Eq. ͑41͒ and Appendix B͔. Determining the form of the basis waves is therefore central to any discussion of bi-directional wave propagation in the cochlea.
Numerical computation of the basis waves
In a smooth cochlea, forward-traveling waves normally undergo negligible internal reflection ͑e.g., Shera and Zweig, 1991͒ , so that the basis wave W r (x) can readily be obtained by solving the model equations with a stimulus applied at the stapes ͑see Fig. 16͒ . Numerical computation of the reversetraveling basis wave W l (x) can be substantially more difficult, however, because wave reflection at the stapes complicates the computation of a pure reverse-traveling solution ͑Shera and Perhaps the most straightforward approach to computing W l (x) numerically is to apply d'Alembert's reduction of order method ͑e.g., Ince, 1956͒, which allows a second independent solution to be determined if the first is known. When applied to the wave equation ͑23͒ the method yields the explicit formula
where the adjustable complex constant ⌬ sets the Wronskian determinant ⌬(W r ,W l ) and the constant of integration has been chosen so that W l (0)ϭ1. Although the solution W l (x;⌬) given by Eq. ͑A1͒ is linearly independent of W r (x), it does not necessarily represent a pure reversetraveling wave. Unless ⌬ is chosen so that W l (x;⌬) satisfies no-reflection boundary conditions at the stapes, the solution will be a mixture of forward-and reverse-traveling waves.
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To obtain a pure reverse-traveling wave we need to minimize boundary reflection by adjusting ⌬ so that (0) is proportional to the ''wave impedance'' of a reverse-traveling wave at the stapes ͑Shera and Zweig, 1991; Viergever and de Boer, 1987͒. 19 A reasonable first approximation is to set W l Ј(0) equal to the complex conjugate of W r Ј(0), yielding the estimate Figure 16 shows the basis waves W ͕r,l͖ (x) computed using the numerical procedures outlined above ͑solid lines͒. The amplitude notch/plateau visible in the cutoff region apical to the characteristic place betrays the influence of nonpropagating modes in the pressure ͑e.g., de Boer and Viergever, 1982; Watts, 2000͒ . The inset illustrates the substantial reduction in standing-wave amplitude ͓i.e., unwanted mixing of forward-and reverse-traveling waves in the solution W l (x)] that can be achieved by minimizing the integrated curvature, 2 (⌬).
Approximate WKB basis waves
Applying the first-order WKB approximation ͑e.g., Bender and Orszag, 1978; Fröman and Fröman, 1965͒ to Eq. ͑23͒ yields the basis waves
where k 0 ϵk(0). Note that these basis waves differ from those obtained by averaging the ''standard'' WKB expression for P(x,y) ͑e.g., Steele and Taber, 1979; Viergever, 1980͒ over the duct cross-section, which yields
where the amplitude prefactor A has the form
.
͑A5͒
Note that the wave numbers k(x) and k eik (x) appearing in Eqs. ͑A3͒ and ͑A4͒ are not identical. Whereas the wave number k(x) is given by Eq. ͑20͒ with ⑀ϭ0, the wave num- ber k eik (x) is defined as the principal solution to the complex dispersion relation
Sometimes referred to as the ''eikonal equation,'' dispersion relation ͑A6͒ is equivalent to Eq. ͑20͒ evaluated under the additional assumption that ␣(x)ϭ␣ WKBs (x) ͓i.e., that approximation ͑52͒ is exact͔. Although the transcendental equation has infinitely many solutions ͑due to the periodicity of the hyperbolic tangent along the imaginary axis͒, the principal solution is that which satisfies k eik (x)→k lw (x) in the basal, long-wave region of the cochlear response. Other solutions can become important in the cutoff-region apical to the traveling-wave peak ͑e.g., de Boer and Viergever, 1982; Watts, 2000͒ . Using Eq. ͑20͒ to express k lw (x) in terms of k(x) shows that the two wave numbers are related via the equation
Since ␣ WKBs (x) is only approximately equal to ␣(x), the wave number k eik (x) is only approximately equal to the wave number k(x). Figure 16 compares W ͕r,l͖ WKB (x) and W ͕r,l͖ WKBs (x) to the basis waves computed numerically. As illustrated in the figure, the WKB solutions W ͕r,l͖ WKB (x) provide excellent analytic approximations to both the forward-and reverse-traveling basis waves. The standard approximations W ͕r,l͖
WKBs (x), however, are less uniformly successful. Although W r WKBs (x) hugs the forward-traveling basis wave quite closely, the corresponding approximation for the reverse-traveling wave, W l WKBs (x), deviates from the numerical result quite significantly near the characteristic place.
The amplitude prefactor A(k eik H) that multiplies the complex exponential in Eq. ͑A4͒ is most readily derived using energy-flow arguments ͑e.g., de Boer and Viergever, 1984; Watts, 1992͒. Since the derivation assumes an approximate form of the wave number ͓namely, k eik (x)], the functional form of the prefactor must necessarily be distorted to compensate for this approximation if the overall solution is to remain consistent with energy conservation. The comparison in Fig. 16 indicates that this compensatory distortion works well for forward-traveling waves but fails for waves traveling back toward the stapes. Evidently, the W ͕r,l͖
WKBs (x) are not optimal approximate solutions to Eq. ͑23͒.
Problems with the standard approximations W ͕r,l͖ WKBs (x) might have been anticipated by noting that unlike the waves W ͕r,l͖ WKB (x), the functions W ͕r,l͖ WKBs (x) have a nonconstant Wronskian determinant; thus, according to the Abel identity ͑e.g., Ince, 1956; Bender and Orszag, 1978͒ , they cannot be exact solutions to any Helmholtz equation.
APPENDIX B: THE LONG-WAVE GREEN'S FUNCTION G"xͦxЈ…
The long-wave Green's function G(x͉xЈ) is the symmetric solution to the equation
subject to the boundary conditions imposed on the waves in the cochlea. To find G(x͉xЈ) we note that the point source ␦(xϪxЈ) splits the cochlea naturally into two regions: the basal region between the stapes and the source at xЈ, and the apical region between xЈ and the helicotrema. 20 In each region the general solution consists of a superposition of basis waves W ͕r,l͖ (x) traveling in opposite directions. The Green's function is therefore given by an expression of the form
The constants a ͕r,l͖ and b ͕r,l͖ ͑named for ''apical'' and ''basal,'' respectively͒ are chosen so that G(x͉xЈ) satisfies matching conditions at xЈ and any boundary conditions at the ends of the cochlea.
To construct the Green's function we begin by rewriting Eq. ͑B2͒ in the simplified form
Here, the function w b (x) represents a linear combination of basis waves chosen to satisfy the basal boundary condition imposed at the cochlear boundary with the middle ear. For example, if reverse-traveling waves incident on the stapes are reflected with reflection coefficient R stapes ͑Shera and Talmadge et al., 1998; Puria, 2003; Shera et al., 2004͒ , then b r ϭR stapes b l , so that w b (x) has the form b l ͓W l (x)ϩR stapes W r (x)͔. Likewise, the function w a (x) represents another linear combination chosen to satisfy the apical boundary condition at the helicotrema. The function G(x͉xЈ) in Eq. ͑B3͒ thus satisfies the appropriate ͑although as yet unspecified͒ boundary conditions at both ends of the cochlea. The matching conditions can be obtained by integrating Eq. ͑B1͒ for G(x͉xЈ) over an interval containing xЈ and taking the limit as the interval shrinks to zero; at xЈ they require that G(x͉xЈ) be continuous and that ‫ץ‬ x G(x͉xЈ) have a unit step discontinuity arising from the delta-function source ͑e.g., Friedman, 1956͒. After imposing the matching conditions one obtains
where x Ͻ (x,xЈ)ϵmin(x,xЈ) and x Ͼ (x,xЈ)ϵmax(x,xЈ). The function ⌬(w a ,w b ) is the Wronskian determinant of w a (x) and w b (x), defined by
where the primes denote derivatives. Since w a (x) and w b (x) are solutions of a 1-D wave equation ͓Eq. ͑19͔͒, the Abel identity implies that ⌬(w a ,w b ;x) is independent of x ͑e.g., Ince, 1956; Bender and Orszag, 1978͒ ; the Wronskian can therefore be evaluated at any convenient point.
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If the constants a l and b r in Eq. ͑B2͒ are both zero, the cochlea is effectively infinite in extent ͑i.e., waves incident upon its boundaries are not reflected͒. The long-wave Green's function then becomes
where 1/␥ϵ⌬͑W r ,W l ͒.
͑B7͒
If reflections occur at the stapes (b r ϭR stapes b l ), the Green's function becomes
APPENDIX C: THE REDUCED GREEN'S FUNCTION Ḡ 0 "xͦxЈ…
To illustrate and justify the more heuristic discussion in the text we construct an analytic expression for the reduced traveling-wave Green's function Ḡ 0 (x͉xЈ) in the simple case where the BM impedance is independent of position. Our construction generalizes to yield an approximate expression valid when the BM impedance varies sufficiently slowly with position.
We first consider the set of functions Y n (y) defined by
and subject to the standard boundary conditions at the top and bottom of the scala:
The wave numbers k n are assumed constant ͑independent of x and y͒ with Re͕k n ͖Ͼ0. The functions Y n (y) are given explicitly by
If the constants C n are taken to be
where ␦ nm is the Kronecker delta; the Y n (y) therefore form a bi-orthogonal set ͑e.g., Morse and Feshbach, 1953 , Part I, pp. 884 -886͒. Passing over some delicate mathematical issues related to establishing the completeness of the Y n (y) on the interval (0,H) ͑see, e.g., Dunford and Schwartz, 1971͒, we assume the closure relation
A particular solution to Laplace's equation is given by
where the functions X n (x) satisfy the wave equation
By introducing the right-and left-moving wave solutions X n;͕r,l͖ (x)ϵe ϯik n x , we can construct a family of onedimensional Green's functions, g n (x͉xЈ), defined by
with g n (x͉xЈ)ϭg n (xЈ͉x). We assume no-reflection boundary conditions so that g n (x͉xЈ) takes the form of waves traveling away from the source at xЈ: that is, g n (x͉xЈ)ϳX n;r (x) for xϾxЈ and g n (x͉xЈ)ϳX n;l (x) for xϽxЈ. Constructing the Green's function using the procedure outlined in Appendix B yields
The 2-D hydrodynamic Green's function may now be represented as
where q n (y͉yЈ)ϵY n (y)Y n (yЈ). The procedure outlined in the text ͑Sec. IV B 2͒ can now be used to construct integral representations of P(x,y) and P (x) with the same form as Eqs. ͑28͒ and ͑29͒. The reduced Green's function is given by Eq. ͑30͒; evaluating the integral yields
To obtain an approximate expression for Ḡ 0 (x͉xЈ) generalizable to the more realistic case of a nonconstant BM impedance we assume that any nϾ1 modal contributions to P(x,y) are negligible and approximate G(x,y͉xЈ,yЈ) using only the nϭ1 term in Eq. ͑C13͒. Substituting into Eq. ͑30͒ then yields
where we have included x or xЈ among the list of independent variables for Y 1 as a bookkeeping device. Note that in this approximation ␣(x)ХY 1 (0 ϩ ;x)/Ȳ 1 (;x), where Ȳ 1 (;x) is the scalae-averaged value of Y 1 (y;x). Equation ͑C15͒ therefore becomes
We define the scalae-averaged basis waves as
where the factor Ȳ 1 (;x)/Ȳ 1 (;0), everywhere equal to 1 when Z BM is constant, is included to guide generalization to the more realistic case. Equation ͑C16͒ can then be written
where G ϱ (x͉xЈ) is given by Eq. ͑B6͒ and the corresponding Wronskian determinant has been evaluated at xϭ0 assuming that the basal region of the cochlea is long-wave. ͑When Z BM is constant, k n H is constant throughout the cochlea.͒ The same assumption implies that Ȳ 1 2 (;0)ХC 1 2 Х1/H. Thus,
The reduced traveling-wave Green's function thus agrees with the approximation obtained heuristically in Eq. ͑41͒. Although it is not generally possible to derive an analytic representation of the 2-D hydrodynamic Green's function for the case of an x-dependent BM impedance, an approximate representation can be obtained if we assume that Z BM (x) varies sufficiently slowly with x. In this case, the Y n (y) defined by Eqs. ͑C1͒-͑C3͒ depend on x as well as y, and are written as Y n (y;x), where the x is now more than a bookkeeping device. If we then assume a particular solution of Laplace's equation of the form ͑C9͒ and neglect the x derivatives of Y n (y;x), we again obtain Eq. ͑C10͒, but now as an approximate relationship. Construction of the approximate Green's functions G (x,y͉xЈ,yЈ) and Ḡ 0 (x͉xЈ) then proceeds essentially as before. We assume the validity of these generalized constructions in this paper and show that the results derived from them are in impressive agreement with those obtained from direct finite-difference solutions of the 2-D cochlear-model equations ͑e.g., Figs. 6 and 10͒.
APPENDIX D: MODELING DETAILS
Form and parameters of the wave number
We adopt a variant of the wave number obtained by solving the inverse problem in squirrel monkey ͑Zweig, 1991͒. In particular, the model k 2 has the form
͑D1͒
The scaling variable ␤(x,) is defined by ␤(x,) ϵ/ r (x), where r (x)ϭ2 f r (x). The frequency f r (x) is the undamped, in vacuo resonant frequency of the partition ͓i.e., the resonant frequency in the limit when ␦ and ͑see below͒ are both negligible͔ and is assumed to vary exponentially with position. Thus, f r (x)ϭ f r (0)e Ϫx/l with lХ7 mm, based on estimates of the human cochlear map ͑Greenwood, 1961, 1990͒. The dimensionless parameter N represents the approximate number of wavelengths of the traveling wave on the basilar membrane produced by sinusoidal stimulation ͑Zweig et . The dimensionless parameter ␦ determines the net damping in the model, and the dimensionless parameters and characterize, respectively, the strength and the time delay ͑in periods of the local resonant frequency͒ of the stabilizing feedback force.
For ease of analysis, the model variant used here has the same functional form as Zweig's original, but differs somewhat in its parameter values. In particular, we use the simpler ''double-pole'' form of the wave number ͑Zweig and Shera, 1995; Shera, 2001͒ in which the parameter values ͕␦, , ͖ are determined by requiring that the two poles of the BM admittance principally responsible for the peak in the BM velocity response coincide at a given distance, ␣ * , from the real frequency axis. Formulas for ͕␦, , ͖ are given in footnote 8 of Shera ͑2001͒. For the standard parameters used here we took ␣ * ϭ0.06, yielding ͕␦, , ͖ Х͕Ϫ0.063, 0.095, 1.74͖. These parameters were chosen to yield k HХ6 for HХ0.7 mm, in agreement with the estimates from Fig. 1 at 3 kHz. The standard model parameter values are listed in Table I .
Mechanical impedance perturbations were introduced by jiggling ␣ * irregularly with position using random numbers drawn from a Gaussian distribution ͑with standard a deviation * roughly 1% of the mean͒. In order to ensure that the mechanical perturbations had no effect on the wave impedances at the ends of the cochlea, the roughness was confined to the central 90% of the cochlear length using a spatial taper.
Integrity of the numerical solutions
Simulating OAEs in active cochlear models requires special care. Active models propagate and amplify numerical errors much as they do actual responses to the stimulus. Once they appear, small errors can grow rapidly and thereafter masquerade as genuine otoacoustic responses. Since relative OAE amplitudes are often quite small-human TEOAEs and SFOAEs are typically 10-100 times smaller than the stimulus-computational procedures that suffice when solving solely for the primary response to the stimulus may fail completely when calculating OAEs.
Finite-difference algorithms necessarily discretize the spatial coordinates in the model, and employing too coarse a grid can lead to spurious results. Since the optimal grid spacing depends on both the numerical algorithms employed and the size of the acceptable error, there are no hard and fast rules for determining the number of required sections. In the context of modeling OAEs, an extreme lower bound on N x might be the number (N min ) necessary to represent the spatial frequencies important for emission generation. The theory of coherent reflection filtering yields the estimate N min ϳ8L/ sections, where L is the cochlear length and is the wavelength at the traveling-wave peak for the frequency of interest. The factor of 8 arises as the product 4ϫ2, where the Fig. 1 ͑i.e., k H Х6 at 3 kHz͒ but may not accurately reproduce other mechanical or otoacoustic responses of the human cochlea. The stimulus frequency ͑f͒ and scalae height ͑H͒ were sometimes systematically varied from the standard values listed here ͑e.g., Figs. 10 factor of 4 is needed to encompass the range of spatial frequencies falling within the pass-band of the ''spatialfrequency filter'' ͑e.g., Zweig and Shera, 1995, Fig. 6͒ and the additional factor of 2 arises from Nyquist's sampling theorem. Using estimates of for the human cochlea obtained from measurements of SFOAEs ͑Shera and Guinan, 2003, Table II͒ yields N min ϳ650 sections for a model that matches human SFOAE group delays over the full range of human hearing. Whether any particular grid spacing suffices in practice can only be determined by detailed numerical analysis. Decreasing the grid spacing until the solution no longer varies on scales relevant to the issues at hand often provides a useful empirical assay. Our experience modeling OAEs indicates that the necessary number of sections can sometimes be significantly greater than the lower bound estimated above. To obtain the results reported here we used a longitudinal grid spacing roughly five times finer than L/N min . ͓To speed up the calculations we truncated our model (LХ14 mm) so that it did not represent the full range of CFs typical of a healthy human ear. The numbers of sections we employed in the horizontal and vertical directions (N x and N y ) are given in Table I .͔ For the 2-D calculations we employed a vertical spacing (H/N y ) similar to that used in the longitudinal direction. In all cases we verified that the solution did not change-at least on the scales relevant here-when the grid spacing was decreased further.
In addition, we checked the accuracy of our numerical procedures by comparing with approximate analytical results ͑e.g., perturbative calculations of R, WKB approximations for W ͕r,l͖ , etc.͒ whenever possible. For example, Fig. 17 shows a scatterplot of the ratio R num /R Born for each of the 2ϫ1200 simulations reported in Fig. 11 . R num is the reflectance computed numerically by solving Laplace's equation ͑in 2-D͒ or the Helmholtz equation ͑in 1-D͒ using finitedifferences ͑e.g., Neely, 1981; Watts, 2000͒ ; R Born is the firstorder perturbative expression given by Eq. ͑45͒. Quantitative agreement between the methods is generally excellent, with mean ratios indistinguishable from 1 and interquartile ranges for the 2-D model less than 0.25 dB in magnitude and 0.005 cycles in phase ͑and at least an order of magnitude smaller for the 1-D model͒. Interestingly, the 2-D scatterplot reveals systematic oscillations with H that appear roughly 90°out of phase in the magnitude and phase plots. These deviations presumably result from small errors in approximation ͑41͒ for Ḡ 0 (xЈ͉xЈ) and/or the influence of higher-order nonpropagating pressure modes in the finite-difference solution. 
Derived variables
P (x,) difference pressure P(x,y) averaged over y ͓Eq. ͑7͔͒ P 0 (x,) difference pressure P(x,0 ϩ ) across BM ͓Eq. ͑16͔͒ ␣(x,) pressure ratio P 0 (x)/P (x) ͓Eq. ͑18͔͒ ␣ WKBs (x,) ␣ from standard WKB approximation for P (x,y) Solutions to the inverse problem in sensitive preparations indicate that at low and moderate intensities the peak of the traveling wave occurs close to the point where traveling-wave amplification reverses sign and the accumulated power is dumped into the organ of Corti. At this point, Im͕k(x)͖ goes through a negative-going zero-crossing ͑e.g., de Boer, 1995b͒ , and k is therefore essentially real.
3
Our general argument is corroborated by the observation that the approximate analytic expression for ␣(x) obtained using the WKB approximation 7 applies equally to waves traveling in either direction.
4
Behind the curtain, the projection operators work by finding the coefficient functions C ͕r,l͖ (x) needed to write P (x) in the form where P (x) and its first derivative ͓proportional to U by Eq. ͑6͔͒ are matched exactly at every point. In other words, the coefficient functions C ͕r,l͖ (x) are the solutions to the pair of simultaneous equations P ͑x͒ϭC r ͑x͒W r ͑x͒ϩC l ͑x͒W l ͑x͒, ‫ץ‬ x P ͑x͒ϭC r ͑x͒‫ץ‬ x W r ͑x͒ϩC l ͑x͒‫ץ‬ x W l ͑x͒.
Solving these equations for the C ͕r,l͖ (x) and computing the products P ͕r,l͖ (x)ϵC ͕r,l͖ (x)W ͕r,l͖ (x) yields Eqs. ͑24͒ and ͑25͒. Because they enforce a certain continuous intimacy with the solution, the coefficient functions C ͕r,l͖ (x) are known as ''osculating parameters'' ͑e.g., Mathews and Walker, 1964; Shera and Zweig, 1991; Talmadge et al., 1998͒. 5 After Max Born, who derived an analogous expansion in the context of the quantum mechanical theory of collisions ͑e.g, Born, 1926; Born and Wolf, 1959͒. 6 In previous derivations based on the 1-D model ͑e.g., Shera and Zweig, 1991; Zweig and Shera, 1995; Talmadge et al., 1998 we solved the scattering problem using a method known as ''variation of parameters'' ͑e.g., Mathews and Walker, 1964͒ . The 1-D results can also be derived using a mathematically equivalent procedure based on the long-wave Green's function.
7
In the standard WKB approximation for the 2-D model ͑e.g., Steele and Taber, 1979; Viergever, 1980; de Boer and Viergever, 1982͒, the pressure P(x,y) has the form P WKBs ͑ x,y ͒ϭ P 0 ͑ x ͒ cosh͓k͑x͒͑HϪy͔͒ cosh͓k͑x͒H͔ .
Calculating P WKBs (x) by averaging this expression over y yields Eq. ͑52͒ for ␣ WKBs (x).
8
A region of net negative BM resistance near the base of the cochlea is a feature of the Zweig model, which was derived by finding an analytic approximation to the wave number obtained using the inverse method. Note, however, that the uncertainty in the inverse solution is largest in the tail of the response, where the BM velocity response is relatively insensitive to the precise value of the BM resistance.
14 In contrast, Z 0 →iZ BM /H when ␣ modifies the shunt admittance. 15 Zwislocki's ͑1983͒ proof is based on a wave equation for the difference pressure P 0 (x) obtained using an averaging procedure similar to that of Duifhuis ͑1988͒. Rather than average the pressure, Zwislocki ͑1953͒ integrates the x derivative of the longitudinal component of the fluid particle velocity over the scalae to obtain an effective cross-sectional area, q(x), defined by the equation q(x)ϵS‫ץ‬ x ū ‫ץ/‬ x u 0 , where u 0 (x)ϵu(x,0) and u(x,y) is the x-component of the fluid particle velocity. Zwislocki ͑1983͒ then deduces the transmission-line equations corresponding to the resulting wave equation by intuitively ͑but mistakenly͒ associating q(x) with the series impedance characterizing the longitudinal inertia of the fluids. ͓By following Zwislocki and neglecting small derivatives one can show that q(x)ХS/␣(x).] However, the actual transmission-line equations corresponding to Zwislocki's wave equation are ‫ץ‬ x P 0 ϭϪ2iu 0 and ‫ץ‬ x u 0 ϭϪP 0 /qZ BM . In the correct equations, the effective cross-sectional area, proportional to 1/␣(x), is associated with the BM impedance, just as it is in Fig. 14 . When ␦ϭ0, the formula for W l (x) yields a pure reverse-traveling wave, e ϩik 0 x ; any other value ͑␦ Ϫ1͒ yields a mixture of forward and reverse waves.
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Shera and Zweig ͑1991͒ show that using the characteristic impedance rather than the retrograde wave impedance can produce large reflections from the stapes ͑e.g., ͉R stapes ͉Ͼ0.5 in Fig. 5 of the 1991 paper͒. Although terminating the system in its characteristic impedance would eliminate boundary reflection in a uniform transmission line, it does not do so in a nonuniform system where the characteristic impedance varies with position ͑e.g., a box model of the cochlea͒.
20
The procedure for finding G(x͉xЈ) outlined here is essentially the same as that used to find the response to a sinusoidal force applied to BM, as described in words in Shera et 
