Substantial time is spent on building, optimizing and maintaining large-scale software that is run on supercomputers. However, little has been done to utilize overall resources efficiently when it comes to including expensive human resources. The community is beginning to acknowledge that optimizing the hardware performance such as speed and memory bottlenecks contributes less to the overall productivity than the development lifecycle of high-performance scientific applications. We propose an evaluation approach that compares recorded novice programming workflows to an expert workflow to identify productivity bottlenecks and suboptimal paths. We use these results to suggest improvements to the programming environment or tools. We give preliminary results from applying this approach to two case studies involving the use of numerical libraries.
INTRODUCTION
We propose a productivity evaluation framework that enables the comparative measurement of end-to-end productivity of high performance computing (HPC) development. Our method encompasses different aspects of productivity taking not only application development time into consideration, but also criteria such as maintainability and reusability. We are interested in the domain of large-scale computational science in which interdisciplinary teams develop parallel software that simulates complex physical phenomena. In addition to measuring productivity of the HPC development process, we are interested in evaluating the impact of software productivity tools (e.g., domain specific languages, libraries, expert tools, IDEs) on programming productivity.
As in [1] we develop a workflow model for a given HPC development process. This model identifies high level activities and the transitions between them. Data on developer activities can be collected in either profiling or tracing mode.
We collect activity data for an expert user and analyze it to model the expert workflow. We use the expert workflow as a baseline for analyzing activity data collected from novice users. We also capture the end result of the process and any intermediate artifacts for purposes of comparison. We evaluate the workflows with respect to a set of criteria that are relevant to the given scientific programming task. Unlike most previous work that considers only the short-term criterion of program development time, we can also include long-term criteria such as portability and maintainability.
We have carried out two case studies using our evaluation methodology. For the first case study, the programming task was to port a dense linear algorithm code that uses LAPACK [2] to a new computer system. The programming task in the second case study was to write a program to solve a sparse linear system resulting from a finite element analysis using PETSc [3] , optionally using the Lighthouse tool [4] for assistance. For both case studies we record and score novice workflows against an expert workflow, according to relevant criteria for each workflow.
RELATED WORK
The idea of combining self-reported and automatically collected data to improve programming effort measurement is presented in [5] . Incorrect measurement can introduce unexpected bias and lead to incorrect conclusions. This has motivated them to have a passive observer reporting the programmer time in order to obtain an accurate measure. They have observed from a set of pilot studies that the self-reported data directly from the users were inconsistent from the automated data collected using tools. Their second study concludes that more precise logs improve accuracy. They come to the conclusion that automatically collected data can be augmented by self-reported data but the data provided by users can vary according to the user. We use self-reported data augmented by our observations of the programmers, and we plan to investigate using automated data capture in the future.
A method to fit captured user activity data into a workflow model called software engineering workflow analysis (SEWA) is presented in [1] . The programming environment captures data automatically using a tracing method. They then build a model that is dependent on eight factors which are coding chunking, commenting, comparing, converting, computing, connecting and constraining. They summarize low level tasks into events under these categories. Using the above categories they implement a model for programmer activity. They have developed an open Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request 2016 International Workshop on Software Engineering for Science source tool to visualize time series data using a tool called ActivityGraph which is used to compute the programmer effort distributed among activities. They state that activities such as 'thinking' can be only indicated in the observation data since there is no way to identify anything that does not involve typing on a keyboard using the tool.
A methodology for the design and evaluation of scientific workflows in research oriented web applications is presented in [6] . They carry out an in-depth usability study of their CoGe web application. CoGe provides a set of tools for exploring genomic datasets. Their method demonstrates how to identify bottlenecks in multi-step tasks and how to analyze bottlenecks. Their visualization system is used to analyze complex tasks associated with scientific workflows. This analysis leads to suggestions for improvements in the current implementation of their CoGe web application. They have carried out a follow-up study and confirmed their suggestions improved the user navigation in the web application. We have adapted the workflow diagrams used in [6] to our domain of scientific programming, but we have extended the analysis to measurement based on multiple productivity criteria.
Lighthouse is a framework for creating, maintaining, and using a taxonomy of available software that can be used to build optimized linear algebra computations [7, 4] . It aims to aid developers in finding available library routines for their programming tasks and in fitting various parts together. Lighthouse attempts to combine expert knowledge, machine learning-based classification of existing numerical software collections, and automated code generation and tuning to enable users to discover and apply the best available numerical software for their problem. They currently support sequential and parallel dense and sparse linear algebra computations provided by the LAPACK, PETSc, and SLEPc libraries. We use Lighthouse as part of our second case study and apply relevant criteria to evaluate the effectiveness of Lighthouse and suggest improvements.
METHODOLOGY 3.1 Problem and Workflow Definition
We scope the problem domain and choose a specific programming task for which we will evaluate the productivity. We describe the problem(s) to be solved and give any necessary background information. We provide the users with the basic steps that any domain scientist would possess for getting the results for the computational problem. We also provide any necessary input data sets.
Definition of Evaluation Criteria
We define which criteria are important for measuring the overall productivity. We consider the entire development life cycle as the workflow. The problem we define as a scientific workflow starts when a HPC user begins to formulate the steps for solving the problem, prepare the input data, code and get the results such as a simulation for a given HPC problem. We consider both short-term and long-term productivity in defining the criteria. Most previous work has focused on the short-term criterion of developer time. We also consider criteria such as portability and maintainability of the resulting code which may be in conflict with short-term development time. Other important criteria, depending on the problem, may be accuracy and reliability of results obtained using the code.
In addition to defining the criteria, we devise a weighting scheme that can assign either numerical or discrete weights for each criterion. The weighting scheme can be adjusted to reflect the relative performance of the different criteria. For example, shortterm development time may be most important for a code that will be used only a few times by an individual researcher, while longterm portability and maintainability may be more important for a long-lived community code.
Measurement of Expert and Novice Activities
We first ask the expert user to solve the problem and to record all steps and the time taken for each step. We also keep any intermediate and final results of the workflow, such as code that was written and results from running the code to solve the problem.
Next we observe the novice users while they work on the problem. They are instructed to ask for help if they get stuck for a long time. When they ask for help, we checked that they have recorded their progress so far and give a hint to enable them to move forward.
We use the measurements results to construct a workflow diagram for the expert user and for each of the novice users. We use a color coding scheme to show where the path of a novice user diverges from that of the expert user. Each step in a path is associated with the time taken to perform that step.
Comparative Analysis of Novice vs. Expert Productivity
We compare the workflow diagrams of novice users with that of an expert user and identify the branches where the novice users deviate from the expert user. We analyze the user's steps and categorized these under the evaluation criteria. We assign variable weights for the steps that affects evaluation criteria using the expert user to set the baseline for measurement. These weights can be changed according to the importance a certain step has on productivity making the method easily adaptable. We assign metrics to the paths of the workflow rather than only determining whether the novice user path deviates from the expert user path. We put the weighted values resulting from analysis of a given user workflow into the form of a productivity vector for purposes of comparison.
RESULTS
We chose the domain of numerical linear algebra to test our evaluation framework. We defined and evaluated workflows for two numerical linear algebra problem types. The first case study is solution of a dense linear system using LAPACK, and working from an existing code to port it to the Stampede supercomputer at the Texas Advanced Computing Center. The second case study is the solution of a sparse linear system from a finite element analysis problem using the PETSc library.
The general workflow of solving a problem using a numerical library consists of the following steps: 1. Prepare input files 2. Select appropriate method based on the problem characteristics 3. The expert user for both case studies was the instructor of the CPS 5401 Introduction to Computational Science class at the University of Texas at El Paso in fall semester of 2015. The novice users were students in the class. The students had received instruction in the functionality and use of numerical libraries, including LAPACK and PETSc, but had not been instructed in these particular workflows on Stampede. The students were all also co-enrolled in or had previously taken MATH 5329 Numerical Analysis in which course they had learned about numerical dense and sparse linear algebra methods. Since the users were not randomly selected and this being a group of students from the same class, our results could be biased and should be considered to be preliminary.
Case Study 1
The first case study we chose an existing C++ code that initializes a linear system of equations and calls two LAPACK routines to factor the matrix and then solve the system. This is a small example of the more general problem of porting a legacy code to a new computer system. The author of the original code provided custom LAPACK header files and instructions for compiling and linking the code using the GNU compiler. The students were instructed to build the code using the Intel compiler and the Intel Math Kernel (MKL) library. The Stampede User Guide has instructions for how to link Fortran and C codes with MKL and refers the user to Intel documentation for MKL. To achieve the most efficient code, developers should link their code with the vendor library. If they link with the reference Netlib version of the library, their code will still work but it will be inefficient, sometimes by an order of magnitude or more. For maximum portability and efficiency, a C/C++ developer should use the LAPACKE extension if it is available.
To evaluate the productivity of the workflow, we assigned metrics with respect to the following criteria: C1. Time to complete the workflow C2. Correctness of the program C3. Portability of the program C4. Maintainability of the program For this use case time spent is the only considered variable for Efficiency (C1). If the user gets a wrong result or partially wrong result, accuracy (C2) gets a negative value with a weight. Portability (C3) is negatively affected by using a deprecated interface and using custom header files. Maintainability (C4) also gets negative values by using custom header files.
We compared the workflow diagrams of novice users with that of the expert user and looked for the branches where the users deviated. These different paths were assigned evaluation metrics for each criterion in order to obtain a productivity vector for each user. For example, we generated the productivity vector for the novice User 4 as follows. Development time -Total time was 25 minutes against the expert user time of 20 which gives us -5 in the vector. Correctness -0 since the result was correct. Maintainability -Use of custom header files -1Wp Portability -Not using the LAPACKE interface, not using portable LAPACK data types -1Wm
We constructed the vectors for each user and compared among each case. All the novice users had similar productivity vectors, except for different amounts of development time, whereas the expert user took extra time to rewrite the code to use the MKL header files, portable LAPACK data types, and the LAPACKE interface, all the novice users took the "quick and dirty" approach of getting the code to work as it was.
Depending on the weights assigned for the portability and maintainability metrics, the most productive workflow might be that of the expert user or of the novice user who completed the task in the least amount of time. In reality, the times self-reported by the novice users are not accurate, since they did not include time asking for help or looking for answers.
Case Study 2
To evaluate the sparse linear system solving portion of the finite element analysis workflow, we chose matrices from the DRIVCAV collection on Matrix Market [8] . These matrices are from modeling 2D fluid flow in a driven cavity. The physical problem represented by the driven cavity is a square in cross section, with velocity equal to zero on three walls, and equal to one at the fourth wall, in the direction parallel to the fourth wall. To produce the matrices, the flow was modeled using the incompressible Navier Stokes equations. These were discretized using the Galerkin finite element method and linearized using Newton's method. The matrices are non-symmetric and indefinite. They are difficult to solve using iterative methods like preconditioned Krylov subspace methods, because it is difficult to find an effective preconditioner. The specific matrices we chose were E40R000 (40 x 40 elements, Reynolds number 0, symmetric indefinite) and E40R0500 (40 x 40 elements, Reynolds number 500, real unsymmetric). Each of these matrices is 17281 by 17281, with 553956 entries.
To evaluate the productivity of the workflow in two different contexts, we divided our subjects into two groups. One group used the Stampede and PETSc documentation to try to implement the workflow manually. The second group used the Lighthouse tool [4, 7] to try to implement the workflow.
For each context, we evaluate productivity with respect to the following criteria: C1. Time to complete the workflow C2. Time to execute the program C3. Portability of the program C4. Maintainability of the program C5. Accuracy of the solution Unlike in the first case study, where getting the code to run correctly with the vendor version of LAPACK would result in good performance, the performance of the PETSc workflow depends heavily on the choice of solver. With dense linear algebra methods, the number of steps is deterministic. With iterative methods for sparse systems, however, the number of steps to converge to a solution within the desired error tolerance depends on how well suited the solver method is for the problem and on the effectiveness of the pre-conditioner. Also, the program may terminate without converging to a solution if the specified maximum number of steps is exceeded, but unless the user has output whether or not convergence occurred, she may incorrectly assume that the current approximation to the solution is correct. With PETSc, the same code can be used for different methods, with the choice of solver and pre-conditioner specified on the command line. Some level of expertise is required to know what solvers and pre-conditioners to specify and to figure out the PETSc command-line options to use to implement these choices.
We have not yet completed observation and measurement of the workflows of the novice users, since it has taken them two hourlong sessions just to convert the input files. We report here on preliminary results from analysis of the expert workflows with and without Lighthouse and will report on the finished novice user case study at the workshop. The expert user has general knowledge of PETSc and iterative methods but was not familiar with the particular type of problem we chose. We study both development and use of the program since both are important to overall productivity.
The most efficient way found by the expert to solve the symmetric indefinite system was using the GMRES solver with the fieldsplit Shur preconditioner. The BICG solver also converged to a solution but with a larger number of iterations. The methods tried are shown in Figure 1 . The expert user knew to specify an option to output whether or not the solution converged. The run instructions provided by Lighthouse are to simply run the executable without specifying the solver or preconditioner to use, in which case the default GMRES solver is used. 
Figure 1. Expert User Session for Solution of E40R0000
The most efficient method found by the expert user for solving the nonsymmetric system was the BICG method. The methods tried by the expert user are shown in Figure 2 . The expert solutions were obtained by modifying $PETSC_DIR/src/ksp/ksp/examples/tests/ex18.c to read the matrix and the right-hand side from different files. The same solutions were easily obtained by modifying the code template produced by Lighthouse to read the matrix and right-hand side from different files and to compute the residual norm. Once the basic code has been compiled and made to run, the different solvers and preconditioners can be explored using runtime command-line options.
The most time consuming step in the expert workflow was converting the input files to PETSc binary format. Lighthouse does not support this step.
The runtime efficiency and accuracy criteria are also not wellsupported by the Lighthouse tool, since it gives the novice user no help in choosing an appropriate solver and preconditioner for the problem at hand, or even in determining whether or not convergence to a solution occurred. The Lighthouse tool is very helpful to novice users in generating working code that calls PETSc routines correctly. What is lacking is help with options for running the code that select an appropriate solver and preconditioner. The developers of Lighthouse state that they have tested their tool with large numbers of sparse systems from Matrix Market and used Lighthouse to successfully solve them. However, they are expert users of PETSc and have the expert knowledge to specify the appropriate options.
CONCLUSIONS AND FUTURE WORK
We propose a way to compare novice and expert workflows and give a measure for productivity using problem-specific criteria. We maintain that being able to include and weight the importance of multiple short-term and long-term productivity criteria gives a truer picture of overall productivity than just considering development time.
We plan to use our framework to evaluate larger scale parallel programming workflows for finite element modeling as well as other applications. We also plan to incorporate more accurate ways of capturing programmer activity data.
