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Abstract
The complete UV-divergent contribution to the one-loop 1PI four-point
function of Yang-Mills theory in the light-cone gauge is computed in this
paper. The formidable UV-divergent contributions arising from each four-
point Feynman diagram yield a succinct final result which contains non-
local terms as expected. These nonlocal contributions are consistent with
gauge symmetry, and correspond to a nonlocal renormalization of the
wave function. Renormalization of Yang-Mills theory in the light-cone
gauge is thus shown explicitly at the one-loop level.
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1 Introduction
Ever since the discovery [1–4] of the n∗µ-prescription for the unphysical poles
of (q·n)−1 in 1982 , the noncovariant light-cone gauge has gained in usefulness
and respect. In fact, there can be little doubt that the light-cone gauge, defined
by n·Aa(x) = 0, n2 = 0, with nµ = (n0,n) a constant vector, n
∗
µ = (n0,−n),
and n·n∗ = 1, is the most popular of the axial-type gauges.
The light-cone gauge possesses a number of appealing features: it picks out
the physical degrees of freedom, its prescription allows a Wick rotation, and
the Faddeev-Popov ghosts either decouple from the associated gauge field, or
prove harmless in a perturbative setting. Moreover, the light-cone gauge often
proves more effective than a covariant gauge (such as the Feynman gauge, or
Landau gauge) in sophisticated models like supersymmetric Yang-Mills and
superstrings. By exploiting the special features of the light-cone gauge, Brink,
Lindgren and Nilsson [5], as well as Mandelstam [1], succeeded in demonstrat-
ing that the N = 4 supersymmetric Yang-Mills model is UV convergent to
all orders of perturbation theory, while Green and Schwarz [6] showed that
superstring theory was anomaly-free for the semi-simple Lie groups E8 × E8
and Spin 32/Z2.
An important question that was immediately raised after the discovery of the
n∗µ-prescription, was whether the light-cone gauge was renormalizable to all
orders. In view of the technical idiosyncrasies of the light-cone gauge Feynman
integrals [7] generally, and the appearance of UV divergent nonlocal expres-
sions in both the gluon self-energy and the vertex functions, the question was
highly non-trivial. During the ensuing years, the renormalization structure of
Yang-Mills theory in the light-cone gauge was examined by several researchers,
including Bassetto [8,9], Bassetto and his co-workers [10–13], Lee and Milgram
[14,15], Andrasˇi, Leibbrandt and Nyeo [16], Leibbrandt and Nyeo [17,18], and
Nyeo [19–21].
It is well known that the presence of non-polynomial divergences in the light-
cone gauge greatly complicates the renormalization procedure. The reason is
that these non-polynomial divergences automatically require non-polynomial
counterterms and, at least initially, it appears that one can construct infinitely
many non-polynomial tensor structures that are consistent with dimensional
analysis and the Ward identities. Fortunately, there exist further constraints
on the possible forms of nonlocal divergences (see Section 5). Using these
constraints, Bassetto,Dalbosco and Soldati [22] have predicted the form of the
nonlocal divergent density of Γ, the generating functional for 1PI diagrams,
from which they derive the nonlocal part of the 1PI four-point function. Their
result allows for renormalization using only a finite number of both local and
nonlocal structures. In our explicit calculation of the 1PI four-point function
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we obtain not only the predicted nonlocal tensor structure, but also the local
part, as well as their relative weights. It is taken for granted in Bassetto’s joint
paper that the usual local part occurs as well.
In 1987, Bassetto, Dalbosco and Soldati gave an inductive proof of the renor-
malizability of massless Yang-Mills by showing [22] that ”...despite the ap-
pearance of an infinite number of nonlocal divergent terms, the theory can be
made finite to any order in the loop expansion by introducing a finite number
of renormalization constants...”, and, furthermore, that ”...the nonlocal struc-
tures are completely decoupled from the physical quantities.” The authors
were guided in their proof by previous loop calculations, but there was one
1PI function which had never been evaluated in the light-cone gauge. This was
the infamous 1PI four-point function, containing box, lynx and fish diagrams,
which was obviously vital for the explicit completion of the renormalization
proof at the one-loop level. Unfortunately, the horrendous algebra inherent in
the computation of the 1PI four-point function was such as to discourage its
evaluation for many years. Bassetto and his co-workers decided to do the next
best thing: by using renormalization arguments, they predicted that the one-
loop 1PI four-point function possessed a certain tensorial structure in terms
of the free parameters pµ, nµ and n
∗
µ. Their prediction dealt specifically with
the nonlocal terms in the theory.
The purpose of this paper is to report that the UV divergent contribution
to the one-loop 1PI four-point function in the light-cone gauge has now been
computed in its entirety, and that the prediction by Bassetto, Dalbosco and
Soldati concerning this function, made over ten years ago, is in fact correct.
Our aim here is to explain and summarize the computation of this formidable
function.
The article is organized thus. The Feynman rules and mathematical tools
are summarized in Sections 2 and 3, respectively. In Section 4 we evaluate
the complete four-point function consisting, as we shall see, of three specific
sets of “subdiagrams”, namely the box diagrams (Section 4.1), lynx diagrams
(Section 4.2) and fish diagrams (Section 4.3). Only a few of the intermediate
results are shown explicitly to convey to the reader the scope and complexity
of the calculation. Our final expression for the UV divergent contribution to
the 1PI four-point function in the light-cone gauge is presented in Section
5, where we also discuss the role of the nonlocal terms again, in the context
of renormalization. Finally, Appendix A contains a selection of intermediate
expressions for certain box, lynx and fish diagrams (Eqs. (38), (39) and (40),
respectively).
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2 Feynman Rules
In the light-cone gauge,
n·Aa = 0, n2 = 0, (1)
(the metric signature is (+,−,−,−)) the Lagrangian density for SU(N) Yang-
Mills theory takes the form
L = −
1
4
F aµνFa
µν −
1
2α
(n·Aa)2 + ηanµDabµ η
b, α→ 0, (2)
where F aµν = ∂µA
a
ν−∂νA
a
µ+gf
abcAbµA
c
ν is the gauge field tensor, µ, ν = 0, 1, 2, 3,
and a, b, . . . = 1, 2..., N2−1. The covariant derivative is Dabµ = δ
ab∂µ+gf
abcAcµ
and fabc are the group structure constants. The ghost fields, η and η, appear
only in closed loops and obey Fermi statistics.
The Yang-Mills gauge field propagator (Fig. 1) reads, for α = 0,
Gabµν(q) =
−iδab
q2 + iǫ
[
gµν −
qµnν + qνnµ
q ·n
]
, ǫ > 0. (3)
......
..
........
a b
µ ν
Fig. 1. Light-Cone Gauge Yang-Mills Propagator
The ghost-ghost-gluon vertex is given by
Uabcµ (p, q, r) = −igf
abcnµδ
4(q + p− r), (4)
so that any interaction between ghost and gluon involves the contraction of
the gluon propagator with nµ. Thus,
nµGabµν(q) =
−iδab
q2 + iǫ
nµ
[
gµν −
qµnν + qνnµ
q ·n
]
= nν − nν − qν
n2
q ·n
= 0, (5)
so that any ghost-gluon interaction term vanishes, since nµ is light-like. Al-
though the ghost propagator is not needed for the present calculations, we list
it here for completeness:
Gab =
−iδab
q ·n
. (6)
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The bare three-gluon vertex (Fig. 2) reads
V abcµνρ(p, q, r) = −gf
abc[(q − r)µgνρ + (r − p)νgµρ + (p− q)ρgµν ], (7)
❅
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a b
qp
r
ρ c
µ ν
Fig. 2. Three-Gluon Vertex
and the bare four-gluon vertex (Fig. 3) is
V abcdµνρσ = −ig
2 [ fabefcde(gµρgνσ − gµσgνρ) (8)
+ facefdbe(gµσgνρ − gµνgρσ)
+ fadefbce(gµνgρσ − gµρgνσ)].
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a b
νµ
p q
r s
cd
σ ρ
Fig. 3. Four-Gluon Vertex
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3 Mathematical Tools
In this section, we shall discuss the technical aspects relevant to the calculation
of the four-point function.
We work in the framework of dimensional regularization, where 2ω defines the
dimensionality of complex space-time, and recall that massless tadpoles, such
as
∫
d2ωq
1
q2
,
∫
d2ωq
1
q ·n
,
∫
d2ωq
1
q2(q ·n)
, etc. (9)
are set to zero.
The spurious poles of (q ·n)−1 are treated with the n∗µ-prescription [1–4],
1
q ·n
= limǫ−→0
q ·n∗
(q ·n)(q ·n∗) + iǫ
, ǫ > 0, (10)
which allows a Wick rotation and is consistent with power counting. Note that
care must be taken when using power counting arguments, since the degree of
divergence α differs for q⊥ and q‖, where
q ·n = q‖ ·n, (11)
q⊥ ·n = 0.
For example, the gauge propagator (3) has a degree of divergence α = −2,
when q →∞ along any direction. However, with respect to large q⊥ behaviour,
the covariant part of the propagator has degree of divergence α⊥ = −2, while
the noncovariant parts carry degree α⊥ = −1. When encountering multiple (q ·
n)−1 factors coming from the gauge propagator (3), we shall use the separation
formula
1
q · n(q − p) · n
=
1
p · n
[
1
(q − p) · n
−
1
q · n
]
, p · n 6= 0, (12)
which helps unveil the nonlocal structure of the UV divergence of the Green
functions [23].
The separation formula (12) is applied as many times as is necessary to yield
integrals containing only a single noncovariant denominator; a shift in the
integration variable k, k = q−p, is used to reduce as many integrals as possible
to tadpole integrals, which are known to vanish in dimensional regularization.
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To simplify complicated Feynman integrals, we split the gauge propagator (3)
into light-cone (LC) and non-light-cone (NLC) propagators, Gabµν = δ
ab(GLCµν +
GNLCµν ), where G
LC
µν contains the noncovariant vector nµ, while G
NLC
µν contains
only covariant parts:
Gabµν = δ
ab(GLCµν +G
NLC
µν ), (13)
GLCµν (q) =
i
q2 + iǫ
(
qµnν + qνnµ
q ·n
)
,
GNLCµν (q) = −
i
q2 + iǫ
gµν .
Finally, in order to handle the vast number of terms in the intermediate stages
of the calculation, we employed the program MAPLE, with the add-on pack-
age HIP-MAPLE, which allowed us to manage simple operations on large
expressions, such as permutations of indices, additions, etc. The main steps
involved in the computation of the four-point function may be summarized as
follows.
(i) The Feynman integrals corresponding to the box diagram (Fig. 4), lynx
diagram (Fig. 10) and fish diagram (Fig. 15) are written down, and the
propagators split according to Eqs. (13), generating 28 major “subdia-
grams”.
(ii) After simplification, each integral in the 28 “subdiagrams” is identified as
belonging to one of 44 classes of typical integrals, [I
{µ}
{a} ({p})]i, where {µ}
indicates the relevant set of Lorentz indices, {a} the set of colour indices,
{p} the set of (arbitrary) external momenta and where i = 1, . . . , 44.
(iii) The UV divergent bit of each of the 44 classes of integrals is evaluated by
hand, for general external momenta. The results are fed into the symbolic
manipulation program MAPLE, with the add-on package HIP-MAPLE,
which greatly simplifies algebraic manipulations of four-vectors. Unfor-
tunately, HIP-MAPLE is unsupported and will not work, without signif-
icant revisions, with MAPLE version three or higher.
(iv) The integrated results of each “subdiagram” are then entered into the
computer. The ability of MAPLE to easily substitute specific sets of ex-
ternal momenta and indices into the various integrals is invaluable at this
stage.
(v) The complete expression for the UV divergent bit of 1PI the four-point
function is obtained by summing the box, lynx and fish diagrams of Sec-
tion 4, along with their ‘partner’ diagrams which are generated by taking
all topologically distinct permutations of external indices and momenta.
The integrated results for all “subdiagrams” and ‘partners’ are combined
and simplified, yielding the concise final result in Eq. (35).
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4 The 1PI Four-Point Function
The 1PI four-point function in light-cone Yang-Mills theory is comprised of
three diagrams: the box diagram (Fig. 4), the lynx diagram (Fig. 10) and the
fish diagram (Fig. 15). We shall deal with each diagram separately.
To obtain the complete 1PI four-point function, one must include not only
the representative diagrams (discussed in this section), but also the diagrams
generated by taking all topologically distinct permutations of external indices
and momenta. Once the calculations in Sections 4.1, 4.2 and 4.3 have been
completed, the final permutations may be readily generated using MAPLE.
Accordingly, we shall only present one specific ordering of the external indices.
Before turning to the explicit calculations, it may be helpful to comment briefly
on the possible nonlocal structures allowed in the 1PI four-point function.
Each noncovariant propagator GLC contributes a factor [(q − p) ·n]−1. Since
the divergent parts of basic one-loop integrals (i.e. those with only a single
factor of [(q − p) ·n]−1) are local functions of the external momenta [24], the
pole part of an integral with only one noncovariant propagator is local, and
we use the separation formula Eq. (12) as many times as necessary to reduce
an integral with multiple noncovariant propagators to a sum of basic one-loop
integrals. Furthermore, each application of the separation formula introduces
one nonlocal factor (pi ·n)
−1 in the external momenta pi, and these are the
only non-polynomial factors. Dimensional analysis of the fish, lynx and box
integrals Eqs. (15), (23) and (30), reveals that the 1PI four-point function has
units of [p]0[n]0[n∗]0, so we can tell that, for the fish diagram, the integrated
expression can contain only factors of the form
fu1u2u3u4
0
,
fu1u2u3u41
p·n
,
fu1u2u3u42
(p·n)(k ·n)
, (14)
where the subscripts 0, 1, 2 indicate the power of momentum in the expression
f ; the poles of (p·n)−1 are treated according to the n∗µ-prescription and colour
indices have been omitted. In the case of the lynx diagram, an additional
factor of the form
fu1u2u3u43
(p·n)(k ·n)(q ·n)
can occur, along with those listed above, while in the box diagram a fourth
factor,
fu1u2u3u44
(p·n)(k ·n)(q ·n)(r·n)
,
may also appear.
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4.1 Box Diagrams
The complete pole part of the box diagram, shown in Fig. 4 is difficult to
calculate by virtue of the sheer number of Feynman integrals. It leads to the
following expression:
J box =
{ ∫
d2ωq
(2π)2ω
δabGµν(q)V
u1µτ
a1ah
(p1, q, q + p4) (15)
δcdGαβ(q + p2)V
u2αν
a2cb
(p2,−q − p2, q)
δefGρσ(q + p2 + p3)
V u3ρβa3ed (p3,−q − p2 − p3, q + p2)
δghGητ (q + p2 + p3 + p4)
V u4ησa4gf (p4,−q − p2 − p3 − p4, q + p2 + p3)
}
δ2ω(p1 + p2 + p3 + p4).
 
 
 
 
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G(q + p2 + p3)G(q)
G(q + p2)
p1
p3p2
p4
a1
u1
a2
u2
a4
u4
u3
a3
G(q + p2 + p3 + p4)
Fig. 4. Complete Box Diagram
With the decomposition given in Eq. (13), the complete box diagram breaks
down into 16 “subdiagrams”, each having only one factor of GLC , or GNLC ,
along any internal line. Several of the “subdiagrams” are related to each other
by permutations of the triplet of external indices and momenta, (ai, ui, pi),
i = 1, 2, 3, 4 (see Eq. (18)).
The simplest “subdiagram” (Fig. 5) contains no noncovariant terms GLC ,
which severely restricts the possible tensor structures appearing in the inte-
grated result. The integral corresponding to this subdiagram has the form
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J box
0
=
{ ∫
d2ωq
(2π)2ω
δabGNLCµν (q)V
u1µτ
a1ah
(p1, q, q + p4) (16)
δcdGNLCαβ (q + p2)V
u2αν
a2cb
(p2,−q − p2, q)
δefGNLCρσ (q + p2 + p3)
V u3ρβa3ed (p3,−q − p2 − p3, q + p2)
δghGNLCητ (q + p2 + p3 + p4)
V u4ησa4gf (p4,−q − p2 − p3 − p4, q + p2 + p3)
}
δ2ω(p1 + p2 + p3 + p4);
and yields the simple expression
 
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GNLC (q + p2 + p3)G
NLC(q)
GNLC (q + p2)
p1
p3p2
p4
a1
u1
a2
u2
a4
u4
u3
a3
GNLC(q + p2 + p3 + p4)
Fig. 5. Box Diagram: No Noncovariant Propagators
J box
0
=
I fa1abfa2bcfa3cdfa4da
12
{
47 [gu3u4 gu1u2 + gu2u3 gu1u4] (17)
+17 gu1u3gu2u4
}
,
where I = iπ2/(2− ω) .
For “subdiagrams” with one or more GLC factors, the integrated expres-
sions become increasingly complicated, often containing hundreds of individual
terms. To see this, consider first the set of diagrams (Fig. 6) including precisely
one noncovariant propagator GLCµν , which leads to the formula
J box
1
=
{ ∫
d2ωq
(2π)2ω
δabδcdδefδghGLCµν (q)V
u1µτ
a1ah
(p1, q, q + p4) (18)
GNLCαβ (q + p2)V
u2αν
a2cb
(p2,−q − p2, q)
GNLCρσ (q + p2 + p3)
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V u3ρβa3ed (p3,−q − p2 − p3, q + p2)
GNLCητ (q + p2 + p3 + p4)
V u4ησa4gf (p4,−q − p2 − p3 − p4, q + p2 + p3)
+ (1→ 2, 2→ 3, 3→ 4, 4→ 1)
+ (1→ 3, 2→ 4, 3→ 1, 4→ 2)
+ (1→ 4, 2→ 1, 3→ 2, 4→ 3)
}
δ2ω(p1 + p2 + p3 + p4);
here, (1→ 2) indicates the exchange of both external indices and momenta;
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GLC(q)
GNLC (q + p2)
p1
p3p2
p4
a1
u1
a2
u2
a4
u4
u3
a3
GNLC(q + p2 + p3 + p4)
GNLC(q)
GLC(q + p2)
p1
p3p2
p4
a1
u1
a2
u2
a4
u4
u3
a3
GNLC (q + p2 + p3 + p4)
GNLC (q + p2 + p3) G
NLC(q + p2 + p3)
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GNLC(q)
GNLC(q + p2)
p1
p3p2
p4
a1
u1
a2
u2
a4
u4
u3
a3
GNLC(q + p2 + p3 + p4)
GNLC(q)
GNLC (q + p2)
p1
p3p2
p4
a1
u1
a2
u2
a4
u4
u3
a3
GLC(q + p2 + p3 + p4)
GLC(q + p2 + p3) G
NLC (q + p2 + p3)
Fig. 6. Box Diagrams: One Noncovariant Propagator
for example: a1 → a2, u1 → u2, p1 → p2, and so on. Although all four of
these “subdiagrams” are related by symmetry transformations, the possibility
of errors in the calculation makes it advisable to compute explicitly at least
two of the “subdiagrams”. Evaluation of the integrals in Eq. (18) leads to
several hundred terms, but fortuitous cancellation produces the manageable
expression
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J box
1
=
I fa1abfa2bcfa3cdfa4da
n·n∗
(19){
− 4[ nu1 n
∗
u4
n∗u3 nu2 + nu3 n
∗
u1
n∗u4 nu2
+nu1 n
∗
u4
n∗u2 nu3 + nu4 n
∗
u1
n∗u2 nu3
+nu4 n
∗
u1
n∗u3 nu2 +nu4 n
∗
u2
n∗u3 nu1 ]
+4(n·n∗)[ nu4 n
∗
u3
gu1u2 + nu1 n
∗
u4
gu2u3
+nu1 n
∗
u2
gu3u4 +nu4 n
∗
u1
gu2u3
+nu3 n
∗
u4
gu1u2 + nu2 n
∗
u1
gu3u4
+nu2 n
∗
u3
gu1u4 + nu3 n
∗
u2
gu1u4]
+6(n·n∗)[ nu1 n
∗
u3
gu2u4 + nu2 n
∗
u4
gu1u3
+nu4 n
∗
u2
gu1u3 + nu3 n
∗
u1
gu2u4]
−
25
3
(n·n∗)2[ gu1u2 gu3u4 + gu2u3 gu1u4 ]
−
13
3
(n·n∗)2[ gu1u3 gu2u4 ]
}
.
With the introduction of the single GLC(q) factor, we already begin to see
the emergence of noncovariant terms. Of course, there are no nonlocal terms,
since the separation formula Eq. (12) has not been required as yet.
The set of “subdiagrams” containing two GLC factors (Fig. 7) is represented
by J box
2
, where
J box
2
=
{ ∫
d2ωq
(2π)2ω
δabδcdδefδghGLCµν (q) (20)
V u1µτa1ah (p1, q, q + p4)
GLCαβ (q + p2)V
u2αν
a2cb
(p2,−q − p2, q)
GNLCρσ (q + p2 + p3)
V u3ρβa3ed (p3,−q − p2 − p3, q + p2)
GNLCητ (q + p2 + p3 + p4)
V u4ησa4gf (p4,−q − p2 − p3 − p4, q + p2 + p3)
+ (1→ 2, 2→ 3, 3→ 4, 4→ 1)
+ (1→ 3, 2→ 4, 3→ 1, 4→ 2)
+ (1→ 4, 2→ 1, 3→ 2, 4→ 3)
}
δ2ω(p1 + p2 + p3 + p4)
+
{ ∫
d2ωq
(2π)2ω
δabδcdδefδghGLCµν (q)V
u1µτ
a1ah
(p1, q, q + p4)
GNLCαβ (q + p2)V
u2αν
a2cb
(p2,−q − p2, q)
GLCρσ (q + p2 + p3)
12
V u3ρβa3ed (p3,−q − p2 − p3, q + p2)
GNLCητ (q + p2 + p3 + p4)
V u4ησa4gf (p4,−q − p2 − p3 − p4, q + p2 + p3)
+ (1→ 2, 2→ 3, 3→ 4, 4→ 1)
}
δ2ω(p1 + p2 + p3 + p4).
Evaluation of Eq. (20) yields the expression (38) in Appendix A.
The next contribution to the complete box comes from “subdiagrams” contain-
ing three noncovariant propagator factors (Fig. 8), and has the unintegrated
form
J box
3
=
{ ∫
d2ωq
(2π)2ω
δabδcdδefδghGLCµν (q)V
u1µτ
a1ah
(p1, q, q + p4) (21)
GLCαβ (q + p2)V
u2αν
a2cb
(p2,−q − p2, q)
GLCρσ (q + p2 + p3)V
u3ρβ
a3ed
(p3,−q − p2 − p3, q + p2)
GNLCητ (q + p2 + p3 + p4)
V u4ησa4gf (p4,−q − p2 − p3 − p4, q + p2 + p3)
+ (1→ 2, 2→ 3, 3→ 4, 4→ 1)
+ (1→ 3, 2→ 4, 3→ 1, 4→ 2)
+ (1→ 4, 2→ 1, 3→ 2, 4→ 3)
}
δ2ω(p1 + p2 + p3 + p4).
We shall make no attempt to state the pole part of the integrated result
of Eq. (21), consisting as it does of some 653 terms. Fortunately, the UV
contribution to J box
3
is cancelled in its entirety by the corresponding terms,
both in its symmetry partners, and in J lynx3 (see below). In fact, it will turn
out that this entire pole part of the box diagram is cancelled in the complete
1PI one-loop four-point function.
The last contribution to the complete box comes from the diagram with four
internal noncovariant propagators GLC (Fig. 9); the associated integral reads
J box
4
=
{ ∫
d2ωq
(2π)2ω
δabδcdδefδghGLCµν (q)V
u1µτ
a1ah
(p1, q, q + p4) (22)
GLCαβ (q + p2)V
u2αν
a2cb
(p2,−q − p2, q)
GLCρσ (q + p2 + p3)
V u3ρβa3ed (p3,−q − p2 − p3, q + p2)
GLCητ (q + p2 + p3 + p4)
V u4ησa4gf (p4,−q − p2 − p3 − p4, q + p2 + p3)
}
13
δ2ω(p1 + p2 + p3 + p4).
Once again, the intermediate answer from the integral (22) is too unwieldy
(611 individual terms) and will not be shown explicitly.
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Fig. 7. Box Diagrams: Two Noncovariant Propagators
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Fig. 8. Box Diagrams: Three Noncovariant Propagators
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Fig. 9. Box Diagram: Four Noncovariant Propagators
4.2 Lynx Diagrams
In this section, we shall discuss the contributions from the complete lynx
diagram, Fig. 10, quoting several intermediate expressions. We notice that, in
15
view of the structure of the bare four-gluon vertex (8), all lynx “subdiagrams”
will be symmetric with respect to the following interchange: a1 ↔ a4, u1 ↔
u4, p1 ↔ p4. Thus,
J lynx =
{ ∫
d2ωq
(2π)2ω
δabδcdδef (23)
Gµν(q)V
u2να
a2bc
(p2, q,−q − p2)
Gαβ(q + p2)V
u3βρ
a3de
(p3, q + p2,−q − p3)
Gρσ(q + p2 + p3)V
u1u4σµ
a1a4fa
}
δ2ω(p1 + p2 + p3 + p4).
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Fig. 10. Complete Lynx Diagram
The propagators Gγδ are again split according to Eq. (13), giving eight lynx
“subdiagrams”, the simplest being the diagram with no noncovariant factors
(Fig. 11), namely
J lynx0 =
{ ∫ d2ωq
(2π)2ω
δabδcdδef (24)
GNLCµν (q)V
u2να
a2bc
(p2, q,−q − p2)
GNLCαβ (q + p2)V
u3βρ
a3de
(p3, q + p2,−q − p3)
GNLCρσ (q + p2 + p3)V
u1u4σµ
a1a4fa
}
δ2ω(p1 + p2 + p3 + p4),
which leads to the simple expression,
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Fig. 11. Lynx Diagram: No Noncovariant Propagators
J lynx0 = −
I
4
{
fa1abfa2bcfa3cdfa4da(2 gu1u2gu3u4 +2 gu1u3gu2u4 (25)
+ 26 gu1u4gu2u3)
+
N
2
fa1a4efa2a3e(8 gu1u2gu3u4 − 10 gu1u3gu2u4
− 13 gu1u4gu2u3)
}
.
Using the same approach as in the reduction of the complete box diagram
(Sec. 4.1), we now proceed to compute the remaining sets of lynx “subdia-
grams”, containing, respectively a single GLC propagator, and two and three
GLC propagators. For one GLC propagator, we get the three lynx “subdia-
grams” depicted in Fig. 12. The corresponding integral J lynx1 is given by
J lynx1 =
{ ∫
d2ωq
(2π)2ω
δabδcdδefGLCµν (q)V
u2να
a2bc
(p2, q,−q − p2)
GNLCαβ (q + p2)V
u3βρ
a3de
(p3, q + p2,−q − p3)
GNLCρσ (q + p2 + p3)V
u1u4σµ
a1a4fa
(26)
+ (1→ 4, 2→ 3)
}
δ2ω(p1 + p2 + p3 + p4)
+
{ ∫
d2ωq
(2π)2ω
δabδcdδefGNLCµν (q)V
u2να
a2bc
(p2, q,−q − p2)
GLCαβ (q + p2)V
u3βρ
a3de
(p3, q + p2,−q − p3)
GNLCρσ (q + p2 + p3)V
u1u4σµ
a1a4fa
}
δ2ω(p1 + p2 + p3 + p4),
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whose pole part is
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Fig. 12. Lynx Diagrams: One Noncovariant Propagator
J lynx1 =
I
4 (n·n∗)2
{
fa1abfa2bcfa3cdfa4da[3 (n·n∗)2(gu1u2gu3u4 + gu1u3gu2u4)(27)
+ (n·n∗)(3nu1 n
∗
u3
gu2u4 + 3nu4 n
∗
u3
gu1u2 − 9nu1 n
∗
u4
gu2u3
− 9nu4 n
∗
u1
gu2u3 − 5nu1 n
∗
u2
gu3u4 − 5nu4 n
∗
u2
gu1u3
+4nu3 n
∗
u1
gu2u4 + 4nu3 n
∗
u4
gu1u2 − 2nu2 n
∗
u1
gu3u4
− 2nu2 n
∗
u4
gu1u3 − 12nu3 n
∗
u2
gu1u4 − 14nu2 n
∗
u3
gu1u4)
+ nu3 n
∗
u2
n∗u4nu1 + nu4 n
∗
u1
n∗u2nu3 + 3nu4 n
∗
u1
n∗u3nu2
18
+3nu2 n
∗
u3
n∗u4nu1 + 10nu4 n
∗
u2
n∗u3nu1 − 6nu3 n
∗
u1
n∗u4nu2]
+
N
2
fa1a4efa2a3e[ (n·n∗)2(18 gu1u4gu2u3 − 9 gu1u4gu2u3 − 3 gu1u3gu2u4)
+ (n·n∗)(3nu4 n
∗
u1
gu2u3 + 6nu1 n
∗
u4
gu2u3 + 6nu3 n
∗
u2
gu1u4
− 2nu3 n
∗
u1
gu2u4 − 2nu3 n
∗
u4
gu1u2 + 7nu2 n
∗
u1
gu3u4
+7nu2 n
∗
u3
gu1u4 + 7nu4 n
∗
u2
gu1u3 − 5nu2 n
∗
u4
gu1u3
− 2nu1 n
∗
u2
gu3u4 − 18nu1 n
∗
u3
gu2u4 + 15nu4 n
∗
u3
gu1u2)
+ 3nu3 n
∗
u1
n∗u4nu2 + 3nu2 n
∗
u3
n∗u4nu1 + 4nu3 n
∗
u2
n∗u4nu1
− 5nu4 n
∗
u1
n∗u2nu3 − 5nu4 n
∗
u2
n∗u3nu1 − 6nu4 n
∗
u1
n∗u3nu2 ]
}
.
The next “subdiagrams” are those containing two propagators GLC (Fig. 13),
the associated Feynman integral being J lynx2 , where
J lynx2 =
{ ∫
d2ωq
(2π)2ω
δabδcdδefGLCµν (q)V
u2να
a2bc
(p2, q,−q − p2) (28)
GLCαβ (q + p2)V
u3βρ
a3de
(p3, q + p2,−q − p3)
GNLCρσ (q + p2 + p3)V
u1u4σµ
a1a4fa
+ (1→ 4, 2→ 3)
}
δ2ω(p1 + p2 + p3 + p4)
+
{ ∫
d2ωq
(2π)2ω
δabδcdδefGLCµν (q)V
u2να
a2bc
(p2, q,−q − p2)
GNLCαβ (q + p2)V
u3βρ
a3de
(p3, q + p2,−q − p3)
GLCρσ (q + p2 + p3)V
u1u4σµ
a1a4fa
}
δ2ω(p1 + p2 + p3 + p4).
The integrated UV divergent contribution to the expression is two pages long
and is stated in Appendix A, Eq. (39).
There is a final, single lynx “subdiagram” with three noncovariant propagators
(Fig. 14), which leads to the formula
J lynx3 =
{ ∫
d2ωq
(2π)2ω
δabδcdδefGLCµν (q)V
u2να
a2bc
(p2, q,−q − p2) (29)
GLCαβ (q + p2)V
u3βρ
a3de
(p3, q + p2,−q − p3)
GLCρσ (q + p2 + p3)V
u1u4σµ
a1a4fa
}
δ2ω(p1 + p2 + p3 + p4).
We refrain from listing the integrated answer.
19
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
 
 
 
 
.........
........
.........
.........
...
...
...
.........
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
 
 
 
 
..........
........
.........
.........
...
...
...
........
a1 a4
u1 u4
p1 p4
GNLC(q + p2 + p3)
GLC(q + p2)
p2 p3
a2 u2 u3 a3
a1 a4
u1 u4
p1 p4
GLC(q + p2 + p3)
GNLC(q + p2)
p2 p3
a2 u2 u3 a3
GLC(q) GLC(q)
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
❅
 
 
 
 
 
 
 
 
 
 
 
.........
........
..........
.........
...
...
...
........
a1 a4
u1 u4
p1 p4
GNLC(q) GLC(q + p2 + p3)
GLC(q + p2)
p2 p3
a2 u2 u3 a3
Fig. 13. Lynx Diagrams: Two Noncovariant Propagators
4.3 Fish Diagrams
The last, yet easiest, diagram to compute is the complete fish diagram, shown
in Fig. 15. It consists of only two four-point vertices and is given by
Jfish =
{ ∫
d2ωq
(2π)2ω
δabδcdGµν(q)V
u1u4βµ
a1a4da
(30)
Gαβ(q + p2 + p3)V
u3u2να
a3a2να
}
δ2ω(p1 + p2 + p3 + p4).
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Fig. 14. Lynx Diagram: Three Noncovariant Propagators
Separation of the gauge propagator Gabµν into covariant and noncovariant prop-
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Fig. 15. Complete Fish Diagram
agators (as in Eq.( 13)) produces four “subdiagrams”. The Feynman integral
for the strictly covariant fish diagram (Fig. 16) reads
Jfish0 = δ
2ω(p1 + p2 + p3 + p4)
{ ∫ d2ωq
(2π)2ω
δabδcdGNLCµν (q)V
u1u4βµ
a1a4da
(31)
GNLCαβ (q + p2 + p3)V
u3u2να
a3a2bc
}
= I
{
fa1abfa2bcfa3cdfa4da[ gu1u2 gu3u4 + gu1u3 gu2u4
+4 gu1u4 gu2u3]
21
+
N
2
fa1a4efa2a3e[ 4 gu1u2 g(u3, u4)− 5 gu1u3 gu2u4
− 2 gu1u4gu2u3 ]
}
.
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u3u2
GNLC(q)
p2
GNLC(q + p2 + p3)
Fig. 16. Fish Diagram: No Noncovariant Propagators
There are two fish “subdiagrams” (Fig. 17) having one noncovariant factor
each, namely
Jfish1 = δ
2ω(p1 + p2 + p3 + p4)
{ ∫ d2ωq
(2π)2ω
δabδcdGLCµν (q)V
u4u1βµ
a1a4ca
(32)
GNLCαβ (q + p2 + p3)V
u3u2να
a3a2bc
+(1↔ 4, 2↔ 3)
}
.
Integration of Eq. (32) yields the following UV contribution
Jfish1 = −
I
2(n·n∗)
{
[fa1abfa2bcfa3cdfa4dagu1u2 nu3n
∗
u4
+ gu1u2 nu4n
∗
u3
(33)
+gu1u3 nu2n
∗
u4
+ gu1u3 nu4n
∗
u2
+gu2u4 nu3n
∗
u1
+ gu2u4 nu1n
∗
u3
+gu3u4 nu1n
∗
u2
+ gu3u4 nu2n
∗
u1
−4 gu2u3 nu1n
∗
u4
+ gu2u3 nu4n
∗
u1
+ gu1u4 nu3n
∗
u2
+ gu1u4 nu2n
∗
u3
)
+8 (n·n∗) gu1u4gu2u3]
+
N
2
fa1a4efa2a3e[2 (gu2u3 nu1n
∗
u4
+ gu2u3 nu4n
∗
u1
22
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Fig. 17. Fish Diagrams: One Noncovariant Propagator
+ gu1u4 nu3n
∗
u2
+ gu1u4 nu2n
∗
u3
)
+4 (gu1u2 nu3n
∗
u4
+ gu1u2 nu4n
∗
u3
+ gu3u4 nu1n
∗
u2
+ gu3u4 nu2n
∗
u1
)
−5 (gu1u3 nu2n
∗
u4
+ gu1u3 nu4n
∗
u2
+ gu2u4 nu3n
∗
u1
+ gu2u4 nu1n
∗
u3
)
−4 (n·n∗) gu1u4gu2u3]
}
−
I
2 (n·n∗)
{
fa1abfa2bcfa3cdfa4da(gu1u2 nu3n
∗
u4
+ gu1u3 nu2n
∗
u4
+gu1u3 nu4n
∗
u2
+ gu1u2 nu4n
∗
u3
+gu2u4 nu3n
∗
u1
+ gu2u4 nu1n
∗
u3
+gu3u4 nu1n
∗
u2
+ gu3u4 nu2n
∗
u1
−4 (gu2u3 nu1n
∗
u4
+ gu2u3 nu4n
∗
u1
+ gu1u4 nu3n
∗
u2
+4 gu1u4 nu2n
∗
u3
)
+8 (n·n∗) gu1u4gu2u3)
+
N
2
fa1a4efa2a3e[2 (gu2u3 nu1n
∗
u4
+ gu2u3 nu4n
∗
u1
+ gu1u4 nu3n
∗
u2
+ gu1u4 nu2n
∗
u3
)
+4 (gu1u2 nu3n
∗
u4
+ gu1u2 nu4n
∗
u3
+ gu3u4 nu1n
∗
u2
+ gu3u4 nu2n
∗
u1
)
−5 (gu1u3 nu2n
∗
u4
+ gu1u3 nu4n
∗
u2
+ gu2u4 nu3n
∗
u1
+ gu2u4 nu1n
∗
u3
)
−4 (n·n∗) gu1u4gu2u3)]
}
.
There remains a single fish “subdiagram” with two noncovariant propagators
(cf. Fig. 18), giving the contribution
23
Jfish2 = δ
2ω(p1 + p2 + p3 + p4)
{ ∫
d2ωq
(2π)2ω
δabδcdGLCµν (q)V
u1u4βµ
a1a4ca
(34)
GLCαβ (q + p2 + p3)V
u3u2να
a3a2bc
}
.
The answer is again lengthy and has been banished to Appendix A, Eq. (40).
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Fig. 18. Fish Diagram: Two Noncovariant Propagators
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5 Discussion
Before presenting the complete result for the UV divergent contribution to the
1PI four-point function in the light-cone gauge, we shall discuss the constraints
on the form of this result.
The presence of nonlocal terms in loop integrals complicates the renormaliza-
tion procedure appreciably. One could imagine a host of nonlocal expressions
that evade the Ward identities. In fact, at first glance, it would seem that
there could be an infinite number of such expressions. Fortunately, there are
additional constraints on the structure of the non-polynomial divergences in
the light-cone gauge which conspire to exclude all but a few of such terms. As
a result, only a finite number of nonlocal counterterms is required to renormal-
ize the 1PI fuctions. Actually, these nonlocal couterterms do not contribute
to the complete Green functions and hence they do not affect the observables
of the theory [22].
We recall that any light-cone gauge expression can be assigned two degrees of
divergence, α and α⊥, where α is the degree with respect to the total large-
momentum behaviour of a Feynman integral, while α⊥ is the degree with
respect to the transverse large-momentum behaviour. If both α and α⊥ are
negative for any diagram and its possible “subdiagrams”, then the correspond-
ing integral will be convergent. To see this, consider the gauge propagator in
Eq. (3): since application of the derivative operator ∂⊥ lowers both α and α⊥,
repeated use of ∂⊥ on a divergent integral will eventually yield a convergent
one. We conclude, therefore, that the pole part of a subtracted 1PI diagram
(i.e. one in which the subdivergences have already been subtracted) will be
polynomial in p⊥i, the transverse external momenta.
It is furthermore known that in space-like axial gauges (n2 < 0) only local
divergences are encountered in subtracted 1PI graphs, as demonstrated in
Appendix A of [25]. The reasoning is based on the ability to write qµ/n ·q
as ∂/∂nµ ln(q ·n), Wick rotate the resulting integral and apply Weinberg’s
theorem [26]. However, this reasoning does not hold in the case of the light-
cone gauge. A logarithmic representation of the spurious denominator (q·n)−1
implies the principal-value prescription, which is incompatible with a Wick
rotation, and hence with the n∗µ-prescription [4].
Although the n∗µ-prescription had originally been used to handle the poles
of (q ·n)−1 in the light-cone gauge, the n∗µ-prescription can be used with any
values of n0 and n, provided that |n| 6= 0. Thus, the space-like limit n0 → 0,
with n constant, which yields the space-like axial gauge, is allowed when the
n∗µ-prescription is used. We conclude that the nonlocal divergent parts of a
subtracted 1PI diagram will become local, and perhaps even vanish for n0 → 0.
25
The constraints above are the basis for the prediction of the nonlocal part
of 1PI the four-point function by Bassetto, Dalbosco and Soldati [22]. Our
explicit calculation yields the same tensor structure as predicted by the authors
of Ref [22], along with the local, covariant part of the four-point function:
Γa1a2a3a4u1u2u3u4(p1, p2, p3, p4) = −g
2I
2N
n·n∗
fa1a4efa2a3eδ2ω(p1 + p2 + p3 + p4) (35){
n∗{u1nu3}gu2u4 + n
∗
{u2nu4}gu1u3
− n∗{u2nu3}gu1u4 − n
∗
{u1nu4}gu2u3
+ nu1nu2gu3u4
n·(p4 − p3)
n·(p4 + p3)
[
n∗ ·p1
n·p1
−
n∗ ·p2
n·p2
]
+ nu3nu4gu1u2
n·(p2 − p1)
n·(p2 + p1)
[
n∗ ·p3
n·p3
−
n∗ ·p4
n·p4
]
+ 2(nu1p1u2 − nu2p2u1)
nu3nu4
n·(p3 + p4)
[
n∗ ·p4
n·p4
−
n∗ ·p3
n·p3
]
+ 2(nu3p3u4 − nu4p4u3)
nu1nu2
n·(p1 + p2)
[
n∗ ·p2
n·p2
−
n∗ ·p1
n·p1
]
+ nu1nu2nu3nu4
[(
p2
2
n·p2
−
p2
1
n·p1
)
1
n·(p3 + p4)
(
n∗ ·p4
n·p4
−
n∗ ·p3
n·p3
)
+
(
p2
4
n·p4
−
p2
3
n·p3
)
1
n·(p1 + p2)
(
n∗ ·p2
n·p2
−
n∗ ·p1
n·p1
)]}
+ (2→ 3, 3→ 4, 4→ 2)
+ (2↔ 3)
+
22I
3
{
gu1u2gu3u4
(
fa1a4efa2a3e − fa1a3efa4a2e
)
+ gu1u3gu2u4
(
fa1a2efa3a4e − fa1a4efa2a3e
)
+ gu1u4gu2u3
(
fa1a3efa4a2e − fa1a2efa3a4e
)}
,
where n∗ui = n
∗
ui
− nuin
∗ ·pi/n·pi.
As expected, all terms are polynomial in p⊥i, since the only non-polynomial
factors are of the form (p·n)−1 = (p‖ ·n)
−1. Moreover, in the limit n0 → 0 all
terms become local, since
n∗ ·p
n·p
∣∣∣∣
n0→0
= −1. (36)
Finally, the Ward identity
ipu1
1
Γa1a2a3a4u1u2u3u4(p1, p2, p3, p4)=−gf
a1a2eΓa3a4eu2u3u4(−p3 − p4, p3, p4) (37)
26
−gfa1a3eΓa4a2eu3u4u2(−p4 − p2, p4, p2)
−gfa1a4eΓa2a3eu4u2u3(−p2 − p3, p2, p3)
has been explicitly verified including the covariant parts and the relative
weights, by using the 1PI three-point function presented in [27].
It may be interesting to note that, although the colour factor fa1abfa2bcfa3cdfa4da
and its permuted variations occur throughout the intermediate stages of cal-
culation (in fact, these are the only colour factors that appear in the box
diagrams), none of these terms survive in the final result (35).
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Appendix A: Intermediate Results
In this appendix we give some of the longer intermediate results of our box,
lynx and fish diagram calculations.
1). J box
2
, the integrated result of (20):
J box
2
= Ifa1abfa2bcfa3cdfa4da
{
1
12
[13 gu2u4gu1u3 + 4 (gu3u4gu1u2(38)
+gu2u3gu1u4)]
−
5nu1
(n·n∗)n·(p2 + p3 + p4)
[gu2u3nu4(n
∗ ·p2) + gu2u3nu4(n
∗ ·p3)
+gu2u3nu4(n
∗ ·p4) + nu2gu3u4(n
∗ ·p2)
+nu2gu3u4(n
∗ ·p3) + nu2gu3u4(n
∗ ·p4)]
+
1
4n·(p2 + p3 + p4)(n·n∗)2
[3 (nu2n
∗
u1
n∗u4nu3(n·p2) + nu4n
∗
u2
n∗u1nu3(n·p2)
+nu2n
∗
u1
n∗u4nu3(n·p3) + nu2n
∗
u1
n∗u4nu3(n·p4)
+nu4n
∗
u2
n∗u1nu3(n·p3) + nu4n
∗
u2
n∗u1nu3(n·p4))
−2 (nu1n
∗
u2
n∗u4nu3(n·p2) + nu1n
∗
u2
n∗u4nu3(n·p3)
+nu1n
∗
u2
n∗u4nu3(n·p4))
+6 (nu2n
∗
u1
n∗u3nu4(n·p2) + nu2n
∗
u1
n∗u3nu4(n·p3)
+nu2n
∗
u1
n∗u3nu4(n·p4))
+13 (nu1nu4n
∗
u2
n∗u3(n·p2) + nu1nu2n
∗
u4
n∗u3(n·p2)
+nu1nu2n
∗
u4
n∗u3(n·p3) + nu1nu2n
∗
u4
n∗u3(n·p4)
+nu1nu4n
∗
u2
n∗u3(n·p3) + nu1nu4n
∗
u2
n∗u3(n·p4))
+24 (nu1nu4n
∗
u3
nu2(n
∗ ·p2) + nu1nu4n
∗
u3
nu2(n
∗ ·p3)
+nu1nu4n
∗
u3
nu2(n
∗ ·p4))
+12 (nu1nu4n
∗
u2
nu3(n
∗ ·p2) + nu1nu2n
∗
u4
nu3(n
∗ ·p2)
+nu1nu2n
∗
u4
nu3(n
∗ ·p3) + nu1nu2n
∗
u4
nu3(n
∗ ·p4))
+nu1nu4n
∗
u2
nu3(n
∗ ·p3) + nu1nu4n
∗
u2
nu3(n
∗ ·p4)]
−
1
4 (n·n∗)
[2 (nu1gu2u3n
∗
u4
+ nu1gu3u4n
∗
u2
)
+3 (nu2n
∗
u4
gu1u3 + nu4n
∗
u3
gu1u2
+nu2n
∗
u3
gu1u4 + nu4n
∗
u2
gu1u3)
+7 (nu2gu3u4n
∗
u1
+ gu2u3nu4n
∗
u1
)
+30nu1gu2u4n
∗
u3
]
}
+(1→ 2, 2→ 3, 3→ 4, 4→ 1)
+(1→ 3, 2→ 4, 3→ 1, 4→ 2)
+(1→ 4, 2→ 1, 3→ 2, 4→ 3)
28
+Ifa1abfa2bcfa3cdfa4da
{
1
12
[55 gu3u4gu1u2 + gu2u3gu1u4
+gu2u4gu1u3]
−
1
(n·n∗)n·(p3 + p4)
[nu1nu2gu3u4(n
∗ ·p3) + nu1nu2gu3u4(n
∗ ·p4)
+nu3nu4gu1u2(n
∗ ·p3) + nu3nu4gu1u2(n
∗ ·p4)
+4 (nu1nu3gu2u4(n
∗ ·p3) + nu1nu3gu2u4(n
∗ ·p4)
+nu2nu4gu1u3(n
∗ ·p3) + nu2nu4gu1u3(n
∗ ·p4))]
−
1
4 (n·n∗)2 n·(p3 + p4)
[19(n·n∗) (nu4n
∗
u3
gu1u2(n·p3) + nu4n
∗
u3
gu1u2(n·p4))
−(n·n∗)(nu3n
∗
u1
gu2u4(n·p4) + nu2n
∗
u3
gu1u4(n·p3)
+nu2n
∗
u3
gu1u4(n·p4) + nu2n
∗
u4
gu1u3(n·p3)
+nu2n
∗
u4
gu1u3(n·p4) + nu4n
∗
u2
gu1u3(n·p3)
+nu4n
∗
u2
gu1u3(n·p4) + nu1gu2u4n
∗
u3
(n·p3)
+nu1gu2u4n
∗
u3
(n·p4) + nu3n
∗
u2
gu1u4(n·p3)
+nu3n
∗
u2
gu1u4(n·p4) + nu3n
∗
u1
gu2u4(n·p3)
+nu4n
∗
u1
gu2u3(n·p3) + nu4n
∗
u1
gu2u3(n·p4)
+nu1gu2u3n
∗
u4
(n·p3) + nu1gu2u3n
∗
u4
(n·p4))
+2 (nu2n
∗
u1
n∗u4nu3(n·p3) + nu2n
∗
u1
n∗u4nu3(n·p4)
+nu1nu4n
∗
u2
n∗u3(n·p3) + nu1nu4n
∗
u2
n∗u3(n·p4)
+3nu4n
∗
u2
n∗u1nu3(n·p3) + 3nu4n
∗
u2
n∗u1nu3(n·p4)
−7nu1n
∗
u2
n∗u4nu3(n·p3)− 7nu1n
∗
u2
n∗u4nu3(n·p4)
−7nu2n
∗
u1
n∗u3nu4(n·p3)− 7nu2n
∗
u1
n∗u3nu4(n·p4))
−12 (nu1nu4n
∗
u3
nu2(n
∗ ·p3) + nu1nu4n
∗
u3
nu2(n
∗ ·p4)
+nu1nu4n
∗
u2
nu3(n
∗ ·p3) + nu1nu4n
∗
u2
nu3(n
∗ ·p4)
+nu1nu2n
∗
u4
nu3(n
∗ ·p3) + nu1nu2n
∗
u4
nu3(n
∗ ·p4))
+6 (nu1nu2n
∗
u4
n∗u3(n·p3) + nu1nu2n
∗
u4
n∗u3(n·p4))
+19 (n·n∗)(nu2gu3u4n
∗
u1
(n·p3) + nu2gu3u4n
∗
u1
(n·p4)
+nu1gu3u4n
∗
u2
(n·p3) + nu1gu3u4n
∗
u2
(n·p4)
+nu3gu1u2n
∗
u4
(n·p4) + nu3gu1u2n
∗
u4
(n·p3))
−12 (nu2nu4n
∗
u1
nu3(n
∗ ·p3) + nu2nu4n
∗
u1
nu3(n
∗ ·p4))]
}
+(1→ 2, 2→ 3, 3→ 4, 4→ 1).
2). J lynx2 , the integrated result of (28):
J lynx2 =
−Ifa1abfa2bcfa3cdfa4da
2n·(p2 + p3)(n·n∗)2(n·p3)(n·p2)
{
(39)
(n·n∗)2[(n·p2)
2gu3u4gu1u2(n·p3) + (n·p3)
2gu3u4gu1u2(n·p2)
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+(n·p3)
2gu1u3gu2u4(n·p2) + (n·p2)
2gu1u3gu2u4(n·p3)]
+2[ (n·p3)
2nu4nu2(n
∗ ·p2)nu3n
∗
u1
+ (n·p2)
2nu3nu4n
∗
u1
nu2(n
∗ ·p3)
+ (n·p2)
2nu3nu2n
∗
u4
nu1(n
∗ ·p3) + (n·p3)
2nu1nu2(n
∗ ·p2)nu3n
∗
u4
]
−2(n·n∗)[ (n·p2)
2nu3nu1gu2u4(n
∗ ·p3) + (n·p2)
2nu3nu4gu1u2(n
∗ ·p3)
+ (n·p3)
2nu4nu2gu1u3(n
∗ ·p2) + (n·p3)
2gu3u4nu1nu2(n
∗ ·p2)
+nu4(n·p2)
2n∗u3gu1u2(n·p3) + nu1(n·p2)
2n∗u3gu2u4(n·p3)
+nu4n
∗
u3
gu1u2(n·p3)
2(n·p2) + nu1n
∗
u2
gu3u4(n·p3)
2(n·p2)
+nu4n
∗
u2
gu1u3(n·p3)
2(n·p2) + nu1n
∗
u3
gu2u4(n·p3)
2(n·p2)
+ gu3u4(n·p2)
2nu1n
∗
u2
(n·p3) + gu1u3(n·p2)
2nu4n
∗
u2
(n·p3)]
+4(n·n∗)(n·p2)(n·p3)[ gu2u3nu4nu1(n
∗ ·p2) + gu2u3nu4nu1(n
∗ ·p3)
−nu2nu4gu1u3(n
∗ ·p3)− nu1nu2gu3u4(n
∗ ·p3)
−nu3nu4gu1u2(n
∗ ·p2)− nu3nu1gu2u4(n
∗ ·p2)]
+6(n·p2)(n·p3)[nu3nu4n
∗
u1
nu2(n
∗ ·p3) + nu3nu2n
∗
u4
nu1(n
∗ ·p3)
+nu4nu2(n
∗ ·p2)nu3n
∗
u1
+ nu1nu2(n
∗ ·p2)nu3n
∗
u4
−nu4nu2gu1u3(n
∗ ·p2)(n·n
∗)− nu3nu1gu2u4(n
∗ ·p3)(n·n
∗)
− gu3u4nu1nu2(n
∗ ·p2)(n·n
∗)− nu3nu4gu1u2(n
∗ ·p3)(n·n
∗)]
+8(n·p2)(n·p3)[nu3(n·p2)n
∗
u2
n∗u4nu1 + nu2nu1n
∗
u4
n∗u3(n·p3)
+nu3nu1n
∗
u2
n∗u4(n·p3) + nu4n
∗
u1
n∗u2nu3(n·p3)
+nu4n
∗
u1
n∗u3nu2(n·p3) + nu1nu2n
∗
u3
n∗u4(n·p2)
+nu4nu2n
∗
u3
n∗u1(n·p2) + nu4(n·p2)n
∗
u1
n∗u2nu3
−nu4n
∗
u1
gu2u3(n·p3)(n·n
∗)− nu1n
∗
u4
gu2u3(n·p3)(n·n
∗)
−nu1(n·p2)n
∗
u4
gu2u3(n·n
∗)− nu4(n·p2)n
∗
u1
gu2u3(n·n
∗)]
+12(n·p2)(n·p3)[nu3nu4n
∗
u2
nu1(n
∗ ·p2) + nu2nu4n
∗
u3
nu1(n
∗ ·p3)
+nu4nu1n
∗
u2
n∗u3(n·p3) + nu4(n·p2)n
∗
u3
n∗u2nu1 ]
+12[ (n·p2)
2nu3nu4n
∗
u2
nu1(n
∗ ·p3) + (n·p3)
2nu1nu2(n
∗ ·p2)nu4n
∗
u3
− (n·p3)
2gu1u4nu2nu3(n
∗ ·p2)(n·n
∗)− (n·p2)
2gu1u4nu2nu3(n
∗ ·p3)(n·n
∗)]
−16(n·n∗)(n·p2)(n·p3)[ gu1u4nu2nu3(n
∗ ·p2) + gu1u4nu2nu3(n
∗ ·p3)]
+17(n·n∗)2(n·p2)(n·p3)[ gu1u4(n·p2)gu2u3 + gu2u3gu1u4(n·p3)]
+24(n·p2)(n·p3)[nu3nu4n
∗
u2
nu1(n
∗ ·p3) + nu1nu2(n
∗ ·p2)nu4n
∗
u3
−nu3n
∗
u1
n∗u4nu2(n·p3)− nu3nu2n
∗
u1
n∗u4(n·p2)]
−30(n·n∗)(n·p2)(n·p3)[nu2n
∗
u3
gu1u4(n·p3) + nu3n
∗
u2
gu1u4(n·p3)
+ gu1u4(n·p2)nu2n
∗
u3
+ gu1u4(n·p2)nu3n
∗
u2
]
}
+
N
2
fa1a4efa2a3e
I
4n·(p2 + p3)(n·n∗)2(n·p2)(n·p3)
{
2 [nu4n
∗
u1
n∗u3nu2(n·p3)
2(n·p2) + nu4nu2n
∗
u3
n∗u1(n·p2)
2(n·p3)
+nu3(n·p2)
2n∗u2n
∗
u4
nu1(n·p3) + nu3nu1n
∗
u2
n∗u4(n·p3)
2(n·p2)
−(n·n∗)2 ((n·p3)
2gu1u3gu2u4(n·p2) + (n·p2)
2gu1u3gu2u4(n·p3))]
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+4 [(n·n∗)(n·p2)(n·p3)( gu2u3nu4nu1(n
∗ ·p2) + gu2u3nu4nu1(n
∗ ·p3)
+ gu3u4(n·p2)nu1n
∗
u2
+ nu4(n·p2)n
∗
u3
gu1u2
+nu4n
∗
u3
gu1u2(n·p3) + nu1n
∗
u2
gu3u4(n·p3))
+(n·n∗)2(n·p2)(n·p3)((n·p2)gu3u4gu1u2 + (n·p3)gu3u4gu1,u2)
− (n·p2)
2nu3nu4n
∗
u1
nu2(n
∗ ·p3)− (n·p3)
2nu1nu2(n
∗ ·p2)nu3n
∗
u4
]
+8 [(n·p2)
2nu3nu2n
∗
u4
nu1(n
∗ ·p3) + (n·p3)
2nu4nu2(n
∗ ·p2)nu3n
∗
u1
+(n·n∗)(n·p2)(n·p3)(nu2nu4gu1u3(n
∗ ·p3) + nu3nu1gu2u4(n
∗ ·p2)
−nu4(n·p2)n
∗
u2
gu1u3 − nu1(n·p2)n
∗
u3
gu2u4
−nu1(n·p2)n
∗
u4
gu2u3 − nu4(n·p2)n
∗
u1
gu2u3
−nu1n
∗
u4
gu2u3(n·p3)− nu4n
∗
u1
gu2u3(n·p3)
−nu4n
∗
u2
gu1u3(n·p3)− nu1n
∗
u3
gu2u4(n·p3))]
+12 [nu3nu4n
∗
u2
nu1(n
∗ ·p2)(n·p3)(n·p2) + nu4nu2(n
∗ ·p2)nu3n
∗
u1
(n·p3)(n·p2)
+nu3nu2n
∗
u4
nu1(n
∗ ·p3)(n·p3)(n·p2) + nu4nu1n
∗
u2
n∗u3(n·p3)
2(n·p2)
+nu2nu4n
∗
u3
nu1(n
∗ ·p3)(n·p3)(n·p2) + nu4(n·p2)
2n∗u3n
∗
u2
nu1(n·p3)
+ (n·p2)
2nu3nu4n
∗
u2
nu1(n
∗ ·p3) + (n·p3)
2nu1nu2(n
∗ ·p2)nu4n
∗
u3
−(n·n∗)(nu3nu1gu2u4(n
∗ ·p3)(n·p3)(n·p2) + nu4nu2gu1u3(n
∗ ·p2)(n·p3)(n·p2)
+ (n·p3)
2gu1u4nu2nu3(n
∗ ·p2) + (n·p2)
2gu1u4nu2nu3(n
∗ ·p3))]
+14(n·p2)(n·p3)[nu2nu1n
∗
u4
n∗u3(n·p3) + nu1nu2n
∗
u3
n∗u4(n·p2)
+nu4n
∗
u1
n∗u2nu3(n·p3) + nu4(n·p2)n
∗
u1
n∗u2nu3 ]
+16 (n·n∗)[(n·p2)
2nu3nu4gu1u2(n
∗ ·p3) + (n·p3)
2gu3u4nu1nu2(n
∗ ·p2)
−(n·p3)(n·p2)(nu3nu4gu1u2(n
∗ ·p2) + nu1nu2gu3u4(n
∗ ·p3)
+ gu1u4nu2nu3(n
∗ ·p2) + gu1u4nu2nu3(n
∗ ·p3))]
+17 (n·n∗)2(n·p2)(n·p3)[gu1u4(n·p2)gu2u3 + gu2u3gu1u4(n·p3)]
+18 (n·n∗)(n·p2)(n·p3)[(n·p3)nu2n
∗
u4
gu1u3 + (n·p2)nu3n
∗
u1
gu2u4
+ (n·p3)nu3n
∗
u1
gu2u4 + (n·p2)gu1u3nu2n
∗
u4
− (n·p3)nu3n
∗
u4
gu1u2 − (n·p2)gu3u4nu2n
∗
u1
− (n·p2)nu3n
∗
u4
gu1u2 − (n·p3)nu2n
∗
u1
gu3u4 ]
−20 (n·n∗)[(n·p2)
2nu3nu1gu2u4(n
∗ ·p3) + (n·p3)
2nu4nu2gu1u3(n
∗ ·p2)]
+24 (n·p2)(n·p3)[nu3nu4n
∗
u2
nu1(n
∗ ·p3) + nu1nu2(n
∗ ·p2)nu4n
∗
u3
−nu3n
∗
u1
n∗u4nu2(n·p3)− nu3nu2n
∗
u1
n∗u4(n·p2)]
−30 (n·n∗)gu1u4 [nu3n
∗
u2
(n·p3)
2(n·p2) + nu2n
∗
u3
(n·p3)
2(n·p2)
+nu2n
∗
u3
(n·p2)
2(n·p3) + nu3n
∗
u2
(n·p2)
2(n·p3)]
}
3.) Jfish2 , the integrated result of (34):
Jfish2 =
I
(n·n∗)2n·(p2 + p3)
fa1abfa2bcfa3cdfa4da
{
4 (n·n∗)2 [gu2u3gu1u4(n·p2)(40)
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+ gu2u3gu1u4(n·p3)]
+nu2nu4n
∗
u1
n∗u3(n·p2) + nu2nu4n
∗
u1
n∗u3(n·p3)
+nu3nu1n
∗
u4
n∗u2(n·p3) + nu1nu2n
∗
u3
n∗u4(n·p2)
+nu1nu2n
∗
u3
n∗u4(n·p3) + nu3nu4n
∗
u1
n∗u2(n·p2)
+nu3nu4n
∗
u1
n∗u2(n·p3) + nu3nu1n
∗
u4
n∗u2(n·p2)
+2 [nu1nu4n
∗
u3
n∗u2(n·p2) + nu1nu4n
∗
u3
n∗u2(n·p3)
+nu3nu2n
∗
u1
n∗u4(n·p2) + nu3nu2n
∗
u1
n∗u4(n·p3)]
+4 [nu3nu4nu2n
∗
u1
(n∗ ·p2) + nu3nu4nu2n
∗
u1
(n∗ ·p3)
+nu3nu2nu1n
∗
u4
(n∗ ·p2) + nu3nu2nu1n
∗
u4
(n∗ ·p3)
+nu3nu4nu1n
∗
u2
(n∗ ·p2) + nu3nu4nu1n
∗
u2
(n∗ ·p3)
+nu2nu4nu1n
∗
u3
(n∗ ·p2) + nu2nu4nu1n
∗
u3
(n∗ ·p3)]
+(n·n∗)[2(gu1u4nu3nu2(n
∗ ·p2) + gu1u4nu3nu2(n
∗ ·p3))
−nu3nu1gu2u4(n
∗ ·p2)− nu1nu2gu3u4(n
∗ ·p2)
−nu3nu4gu1u2(n
∗ ·p3)− nu3nu1gu2u4(n
∗ ·p3)
−nu2nu4gu1u3(n
∗ ·p3)− nu1nu2gu3u4(n
∗ ·p3)
−nu3nu4gu1u2(n
∗ ·p2)− nu2nu4gu1u3(n
∗ ·p2)
+2 (gu2u3nu4nu1(n
∗ ·p2) + gu2u3nu4nu1(n
∗ ·p3)
− gu1u4nu2n
∗
u3
(n·p2)− gu2u3nu4n
∗
u1
(n·p3)
− gu2u3nu4n
∗
u1
(n·p2)− gu2u3nu1n
∗
u4
(n·p3)
− gu1u4nu2n
∗
u3
(n·p3)− gu1u4nu3n
∗
u2
(n·p2)
− gu1u4nu3n
∗
u2
(n·p3)− gu2u3nu1n
∗
u4
(n·p2))]
}
+
I
(n·n∗)2n·(p2 + p3)
N
2
fa1a4efa2a3e
{
− 2(n·n∗)2[ gu2u3gu1u4(n·p2) + gu2u3gu1u4(n·p3)]
+4 [nu2nu4n
∗
u1
n∗u3(n·p2) + nu2nu4n
∗
u1
n∗u3(n·p3)
+nu3nu1n
∗
u4
n∗u2(n·p3) + nu3nu1n
∗
u4
n∗u2(n·p2)]
−5 [nu1nu2n
∗
u3
n∗u4(n·p3) + nu3nu4n
∗
u1
n∗u2(n·p2)
+nu3nu4n
∗
u1
n∗u2(n·p3) + nu1nu2n
∗
u3
n∗u4(n·p2)]
−nu1nu4n
∗
u3
n∗u2(n·p2)− nu1nu4n
∗
u3
n∗u2(n·p3)
−nu3nu2n
∗
u1
n∗u4(n·p2)− nu3nu2n
∗
u1
n∗u4(n·p3)
−2 [nu3nu4nu2n
∗
u1
(n∗ ·p2) + nu3nu4nu2n
∗
u1
(n∗ ·p3)
+nu3nu2nu1n
∗
u4
(n∗ ·p2) + nu3nu2nu1n
∗
u4
(n∗ ·p3)
+nu3nu4nu1n
∗
u2
(n∗ ·p2) + nu3nu4nu1n
∗
u2
(n∗ ·p3)
+nu2nu4nu1n
∗
u3
(n∗ ·p2) + nu2nu4nu1n
∗
u3
(n∗ ·p3)]
+(n·n∗) [gu1u4nu2n
∗
u3
(n·p2) + gu2u3nu4n
∗
u1
(n·p3)
+gu2u3nu1n
∗
u4
(n·p3) + gu1u4nu2n
∗
u3
(n·p3)
+gu1u4nu3n
∗
u2
(n·p2) + gu1u4nu3n
∗
u2
(n·p3)
+gu2u3nu1n
∗
u4
(n·p2) + gu2u3nu4n
∗
u1
(n·p2)
−gu2u3nu4nu1(n
∗ ·p2)− gu2u3nu4nu1(n
∗ ·p3)
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−gu1u4nu3nu2(n
∗ ·p3)− gu1u4nu3nu2(n
∗ ·p2)
+5 (nu3nu4gu1u2(n
∗ ·p3) + nu1nu2gu3u4(n
∗ ·p2)
+nu1nu2gu3u4(n
∗ ·p3) + nu3nu4gu1u2(n
∗ ·p2))
−4 (nu3nu1gu2u4(n
∗ ·p3) + nu2nu4gu1u3(n
∗ ·p3)
+nu2nu4gu1u3(n
∗ ·p2) + nu3nu1gu2u4(n
∗ ·p2))]
}
.
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