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Abstract
We prove that, for any transitive Lie bialgebroid (A,A∗), the differential associated to the Lie algebroid structure
on A∗ has the form d∗ = [Λ, ·]A + Ω , where Λ is a section of ∧2A and Ω is a Lie algebroid 1-cocycle for the
adjoint representation of A. Globally, for any transitive Poisson groupoid (Γ,Π), the Poisson structure has the
form Π = ←−Λ − −→Λ +ΠF , where ΠF is a bivector field on Γ associated to a Lie groupoid 1-cocycle.
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1. Introduction
The notion of a Lie bialgebroid was introduced by Mackenzie and Xu in [9] as a natural generaliza-
tion of that of a Lie bialgebra, as well as the infinitesimal version of Poisson groupoids introduced by
Weinstein [11]. It has been shown that much of the theory of Poisson groups and Lie bialgebras can
be similarly carried out in this general context. It is therefore a basic task to study the structure of Lie
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which the Lie algebroid structure is transitive, would have.
The purpose of this paper is to classify all Lie bialgebroids (A,A∗), where A is transitive. We show
that in this case the Lie bialgebroid structure can be characterized by a pair (Λ,Ω), where Λ is a section
of ∧2A and Ω is a Lie algebroid 1-cocycle for the adjoint representation of A, which defines the Lie
algebroid structure on A∗. Since any transitive Lie algebroid is locally isomorphic to one of the form
A= TM ⊕ (M × g), this result generalizes the result in [6] where such local structures are classified.
It is well known that a Lie bialgebra can be integrated to a Poisson Lie group by lifting a Lie algebra
1-cocycle. A Lie bialgebroid can also be integrated to a Poisson groupoid under certain assumptions
[10]. But the integration procedure is more complicated. However, if the Lie bialgebroid is transitive, the
Poisson structure on the groupoid can be easily described, as we shall see below. In this case, to integrate
a Lie bialgebroid is essentially to integrate a Lie algebroid 1-cocycle to a Lie groupoid 1-cocycle as in
the case of a Lie algebra.
The paper is organized as follows. In Section 2, we recall some basic definitions and known results
which will be used below. In Section 3, we prove that, for any transitive Lie bialgebroid (A, A∗), the
differential associated to the Lie algebroid structure on A∗ always has the form d∗ = [Λ, ·]A+Ω , where
Λ is a section of ∧2A and Ω is a Lie algebroid 1-cocycle for the adjoint representation ofA. In Section 4,
we prove that, for any transitive Poisson groupoid (Γ,Π), the Poisson structure has the form Π = ←−Λ −−→
Λ + ΠF , where ΠF is a bivector field on Γ associated to a Lie groupoid 1-cocycle F . When Γ is
α-simply connected, F can be obtained by integrating a Lie algebroid 1-cocycle. In Section 5, we first
discuss some properties of the cohomology for Lie algebroids, which we then further study in the case
of a coboundary Lie bialgebroid.
2. Preliminaries
Throughout the paper we suppose that the base of the Lie algebroids and Lie groupoids under consid-
eration are connected. By (A, [·, ·]A, ρ), we denote a Lie algebroid A with Lie bracket [·, ·]A on Γ (A)
and anchor map ρ :A→ TM . By (Γ ⇒M; α,β), we denote a Lie groupoid Γ with source and target
maps α,β :Γ → M and we denote by
Γ [2] 
{
(p, q) ∈ Γ × Γ | β(p) = α(q)}
the set of composable pairs of points.
Lie bialgebroids and Poisson groupoids. A Lie bialgebroid is a pair of Lie algebroids (A,A∗) satisfying
the following compatibility condition
(1)d∗[u,v]A = [d∗u,v]A + [u,d∗v]A, ∀u,v ∈ Γ (A),
where the differential d∗ on Γ (∧•A) comes from the Lie algebroid structure on A∗ (see [4,9] for more
details). Of course, one can also denote a Lie bialgebroid by the pair (A, d∗), since the anchor ρ∗ :A∗ →
TM and the Lie bracket [·, ·]∗ on the dual bundle are defined by d∗ as follows: ρ∗∗(df ) = d∗f,∀f ∈
C∞(M) and for all u ∈ Γ (A), ξ, η ∈ Γ (A∗),〈[ξ, η]∗, u〉= ρ∗(ξ)〈η,u〉 − ρ∗(ξ)〈η,u〉 − d∗u(ξ, η).
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[11]. A Poisson groupoid is a Poisson manifold Γ carrying the structure of a groupoid with base M , for
which the graph of the multiplication, {(x, y, z) | z = xy}, is a coisotropic submanifold of Γ × Γ × Γ
(Γ is Γ with the opposite Poisson structure). In this paper we use the following equivalent definition of
Poisson groupoids given by Xu in [13].
Proposition 2.1. Let (Γ ⇒M; α,β) be a Lie groupoid with a Poisson structure Π . Then, Γ is a Poisson
groupoid if and only if
1) Π is an affine tensor, i.e., it satisfies the following equation
(2)Π(pq) = rY∗Π(p)+ lX∗Π(q)− rY∗lX∗Π(c),
for any p, q ∈ Γ such that β(p) = α(q) = c ∈ M , where X and Y are any bisections of Γ through
the points p and q respectively;
2) M is a coisotropic submanifold;
3) for any r ∈ Γ , α∗Π(r) and β∗Π(r) only depend on the base points α(r) and β(r) respectively;
4) α and β Poisson commute, i.e., {α∗f,β∗g} = 0,∀f,g ∈ C∞(M);
5) The Hamiltonian vector field Hβ∗f is left-invariant, for any f ∈ C∞(M).
The adjoint representations of transitive Lie algebroids (groupoids) and cohomology. For a transitive
Lie algebroid (A, [·, ·]A, ρ) over M (i.e., the anchor ρ is surjective), the Atiyah sequence is as follows:
(3)0 → L i−→A ρ−→ TM → 0,
where L is the kernel of ρ, called the adjoint bundle of A. It is known that L is a Lie algebra bundle,
with fiber a Lie algebra g. By [·, ·]L, we denote the fiber-wise bracket on L (see [8]).
For any u ∈ Γ (A), the map adu :Γ (L) → Γ (L), µ → [u,µ]A, ∀µ ∈ Γ (L) defines the adjoint repre-
sentation of A on L. As usual, such a representation defines the Chevalley-complex (Ck(A,L), ∂ad) and
cohomology groups Hk(A,L) = Ker(∂ad)/ Im(∂ad). In this case, Ω ∈ C1(A,L), i.e., a bundle map from
A to L, is a Lie algebroid 1-cocycle if and only if
(4)Ω[u,v]A = [Ω(u), v]A + [u,Ω(v)]A, ∀u,v ∈ Γ (A).
Ω is a coboundary if Ω = [µ, ·]A for some µ ∈ Γ (L).
It seems that there is no complete reference for a general theory of Lie groupoid cohomology. Some
special cases are discussed in [2,7,12]. In this paper, we consider only the cohomology of transitive Lie
groupoids associated to the adjoint representation. For a transitive Lie groupoid (Γ ⇒M; α,β), we take
the tangent Lie algebroid A as
A {v ∈ TxΓ | x ∈ M,α∗(v) = 0}.
The corresponding adjoint bundle of Γ is
L =
⋃
x∈M
(kerα∗x ∩ kerβ∗x),
which is exactly the adjoint bundle of A. The adjoint representation of Γ on L is given by
p → Ad(p) ∈ Hom(L ,L ), ∀p ∈ Γ,β(p) α(p)
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Here lp and rp are the multiplication maps to the left and right by p respectively. A smooth map F :Γ →
L, p →F(p) ∈ Lα(p) is called a Lie groupoid 1-cocycle if the following equality holds
(5)F(pq) =F(p)+ Ad(p)F(q), ∀(p, q) ∈ Γ [2].
Applying the tangent functor to the Lie groupoid 1-cocycle F , one obtains a Lie algebroid 1-cocycle
F∗ :A→ L, called the infinitesimal ofF . For each element u ∈Ax , the value ofF∗ at u is given explicitly
by
(6)F∗(u) d
dt
∣∣∣∣
t=0
F(r(t)),
where r :R → α−1(x) is a smooth curve such that r(0) = x and r ′(0) = u.
The adjoint representations of A and Γ on L give rise to representations on bundle L∧L, which will
be used in this paper.
Connections on transitive Lie algebroids and parallelism. (See [8] for more details.) For any transitive
Lie algebroidA, there exists a bundle map γ :TM →A, such that ρ ◦γ = id, i.e., γ is a right splitting of
sequence (3). Such a γ is called a connection on Lie algebroid A. The curvature of γ is a vector bundle
morphism Rγ :TM ∧ TM → L defined by
(7)Rγ (X,Y ) = [γ (X), γ (Y )]A − γ ([X,Y ]), ∀X,Y ∈X (M).
To describe parallel translations of L, it is convenient to introduce the symbol ∇ :TM → CDO(L)
(the bundle of covariant differential operators, see [8]) to denote the connection of L induced by γ ,
∇X(µ)
[
γ (X),µ
]
A ∈ Γ (A), ∀X ∈X (M), µ ∈ Γ (L).
The curvature of ∇ is the map R∇ :TM ∧ TM → End(L), defined by
R∇(X,Y )∇X∇Y − ∇Y∇X − ∇[X,Y ], ∀X,Y ∈X (M).
The relation between these two curvatures is
(8)R∇(X,Y ) = [Rγ (X,Y ), ·]
L
.
Let LR ×L be the pullback bundle over M R ×M . Define a connection ∇ on L by
(9)∇(X+r ∂
∂t
)µ∇Xµt + r
d
dt
µt , ∀(t, x) ∈ M, X ∈ TxM, r ∈ R,
where µ = µ(t, x) is a section of L and µt  µ(t, ·) ∈ Γ (L). The curvature of ∇ is then given by
(10)R∇
(
X + r1 ∂
∂t
, Y + r2 ∂
∂t
)
=R∇(X,Y ) = [Rγ (X,Y ), ·]
L
, ∀X,Y ∈ TM, r1, r2 ∈ R.
Any smooth path c : [t0, t1] → M may be regarded as a path in M , c : t → (t, c(t)) ∈ M . Call µ ∈ Γ (L)
parallel along c if ∇c′(t)µ = 0, ∀t ∈ [t0, t1]. Fix r ∈ [t0, t1], then, for each initial vector vr ∈ Lc(r), there
exists a unique v(t)Φt,rc (vr) ∈ Lc(t), ∀t ∈ [t1, t0], such that v(r) = vr . And for each possible µ ∈ Γ (L)
extending v (i.e., µ = v(t), ∀t ∈ [t , t ]), µ is parallel along c. The map Φt,r is called the parallelc(t) 0 1 c
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In fact, let c : [0,1] → M be a smooth curve from x = c(0) to y = c(1). Then Φ1,0c :Lx → Ly is a Lie
algebra isomorphism.
3. Transitive Lie bialgebroids
From now on, we consider the adjoint representation ofA and Γ on L∧L associated to that on L and
mentioned in the last section, and we write L2 for L∧L.
Definition 3.1. For a transitive Lie algebroid (A, [·, ·]A, ρ), given Λ ∈ Γ (∧2A) and a bundle map
Ω :A→ L2, the pair (Λ,Ω) is called A-compatible if Ω is a 1-cocycle and satisfies
(11)
[
1
2
[Λ,Λ]A +Ω(Λ), ·
]
A
+Ω2 = 0, as a map Γ (A) → Γ (∧3A).
Here Ω(Λ) and Ω2 make sense by means of the extension of Ω as a derivation of the graded bundle,
Ω :∧kA→ ∧k+1A, k  0. For k = 0, it is zero. For k  1, it is defined by
(12)Ω(u1 ∧ · · · ∧ uk) =
k∑
i=1
(−1)i+1u1 ∧ · · · ∧Ω(ui)∧ · · · ∧ uk, ∀u1 ∧ · · · ∧ uk ∈ Γ (∧kA).
It is easy to see that if (Λ,Ω) is A-compatible, then so is the pair (Λ + ν,Ω − [ν, ·]A), for any
ν ∈ Γ (L2). Thus, two A-compatible pairs (Λ,Ω) and (Λ′,Ω ′) are called equivalent, written (Λ,Ω) ∼
(Λ′,Ω ′), if ∃ν ∈ Γ (L2), such that Λ′ = Λ+ ν and Ω ′ = Ω − [ν, ·]A. Now we state the main theorem of
this section.
Theorem 3.2. Let (A, [·, ·]A, ρ) be a transitive Lie algebroid over M . Then there is a one-to-one corre-
spondence between Lie bialgebroids (A, d∗) and equivalence classes ofA-compatible pairs (Λ,Ω) such
that
(13)d∗ = [Λ, ·]A +Ω.
We split the proof of this theorem into the following three lemmas.
Lemma 3.3. If (Λ,Ω) is an A-compatible pair, then (A, d∗) is a Lie bialgebroid where the operator
d∗ :Γ (∧kA) → Γ (∧k+1A) is defined by formula (13). Moreover, equivalent A-compatible pairs deter-
mine the same Lie bialgebroid via this rule.
Proof. Because Ω is a 1-cocycle, d∗ evidently satisfies Eq. (1), and will not change if we choose another
A-compatible pair (Λ′,Ω ′) ∼ (Λ,Ω). Using
Ω[u,v]A =
[
Ω(u), v
]
A + (−1)k+1
[
u,Ω(v)
]
A, ∀u ∈ Γ (∧kA), v ∈ Γ (∧•A),
one gets the identity
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[
1
2
[Λ,Λ]A +Ω(Λ),u
]
A
+Ω2(u), ∀u ∈ Γ (A).
Therefore the compatibility of the pair is equivalent to d2∗ = 0. 
Next we turn to the converse problem. How does a Lie bialgebroid (A, d∗) determine anA-compatible
pair? First let us recall some facts concerning Lie bialgebroids. Assume that (A,A∗) is a Lie bialgebroid
over M . Then π  −ρ ◦ ρ∗∗ = ρ∗ ◦ ρ∗ :T ∗M → TM defines a Poisson structure on M . Moreover,
ρ∗ :T ∗M →A∗ is a morphism of Lie algebroids and ρ∗∗ :T ∗M →A is an antimorphism [9, Corollary 3.5,
3.7]. Now, fix a connection γ on A, we define a skew-symmetric bundle map1
Λ  γ ◦ ρ∗ − ρ∗∗ ◦ γ ∗ − γ ◦ π ◦ γ ∗ :A∗ →A,
and we denote the corresponding section of ∧2A by Λ.
Lemma 3.4. With the preceding notations, we obtain an A-compatible pair (Λ,Ω) for Lie bialgebroid
(A, d∗), where Ω is defined by
(15)Ω(u) d∗u− [Λ,u]A, ∀u ∈ Γ (A).
Proof. First we claim that d∗f = [Λ,f ]A = −iρ∗(df )Λ, ∀f ∈ C∞(M). In fact, for any φ ∈ Γ (A∗), one
has 〈
Λ(φ),ρ∗(df )
〉= 〈γ ◦ ρ∗(φ), ρ∗(df )〉− 〈φ,γ ◦ ρ∗ ◦ ρ∗(df )〉− 〈π(γ ∗(φ)), γ ∗ ◦ ρ∗(df )〉
= 〈ρ∗(φ), df 〉,
because π = ρ∗ ◦ ρ∗ and ρ ◦ γ = idTM . This implies that Ω , defined by formula (15), satisfies
Ω(f u) = fΩ(u), ∀u ∈ Γ (A), f ∈ C∞(M),
and hence is indeed a bundle map A→ A ∧A. To see that Ω takes values in L2, it suffices to prove
iρ∗(df )Ω(u) = 0, ∀u ∈ Γ (A), f ∈ C∞(M). In fact,
iρ∗(df )Ω(u) = iρ∗(df )d∗u− iρ∗(df )[Λ,u]A
= Lρ∗(df )u+
[[Λ,u]A, f ]A − d∗(iρ∗(df )u)
= LdAf u+
[[Λ,u]A, f ]A − [Λ, [u,f ]A]A
= −[d∗f,u]A +
[[Λ,f ]A, u]A = 0.
Here we used the fact that [9, Proposition 3.4]
LdAf u = −[d∗f,u]A, ∀u ∈ Γ (A), f ∈ C∞(M).
Moreover, since both d∗ and [Λ, ·]A are derivations, so is Ω . In other words, it is a 1-cocycle. Thus
(Λ,Ω) is an A-compatible pair by formula (14) since d2∗ = 0. 
1 Henceforth, for any Θ ∈ Γ (∧2A), by Θ# we denote the bundle map A∗ →A, defined by Θ#(ξ)(η) = Θ(ξ,η),∀ξ, η ∈
A∗.
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to ask how the data (Λ,Ω) varies, when one chooses another connection, say γ ′. In this case, there exists
a bundle map J :TM → L, such that γ ′(X) = γ (X)+ J (X), ∀X ∈ TM . Define a section ν(J ) ∈ Γ (L2)
by 〈
ν(J ), ξ ∧ η〉 〈J ◦ ρ∗ ◦ λ∗(ξ), η〉− 〈J ◦ ρ∗ ◦ λ∗(η), ξ 〉− 〈J (π), ξ ∧ η〉,
where λ = id−γ ◦ ρ :A→ L, is the back-connection and J is extended on ∧2TM . Then,
Λ′ = Λ+ ν(J ), Ω ′ = Ω − [ν(J ), ·]A = Ω − ∂ad(ν(J )).
From the above analysis, we see that the A-compatible pairs constructed by different connections are
equivalent. Moreover, we have
Lemma 3.5. If two A-compatible pairs (Λ,Ω) and (Λ′,Ω ′) correspond to the same Lie bialgebroid
(A, d∗), they are equivalent.
Proof. From the assumption, we have
d∗f = [Λ,f ]A = [Λ′, f ]A, ∀f ∈ C∞(M),
i.e., iρ∗(df )(Λ′ −Λ) = 0. Hence Λ′ −Λ ∈ Γ (L2). Set Λ′ −Λ = ν. Then, from
d∗(u) = [Λ,u]A +Ω(u) = [Λ′, u]A +Ω ′(u), ∀u ∈ Γ (A),
it follows that Ω ′ = Ω − [ν, ·]A. 
Proof of Theorem 3.2. Combining Lemmas 3.3, 3.4 and 3.5 above, the conclusion follows. 
Corollary 3.6. Assume that (Λ,Ω) is anA-compatible pair for Lie bialgebroid (A,A∗). Then ρ(Λ) = π
is the Poisson structure on base M induced by the Lie bialgebroid structure.
Proof. By definition, we have〈
ρ(Λ), df ∧ dh〉= 〈ρ∗(dh), iρ∗(df )Λ〉= −〈ρ∗(dh), [Λ,f ]A〉
= −〈ρ∗(dh), d∗f 〉= −〈ρ∗(dh), ρ∗∗(df )〉
= −〈ρ ◦ ρ∗∗(df ), dh〉= 〈π,df ∧ dh〉, ∀f,h ∈ C∞(M).
This completes the proof. 
For a Lie bialgebra (g,g∗), it is obvious that one can take Λ = 0 and −Ω as the cobracket of g.
Another special case is the following. If M is a Poisson manifold with Poisson structure π , then (π,0)
is a TM-compatible pair for Lie bialgebroid (TM,T ∗M). It is also easy to see that, for a symplectic
manifold (M,ω), then (ω,0) is a T ∗M-compatible pair for Lie bialgebroid (T ∗M,TM).
It is obvious that there exists a flat connection inA if and only ifA∼= TM L, the semi-direct product
of TM and the Lie algebra bundle L. The following proposition is easy to check.
Proposition 3.7. Let (A,A∗) be a transitive Lie bialgebroid such that the induced Poisson structure π
on base M is invertible. Then, γ = −ρ∗∗ ◦π−1 defines a flat connection on A. Moreover, the first element
of the A-compatible pair can then be chosen to be Λ = γ (π).
260 Z. Chen, Z.-J. Liu / Differential Geometry and its Applications 22 (2005) 253–274Our work in this section is essentially inspired by the results of [6], where it is proved that, for A=
TM ⊕ (M ×g) and H 1(M) = 0, then there exists a one-to-one correspondence between Lie bialgebroids
(A,A∗) and equivalence classes of quadruples (π, θ, τ, δ) satisfying certain compatibility conditions.
For this special case, the corresponding A-compatible pair can be chosen to be
Λ = π + Alt(θ), Ω = ∂adτ + δ.
By means of the connection γ , we may identify Imγ with TM and thus A ∼= TM ⊕ L, as vector
bundles. So TM ⊕L carries the following brackets coming from A,
(16)[X,Y ]A = [X,Y ] +Rγ (X,Y ), ∀X,Y ∈X (M);
(17)[X,µ]A =
[
γ (X),µ
]
A = ∇Xµ, ∀X ∈X (M), µ ∈ Γ (L);
and the bracket of sections of L is the original bracket of L. The anchor map of TM ⊕L is the projection
to TM . Then (A, [·, ·]A, ρ) ∼= (TM ⊕L, [·, ·]A,prTM). As Lie algebroids, we do not distinguish the two
objects.2
Next we consider the special case where M is simply connected3 and there exists a flat connection
γ on A. By means of the flat connection ∇ on L, one can identify L with M × g. In fact, if we fix a
reference point x ∈ M and let g= Lx , then every v ∈ Ly , y ∈ M , can be parallel translated to Φ1,0c v ∈ g
along each smooth path c : [0,1] → M connecting y with x. This method of establishing Ly ∼= Lx is
independent of the choice of paths because M is simply connected and ∇ is flat. Hence a section of L,
say µ, can be regarded as a smooth function M → g and ∇γX(µ), X ∈ TM , is actually the evaluation of
X acting on the function µ.
Now by A∼= TM ⊕L = TM ⊕ (M × g), any element Ω ∈ C1(A,L2) splits into two terms
(18)Ω = −∆+ δ,
where ∆ :TM → g2  g ∧ g is a g2-valued 1-form on M and δ :M × g → M × g2 is considered as a
smooth function M → g∗ ⊗ g2. If Ω is a 1-cocycle, then ∆ and δ satisfy the relations,
d∆(X,Y ) = X∆(Y )− Y∆(X)−∆([X,Y ])= 0, ∀X,Y ∈X (M);
X(δ) = [∆(X), ·]
L
, ∀X ∈X (M);
δ[µ,ν]L = [δµ, ν]L + [µ,δν]L, ∀x ∈ M, µ,ν ∈ Lx.
Thus, ∆ is a closed 1-form and δ is a derivation. Because M is simply connected, ∆ must be a cobound-
ary. Thus there exists τ ∈ C∞(M,g2) such that ∆ = dτ and
∆(X) = [γ (X), τ ]A, ∀X ∈ TM.
Define δ0 :L → L2 by
δ0(v) δ(v)+ [v, τ ]L, ∀v ∈ L.
Then Ω = −∂adτ + δ0, where we treat δ0 as a bundle map A → L2 which vanishes on Im(γ ). Conse-
quently,
(19)d∗ = [Λ+ τ, ·]A + δ0.
2 However, one should bear in mind that the isomorphism map depends on the choice of a connection.
3 In this paper, “simply connected” means “connected and simply connected”.
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above analysis, we have
Proposition 3.8. With the preceding notations, for a transitive Lie bialgebroid (A, d∗) over a simply-
connected base M , if the induced Poisson structure π on base M is invertible, then
d∗ =
[
γ (π)+ τ, ·]A + δ0,
where γ = −ρ∗∗ ◦ π−1 is a flat connection on A.
4. Transitive Poisson groupoids
Throughout this section, we assume that the Lie groupoid (Γ ⇒M; α,β) is α-connected and when
we say that Γ is α-simply connected we mean that Γ is also α-connected. We write Γ x  α−1(x) and
Γx  β−1(x) for the fibers through x ∈ M . For p ∈ Γ , let T αp Γ (resp. T βp Γ ) be the subspace of TpΓ
tangent to the α (resp. β)-fiber. As usual, one may identify A, the Lie algebroid of Γ with ⋃x∈M T αx Γ .
Then the anchor map is just ρ = β∗|A. At each point p ∈ Γ xy  α−1(x)
⋂
β−1(y), one has the left and
right translations
Tlp = lp∗ :Ay → T αp Γ, Trp = rp∗ ◦ ι∗ :Ax → T βp Γ.
Here ι is the inversion map of Γ .
Sections of the Lie algebroid A can be canonically identified with left invariant vector fields on Γ via
left translations u → ←−u ∈ X (Γ ), where ←−up = Tlp(uβ(p)), ∀p ∈ Γ . This is a morphism of Lie algebras.
Similarly, u corresponds to a right invariant vector field −→u , such that −→up = Trp(uα(p)).
To a Poisson groupoid (Γ,Π), corresponds a Lie bialgebroid structure on (A,A∗). In fact, the exterior
differential is given by the relation [9,13].
(20)←−−−−d∗(u) = [Π,←−u ], ∀u ∈ Γ (A).
Moreover, the Poisson structure on M coming from the Lie bialgebroid (A, d∗) is β∗(Π) = −α∗(Π).
We introduce the isotropic distribution of Γ , L, which at p ∈ Γ xy is just TpΓ xy , or
Lp = Ker(α∗)∩ Ker(β∗) = Trp(Lx) = Tlp(Ly).
To a groupoid 1-cocycle F with values in L2 (see Eq. (5)), there is associated a bivector field ΠF
on Γ ,
(21)ΠF (p)−rp∗F(p), ∀p ∈ Γ.
Notice that ΠF is a section of the isotropic distribution and satisfies the multiplicativity property,
(22)ΠF (pq) = rq∗ΠF (p)+ lp∗ΠF (q), ∀(p, q) ∈ Γ [2].
Definition 4.1. For a transitive Lie groupoid (Γ ⇒M; α,β) with tangent Lie algebroidA, a pair (Λ,F),
where Λ ∈ Γ (∧2A) and F is a 1-cocycle on Γ with values in L2, is called Γ -compatible, if (Λ,F∗) is
A-compatible, where F∗ is the infinitesimal of F given in (6). Two Γ -compatible pairs (Λ,F), (Λ′,F ′)
are called equivalent, written (Λ,F) ∼ (Λ′,F ′), if (Λ,F∗) ∼ (Λ′,F ′∗).
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there exists ν ∈ Γ (L2), such that
(23)Λ′ = Λ+ ν,
(24)F ′(p) =F(p)+ Ad(p)ν(β(p))− ν(α(p)), ∀p ∈ Γ.
Proof. By the cocycle condition (5), one has
←−up(F |Γ x ) = Ad(p)F∗(uβ(p)), ∀u ∈ Γ (A), x ∈ M, p ∈ Γ x.
If we assume (23) and F ′∗ =F∗ − [ν, ·]A, then
←−up(F ′|Γ x ) = ←−up(F |Γ x )+ Ad(p)[u, ν]β(p).
Obviously the function f on Γ x :p →F(p)+ Ad(p)ν(β(p))− ν(x) also satisfies
←−up(f ) = ←−up(F |Γ x )+ Ad(p)[u, ν]β(p), ∀p ∈ Γ x.
Since Γ x is connected, the uniqueness of solutions to ordinary differential equations yields F |Γ x = f .
This proves (24). 
The main theorem in this section is the following, which may be regarded as a global version of
Theorem 3.2.
Theorem 4.3. Assume that Γ is an α-connected transitive Lie groupoid. Then there is a one-to-one cor-
respondence between Poisson groupoids (Γ,Π) and equivalence classes of Γ -compatible pairs (Λ,F)
such that
(25)Π = ←−Λ− −→Λ+ΠF ,
where ΠF is defined by Eq. (21).
We split the proof into the following three lemmas and for all of them we assume that Γ satisfies the
hypotheses of Theorem 4.3.
Lemma 4.4. For any Γ -compatible pair (Λ,F), Π defined by formula (25) is a Poisson structure.
Moreover, equivalent Γ -compatible pairs determine the same Poisson structure.
Proof. Claim (1). ι∗ΠF = −ΠF , ι∗Π = −Π .
To prove this, we use the cocycle condition (5) and F |M = 0, and we get F(p) = −Ad(p)F(p−1).
Since ι∗|L is −Id, ι∗ acts on L2 as the identity,
ι∗ΠF (p) = −ι∗rp∗F(p) = ι∗lp∗F(p−1) = (rp−1)∗ι∗F(p−1) = (rp−1)∗F(p−1) = −ΠF (p−1).
Claim (2). [←−u,ΠF ] = −←−−−−−F∗(u), [−→u,ΠF ] = −−−−−→F∗(u), ∀u ∈ Γ (A).
We prove the first relation. At p ∈ Γ , assume a = α(p), b = β(p), then
[←−u,ΠF ](p) = d
∣∣∣∣ (rexp tu−1)∗ΠF (p exp tu) = − d ∣∣∣∣ (rp)∗F(p exp tu)dt t=0 dt t=0
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dt
∣∣∣∣
t=0
(F(p)+ Ad(p)F(exp tu(a)))= −lp∗F∗(u(a)).
Then the second equation is obtained by applying ι∗ to both sides of the first. Now, we can compute
[Π,Π ] by Claim (2).
(26)[Π,Π ] = ←−−−−−−−[Λ,Λ]A + 2←−−−−−F∗(Λ)+ −−−−−−−→[Λ,Λ]A + 2−−−−−→F∗(Λ)+ [ΠF ,ΠF ].
Claim (3). ←−−−d∗f = [Π,β∗f ], ∀f ∈ C∞(M); ←−−d∗u = [Π,←−u ], ∀u ∈ Γ (A).
In fact, by the definition of Π , we have
Hβ∗f = Π(dβ∗f ) = ←−Λ
(
β∗(df )
)= −←−−−−−−−[Λ,f ]A,
(27)[←−u,Π ] = ←−−−−−−−[u,Λ]A − ←−−−−−F∗(u).
As direct consequences of Claim (3), the relations
(28)[[Π,Π ],←−u]= [[Π,Π ],−→u]= 0,
and
(29)[[Π,Π ], β∗f ]= [[Π,Π ], α∗f ]= 0
hold for all u ∈ Γ (A), f ∈ C∞(M). In (28), we have used (d∗)2(u) = 0 and in (29) we have used
(d∗)2(f ) = 0.
Claim (4). Π is a Poisson structure.
To prove this, we need the help of a connection γ to decompose the tangent spaces of Γ , just as a
connection yields a decomposition A= Im(γ )⊕ Ker(ρ). Let B be the distribution on Γ defined by
Bp  Im Trp ◦ γ |x = Im(rp ◦ ι)∗ ◦ γ |x, where x = α(p).
At x ∈ M , Bx is just the image of ι∗ ◦ γ . Similarly, let A be the distribution defined by Ap  Im Tlp =
Im(lp∗ ◦ γ |y), for p ∈ Γ with β(p) = y. Then, TpΓ = TpΓ α ⊕ Bp = Ap ⊕ Lp ⊕ Bp .
Now, T ∗Γ ∼= L∗ ⊕ A∗ ⊕ B∗, here A∗ is identified with the image of β∗ :T ∗M → T ∗Γ and similarly,
B∗ = Imα∗.
We claim that [Π,Π ] has no term of the form X ∧ U ∧ V , where X ∈ A or X ∈ B. In fact, Eq. (29)
yields
iω[Π,Π ] = iκ [Π,Π ] = 0,
for all ω ∈ A∗ and κ ∈ B∗, because A∗ = β∗(TM), B∗ = α∗(TM).
We also claim that [Π,Π ]|M ≡ 0. To prove this, we evaluate the remaining terms of [Π,Π ], which
are
←−−−−−−−−−−−−−−−−−−−−−−{[Λ,Λ]A + 2F∗(Λ)}L + −−−−−−−−−−−−−−−−−−−−−−→{[Λ,Λ]A + 2F∗(Λ)}L + [ΠF ,ΠF ].
Here by (·)L we indicate the sum of terms in (·) ∈ ∧3T Γ of type ∧3L. The first two terms in the above
expression vanish at points in M because the action of ι∗ on ∧3L is −Id. The relation [ΠF ,ΠF ]|M = 0
follows from ΠF (p) = 0, ∀p ∈ M . In addition, we can prove that [ΠF ,ΠF ] satisfies a multiplicativity
formula similar to that of ΠF (see Eq. (22)).
Since Eq. (28) is satisfied with initial values [Π,Π ]|M ≡ 0, and since the α-fibers of Γ are connected,
[Π,Π ] must be zero everywhere. Thus (25) indeed defines a Poisson structure Π on Γ .
Suppose that (Λ′,F ′) is another Γ -compatible pair and is equivalent to (Λ,F). Using Eq. (24), we
obtain ΠF ′ = ΠF − ←−ν + −→ν . Therefore, by definition (25), Π ′ = ←−Λ′ − −→Λ′ +ΠF ′ and Π ′ = Π . 
264 Z. Chen, Z.-J. Liu / Differential Geometry and its Applications 22 (2005) 253–274Lemma 4.5. With the same assumptions as in Lemma 4.4, (Γ,Π) is a Poisson groupoid. Moreover,
(Λ,F∗) is an A-compatible pair for its tangent Lie bialgebroid (A,A∗).
Proof. We prove that Π satisfies properties 1)–5) of Theorem 2.1.
1) We check the multiplicative property (2). Assume that p,q ∈ Γ are such that β(p) = α(q) = c and
let us choose bisections X and Y through the points p and q respectively. Then from the definition (25),
we obtain
rY∗Π(p) = rY∗←−Λp − −→Λpq + rq∗ΠF (p);
lX∗Π(q) = ←−Λpq − lX∗−→Λq + lp∗ΠF (q);
rY∗lX∗Π(c) = rY∗←−Λp − lX∗−→Λq.
Combining this result with property (22) of ΠF , we see that property (2) is satisfied.
2) First notice that Π |M = Λ − ι∗Λ, because ΠF vanishes on M . Recall the decomposition of the
tangent spaces T Γ = A ⊕ B ⊕ L in the proof of Lemma 4.4, by means of an arbitrary connection γ .
Without loss of generality we assume that
Λ = X ∧ Y +Z ∧ ς +µ∧ ν,
where X,Y,Z ∈ Im(γ ), ς,µ, ν ∈ L. Consequently,
Π |M = X ∧ Y +Z ∧ ς +µ∧ ν − (ι∗X ∧ ι∗Y − ι∗Z ∧ ς +µ∧ ν)
= X ∧ Y − ι∗X ∧ ι∗Y +Z ∧ ς + ι∗Z ∧ ς.
On the other hand, one has
TM = {X + ι∗X | X ∈ Imγ },
TM⊥ = {ξ − ι∗ξ + θ | ξ ∈ A∗|M, θ ∈ L∗}|M.
Thus,
Π(ξ − ι∗ξ + θ) = 〈ξ,X〉Y − 〈ξ,Y 〉X + 〈ξ,Z〉ς + 〈ξ,X〉ι∗Y − 〈ξ,Y 〉ι∗X
− 〈ξ,Z〉ς − 〈θ, ς〉Z − 〈θ, ς〉ι∗Z
= 〈ξ,X〉(Y + ι∗Y )− 〈ξ,Y 〉(X + ι∗X)− 〈θ, ς〉(Z + ι∗Z).
This shows that Π(TM⊥) ⊂ TM , i.e., M is a coisotropic submanifold of (Γ,Π).
3) From definition (25) and Corollary 3.6, we obtain
β∗Π = β∗←−Λ = ρ(Λ) = π,
α∗Π = −α∗−→Λ = −ρ(Λ) = −π.
4) and 5) These properties were already proved in Eq. (27).
By Claim (3) in the proof of Lemma 4.4, it is clear that the Lie bialgebroid (A, d∗) corresponds to the
A-compatible pair (Λ,F∗). 
Lemma 4.6. Any Poisson structure Π on Γ such that (Γ,Π) is a Poisson groupoid yields a Γ -compatible
pair (Λ,F) such that Π = ←−Λ − −→Λ + ΠF . The Γ -compatible pair subject to this condition is unique up
to equivalence.
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defined in Lemma 3.4. Then ΠF  −←−Λ + −→Λ + Π is a bivector field on Γ and we claim that ΠF is
a section of the distribution L. In fact, by the decomposition of tangent spaces of Γ in the proof of
Lemma 4.4, it suffices to show that iωΠF = 0, ∀ω ∈ A∗ and iκΠF = 0, ∀κ ∈ B∗. At each point p ∈ Γ ,
with α(p) = x, β(p) = y, we assume that ω(p) = β∗(dfy), for an f ∈ C∞(M). Then,
iωΠF = −[Π,β∗f ] − idβ∗f ←−Λ = −←−−−d∗f + ←−−−−−−−[Λ,f ]A = 0.
Note that ι∗ΠF = −ΠF . Applying ι∗ to the above result, we get iα∗(df )ΠF = 0. We also claim that ΠF
satisfies (22). In fact, this follows from Π ’s multiplicativity, Eq. (2). See the proof of Lemma 4.4. Now,
we find F(p)−rp−1∗ΠF (p), ∀p ∈ Γ , and F is indeed a 1-cocycle.
Also since ΠF is multiplicative, for each section u ∈ Γ (A), [←−u,ΠF ] is left invariant, and [−→u,ΠF ] is
right invariant. The first term is easily seen to be
[←−u,ΠF ] = [←−u,−←−Λ+Π ] = −←−−−−−−−[u,Λ]A − ←−−−−d∗(u) = −←−−−−Ω(u).
Then a short calculation shows that ux(F |Γ x ) = Ω(ux), ∀x ∈ M , i.e., F∗ = Ω .
The existence of (Λ,F) is already proved. Next we should prove that if (Λ′,F ′) is another compatible
pair and also satisfies Π = ←−Λ′ −−→Λ′ +Π ′F , then (Λ,F) ∼ (Λ′,F ′). In fact, it is easy to see that (Λ,F∗) ∼
(Λ′,F ′∗) because they both correspond to the same Lie bialgebroid (A,A∗). By Lemma 3.5, there exists
ν ∈ Γ (L2) such that Λ′ = Λ+ ν and F ′∗ =F∗ − [ν, ·]A. Then from
Π = ←−Λ− −→Λ+ΠF = ←−−−−−Λ+ ν − −−−−−→Λ+ ν +Π ′F ,
we obtain
F ′(p) = −rp−1∗Π ′F (p) = −rp−1∗
(
ΠF (p)− ←−ν + −→ν
)
=F(p)+ Ad(p)ν(β(p))− ν(α(p)), ∀p ∈ Γ.
This completes the proof. 
Proof of Theorem 4.3. Combining the three lemmas above, the conclusion follows. 
The remaining part of this section deals with the integration of Lie bialgebroids. It is known that a Lie
bialgebra can be integrated to a Poisson Lie group by lifting a Lie algebra 1-cocycle. A Lie bialgebroid
can also be integrated to a Poisson groupoid under certain assumptions [10], but the integration procedure
is more complicated. However, if the Lie bialgebroid is transitive, the Poisson structure on the groupoid
can be easily described as we shall show below. In this case, to integrate a Lie bialgebroid is essentially
to integrate a Lie algebroid 1-cocycle to a Lie groupoid 1-cocycle as in the Poisson group case.
Let Γ be an α-simply connected Lie groupoid integrating A (otherwise one needs to consider the
union of the universal covering spaces of the α-fibers, cf. [8, II.6], on the topic of monodromy groupoids;
see also [1]). In this case, we call Γ a monodromy groupoid. We fix the Lie bialgebroid (A,A∗) and an
A-compatible pair (Λ,Ω), and we will recover the Poisson structure on Γ . The AdG-equivariant forms,
which we now explain, are needed in the course of the construction ([3, II.5], where they are called
tensorial forms).
For any point x ∈ M , we consider the α-fiber Γ x = P . Let G = Γ xx be the isotropy group at x. Then
(P, ,M,G) is a principal bundle, where  = β| x and G acts on P by multiplication [8, III.1]. TheΓ
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0 → T P/G i−→ T P/G ρ−→ TM → 0,
where T P stands for the vertical tangent vectors, i.e., those u ∈ T P which vanish under ∗. This se-
quence is the geometric version of (3).
We consider the AdG-equivariant g2-valued k-forms on Γ x , ΩkG(Γ x,g2), denoted simply by ΩkG. Here
g2 = g∧ g, g= Lie(G) and
ΩkG =
{
ω ∈ Ωk(Γ x,g2) | l∗gω = Ad(g) ◦ω, ∀g ∈ G
}
.
With the ordinary exterior differential d :ΩkG → Ωk+1G , Ω•G is a complex and is isomorphic to
C•(A,L2). The isomorphism map (˜·) :Ck(A,L2) → ΩkG(Γ x,g2) is defined as follows. If k  1, to every
φ ∈ Ck(A,L2), there corresponds φ˜ ∈ ΩkG. At p ∈ Γ x , let y = β(p), then
〈φ˜,X〉p Ad(p)
〈
φ, (Tlp)
−1X
〉
y
= Ad(p)〈φ, (lp−1)∗X〉y,
∀X ∈ TpΓ x . If k = 0, µ ∈ Γ L, µ˜ ∈ Ω0G is simply µ˜(p)Ad(p)(µ(y)). Conversely, for φ˜ ∈ ΩkG, k  1,
the inverse image φ ∈ Ck(A,L2), is defined in the following way. For every b ∈ M , choose p ∈ Γ x such
that β(p) = b, and then we set
〈φ,u〉b Ad(p−1)
〈
φ˜,Tlp(u)
〉
p
, ∀u ∈Ab.
If k = 0, for µ˜ ∈ Ω0G, the inverse image is µ :b → Ad(p−1)µ˜(p), by choosing an arbitrary p ∈ Γ xb .
One can prove that (˜·) is a chain map, i.e., dφ˜ = ∂˜adφ. Hence the complexes C• and Ω•G are isomorphic
and they yield isomorphic cohomology groups, namely Hk(A,L2) and HG,kdeR(Γ x,g2).
Now let Ω˜ be the AdG-equivariant g2-valued 1-form on Γ x corresponding to Ω , where G = Γ xx and
g= Lie(G) = Lx . We define a g2-valued function Fx on Γ x ,
(30)Fx(p)
∫
c˜
Ω˜ =
T∫
0
Ω˜
(
c˜′(t)
)
dt, ∀p ∈ Γ x,
where the smooth curve c˜ : [0, T ] → Γ x connects c˜(0) = x with c˜(T ) = p. Since Γ x is simply connected
and Ω˜ is closed, the value of Fx(p) will not be affected if we choose another curve c˜′. In this way we
get a map
(31)F :Γ → L2, p →Fα(p)(p).
Proposition 4.7. F is a 1-cocycle on Γ and the infinitesimal of F is Ω .
Proof. For (p, q) ∈ Γ [2], such that β(p) = α(q) = b, we take two curves c˜, d˜ : [0,1] → Γ where c˜
lies in Γ α(p) and connects α(p) with p, d˜ lies in Γ α(q) and connects α(q) with p. Then, the curve
c˜ ∪ lp(d˜) : [0,2] → Γ , defined by
t →
{
c˜(t): t ∈ [0,1],
pd˜(t − 1): t ∈ [1,2]
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F(pq) =Fα(p)(pq) =
∫
c˜∪lp(d˜)
Ω˜ =
∫
c˜
Ω˜ +
∫
d˜
l∗pΩ˜
=Fα(p)(p)+
∫
d˜
Ad(p) ◦ Ω˜ =F(p)+ Ad(p)F(q),
so F is a 1-cocycle on Γ . The second statement is obvious. 
When F is defined by (31), the pair (Λ,F) is Γ -compatible. The conclusion of Theorem 4.3 justifies
the following theorem.
Theorem 4.8. Let (Λ,Ω) be an A-compatible pair for Lie bialgebroid (A,A∗) and let (Γ,Π) be the
α-simply connected Poisson groupoid integrating (A,A∗). Then we have
Π = ←−Λ− −→Λ+ΠF ,
where F is the Lie groupoid 1-cocycle integrating Ω .
5. Coboundary Lie bialgebroids
It is known that, for any section Λ ∈ Γ (∧2A), one can define a bracket on Γ (A∗) by
[ξ, η]Λ = LΛ#ξη −LΛ#ηξ − d〈Λ#ξ, η〉.
With the bracket defined above and anchor map
ρ∗  ρ ◦Λ# :A∗ → TM,
the dual bundle A∗ becomes a Lie algebroid if and only if [X, [Λ,Λ]A]A = 0, ∀X ∈ Γ (A) [5, Theo-
rem 2.1]. In this situation, the induced differential on Γ (∧•A) has the form, d∗ = [Λ, ·]A, and clearly
satisfies compatibility condition (1). The Lie bialgebroid arising in this way is called a coboundary (or
exact) Lie bialgebroid [5]. In the particular case where [Λ,Λ]A = 0, the Lie bialgebroid is called trian-
gular [10].
By our definition of A-compatible pairs, the pair corresponding to a coboundary Lie bialgebroid can
be chosen to be (Λ,0) or, equivalently, (A,A∗) is a coboundary Lie bialgebroid if and only if the second
element of the A-compatible pair Ω ∈ C1(A,L2) is a coboundary. Therefore, to deal with coboundary
Lie bialgebroids, one first needs to study the properties of Lie algebroid 1-cocycles.
We fix a connection γ on A and identify A ∼= TM ⊕ L as Lie algebroids (see Eqs. (16) and (17)).
Given an element Ω ∈ C1(A,L2), one may split it into two terms as in Eq. (18), Ω = −∆ + δ, where
∆ :TM → L2 and δ :L → L2 are bundle maps. It is straightforward to verify the following lemma.
Lemma 5.1. Ω is a 1-cocycle if and only if the following equalities
(32)∇X∆(Y )− ∇Y∆(X)−∆[X,Y ] = −δ ◦Rγ (X,Y ),
(33)[∇ , δ]µ∇ δ(µ)− δ∇ µ = [∆(X),µ] ,X X X L
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hold for all X,Y ∈X (M), µ,ν ∈ Γ (L).
Notice that Eq. (34) means that δy is a 1-cocycle on Ly with values in L2y , for all y ∈ M . From now
on, we fix a point x ∈ M . For the Lie algebra(
g, [·, ·]g
)

(
Lx, [·, ·]Lx
)
,
we consider the Chevalley complex C•(g,g2) where g2 is regarded as a g-module by the adjoint repre-
sentation. We denote the set of k-cocycles in Ck(g,g2) by Dk(g,g2) and the corresponding Chevalley
cohomology groups by Hk(g,g2).
Let the set of all smooth paths on M starting from x be
Cx 
{
c ∈ C∞([0,1],M) | c(0) = x}.
Associated to the 1-cocycle Ω , there are two maps
 :Cx → g2, (c)
1∫
0
Φ0,tc ∆
(
c′(t)
)
dt,
and
ϑ :Cx → D1(g,g2), ϑ(c)Φ0,1c ◦ δc(1) ◦Φ1,0c , ∀c ∈ Cx.
Here Φr,sc is the parallel translation of L from c(s) to c(r) along c, determined by the connection ∇ . It is
also naturally defined for L2.
Lemma 5.2. The value of (c) ∈ g2 is invariant under reparameterizations of c.
Proof. For a parameterization,  : [0, T ] → [0,1], with (0) = 0, (T ) = 1,
Φ
r,s
c˜
= Φ(r),(s)c , where c˜ = c ◦  : [0, T ] → M.
Thus,
(c˜) =
T∫
0
Φ
0,s
c˜
∆
(
c˜′(s)
)
ds =
T∫
0
Φ0,(s)c ∆
(
d
ds
(s)c′
(
(s)
))
ds
=
1∫
0
Φ0,tc ∆
(
c′(t)
)
dt = (c). 
Proposition 5.3. For any c ∈ Cx ,
(35)ϑ(c) = δx +
[
(c), ·]
g
.
That is, every ϑ(c) belongs to D1(g,g2) and [ϑ(c)] = [δ ] ∈ H 1(g,g2).x
Z. Chen, Z.-J. Liu / Differential Geometry and its Applications 22 (2005) 253–274 269Proof. Consider the pullback bundle L = R × L over M = R × M . The map δ is lifted to a bundle
map δ :L → L2. For simplicity we shall still denote it by δ. We also treat ∆ as a bundle map from
TM = TM ⊕ R to L2, such that
∆
(
X + r ∂
∂t
)
= ∆(X), ∀X ∈ TM, r ∈ R.
For each ν ∈ g = Lx , we choose a section µ ∈ Γ (L) which is parallel along the path c : t → (t, c(t))
of M and coincides with ν at c(0) = (0, x), i.e.,
µc(t) = µtc(t) = Φt,0c (ν) ∈ Lc(t).
Now, we apply the Newton–Leibnitz formula to the function f : [0,1] → g2, t → Φ0,tc δ(µc(t)), and we
obtain
ϑ(c)(ν) = f (1)
= f (0)+
1∫
0
d
dt
f (t) dt
= δ(µc(0))+
1∫
0
Φ0,tc ∇c′(t)δ(µ)dt
= δx(ν)+
1∫
0
Φ0,tc [∇c′(t), δ]µdt, because ∇γc′(t)µ = 0,
= δx(ν)+
1∫
0
Φ0,tc
[
∆
(
c′(t)
)
,µc(t)
]
L
dt, by Eq. (33),
= δx(ν)+
[ 1∫
0
Φ0,tc ∆
(
c′(t)
)
dt, ν
]
g
= δx(ν)+
[
(c), ν
]
g
. 
In the above proof, we used the fact that the operators ∇ and ∇ can be recovered from parallel trans-
lations as follows. At time r ∈ [t0, t1],
(36)∇c′(r)µ = ∇c′(r)µr + d
dt
∣∣∣∣
t=r
µt = d
dt
∣∣∣∣
t=r
Φr,tc µc(t),
(37)∇c′(r)µ = d
dt
∣∣∣∣
t=r
Φr,tc µc(t), ∀µ ∈ Γ (L).
These relations will be used again below. Now we need to consider another map, W :Cx → L2, defined
by
W(c)Φ1,0(c), ∀c ∈ C .c x
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Proposition 5.4. If δx = 0, then
(38)δc(1) =
[W(c), ·]
L
, ∀c ∈ Cx.
Moreover, under one of the following conditions
1) H 0(g,g2) = 0,
2) M is simply connected,
the value ofW at c ∈ Cx depends only on the end point c(1) ∈ M .
Proof. Equality (38) follows from the definitions. For the second part, given another smooth curve d ∈
Cx which ends at y  d(1) = c(1), we need to prove that Φ1,0d (d) = Φ1,0c (c). By Proposition 5.3 and
the assumption δx = 0, we have
(39)δy =
[
Φ
1,0
d (d), ·
]
L
= [Φ1,0c (c), ·]L.
This proves formula (38) and the element ν (d) − Φ0,1d ◦ Φ1,0c (c) ∈ g2 satisfies [ν,µ]g = 0, ∀µ ∈
g2. Therefore, if condition 1) holds, ν must be zero.
If condition 2) holds, then c and d are homotopic. Let h : [0,1] × [0,1] → M be a homotopy such
that h(t,0) = c(t), h(t,1) = d(t). The path h(·, s) will be denoted by h(s). To avoid difficulties due
to the fact that h is not injective, we modify this homotopy and define ĥ : [0,1] × [0,1] → M̂ , where
M̂ = R × R ×M , and
ĥ(t, s)
(
t, s, h(t)
)
, ∀t, s ∈ [0,1].
As in the study of the parallelism, one needs to consider the pullback bundle L̂ = R×R×L = R×L
over M̂ , and endow it with a connection ∇̂ similar to ∇ (see Eq. (9)). The curvature is similar to (10),
R∇̂
(
X + r1 ∂
∂t
+ r2 ∂
∂s
,Y + r3 ∂
∂t
+ r4 ∂
∂s
)
= [Rγ (X,Y ), ·]
L
,
(40)∀X,Y ∈ TM, r1, . . . , r4 ∈ R.
We define ∂∇̂∆ :T M̂ ∧ T M̂ → L̂2 by
∂∇̂∆(X,Y ) ∇̂X∆(Y )− ∇̂Y∆(X)−∆[X,Y ], ∀X,Y ∈X (M̂ ).
Then the following equality is easily established by means of Eq. (32),
(41)∂∇̂∆ = −δ ◦Rγ .
Let Θ be a section of L̂2, such that Θĥ(t,s) =W(ht (s)), where ht(s) is the restriction of h(s) ∈ Cx to
the interval [0, t] (cf. Lemma 5.2). Then Eq. (39) implies
(42)[Θĥ(t,s), ·]L = δĥ(t,s).
Now the Newton–Leibnitz rule yields
W(d)−W(c) =
1∫
d
ds
W(h(s))ds;0
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ds
W(h(s))= ∇̂ĥ∗( ∂∂s )Θ|t=1 −Φ1,0h(s)∇̂ĥ∗( ∂∂s )Θ|t=0.
Here the second term is zero and therefore the above items are
1∫
0
d
dt
Φ
1,t
h(s)∇̂ĥ∗( ∂∂s )Θ dt =
1∫
0
Φ
1,t
h(s)∇̂ĥ∗( ∂∂t )∇̂ĥ∗( ∂∂s )Θ dt.
By definition ofW , the mixed term
∇̂ĥ∗( ∂∂s )∇̂ĥ∗( ∂∂t )Θ = ∇̂ĥ∗( ∂∂s )∆
(
ĥ∗
(
∂
∂t
))
,
and since [ ĥ∗( ∂∂t ), ĥ∗( ∂∂s )] = 0, we obtain
W(c)−W(d) =
1∫
0
1∫
0
Φ
1,t
h(s)
(∇̂ĥ∗( ∂∂t )∇̂ĥ∗( ∂∂s ) − ∇̂ĥ∗( ∂∂s )∇̂ĥ∗( ∂∂t ) − ∇̂[ ĥ∗( ∂∂t ),̂h∗( ∂∂s )])Θ dt ds
+
1∫
0
1∫
0
Φ
1,t
h(s)∇̂ĥ∗( ∂∂s )∆
(
ĥ∗
(
∂
∂t
))
dt ds.
To evaluate the last term, we compute
1∫
0
Φ
1,t
h(s)∇̂ĥ∗( ∂∂t )∆
(
ĥ∗
(
∂
∂s
))
dt =
1∫
0
d
dt
Φ
1,t
h(s)∆
(
ĥ∗
(
∂
∂s
))
dt = 0,
because h∗( ∂∂s ) = 0, when t = 0 or t = 1. Therefore,
W(c)−W(d) =
1∫
0
1∫
0
Φ
1,t
h(s)R∇̂
(
ĥ∗
(
∂
∂t
)
, ĥ∗
(
∂
∂s
))
Θ dt ds
−
1∫
0
1∫
0
Φ
1,t
h(s)∂∇̂∆
(
ĥ∗
(
∂
∂t
)
, ĥ∗
(
∂
∂s
))
dt ds
=
1∫
0
1∫
0
Φ
1,t
h(s)
[
Rγ
(
ĥ∗
(
∂
∂t
)
, ĥ∗
(
∂
∂s
))
,Θ
]
L
dt ds
−
1∫
0
1∫
0
Φ
1,t
h(s)δ
(
Rγ
(
ĥ∗
(
∂
∂t
)
, ĥ∗
(
∂
∂s
)))
dt ds, by Eqs. (40) and (41),
= 0.
The last step follows from Eq. (42). This completes the proof. 
Now we state the main theorem of this section.
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tion 5.4. Then Ω ∈ C1(A,L2) is coboundary if and only if δx Ω|Lx is coboundary for some x ∈ M .
In particular, if H 1(g,g2) = 0 (e.g., if g is semi-simple), where g= Lx , any Lie bialgebroid (A,A∗) is
coboundary.
Proof. One implication is clear. To prove the converse, suppose that there exists τ0 ∈ L2x = g2, such that
δx(µ) =D(τ0)µ = [µ,τ0]g, ∀µ ∈ Lx = g.
There exists a section χ ∈ Γ (L2), such that χx = τ0. Let Ω ′ = Ω + [χ, ·]A, which is also a 1-cocycle
and δ′x = Ω ′|Lx = 0. It suffices to prove the existence of τ ∈ Γ (L2) so that Ω ′ = [τ, ·]L. So, without loss
of generality, we assume δx = 0.
By the conclusion of Proposition 5.4, there exists τ ∈ Γ (L2) defined by
τy W(c) = Φ1,0c (c), ∀y ∈ M,
where c ∈ Cx ends at y = c(1). Then Eq. (38) is just [τ, ·]L = δ. In addition, for each y ∈ M and X ∈
TyM , we choose a smooth curve c : [0,1] → M with c(0) = x, c(1) = y, c′(1) = X. Thus
[τ,X]A = −∇Xτ = − d
dt
∣∣∣∣
t=1
Φ1,tc τc(t) (t  1)
= − d
dt
∣∣∣∣
t=1
Φ1,tc Φ
t,0
c (c|[0,t]) = −
d
dt
∣∣∣∣
t=1
Φ1,0c (c|[0,t])
= − d
dt
∣∣∣∣
t=1
Φ1,0c
t∫
0
Φ0,sc ∆
(
c′(s)
)
ds = −∆(c′(1))= −∆(X).
Hence we get Ω = −∆+ δ = [τ, ·]A. 
Notice that the proof of the above theorem seems complicated and is not intrinsic since we need to use
some connection on A. However, in the case where A is integrable, we can use an intrinsic geometric
method to reach the same conclusion with an alternative condition. The notations used below are those
used in the last section.
Theorem 5.6. If Γ is α-simply connected and G = Γ xx is connected, then for the AdG-equivariant 1-form
Ω˜ ∈ Ω1G(Γ x,g2), which corresponds to Ω ∈ C1(A,L2), the following statements are equivalent
(1) Ω˜ is a coboundary, i.e., there exists τ˜ ∈ Ω0G, such that Ω˜ = dτ˜ .
(2) Ω˜|g = δx :g→ g2 is a coboundary, i.e., there exists τ0 ∈ g2, such that δx(X) = [X,τ0]g, ∀X ∈ g.
We point out the fact that M is simply connected implies that G is connected (cf. [3]).
Proof. (1) clearly implies (2). To prove that (2) implies (1), we use the g2-valued function Fx defined
by Eq. (30). As we have shown in Proposition 4.7, this function has the property (see Eq. (5)),
(43)Fx(gp) =Fx(g)+ Ad(g)Fx(p), ∀g ∈ G, p ∈ Γ x.
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←−
Xexp tX(Fx) = Ω˜(←−Xexp tX) = Ad(exp tX)Ω˜(X) = Ad(exp tX)[X,τ0]g,
we get a unique solution Fx(exp tX) = Ad(exp tX)τ0 − τ0. By this and the connectivity of G, one has
Fx(g) = Ad(g)τ0 − τ0, ∀g ∈ G.
So Eq. (43) becomes
Fx(gx)+ τ0 = Ad(g)
(Fx(x)+ τ0).
Now let τ˜ :p → Fx(p) + τ0 be a g2-valued function on Γ x , which is AdG-equivariant. By a simple
calculation, one immediately gets dτ˜ = Ω˜ . 
Finally, we state the following corollary as follows.
Corollary 5.7. Assume that A is a transitive Lie algebroid with adjoint bundle L, then, under the follow-
ing hypotheses
1) there exists an α-simply connected Lie groupoid Γ integrating A;
2) Γ xx is connected;
3) H 1(g,g2) = 0, where g is the typical fiber of L,
any Lie bialgebroid (A,A∗) is coboundary. Moreover, the corresponding Poisson structure Π on Γ is of
the form
Π = ←−Λ− −→Λ,
for some Λ ∈ Γ (∧2A) satisfying [X, [Λ,Λ]] = 0, ∀X ∈ Γ (A).
In fact, the last conclusion was already shown in [5] for general integrable coboundary Lie bialge-
broids.
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