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Figure 1: We present a tetrahedral volumetric representation of the human body and a method called TetraTSDF that is able
to retrieve the detailed 3D shape of a person wearing loose clothes from a single 2D image.
Abstract
Recovering the 3D shape of a person from its 2D ap-
pearance is ill-posed due to ambiguities. Nevertheless, with
the help of convolutional neural networks (CNN) and prior
knowledge on the 3D human body, it is possible to over-
come such ambiguities to recover detailed 3D shapes of hu-
man bodies from single images. Current solutions, how-
ever, fail to reconstruct all the details of a person wear-
ing loose clothes. This is because of either (a) huge mem-
ory requirement that cannot be maintained even on modern
GPUs or (b) the compact 3D representation that cannot en-
code all the details. In this paper, we propose the tetrahe-
dral outer shell volumetric truncated signed distance func-
tion (TetraTSDF) model for the human body, and its cor-
responding part connection network (PCN) for 3D human
body shape regression. Our proposed model is compact,
dense, accurate, and yet well suited for CNN-based regres-
sion task. Our proposed PCN allows us to learn the dis-
tribution of the TSDF in the tetrahedral volume from a sin-
gle image in an end-to-end manner. Results show that our
proposed method allows to reconstruct detailed shapes of
humans wearing loose clothes from single RGB images.
1. Introduction
Detailed 3D shapes of the human body reveal personal
characteristics that cannot be captured with standard 2D
pictures. Such information is crucial for many applications
in the entertainment industry (3D video), business (virtual
try-on) or medical use (self-awareness or rehabilitation).
The first systems that built 3D models of the human body
were designed to work in controlled settings using laser
scanners, multi-view calibrated camera arrays or markers.
These systems were hard to set up, not affordable, and of-
fering limited application areas.
In the last decade, consumer-grade depth cameras have
been successfully used to build 3D models of the human
body [45]. However, high quality depth cameras are still not
available to a large part of the consumers (most of smart-
phones are still not equipped with depth cameras). More-
over, consumer-grade depth cameras do not work well in
outdoor environments. As a consequence, methods that can
efficiently reconstruct detailed 3D human shapes in uncon-
strained environments are needed. In this work, we focus
on the task of detailed 3D human body reconstruction in a
single shot with a standard RGB camera.
In the literature, there are two strategies to generate a 3D
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model from a single color image: (1) parametric model fit-
ting and (2) 3D model regression. Methods that fall into
the first strategy fit a parametric human template 3D model
(such as the SMPL model [19]) to the input color image. To
fit the template model, various cost functions have been pro-
posed that consider silhouette, skeleton and feature points
([4]). The latter strategy takes advantage of the recent ad-
vances in convolutional neural networks (CNN). Thereby,
depth image regression is followed by volumetric fusion
[33], or end-to-end RGB to 3D model techniques [1, 30, 36]
have been proposed.
CNN-based methods are promising for reconstructing
3D human bodies from a single color image because they
have the potential to capture detailed and complex features
(such as clothes wrinkles). However, several limitations ex-
ist. The main problem stems from the volumetric TSDF
representation which is used to regress the 3D shape. The
resolution of the volumetric representation has to meet the
fine details of the human body, meaning that a consider-
able amount of memory is required. However, such memory
constraint is hard to be maintained even on modern GPUs.
The key challenge for achieving higher accuracy in 3D
human body shape reconstruction is to define a more com-
pact 3D human body representation in memory that still al-
lows casting the problem as a well-adapted regression task.
One solution may be displacement mapping [1]. However,
this compact representation inevitably loses some details in
shape because its dependency to the SMPL mesh. For in-
stance, occluded parts in non-convex areas or garments like
shoes or gloves cannot be reconstructed by using displace-
ment mapping.
In this paper, we propose a new volumetric 3D body rep-
resentation for end-to-end 3D body shape regression from
a single color image. Our proposed 3D body representa-
tion is based on a tetrahedral TSDF field embedded into a
human-specific outer shell. The outer-shell is built from a
coarse version of the SMPL model [19] and can be fitted
to a human body using the SMPL pose and shape param-
eters. The tetrahedral TSDF field is built at the summits
of a tetrahedral volumetric grid defined by the outer shell.
We also propose a new network to estimate the tetrahedral
TSDF field from a single color image that combines CNN
and our proposed Part Connection Network (PCN).
Our contributions are three fold: (1) a new 3D body
volumetric representation that is compact, dense, accurate
and yet well suited for CNN-based regression tasks; (2) a
method to generate high quality TSDF fields from ground
truth (GT) 3D human body scans; and (3) a new CNN-PCN
based hourglass network for end-to-end regression of 3D
human body shape from a single color image.
2. Related work
Fitting a parametric 3D model to the input 2D color im-
age has been the standard way to reconstruct a 3D shape
from a single 2D image for a long time. Recently, using
CNNs has proven to be a powerful alternative. Here, we
review related works that use both of these strategies, with
a particular focus on the human body shape reconstruction
problem.
2.1. Template model fitting
The classic approach to estimate a 3D shape of an ob-
ject from a single color image is to fit a template 3D model
so that it matches its 2D projection while satisfying some
constraints (e.g., [4, 5, 19]). Landmark-guided non-rigid
registration of 3D templates to 2D or 2.5D inputs have been
widely studied. Lu et.al. [21], for example proposed to use
facial landmarks to fit a deformable face model to 2.5D data.
Cashman et.al. [5], proposed to represent a 3D deformable
model with a linear combination of subdivision surfaces.
Such model can be fitted to a collection of 2D images by
manually providing some key-points and the silhouette of
the object to be reconstructed.
Recovering the 3D human shape from a single RGB im-
age is an open-problem in the field. There are only few
proposed techniques that deal with complex poses and de-
formations. Most of the techniques rely either on a pre-
scanned model of the subject [8, 13, 18, 32, 38] or a tem-
plate model [2, 3]. In [13], the authors propose to first scan
the 3D model of a person using a multi-view reconstruction
system. Then, the reconstructed 3D model is non-rigidly
aligned to the RGB video in real-time. Similarly, in [12],
Bogo et.al. [4], propose to optimize the parameters of a
parametric template model given input images and poses by
using many cues like silhouette overlap, height constraint
and smooth shading. The authors use the SMPL model [19]
to recover various parameters such as pose and shape from
a single RGB image. Recently, Kolotouros et al. [17] pro-
posed a method to estimate SMPL parameters by develop-
ing a self-improving loop combining CNN and optimization
method. However, template-based methods fail to capture
loose clothing and thus only reconstruct bare human body.
2.2. Convolutional Neural Network regression
Recently, CNNs have brought new possibilities to many
domains in computer vision. 3D shape reconstruction from
a single image is one of those areas that strongly developed
with the availability of new CNN tools.
Inspired by the extraordinary performance of CNNs for
segmentation tasks, several methods have been proposed
that represent the 3D shapes as binary occupancy maps
[6, 11, 35, 40, 41]. If the task of estimating the 3D sur-
face is expressed as a segmentation problem, then CNNs
can predict outside and inside voxels. For example, Wu et
al. [42] proposed an extension of 2D CNNs for the case
of volumetric outputs. Further optimization improvements
were proposed in [44] and [46]. In the case of 3D face re-
gression, Jackson et.al., [15] proposed a method for direct
regression of a volumetric representation of the face using
CNN. By using probabilistic assignment, smooth surfaces
could be obtained. Varol et.al. [36], extended this method
to full body shape regression. All these methods share the
common limitation that the memory consumption scales cu-
bically with the shape resolution. Even with modern GPUs,
volumetric regression networks only work with low resolu-
tion grid. Then, only coarse 3D models can be generated.
Riegler et al. [28], proposed to use octrees to reduce
the memory usage and adapt the CNNs to predict high-
resolution occupancy maps providing the tree structure is
known in advance. However, the method can not be ap-
plied to reconstruct 3D human bodies with different poses
because the tree structure changes with every new input. In
[34], Tararchenko et.al. proposed a technique to overcome
this problem by also predicting the tree structure. How-
ever, training the network to learn the sparse structure of
octrees is effortful. Recently, Saito et al. [30] proposed a
memory-efficient method by handling each 3D point indi-
vidually. They reported high accuracy 3D reconstruction
results on a private dataset while using reasonable amount
of memory. However, this method jointly estimates the 3D
shape and body pose while 3D body pose estimators have
made significant progress recently and achieved high accu-
racy results (e.g., [14] reported an average error of less than
2 cm for the 3D joint position). We reason that the tasks
should be separated: one task for body pose estimation and
one task dedicated to the 3D shape estimation.
Recently, Alldieck et al. [1] have proposed to use dis-
placement mapping on top of a template human model to
represent the 3D human body with loose clothes. This not
only fits well to the CNN formulation but it also requires
low memory. However, it has a severe limitation that it can
not reconstruct convex parts like inside cloth wrinkles. In
addition, because the template human model is naked with
fingers in hands and feet and deviation mapping can only
encode displacement in the normal vector direction, recon-
structing shoes or gloves for example is not possible. In
the meantime Gabeur et al. [10] proposed a method that
predicts depth maps from visible and hidden side by using
GAN to ”mould” the 3D human body.
We reason that when reconstructing the human body
with loose clothes, the implicit volumetric TSDF is the best
representation to handle various shapes. We observe that
in the regular grid, many of the voxels in the 3D bounding
box around the person are actually unnecessary. Therefore,
we propose a new tetrahedral 3D shape representation that
is able to reduce the memory consumption drastically while
Dilate & Coarsen
SMPL model
Tetrahedralize
Figure 2: Our tetrahedral outer shell for the human body is
built from a coarsen version of SMPL template model.
Tetrahedral voxels
(resolution 1 cm)
rectangular voxels
(resolution 1 cm)
262745 voxels summits 200 x 200 x 200
= 8000000 voxels
64 x 64 x 64
= 262144 voxels
rectangular voxels
(resolution 3 cm)
Figure 3: Our representation allows us to reconstruct de-
tailed 3D shapes while using a small amount of voxels.
allowing to reconstruct high resolution 3D shapes.
3. Proposed tetrahedral representation
The Truncated Signed Distance Function was first intro-
duced by Curless and Levoy in [7] to represent 3D sur-
faces and has been extensively used in modern RGB-D
simultaneous localisation and mapping (SLAM) systems
[23, 24, 27, 29]. At any point in the 3D space, the TSDF
function takes the signed distance to the 3D surface as value.
These values are truncated between −1 and 1 for practical
implementation reasons. In general the TSDF is sampled in
a regular grid of (rectangular) voxels and the 3D mesh of the
surface can be extracted using well established algorithms
such as the Marching Cubes [20] or ray tracing.
Our objective here is to reduce the irrelevant field around
the human body while covering the meaningful space,
which we call the outer shell. We propose to modify the
well known SMPL model [19] to create this outer shell. The
SMPL model has well defined pose and shape parameters
that can be fitted to any 3D human dataset, skeleton or even
RGB image (using CNNs for example).
3.1. Coarse human outer shell
We propose to inflate the SMPL neutral body model so
that once fitted to the input it covers the entire body as well
as the loose clothes. We also propose to remove shape de-
tails of the SMPL model (such as nose, mouth etc ...). Our
pipeline is illustrated in Figure. 2. We reason that we do
not need details at the surface of the outer-shell because the
details will be encoded into the TSDF field. Therefore we
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Figure 4: After fitting the coarse SMPL model to the
3D scan we calculate the TSDF values from the star-pose
warped ground truth 3D mesh.
down-sample the SMPL model, and then up-sample to gen-
erate a coarse outer shell with high density vertices1.
Our proposed outer shell allows us to define a compact
3D space around the person. However, the shape of the
outer shell is highly irregular and the standard uniform grid
discretization of the 3D space in rectangular voxels is not
possible anymore. Thus we propose using tetrahedral dis-
cretization of the 3D space instead of the standard rectan-
gular voxels. Figure 2 illustrates the tetrahedral grid created
from the outer shell. Note that the outer shell is built only
once and then fitted to any person. As a consequence, the
same tetrahedral grid can be used for any person.
Figure 3 shows the advantage of our proposed tetrahe-
dral representation over the standard uniform grid for hu-
man body 3D representation. Our proposed representation
requires significantly less amount of voxels to represent a
3D surface while keeping the same density of points in the
extracted surface. Note that the amount of voxels is directly
related to the number of parameters in the CNN network. In
practice, there are two main differences with the standard
rectangular TSDF representation: (1) the TSDF value in the
standard volumetric representation is stored at the center of
each voxel, whereas, in out case, the value is stored at the
summits of each tetrahedra. (2) Naturally, we prefer March-
ing Tetrahedra algorithm [31] instead of Marching Cubes to
extract the 3D surface.
3.2. TSDF computation inside tetrahedra
In order to train a CNN to regress the TSDF values inside
our proposed outer shell from a given 2D image, we must
1We used the Blender software (https://www.blender.org) to
do the dilation, down-sampling and up-sampling processes
first create a ground truth dataset to supervise the learning
process. In our case, the training dataset consists of a set of
pairs of one 2D image and one corresponding dense tetra-
hedral TSDF field (i.e., the set of TSDF values for each
voxel summit). To build a large amount of dense TSDF
fields from a set of publicly available ground truth human
3D scans we need an efficient algorithm. In this section we
detail our proposed algorithm to generate such ground truth
training dataset.
Firstly, we fit the coarse model to the GT 3D scan by
optimizing the SMPL pose and shape parameters given the
GT 3D skeleton. Then we compute the TSDF value for
each voxel of the outer shell. Here arise two problems: (1)
the GT 3D mesh is sparse, so the standard signed distance
between a voxel summit and its closest point is significantly
different than the signed distance to the surface. (2) In some
poses parts of the coarse model may overlap, which may
result in ghost effects (for example, a part of the torso may
be encoded into the voxels that correspond to the arm).
To solve the first problem we compute the TSDF val-
ues as the point-to-plane distance between the voxel summit
and the tangent plane of the closest point. This is a reason-
able approximation of the point-to-surface signed distance
(and it can be computed quickly) when the voxel is close
to the surface. However, the approximation may become
completely wrong when the voxel is far from the surface.
To overcome this, we truncate the TSDF values based on a
threshold on the euclidean point-to-point distance between
the voxel summit and its closest point.
TSDF (v) =
{
nˆ·(v−vˆ)
τ if ‖v − vˆ‖2 ≤ τ
σ(nˆ · (v − vˆ)) if ‖v − vˆ‖2 > τ , (1)
where v is a voxel summit, vˆ is the closest point of v in the
GT 3D mesh, and nˆ the normal vector at vˆ. The threshold
τ is set to 3 cm in the experiments and the function σ(·)
returns the sign of its argument.
In order to solve the second problem we compute the
TSDF values from the 3D scan warped into a star pose,
where the body parts of the outer shell do not penetrate each
other (see fig.4). To this end we first connect each vertex of
the GT 3D mesh to its corresponding skeletal nodes with ap-
propriate weight. Then we warp the 3D vertex coordinates
to the T-shape by blending the 3D transformation of the at-
tached skeletal joints. Once all vertices have been warped,
we compute the dense TSDF field of the outer-shell as ex-
plained above.
4. Detailed 3D shape regression
We propose an end-to-end regression network to esti-
mate the TSDF values in the tetrahedral volume from a sin-
gle image. Our proposed network takes as input a single 2D
PCNHourglass networks CNNInput Output
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Figure 5: Our proposed network is a combination of CNN and PCN. Given a 3D pose data, it allows us to regress the 3D
shape of a person wearing clothes in a end-to-end fashion.
image and outputs the dense TSDF field. From this TSDF
field a detailed 3D surface of the human can be extracted
by using the Marching Tetrahedra algorithm. The estimated
3D mesh can be re-posed using SMPL pose parameters ob-
tained by any state-of-the-art 3D pose estimation method.
The standard approach to regress TSDF in volumetric
data is to use stacked hourglass networks [25]. In this way,
the input image is encoded into a feature vector, which is
then decoded into the volumetric grid. To this end, CNNs
are used to build the network with the help of the well or-
ganized data into uniform grids of pixels and voxels. In our
case the volumetric data is embedded into the tetrahedral
mesh, which does not have the uniform grid organization.
As a consequence, state-of-the-art CNN hourglass architec-
ture cannot be used directly.
We propose a new hourglass structure to regress the
TSDF value of each vertex in the tetrahedral voxel model.
Our proposed network combines CNN to encode the input
image and a new Part Connection Network (PCN) to de-
code the feature vector (Figure 5 illustrates our proposed
network). The originality of our network resides in the
later part. We propose to build several tetrahedral layers
by down-sampling the full resolution outer shell volumetric
model (see fig. 5), and then we propagate the features in the
upper layer to output the TSDF field. Note that the number
of voxels in the tetrahedral model is too large to directly use
a fully connected network (the number of parameters near
the final layer consumes about 90GB of memory in the case
of a fully connected network). Instead we propose a Part
Connected Network with partially connected layers, where
connections between successive layers are done only in-
between the same body parts (which consumes only 0.025
GB of memory).
For each layer l we define the partial connections using
the following sparse adjacency matrices.
Al1 =

A(1)l
A(2)l
...
A(nout)
l
 . (2)
A(n)l =

a11 a12 · · · a1nin
a21 a22 · · · a2nin
...
...
. . .
...
am1 am2 · · · amnin
 , (3)
where aij =
{
1 if j = adj(n)[i]
0 otherwise.
Al2 =

1 · · · 1 0 · · · 0 0 · · · 0
0 · · · 0 1 · · · 1 0 · · · 0
...
. . .
...
0 · · · 0 0 · · · 0 1 · · · 1
 , (4)
where nin, nout is the number of input and output nodes, m
is the number of adjacent nodes for the n-th output node,
and adj(n) is the list of indices of input nodes that are con-
nected to the n-th output node (and adj(n)[i] is the ith ele-
ment in the list). There is no guarantee that all of the output
nodes have the same number of adjacent nodes, so we flat-
ten the input features by using the matrix Al1, and reshape it
to the shape of the output features by using Al2.
With these matrices, the features from two successive
layers (l, l + 1) are transmitted as follows.
fl+1 = σ(A
l
2(A
l
1fl ◦Wl)), (5)
where fl, fl+1 are the input and output features of the layer
and Wl is the variable weight matrix for all edges. Also,
◦ denotes the element-wise product of two matrices and σ
denotes the activation function.
To define the adjacency matrices Al1 and A
l
2 we need to
identify the adjacency lists L that connect the input nodes
and the output nodes of all layers. To create these adjacency
lists, we focus on the locality of the nodes in the tetrahedral
model. Concretely, each node in the lth layer is connected
to the k-nearest neighbors in the l+1th layer (we used k = 5
in our experiments). We reason that the tetrahedral voxel
model has a human body shaped graph structure and that
we can consider that distant nodes have a weak relationship
with each other (like between toes and fingertips). As a
consequence, by connecting only the near nodes to the next
layer and not connecting the distant nodes, the number of
learning parameters is drastically reduced without loosing
much information from the features from the previous layer.
We design the network structure so as not to lose features
while reducing the number of variable parameters by con-
necting only the adjacent nodes. However, when connecting
the last CNN layer of the first half of the network to the first
PCN layer of the latter half, there is no notion of adjacency
because nodes from the CNN layer do not have the shape of
the human body. Therefore, we use a fully connected layer
between the CNN and the PCN networks.
5. Experiments
We evaluate qualitatively and quantitatively the ability
of our proposed method to reconstruct 3D shapes of the hu-
man body from a single image by using publicly available
datasets.
In all our experiments, we used a volumetric resolu-
tion (i.e., average distance between adjacent summits in the
tetrahedral volume) of about 1 cm (which corresponds to
about 2.6× 105 voxel summits). We evaluated our network
on SURREAL [37] and Articulated [38] datasets. In the
evaluation using SURREAL we strictly followed the pro-
tocol as explained by the authors in [37]. Our network
was tested on subjects not appearing in the training dataset.
Table 1: Quantitative comparison of results obtained with
our method, BodyNet and Tex2Shape on the SURREAL
[37] (naked) and Articulated [38] (clothed) datasets.
Chamfer (cm) SURREAL Articulated
SMPLify-x n.a. 9.61
BodyNet 6.38 7.22
Tex2Shape n.a. 0.72
Ours 5.14 0.43
This allows us to test the generalizability of our proposed
method. In Articulated, we trained our network on 80% of
the data and tested on the remaining 20%. Our method was
tested on poses (and thus deformations) not appearing in
the training dataset. This allows us to test the ability of our
proposed methods to reconstruct detailed 3D shapes such
as clothes wrinkles. In the training, we employed the mean
square error loss function in the last layer and reLU as an
activation function in the hidden layers. It took about 3-4
hours to train the network for Articulated dataset, with us-
ing a batch size of 5 and a single GTX 1080 GPU.
We compared our proposed method with other recent
works that have made their code publicly available ([1, 26,
36]). Note that for Tex2Shape [1] only the code for testing
is available and so we built a discriminator network for the
training of Tex2Shape referring to their paper.
5.1. Comparative evaluation on SURREAL dataset
We compare our proposed method with BodyNet [36]
to confirm the advantage of using our proposed tetrahedral
volumetric representation over the classic uniform rectan-
gular grid. We trained and tested our network on the SUR-
REAL dataset [37], which was used in [36]. Figure 6 shows
the qualitative comparative results obtained with our pro-
posed method and BodyNet. As we can see our proposed
CNN-PCN network was able to successfully reconstruct the
detailed 3D shapes of the human body from only one sin-
gle image. Note that BodyNet estimates both pose and
shape while our method only estimates the 3D shape. We
used HMR[16] pose estimation results as pose parameters
to show our results in the same pose as the input image.
Table 1 shows the quantitative comparison. For the met-
ric we used the Chamfer distance between the ground truth
3D scans and the reconstructed 3D meshes. As we can see
from these results our proposed method was able to recon-
struct accurate dense 3D shapes of the human body from
only one single image. We obtained better results that Bo-
dyNet because our proposed tetrahedral representation al-
lows for reconstruction at higher resolution.
5.2. Comparative evaluation on Articulated dataset
To confirm the advantages of our proposed method for
reconstructing detailed 3D shapes of humans with loose
clothes from a single image we compared our method with
the most recent state-of-the-art method Tex2Shape [1]. For
qualitative and quantitative evaluation, we used the publicly
available dataset called Articulated [38] that contains se-
quences of human wearing loose clothes in many poses with
ground truth 3D scans.
Unfortunately, the dataset used in [1] is not publicly
available so we could not directly compare our proposed
method with [1] on their own dataset. We built a discrimina-
tor network for the training of Tex2Shape referring to their
paper [1] and trained their network on ARTICULATED
dataset using the exact same train/test split as used with our
proposed method. The comparative results shown in Figure
7 and Table 1 shows advantages of our proposed method
compared with Tex2Shape. Note that as in [1] we show the
results re-posed with the ground truth 3D pose. However,
any third party 3D pose estimation could also be used to es-
timate the 3D pose from the input image ([22, 39]). Figure
7 shows some representative results from the test dataset.
We also compared the results obtained with our method
with those obtained with other closely related works. As
seen in figures 7 and 8, our proposed method outperforms
all other previous works. Figure 8 shows the heat maps
of errors of the 3D reconstructed models obtained by our
method and other related works. As we can see our pro-
Input
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Figure 6: An example of a 3D mesh obtained with our
method and with BodyNet on the SURREAL dataset.
posed network could successfully recover the details of the
loose clothes, even in occluded areas. As we can see in Ta-
ble 1 we observed an average error around 0.5 cm in the 3D
meshes reconstructed with our proposed method.
As we can see in the circled areas of figure 7, the
strongest and clearer advantage of our proposed method
over the related works is that our proposed method can re-
trieve both hand details such as fingers in the correct po-
sition (no details can be obtained with BodyNet) or in the
inverse reconstruct the shoes around the feet (fingers still re-
main with Tex2Shape, giving an unpleasant effect for peo-
ple wearing shoes). Moreover, with our proposed method
we do not need to estimate finger poses. As we can see in
Figure 7 although the hand pose is unknown (this is why the
hand is always open in the results obtained with Tex2Shape)
our proposed method could successfully reconstruct the de-
tailed hand in the correct pose.
5.3. Network analysis
We analysed the performance of our network by chang-
ing the parameters. Figure 9 (a) shows the convergence
speed of our network during training. Figure 9 (b) shows
the performance of our network when changing the number
of connections in the PCN. As expected, there is a trade-off
between the number of connections (i.e., memory consump-
tion) and accuracy.
6. Conclusion
We proposed a method for reconstructing fine detailed
3D shapes of human body wearing loose clothes from a sin-
gle image. We introduced a novel 3D human body repre-
sentation based on a tetrahedral TSDF field embedded into
a coarse human outer shell. We also designed CNN-PCN
network to regress the tetrahedral TSDF field in an end-to-
end fashion. Our qualitative and quantitative comparative
experiments using public datasets confirmed the ability of
our proposed method to reconstruct detailed shapes with
loose clothes. The results demonstrated out-performance
of our method against the current state-of-the-art on these
datasets. Several possible improvements are left for future
work, such as combining our PCN with the Graph Convo-
lutional Network [9][43].
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