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研究概要
クロスサイトスクリプティング (XSS)攻撃は個人情
報の窃取や成りすましなどをを引き起こす攻撃の一種
であり, HTML の入力を参照する部分における脆弱性
に対して攻撃が行われる. 本研究では XSS 攻撃入力と
正常入力について ASCII文字の出現頻度に着目した特
徴抽出法を提案した.さらに生成したベクトルを用いて
機械学習アルゴリズムによる攻撃検知とそれに関する
考察を行った.
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1 はじめに
スマートフォンや PCの普及に伴い,インターネット
とそれに伴うサービスは日常において欠かすことがで
きなくなり,ネットバンキングや通信販売などにおいて
はキャッシュカード情報など重要性の高い個人情報の
取引が行われている.一方でそのような個人情報の窃取
や,個人だけでなく法人に対する成りすましを目的とし
たサイバー攻撃も増加している.
サイバー攻撃の多くはWebアプリケーションなどに
おける脆弱性を攻撃するものが多く, IPAに届けられた
Webサイトの脆弱性についての報告 [1]によると,2016
年 3 月末の四半期統計では 8995 件もの脆弱性が届け
られている.そのうちの 56%の脆弱性が XSSによるも
のであるとされており,全体の過半数を占めている.
XSS脆弱性は,利用者の入力内容や HTTPヘッダの
情報を処理してWebページに出力する部分に問題があ
り,そのWebページに対してスクリプトなどを埋め込
まれてしまうような脆弱性のことである. XSS 攻撃は
この XSS 脆弱性を利用した攻撃であり, 従来対策とし
て構文解析によるフィルタが提案・実現されている [2].
しかし, XSS 攻撃に用いられる攻撃入力と正常な用途
で用いられるスクリプトなどとの区別は一見して難し
く,識別規則などを利用した機械的な攻撃検知が容易で
ないと考えられる.例えばブラックリスト式に検知を行
う場合, 性質上未知の攻撃への対応が難しく, それを防
ぐために識別規則を過剰に設定した場合は,正常な入力
を誤検知してしまう可能性が高いと考えられる.
本論文では, XSS 攻撃における攻撃入力と正常入力
に対して, ASCII 標準文字の出現頻度に着目した特徴
抽出法について提案する. また, 生成された特徴ベク
トルを, 機械学習アルゴリズムである Support Vector
Machine (SVM), Soft Condence-Weighted Learning
(SCW) に適用することで, 攻撃と正常それぞれの検知
性能の向上を目標とした機械学習による攻撃検知を試
みる.その後,攻撃検知実験の結果を解析することで,特
徴抽出法による攻撃検知への影響と誤検知を減らす方
法について考察を行う.
2 XSS攻撃
XSS攻撃は XSS脆弱性の存在するWebアプリケー
ションなどにおいて,開発者の意図しない悪性のスクリ
プトなどを埋め込むことで,本来意図しない動作を誘発
する攻撃である [3].図 1に XSS攻撃による改ざんの例
を示す.
図 1 XSS攻撃
図 1の例では,あらかじめ攻撃者が作った罠サイトの
リンクを一般ユーザーがクリックすることで,一般ユー
ザーのブラウザ上で改ざんされたWebページが表示さ
れる. 改ざんされたページに個人情報を入力した場合,
その情報が攻撃者に漏えいするおそれがある.
既存の対策として,あらかじめ登録した識別規則に基
づいて入力に処理を行うブラックリスト・ホワイトリ
スト方式や HTML における特殊文字を別の記号に置
き換えることで無害化するエスケープ処理が存在する.
どちらも正しく行うことができれば, XSS 攻撃に対す
る対策として非常に有効であるが,識別規則や処理対象
に漏れがあった場合には脆弱性が生じる原因となるほ
か, Web アプリケーションの用途次第ではこのような
対策法を実装することが難しい場合も考えられる.
また,既存研究 [4][5]においては SVMを用いたアノ
マリ式の検知フィルタを提案している.このような機械
学習を用いた攻撃検知に関する研究は幅広く行われて
いるが,機械学習による検知フィルタは入力次元やデー
タの量による計算量増加や,特徴ベクトルによる検知性
能への影響を考慮する必要がある. そのため, 攻撃検知
における入力への特徴抽出法について考察を行うこと
は,有意義であると考える.
3 機械学習アルゴリズム
本章では, 使用した機械学習アルゴリズムである
SVM, SCWについてそれぞれ説明する.
3.1 SVM
SVMは主にクラス分類や回帰などに用いられる機械
学習アルゴリズムであり,本研究ではクラス分類の目的
で使用する. SVM による N 個のデータ分類における
分離平面は以下の式であらわされる [6].
y(x) = wT(x) + b (1)
=
NX
n=1
antnk(x;xn) + b (2)
s:t: tn = sign(y(x)) (3)
an  0 (4)
tny(xn)  1  0 (5)
anftny(xn)  1g = 0 (6)
ここで x は入力データであり, 入力集合は X =
(x1; :::;xN ) といったベクトル形式で表される. (x)
は特徴空間変換関数であり, bはバイアスパラメータで
ある. tn は入力ベクトル xn に対応するラベルであり,
y(x)の符号とするため, tn 2 f 1; 1gである. (2)式は
(1)式をラグランジュ乗数 an とカーネル関数 k(x;xn)
で表したものであり, Karush-Kuhn-Tacker 条件から
(4), (5), (6)式を満たすように設定される.
カーネル関数は一般的には特徴空間変換関数から構
成するが, 適切なものであれば直接定義することも可
能である. 本研究で用いたカーネル関数として, ガウス
カーネル (rbfカーネル)を以下の式に示す.
k(x;xn) = exp( kx  xnk
2
22
) (7)
SVMの分離平面は,分離平面から最も近いデータ点
との距離であるマージンを最大化するようなものを選
ぶことで, 汎化性能を向上させている. マージンの最大
化は,以下の目的関数の最小化から得ることができる.
C
NX
n=1
n +
1
2
kwk2 (8)
s:t: tny(xn)  1  n; (n = 1; :::; N) (9)
ここで C > 0は誤分類に対するペナルティを定める
パラメータであり, C が大きいほど誤分類を許さない
ような分離平面を定義する.また n  0はスラック変
数であり, 各入力データ毎に定義される. 入力データが
正しく分類される場合は n = 0, 分離平面上に存在す
るときは n = 1,誤分類された場合は n > 1が成立す
る. (8)式の最小化問題は (9)式にラグランジュ乗数を
導入し,得られたラグランジュ関数から双対表現を導出
することで解くことができるが,詳細な計算過程は本論
文では割愛する.
3.2 SCW[7]
SCW は 2012 年の ICML で Jialei Wang らによっ
て発表された,信頼度重みづけに基づくオンライン学習
を行う機械学習アルゴリズムであり,前身としてMark
Dredze, Koby Crammer らによる CW (Condence-
Weighter Learning)[8][9]が存在する. CWはノイズに
弱いことが Jiarei Wangらに指摘されており, SCWで
はソフトマージンを用いて汎化誤差を少なくすること
で弱点を克服し,なおかつその当時の最新のオンライン
学習アルゴリズムなどと比較して計算効率を向上させ
たアルゴリズムであると主張されている.
SCWの前身となった CWでは,学習において特徴間
の構造を調べるために,平均ベクトルと共分散行列を用
いて重みのガウス分布を仮定する.また重み分布の更新
において,新しい分布と古い分布の間のカルバック・ラ
イブラー情報量が最小となるようなものを選ぶ. SCW
においてもこれらの手法を利用している. SCWによる
データ分類は以下の式で定義される.
y^t(xt) = sign(t 1  xt) (10)
if x  0 : y^(x) = 1 (11)
else : y^(x) =  1 (12)
ここで xは入力データベクトル, y^(x)は xがどのク
ラスに所属するかの予測ラベル, は重みをあらわす平
均ベクトルであり, バイアスパラメータは存在しない.
重みの更新に利用される損失関数 l は以下の式で定義
される.
l = max(0; 
q
xTt xt   yt  xt) (13)
ここで y は入力 xがどのクラスに所属するかについ
ての正解ラベル, は共分散行列,  = ()である. 
はガウス分布における累積密度関数,  は誤差を許容す
るパラメータをあらわし,  が大きくなるほど誤分類を
許容するような分離平面を求める. ; の更新式は以
下の式を ;について最小化することで求められる.
(t+1;t+1) = DKL(N(;)kN(t;t)) (14)
+ Cl(N(;) : (xt; yt)) (15)
ここでDKL はカルバック・ライブラー情報量, N は
; による多変量ガウス分布, C は重みの更新を制御
するパラメータである.
4 実験準備
本章ではデータの収集, 特徴抽出法, 実験の評価指標
について述べる.
4.1 データの収集
検知実験を行うに当たり,実験用サンプルデータとし
て XSS 攻撃に用いられる攻撃形式の入力と, 正常な入
力として用いられることが予想される入力を収集した.
攻撃の入力として URL 形式とスクリプト形式のもの
を, 正常の入力として URL 形式と TeX 数式形式のも
のを,それぞれ文献 [10]やWebサイト [11]から収集し
た. TeX数式については一部の TeX数式をランダムに
生成するジェネレータを作成し,それによって出力した
ものを用いた.
4.2 特徴抽出法
機械学習アルゴリズムを使用するためには,特徴抽出
により収集した文字列の入力データをベクトル形式に
する必要がある.本研究においては 3通りの特徴抽出法
を提案した.
1. 正常・攻撃それぞれに多い標準 ASCII記号を考慮
した 5次元出現頻度ベクトル
2. 標準 ASCII 記号全ての頻度を単純に数え上げた
128次元の出現頻度ベクトル
3. 2.の特徴ベクトルに数理的処理を行った 128次元
ベクトル
(1) のベクトルについて, 詳細を表 1 に示す. ここで
x0 が正常に多く含まれる記号, x1 が攻撃に多く含まれ
る記号である.
表 1 5次元ベクトル x = (x0; x1; x2; x3; x4)
x0 ? / . %
x1 = > < ; SP
x2 文字
x3 数字
x4 その他記号・制御文字
(3) の特徴抽出法では, (2) で得た特徴ベクトルに対
し定数値を加えたのち 1に正規化している.数値処理後
のデータベクトルX 0n を式で表すと以下のようになる.
ここで xi は (2)の手法で生成した 128次元特徴ベクト
ルの各要素である.
X 0 =
0B@
...
X 0n
...
1CA n = 0; :::; N (16)
X 0n = f(   ; x0i;    )ji = 0; :::127g (17)
x0i =
xi + cP127
k=0(xk + c)
(18)
4.3 評価指標
実験の評価指標として, 文献 [12] に記載されている
正解率, 精度, 再現率, F値を利用した.ここで正解率は
入力データセット全体においてどのくらいの入力を正
しく分類できたか, 精度は予測したラベルのうち, 正解
ラベルと一致した割合,再現率は正解ラベルのうち予測
したラベルと一致した割合を示す.精度と再現率は一般
的にトレードオフの関係である. F 値は精度と再現率
の調和平均であり,検知結果について総合的な性能の評
価指標の一つとして用いた.
5 実験結果と考察
本研究では (i)特徴次元の変更による結果の差異, (ii)
学習方式の違いによる結果の差異, (iii)特徴抽出法の違
いによる結果の差異の 3つを調査するため, 3通りの実
験を行った.実験 1の結果を表 2, 3に,実験 2の結果を
表 4, 5に,実験 3の結果を表 6, 7にそれぞれ示す.
表 2 SVMにおける実験 1の結果 (%)
5 - dimension 128 - dimension
data 1 data 2 data 1 data 2
正解率 96.3 97.7 98.2 98.9
攻撃精度 95.3 97.6 97.3 98.2
正常精度 97.3 97.8 99.2 99.6
攻撃 F値 96.3 97.7 98.2 98.9
正常 F値 96.3 97.7 98.2 98.9
表 3 SCWにおける実験 1の結果 (%)
5 - dimension 128 - dimension
data 1 data 2 data 1 data 2
正解率 66.7 59.1 88.7 89.8
攻撃精度 49.3 74.8 93.1 90.2
正常精度 84.7 42.9 83.7 89.3
攻撃 F値 59.9 64.3 89.1 89.8
正常 F値 70.1 49.2 88.2 89.7
表 4 SVMにおける実験 2の結果 (%)
学習 NU - AU
テスト NU-AU NU-AS NF-AU NF-AS
正解率 97.5 82.5 99.3 82.8
攻撃精度 96.5 97.2 98.4 98.4
正常精度 98.4 75.0 100 74.8
攻撃 F値 97.5 79.4 99.2 79.3
正常 F値 97.5 84.8 99.3 85.2
表 5 SCWにおける実験 2の結果 (%)
学習 NU - AU
テスト NU-AU NU-AS NF-AU NF-AS
正解率 85.3 85.0 65.8 67.0
攻撃精度 95.6 91.2 95.6 92.1
正常精度 75.1 79.0 35.2 41.9
攻撃 F値 86.5 85.9 73.7 73.9
正常 F値 83.5 83.8 48.4 53.9
表 6 SVMにおける実験 3の結果 (%)
Ph1 Ph2 Ph3 Ph4 Ph5 Ave
正解率 85.0 79.0 83.0 98.5 63.5 81.8
攻撃精度 100 100 100 98.5 | 99.6
正常精度 71.4 58.4 63.8 | 63.5 64.3
攻撃 F値 86.4 82.5 86.2 99.2 | 88.6
正常 F値 83.3 73.8 77.9 | 77.7 79.2
表 7 SCWにおける実験 3の結果 (%)
Ph1 Ph2 Ph3 Ph4 Ph5 Ave
正解率 92.0 96.0 95.0 94.5 93.0 94.1
攻撃精度 91.6 97.0 95.3 94.5 | 94.6
正常精度 92.4 95.0 94.7 | 93.0 93.8
攻撃 F値 91.6 96.0 95.3 97.2 | 95.0
正常 F値 92.4 96.0 94.7 | 96.4 94.9
実験 1(表 2, 3)では, 4.2節の (1)の 5次元と (2)の
128次元の特徴抽出法を使用し,特徴文字の変更におけ
る結果の変動について調査を行った. 使用したデータ
は, TeX数式を除く入力から攻撃 500個,正常 500個を
ランダムに抽出したデータセットを 2つ作成し,それぞ
れのデータセットに対して 5分割交差検証を行った.
結果として SVM, SCW ともに (1) の 5 次元ベクト
ルと比較して (2) の 128 次元ベクトルを用いた際に検
知結果が優れていた. このことから, 提案した (2) の特
徴抽出法を用いることで,攻撃・正常それぞれの特徴を
うまく抽出できたと予想される. ただし, データの次元
数は機械学習アルゴリズムを実行する上で計算時間に
影響してくるため, (1)の視点も用いた上で必要な特徴
文字をさらに選別していく必要があると考えられる.
実験 2(表 4, 5) ではテスト中の再学習を考慮しない
バッチ学習である SVMと,再学習を考慮するオンライ
ン学習である SCW において, 学習時と異なる傾向を
もったデータをテストデータとして与えた際に,どのよ
うな振る舞いをするか調査した.実験用データは 4種類
の入力からそれぞれ 200個ずつをランダムに抽出し,攻
撃・正常それぞれのデータを組み合わせることで要素
数 400個のデータセットを 4つ作成した.その後, 4パ
ターンの学習に対し 4パターンのテストを行う合計 16
パターンの検知実験を SVM, SCWについて行った.特
徴抽出法は 4.2節の (2)の 128次元を用いた.実験結果
のうち,正常 URL と攻撃 URL で学習した機械学習ア
ルゴリズムによる各データセットに対する検知結果を
表 4, 5に抜粋した.
結果として,検知性能の実数値としては SVMが優位
な傾向にあったが, SVMはテスト中の再学習ができな
いという点から,学習と異なる傾向のテストデータが与
えられた際には結果が大きく変動する傾向がみられた.
一方の SCW は再学習の影響から学習時と異なるデー
タを与えられた際にもある程度の対応が可能であるこ
とが予想される. そのため, SVM を定期的に更新させ
るメインフィルタ, SCWをリアルタイムで更新させる
サブフィルタとするような, 2種類の学習法を組み合わ
せた検知フィルタを実装することで,互いの欠点を補強
しあえることが一つの可能性として考えられる.
実験 3(表 6, 7)では,同じ特徴次元数の 4.2節 (3)の
特徴抽出法を用いた場合の結果を調査した.実験用デー
タとして 4種類の入力から 250個ずつをランダムに抽
出し, 要素数 1000 個のデータセットを作成した. また,
与えられる入力の傾向が変化した際の挙動を調査する
ために,データ 200個を 1つのフェーズとし, 1~600個
目までのデータは 4種類の入力から均等に, 601~800個
目までのデータは攻撃入力のみ, 801~1000個目までの
データは正常入力のみのデータとした.学習データはテ
ストデータの 1~200個目までを用いた.
結果として実験 1, 2では検知性能が SVM優位な傾
向にあったが, (3) の特徴抽出法を用いることで SCW
優位となる結果を得ることができた. このことから, 特
徴抽出法の選択による攻撃検知への影響は少なから
ず存在することが予想される. また, SCW において
フェーズ 3終了時からフェーズ 4終了時にかけて重み
ベクトルが大きく更新されていることが分かった.この
ことから SCW はパラメータを解析することでテスト
データの傾向の変化を検知でき,うまく利用することで
バッチ学習アルゴリズムの最適な更新タイミングを知
ることができる可能性が考えられる.更新量はごく微小
な値であるので,外れ値やデータセットの種類に対する
ロバスト性を検証していくことが,今後の課題として考
えられる.
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