Abstract-Email has become one of the fastest and most economical forms of communication. However, the increase of email users has resulted in the dramatic increase of spam emails during the past few years. As spammers always try to find a way to evade existing filters, new filters need to be developed to catch spam. Ontologies allow for machine-understandable semantics of data. It is important to share information with each other for more effective spam filtering. Thus, it is necessary to build ontology and a framework for efficient email filtering. Using ontology that is specially designed to filter spam, bunch of unsolicited bulk email could be filtered out on the system. Similar to other filters, the ontology evolves with the user requests. Hence the ontology would be customized for the user. This paper proposes to find an efficient spam email filtering method using adaptive ontology
I. INTRODUCTION
Email has been an efficient and popular communication mechanism as the number of Internet users increases. Therefore, email management became an important and growing problem for individuals and organizations because it is prone to misuse. The blind posting of unsolicited email messages, known as spam, is an example of the misuse. Spam is commonly defined as sending of unsolicited bulk email -that is, email that was not asked for by multiple recipients. A further common definition of a spam is restricted to unsolicited commercial email, a definition that does not consider non-commercial solicitations such as political or religious pitches, even if unsolicited, as spam. Email was by far the most common form of spamming on the internet. According to the data estimated by Ferris Research [24] , spam accounts for 15% to 20% of email at U.S.-based corporate organizations. Half of users are receiving 10 or more spam emails per day while some of them are receiving up to several hundreds unsolicited emails. International Data Group [35] messages to a large number of recipients. Unlike legitimate commercial email, spam is generally sent without the explicit permission of the recipients, and frequently contains various tricks to bypass email filters. Modern computers generally come with some ability to send spam. The only necessary ingredient is the list of addresses to target. Spammers obtain email addresses by a number of means: harvesting addresses from Usenet postings, DNS listings, or Web pages; guessing common names at known domains (known as a dictionary attack); and "epending" or searching for email addresses corresponding to specific persons, such as residents in an area. Many spammers utilize programs called web spiders to find email addresses on web pages, although it is possible to fool the web spider by substituting the "@" symbol with another symbol, for example "#", while posting an email address. As a result, users have to waste their valuable time to delete spam emails. Moreover, because spam emails can fill up the storage space of a file server quickly, they could cause a very severe problem for many websites with thousands of users.
Currently, much work on spam email filtering has been done using the techniques such as decision trees, Naive Bayesian classifiers, neural networks, etc. To address the problem of growing volumes of unsolicited emails, many different methods for email filtering are being deployed in many commercial products. We constructed a framework for efficient email filtering using ontology. Ontologies allow for machine-understandable semantics of data, so it can be used in any system [67] . It is important to share the information with each other for more effective spam filtering. Thus, it is necessary to build ontology and a framework for efficient email filtering. Using ontology that is specially designed to filter spam, bunch of unsolicited bulk email could be filtered out on the system. This paper proposes to find an efficient spam email filtering method using ontology. We used Waikato Environment for Knowledge Analysis (Weka) explorer, and Jena to make ontology based on sample dataset. Emails can be classified using different methods. Different people or email agents may maintain their own personal email classifiers and rules. The problem of spam filtering is not a new one and there are already a dozen different approaches to the problem that have been implemented. The problem was more specific to areas like artificial intelligence and machine learning. Several implementations had various trade-offs, difference performance metrics, and different classification efficiencies. The techniques such as decision trees, Naive Bayesian classifiers, and Neural Networks had various classification efficiencies.
The remainder of the paper is organized as follows: Section 2 explains background and related works; Section 3 describes text mining (text classification); Section 4 introduces our idea of spam filtering using an ontology; Section 5 discusses the experimental result of the proposed framework; Section 6 concludes the paper with possible directions for future work.
II. BACKGROUND AND RELATED WORK

A. Understanding of an Ontology
An ontology is an explicit specification of a conceptualization. Ontologies can be taxonomic hierarchies of classes, class definitions, or subsumption relation, but need not be limited to these forms. Also, ontologies are not limited to conservative definitions. To specify a conceptualization one needs to state axioms that constrain the possible interpretations for the defined terms [29] . Ontologies play a key role in capturing domain knowledge and providing a common understanding.
Generally, ontologies consist of taxonomy, class hierarchy, domain knowledge base, and relationships between classes and instances. An ontology has different relationships depending on the schema or taxonomy builder, and it has different restrictions depending on the language used. Also, the domain, range, and cardinality are different based on ontology builder. Ontologies allow for machine-understandable semantics of data, and facilitate the search, exchange, and integration of knowledge for business-to-business (B2B) and businessto-consumer (B2C) e-commerce. By using semantic data, the usability of e-technology can be facilitated. There are several languages like extensible markup language(XML), resource description framework (RDF), RDF schema (RDFS), DAML+OIL, and OWL. Many tools have been developed for implementing metadata of ontologies using these languages. However, current tools have problems with interoperation and collaboration.
B. Ontology Development
Ontology tools can be applied to all stages of the ontology lifecycle including the creation, population, implementation and maintenance of ontologies [?] . An ontology can be used to support various types of knowledge management including knowledge retrieval, storage and sharing [56] . In one of the most popular definitions, an ontology is "the specification of shared knowledge" [64] . For a knowledge management system, an ontology can be regarded as the classification of knowledge. Ontologies are different from traditional keyword-based search engines in that they are metadata, able to provide the search engine with the functionaliy of semantic match. Ontologies are able to search more efficiently than traditional methods. Typically, an ontology consists of hierarchical description of important concepts in a domain and the descriptions of the properties of each concept. Traditionally, ontologies are built by both highly trained knowledge engineers and domain specialists who may not be familiar with computer software. Ontology construction is a time-consuming and laborious task. Ontology tools also require users to be trained in knowledge representation and predicate logic. XML is not suited to describe machine understandable documents and interrelationships of resources in an ontology [30] . Therefore, The W3C has recommended the use of the resource description framework (RDF), RDF schema (RDFS), DAML+OIL and OWL. Since then, many tools have been developed for implementing metadata of ontologies by using RDF, RDFS, DAML+OIL and OWL.
Ontology tools have to support more expressive power and scalability with a large knowledge base, and reasoning in querying and matching. Also, they need to support the use of high-level language, modularity, visualization, etc. There are also researches and applications about dynamic web pages consisting of database reports. The research on ontology integration tasks in B2B E-Commerce is also undergoing. The infrastructure of the business documentation from the integration perspective and the identification of the integration subtasks was suggested [47] . There is research on generic e-Business model ontology for the development of tools for e-business management and IS Requirements Engineering. Based on an extensive literature review, the e-Business Model Ontology describes the logic for a business system [49] . [61] and [66] developed a algorithm to reduce the feature space without sacrificing remarkable classification accuracy, but the effectiveness was based on the quality of the training dataset. [65] demonstrated that the feasibility of the approach to find the best learning algorithm and the metadata to be used, which is a very significant contribution in email classification using Rainbow system. [5] proposed a graph based mining approach for email classification that structures/patterns can be extracted from a pre-classified email folder and the same can be used effectively for classifying incoming email messages.
C. Spam Filtering
Approaches to filtering junk email are considered [14] [17] [60] . [22] and [34] showed approaches to filtering emails involve the deployment of data mining techniques. [15] proposed a model based on the Neural Network (NN) to classify personal emails and the use of Principal Component Analysis (PCA) as a preprocessor of NN to reduce the data in terms of both dimensionality as well as size. [6] compared the performance of the Naive Bayesian filter to an alternative memory based learning approach on spam filtering. [44] addressed the problem by proposing a Word Sense Disambiguation (WSD) approach based on the intuition that word proximity in the document implies proximity also in the Hierarchical Thesauri (HT) graph. Bringing in other kinds of features, which are spam-specific features in their work, could improve the classification results [60] .
A good performance was obtained by reducing the classification error by discovering temporal relations in an email sequence in the form of temporal sequence patterns and embedding the discovered information into content-based learning methods [38] . [45] showed that the work on spam filtering using feature selection based on heuristics. [40] presented a technique to help various classifiers to improve the mining of category profiles. Upon receiving a document, the technique helps to create dynamic category profiles with respect to the document, and accordingly helps to make proper filtering and classification decisions. [65] [66] compared a cross-experiment between 14 classification methods, including decision tree, Naive Bayesian, Neural Network, linear squares fit, Rocchio. KNN is one of top performers, and it performs well in scaling up to very large and noisy classification problems.
In contrast to previous approaches, ontology was used in our approach. In addition, J48 was used to classify the training dataset. Ontology created by the implementation is modular, so it could be used in another system. In our previous classification experiment, J48 showed better result than Naive Bayesian, Neural Network, or Support Vector Machine (SVM) classifier.
III. EMAIL CLASSIFICATION (TEXT MINING)
A. Text Mining
Text mining is from data mining. Data mining is defined as the "the non trivial process of identifying valid, novel, potentially useful, previously unknown and ultimately understandable patterns in large databases" [23] . Most of data mining work was based solely on database or structured data. Adibi motivated data ming as "We are drowning in Data but Starving for Knowledge" [1] in his paper.
According to [31] text mining is the discovery by computer of new, previously unknown information, by automatically extracting information from different written resources. A key element is the linking together of the extracted information together to form new facts or new hypotheses to be explored further by more conventional means of experimentation." Berland and Charniak [8] used techniques similar to Hearst [32] . Mann [43] suggested the use of lexico-POS based patterns for constructing an ontology of is-a relations for proper nouns. He used the manually crafted pattern CN PN. He reported generating 200,000 unique descriptions of proper nouns with 60% accuracy. Moldovan and Girju [46] gave us a good overview of the various text mining techniques.
Pasca [52] suggested a technique for extracting glosses present for nodes present in WordNet from a corpus of 500 million webpages. He also proposed a clustering technique to group together nuggets that have a very high overlap. According to his paper, 60% of the WordNet nodes had at least one gloss extracted from the web corpus. In [53] , Pasca used a pattern-based technique to extract is-a relations from a corpus of 500 webpages. Etzioni et al.
[18] [19] [20] extracts instance-concept relations from a huge web corpus. To perform the task, a combination of pattern learning, subclass extraction and list extraction was used. Ciaramita and Johnson [13] use a fixed set of 26 semantic labels to perform is-a supersense tagging.
Caraballo [10] used a clustering technique to extract hyponym relations from newspaper corpus. Similar method was also used by Pantel and Ravichandran [51] . They used Clustering by Committee (CBC) algorithm [50] to extract clusters of nouns belonging to the same class. Cederberg and Widdows [11] use Latent Semantic Ananlysis and noun co-ordination (co-occurrence) technique to extract Hyponyms from a newspaper corpus. They reported 58% accuracy using their approach. Snow et al. [62] exploited both pattern-based and rich co-occurrence features to extract is-a relations from text, but the technique was not web-scalable.
B. Feature Selection
Given the rampant amount of textual data these days, it is becoming increasingly important to be able to extract domain-specific semantic content from some texts. Such semantic knowledge, in the form of ontologies, can facilitate integration of information from various sources. Additionally, ontologies enable the visualization and maintenance of knowledge. However, in most cases, ontology building is still conducted by hand. It is timeconsuming, error-prone, and labor-intensive. Moreover, manual ontology building has a critical weakness, in that the ontology usually reflects the inherent knowledge and biases of its creator, which may not be shared across people. If the ontology were created (semi-)automatically, then such problems will be significantly reduced. Therefore it would be very desirable to have a (semi or fully) automatic method for acquiring a domain ontology.
One of the early attempts at ontology learning was by Faure and Nedellec [21] , who proposed applying two techniques from the field of Natural Language Processing (NLP), namely verb-subcategorization and nounclustering for ontology learning. Kietz et al. [36] developed a method for semi-automatic ontology acquisition for a corporate intranet (e.g., insurance company). To organize a concept hierarchy for the target ontology, a number of heuristics were used. While constructing an ontology, a human domain expert was expected to be on hand to intervene in this process by comparing the resulting ontology with a reference ontology.
Navigli et al. [48] made use of techniques from Information Retrieval and Machine Learning to resolve ambiguity in the meaning of words and their semantic relationships, which is crucial to building a domain ontology. The performance of their method was evaluated with respect to a number of web pages on travel. Other techniques from Machine Learning and Information Retrieval for building ontologies have been outlined in [42] . However, the majority of this work has tried to learn ontologies for relatively constrained domains. To date, there has been relatively little work on trying to construct ontologies for an open domain. Furthermore, tf idf is typically used to determine words for the domain ontology concepts. Since tf idf purely reflects the frequencybased importance of words, it cannot capture dependencies, such as those between a concept in the domain and the words that correspond to that concept. Text learning techniques, such as statistical feature selection methods, have proven to be useful in extracting more informative words from a given text for a given text learning task. However, there have been few studies that empirically examine the value of text learning techniques to extract a set of candidate words for concept words in an ontology for ontology learning.
To use of existing feature selection methods for the extraction of a set of good-candidate words for concept words in an ontology, we use a number of existing feature selection methods to identify sets of candidate concept words. These sets are then evaluated with respect to manually created domain ontologies [7] . Feature selection generally refers to the way of selecting a set of features which is more informative in executing a given machine learning task while removing irrelevant or redundant features. This process ultimately leads to the reduction of dimensionality of the original feature space, but the selected feature set should contain sufficient or more reliable information about the original data set. For the text domain, this will be formulated into the problem of identifying the most informative word features within a set of documents for a given text learning task. Feature selection methods have relied heavily on the analysis of the characteristics of a given data set through statistical or information-theoretical measures. For text learning tasks, for example, they primarily count on the vocabularyspecific characteristics of given textual data set to identify good word features. Although the statistics itself does not care about the meaning of text, these methods have been proved to be useful for text learning tasks (e.g., classification and clustering). In our study, tf idf was considered as a feature selection mechanism.
C. Email Classification (Text Mining)
Generally, the main tool for email management is text classification. A classifier is a system that classifies texts into the discrete sets of predefined categories. For the email classification, incoming messages will be classified as spam or legitimate using classification methods.
1) Neural Network (NN) :
Classification method using a NN was used for email filtering long time ago. Generally, the classification procedure using the NN consists of three steps, data preprocessing, data training, and testing. The data preprocessing refers to the feature selection. Feature selection is the way of selecting a set of features which is more informative in the task while removing irrelevant or redundant features. For the text domain, feature selection process will be formulated into the problem of identifying the most relevant word features within a set of text documents for a given text learning task. For the data training, the selected features from the data preprocessing step were fed into the NN, and an email classifier was generated through the NN. For the testing, the email classifier was used to verify the efficiency of NN. In the experiment, an error BP (Back Propagation) algorithm was used.
2) Support Vector Machine (SVM) : SVMs are a relatively new learning process influenced highly by advances in statistical learning theory. SVMs have led to a growing number of applications in image classification and handwriting recognition. Before the discovery of SVMs, machines were not very successful in learning and generalization tasks, with many problems being impossible to solve. SVMs are very effective in a wide range of bioinformatic problems. SVMs learn by example. Each example consists of a m number of data points(x 1 , ..., x m ) followed by a label, which in the two class classification we will consider later, will be +1 or -1. -1 representing one state and 1 representing another. The two classes are then separated by an optimum hyperplane, illustrated in figure 1 , minimizing the distance between the closest +1 and -1 points, which are known as support vectors. The right hand side of the separating hyperplane represents the +1 class and the left hand side represents the -1 class. This classification divides two separate classes, which are generated from training examples. The overall aim is to generalize well to test data. This is obtained by introducing a separating hyperplane, which must maximize the margin () between the two classes, this is known as the optimum separating hyperplane Lets consider the above classification task with data points x i , i=1,...,m, with corresponding labels y i = ±1, with the following decision function:
By considering the support vectors x1 and x2, defining a canonical hyperplane, maximizing the margin, adding Lagrange multipliers, which are maximized with respect to :
3) Naive Bayesian Classifier (NB) : Naive Bayesian classifier is based on Bayes' theorem and the theorem of total probability. The probability that a document d with vector x =< x i , ..., x n > belongs to category c is
However, the possible values of Xare too many and there are also data sparseness problems. Hence, Naive Bayesian classifier assumes that X 1 , ..., X n are conditionally independent given the category C. Therefore, in practice, the probability that a document d with vector x =< x 1 , ..., x n > belongs to category c is
P (X i |C) and P(C) are easy to obtain from the frequencies of the training datasets. So far, a lot of researches showed that the Naive Bayesian classifier is surprisingly effective.
4) J48 Classifier (J48) :
J48 classifier is a simple C4.5 decision tree for classification. It creates a binary tree.
D. Result Evaluation
In this section, four classification methods (Neural Network, Support Vector Machine classifier, Naive Bayesian classifier, and J48 classifier) were evaluated the effects based on different datasets and different features. Finally, the best classification method was obtained from the training datasets. 4500 emails were used as a training datasets. 38.1% of datasets were spam ad 61.9% were legitimate email. To evaluate the classifiers on training datasets, we defined an accuracy measure as follows.
Accuracy (%) = CorrectlyClassif iedEmails T otalEmails · 100
Also, Precision and Recall were used as the metrics for evaluating the performance of each email classification approach. 
1) Effect of datasets on performance :
An experiment measuring the performance against the size of datasets was conducted using datasets of different sizes listed in Table I . The experiment was performed with 55 features from tfidf. For example, in case of 1000 datasets, Accuracy was 95.80% using J48 classifier. A few observations can be made from this experiment. As shown on Table I , the average of correct classification rate for both J48 and NB was over 95%. Size of datasets was not an important factor in measuring precision and recall. The results show that the performance of classification was not stable.
For four different classification methods, precision of spam mail was shown in Figure 2 , likewise, precision of legitimate mail was shown in Figure 3 . As shown on Figure 2 , 3, 4, and 5, the precision and recall curves of J48 and NB classification were better than the ones of NN and SVM. Also, the average precision and recall for both J48 and NB was over 95%.
In Figure 5 , legitimate recall values were sharply decreased at the data size 2000. The increase of spam mail in the training datasets between 1000 and 2000 result in a sharp decrease of legitimate recall values for all classifiers. 
2) Effect of feature size on performance :
The other experiment measuring the performance against the size of datasets was conducted using different features listed in Table II . 4500 email datasets was used for the experiment. For example, in case of 10 features, Accuracy was 94.84% using J48 classifier. The most frequent words in spam mail were selected as features. Generally, the result of classification was increased for all classification methods according the feature size increased.
As shown in Figure 6 , 7, 8, and 9, good classification result order in the experiment was J48, NB, NN, and SVM for all cases (spam precision, legitimate precision, spam recall, and legitimate recall). The overall precision and recall for email classification increase and become Gradually, the Accuracy increase and finally saturated with the increased feature size. As shown in Figure 6 and 7, J48 classifier provided the precision over 95% for every feature size irrespective of spam or legitimate. Also, J48 classifier supported over 97% of classification accuracy for more than 30 feature size. For the recall, J48 and NB showed better result than NN and SVM for both spam and legitimate mail, but J48 was a little bit better than NB. 
A. Approach
An assumption to create decision trees would be the intelligence behind the classification, but this was not enough because the decision tree ultimately is not a true ontology and also, querying a decision tree was also not easy. Once, we narrowed down on the type of decision tree that we going use, the next step were to create an ontology based on the classification result through J48. Resource Description Framework (RDF) which would be the form of "Subject -Object -Predicate" was used to create an ontology. Hence, our second main assumption was that we will need to map the decision tree into a formal ontology and query this ontology using our test email to be classified as spam or not. The test email is another thing we needed to consider because firstly, it is very difficult to deploy our system in such a way that it could read an incoming mail on a mail server and this would require a lot of extra work which would make the work unnecessarily complicated. The initial step was to gather a good dataset on which the decision tree will be based. This data should consider the characteristics of spam email as well as the non-spam email. Also the attributes and the values for each type of email must be such that the decision tree based on the training data will not be biased. We evaluated a number of implementations for the decision trees and decided to use the Weka explorer for implementation of J48 decision tree. The J48 tree is an implementation of the c4.5 decision tree. The tree accepts input in Attribute-Relation File Format (ARFF) format. ARFF files have two distinct sections. The first section is the header information, which is followed the data information.
@relation <relation-name> @attribute <attribute-name> <datatype> @attribute <classifier> {class1, class2,..} @data
The Header of the ARFF file contains the name of the relation, a list of the attributes (the columns in the data), and their types. Each data instance is represented on a single line, with a carriage return denoting the end of the instance. Attribute values for each instance are delimited by commas. The order that was declared in the header section should be maintained (i.e. the data corresponding to the nth @attribute declaration is always the nth field of the attribute). Missing values are represented by a single question mark. The training dataset was converted to ARFF format. Based on the training dataset, a decision tree was formed. This decision tree is a type of ontology. The above file is a sample ARFF file where the word next to @relation is the just a name. It could be the name of the file, and name. It just signifies a header. The word next to the @attribute is the feature element on the basis of which the classification is going be done and our tree is being built. The value next to it after the ':' is its type. The last attribute in this list must be the final classifier of what we are looking for. In this case, the final classification result should be '1' if it is finally spam, otherwise, it should be '0' if it is not spam. All the leaf nodes on the classification result should be '1' or '0'. This is a rule in the ARFF file that the last attribute be the final classification result needed. After the @data, a set of values which are values of the attributes will be placed. The number of values will equal the number of attributes and the order is such that the first value in the dataset corresponds to the first attribute. i.e., here:
For the First mail: word freq make is 0 and word freq all is 0.64 Similarly, for the Second mail: word freq make is 0 and word freq all is 0. 23 These values are calculated as follows: 100*Number of words or characters in the attribute / total number of words in the email If you notice, in both the datasets, the last values are either 0 or 1 which means that this mail is should be classified as spam if 1 or not spam if 0.
B. Objective
The training datasets are the set of emails that gives us a classification result. The test data is actually the email that will run through our system which we test to see if classified correctly as spam or not. This will be an ongoing test process and so, the test data is not finite because of the learning procedure, and will sometimes merge with the training data. The training datasets were used as input to J48 classification. To do that, the training datasets should be modified as a compatible input format. To query the test email in Jena, an ontology should be created based on the classification result. To create ontology, an ontology language is required. Resource Description Framework (RDF) was used to create an ontology. The classification result of RDF format was inputted to Jena, and inputted RDF was deployed through Jena, finally, an ontology was created. An ontology generated in the form of RDF data model is the base on which the incoming mail is checked for its legitimacy. Depending upon the assertions that we can conclude from the outputs of Jena, the email can be defined as spam or legitimate.
The email is actually the email in the format that Jena will take in (i.e. in a CSV format) and will run through the ontology that will result in spam or legitimate. The system updates periodically the datasets with the emails classified as spam when user spam report is requested. Then, increased training datasets are inputted to Weka to get a new classification result. Through this procedure, the number of ontology will be increased. Finally, this spam filtering ontology will be customized for each user.
Customized ontology filter would be different with each other depending on each user's background, preference, hobby, etc. That means one email might be spam for person A, but not for person B. The ontology evolves periodically and adaptively. The input to the system is mainly the training datasets and then the test email. The test email is the first set of emails that the system will classify and learn and after a certain time, the system will take a variety of emails as input to be filtered as spam or legitimate. For the training datasets which we used, several feature selection algorithms including Naive Bayesian, Neural Network, SVM, and J48 were tested, then J48 and Naive Bayesian classifier showed the good performance on the training email datasets [68] . The classification results through Weka need to be converted to an ontology. The classification result which we obtained through J48 decision tree was mapped into RDF format. This was given as an input to Jena which then mapped the ontology for us. This ontology enabled us to decide the way different headers and the data inside the email are linked based upon the word frequencies of each words or characters in the datasets. The mapping also enabled us to obtain assertions about the legitimacy and non-legitimacy of the emails. The next part was using this ontology to decide whether a new email is spam or legitimate. Queries using the obtained ontology were processed again through Jena. The output obtained after querying was the decision that the new email is spam or legitimate. [69] . Figure 10 shows our framework to filter spam. The training dataset is the set of email that gives us a classification result. The test data is actually the email will run through our system which we test to see if classified correctly as spam or not. This will be an ongoing test process and so, the test data is not finite because of the learning procedure, the test data will sometimes merge with the training data. The training dataset was used as input to J48 classification. To do that, the training dataset should be modified as a compatible To query the test To create ontology, an ontology language was required. RDF was used to create an ontology. The classification result in the form of RDF file format was inputted to Jena, and inputted RDF was deployed through Jena, finally, an ontology was created. Ontology generated in the form of RDF data model is the base on which the incoming mail is checked for its legitimacy. Depending upon the assertions that we can conclude from the outputs of Jena, the email can be defined as spam or otherwise. The email is actually the email in the format that Jena will take in (i.e. in a CSV format) and will run through the ontology that will result in spam or not spam. The input to the system mainly is the training dataset and then the test email. The test email is the first set of emails that the system will classify and learn and after a certain time, the system will take a variety of emails as input to be filtered as a spam or not. The training dataset which we used, which had classification values for features on the basis of which the decision tree will classify, will first be given to get the same. The classification results need to be converted to an ontology. The decision result which we obtained J48 classification was mapped into RDF file. This was given as an input to Jena which then mapped the ontology for us. This ontology enabled us to decide the way different headers and the data inside the email are linked based upon the word frequencies of each words or characters in the dataset. The mapping also enabled us to obtain assertions about the legitimacy and nonlegitimacy of the emails. The next part was using this ontology to decide whether a new email is a spam or not. This required querying of the obtained ontology which was again done through Jena. The output obtained after querying was the decision that the new email is a spam or not. The primary way where user can let the system know would be through a GUI or a command line input with a simple 'yes' or 'no'. This would all be a part of a full fledged working system as opposed to our prototype which is a basic research model. Figure 11 shows how we choose the J48 classification filter, which uses the simple c4.5 decision tree for classification. Figure 11 shows that word "remove" was selected Figure 12 shows the classification result including precision, recall. The confusion matrix which shows the number of elements classified correctly and incorrectly as the percentage of classification. Figure 13 shows the classification result using J48. Whole result is so big, so figure 13 is just a part of it. According to the figure 5, if the normalized value of word "people" is greater than 0.18, email is classified as legitimate, otherwise, the system will check the normalized value of word "our". Finally, if the normalized value of word "mail" is greater than 0.24, then the email is classified as spam. Ontology using RDF was created based on the classification result. Figure 14 shows the RDF file created based on J48 classification result. The RDF file was used as an input to Jena to create an ontology which will be used to check if the test email is spam or not. Figure 15 shows RDF validation services. W3C RDF validation services help us to check whether the RDF schema which we are going to give as input to Jena is syntactically correct or not. Because the RDF file based on the classification result using J48 was created by us, and should be compatible with Jena, the validation procedure for syntax validation was required. Figure 16 also shows the database of Subject-Predicate-Object model we got after inputting the RDF file into Jena. This ontology model is also produced in Jena. Figure 17 shows the RDF data model or ontology model. This model is obtained from the W3C validation schema. This ontology is obtained in Jena in memory and not displayed directly. But it can be showed using the graphics property of the Jena. 
C. Architecture and Implementation
V. RESULTS AND DISCUSSION
About 4600 emails were used as an initial dataset. 39.4% of dataset were spam and 60.6% were legitimate email. J48 was used to classify the dataset in Weka explorer. 97.17% of emails were classified correctly and 2.73% were classified incorrectly. In the case of spam, precision was 0.976, recall was 0.952, and F-Measure was 0.964. In the case of legitimate, precision was 0.969, recall was 0.985, and F-measure was 0.977. Like the above, based on J48 classification result, ontology was created in RDF format using Jena. The ontology created using the RDF file was used to check input email through Jena.
The result was generated after we consider the word frequencies of various words inside the email and then querying our ontology data model for these word frequencies. If the value we get after comparing all the word frequencies of the email words is '0' then the result was that the email was not spam and if the value is '1' then the result is that the email is spam. The result may have False Positives (A legitimate mail termed as not spam) or False Negatives (spam email termed as not spam). This case, in future, can be handled by updating the decision tree and hence the ontology model in Jena based upon the decision tree. The updated ontology will then be queried next time we check for the legitimacy of a new email. The experiment we conducted initially consisted of 200 emails that we feed in and got 192 correctly classified. This is 96% accuracy. Then we increased the number of email to a 400 and got 385 classified. This increased the accuracy to 96.25%. Finally, we feed in 600 emails and got 581 classified correctly which is a good 96.83% accuracy. By creating an ontology as a modularized filter, the ontology could be used in most of Semantic Web, or to correlate with other Semantic applications. This ontology also could be increased adaptively, so it is scalable.
VI. CONCLUSION
A customized ontology filter was evolved based on specific user's background. Hence, as expected, better spam filtering rate can be achieved using a customized ontology filter which is adaptive and scalable. Textoriented email datasets are adapted, but the same idea can be applicable to other classification or clustering tasks.
The important objective of the paper is to use an ontology to help classifying emails and it was successfully implemented. Learning motivation was that this approach has been taken and opens up a whole new aspect of email classification on the semantic web. Also, this approach fits into any system because they are generic in nature. This idea will have great advantage on systems ahead. The classification accuracy can be improved initially by pruning the tree and using better classification algorithms, more number and better classifiers or feature elements, etc. These are bigger issues in the machine learning and artificial intelligence domain which are not primary Ontologies play a key role here as after that email gets classified through the ontology we created, and more work can be done in the area of creating intelligent ontologies that can be used in certain areas of decision making, etc. The ontologies were created in Jena and this is just one aspect of ontology creation. There are other various and maybe better techniques that would have created ontologies without Jena or in some format that is more flexible and open to intelligence. This paper, as mentioned earlier, is more research-oriented and involved testing particular interfacing and checking for feasibility of classification of email through ontologies. The challenge was mainly to make J48 classification outputs to RDF and fed it into Jena, i.e. interfacing two independent systems and creating a prototype that actually uses this information that flows from one system to another to get certain desired input. In our case, it was classification of email. The only aspect of this work that is evolutionary, and can be worked upon in the future is the fact that the email we use is in a particular Comma Separated Values (CSV) format. This is a requirement for Jena.
Experimental results in this paper are based on the default settings. Extensive experiments with different settings are applicable in Weka. Moreover, different algorithms which are not included in Weka can be tested. Also, experiments with various feature selection techniques should be compared. We implemented an adaptive ontology as spam filter based on classification result. Then, this ontology is evolved and customized based on user's report when a user requests spam report. By creating a spam filter in the form of ontology, a filter will be user-customized, scalable, and modularized, so it can be embedded to many other systems.
