ABSTRACT Face recognition has a great potential to play an important role in computer vision field. However, the majority of face recognition methods are based on the low-level features, which may not yield good results. Inspired by a simple deep learning model principal component analysis network (PCANet), we propose a novel deep learning network called circular symmetrical Gabor filter (2D) 2 PCA neural networks [CSGF(2D) 2 PCANet]. Previous models used in face recognition have three major issues of data redundancy, computation time, and no rotation invariance. We introduce the CSGF to address these issues. Two-directional 2-D PCA [(2D) 2 PCA] is used in feature extraction stage. Binary hashing, blockwise histograms, and linear SVM are used for the output stage. The proposed CSGF (2D) 2 PCANet learns highlevel features and provides more recognition information during the training phase, which may result in a higher recognition rate when testing the sample. We tested the proposed method on XM2VTS, ORL, AR, Extend Yale B, and LFW databases. Test results show that the CSGF (2D) 2 PCANet is more robust to the variation of occlusion, illumination, pose, noise, and expression, which is a promising method in face recognition.
I. INTRODUCTION
Face recognition is a biometric identification technology, which has been widely used in the field of identification and video surveillance. However, face recognition is practically challenging due to the significant variations in illumination, occlusion, expression, noise, pose, scale and so on.
Feature extraction largely determines the accuracy and robustness of face recognition algorithm. Over the last few decades, face image feature extraction methods have been widely studied. Based on these findings, the main feature extraction methods are geometric structure, eigenface [1] , [2] , AMM [3] , [4] and Gabor wavelet features [5] - [7] . Gabor wavelet feature is a perfect face representation, which has better robustness to variations in illumination, occlusion, expression, noise, pose and scale. Moreover, a large number of detection, recognition, and classification methods have applied 2D-Gabor filters [8] - [11] . Unfortunately, 2D-Gabor filters breed data redundancy and increase the computation time. More importantly, 2D-Gabor filters have two main disadvantages of discrete and no rotation invariance. Thus, the selection of 2D-Gabor filters parameters has been a long research focus, which determines the orientation and scale of 2D-Gabor filters. According to [12] , 2D-Gabor filters work best on five scales and eight orientations, with each pixel corresponding to 40 coefficients. Too many coefficients cause data redundancy and increase computation time. At the same time, five scales are not continuous and eight orientations have no rotation invariance. To solve these above problems, Wang et al. [13] applied Circularly Symmetrical Gabor Filter(CSGF) to face recognition, which has only been utilized in classification [14] and segmentation [15] . From the article [13] , we learn that CSGF only needs five-scale filter and has strict rotation invariance.
Recently, deep learning techniques have drawn much attention. Chan et al. [16] developed the simplest deep neural network PCANet for visual classification tasks. In [16] , PCANet was compared with the proverbial convolutional neural networks(CNN) [17] on many tasks. PCANet only deals with the most basic PCA filter for each stage of the convolution filter bank without further training, which can easily train and adapt to different data tasks without changing the network architecture. Since PCANet has been raised, many feature extraction methods based on PCANet have been a hot research topic in the field of speech emotion detection [18] , face recognition [19] and so on. But besides that, PCANet can combine with machine learning classification algorithms, such as Linear SVM, KNN, RF, which may get reasonable results in recognition tasks. For example, Jiang et al. [20] proposed a model named GB(2D) 2 PCANet which combined Gabor filter, PCANet and Linear SVM, and had achieved outstanding results upon face recognition. But due to the introduction of Gabor filter, this model has information redundancy and a very high computational cost.
Inspired by the model of PCANet and their variants mentioned, this paper proposes a novel model referred to as CSGF(2D) 2 PCANet (learned by CSGF and (2D) 2 PCA, for convenience, we call this new multi-level network CSGF(2D) 2 PCANet). We choose (2D) 2 PCA as the convolution filters in each feature extraction stage due to the advantage of fewer coefficients and CSGF(2D) 2 PCA filters are learned by Circular Symmetrical Gabor Filter along with (2D) 2 PCA. Binary hash coding and block histogram are chosen as the output stage. The proposed CSGF(2D) 2 PCANet overcomes the disadvantage of ConvNets which need to learn filters by iteration and has the advantages of reducing data redundancy and saving a large number of computation time which is due to the CSGF we used. Meanwhile, it has the characteristics of rotation invariance and is more robust to illumination, occlusion, expression, noise, and scale. To verify the validity of CSGF(2D) 2 PCANet, we experiment on several databases and the results show that our multilevel network is very suited to feature extraction and face recognition.
The rest of this paper is organized as follows. Section 2 reviews the existing deep learning methods for face recognition. Section 3 proposes CSGF(2D) 2 PCANet and introduces it. Experimental results are shown in Section 4. Finally, we conclude our work in Section 5.
II. RELATED WORK
Face feature extraction is the most important stage for face recognition, and how to extract the most effective feature from images is the key to face recognition. In general, the face features can be grouped into two main categories of Local feature and Global feature. Local feature is mainly used to describe the details of the face, such as Scale Invariant Feature Transform (SIFT) [21] , Local Binary Pattern (LBP) [22] . Global feature can be effectively used to express human faces, including Linear Discriminant Analysis (LDA) [23] , Principle Component Analysis (PCA) [24] and so on. Ghinea et al. [25] proposed Gradient-Orientation-Based PCA subspace for face recognition. Aponen et al. [26] applied LBP to face recognition and achieved better recognition results. Wan et al. [27] combined LBP feature and HOG feature for face recognition. For the advantages and disadvantages of PCA and ICA algorithm, a method based on PCA/ICA was proposed in [28] . However, the PCA-based method needs to convert the 2D matrix into a one dimensional vector firstly, which leads to data redundancy and is time consuming. To address those issues, in [29] , two-dimensional principal component analysis (2DPCA) was proposed. Unfortunately, 2DPCA needs more coefficients for image representation. In order to improve the efficiency of face recognition, (2D) 2 PCA [30] was proposed, which shows better performance than PCA and 2DPCA.
Recent years, Convolutional Neural Network (CNN) has achieved great success in many fields of computer vision, from low-level tasks to high-level tasks such as segmentation [31] - [33] , detection [34] - [36] , tracking [37] - [40] , recognition [41] - [43] and classification [44] - [47] . Due to advanced network architecture, Deep CNN has raised face recognition performance to an unprecedented level. Nagpal et al. [48] used regularized deep learning for face recognition. Lecun et al. [49] proposed Convolution Deep Belief Networks (CDBN) which combined the advantages of CNN and Deep Belief Networks (DBN). CDBN has been evaluated on the MINIST and Cifar10 databases and had achieved good results. In [50] , deep convolution neural network model was further proposed, which had been improved significantly on a large scale ImageNet database. In 2014, Fan et al. [51] put forward a pyramid convolution neural network model and achieved 97.3% recognition rate on the most authoritative LFW face recognition database, which was close to the level of human. Sun et al. [52] proposed a DeepID model based on CNN, and obtained an accuracy rate of 97.45% on the LFW database. Based on the DeepID model, Sun et al. [53] , [54] added the verification signal, and proposed the DeepID2 [54] model which achieved an accuracy rate of 99.15% on the LFW database. Sun et al. [55] put forward DeepID2+ model on the basis of DeepID2, which modified the connections of some hidden layers in DeepID2. For the variation of occlusion, DeepID2+ has better robustness. As we know, DeepFace [56] is the first to train CNN through face images, and achieved 97.35% accuracy on the LFW database. In [55] , to further improve the accuracy, multiple patch integration patterns were taken in CNN model, and achieved their final accuracy of 99.47% on LFW. Triple loss was introduced to CNN in [57] , a new method named FaceNet was proposed, which achieved good performance of 99.63%. Although these CNN-based methods have achieved high accuracy on the database of LFW, due to the deep architecture, the computational cost is quite alarming. So it is important to seek a small size deep learning model. Principal Component Analysis (PCA) based network PCANet was put forward, which was the simplest network. PCANet consists of three elements of PCA, binary hashing and block-wise histogram. These elements make up three stages of PCANet. The first two stages are of PCA convolution and the last stage is the output stage which combines binary hashing and block-wise histogram.
According to the analysis above, this paper proposes a simple and efficient model called CSGF(2D) 2 PCANet, which can solve the issues of data redundancy, long computation time and rotation variance. 
III. ALGORITHMS ANALYSIS
For each face image, we first deal with the color and size of images. Then, we applied CSGF(2D) 2 PCANet to extract features of images. Figure 1 displays the flowchart of face recognition based on CSGF(2D) 2 PCANet. For each image, after dealing with the color and size, it has a uniform size. After these steps of processing, we partitioned face images into training and testing sets to learn convolution and get feature expression. We then sent feature expression of face images from database to the SVM classifier.
To extract distinguishing features more efficiently, our model inspired by PCANet [58] which used CSGF(2D) 2 PCA to extract features in the feature extraction stages. The previous stage produces a series of mapping features, which serve as inputs to the next feature extraction stage. Next, the outputs of all feature extraction stages are stacked as the inputs of the output stage. Then, binary hashing and block histogram are used to compute the last features. Finally, last output features are sent to support the vector machine (SVM) classifier for face recognition. Figure 2 shows the framework of CSGF(2D) 2 PCANet, which includes two feature extraction stages and one output stage.
A. CSGF
CSGF [15] has the characteristics of rotation invariance, and its shape is like circular ripples in water, which is defined as
Where F is the central frequency of the CSGF, g(x, y) is a Gaussian Kernel function, δ is the standard deviation of the Gaussian Kernel function and determines the width of the Gaussian Kernel window, which is the scale parameter of filters.
1) DESIGN OF CSGF
CSGF only has two parameters of F and δ, but 2-D Gabor Transform has 4 parameters. Therefore, the design of CSGF is easier than the design of 2-D Gabor Transform. The selection of Gabor transform parameter has been put into a lot of research, a major finding is that the spatial frequency bandwidth of human visual cortical cells ranges between 0.5 and 2.5. For CSGF, F and δ need to satisfy the VOLUME 6, 2018 FIGURE 2. The framework of the proposed CSGF(2D) 2 PCANet.
following conditions [16] controlled by the bandwidth B of CSGF, Fδ = λ
Where λ is
2π . Suppose the size of the image that we give is N ×N (N is the size of input images), F of CSGF is usually chosen as
According to the size of images involved in the following paper, F of the five filters are chosen as:
Article [15] set the parameter B = 1, thus we can write Fδ = 3λ. Bring the value of F and B, the corresponding δ is
From the above definition of CSGF, we can clearly see that CSGF has two important advantages of reducing data redundancy and rotation invariance compared to 2-D Gabor transform. Circular Symmetric Gabor representation B (F,δ) (x, y) of input image A(x, y) can be got by convolving the image A(x, y) with CSGF G (F,δ) (x, y), which can be written as:
Where * denotes the convolution operation. Figure 3 shows the convolution results of a face image with different scales of CSGF. From Figure 3 , we find that the eyes, mouth, nose, eyebrows and facial contour have achieved a more outstanding performance compared with the traditional 2-D Gabor filter convolution [21] . In addition, the larger the frequency is, the smaller the scale is. In this case, the pixel will only be affected by pixels at a relatively close distance and the filter captures the details of the image more closely. The convolution image is similar to the original image. On the contrary, when the scale is large, the pixel at this point will be influenced by the pixel with a long distance, and the convolution image is greatly different from the original image. Capturing the detail of images is beneficial for face recognition. Obviously, CSGF with various scales can help to capture diverse features.
2) THE TEMPLATE SIZE VARIES WITH THE SCALE OF CSGF
It has been found that researchers used Gabor transform with fixed template sizes. Different scales using a fixed template size transform lead to a large number of problems. When the filter template size is too large, it will increase the amount of feature extraction calculation. When the filter template size is too small, large-scale useful information will be lost. According to the parameters F and δ of 3.1.1 in this paper, Figure 4 (A) shows the real, imaginary, and amplitude images of CSGF with fixed template (153 × 153 pixels). From top to bottom, ęÄδ ∈ 3 √ ln2 π 2, 2 2 , 2 3 , 2 4 , 2 5 . As can be seen from Figure 4 (A), when the scale δ value is small, in addition to the middle of a small circle area, the rest of the filter function coefficient amplitude is very small. In order to avoid the problem of fixed template filter, we select the appropriate filter template according to the size of the corresponding window size.
According to the definition of CSGF, we know the value of δ determines the corresponding filter template at each scale. Inspired by the principle of Gaussian distribution 3δ, this paper chooses 3δ as the extraction radius. Since δ may be a decimal value and the size of the filter template required for this paper is an integer value, 3δ is rounded off and copied to the extraction radius γ (γ = round(3δ)). The edge length of the filter template is (2γ + 1), so (2γ + 1) = (2 × round(3δ) + 1). Figure 4 (B) displays the real part, imaginary part and amplitude of CSGF with variable size corresponding to F and δ.
As can be seen from Figure 4 (B), when the small parts beyond the window of (2×round(3δ)+1), the CSGF template covers all the main information of the filter. The size of the template corresponding to each scale of the filter is also different, and the larger scale is corresponding to the larger filter template. From top to bottom, the corresponding scale filter templates are respectively 11 × 11, 21 × 21, 39 × 39, 77 × 77, 153 × 153 pixels. CSGF variable templates not only retain the main information of the filter corresponding to each scale, but also reduce the computational complexity with the image convolution.
B. FEATURES EXTRACTION WITH THE PROPOSED CSGF(2D) 2 PCANET 1) PREPROCESSING
Suppose we have N training samples. A i represents a sample image. First convert images into grayscale, and then adjust images to the same size p × q.
2) CSGF FILTERING
To capture more useful features from images, we use CSGF presented before. Specially, we define a face image training set as
. Each sample A i is sent to the first feature extraction stage in turn, filtered by CSGF. From the formula (6), we get the CSGF feature images B (F,δ) (x, y).
3) DOWN-SAMPLED
We take down-sampled to reduce information redundancy. All CSGF feature images B (F,δ) (x, y) are down-sampled by sampling factor d. Then we connect the down-sampled output columns of CSGF feature images in turn which is converted to vector form and denoted as B d (F,δ) . To further increase the ability to express global features and the selection features of different orientations, scales, and spatial position, 5 vectors are connected in order. Finally, we get a CSGF feature augmented matrix as followed:
Where
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. We combine all image patches into a matrix 2 PCA is used to extract the optimal projection axis of the sample matrix from the row and column directions as the feature extraction phase convolution filter
n=1 ,N 1 is the number of the convolution filter at the first feature extraction stage.
5) IMAGE CONVOLUTION
The learned convolution filter {W n } .
At the second feature extraction stage, we have a similar process with stage one, and the input images of the second stage 45158 VOLUME 6, 2018
. After image convolution operation, we get the learned convolution filter W n 2
,with N 2 representing the number of the convolution filter at the second stage.The final outputs for the second stage is
The last component of CSGF(2D) 2 PCANet is the output stage, containing binary hash coding and block histogram.
1) BINARY HASH CODING
For each set of feature images, we use a binary hash function
where H (x) is a step function whose value is one for positive inputs and zero otherwise. We first convert the binary vector to a decimal number and then obtain a single integer-valued image H n i .
Where 2 n 2 −1 is the weight of the N 2 binary bits. 
Finally, in order to obtain the face recognition model of the optimal Linear SVM based on CSGF(2D) 2 PCANet, all the final output features for {A i } N i=1 are sent to Linear SVM.
IV. EXPERIMENTS A. COMPARISON WITH 2D-GABOR FILTER AND CSGF
According to the definition and design of CSGF, GSCF has advantages of reducing redundancy and rotation invariance. In most face recognition, the model is required to have the performance of rotation invariance. Therefore, no rotation invariance has become the shortcoming of 2D-Gabor Filter. Convolution of 2D-Gabor Filter can not always maintain the same result when the face image is rotated. Because the rotation of the face image is arbitrary and the choice of direction of 2D-Gabor Filter is fixed. Figure 6 shows the rotation invariance of 2D-Gabor Filter and CSGF.
As it can be observed from Figure 6 , the first row gives the images rotated in three directions (from left to right are rotated 0 degrees, 5 degrees, 15 degrees and 30 degrees), their corresponding 2D-Gabor Filter results are listed in the middle row and their corresponding CSGF results in the third row. Images of the middle row are taken from the fourth direction and third scale of 2D-Gabor Filter. From left to right, the facial counter, eyes, nose, ears and mouth become more and more blurred, and the fourth image is almost invisible to the nose. Similarly, the third row gives four images of the CSGF at a certain scale, which are the same expect the different angles. As the results indicate, CSGF has the advantage of rotation invariance that plays a decisive role in the accuracy of face recognition.
B. EXPERIMENTS ON DATABASES
We introduce the details of databases and experimental parameter settings. In addition, to verity the performance of our proposed model (two-stage CSGF(2D) 2 PCANet) which is robust to illumination, occlusion, expression, and noise, we conducted experiments on five databases including XM2VTS [59] , ORL [60] , AR [61] , Extend Yale B [62], and LFW [63] . The following experiment results show that our model has an advantage on face recognition.
1) DATABASES
In the following experiments, five face databases XM2VTS, ORL, AR, Extend Yale B, and LFW are used to verify our method. The XM2VTS database includes 2360 images of 295 individuals. Each individual has 8 images. All images are resized to 55 × 51. The ORL database contains 400 shots of 40 human subjects, and each subject has 10 images with different expressions and variations in scale and orientation. All images are cropped to 32×32. The Extend Yale B database contains 2414 images captured from 38 human subjects, and each subject has about 64 pictures which were taken under various lighting conditions. The LFW database is different from the other four databases, which was taken under uncontrollable environments. It contains 13233 images of 5749 individuals. VOLUME 6, 2018 However, only 1680 individuals have two or more images in the database. To get the face recognition accuracy, we use a public database LFW-A in our experiment. It contains 1580 images of 158 subjects, and each subject has 10 images. All the images were resized to 32 × 32. The AR database includes more than 4000 images, face images with different expressions, illumination, and occlusions from 126 subjects (56 females and 70 males). In the next experiments, we built a subset from the AR database, which includes 1260 images with 50 females and 50 males. All images are cropped to 60×43. Each subject has 26 images taken twice (separated by 2weeks), each individual contains 13 images. Samples of five databases are shown in Figure 7 . 
2) PARAMETER SETTING
In the experiment, we firstly evaluate the performance of the proposed CSGF(2D) 2 PCANet on the ORL, XM2VTS, Extend Yale B and AR databases. Four database configurations of training and testing samples are defined as Table 1 . For the AR database, images with natural expression and illumination in the first session are chosen as the training samples, and the remaining 19 are as the testing samples. In some experiments, these numbers of training samples and testing samples can be adjusted according to the experimental requirements.
The parameters of our CSGF(2D) 2 PCANet are given in Table 2 . The parameters include [l 1 
3) EXPERIMENTS ON DIFFERENT METHODS
Our proposed model CSGF(2D) 2 PCANet is prefixed, which is inspired by the advantage of CSGF, (2D) 2 PCA and PCANet. The classifier plays a crucial role in the accuracy of face recognition, so we firstly choose the suitable classifier by methods of (2D) 2 PCA+NN (Nearest Neighbor) and (2D) 2 PCA+Linear SVM. As it can be observed from Table 3 (2D) 2 PCA with Linear SVM classifier achieved better accuracy than (2D) 2 PCA with NN classifier. Therefore, we choose Linear SVM as our classifier. For fairness, all images are converted to grayscale images and all relevant experimental configurations are fixed. The PCANet parameters are set according to the configurations in [58] . We do each experiment 30 times to ensure the credibility of our experimental results and get their average as results. Table 3 summarizes the results of our experiments on different methods. As can be seen from method 1 and method 2, due to the fact that the images suffer from different expressions, occlusions and illuminations only about 45% of the samples in the Yale B and AR databases can be discriminated correctly even using the Linear SVM classifier. Hierarchical multiscale LBP can better extract features and perform better than LBP. Yet, Hierarchical multiscale LBP is particularly sensitive to strong variations. For the experiments on the methods of 5-6, we have found that they all achieved much better results than previous methods. However, our method achieves the highest 45160 VOLUME 6, 2018 recognition rate over all four datasets, which proves that our method is more robust to variation in illumination, occlusion, expression and noise.
4) THE VARIATION OF ILLUMINATION, EXPRESSION, AND OCCLUSION EXPERIMENT
We further demonstrate the ability of our proposed model CSGF(2D) 2 PCANet to handle the variation of illumination, expression and occlusion using AR database. From the databases mentioned above, we know the images of the AR database have strong variation in illumination, expression, and occlusion. In this experiment, for every subject, we select images with frontal illumination and neutral expression as training sets and the remaining images are used as testing sets. All the other methods listed in Table 4 were using the parameters suggested in their previous articles. Results of the experiments on illumination, expression and occlusion are presented in Table 4 . (Note: The bold value represents the best recognition rate in the different methods.)
As can be seen clearly that our proposed network CSGF(2D) 2 PCANet outperforms the other methods and achieves the highest recognition rate on all testing sets. Obviously, our method performs better thanks to the use of CSGF.
5) PARAMETERS IMPACT EXPERIMENTS
In the following, we choose AR, ORL, XM2VTS and Extend [3, 3] to [15, 15] and other parameters are fixed. Our results indicate that the block size [b 1 , b 2 ] has a huge impact on the recognition accuracy. We observe that the recognition accuracy keeps falling expect for ARill database when [b 1 , b 2 ] > [7, 7] . Figure 8 (a) gives the relationship between the block size [b 1 , b 2 ] and the recognition accuracy. We can also note that CSGF(2D) 2 PCANet achieves better results with smaller block size on the occlusion testing set of the AR database. So we can draw a conclusion that small block size has less sensitivity to occlusion changes and suggest using block size [b 1 , b 2 ] < [7, 7] . 
b: IMPACT OF THE BLOCK OVERLAP RATIO α
In Figure 8 (b) , we illustrate how the face recognition accuracy changes when we use different block overlap ratio α. We can obviously see that the influence of block overlap ratio α is less than that of block size [b 1 , b 2 ] on recognition accuracy. The block overlap ratio α varies from 0.1 to 0.9 when other parameters are fixed. We can see that the variation of the block overlap ratio α has little effect to CSGF(2D) 2 PCANet, especially when the recognition rate on XM2VTS database remains the same. On ORL, Extend Yale B and AR databases, the recognition rate varies within a small range. Thus, CSGF(2D) 2 PCANet is stable to the block overlap ratio.
c: COMPARISION WITH GB(2D) 2 PCANet
In order to better verify the superiority of our model CSGF(2D) 2 Figure 10 shows the results of the variation of parameter α, which are all based on CSGF(2D) 2 PCANet and GB(2D) 2 PCANet. The x-axis represents the value of the change parameter and the y-axis represents the value of recognition accuracy. For convenience, we denote CSGF(2D) 2 PCANet by method1 and GB(2D) 2 PCANet by method2 in the Figure 9 and Figure 10 . As can be seen from these two figures, red bar chart represents method1 and blue bar chart represents method2, the different shapes of histogram represent experiment on different databases. Clearly, the red histogram is always higher than the blue histogram, which shows that the face recognition accuracy of our model CSGF(2D) 2 PCANet is higher than that of GB(2D) 2 PCANet. Thus, CSGF(2D) 2 PCANet is more robust to the variation of parameters.
6) NOISE IMPACT EXPERIMENT
To discuss the noise robust of our model, we do noise sensitivity experiments on XM2VTS database. In the following experiment, a noise database was generated by adding salt and pepper noise randomly to each image on the original XM2VTS database. Salt and pepper noise is a common noise in digital images, which is randomly appearing as black and white pixels in an image. We added four levels of noise to the original database XM2VTS to study the effect of noise respectively. We choose the first half of the noise samples as the training samples, and the remaining half of the noise samples as the testing samples. The images on top of the graphs show four different levels of noise database in Figure 11 . From left to right, the noise levels are 0%, 5%, 10% and 15%, we can observe that the more black and white pixels on images the more blurred images are.
The detailed recognition error rates on different methods are shown in Figure 11 . Among them, the x-axis represents the ratio of noise and the y-axis indicates the error recognition. Figure 11 shows that our model achieved the lowest recognition error rate at all four noise levels, the bottom red line is our model experimental result. While GB(2D) 2 PCANet model [20] also achieved good results as compared to the other models, it does not surpass our model. Although the image is seriously polluted by noise (up to 15%), our model still can get about 85% recognition rate which exceeds GB(2D) 2 PCANet by 5%. Comparing with CSGF(2D) 2 PCANet, the recognition error rate of the other five models under four different noise levels increased significantly. In addition, with the increase of noise level, the recognition rate of (2D) 2 PCA+NN drops sharply while (2D) 2 PCA+LinearSVM drops slowly, which proves that the performance of LinearSVM is better than NN. When the noise level is 0%, the error recognition rate of PCANet is slightly lower than our proposed model. However, with the increase of noise level, the error recognition rate of PCANet increases gradually, which exceeds our model. (2D) 2 PCANet is similar to GB(2D) 2 PCANet. The results justify that our proposed model CSGF(2D) 2 PCANet can not only get a good accuracy for face recognition without noise but also can obtain good accuracy under noisy conditions, which fully demonstrates that our model CSGF(2D) 2 PCANet is robust to noise.
7) TIME-COST EXPERIMENT
In order to verify the performance of our model in all aspects, we did time-cost experiment on the LFW database. Table 5 shows the average training time of different methods on LFW database. As Table 5 indicates, hand-crafted feature extraction (2D) 2 PCA, LBP, Hierarchical multiscale LBP take a very short training time, they are all less than 3 seconds. Compared with PCA, (2D) 2 PCA is based on a twodimensional matrix rather than a one-dimensional vector, which saves computational time, so (2D) 2 PCANet training time is lower than PCANet. GB(2D) 2 PCANet learning convolution filter uses 40 2-D Gabor filters and CSGF(2D) 2 PCANet uses 5 variable template Circular Symmetrical Gabor filters, so the calculation of GB(2D) 2 PCANet is larger than that of CSGF(2D) 2 PCANet and the training time of CSGF(2D) 2 PCANet is much less than that of GB(2D) 2 PCANet, which is only 70.28 seconds. At present, all methods based on CNN use the gradient descent method to train the convolution filter iteratively, which not only requires a large number of training samples but also leads to very high amount of computation. However, our proposed model CSGF(2D) 2 PCANet does not need iterative training and overcomes the shortcomings of CNN. Therefore, compared with CNN, the model proposed in this paper is more efficient.
V. CONCLUSION
This paper proposes an unsupervised deep convolutional network CSGF(2D) 2 PCANet for face recognition. This network combines the advantages of CSGF, (2D) 2 PCA, PCANet and 2D images. Our model consists of two feature extraction stages and one nonlinear output stage, which has good locality, can extract more useful features, and has stable robustness to the variation of noise, occlusion, illumination, and expression, greatly improving the recognition accuracy. Our future work mainly focuses on image feature extraction, algorithm versatility, and classifier. Image feature extraction is an important step in face recognition, which is very important to improve the performance of the whole face recognition algorithm. We are looking forward to increasing face recognition accuracy of CSGF(2D) 2 PCANet by improving image feature extraction. 
