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Abstract
In this paper, we first prove that u, v, h are linearly dependent over K
if JH is nilpotent and H has the form: H = (u(x, y, z), v(u, h), h(x, y))
with H(0) = 0 or H = (u(x, y), v(u, h), h(x, y, z)) with H(0) = 0. Then
we classify polynomial maps of the form H = (u(x, y), v(x, y, z), h(x, y)) in
the case that JH is nilpotent and (degy u,degy h) ≤ 2.
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1 Introduction
Throughout this paper, we will write K for algebraically closed field and K[X ] =
K[x1, x2, . . . , xn] (K[X¯ ] = K[x, y, z])for the polynomial algebra over K with n
(3) indeterminates. Let F = (F1, F2, . . . , Fn) : K
n → Kn be a polynomial map,
that is, Fi ∈ K[X ] for all 1 ≤ i ≤ n. Let JF = (
∂Fi
∂xj
)n×n be the Jacobian matrix
of F .
The Jacobian Conjecture (JC) raised by O.H. Keller in 1939 in [8] states that
a polynomial map F : Kn → Kn is invertible if the Jacobian determinant det JF
is a nonzero constant. This conjecture has been attacked by many people from
various research fields, but it is still open, even for n ≥ 2. Only the case n = 1
∗The author are supported by the Natural Science Foundation of Hunan Province (Grant
No.2016JJ3085), the National Natural Science Foundation of China (Grant No.11601146) and
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is obvious. For more information about the wonderful 70-year history, see [1], [5],
and the references therein.
In 1980, S.S.S.Wang ([10]) showed that the JC holds for all polynomial maps
of degree 2 in all dimensions (up to an affine transformation). The most powerful
result is the reduction to degree 3, due to H.Bass, E.Connell and D.Wright ([1])
in 1982 and A.Yagzhev ([12]) in 1980, which asserts that the JC is true if the
JC holds for all polynomial maps X +H , where H is homogeneous of degree 3.
Thus, many authors study these maps and led to pose the following problem.
(Homogeneous) dependence problem. Let H = (H1, . . . , Hn) ∈ K[X ] be a
(homogeneous) polynomial map of degree d such that JH is nilpotent andH(0) =
0. Whether H1, . . . , Hn are linearly dependent over K?
The answer to the above problem is affirmative if rankJH ≤ 1 ([1]). In par-
ticular, this implies that the dependence problem has an affirmative answer in
the case n = 2. D. Wright give an affirmative answer when H is homogeneous
of degree 3 in the case n = 3 ([11]) and the case n = 4 is solved by Hubbers in
[7]. M. de Bondt and A. van den Essen give an affirmative answer to the above
problem in the case H is homogeneous and n = 3 ([3]). A. van den Essen finds the
first counterexample in dimension three for the dependence problem ([6]). M. de
Bondt give a negative answer to the homogeneous dependence problem for d ≥ 3.
In particular, he constructed counterexamples to the problem for all dimensions
n ≥ 5 ([2]). In [4], M. Chamberland and A. van den Essen classify all polynomial
maps of the form H = (u(x, y), v(x, y, z), h(u(x, y), v(x, y, z))) with JH nilpotent.
In particular, they show that all maps of this form with H(0) = 0, JH nilpotent
and H1, H2, H3 are linearly independent has the same form as the counterexam-
ple that gave by A. van den Essen in [6] (up to a linear coordinate change). We
classify all polynomial maps of the form H = (u(x, y), v(x, y, z), h(x, y, z)) in the
case that JH is nilpotent and degz v ≤ 3, (degy u(x, y), degy h(x, y, z)) = 1 ([13]).
In section 2, we prove that u, v, h are linearly dependent over K if JH is
nilpotent and H has the form: H = (u(x, y, z), v(u, h), h(x, y)) with H(0) = 0 or
H = (u(x, y), v(u, h), h(x, y, z)) with H(0) = 0. Then, in section 3, we classify all
polynomial maps of the form H = (u(x, y), v(x, y, z), h(x, y)) in the case that JH
is nilpotent and (degy u(x, y), degy h(x, y)) ≤ 2 or degy u(x, y) or degy h(x, y) is a
prime number. In Theorem 3.11, we prove that u, v, h are linearly dependent over
K if JH is nilpotent and H has the form: H = (u(x, y), v(x, y, z), h(x, y)) with
H(0) = 0 and u is homogeneous. The main results in the paper are Theorem 2.4,
Theorem 2.6, Theorem 3.3, Theorem 3.5 and Theorem 3.11. We define Qxi :=
∂Q
∂xi
and that degy f is the highest degree of y in f .
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2 Polynomial maps of the form H = (u(x, y, z),
v(u, h), h(x, y))
In this section, we prove that H are linearly dependent over K if JH is nilpotent
and H has the form: H = (u(x, y, z), v(u, h), h(x, y)) with H(0) = 0 or H =
(u(x, y), v(u, h), h(x, y, z)) with H(0) = 0.
Theorem 2.1. Let H = (u(x, y, z), v(h(x, y)), h(x, y)) be a polynomial map with
H(0) = 0. If JH is nilpotent, then u, v, h are linearly dependent.
Proof. If degz u = 0, then the conclusion follows from Proposition 2.1 in [13].
Suppose that degz u ≥ 1. Since JH is nilpotent, we have the following equations:

ux + v
′(h)hy = 0 (2.1)
uxv
′(h)hy − uyv
′(h)hx − uzhx = 0 (2.2)
Let u = umz
m+um−1z
m−1+ · · ·+u1z+u0 with um 6= 0. It follows from equation
(2.1) that
umxz
m + u(m−1)xz
m−1 + · · ·+ u1xz + u0x + v
′(h)hy = 0
We always view that the polynomials are in K[x, y][z] with coefficients in K[x, y].
Comparing the coefficients of the degree of z of the above equation, we have
umx = u(m−1)x = · · · = u1x = 0 and u0x = −v
′(h)hy = −
∂(v(h))
∂y
. It follows from
equation (2.2) that v′(h)(uxhy − uyhx) = uzhx. That is,
v′(h)[u0xhy − (umyz
m + u(m−1)yz
m−1 + · · ·+ u1yz + u0y)hx]
= hx(mumz
m−1 + (m− 1)um−1z
m−2 + · · ·+ u1) (2.3)
Comparing the coefficients of zm of equation (2.3), we have v′(h)umyhx = 0. Thus,
we have v′(h) = 0 or hx = 0 or umy = 0.
Case (i) If v′(h) = 0, then v(h) = c. Since H(0) = 0, we have c = v(h(0, 0)) =
v(0) = 0. Thus, u, v, h are linearly dependent.
Case (ii) If hx = 0, then it follows from equation (2.2) that uxv
′(h)hy = 0.
Thus, we have ux = 0 or hy = 0 or v
′(h) = 0.
(1) If v′(h) = 0, then it reduces to Case (i).
(2) If hy = 0, then h = 0 because H(0) = 0. Thus, u, v, h are linearly depen-
dent.
(3) If ux = 0, then it follows from equation (2.1) v
′(h)hy = 0. That is, v
′(h) = 0
or hy = 0. Then it reduces to Case (i) and Case (ii) (2) respectively.
Case (iii) If umy = 0, then um ∈ K
∗.
Suppose m ≥ 2. Then comparing the coefficients of zm−1 of equation (2.3),
we have
−v′(h)u(m−1)yhx = mumhx.
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We can assume that hx 6= 0, otherwise, it follows from Case (ii) that u, v, h are
linearly dependent. Thus, we have −v′(h)u(m−1)y = mum. Therefore, we have
v′(h) ∈ K∗ and u(m−1)y ∈ K
∗. That is, v(h) = c1h+ c0 for c1 ∈ K
∗, c0 ∈ K. Since
H(0) = 0, we have that c0 = 0. Thus, u, v, h are linearly dependent.
Suppose m = 1. Then equation (2.3) has the following form:
v′(h)(u0xhy − u0yhx) = u1hx (2.4)
where u1 ∈ K
∗. Comparing the degree of x of the above equation, we have
degh v(h) ≤ 1 in the case u0xhy − u0yhx 6= 0. Then we have v(h) = c¯h + c¯ for
c¯, c¯ ∈ K. Since H(0) = 0, we have c¯ = v(h(0, 0)) = v(0) = 0. That is, v(h) = c¯h.
Thus, u, v, h are linearly dependent. If u0xhy − u0yhx = 0, then it follows from
equation (2.4) that hx = 0. Then it reduces to Case (ii).
Remark 2.2. If H(0) 6= 0, then it easy to compute that there exists H =
(u, v, h) such that u, v, h are linearly independent and JH is nilpotent: H =
(u(y), c, h(x, y)) with c 6= 0, u(y) ∈ K[y]/K and h(x, y) ∈ K[x, y]/K[y].
Corollary 2.3. Let H = (u(h), v(x, y, z), h(x, y)) be a polynomial map with
H(0) = 0. If JH is nilpotent, then u, v, h are linearly dependent.
Proof. Let
T =


0 1 0
1 0 0
0 0 1

 .
Then T−1HT = (v(y, x, z), u(h(y, x)), h(y, x)). Since JH is nilpotent, we have
that J(T−1HT ) = T−1JHT is nilpotent. It follows from Theorem 2.1 that u, v, h
are linearly dependent.
In the proof of the following theorem, our main goal is to reduce it to Theorem
2.1. We divide the proof into two parts according to the degree of u in v.
Theorem 2.4. Let H = (u(x, y, z), v(u, h), h(x, y)) be a polynomial map over
K[x, y, z] with H(0) = 0. If JH is nilpotent, then u, v, h are linearly dependent
over K.
Proof. Since JH is nilpotent, we have the following equations:


ux + vhhy + vuuy = 0 (2.5)
uxhyvh − uyhxvh − uzhx − hyvuuz = 0 (2.6)
Let u = um(x, y)z
m + um−1(x, y)z
m−1 + · · · + u1(x, y)z + u0(x, y), v(u, h) =
vn(h)u
n + vn−1(h)u
n−1 + · · · + v1(h)u + v0(h) with umvn 6= 0. If m = 0, then
it follows from Proposition 2.1 in [13] that u, v, h are linearly dependent. If n = 0,
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then the conclusion follows from Theorem 2.1. Thus, we can assume thatmn ≥ 1.
It follows from equation (2.5) that
umxz
m+u(m−1)xz
m−1+ · · ·+u1xz+u0x+[v
′
n(h)u
n+ v′n−1(h)u
n−1+ · · ·+ v′1(h)u+
v′0(h)]hy+(umyz
m+u(m−1)yz
m−1+· · ·+u1yz+u0y)(nvn(h)u
n−1+(n−1)vn−1(h)u
n−2+
· · ·+ v1(h)) = 0 (2.7)
We always view that the polynomials are in K[x, y][z] with coefficients in K[x, y]
in the following arguments.
If n ≥ 2, then comparing the coefficients of zmn of equation (2.7), we have
the following equation:
v′n(h)hyum + nvn(h)umy = 0
That is,
v′n(h)hy
vn(h)
= −n
umy
um
(2.8)
Suppose umy 6= 0. Then v
′
n(h)hy 6= 0. Thus, we have vn(h)u
n
m = e
c(x) by integrat-
ing the two sides of equation (2.8) with respect to y, where c(x) is a function of x.
Since vn(h), um ∈ K[x, y] and e
c(x) is a function of x, so we have um, vn(h) ∈ K[x].
This is a contradiction! Therefore, we have umy = 0 and v
′
n(h)hy = 0. That is,
umy = 0 and v
′
n(h) = 0 or umy = 0 and hy = 0.
Case I If umy = 0 and hy = 0, then we have u(m−1)y = · · · = u1y = 0 by
comparing the coefficients of zm(n−1)+i for i = m − 1, . . . , 2, 1 of equation (2.7).
It follows from equation (2.6) that [u0y(v
′
n(h)u
n + v′n−1(h)u
n−1 + · · · + v′1(h)u +
v′0(h)) +mumz
m−1+ (m− 1)um−1z
m−2+ · · ·+ u1]hx = 0 Thus, we have hx = 0 or
u0y(v
′
n(h)u
n+v′n−1(h)u
n−1+· · ·+v′1(h)u+v
′
0(h))+mumz
m−1+(m−1)um−1z
m−2+
· · ·+ u1 = 0 (2.9)
(i) If hx = 0, then h = 0 because H(0) = 0. Thus, u, v, h are linearly depen-
dent.
(ii) If equation (2.9) is true, then u0yv
′
n(h) = 0 by comparing the coefficients
of znm of equation (2.9). Thus, we have u0y = 0 or v
′
n(h) = 0. If u0y = 0, then
it follows from equation (2.9) that um = 0. This is a contradiction! If v
′
n(h) = 0,
then it reduces to the following case.
Case II If umy = 0 and v
′
n(h) = 0, then we have u(m−1)y = · · · = u1y = 0 by
comparing the coefficients of zm(n−1)+i for i = m − 1, . . . , 2, 1 of equation (2.7).
Comparing the coefficients of zim for i = n− 1, n− 2, . . . , 2 of equation (2.7), we
have
v′i(h)hy + (i+ 1)vi+1(h)u0y = 0 (2.10)
and we have
ujx + uj(v
′
1(h)hy + 2v2(h)u0y) = 0 (2.11)
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by comparing the coefficients of zj for j = m,m− 1, . . . , 1. Then equation (2.7)
has the following form:
u0x + u0(v
′
1(h)hy + 2v2(h)u0y) + v
′
0(h)hy + u0yv1(h) = 0 (2.12)
It follows from equation (2.6) that (v′n−1(h)u
n−1 + v′n−2(h)u
n−2 + · · ·+ v′1(h)u +
v′0(h))[(umxz
m + u(m−1)xz
m−1 + · · · + u1xz + u0x)hy − u0yhx] − hx(mumz
m−1 +
(m − 1)um−1z
m−2 + · · · + u1) − hy(nvn(h)u
n−1 + (n − 1)vn−1(h)u
n−2 + · · · +
v1(h))(mumz
m−1 + (m− 1)um−1z
m−2 + · · ·+ u1) = 0 (2.13)
Comparing the coefficients of znm of equation (2.13), we have v′n−1(h)umx = 0.
Thus, we have v′n−1(h) = 0 or umx = 0.
If v′n−1(h) = 0 and m ≥ 2, then we have hynvn(h)mu
n
m = 0 by comparing the
coefficients of z(n−1)m+m−1 of equation (2.13). Thus, we have hy = 0. It follows
from equation (2.10) (i = m−1) that u0y = 0. Comparing the coefficients of z
m−1
of equation (2.13), we have hx = 0. Since H(0) = 0, so we have h = 0. Thus,
u, v, h are linearly dependent.
If v′n−1(h) = 0 and m = 1, then we have
hy(v
′
n−2(h)u1x − nvn(h)u
2
1) = 0
by comparing the coefficients of zn−1 of equation (2.13). Thus, we have hy = 0 or
v′n−2(h)u1x − nvn(h)u
2
1 = 0.
(a) If hy = 0, then we have u0y = 0 by equation (2.10) (i = m− 1). It follows
from equation (2.13) that hx = 0. Since H(0) = 0, we have h = 0. Thus, u, v, h
are linearly dependent.
(b) If v′n−2(h)u1x − nvn(h)u
2
1 = 0, then we have
v′n−2(h)u1x = nvnu
2
1 (2.14)
Since u1y = 0, we have u1 ∈ K[x]. Thus, nvnu
2
1 ∈ K[x]. It follows from equation
(2.14) that v′n−2(h) ∈ K or hy = 0.
If hy = 0, then it reduces to (a). If v
′
n−2(h) ∈ K, then we have vnu1 = 0 by
comparing the degree of x of two sides of equation (2.14). This is a contradiction!
If umx = 0, then we have vn(h), um ∈ K
∗. It follows from equation (2.11)
(j = m) that
v′1(h)hy + 2v2(h)u0y = 0 (2.15)
Thus, we have ujx = 0 for 1 ≤ j ≤ m − 1 by substituting equation (2.15) to
equation (2.11) for 1 ≤ j ≤ m − 1. Therefore, equation (2.12) has the following
form:
u0x + v
′
0(h)hy + u0yv1(h) = 0 (2.16)
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and equation (2.13) has the following form: (v′n−1(h)u
n−1 + v′n−2(h)u
n−2 + · · · +
v′1(h)u+ v
′
0(h))(u0xhy − u0yhx)− hx(mumz
m−1 + (m− 1)um−1z
m−2 + · · ·+ u1)−
hy(nvn(h)u
n−1+(n−1)vn−1(h)u
n−2+ · · ·+v1(h))(mumz
m−1+(m−1)um−1z
m−2+
· · ·+ u1) = 0 (2.17)
If m ≥ 2, then we have hynvn(h)mu
n
m = 0 by comparing the coefficients
of zm(n−1)+m−1 of equation (2.17). Thus, we have hy = 0. Then, with the same
arguments as in (a), we have that u, v, h are linearly dependent.
If m = 1, then u = u1z + u0(x, y), v(u, h) = vn(h)u
n + · · · + v1(h)u + v0(h)
with u1, vn(h) ∈ K
∗. Thus, equation (2.17) has the following form: (v′n−1(h)u
n−1+
v′n−2(h)u
n−2 + · · ·+ v′1(h)u+ v
′
0(h))(u0xhy − u0yhx)− hxu1 − hyu1(nvn(h)u
n−1 +
(n− 1)vn−1(h)u
n−2 + · · ·+ v1(h)) = 0 (2.18)
Comparing the coefficients of zim of equation (2.18) for i = n− 1, . . . , 1, we have
the following equations:
v′i(h)(u0xhy − u0yhx)− (i+ 1)vi+1(h)u1hy = 0 (2.19)
Then equation (2.18) has the following form:
v′0(h)(u0xhy − u0yhx)− hxu1 − v1(h)u1hy = 0 (2.20)
If u0xhy − u0yhx = 0, then it follows from equation (2.19) for i = n − 1 that
hy = 0. It follows from equation (2.18) that hx = 0. Since H(0) = 0, we have
h = 0. Thus, u, v, h are linearly dependent.
If u0xhy − u0yhx 6= 0, then we have v
′
n−1(h) ∈ K by comparing the degree of y of
equation (2.19) for i = n− 1. It follows from equation (2.10) (i = n− 1) that
u0 = −
vn−1(h)
nvn
+ c1(x) (2.21)
for some c1(x) ∈ K[x]. Substituting equation (2.21) to equation (2.19) for i =
n − 1, we have v′n−1(h)c
′
1(x)hy = nvnu1hy. If hy = 0, then it follows from the
arguments of (a) that h = 0. Thus, u, v, h are linearly dependent. If hy 6= 0, then
v′n−1(h)c
′
1(x) = nvnu1. Since vn, u1 ∈ K
∗, so we have v′n−1(h), c
′
1(x) ∈ K
∗. Thus,
c1(x) = ax+ b with a ∈ K
∗. Then we have
a =
nvnu1
v′n−1(h)
(2.22)
Thus, equation (2.19) (i = n− 1) has the following form:
u0xhy − u0yhx = ahy.
Substituting the above equation to equation (2.20), we have the following equa-
tion:
v′0(h)ahy = u1hx + v1(h)u1hy
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Substituting equation (2.22) to the above equation, we have
v′0(h)hy =
v′n−1(h)
nvn
hx +
v1(h)v
′
n−1(h)
nvn
hy (2.23)
Then substituting equation (2.21) to equation (2.16), we have
v′0(h)hy =
v′n−1(h)
nvn
hx − a+
v1(h)v
′
n−1(h)
nvn
hy
Substituting equation (2.23) to the above equation, we have a = 0. This is a
contradiction!
If n = 1, then u = um(x, y)z
m + um−1(x, y)z
m−1 + · · ·+ u1(x, y)z + u0(x, y),
v(u, h) = v1(h)u + v0(h) with umv1 6= 0. It follows from equation (2.6) that
(v′1(h)u+v
′
0(h))[(umxz
m+u(m−1)xz
m−1+· · ·+u1xz+u0x)hy−(umyz
m+u(m−1)yz
m−1+
· · ·+u1yz+u0y)hx]−hx(mumz
m−1+(m−1)um−1z
m−2+· · ·+u1)−hyv1(h)(mumz
m−1+
(m− 1)um−1z
m−2 + · · ·+ u1) = 0 (2.24)
Comparing the coefficients of z2m of equation (2.24), we have v′1(h)um(umxhy −
umyhx) = 0. Thus, we have v
′
1(h) = 0 or umxhy − umyhx = 0.
If v′1(h) = 0, then v1(h) ∈ K
∗. Let
T1 =


1 0 0
v1 1 0
0 0 1

 .
Then T−11 HT1 = (u(x, y + v1x), v0(h(x, y + v1x)), h(x, y + v1x)) := (u¯, v¯, h¯). It
follows from Theorem 2.1 that u¯, v¯, h¯ are linearly dependent. Thus, u, v, h are
linearly dependent.
If v′1(h) 6= 0, then umxhy − umyhx = 0 and uixhy − uiyhx = 0 by comparing
the coefficients of zm+i of equation (2.24) for i = m − 1, m − 2, . . . , 2, 1, 0. That
is,
uxhy − uyhx = 0 (2.25)
Then equation (2.24) has the following form: (hx + v1hy)uz = 0. Since uz 6= 0, so
we have hx + v1hy = 0. That is,
hx = −v1(h)hy (2.26)
Substituting equation (2.26) to equation (2.25), we have (ux + v1(h)uy)hy = 0.
Thus, we have hy = 0 or ux + v1(h)uy = 0.
If hy = 0, then it follows from equation (2.26) that hx = 0. Since H(0) = 0, we
have h = 0. Thus, u, v, h are linearly dependent.
If ux + v1(h)uy = 0, then it follows from equation (2.5) that
ux + vhhy + v1(h)uy = 0
Thus, we have vhhy = 0. Since vh 6= 0, so we have hy = 0. It follows from the
above arguments that u, v, h are linearly dependent.
8
Corollary 2.5. Let H = (u(v, h), v(x, y, z), h(x, y)) be a polynomial map with
H(0) = 0. If JH is nilpotent, then u, v, h are linearly dependent.
Proof. Let
T =


0 1 0
1 0 0
0 0 1

 .
Then T−1HT = (v(y, x, z), u(v, h), h(y, x)). Since JH is nilpotent, we have that
J(T−1HT ) is nilpotent. It follows from Theorem 2.2 that u, v, h are linearly de-
pendent.
Theorem 2.6. Let H = (u(x, y), v(u, h), h(x, y, z)) be a polynomial map with
H(0) = 0. If JH is nilpotent, then u, v, h are linearly dependent over K.
Proof. Since JH is nilpotent, we have the following equations:


ux + vuuy + vhhy + hz = 0 (2.27)
uxvhhy − uyvhhx + hzvuuy + uxhz = 0 (2.28)
Let h(x, y, z) = hdz
d+hd−1z
d−1+· · ·+h1z+h0, v(u, h) = vn(u)h
n+vn−1(u)h
n−1+
· · ·+ v1(u)h+ v0(u) with hdvn(u) 6= 0.
If nd = 0, then it follows from Proposition 2.1 that u, v, h are linearly depen-
dent. Thus, we can assume that n ≥ 1 and d ≥ 1. It follows from equation (2.27)
that ux + (v
′
n(u)h
n + v′n−1(u)h
n−1+ · · ·+ v′1(u)h+ v
′
0(u))uy + (nvn(u)h
n−1+ (n−
1)vn−1(u)h
n−2 + · · ·+ v1(u))(hdyz
d + h(d−1)yz
d−1 + · · ·+ h1yz + h0y) + dhdz
d−1 +
(d− 1)hd−1z
d−2 + · · ·+ h1 = 0 (2.29)
We always view that the polynomials are in K[x, y][z] with coefficients in K[x, y]
in the following arguments. Comparing the coefficients of zdn of equation (2.29),
we have
v′n(u)h
n
duy + nvn(u)h
n−1
d hdy = 0.
That is,
v′n(u)uy
vn(u)
= −n
hdy
hd
(2.30)
Suppose hdy 6= 0. Then v
′
n(u)uy 6= 0. Thus, we have vn(u)h
n
d = e
c(x) by integrating
the two sides of equation (2.30) with respect to y, where c(x) is a function of x.
Since vn(u), hd ∈ K[x, y] and e
c(x) is a function of x, we have vn(u), hd ∈ K[x].
This is a contradiction! Thus, we have that hdy = 0 and vn(u) ∈ K
∗ or hdy = 0
and uy = 0.
If hdy = 0 and uy = 0, then equation (2.27) has the following form:
ux + vhhy + hz = 0 (2.31)
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It follows from equation (2.28) that ux(vhhy + hz) = 0. Thus, we have ux = 0 or
vhhy + hz = 0.
(A) If ux = 0, then u = 0 because H(0) = 0. Thus, u, v, h are linearly
dependent.
(B) If vhhy + hz = 0, then it follows from equation (2.31) that ux = 0. It
reduces to (A).
If hdy = 0 and vn(u) ∈ K
∗, then suppose that n ≥ 2, we have hiy = 0 for
i = d−1, . . . , 1 by comparing the coefficients of zd(n−1)+i of equation (2.29). Thus,
equation (2.29) has the following form:
ux+(v
′
n−1(u)h
n−1+ · · ·+ v′1(u)h+ v
′
0(u))uy+(nvn(u)h
n−1+(n−1)vn−1(u)h
n−2+
· · ·+ v1(u))h0y + dhdz
d−1 + (d− 1)hd−1z
d−2 + · · ·+ h1 = 0 (2.32)
Comparing the coefficients of zdj for j = n−1, n−2, . . . , 1, we have the following
equations:
v′j(u)uy + (j + 1)vj+1(u)h0y = 0 (2.33)
Thus, we have d = 1 by comparing the coefficients of zd−1. Then equation (2.32)
has the following form:
v′0(u)uy = −ux − v1(u)h0y − h1 (2.34)
Consequently, we have h(x, y, z) = h1z + h0, v(u, h) = vn(u)h
n + vn−1(u)h
n−1 +
· · ·+ v1(u)h+ v0(u) with vnh1 6= 0 and h1y = 0, vn(u) ∈ K
∗. It follows from equa-
tion (2.28) that ux(nvnh
n−1+(n−1)vn−1(u)h
n−2+ · · ·+v1(u))h0y−uy(nvnh
n−1+
(n− 1)vn−1(u)h
n−2 + · · ·+ v1(u))(h1xz + h0x) + h1(v
′
n−1(u)h
n−1 + · · ·+ v′1(u)h+
v′0(u))uy + uxh1 = 0 (2.35)
Then we have uynvnh
n−1
1 h1x = 0 by comparing the coefficients of z
n of equation
(2.35). Thus, we have uy = 0 or h1x = 0.
If uy = 0, then it reduces to the former case.
If h1x = 0, then h1 ∈ K
∗. Comparing the coefficients of zj for j = n−1, . . . , 1
of equation (2.35), we have
(j + 1)vj+1(u)(uxh0y − uyh0x) + h1v
′
j(u)uy = 0 (2.36)
Then equation (2.35) has the following form:
v1(u)(uxh0y − uyh0x) + h1v
′
0(u)uy + uxh1 = 0 (2.37)
Substituting equations (2.33) to equation (2.36) for j = n−1, we have the follows
equation:
uxh0y − uyh0x = h1h0y (2.38)
Substituting equations (2.34), (2.38) to equation (2.37), we have
v1(u)h1h0y + h1(−ux − v1(u)h0y − h1) + uxh1 = 0
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That is, h1 = 0. This is a contradiction! Therefore, u, v, h are linearly dependent.
If hdy = 0 and vn(u) ∈ K
∗ and n = 1, then v(u, h) = v1(u)h + v0(h) and
v1 := v1(u) ∈ K
∗. Then equation (2.29) has the following form: ux + v
′
0(u)uy +
v1(h(d−1)yz
d−1+· · ·+h1yz+h0y)+dhdz
d−1+(d−1)hd−1z
d−2+· · ·+h1 = 0 (2.39)
Then we have
v1h(d−1)y + dhd = 0 (2.40)
by comparing the coefficients of zd−1 of equation (2.39). It follows from equation
(2.28) that
uxv1(h(d−1)yz
d−1+ · · ·+h1yz+h0y)−uyv1(hdxz
d+h(d−1)xz
d−1+ · · ·+h1xz+h0x)+
(dhdz
d−1 + (d − 1)hd−1z
d−2 + · · ·+ h1)(v
′
0(u)uy + ux) = 0 (2.41)
Comparing the coefficient of zd of equation (2.41), we have uyhdx = 0. That is,
uy = 0 or hdx = 0.
(I) If uy = 0, then ux = 0 because JH is nilpotent. Since u(0, 0) = 0, we have
u = 0. Thus, u, v, h are linearly dependent.
(II) If hdx = 0, then we have hd ∈ K
∗ and
v1(uxh(d−1)y − uyh(d−1)x) + dhd(ux + v
′
0(u)uy) = 0 (2.42)
by comparing the coefficients of zd−1 of equation (2.41). Substituting equation
(2.40) to equation (2.42), we have
(dhdv
′
0(u)− v1h(d−1)x)uy = 0 (2.43)
It follows from equation (2.40) that hd−1 = −dv
−1
1 hd·y+c(x) for some c(x) ∈ K[x].
Then h(d−1)x = c
′(x) ∈ K[x]. It follows from equation (2.43) that uy = 0 or
v′0(u) ∈ K.
If uy = 0, then it reduces to (I).
If v′0(u) ∈ K, then v0(u) = au + b for some a, b ∈ K. Thus, we have v(u, h) =
v1h+ au+ b with v1 ∈ K
∗ and a, b ∈ K. Since H(0) = 0, we have b = 0. That is,
v(u, h) = v1h + au. Thus, u, v, h are linearly dependent.
Corollary 2.7. Let H = (u(v, h), v(x, y), h(x, y, z)) be a polynomial map with
H(0) = 0. If JH is nilpotent, then u, v, h are linearly dependent.
Proof. Let
T =


0 1 0
1 0 0
0 0 1

 .
Then T−1HT = (v(y, x), u(v, h), h(y, x, z)). Since JH is nilpotent, so J(T−1HT ) =
T−1JHT is nilpotent. It follows from Theorem 2.6 that u, v, h are linearly depen-
dent.
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3 Polynomial maps of the form H = (u(x, y), v(x,
y, z), h(x, y))
In this section, we classify polynomial maps of the formH = (u(x, y), v(x, y, z), h(x,
y)) in the case JH is nilpotent and (degy u, degy h) ≤ 2 or at least one of degy u,
degy h is a prime.
Lemma 3.1. Let u(x, y), h(x, y) ∈ K[x, y] and u(0, 0) = h(0, 0) = 0. If det J(u, h) =
0, then there exists q(x, y) ∈ K[x, y] such that u(x, y), h(x, y) ∈ K[q(x, y)].
Proof. Let D = hy∂x−hx∂y. It follows from Theorem 2.8 in [9] or Theorem 1.2.5
in [5] that KerD = K[q] for some polynomial q ∈ K[x, y]. Since Dh = 0 = Du,
so we have that u, h ∈ K[q].
Lemma 3.2. Let H = (u(x, y), v(x, y, z), h(x, y)) be a polynomial map with
H(0) = 0. Assume that the components of H are linearly independent over K. If
JH is nilpotent, then degz v(x, y, z) = 1 and the coefficient of z in v is a non-zero
constant.
Proof. The conclusion follows from the first part of the proof of Theorem 2.8 in
[13].
Theorem 3.3. Let H = (u(x, y), v(x, y, z), h(x, y)) be a polynomial map with
H(0) = 0. Assume that the components of H are linearly independent over K. If
JH is nilpotent and degy u is a prime or degy h is a prime, then u = g(ay+b(x)),
v = v1z − a
−1b′(x)g(ay + b(x)) − v1l2x, h = c0u
2 + l2u, where b(x) = v1c0ax
2 +
l1x+ l˜2; v1, c0, a ∈ K
∗; l1, l2, l˜2 ∈ K, g(t) ∈ K[t] and g(0) = 0, degt g(t) ≥ 1.
Proof. Since JH is nilpotent, we have the following equations:


ux + vy = 0 (3.1)
uxvy − vxuy = vzhy (3.2)
vz(uxhy − uyhx) = 0 (3.3)
Let v = vdz
d + · · · + v1z + v0. Then it follows from Lemma 3.1 that d = 1 and
v1 ∈ K
∗. Since degy u or degy h is a prime, we have that (degy u, degy h) = 1 or
degy u or degy h.
Case (I) If (degy u, degy h) = 1, then the conclusion follows from Theorem 2.8
in [13].
Case (II) If (degy u, degy h) = degy u, then it follows from equation (3.3) and
Lemma 3.1 that there exists q ∈ K[x, y] such that u, h ∈ K[q]. Since degy u is a
prime, we have that degy q = 1 or degy u.
If degy q = 1, then the conclusion follows from the proof of Theorem 2.8 in [13].
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If degy q = degy u, then u(x, y) = u(q) = λq + λ0 for λ ∈ K
∗, λ0 ∈ K. Thus,
q = λ−1u − λ−1λ0. That is, h is a polynomial of u. Then the conclusion follows
from Theorem 2.1 in [4].
Case (III) If (degy u, degy h) = degy h, then degy h is a prime. Thus, it follows
from the arguments of Case (II) that u is a polynomial of h. It follows from
Corollary 2.3 that u, v, h are linearly dependent. This is a contradiction!
Lemma 3.4. Let H = (u(x, y), v(x, y, z), h(x, y)) be a polynomial map over
K[x, y, z]. Assume that H(0) = 0 and the components of H are linearly inde-
pendent over K. If JH is nilpotent, then deg h ≤ 2 deg u, degy h ≤ 2 degy u,
degx h ≤ 2 degx u and the coefficients of the highest degree of y in u and h are
non-zero constants.
Proof. Let v = vdz
d + vd−1z
d−1 + · · · + v1z + v0. Then it follows from Lemma
3.2 that d = 1 and v1 ∈ K
∗. Since JH is nilpotent, so we have the following
equations: 

ux + v0y = 0 (3.4)
uxv0y − v0xuy − v1hy = 0 (3.5)
v1(uxhy − uyhx) = 0 (3.6)
It follows from equation (3.4) that ux = −v0y. Thus, there exists P ∈ K[x, y]
such that
u = −Py, v0 = Px (3.7)
It follows from equation (3.6) and Lemma 3.1 that there exists q ∈ K[x, y] such
that u, h ∈ K[q] (3.8)
It follows from (3.7) and (3.8) that uy = u
′(q)qy = −Pyy , hy = h
′(q)qy, so we have
qy = −
Pyy
u′(q)
(3.9)
and
hy = −
h′(q)
u′(q)
Pyy (3.10)
because u′(q)h′(q) 6= 0. Otherwise, u = 0 or h = 0 which deduce that u, v, h are
linearly dependent. This is a contradiction! Substituting equations (3.7), (3.9)
and (3.10) to equation (3.5), we have the following equation:
u′(q)(P 2xy − PxxPyy) = v1h
′(q)Pyy (3.11)
Since u, v, h are linearly independent, so uy 6= 0 because JH is nilpotent and
u(0, 0) = 0. Thus, Pyy = −uy 6= 0. Therefore, we have the following inequality
(degq h(q) − 1) degy q + degy P − 2 ≤ (degq u(q) − 1) degy q + 2(degy P − 1) by
comparing the degree of y of equation (3.11). That is,
degq h(q) degy q ≤ degq u(q) degy q + degy P.
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It follows from (3.7) and (3.8) that degy P − 1 = degy u = degq u(q) degy q. Thus,
we have the following inequality
degy q(degq h(q)− 2 degq u(q)) ≤ 1 (3.12)
Since uy 6= 0, so it follows from (3.8) that degy q ≥ 1.
If degy q = 1, then it follows from the proof of Theorem 2.8 in [13] that
h = c0u
2 + c1u for c0 ∈ K
∗ and c1 ∈ K and u = g(ay + b(x)) for g(t) ∈ K[t],
a ∈ K∗.Then the conclusion follows.
If degy q ≥ 2, then it follows from (3.12) that degq h(q) ≤ 2 degq u(q). Thus, we
have deg h = degq h(q) deg q ≤ 2 degq u(q) deg q = 2deg u, degy h = degq h(q) degy q
≤ 2 degq u(q) degy q = 2degy u, degx h = degq h(q) degx q ≤ 2 degq u(q) degx q =
2degx u. Let P (x, y) = ar(x)y
r + ar−1(x)y
r−1 + · · · + a1(x)y + a0(x), h(x, y) =
hn(x)y
n+hn−1(x)y
n−1+ · · ·+h1(x)y+h0(x) with ar(x)hn(x) 6= 0. It follows from
equations (3.5) and (3.7) that
(ra′r(x)y
r−1 + (r− 1)a′r−1(x)y
r−2 + · · ·+ a′1(x))
2 − (a′′r(x)y
r + a′′r−1(x)y
r−1 + · · ·+
a′′1(x)y + a
′′
0(x))(r(r − 1)ar(x)y
r−2 + (r − 1)(r − 2)ar−1(x)y
r−2 + · · ·+ 2a2(x)) =
−v1(nhn(x)y
n−1 + (n− 1)hn−1(x)y
n−2 + · · ·+ h1(x)) (3.13)
We view that the polynomials are in K[x][y] with coefficients in K[x] when com-
paring the coefficients of yk. Since n = degy h ≤ 2 degy u = 2(r − 1). So we have
n− 1 ≤ 2r − 3. Then we have the following equation
r2(a′r(x))
2 − r(r − 1)a′′r(x)ar(x) = 0 (3.14)
by comparing the coefficients of y2r−2 of equation (3.13). Thus, we have ar(x) ∈
K∗ by comparing the coefficients of the highest degree of equation (3.14). Let
q(x, y) = ql(x)y
l+· · ·+q1(x)y+q0(x). Then u(x, y) = u(q) = −Py = −(rar(x)y
r−1+
· · ·+a1(x)). Thus, we have ql(x) ∈ K
∗. Since h = h(q) = h(ql(x)y
l+ · · ·+q1(x)y+
q0(x)), so the coefficients of the highest degree of y in u and h are non-zero con-
stants.
Theorem 3.5. Let H = (u(x, y), v(x, y, z), h(x, y)) be a polynomial map over
K[x, y, z]. Assume that H(0) = 0 and the components of H are linearly indepen-
dent over K. If JH is nilpotent and (degy u, degy h) ≤ 2, then H has the form of
Theorem 3.3.
Proof. Let v = vdz
d + · · ·+ v1z + v0. Then it follows from Lemma 3.2 that d = 1
and v1 ∈ K
∗. Since JH is nilpotent, we have the following equations:


ux + v0y = 0 (3.4)
uxv0y − v0xuy − v1hy = 0 (3.5)
v1(uxhy − uyhx) = 0 (3.6)
It follows from equation (3.6) and Lemma 3.1 that there exists q ∈ K[x, y] such
that u, h ∈ K[q] (3.8)
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Since degy q ≤ (degy u, degy h) ≤ 2, so we have degy q = 0 or 1 or 2.
If degy q = 0, then degy u = 0 = degy h. It follows from equation (3.5) that
v0y = 0 or ux = 0. If v0y = 0, then it follows from equation (3.4) that ux = 0.
Since u(0, 0) = 0, we have u = 0 in the two cases. Thus, u, v, h are linearly
dependent. This is a contradiction!
If degy q = 1, then the conclusion follows from the proof of Theorem 2.8 in [13].
If degy q = 2, then degy qy = 1. Let q(x, y) = q2(x)y
2+q1(x)y+q0(x) with q2(x) 6=
0. It follows from Lemma 3.4 and (3.8) that q2(x) ∈ K
∗. Thus, qy = 2q2y + q1(x)
with q2 ∈ K
∗. Clearly, qy is irreducible.
Substituting (3.4) and (3.8) to equation (3.5), we have−(u′(q)qx)
2−v0xu
′(q)qy =
v1h
′(q)qy. That is,
qy[v1h
′(q) + v0xu
′(q)] = −(u′(q)qx)
2
Since qy is irreducible, so we have that qy|qx or qy|u
′(q).
If qy|qx, then there exists µ(x, y) ∈ K[x, y] such that qx = µ(x, y)qy. Since
qy = 2q2y + q1(x) and qx = q
′
1(x)y + q
′
0(x), so we have µ(x, y) ∈ K[x]. Let
µ(x) := µ(x, 0) = µ(x, y). Then
qx = µ(x)qy (3.15)
Let x¯ = x, y¯ = y+
∫
µ(x)dx. Then it follows from equation (3.15) that qx¯ = 0. Let
b¯(x) =
∫
µ(x)dx. Then q = q(y+ b¯(x)) ∈ K[y+ b¯(x)]. That is, u, h ∈ K[y+ b¯(x)].
Then the conclusion follows from the proof of Theorem 2.8 in [13].
If qy|u
′(q), then (2q2y + q1(x))|u
′(q). Since u′(q) is a polynomial of q, so we
have that u′(q) = c0(q + c1)(q + c2) · · · (q + ck) for c0 ∈ K
∗, ci ∈ K, 1 ≤ i ≤ k.
Since qy is irreducible, so there exists i0 ∈ {1, 2, . . . , k} such that qy|(q+ci0). That
is,
q2y
2 + q1(x)y + q0(x) + ci0 = (cy + α(x))(2q2y + q1(x)) (3.16)
Then we have the following equations:


c =
1
2
(3.17)
cq1(x) + 2q2α(x) = q1(x) (3.18)
α(x)q1(x) = q0(x) + ci0 (3.19)
by comparing the coefficients of y2, y, y0 of equation (3.16). It follows from equa-
tions (3.18), (3.19) that α(x) = 1
4q2
q1(x), q0(x) =
1
4q2
q21(x) − ci0. Thus, we have
q(x, y) = q2y
2 + q1(x)y +
1
4q2
q21(x) − ci0 = q2 · (y +
1
2q2
q1(x))
2 − ci0. That is,
q(x, y) ∈ K[y+ q1(x)
2q2
]. Thus, we have that u, h ∈ K[y+ q1(x)
2q2
]. Then the conclusion
follows from the proof of Theorem 2.8 in [13].
Remark 3.6. We can replace the condition that (degy u(x, y), m) = 1 by the
condition (degy u(x, y), m) ≤ 2 in Theorem 2.10 and replace the condition that
(m,n) = 1 by the condition (m,n) ≤ 2 in Theorem 3.2 and Theorem 3.4 in [13].
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Corollary 3.7. Let H = (u(x, y, z), v(x, y), h(x, y)) be a polynomial map over
K[x, y, z]. Assume that H(0) = 0 and the components of H are linearly indepen-
dent over K. If JH is nilpotent and (degx v, degx h) ≤ 2 or at least one of degx v,
degx h is a prime, then u = u1z− a
−1b′(y)g(ax+ b(y))− u1l2y, v = g(ax+ b(y)),
h = c0v
2 + l2v, where b(y) = u1c0ay
2 + l1y + l˜2, u1, c0, a ∈ K
∗, l1, l2, l˜2 ∈ K,
g(t) ∈ K[t] and g(0) = 0, degt g(t) ≥ 1.
Proof. Let
T =


0 1 0
1 0 0
0 0 1

 .
Then T−1HT = (v(y, x), u(y, x, z), h(y, x)) := (v¯(x, y), u¯(x, y, z), h¯(x, y)). Since
JH is nilpotent, so we have that J(T−1HT ) = T−1JHT is nilpotent. Clearly,
degy v¯(x, y) = degy v(y, x) = degx v(x, y) and degy h¯(x, y) = degy h(y, x) =
degx h(x, y), so we have that (degy v¯(x, y), degy h¯(x, y)) ≤ 2 or at least one of
degy v¯, degy h¯ is a prime. It follow from Theorem 3.3 and Theorem 3.5 that
v(y, x) = g(ay + b(x)), u(y, x, z) = u1z − a
−1b′(x)g(ay + b(x)) − u1l2x, h(y, x) =
c0v
2(y, x)+ l2v(y, x), where b(x) = u1c0ax
2+ l1x+ l˜2; u1, c0, a ∈ K
∗; l1, l2, l˜2 ∈ K,
g(t) ∈ K[t] and g(0) = 0 degt g(t) ≥ 1. Then the conclusion follows.
Corollary 3.8. Let H = (u(x, y, z), v(x, y), h(x, y)) be a polynomial map over
K[x, y, z] and v(x, y) = (a(y)x + b(y))n. Assume that H(0) = 0 and the compo-
nents of H are linearly independent over K. If JH is nilpotent, then v(x, y) =
(ay + b(y))n, u = u1z − a
−1b′(y)(ax + b(y))n − u1l2y, h = c0v
2 + l2v, where
b(y) = u1c0ay
2 + l1y + l˜2, u1, c0, a ∈ K
∗, l1, l2, l˜2 ∈ K.
Proof. Let
T =


0 1 0
1 0 0
0 0 1

 .
Then T−1HT = (v(y, x), u(y, x, z), h(y, x)) := (v¯(x, y), u¯(x, y, z), h¯(x, y)). Since
JH is nilpotent, so we have that J(T−1HT ) = T−1JHT is nilpotent. It follows
from Lemma 3.2 that degz u¯(x, y, z) = 1. Thus, we have that v¯xh¯y − v¯yh¯x = 0.
It follows from Lemma 3.1 that there exists q ∈ K[x, y] such that v¯, h¯ ∈ K[q].
Since v¯(x, y) = v(y, x) = (a(x)y + b(x))n, we have q = (a(x)y + b(x))n1 for some
n1 ∈ N
∗. Thus, we have h¯ ∈ K[a(x)y+ b(x)]. That is, h ∈ K[a(y)x+ b(y)]. Since
the condition (degy v¯, degy h¯) ≤ 2 in Theorem 3.5 is only used to get that v¯, h¯ are
polynomials of a(x)y + b(x) and the condition (degx v, degx h) ≤ 2 in Corollary
3.7 is only used to get that (degy v¯, degy h¯) ≤ 2, so the conclusion follows from
the the proof the Theorem 3.5 and Corollary 3.7.
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Corollary 3.9. Let H = (u(x, y), v(x, y, z), h(x, y)) be a polynomial map over
K[x, y, z]. Assume that H(0) = 0 and the components of H are linearly indepen-
dent over K. If JH is nilpotent and degy u ≤ 4 or degy h ≤ 4, then H has the
form of Theorem 3.3.
Proof. Let v = vdz
d + · · ·+ v1z + v0. Then it follows from Lemma 3.2 that d = 1
and v1 ∈ K
∗. Since JH is nilpotent, we have the following equations:


ux + v0y = 0 (3.4)
uxv0y − v0xuy − v1hy = 0 (3.5)
v1(uxhy − uyhx) = 0 (3.6)
If degy u = 3 or degy h = 3, then the conclusion follows from Theorem 3.3.
So we can assume that degy u 6= 3 and degy h 6= 3. It follows from equation
(3.6) and Lemma 3.1 that there exist q ∈ K[x, y] such that u, h ∈ K[q]. Since
degy q|(degy u, degy h), so we have degy q = 0 or 1 or 2 or 4.
If degy q = 0 or 1 or 2, then the conclusion follows from the proof of Theorem
3.5.
If degy q = 4, then degy q = degy u or degy q = degy h.
(1) If degy q = degy u, then u(x, y) = u(q) = λq + λ0 with λ ∈ K
∗, λ0 ∈ K.
That is, q = λ−1u − λ−1λ0. Thus, h is a polynomial of u. Then the conclusion
follows from Theorem 2.1 in [4].
(2) If degy q = degy h, then it follows from the arguments of (1) that u is a
polynomial of h. It follows from Corollary 2.3 that u, v, h are linearly dependent.
This is a contradiction!
Corollary 3.10. Let H = (u(x, y), v(x, y, z), h(x, y)) be a polynomial map over
K[x, y, z]. Assume that H(0) = 0 and the components of H are linearly indepen-
dent over K. If JH is nilpotent and u or h is a polynomial of y + a(x) for some
a(x) ∈ K[x], then H has the form of Theorem 3.3.
Proof. Let v = vdz
d + · · ·+ v1z + v0 with vi ∈ K[x, y], 0 ≤ i ≤ d. Then it follows
from Lemma 3.2 that d = 1 and v1 ∈ K
∗. Since JH is nilpotent, so we have the
following equations:


ux + v0y = 0 (3.4)
uxv0y − v0xuy − v1hy = 0 (3.5)
v1(uxhy − uyhx) = 0 (3.6)
It follows from equation (3.6) and Lemma 3.1 that there exists q ∈ K[x, y] such
that u, h ∈ K[q] (3.8)
Thus, by the Fundamental Theorem of Algebra, we have that
u = u(q) = c0(q + c1)(q + c2) · · · (q + ck) (3.20)
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and
h = h(q) = d0(q + d1)(q + d2) · · · (q + dl)
for c0, d0 ∈ K
∗ and ci, dj ∈ K, 1 ≤ i ≤ k, 1 ≤ j ≤ l.
Case I If u is a polynomial of y + a(x), then let T = y + a(x), by the Funda-
mental Theorem of Algebra, we have
u = u(T ) = e0(T + e1)(T + e2) · · · (T + es) (3.21)
for e0 ∈ K
∗, e1, . . . , es ∈ K. It is clear that T + e1, T + e2, . . . , T + es are
irreducible. It follows from equations (3.20) and (3.21) that
(q + c1)(q + c2) · · · (q + ck)|(T + e1)(T + e2) · · · (T + es) (3.22)
Suppose q+c1 = q1q2 · · · qr1 and q1, q2, . . . , qr1 are irreducible. It follows from (3.22)
that qm|(T+eim) for 1 ≤ m ≤ r1, 1 ≤ im ≤ s. That is, T+eim = bmqm for bm ∈ K
∗.
Thus, we have q+ c1 = b(T + ei1)(T + ei2) · · · (T + eir1 ), where b = (b1b2 · · · bm)
−1.
Therefore, q is a polynomial of T . So we have q, u, h ∈ K[y + a(x)]. Then the
conclusion follows from the proof of Theorem 2.8 in [13].
Case II If h is a polynomial of y+ a(x), then let T = y+ a(x), it follows from
the arguments of Case I that u, h ∈ K[y+a(x)]. Then the conclusion follows from
the proof of Theorem 2.8 in [13].
Theorem 3.11. Let H = (u(x, y), v(x, y, z), h(x, y)) be a polynomial map over
K[x, y, z]. Assume that H(0) = 0. If JH is nilpotent and u is homogeneous of
degree n, then u, v, h are linearly dependent.
Proof. Let v = vdz
d + · · ·+ v1z + v0 with vi ∈ K[x, y], 0 ≤ i ≤ d. Then it follows
from Lemma 3.2 that d = 1 and v1 ∈ K
∗. Since JH is nilpotent, so we have the
following equations:


ux + v0y = 0 (3.4)
uxv0y − v0xuy − v1hy = 0 (3.5)
v1(uxhy − uyhx) = 0 (3.6)
It follows from equation (3.4) that ux = −v0y . Thus, there exists a polynomial
P ∈ K[x, y] such that u = −Py, v0 = Px (3.23)
Let h = h(m)+h(m−1)+ · · ·+h(1), where h(j) is the homogeneous part of degree j
of h and h(m) 6= 0. It follows from equation (3.6) and Lemma 3.1 that there exists
q ∈ K[x, y] such that u = u(q), h = h(q) ∈ K[q]. Suppose deg q = l, degq u = s,
degq h = t. Then
deg u = sl = n, deg h = tl = m (3.24)
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Let u = anx
n + an−1x
n−1y + an−2x
n−2y2 + · · ·+ a1xy
n−1 + a0y
n. It follows from
equation (3.23) that Py = −u. Thus, we have
P = −P (n+1) − f(x) (3.25)
for some f(x) ∈ K[x] and P (n+1) = anx
ny + 1
2
an−1x
n−1y2 + · · · + 1
n
a1xy
n +
1
n+1
a0y
n+1. Substituting equations (3.23) and (3.25) to equation (3.5), we have
the following equation
−u2x + (P
(n+1)
xx + f
′′(x))uy = v1(h
(m)
y + h
(m−1)
y + · · ·+ h
(1)
y ) (3.26)
Let f ′′(x) = brx
r + br−1x
r−1 + · · ·+ b1x+ b0 with b0, b1, . . . , br ∈ K and br 6= 0.
(1) If r ≥ n, then m = n+ r and v1h
(m)
y = brx
ruy. That is,
h(m) = v−11 brx
ru+ c(x) (3.27)
for some c(x) ∈ K[x]. The highest degree term in equation (3.6) is uxh
(m)
y −uyh
(m)
x .
Thus, we have
uxh
(m)
y − uyh
(m)
x = 0 (3.28)
Substituting equation (3.27) to equation (3.28), we have that ux(v
−1
1 brx
ruy) −
uy(v
−1
1 brx
rux + rv
−1
1 brx
r−1u+ c′(x)) = 0. That is,
(rv−11 brx
r−1u+ c′(x))uy = 0.
Since rv−11 br 6= 0, so we have uy = 0. Then ux = 0 because JH is nilpotent. Since
u(0, 0) = 0, so u = 0. Thus, u, v, h are linearly dependent.
(2) If r ≤ n− 1 and −u2x + P
(n+1)
xx uy + bn−1x
n−1uy 6= 0 in the case r = n− 1
or −u2x + P
(n+1)
xx uy 6= 0 in the case r < n− 1, then
m = 2n− 1.
Substituting equation (3.24) to the above equation, we have that tl = 2sl − 1.
That is, (2s− t)l = 1. So we have that l = 1 and
t = 2s− 1 (3.29)
Since degy q ≤ deg q = 1, so it follows from the proof of Theorem 2.8 in [13]
that H has the form of Theorem 3.3. Therefore, deg h = 2deg u. It follows from
equation (3.24) that t = 2s. This contradicted with equation (3.29).
(3) If r ≤ n−1 and −u2x+P
(n+1)
xx uy+ bn−1x
n−1uy = 0 in the case r = n−1 or
−u2x + P
(n+1)
xx uy = 0 in the case r < n− 1, then equation (3.26) has the following
form:
f¯(x)uy = v1hy (3.30)
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where f¯(x) ∈ K[x] and f¯(x) = f ′′(x) in the case r < n − 1, f¯(x) = f ′′(x) −
bn−1x
n−1 in the case r = n−1. It follows from equation (3.30) that h = f¯(x)u+c¯(x)
for c¯(x) ∈ K[x], f¯(x) = v−11 f¯(x). It follows from equation (3.6) that ux(f¯(x)uy)−
uy(f¯
′(x)u + f¯(x)ux + c¯
′(x)) = 0. That is, (f¯ ′(x)u + c¯′(x))uy = 0. Thus, we have
that uy = 0 or f¯
′(x) = c¯′(x) = 0.
If uy = 0, then it follows from the arguments of (1) that u, v, h are linearly
dependent.
If f¯ ′(x) = c¯′(x) = 0, then f¯(x), c¯(x) ∈ K. That is, h = f¯u+ c¯. Since u(0, 0) =
h(0, 0) = 0, so we have c¯ = 0. Thus, u, v, h are linearly dependent.
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