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TESTING FOR A δ-NEIGHBORHOOD OF A GENERALIZED
PARETO COPULA
STEFAN AULBACH AND MICHAEL FALK
Abstract. A multivariate distribution function F is in the max-domain of
attraction of an extreme value distribution if and only if this is true for the
copula corresponding to F and its univariate margins. Aulbach et al. (2012a)
have shown that a copula satisfies the extreme value condition if and only if the
copula is tail equivalent to a generalized Pareto copula (GPC). In this paper
we propose a χ2-goodness-of-fit test in arbitrary dimension for testing whether
a copula is in a certain neighborhood of a GPC. The test can be applied to
stochastic processes as well to check whether the corresponding copula process
is close to a generalized Pareto process. Since the p-value of the proposed test
is highly sensitive to a proper selection of a certain threshold, we also present a
graphical tool that makes the decision, whether or not to reject the hypothesis,
more comfortable.
1. Introduction
Consider a random vector (rv) U = (U1, . . . , Ud)
ᵀ whose distribution function
(df) is a copula C, i.e., each Ui follows the uniform distribution on (0, 1). The
copula C is said to be in the max-domain of attraction of an extreme value df
(EVD) G on Rd, denoted by C ∈ D(G), if
(1) Cn
(
1 +
1
n
x
)
→n→∞ G(x), x ≤ 0 ∈ Rd.
The characteristic property of the df G is its max-stability, precisely,
Gn
(x
n
)
= G(x), x ∈ Rd, n ∈ N;
see, e.g., Falk et al. (2011, Section 4).
Let U (1), . . . ,U (n) be independent copies of U . Equation (1) is equivalent with
P
(
n
(
max
1≤i≤n
U (i) − 1
)
≤ x
)
→n→∞ G(x), x ≤ 0,
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where 0 := (0, . . . , 0)ᵀ ∈ Rd and 1 := (1, . . . , 1)ᵀ ∈ Rd. All operations on vectors
such as max1≤i≤nU (i) are meant componentwise.
From Aulbach et al. (2012a, Corollary 2.2) we know that C ∈ D(G) if and only
if (iff) there exists a norm ‖·‖ on Rd such that the copula C satisfies the expansion
(2) C(u) = 1− ‖u− 1‖+ o(‖u− 1‖)
uniformly for u ∈ [0, 1]d as u ↑ 1, i.e.,
lim
t↓0
sup
u∈[0,1]d\{1}
‖u−1‖<t
∣∣C(u)− (1− ‖u− 1‖)∣∣
‖u− 1‖ = 0.
In this case the norm ‖·‖ is called a D-norm and is commonly denoted by ‖·‖D,
where the additional character D means dependence. The corresponding EVD G
is then given by
G(x) = exp(−‖x‖D), x ≤ 0 ∈ Rd;
we refer to Falk et al. (2011, Section 5.2) for further details. We have in particular
independence of the margins of G iff the D-norm ‖·‖D is the usual L1-norm ‖·‖1,
and we have complete dependence iff ‖·‖D is the maximum-norm ‖·‖∞.
If the copula C satisfies
C(u) = 1− ‖u− 1‖D, u0 ≤ u ≤ 1,
for some u0 ∈ [0, 1)d, then we refer to it as a generalized Pareto copula (GPC). The
characteristic property of a GPC is its excursion stability : The rvU = (U1, . . . , Ud)
ᵀ
follows a GPC iff there exists u0 ∈ [0, 1)d such that
P (Uk − 1 > t(uk − 1), k ∈ K) = tP (Uk > uk, k ∈ K), t ∈ [0, 1],
for all u ≥ u0 and each nonempty subset K of {1, . . . , d}, see Falk et al. (2011,
Proposition 5.3.4). Based on this characterization, Falk and Michel (2009) investi-
gated a test whether U follows a GPC; see also Falk et al. (2011, Section 5.8).
It is by no means obvious to find a copula C, which does not satisfy C ∈ D(G).
An example is given in Kortschak and Albrecher (2009). A family of copulas, which
are not in the max-domain of attraction of an EVD but come arbitrary close to a
GPC, is given in Section 2. Parts of the simulations in Section 7 are based on this
family.
If the remainder term in equation (2) satisfies
(δ-n) r(u) := C(u)− (1− ‖u− 1‖D) = O(‖u− 1‖1+δD )
as u ↑ 1 for some δ > 0, then the copula C is said to be in the δ-neighborhood
of a GPC. Note that (2) is already implied by (δ-n) and that O
(‖u− 1‖1+δD ) =
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O
(‖u− 1‖1+δ) for an arbitrary norm ‖·‖ on Rd. The significance of such δ-
neighborhoods is outlined in Section 3 where we also give some prominent examples.
In Section 4.1 we will derive a χ2-goodness-of-fit test based on U (1), . . . ,U (n) which
checks whether the pertaining copula C satisfies condition (δ-n).
Let X = (X1, . . . , Xd)
ᵀ be a rv with arbitrary df F . It is well-known (Deheuvels,
1978, 1983; Galambos, 1987) that F is in the max-domain of attraction of an EVD
iff this is true for the univariate margins of F together with the condition that the
copula CF corresponding to F satisfies (1). While there are various tests which
check for the univariate extreme value condition — see, e.g. Dietrich et al. (2002),
Drees et al. (2006) as well as Reiss and Thomas (2007, Section 5.3) — much less has
been done for the multivariate case. Utilizing the empirical copula, we can modify
the test statistic from Section 4.1 and check, whether CF satisfies condition (δ-n),
based on independent copies X(1), . . . ,X(d). This is the content of Section 4.2.
Sections 5 and 6 carry the results of Section 4 over to function space. The aim
is to test whether the copula process of a given stochastic process in C[0, 1] is in
a δ-neighborhood of a generalized Pareto copula process (GPCP). While Section 5
deals with copula processes or general processes as a whole, respectively, Section
6 considers the case that the underlying processes are observed at a finite grid of
points only.
In order to demonstrate the performance of our test, Section 7 states the results
of a simulation study. Since the results from the previous sections highly depend
on a proper choice of some threshold, we also present a graphical tool that makes
the decision, whether or not to reject the hypothesis, more comfortable.
2. A copula not in max-domain of attraction
The following result provides a one parametric family of bivariate rv, which are
easy to simulate. Each member of this family has the property that its corre-
sponding copula does not satisfy the extreme value condition (2). However, as the
parameter tends to zero, the copulas of interest come arbitrarily close to a GPC,
which, in general, is in the domain of attraction of an EVD.
Lemma 2.1. Let the rv V have df
Hλ(u) := u
(
1 + λ sin(log(u))
)
, 0 ≤ u ≤ 1,
where λ ∈ [−√22 , √22 ]. Note that Hλ(0) = 0, Hλ(1) = 1 and H ′λ(u) ≥ 0 for
0 < u < 1. Furthermore let the rv U be independent of V and uniformly distributed
on (0, 1). Put S1 := U =: 1−S2. Then the copula Cλ corresponding to the bivariate
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rv
(3) X := −V
2
(
1
S1
,
1
S2
)ᵀ
∈ (−∞, 0]2
is not in the domain of attraction of a multivariate EVD if λ 6= 0, whereas C0 is a
GPC with corresponding D-norm
‖x‖D = ‖x‖1 −
|x1||x2|
‖x‖1
for x = (x1, x2)
ᵀ 6= 0.
Denote by Fλ the df of −V/S1 =D −V/S2. Elementary computations yield that
it is given by
Fλ(x) =
|x|
−1( 1
2 +
λ
5
)
, if x ≤ −1,
1− |x|
(
1
2 +
λ
5
(
2 sin(log|x|)− cos(log|x|))), if −1 < x < 0,
and, thus, Fλ is continuous and strictly increasing on (−∞, 0].
Proof of Lemma 2.1. We show that
lim
s↓0
1− Cλ(1− s, 1− s)
s
does not exist for λ ∈ [−√22 , √22 ] \ {0}. Since Cλ coincides with the copula of 2X
we obtain setting s = 1− Fλ(t), t ↑ 0,
1− Cλ
(
Fλ(t), Fλ(t)
)
1− Fλ(t) =
1− P (−V/S1 ≤ t,−V/S2 ≤ t)
1− P (−V/S1 ≤ t)
=
1− P (V ≥ |t|max{U, 1− U})
1− P (V ≥ |t|U)
=
∫ 1
0
P
(
V ≤ |t|max{u, 1− u}) du∫ 1
0
P
(
V ≤ |t|u) du
=
∫ 1/2
0
Hλ
(|t|(1− u)) du+ ∫ 1
1/2
Hλ
(|t|u) du∫ 1
0
Hλ
(|t|u) du
= 2
∫ 1
1/2
Hλ
(|t|u) du∫ 1
0
Hλ
(|t|u) du .
The substitution u 7→ u/|t| yields
1− 1
2
1− Cλ
(
Fλ(t), Fλ(t)
)
1− Fλ(t) = 1−
∫ |t|
|t|/2Hλ(u) du∫ |t|
0
Hλ(u) du
=
∫ |t|/2
0
Hλ(u) du∫ |t|
0
Hλ(u) du
where we have for each 0 < c ≤ 1∫ c
0
Hλ(u) du =
c2
2
+ λ
∫ c
0
u sin(log(u)) du.
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and ∫ c
0
u2 · 1
u
sin(log(u)) du =
c2
5
(
2 sin(log(c))− cos(log(c)))
which can be seen by applying integration by parts twice. Hence we obtain∫ |t|/2
0
Hλ(u) du∫ |t|
0
Hλ(u) du
=
1
4
1
2 +
λ
5
(
2 sin(log|t| − log(2))− cos(log|t| − log(2)))
1
2 +
λ
5
(
2 sin(log|t|)− cos(log|t|)) ,
whose limit does not exist for t ↑ 0 if λ ∈ [−√22 , √22 ] \ {0}; consider, e. g., the
sequences t
(1)
n = − exp
(
(1− 2n)pi) and t(2)n = − exp((1/2− 2n)pi) as n→∞.
On the other hand, elementary computations show for x = (x1, x2)
ᵀ ∈ (−∞, 0]2\
{0}
lim
ε↓0
1− C0(1 + εx)
ε
= 2E(max{|x1|S1, |x2|S2}) = ‖x‖1 −
|x1||x2|
‖x‖1
.
The remaining assertion is thus implied by Section 2 of Aulbach et al. (2012a). 
Remark 2.2. Similar results as in Lemma 2.1 can be obtained for different distri-
butions of the rv (S1, S2) in (3), which is still assumed to be independent of V . If
λ = 0, then S1 = S2 = U implies ‖·‖D = ‖·‖∞, whereas S1 = U1, S2 = U2 gives
‖x‖D = ‖x‖∞ +
(‖x‖1 − ‖x‖∞)2
3‖x‖∞
, x 6= 0,
where U,U1, U2 are independent and uniformly distributed on [0, 1]. However, if
λ 6= 0, then we obtain
1− Cλ
(
Fλ(t), Fλ(2t)
)
1− Fλ(t) = 2
5 + 2λ
(
sin
(
log(2|t|))− cos(log(2|t|)))
5 + 2λ
(
2 sin(log|t|)− cos(log|t|)) , t ∈ (−12 , 0),
and
1− Cλ
(
Fλ(t), Fλ(t)
)
1− Fλ(t) = 1 +
5 + 6λ sin(log|t|)
15 + 6λ
(
2 sin(log|t|)− cos(log|t|)) , t ∈ (−1, 0),
respectively. Note that both terms have no limit for t ↑ 0; consider, e. g., the
sequences
(
t
(1)
n
)
n
and
(
t
(2)
n
)
n
as in the proof of Lemma 2.1.
3. δ-neigborhoods
The significance of the δ-neighborhood of a GPC can be seen as follows. Denote
by R :=
{
t ∈ [0, 1]d : ‖t‖1 =
∑d
i=1 ti = 1
}
the unit sphere in [0,∞)d with respect
to the L1-norm ‖·‖1. Take an arbitrary copula C on Rd and put for t ∈ R
Ct(s) := C(1 + st), s ≤ 0.
Then Ct is a univariate df on (−∞, 0] and the copula C is obviously determined by
the family
P(C) := {Ct : t ∈ R}
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of univariate spectral df Ct. This family P(C) is the spectral decomposition of C;
cf. Falk et al. (2011, Section 5.4). A copula C is, consequently, in D(G) with
corresponding D-norm ‖·‖D iff its spectral decomposition satisfies
Ct(s) = 1 + s‖t‖D + o(s), t ∈ R,
as s ↑ 0. The copula C is in the δ-neighborhood of the GPC CD with D-norm ‖·‖D
iff
(4) 1− Ct(s) = (1− CD,t(s))
(
1 +O
(
|s|δ
))
uniformly for t ∈ R as s ↑ 0. In this case we know from Falk et al. (2011, Theo-
rem 5.5.5) that
(5) sup
x∈(−∞,0]d
∣∣∣∣Cn(1 + 1nx
)
− exp(−‖x‖D)
∣∣∣∣ = O(n−δ).
Under additional differentiability conditions on Ct(s) with respect to s, also the
reverse implication (5) =⇒ (4) holds; cf. Falk et al. (2011, Theorem 5.5.5). Thus
the δ-neighborhood of a GPC, roughly, collects those copula with a polynomial rate
of convergence of maxima.
Example 3.1 (Archimedean Copula). Let
C(u) = ϕ[−1]
(
d∑
k=1
ϕ(ui)
)
, u = (u1, . . . , ud)
ᵀ ∈ [0, 1]d,
be an Archimedean copula with generator function ϕ : [0, 1]→ [0,∞] and ϕ[−1](t) :=
inf{u ∈ [0, 1] : ϕ(u) ≤ t}, 0 ≤ t ≤ ∞. The function ϕ is in particular strictly de-
creasing, continuous and satisfies ϕ(1) = 0; for a complete characterization of the
function ϕ we refer to McNeil and Nesˇlehova´ (2009).
Suppose that ϕ is differentiable on [ε, 1] for some ε < 1 with derivative satisfying
(6) ϕ′(1) < 0, ϕ′(1− h) = ϕ′(1) +O(hδ)
for some δ > 0 as h ↓ 0. Then C is in the δ-neighborhood of a GPC with D-norm
given by ‖x‖D = ‖x‖1, x = (x1, . . . , xd)ᵀ ∈ Rd.
The Clayton family with ϕϑ(t) = ϑ
−1(t−ϑ − 1), ϑ ∈ [−1,∞)\{0} satisfies con-
dition (6) with δ = 1 if ϑ > −1. The parameter ϑ = −1 yields a GPC with
corresponding D-norm ‖·‖1.
The Gumbel-Hougard family with ϕϑ(t) = (− log(t))ϑ, ϑ ∈ [1,∞) does not
satisfy condition (6). But for ϑ ∈ [1, 2) it is in the δ-neighborhood with δ = 2−ϑ of
a GPC having D-norm ‖x‖ϑ =
(∑d
i=1|xi|ϑ
)1/ϑ
. For general results on the limiting
distributions of Archimedean copulas we refer to Charpentier and Segers (2009)
and Larsson and Nesˇlehova´ (2011).
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Example 3.2 (Normal Copula). Let C be a normal copula, i.e., C is the df of U =
((Φ(X1), . . . ,Φ(Xd))
ᵀ, where Φ denotes the standard normal df and (X1, . . . , Xd)
ᵀ
follows a multivariate normal distribution N(µ,Σ) with mean vector µ = 0 and
covariance matrix Σ = (ρij)1≤i,≤j , where ρii = 1, 1 ≤ i ≤ d. If −1 < ρij < 0 for
1 ≤ i 6= j ≤ d, then C is in the δ-neighborhood of a GPC CD with ‖·‖D = ‖·‖1 and
δ = min
1≤i 6=j≤d
ρ2ij
1− ρ2ij
.
Proof. Put y := (Φ(xi))
d
i=1. Then we have
C(y) = P (Φ(Xi) ≤ yi, 1 ≤ i ≤ d)
= P (Xi ≤ xi, 1 ≤ i ≤ d)
= 1− P
(
d⋃
i=1
{Xi > xi}
)
= 1−
d∑
i=1
P (Xi > xi) +
∑
T⊂{1,...,d},|T |≥2
(−1)|T |P (Xi > xi, i ∈ T )
= 1− ‖1− y‖1 +
∑
T⊂{1,...,d},|T |≥2
(−1)|T |P (Xi > xi, i ∈ T )
by the inclusion-exclusion theorem.
By c we denote in what follows a positive generic constant. We have∣∣∣∣∣∣
∑
T⊂{1,...,d},|T |≥2
(−1)|T |P (Xi > xi, i ∈ T )
∣∣∣∣∣∣ ≤ c
∑
1≤i 6=j≤d
P (Xi > xi, Xj > xj).
We will show that for all i 6= j
(7)
P (Xi > xi, Xj > xj)(∑d
m=1(1− Φ(xm))
)1+δ ≤ c, 1 ≤ i 6= j ≤ d,
for x ≥ x0, where x0 ∈ Rd is specified later. This, obviously, implies the assertion.
Equation (7) is implied by the inequality
(8)
P (Xi > xi, Xj > xj)
1
1+δ
1− Φ(xi) + 1− Φ(xj) ≤ c, 1 ≤ i 6= j ≤ d,
for x ≥ x0, which we will establish in the sequel.
Fix i 6= j. To ease the notation we put X := Xi, Y := Xj , x := xi, y :=
xi, ρ := ρij . The covariance matrix of (X,Y )
ᵀ is ΣX,Y =
(
1 ρ
ρ 1
)
, its inverse is
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Σ−1X,Y =
1
1−ρ2
(
1 −ρ
−ρ 1
)
and, hence,
Σ−1X,Y
(
x
y
)
=
1
1− ρ2
(
x− ρy
y − ρx
)
> 0
if x, y > 0; recall that ρ < 0. From Savage (1962) (see also Tong (1990) and
Hashorva and Hu¨sler (2003)) we obtain the bound
(9) P (X > x, Y > y) ≤ c 1
(x− ρy)(y − ρx) exp
(
−x
2 − 2ρxy + y2
2(1− ρ2)
)
, x, y > 0.
By the obvious inequality
δ = min
1≤k 6=m≤d
ρ2km
1− ρ2km
≤ ρ
2
1− ρ2
we obtain
1
1 + δ
≥ 1− ρ2
and, thus, equation (9) implies
P (X > x, Y > y)
1
1+δ ≤ c 1
((x− ρy)(y − ρx))1−ρ2 exp
(
−x
2 − 2ρxy + y2
2(1− ρ2)
)
.
From the fact that 1 − Φ(x) ∼ ϕ(x)/x as x → ∞, where ϕ = Φ′ denotes the
standard normal density, we obtain for x, y ≥ x0
P (X > x, Y > y)
1
1+δ
1− Φ(x) + 1− Φ(y) ≤ c
x exp
(
x2
2
)
+ y exp
(
y2
2
)
((x− ρy)(y − ρx))1−ρ2 exp
(
x2−2ρxy+y2
2
)
= c
x exp
(
−y22
)
+ y exp
(
−x22
)
((x− ρy)(y − ρx))1−ρ2 exp(−ρxy)
≤ c
x exp
(
−y22
)
+ y exp
(
−x22
)
(xy)1−ρ2 exp(−ρxy)
≤ c (xy)
ρ2
exp(−ρxy)
≤ c;
recall that ρ < 0. This implies equation (8) and, thus, the assertion. 
4. A test based on copula data
This section deals with deriving a test for condition (δ-n) based on independent
copies U (1), . . . ,U (n) of the rv U = (U1, . . . , Ud)
ᵀ
having df C. Put for s < 0
SU (s) :=
d∑
i=1
1(s,∞)(Ui − 1),
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which is a discrete version of the sojourn time that U spends above the threshold
1 + s; see Falk and Hofmann (2011) for details as well as Section 5. If C satisfies
condition (δ-n), then we obtain with s := s1 ∈ Rd
P (SU (s) = 0) = P (U ≤ 1 + s)
= C(1 + s)
= 1− |s|mD +O
(
|s|1+δ
)
.(10)
The constant mD := ‖1‖D, which is always between 1 and d, measures the tail
dependence of the margins of C. It is the extremal coefficient (Smith, 1990) and
equal to one in case of complete dependence of the margins and equal to d in case
of independence (Takahashi, 1988); we refer to Falk et al. (2011, Section 4.4) for
further details.
4.1. Observing copula data directly. In order to test for condition (10), we fit
a grid in the upper tail of the copula C and observe the exceedances with respect
to this grid: Choose k ∈ N and put for 0 < c < 1
(11) nj(c) :=
n∑
i=1
1(0,∞)
(
SU(i)
(
− c
j
))
, 1 ≤ j ≤ k.
nj(c) is the number of those rv U
(i) among the independent copies U (1), . . . ,U (n)
of U , whose sojourn times above 1− cj are positive, i.e., at least one component of
U (i) exceeds the threshold 1− cj . On the other hand,
n− nj(c) =
n∑
i=1
1{0}
(
SU(i)
(
− c
j
))
=
n∑
i=1
1[0,(1− cj )1]
(
U (i)
)
is the number of those rv U (i) whose realizations are below the vector with constant
entry 1− cj .
If C satisfies condition (δ-n), then each nj(c) is binomial B(n, pj(c))-distributed
with
pj(c) := 1− P
(
SU
(
− c
j
)
= 0
)
=
c
j
mD +O
(
c1+δ
)
.
Motivated by the usual χ2-goodness-of-fit test, we consider in what follows the test
statistic
(12) Tn(c) :=
∑k
j=1
(
j nj(c)− 1k
∑k
`=1 ` n`(c)
)2
1
k
∑k
`=1 ` n`(c)
which does not require the constant mD to be known. By →D we denote ordinary
convergence in distribution as the sample size n tends to infinity.
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Theorem 4.1. Suppose that C satisfies condition (δ-n) with δ > 0. Let c = cn
satisfy cn → 0, ncn →∞ and nc1+2δn → 0 as n→∞. Then we obtain
Tn(cn)→D
k−1∑
i=1
λiξ
2
i ,
where ξ1, . . . , ξk−1 are independent and standard normal distributed rv and
λi =
1
4 sin2
(
i
k
pi
2
) , 1 ≤ i ≤ k − 1.
Remark 4.2. We have λ1 = 1/2 in case k = 2, and λ1 = 1, λ2 = 1/3 in case k = 3.
If the copula C is a GPC, then the condition nc1+2δn →n→∞ 0 in the preceding
result can be dropped.
The proof of Theorem 4.1 shows that
∑k−1
i=1 λiξ
2
i equals the distribution of∑k
i=1
(
B(i)− 1k
∑k
j=1B(j)
)2
, where (B(t))t≥0 is a standard Brownian motion on
[0,∞). Computing the expected values, we obtain as a nice by-product the equation
k−1∑
i=1
1
4 sin2
(
i
k
pi
2
) = (k − 1)(k + 1)
6
, k ≥ 2.
Using characteristic functions it is straightforward to prove that
6
(k − 1)(k + 1)
k−1∑
i=1
λiξ
2
i →D
24
pi2
∞∑
i=1
1
i2
ξ2i
as k →∞. Taking expectations on both sides motivates the well-known equality
∞∑
i=1
1
i2
=
pi2
6
.
Proof of Theorem 4.1. Lindeberg’s central limit theorem implies
1
(ncn)1/2
(
j nj(cn)− ncnmD
)→D N(0, jmD)
and, thus,
j nj(cn)
ncn
→n→∞ mD in probability, 1 ≤ j ≤ k,
yielding
1
ncnk
k∑
j=1
j nj(cn)→n→∞ mD in probability.
We, therefore, can substitute the denominator in the test statistic Tn(cn) by ncnmD,
i.e., Tn(cn) is asymptotically equivalent with
1
ncnmD
k∑
j=1
(
j nj(cn)− 1
k
k∑
`=1
` n`(cn)
)2
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=
1
ncnmD

1 · n1(cn)− ncnmD
...
k · nk(cn)− ncnmD

ᵀ(
Ik − 1
k
Ek
)
1 · n1(cn)− ncnmD
...
k · nk(cn)− ncnmD

= Y
ᵀ
n
(
Ik − 1
k
Ek
)
Yn,
where Yn = (Yn,1, . . . , Yn,k)
ᵀ with
Yn,j =
1
(ncnmD)1/2
(
j nj(cn)− ncnmD
)
, 1 ≤ j ≤ k,
Ik is the k × k unit matrix and Ek that k × k-matrix with constant entry 1. Note
that the matrix Pk := Ik − k−1Ek is a projection matrix, i.e., Pk = Pᵀk = P 2k , and
that Pkx = 0 for every vector x ∈ Rk with constant entries.
The Crame´r-Wold theorem and Lindeberg’s central limit theorem imply Yn →D
N(0,Σ), where the k × k-covariance matrix Σ = (σij) is given by
σij = lim
n→∞
1
ncnmD
E
((
i ni(cn)− ncnmD
)(
j nj(cn)− ncnmD
))
= lim
n→∞
ij
cnmD
E
[
1(0,∞)
(
SU
(
−cn
i
))
1(0,∞)
(
SU
(
−cn
j
))]
= lim
n→∞
ij
cnmD
P
(
SU
(
− cn
max(i, j)
)
> 0
)
=
ij
max(i, j)
= min(i, j).
Note that Σ = MkM
ᵀ
k where the k × k-matrix Mk is defined by
Mk :=
(
1[j,∞)(i)
)
1≤i,j≤k =

1 0 0 . . . 0
1 1 0 . . . 0
...
...
. . .
. . .
...
1 1 . . . 1 0
1 1 . . . 1 1

.
Altogether we obtain
Tn(cn)→D ξᵀMᵀk
(
Ik − 1
k
Ek
)
Mkξ
with a k-dimensional standard normal rv ξ = (ξ1, . . . , ξk)
ᵀ. It is well-known that
the eigenvalues of
kM
ᵀ
k
(
Ik − 1
k
Ek
)
Mk =
(
kmin(i− 1, j − 1)− (i− 1)(j − 1))
1≤i,j≤k
are
kλj =
k
4 sin2
(
j
k
pi
2
) , j = 1, . . . , k − 1, and λk = 0,
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see, for example, Anderson and Stephens (1997) or Fortiana and Cuadras (1997),
with corresponding orthonormal eigenvectors
rj =
√
2
k
(
sin
(
(i− 1)jpi
k
))
1≤i≤k
, j = 1, . . . , k − 1, and rk = (1, 0, . . . , 0)ᵀ.
This implies
Tn(cn)→D ξᵀ diag(λ1, . . . , λk−1, 0) ξ =
k−1∑
i=1
λiξ
2
i
as asserted. 
To evaluate the performance of the above test we consider in what follows n
independent copies U1, . . . ,Un of the rv U , whose df C satisfies for some δ > 0 the
expansion
C(u) = 1− ‖u− 1‖D − J
(
u− 1
‖u− 1‖1
)
‖u− 1‖1+δD + o
(
‖u− 1‖1+δD
)
as u ↑ 1, uniformly for u ∈ [0, 1]d, where J(·) is an arbitrary function on the set{
z ≤ 0 ∈ Rd : ‖z‖1 = 1
}
of directions in (−∞, 0]d. The above condition specifies
the remainder term in the δ-neighborhood condition (δ-n). We obtain for c ∈ (0, 1)
and j ∈ N
pj(c) = 1− P
(
U ≤ 1− c
j
)
=
c
j
mD +K
(
c
j
mD
)1+δ
+ o
(
c1+δ
)
,
where K := J(1/d). For nj(c) as defined in (11) we obtain by elementary arguments
1
(ncnmD)1/2
(jnj(cn)− ncnmD)→D N
(
s1/2m
1/2+δ
D K
jδ
, j
)
if cn → 0, ncn → ∞ and nc1+2δn → s ≥ 0 as n → ∞. Repeating the arguments in
the proof of Theorem 4.1 then yields for the test statistic Tn defined in (12)
Tn(cn)→D
k−1∑
i=1
λi(ξi + µi)
2,
where
µi := K
√
2s
k
m
1/2+δ
D
k−1∑
j=1
1
(j + 1)δ
sin
(
j
ipi
k
)
, 1 ≤ i ≤ k − 1.
Note that each µi > 0 if Ks > 0. With K > 0, the fact that C is not a GPC is,
therefore, detected at an arbitrary level-one error iff nc1+2δn → ∞. Testing for a
δ-neighborhood requires however the rate nc1+2δn → 0.
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4.2. The case of an arbitrary random vector. Consider a rvX = (X1, . . . , Xd)
ᵀ
whose df F is continuous and the copula CF (u) = F
(
F−11 (u1), . . . , F
−1
d (ud)
)
,
u ∈ (0, 1)d, corresponding to F satisfies condition (2). Now we will modify the
test statistic Tn(cn) from above to obtain a test which checks whether CF satis-
fies condition (δ-n) with Fi unknown, i = 1, . . . , d. We denote in what follows by
H−1(q) := inf{t ∈ R : H(t) ≥ q}, q ∈ (0, 1), the generalized inverse of an arbitrary
univariate df H.
Let X(i) =
(
X
(i)
1 , . . . , X
(i)
d
)ᵀ
, i = 1, . . . , n, be independent copies of X and fix
k ∈ {2, 3, . . . }. It turns out that, contrary to (11), it is too ambitious to take all
n observations into account. So choose an arbitrary subset M(n) of {1, . . . , n} of
size |M(n)| = mn, and put for 0 < c < 1
nj,M(n)(c) :=
∑
i∈M(n)
1(0,∞)
(
d∑
r=1
1(F−1r (1− cj ),∞)
(
X(i)r
))
= mn −
∑
i∈M(n)
1(−∞,γj(c)]
(
X(i)
)
, 1 ≤ j ≤ k,
which is the number of all rv
(
X(i)
)
i∈M(n) exceeding the vector
γj(c) :=
(
F−11
(
1− c
j
)
, . . . , F−1d
(
1− c
j
))ᵀ
in at least one component. In Section 4.1 we have seen that one may choose
M(n) = {1, . . . , n} if F is a copula itself.
Since F is continuous, transforming each X
(i)
r by its df Fr does not alter the
value of nj,M(n)(c) with probability one:
nj,M(n)(c) = mn −
∑
i∈M(n)
1[0,(1− cj )1]
(
U (i)
)
where U (i) =
(
U
(i)
1 , . . . , U
(i)
d
)ᵀ
, U
(i)
r := Fr
(
X
(i)
r
)
, and U (1), . . . ,U (n) are iid with
df CF . As the margins of F are typically unknown in applications, we now replace
F1, . . . , Fd with their empirical counterparts Fˆn,r(x) := n
−1∑n
i=1 1(−∞,x](Xr), x ∈
R, 1 ≤ r ≤ d, and obtain analogously
nˆj,M(n)(c) :=
∑
i∈M(n)
1(0,∞)
(
d∑
r=1
1(Fˆ−1n,r(1− cj ),∞)
(
X(i)r
))
= mn −
∑
i∈M(n)
1×dr=1[0,U〈n(1− cj )〉:n,r]
(
U (i)
)
with probability one. Note that
Fˆ−1n,r
(
1− c
j
)
= X〈n(1− cj )〉:n,r,
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where 〈x〉 := min{k ∈ N : k ≥ x} and X1:n,r ≤ X2:n,r ≤ · · · ≤ Xn:n,r denote the
ordered values of X
(1)
r , . . . , X
(n)
r for each r = 1, . . . , d. Thus Ui:n,r = Fr
(
Xi:n,r
)
and Xi:n,r = F
−1
r
(
Ui:n,r
)
, 1 ≤ i ≤ n, almost surely.
SinceU (1), . . . ,U (n) are iid with df CF , the distribution of
(
nˆ1,M(n)(c), . . . , nˆk,M(n)(c)
)ᵀ
does not depend on the marginal df Fr but only on the copula CF of the contin-
uous df F . The following auxiliary result assures that we may actually consider
nˆj,M(n)(c) instead of nj,M(n)(c).
Lemma 4.3. Suppose that mn → ∞, mn log(mn)/n → 0 as n → ∞. Let cn > 0
satisfy cn → 0, mncn →∞ as n→∞. Then we obtain for j = 1, . . . , k
(mncn)
−1/2(nj,M(n)(cn)− nˆj,M(n)(cn))→n→∞ 0 in probability.
Proof. We have almost surely
nj,M(n)(cn)− nˆj,M(n)(cn)
=
∑
i∈M(n)
(
1×dr=1[0,U〈n(1− cn
j
)〉:n,r]
(
U (i)
)− 1[0,(1− cnj )1](U (i)))
=
∑
i∈M(n)
1×dr=1[0,U〈n(1− cn
j
)〉:n,r]
(
U (i)
)(
1− 1[0,(1− cnj )1]
(
U (i)
))
−
∑
i∈M(n)
1[0,(1− cnj )1]
(
U (i)
)(
1− 1×dr=1[0,U〈n(1− cn
j
)〉:n,r]
(
U (i)
))
=: Rn − Tn.
In what follows we show
1
(mncn)1/2
E
 ∑
i∈M(n)
1(1− cnj ,U〈n(1− cn
j
)〉:n,r]
(
U (i)r
) = o(1)
and thus (mncn)
−1/2Rn = oP (1); note that
Rn ≤
∑
i∈M(n)
d∑
r=1
1(1− cnj ,U〈n(1− cn
j
)〉:n,r]
(
U (i)r
)
.
Put εn := δnc
1/2
n /m
1/2
n with δn := 3(mn log(mn)/n)
1/2. Then we have with
µn := E
(
U〈n(1− cnj )〉:n,r
)
=
〈
n
(
1− cnj
)〉/
(n+ 1)
m
1/2
n
c
1/2
n
P
(
1− cn
j
< U (1)r ≤ U〈n(1− cnj )〉:n,r
)
≤ m
1/2
n
c
1/2
n
P
(
1− cn
j
< U (1)r ≤ µn + εn
)
+
m
1/2
n
c
1/2
n
P
(
U〈n(1− cnj )〉:n,r − µn ≥ εn
)
,
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where the first term is of order O
(
(ncn)
−1/2 + δn
)
= o(1); recall that U
(1)
r is uni-
formly distributed on (0, 1) and δn → 0 as n → ∞. Furthermore we deduce from
Reiss (1989, Lemma 3.1.1) the exponential bound
P
(
U〈n(1− cnj )〉:n,r − µn ≥ εn
)
≤ exp
− nσ2n ε2n
3
(
1 + εnσ2n
)
,
where σ2n := µn(1− µn) and
εn
σ2n
= δn
c
1/2
n
m
1/2
n
n+ 1〈
n
(
1− cnj
)〉 n+ 1
n+ 1−
〈
n
(
1− cnj
)〉
≤ δn c
1/2
n
m
1/2
n
n+ 1〈
n
(
1− cnj
)〉 j(n+ 1)
ncn
= O
(
δn
(mncn)1/2
)
= o(1)
as well as
n
σ2n
ε2n = 9cn log(mn)
n+ 1〈
n
(
1− cnj
)〉 n+ 1
n+ 1−
〈
n
(
1− cnj
)〉
≥ 9 log(mn) n+ 1〈
n
(
1− cnj
)〉 ncn
1 + ncnj
.
as n→∞. This implies
m
1/2
n
c
1/2
n
P
(
U〈n(1− cnj )〉:n,r − µn ≥ εn
)
≤ 1
(mncn)1/2
exp
(
−1
8
log(mn)
)
= o(1).
Repeating the above arguments shows that (mncn)
−1/2Tn = oP (1) as well, which
completes the proof of Lemma 4.3. 
The previous result suggests a modification of our test statistic in (12)
Tˆn(c) :=
∑k
j=1
(
j nˆj,M(n)(c)− 1k
∑k
`=1 ` nˆ`,M(n)(c)
)2
1
k
∑k
`=1 ` nˆ`,M(n)(c)
which does not depend on the margins but only on the copula of the underlying df
F . The following result is a consequence of Theorem 4.1 and Lemma 4.3.
Theorem 4.4. Suppose that the df F is continuous and that its copula CF sat-
isfies expansion (δ-n) for some δ > 0. Let mn = |M(n)| satisfy mn → ∞,
mn log(mn)/n → 0 as n → ∞, and let c = cn satisfy cn → 0, mncn → ∞,
mnc
1+2δ
n → 0 as n→∞. Then we obtain
Tˆn(cn)→D
k−1∑
i=1
λiξ
2
i
with ξi and λi as in Theorem 4.1.
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The condition mnc
1+2δ
n → 0 can again be dropped if the copula CF is a GPC.
5. Testing for δ-neighborhoods of a GPCP
In this section we carry the results of Section 4 over to function space, namely the
space C[0, 1] of continuous functions on [0, 1]. A stochastic process η = (ηt)t∈[0,1]
with sample paths in C[0, 1] is called a standard max-stable process (SMSP), if
P (ηt ≤ x) = exp(x), x ≤ 0, for each t ∈ [0, 1], and if the distribution of nmax1≤i≤n η(i)
equals that of η for each n ∈ N, where η(1),η(2), . . . are independent copies of η.
All operations on functions such as max, +, / etc. are meant pointwise. To im-
prove the readability we set stochastic processes such as η or Z in bold font and
deterministic functions like f in default font.
From Gine´ et al. (1990) — see also Aulbach et al. (2012b) as well as Hofmann
(2013) — we know that a stochastic process η ∈ C[0, 1] is an SMSP iff there exists
a generator process Z = (Zt)t∈[0,1] ∈ C[0, 1] with 0 ≤ Zt ≤ q, t ∈ [0, 1], for some
q ∈ R, and E(Zt) = 1, such that
P (η ≤ f) = exp
(
−E
(
sup
t∈[0,1]
(|f(t)|Zt)
))
, f ∈ E−[0, 1].
By E[0, 1] we denote the set of those functions f : [0, 1] → R, which are bounded
and have only a finite number of discontinuities; E−[0, 1] is the subset of those
functions in E[0, 1] that attain only non positive values. Note that
‖f‖D := E
(
sup
t∈[0,1]
(|f(t)|Zt)
)
, f ∈ E[0, 1],
defines a norm on E[0, 1].
Let U = (Ut)t∈[0,1] be a copula process, i.e., each component Ut is uniformly
distributed on (0, 1). A copula process U ∈ C[0, 1] is said to be in the functional
max-domain attraction of an SMSP η, denoted by U ∈ D(η), if
(13) P
(
n(U − 1[0,1]) ≤ f
)n →n→∞ P (η ≤ f) = exp(−‖f‖D), f ∈ E[0, 1],
where 1[0,1] denotes the indicator function of the interval [0, 1]. This is the functional
version of (1). We refer to Aulbach et al. (2012b) for details. A more restrictive
definition of functional max-domain of attraction of stochastic processes in terms
of usual weak convergence was introduced by de Haan and Lin (2001).
From Aulbach et al. (2012b, Proposition 8) we know that condition (13) is equiv-
alent with the expansion
P
(
U ≤ 1[0,1] + cf
)
= 1− c‖f‖D + o(c), f ∈ E−[0, 1],
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as c ↓ 0. In particular we obtain in this case
(14) P
(
U ≤ (1− c)1[0,1]
)
= 1− c(mD + r(−c)),
where mD := E
(
supt∈[0,1] Zt
)
=
∥∥1[0,1]∥∥D is the uniquely determined generator
constant pertaining to η, and the remainder term satisfies r(−c)→ 0 as c ↓ 0.
A copula process V ∈ C[0, 1] is a generalized Pareto copula process (GPCP), if
there exists ε0 > 0 such that
P
(
V ≤ 1[0,1] + f
)
= 1− ‖f‖D, f ∈ E−[0, 1], ‖f‖∞ ≤ ε0.
A GPCP with a prescribed D-norm ‖·‖D can easily be constructed; cf. Aulbach
et al. (2012b, Example 5). Its characteristic property is its excursion stability; cf.
de Haan and Ferreira (2006). A copula process U ∈ C[0, 1], consequently, satisfies
U ∈ D(η) iff there exists a GPCP V such that
(15) P
(
U ≤ 1[0,1] + cf
)
= P
(
V ≤ 1[0,1] + cf
)
+ o(c), f ∈ E−[0, 1],
as c ↓ 0. If the remainder term o(c) in expansion (15) is in fact of order O(c1+δ) for
some δ > 0, then the copula process U ∈ C[0, 1] is said to be in the δ-neighborhood
of a GPCP; cf. (δ-n).
5.1. Observing copula processes. The test statistic Tn(cn) investigated in Sec-
tion 4.1 carries over to function space C[0, 1], which enables us to check whether a
given copula process U = (Ut)t∈[0,1] is in a δ-neighborhood of an SMSP V . Put
for s < 0
SU (s) :=
∫ 1
0
1(s,∞)(Ut − 1) dt ∈ [0, 1],
which is the sojourn time that the process U spends above the threshold 1 + s. If
U ∈ D(η), then we obtain from equation (14)
P (SU (s) > 0) = 1− P (SU (s) = 0)
= 1− P (U ≤ (1 + s)1[0,1])
= |s|(mD + r(s)).
Choose again k ∈ N, k ≥ 2, and put for j = 1, . . . , k and c > 0
nj(c) :=
n∑
i=1
1(0,1]
(
SU(i)
(
− c
j
))
where U (1), . . . ,U (n) are independent copies of U . Then nj(c) is the number of
those processes among U (1), . . . ,U (n), which exceed the threshold 1− cj in at least
one point.
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If U ∈ D(η), then each nj(c) is binomial B(n, pj(c)) distributed with
pj(c) = P
(
SU
(
− c
j
)
> 0
)
=
c
j
(
mD + r
(
− c
j
))
.
Put again
(16) Tn(c) :=
∑k
j=1
(
j nj(c)− 1k
∑k
`=1 ` n`(c)
)2
1
k
∑k
`=1 ` n`(c)
.
Repeating the arguments in the proof of Theorem 4.1, one shows that its assertion
carries over to the functional space as well.
Theorem 5.1. Suppose that the copula process U ∈ C[0, 1] is in the δ-neighborhood
of a GPCP for some δ > 0. In this case the remainder term r(s) in expansion (14)
is of order O
(|s|δ) as s→ 0. Let c = cn satisfy cn → 0, ncn →∞ and nc1+2δn → 0
as n→∞. Then we obtain
Tn(cn)→D
k−1∑
i=1
λiξ
2
i ,
with ξi and λi as in Theorem 4.1.
5.2. The case of more general processes. In what follows we will extend The-
orem 5.1 to the case when observing the underlying copula process is subject to a
certain kind of nuisance. Let X = (Xt)t∈[0,1] ∈ C[0, 1] be a stochastic process with
identical continuous univariate marginal df, i.e., F (x) := P (X0 ≤ x) = P (Xt ≤ x),
t ∈ [0, 1], is a continuous function in x ∈ R. X is said to be in the functional max-
domain of attraction of a max-stable process ξ = (ξt)t∈[0,1], if the copula process
U = (F (Xt))t∈[0,1] satisfies U ∈ D(η), where η is a SMSP, and the df F satisfies
the univariate extreme value condition; for the univariate case we refer to Falk et al.
(2011, Section 2.1), among others.
Let X(1), . . . ,X(n) be independent copies of the process X and denote the sam-
ple df pertaining to the univariate iid observations X
(1)
0 , . . . , X
(n)
0 by Fˆn(x) :=
n−1
∑n
i=1 1(−∞,x]
(
X
(i)
0
)
, x ∈ R. As in Section 4.2, fix k ∈ {2, 3, . . . }, choose an
arbitrary subset M(n) of {1, . . . , n} of size m(n) = |M(n)|, and put for c > 0
nj,M(n)(c) :=
∑
i∈M(n)
1(0,1]
(∫ 1
0
1(γ(c),∞)
(
X
(i)
t
)
dt
)
=
∑
i∈M(n)
1[0,1)
(∫ 1
0
1(−∞,γ(c)]
(
X
(i)
t
)
dt
)
=
∑
i∈M(n)
1[0,1)
(∫ 1
0
1[0,1− cj ]
(
U
(i)
t
)
dt
)
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=
∑
i∈M(n)
1{U(i)(1− cj )1[0,1]}
where γ(c) := F−1
(
1− cj
)
and the next to last equation holds almost surely. Again,
we replace the marginal df F with its empirical counterpart and obtain analogously
with γˆn(c) := Fˆ
−1
n
(
1− cj
)
nˆj,M(n)(c) :=
∑
i∈M(n)
1(0,1]
(∫ 1
0
1(γˆn(c),∞)
(
X
(i)
t
)
dt
)
Thus the rv nˆj(c) is the total number of processes X
(i) =
(
X
(i)
t
)
t∈[0,1] among
X(1), . . . ,X(i), which exceed the random threshold Fˆ−1n
(
1− cj
)
for some t ∈ [0, 1].
Note that the distribution of the rv (nˆ1(c), . . . , nˆk(c))
ᵀ
does not depend on F but
on the copula process U since
nˆj,M(n)(c) =
∑
i∈M(n)
1[0,1)
(∫ 1
0
1(−∞,γˆn(c)]
(
X
(i)
t
)
dt
)
=
∑
i∈M(n)
1[0,1)
(∫ 1
0
1[0,U〈n(1− c
j
)〉:n]
(
U
(i)
t
)
dt
)
=
∑
i∈M(n)
1{
U(i)U〈n(1− c
j
)〉:n1[0,1]
}
with probability one, where U1:n ≤ · · · ≤ Un:n denote the ordered values of
U
(1)
0 , . . . , U
(n)
0 . The following auxiliary result is the extension of Lemma 4.3 to
function space.
Lemma 5.2. Suppose that the copula process U ∈ C[0, 1] corresponding to X is
in the δ-neighborhood of a GPCP for some δ > 0. In this case the remainder term
r(s) in expansion (14) is of order O(|s|δ) as s ↑ 0. Choose M(n) ⊂ {1, . . . , n}
and cn > 0 such that mn → ∞, mn log(mn)/n → 0, cn → 0, mncn → ∞ and
mnc
1+2δ
n → 0 as n→∞. Then we obtain for j = 1, . . . , k
(mncn)
−1/2(nj,M(n)(cn)− nˆj,M(n)(cn))→n→∞ 0 in probability.
Proof. We have with probability one
nj,M(n)(cn)− nˆj,M(n)(cn)
=
∑
i∈M(n)
(
1{U(i)(1− cnj )1[0,1]} − 1
{
U(i)U〈n(1− cn
j
)〉:n1[0,1]
})
=
∑
i∈M(n)
1{
U(i)(1− cnj )1[0,1], U(i)≤U〈n(1− cn
j
)〉:n1[0,1]
}
−
∑
i∈M(n)
1{
U(i)U〈n(1− cn
j
)〉:n1[0,1], U
(i)≤(1− cnj )1[0,1]
}
20 STEFAN AULBACH AND MICHAEL FALK
=: Rn − Tn.
We show in what follows that
(17)
1
(mncn)1/2
E(Rn)→n→∞ 0,
proceeding as in the proof of Lemma 4.3: Put εn := δnc
1/2
n /m
1/2
n with δn :=
3(mn log(mn)/n)
1/2. Note that µn := E
(
U〈n(1− cnj )〉:n,r
)
=
〈
n
(
1− cnj
)〉/
(n+ 1)
satisfies
1− µn − εn ≥ n
n+ 1
cn
j
− εn = c
1/2
n
m
1/2
n
(
n
n+ 1
(mncn)
1/2
j
− δn
)
> 0
for large values of n as well as
1− µn + εn ≤ 1
n+ 1
+
n
n+ 1
cn
j
+ εn =
cn
j
+ εn +
1
n+ 1
(
1− cn
j
)
= O(cn)
Now we obtain by expansion (14), if n is sufficiently large,
P
(
U (1) 
(
1− cn
j
)
1[0,1], U
(1) ≤ U〈n(1− cnj )〉:n1[0,1]
)
= P
(
U (1) ≤ U〈n(1− cnj )〉:n1[0,1]
)
− P
(
U (1) ≤ min
{
1− cn
j
, U〈n(1− cnj )〉:n
}
1[0,1]
)
≤ P
(
U (1) ≤ (µn + εn)1[0,1]
)
+ P
(
U〈n(1− cnj )〉:n ≥ µn + εn
)
− P
(
U (1) ≤ min
{
1− cn
j
, µn − εn
}
1[0,1]
)
+ P
(
U〈n(1− cnj )〉:n ≤ µn − εn
)
= P
(∣∣∣U〈n(1− cnj )〉:n − µn∣∣∣ ≥ εn)− (1− µn − εn)(mD + r(µn + εn − 1))
+ max
{cn
j
, 1− µn + εn
}(
mD + r
(
−max
{cn
j
, 1− µn + εn
}))
≤ P
(∣∣∣U〈n(1− cnj )〉:n − µn∣∣∣ ≥ εn)− ( nn+ 1 cnj − εn
)(
mD +O
(
cδn
))
+
(
1
n+ 1
+
n
n+ 1
cn
j
+ εn
)(
mD +O
(
cδn
))
= P
(∣∣∣U〈n(1− cnj )〉:n − µn∣∣∣ ≥ εn)+O(c1+δn )+O( 1n + εn
)
.
The arguments in the proof of Lemma 4.3 show
m
1/2
n
c
1/2
n
P
(∣∣∣U〈n(1− cnj )〉:n − µn∣∣∣ ≥ εn) = o(1)
as n→∞ and, thus, (17); recall mnc1+2δn = o(1) and note that
m
1/2
n
c
1/2
n
(
1
n
+ εn
)
=
m
1/2
n
n1/2
1
(ncn)1/2
+ δn = o(1).
Repeating the above arguments one shows that E(Tn) = o((mncn)
1/2) as n→∞
as well, which completes the proof of Lemma 5.2. 
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Analogously to Section 4 we now choose M(n) ⊂ {1, . . . , n} and replace nj(c) in
(16) with nˆj,M(n)(c) and obtain
Tˆn(c) :=
∑k
j=1
(
j nˆj,M(n)(c)− 1k
∑k
`=1 ` nˆ`,M(n)(c)
)2
1
k
∑k
`=1 ` nˆ`,M(n)(c)
.
By this statistic we can in particular check, whether the copula process U =
(F (Xt))t∈[0,1] pertaining to X is in a δ-neigborhood of some GPCP V . Its dis-
tribution does not depend on the marginal df F of X but on the copula process
U . The next result follows from Lemma 5.2 and the arguments in the proof of
Theorem 4.1.
Theorem 5.3. We have under the conditions of Lemma 5.2
Tˆn(cn)→D
k−1∑
i=1
λiξ
2
i ,
with ξi and λi as in Theorem 4.1.
Example 5.4. Let η1, η2 be two independent and standard negative exponential
distributed rv. Put for t ∈ [0, 1]
Xt := max
(
−V
2 exp
(
η1
1−t
) , −V
2 exp
(
η2
t
)) = −V
2 exp
(
max
(
η1
1−t ,
η2
t
)) ,
where the rv V is independent of η1, η2 and follows the df Hλ defined in Lemma
2.1 with λ ∈ [−√22 , √22 ]. Note that
max
(
η1
1− t ,
η2
t
)
=D η1 =D η2
and, thus, the process X = (Xt)t∈[0,1] has identical continuous marginal df.
For λ = 0, the process X is a generalized Pareto process, whose pertaining
copula process is in the max-domain of attraction of a SMSP, see Aulbach et al.
(2012b). For λ 6= 0 this is not true: Just consider the bivariate rv (X0, X1) =D
−V2 (1/U1, 1/U2), where U1 = exp(η1), U2 = exp(η2) and repeat the arguments in
Lemma 2.1.
6. Testing via a grid of points
Observing a complete process on [0, 1] as in the preceding section might be a
too restrictive assumption. Instead we will require in what follows that we observe
stochastic processes with sample paths in C[0, 1] only through an increasing grid of
points in [0, 1].
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Let V ∈ C[0, 1] be a GPCP with pertaining D-norm
‖f‖D = E
(
sup
t∈[0,1]
(|f(t)|Zt)
)
, f ∈ E[0, 1].
Choose a grid of points 0 = t
(d)
1 < t
(d)
2 < · · · < t(d)d = 1. Then the rv
Vd :=
(
V
(d)
t1 , . . . , V
(d)
td
)ᵀ
follows a GPC, whose corresponding D-norm is given by
‖x‖D,d := E
(
max
1≤i≤d
(|xi|Zti)
)
, x ∈ Rd.
Let now d = dn depend on n. If we require that
max
1≤i≤dn−1
∣∣∣t(dn)i+1 − t(dn)i ∣∣∣→n→∞ 0,
then, by the continuity of Z = (Zt)t∈[0,1],
max
1≤i≤dn−1
∣∣∣Zt(dn)i+1 − Zt(dn)i ∣∣∣→n→∞ 0, max1≤i≤dn Zt(dn)i →n→∞ supt∈[0,1]Zt a.s.,
and, thus, the sequence of generator constants converges:
mD,dn := E
(
max
1≤i≤dn
Z
t
(dn)
i
)
→n→∞ E
(
sup
t∈[0,1]
Zt
)
= mD.
6.1. Observing copula data. Suppose we are given n independent copies of a
copula process U . The projection of each process onto the grid 0 = t
(dn)
1 < t
(dn)
2 <
· · · < t(dn)dn = 1 yields n iid rv in Rdn , which follow a copula. Let nj(c) as defined
in (11) be based on these rv. Note that nj(c) depends on dn as well. But in order
not to overload our notation we suppress the dependence on the dimension.
Moreover we require that
(18) P
(
U ≤ 1[0,1] + cf
)
= 1− c‖f‖D +O(c1+δ)
holds uniformly for all f ∈ E−[0, 1] satisfying ‖f‖∞ ≤ 1. Again a suitable version
of the central limit theorem implies
1
(ncn)1/2
(
j nj(cn)− ncnmD,dn
)→D N(0, jmD)
and thus
j nj(cn)
ncn
→n→∞ mD in probability, 1 ≤ j ≤ k,
yielding
1
ncnk
k∑
j=1
j nj(cn)→n→∞ mD in probability.
Theorem 4.1 now carries over:
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Theorem 6.1. Let U be a copula process satisfying (18). Choose a grid of points
0 = t
(d)
1 < t
(d)
2 < · · · < t(d)d = 1 with d = dn →∞ and max1≤i≤dn−1
∣∣∣t(dn)i+1 − t(dn)i ∣∣∣→
0 as n→∞. Let Tn as defined in (12) be based on the projections of n independent
copies of U onto this increasing grid of points. Let c = cn satisfy cn → 0, ncn →∞
and nc1+2δn → 0 as n→∞. Then we obtain
Tn(cn)→D
k−1∑
i=1
λiξ
2
i ,
with ξi and λi as in Theorem 4.1.
6.2. The case of an arbitrary process. Now we will extend Theorem 6.1 to
a general process X = (Xt)t∈[0,1] ∈ C[0, 1] with continuous marginal df Ft, t ∈
[0, 1]. We want to test whether the copula process U := (Ft(Xt))t∈[0,1] ∈ C[0, 1]
corresponding to X satisfies (18). As before this will be done by projecting the
process X onto a grid of points 0 = t
(d)
1 < · · · < t(d)d = 1 with d = dn →n→∞ ∞
and and max1≤i≤dn−1
∣∣∣t(dn)i+1 − t(dn)i ∣∣∣→n→∞ 0.
Let X(1), . . . ,X(n) be independent copies of X and consider the n iid rv of
projections X
(i)
dn
:=
(
X
(i)
t
(dn)
1
, . . . , X
(i)
t
(dn)
dn
)ᵀ
, i = 1, . . . , n. Fix k ∈ {2, 3, . . . }, choose
an arbitrary subset M(n) of {1, . . . , n} of size |M(n)| = mn and put for 0 < c < 1
nj,M(n)(c) :=
∑
i∈M(n)
1(0,∞)
(
dn∑
r=1
1(γj,r(c),∞)
(
X
(i)
t
(dn)
r
))
= mn −
∑
i∈M(n)
1(−∞,γj(c)]
(
X
(i)
dn
)
which is the number of all rv
(
X
(i)
dn
)
i∈M(n) exceeding the vector
γj(c) := (γj,1(c), . . . , γj,dn(c))
ᵀ
:=
(
F−1
t
(dn)
1
(
1− c
j
)
, . . . , F−1
t
(dn)
dn
(
1− c
j
))ᵀ
in at least one component. Clearly we have
nj,M(n)(c) = mn −
∑
i∈M(n)
1[0,(1− cj )1]
(
U
(i)
dn
)
almost surely where U
(i)
dn
:=
(
U
(i)
t
(dn)
1
, . . . , U
(i)
t
(dn)
dn
)ᵀ
and U
(i)
dn
is the copula process of
X
(i)
dn
.
Again we replace γj(c) with
γˆj(c) := (γˆj,1(c), . . . , γˆj,dn(c))
ᵀ
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where γˆj,r(c) := Fˆ
−1
t
(dn)
r
(
1− cj
)
and Fˆ
t
(dn)
r
(x) := n−1
∑n
i=1 1(−∞,x]
(
X
(i)
t
(dn)
r
)
, 1 ≤
r ≤ dn, yielding an estimator of nj(c):
nˆj,M(n)(c) =
∑
i∈M(n)
1(0,∞)
(
d∑
r=1
1(γˆj,r(c),∞)
(
X
(i)
t
(dn)
r
))
= mn −
∑
i∈M(n)
1(−∞,γˆj(c)]
(
X
(i)
dn
)
.
We have
γˆj,r(c) = X〈n(1− cj )〉:n,r,
where X1:n,r ≤ X2:n,r ≤ · · · ≤ Xn:n,r denote the ordered values of X(1)
t
(dn)
r
, . . . , X
(n)
t
(dn)
r
for each r = 1, . . . , dn and 〈x〉 = min{k ∈ N : k ≥ x} is again the right integer
neighbor of x > 0. Since transforming each X
(i)
t
(dn)
r
by its df F
t
(dn)
r
does not alter
the value of nˆj(c) with probability one, we obtain
nˆj,M(n)(c) = mn −
∑
i∈M(n)
1×dnr=1[0,U〈n(1− cj )〉:n,r]
(
U
(i)
dn
)
almost surely where U1:n,r ≤ U2:n,r ≤ · · · ≤ Un:n,r are the order statistics of
U
(1)
t
(dn)
r
, . . . , U
(n)
t
(dn)
r
. Since U
(1)
dn
, . . . ,U
(n)
dn
are independent copies of the rv Udn :=(
F
t
(dn)
1
(X
t
(dn)
1
), . . . , F
t
(dn)
dn
(X
t
(dn)
dn
)
)ᵀ
, the distribution of
(
nˆ1,M(n)(c), . . . , nˆk,M(n)(c)
)ᵀ
does not depend on the marginal df F
t
(d)
r
. The following auxiliary result is crucial.
Lemma 6.2. Suppose that mn →n→∞ ∞. Let cn > 0 satisfy cn → 0, mncn →∞
and m2n log(mn)cn/n → 0 as n → ∞. If dn → ∞ satisfies d2n/(mncn) → 0 as
n→∞, then we obtain for j = 1, . . . , k
(mncn)
−1/2(nj,M(n)(cn)− nˆj(cn))→n→∞ 0 in probability.
Proof. We have almost surely
nj,M(n)(cn)− nˆj,M(n)(cn)
=
∑
i∈M(n)
(
1×dnr=1[0,U〈n(1− cn
j
)〉:n,r]
(
U
(i)
dn
)− 1[0,(1− cnj )1](U (i)dn ))
=
∑
i∈M(n)
1×dnr=1[0,U〈n(1− cn
j
)〉:n,r]
(
U
(i)
dn
)(
1− 1[0,(1− cnj )1]
(
U
(i)
dn
))
−
∑
i∈M(n)
1[0,(1− cnj )1]
(
U
(i)
dn
)(
1− 1×dr=1[0,U〈n(1− cn
j
)〉:n,r]
(
U
(i)
dn
))
=: Rn − Tn.
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In what follows we show
1
(mncn)1/2
dn∑
r=1
E
 ∑
i∈M(n)
1(1− cnj ,U〈n(1− cn
j
)〉:n,r]
(
U
(i)
t
(dn)
r
) = o(1)
and thus (mncn)
−1/2Rn = oP (1); note that
Rn ≤
∑
i∈M(n)
dn∑
r=1
1(1− cnj ,U〈n(1− cn
j
)〉:n,r]
(
U
(i)
t
(dn)
r
)
.
Put εn := δnc
1/2
n /m
1/2
n with δn := (mncn)
−1/2 →n→∞ 0. We have with µn :=
E
(
U
(1)
〈n(1− cnj )〉:n,r
)
=
〈
n
(
1− cnj
)〉/
(n+ 1)
m
1/2
n
c
1/2
n
P
(
1− cn
j
< U
(1)
t
(dn)
r
≤ U〈n(1− cnj )〉:n,r
)
≤ m
1/2
n
c
1/2
n
P
(
1− cn
j
< U
(1)
t
(dn)
r
≤ µn + εn
)
+
m
1/2
n
c
1/2
n
P
(
U〈n(1− cnj )〉:n,r − µn ≥ εn
)
where the first term is of order O
(
(ncn)
−1/2 + δn
)
= O((mncn)
−1/2); recall that
U
(1)
t
(dn)
r
is uniformly distributed on (0, 1). It, therefore, suffices to show that the
second term is of order o(d−1n ) as well.
As in the proof of Lemma 4.3 we obtain for σ2n := µn(1− µn)
P
(
U〈n(1− cnj )〉:n,r − µn ≥ εn
)
≤ exp
− nσ2n ε2n
3
(
1 + εnσ2n
)

and εn/σ
2
n = o(1). We have, moreover,
n
σ2n
ε2n = δ
2
nn
cn
mn
n+ 1〈
n
(
1− cnj
)〉 n+ 1
n+ 1−
〈
n
(
1− cnj
)〉
≥ δ2n
n
mn
n+ 1〈
n
(
1− cnj
)〉 ncn
1 + ncnj
≥ 1
4
δ2n
n
mn
for large n and, since δ2nn/(mn log(mn))→∞ as n→∞,
m
1/2
n
c
1/2
n
dn∑
r=1
P
(
U〈n(1− cnj )〉:n,r − µn ≥ εn
)
≤ dn
(mncn)1/2
exp
(
− 1
16
δ2n
n
mn
+ log(mn)
)
=
dn
(mncn)1/2
exp
(
− n
mn
δ2n
(
1
16
− mn log(mn)
nδ2n
))
= o(1).
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By repeating the above arguments one shows that (mncn)
−1/2Tn = oP (1) as
well, which completes the proof of Lemma 6.2. 
Now we consider the modified test statistic
Tˆn(c) :=
∑k
j=1
(
j nˆj,M(n)(c)− 1k
∑k
`=1 ` nˆ`,M(n)(c)
)2
1
k
∑k
`=1 ` nˆ`,M(n)(c)
which does not depend on the marginal df Ft, t ∈ [0, 1], of the process X. The
following result is a consequence of the arguments in the proof of Theorem 4.1 and
Lemma 6.2.
Theorem 6.3. Suppose that the process X = (Xt)t∈[0,1] ∈ C[0, 1] has continuous
marginal df Ft, t ∈ [0, 1] and that the pertaining copula process U = (Ft(Xt))t∈[0,1]
satisfies (18). Choose a grid of points 0 = t
(dn)
1 < t
(dn)
2 < · · · < t(dn)d = 1 with
dn → ∞ and max1≤i≤dn−1
∣∣∣t(dn)i+1 − t(dn)i ∣∣∣ → 0 as n → ∞. Let mn = |M(n)| satisfy
mn →n→∞ ∞ and let c = cn satisfy cn → 0, mncn → ∞, mnc1+δn → 0 and
m2n log(mn)cn/n→ 0 as n→∞. Then we obtain
Tˆn(cn)→D
k−1∑
i=1
λiξ
2
i
with ξi and λi as in Theorem 4.1.
7. Simulations
In this section we provide some simulations, which indicate the performance
of the test statistic Tn(cn) from Theorem 4.1. All computations were performed
using the R package CompQuadForm written by Pierre Lafaye de Micheaux and
Pierre Duchesne. We chose Imhof’s (1961) method for computing the p-values of
our test statistics; cf. Duchesne and Lafaye de Micheaux (2010) for an overview of
simulation techniques of quadratic forms in normal variables.
Therefore we chose n = 10 000, cn = c > 0 and k = 2. We generated 1000
independent realizations of Tn(cn) that we denote by T
(i)
n (cn) and we computed
the asymptotic p-values pi := 1−Fk
(
T
(i)
n (cn)
)
, i = 1, . . . , 1000, where Fk is the df
of
∑k−1
i=1 λiξ
2
i in Theorem 4.1.
The values pi are filed in increasing order, p(1) ≤ · · · ≤ p(1000), and we plot the
points (
j
1001
, p(j)
)
, 1 ≤ j ≤ 1000.
This quantile plot is a discrete approximation of the quantile function of the p-value
of Tn(cn), which visualizes the performance of the test statistic Tn(cn).
GENERALIZED PARETO COPULA 27
If the underlying copula is in a δ-neighborhood of a GPC, then the points
(j/1001, p(j)), j = 1, . . . , 1000, should approximately lie along the line (x, x), x ∈
[0, 1], whereas otherwise p(j) should be significantly smaller than 5% for many j.
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Figur 1. c = 0.2.
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Figur 2. c = 0.01.
Copula not in D(G)
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Figur 3. c = 0.2.
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Figur 4. c = 0.01.
As can be seen in figures 1–8, the test is quite reliable in detecting a GPC itself.
However, if the underlying copula is not a GPC, the corresponding p-value is quite
sensitive to the selection of c. E.g., if we decrease the value of c from 0.2 to 0.01, a
copula that is not even in the domain of attraction of an extreme value distribution
28 STEFAN AULBACH AND MICHAEL FALK
Normal Copula with coefficient of correlation −0.5
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Figur 5. c = 0.2.
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Figur 6. c = 0.01.
Clayton Copula with parameter 0.5
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Figur 7. c = 0.2.
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Figur 8. c = 0.01.
cannot be detected anymore, cf. Figure 3 and Figure 4. On the other hand, there
are copulas satisfying the δ-neighborhood condition that perform well with c = 0.2,
such as the normal copula in Figure 5, and those that do not, such as the Clayton
copula in Figure 7.
The aforementioned disadvantages can, however, be overcome by considering
the p-value as a function of the threshold c. Therefore we simulated a single data
set of sample size n = 10 000 and plotted the p-value for each c of a some grid
0 < c1 < · · · < cq < 1, see figures 9–12. It turns out that the p-value curve of
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Figure 9. GPC
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Figure 10. Copula /∈ D(G)
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Figure 11. Normal copula
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Figure 12. Clayton copula
the considered GPC is above the 5%-line for c ∈ (0, 0.6), roughly. In contrast, the
copula in Figure 10 has a peak for intermediate values of c but, for shrinking c,
decreases again below the 5%-line. Finally, copulas in the δ-neighborhood of a GPC
behave similar to the GPC in Figure 9 except that the point of intersection with
the 5%-line is notably smaller than 0.6.
The shapes of the p-value plots in figures 9–12 seem to be a reliable tool for the
decision whether or not to reject the hypothesis. A great advantage of this approach
is that a practitioner does not need to specify a suitable value of the threshold c,
which is a rather complicated task, but can make the decision based on a highly
30 STEFAN AULBACH AND MICHAEL FALK
intelligible graphical tool. A further analysis of these kind of p-value plots is part
of future work.
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