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Abstract
Let R be a ring and f (x1, . . . , xn) be a polynomial in noncommutative indeterminates x1, . . . , xn
with coefﬁcients from Z and zero constant. The ring R is said to be an f-ring if f (r1, . . . , rn)= 0 for
all r1, . . . , rn of R and a virtually f-ring if for every n inﬁnite subsets X1, . . . , Xn (not necessarily
distinct) of R, there exist n elements r1 ∈ X1, . . . , rn ∈ Xn such that f (r1, . . . , rn)=0. LetR∗ be the
‘smallest’ ring (in some sense) with identity containing R such that Char(R)=Char(R∗). Then denote
by ZR the subring generated by the identity of R∗ and denote by f¯R the image of f in ZR[x1, . . . , xn]
(the ring of polynomials with coefﬁcients in ZR in commutative indeterminates x1, . . . , xn). In this
paper, we show that if R is a left primitive virtually f-ring such that f¯R = 0, then R is ﬁnite. Using this
result, we prove that an inﬁnite semisimple virtually f-ringR is an f-ring, if the subring ofZR generated
by the coefﬁcients of f¯R is equal to ZR; and we also prove that if f (x) =
∑n
i=2 aixi + x ∈ Z[x],
where  ∈ {−1, 1}, then every inﬁnite virtually f-ring with identity is a commutative f-ring. Finally we
show that a commutative Noetherian virtually f-ring R with identity is ﬁnite if the subring generated
by the coefﬁcients of f¯R is ZR.
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1. Introduction and results
Aringwith polynomial identity is roughly a ringR forwhich there is a nonzero polynomial
f (x1, . . . , xn) vanishing identically when computed in R. These rings appear in a natural
way in algebra since a commutative ring is a ring with polynomial identity. This area has
been studied from many points of view with many diverse goals. For instance, much work
has been done by Amitsur and Levitzki (see [14]) in investigating the nature of minimal
identities satisﬁed by certain well-known rings. There is an interesting theorem due to
Kaplansky as follows:
Kaplansky’s Theorem (Kaplansky [9]). If R is a left primitive ring satisfying a polynomial
identity of degree d then R is a ﬁnite dimensional simple algebra over its center, of dimension
at most [d/2]2.
The main goal of this paper is to study a ring which in some sense virtually satisﬁes a
nonzero polynomial when computed in it. Suppose that f (x1, . . . , xn) is a polynomial in
noncommutative indeterminates x1, . . . , xn with coefﬁcients from Z and zero constant. We
say that a ring R is an f-ring if f (r1, . . . , rn)= 0 for all r1, . . . , rn of R. A ring R is said to
be a virtually f-ring if for every n inﬁnite subsets X1, . . . , Xn (not necessarily distinct) of
R, there exist n elements r1 ∈ X1, . . . , rn ∈ Xn such that f (r1, . . . , rn)= 0.
Themotivation for deﬁning virtually f-rings is essentially a problem of P. Erdös on groups
and its answer by Neumann [12]. In [6] Bell et al., by proving a similar result for rings as
Neumann did in [12] for groups, have proved that an inﬁnite ring R is commutative if and
only if, for any two inﬁnite subsets X and Y of R, there exist x ∈ X and y ∈ Y such that
xy = yx. Thus, in [6] it is proved that every inﬁnite virtually C-ring is a C-ring, where
C(x1, x2) = x1x2 − x2x1. It is clear that every ﬁnite ring is a virtually f-ring and every
f-ring is a virtually f-ring. It is natural to ask: Is every inﬁnite virtually f-ring an f-ring? The
similar question for groups has been studied by many people (see for example [1,7,11]).
The deﬁnition of virtually f-rings and formulation of the above question, as far as we know,
ﬁrst appeared in [2], where a virtually f-ring has been called an f #-ring. From now on we
use this notation.
In this paper we give some classes of rings in which every f #-ring is an f-ring for any
nonzero polynomial f. Note that quotients and subrings of every f #-ring are again f #-rings,
and the class of f-rings is closed under taking subrings, quotients and cartesian products.
Throughout let R be a ring and for any ring R without identity let R∗ = R × Z (if
Char(R) = 0) and R∗ = R × Zn (if Char(R) = n> 0) with the usual addition and the
multiplication (r1, n1)(r2, n2)= (r1r2+ n2r1+ n1r2, n1n2). Clearly R∗ has identity, R is a
subring ofR∗ andChar(R)=Char(R∗).Also, ifR has identity thenwe deﬁneR∗=R. LetZR
be the subring of R∗ generated by its identity. From now on suppose that g=g(x1, . . . , xn)
is a nonzero polynomial in noncommutative indeterminates x1, . . . , xn with coefﬁcients
from Z and zero constant. We also denote by g¯R the image of g in ZR[x1, . . . , xn] (the
ring of polynomials with coefﬁcients inZR in commutative indeterminates x1, . . . , xn).We
denote the ring of m × m matrices over R by Matm(R). Let a be an element of R. Then
Ann(a)= {r ∈ R|ra= ar = 0} and J (R) denote the annihilator of a in R and the Jacobson
radical of R, respectively; and for a left R-module V, EndR(V ) denotes the ring of all left
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R-module endomorphisms of V .A ring R is called semisimple if J (R)=0. The main results
of this paper are as follows:
Theorem 1.1. Let R be a left primitive g#-ring. If g¯R is nonzero, then R is ﬁnite.
As a consequence of Theorem 1.1, we prove
Theorem 1.2. Let R be an inﬁnite semisimple g#-ring. If the subring generated by the
coefﬁcients of g¯R is ZR , then R is a g-ring.
In [2] we answered positively the above question for the polynomial x11 . . . xnn , where
1, . . . , n are positive integers. Here we give a generalization of this result.
Theorem 1.3. Let f (x1, . . . , xn)= x1i1 . . . x
t
it
. Then every inﬁnite f #-ring is an f-ring.
Theorem 1.4. Let R be an inﬁnite ring with identity and f (x) =∑ni=2 aixi + x ∈ Z[x]
with  ∈ {−1, 1}. If R is an f #-ring, then R is an f-ring. In particular, R is commutative.
In [3] inﬁnite J #n -rings are studied for Jn = xn − x with an integer n> 1. It is proved
in [3] that such rings are Jn-rings. Note that by a result of Herstein [8, pp. 86–87], every
f-ring, where f is the polynomial given in Theorem 1.4, is commutative; hence Theorem 1.4
may be viewed as a generalization of Herstein’s result.
In [3] the authors also studied the inﬁnite rings R in which every inﬁnite subset contains
a potent element, where an element x is called potent if there exists an integer n> 1 for
which xn=x. They claimed that such a ring (J ∗-ring, for short) is a J-ring, i.e., all elements
are potent. The proof is ﬂawed; in proving Lemma 6 of [3], the authors assume incorrectly
that a subdirect product of J-rings must be a J-ring. The ﬁrst author thanks Howard E. Bell
who pointed out this ﬂaw in his review of [3] in Zentralblatt MATH. Also in Lemma 3 of
[3] where the authors deal with left primitive J ∗-rings, they incorrectly assume that the
underlying division ring D is inﬁnite. We repair all these gaps in the last section.
Recall that by a famous theorem due to Jacobson (see Theorem 3.1.2 of [8]) all J-rings are
commutative. Clearly every J-ring is a J ∗-ring, so the following theoremmay be considered
as a generalization of Jacobson’s theorem.
Theorem 1.5. Every inﬁnite J ∗-ring is a J-ring. In particular, every inﬁnite J ∗-ring is
commutative.
2. Some general results about virtually g-rings
Lemma 2.1. Let R be an inﬁnite g#-ring. Then for every inﬁnite subset X of R, there
exist an inﬁnite subset Y ⊆ X, a well-ordering < on Y and a permutation  on the set
{1, . . . , n} such that for every n-subset {y1, . . . , yn} of Y, where y1< · · ·<yn, we have
g(y(1), . . . , y(n))= 0.
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Proof. List the elements of X with a well-ordering < on X. We denote the set of all n-
subsets of X by X(n). We deﬁne n! + 1 subsets of X(n) – a set U for each  ∈ Sn and an
additional set V. Speciﬁcally, for each s = (r1, . . . , rn) with r1< · · ·<rn, let s ∈ U if and
only if g(r(1), . . . , r(n)) = 0; and let V = X(n)\⋃∈Sn U. By Ramsey’s theorem [13],
there exists an inﬁnite subset Y of X such that Y (n) ⊆ U for some  ∈ Sn or Y (n) ⊆ V .
Suppose, for a contradiction, that Y (n) ⊆ V . SinceY is inﬁnite, there exist n inﬁnitemutually
disjoint subsets Y1, . . . , Yn ofY. On the other hand by assumption, there exist some elements
y1 ∈ Y1, . . . , yn ∈ Yn such that g(y1, . . . , yn) = 0, so that {y1, . . . , yn} is in U for some
 ∈ Sn, a contradiction. This completes the proof. 
Lemma 2.2. Suppose A is an integral domain and that g¯A is nonzero. If A is a g#-ring,
then A is a ﬁnite ﬁeld.
Proof. Let f denote an arbitrary polynomial in commuting indeterminates x1, . . . , xn. For
each i = 1, . . . , n, let di be the degree of f in xi and let Si be a subset of A with |Si |>di .
We claim that if f (a1, . . . , an) = 0 for all (a1, . . . , an) ∈ ni=1Si , then f ≡ 0. To prove
we apply induction on n. For n= 1 the result is trivial. Suppose that n> 1. We may write f
as follows:
f (x1, . . . , xn)=
m∑
i=0
fi(x1, . . . , xn−1)xin.
Assume that (a1, . . . , an−1) is an arbitrary element of n−1i=1 Si . Consider the following
polynomial:
f (a1, . . . , an−1, xn)=
m∑
i=0
fi(a1, . . . , an−1)xin.
By assumption this polynomial has at least dn + 1 roots and so it should be zero. Thus we
have fi(a1, . . . , an−1) = 0 for any i ∈ {0, . . . , n − 1}. Now by the induction hypothesis
fi ≡ 0 for any i ∈ {0, . . . , n− 1}. Therefore f ≡ 0 and the claim is proved.
Now suppose, for a contradiction, that A is inﬁnite. By Lemma 2.1, there exist an inﬁnite
subset Y of A, a well-ordering < on Y and a permutation  of {1, . . . , n} such that for any
n-sequence y1< · · ·<yn ofY, we have g(y(1), . . . , y(n))=0. Suppose that di is the degree
of xi in the polynomial g¯= g¯A and d is a positive integer greater than all of the di’s. Consider
the following sequence of elements of Y:
y1< · · ·<yd < · · ·<y(n−1)d+1< · · ·<ynd.
Now for any i ∈ {1, . . . , n} let
Si = {yj |(i − 1)d + 1j id}.
By the property of setY, we have that g¯(a(1), . . . , a(n))= 0 for all (a1, . . . , an) ∈ ni=1Si
and so the claim follows that g¯ ≡ 0, a contradiction. This completes the proof. 
Theorem 2.3. Let D be a division ring. If g¯D is nonzero, then for every positive integer m,
Matm(D) is a g#-ring if and only if D is a ﬁnite ﬁeld.
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Proof. Assume that Matm(D) is a g#-ring. Then D is also a g#-ring. Since g¯ = g¯D is a
nonzero polynomial in Z[x1, . . . , xn]where Z=ZD is the subring generated by 1 inD, we
can write g¯ = g¯D as follows:
g¯(x1, . . . , xn)=
∑
i=(i1,...,ik)
cix
i1
1 · · · xikk ,
where all ci’s are nonzero elements of Z. First we prove that every element a of D satisﬁes
either a polynomial of the form xk−1 for some k ∈ N or a polynomial with coefﬁcients ci.
Let a be any element ofD and consider the setXM ={am|m ∈ M} for any inﬁnite subset
M of positive integers. If there exists an inﬁnite subset M such that XM is ﬁnite then there
exist two distinct positive integers m1,m2 such that am1 = am2 . So in this case a satisﬁes a
polynomial of the form xk− 1. Hence, we may assume thatXM is inﬁnite for every inﬁnite
subsetM of positive integers. Let p be a prime number greater than the maximum of all the
components of the i’s. Suppose thatM1, . . . ,Mn are n inﬁnite mutually disjoint subsets of
{ps |s ∈ N}. By the hypothesis there exist n distinct positive integers m1, . . . , mn such that
g(ap
m1
, . . . , ap
mn
)= 0. Now since
g¯(ap
m1
, . . . , ap
mn
)= g(apm1 , . . . , apmn )= 0,
we have
g¯(ap
m1
, . . . , ap
mn
)=
∑
i=(i1,...,in)
cia
i1pm1+···+inpmn .
On the other hand since for every two distinct n-tuples (i1, . . . , in), (j1, . . . , jn), we have,
i1p
m1 + · · · + inpmn = j1pm1 + · · · + jnpmn,
thus a satisﬁes a polynomial with coefﬁcients ci.
Now suppose, for a contradiction, that Char(D) = 0. Let q be a prime number which
divides none of the coefﬁcients ci, for any i. But the rational number 1/q is not a root
of some polynomial with coefﬁcients ci or a polynomial of form xk − 1, a contradiction.
Therefore Char(D)= r for some prime r. In this case, Z is the prime subﬁeld Zr of D and
so the ﬁrst part of the proof implies that every element of D satisﬁes a nonzero polynomial
with coefﬁcients inZr , i.e.,D is algebraic overZr . It now follows from Jacobson’s theorem
[10, p. 208], D is a ﬁeld and Lemma 2.2 implies that D is a ﬁnite ﬁeld. It completes the
proof. 
Lemma 2.4. Every left primitive g#-ring is a left Artinian ring.
Proof. Suppose, for a contradiction, that R is a left primitive nonleft Artinian g#-ring.
Let V be a simple faithful left R-module. Then the dimension of the vector space V over
D = EndR(V ) is inﬁnite. Let d be the degree of the polynomial g and m be an integer
greater than d. By Kaplansky’s theorem there are n matrices A1, . . . , An ∈ Matm(D) such
that g(A1, . . . , An) = 0. LetB={v1, . . . , vm+1} be a linearly independent subset of V over
D of sizem+1 and letW be the subspace spanned by {v1, . . . , vm}. SinceR is a dense ring of
linear transformationsV overD, for every i ∈ {1, . . . , n} there exists an inﬁnite subsetXi of
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R such thatW is invariant under Xi and for every element r ∈ Xi the matrix representation
of r|W in the basis {v1, . . . , vm} is Ai . Now by the hypothesis, there exist some elements
r1 ∈ X1, . . . , rn ∈ Xn such that g(r1, . . . , rn)= 0. But since g(A1, . . . , An) = 0, we get a
contradiction. 
Proof of Theorem 1.1. Since R is a left primitive ring, there exists a simple faithful left
R-module V . By Lemma 2.4, R is a left Artinian ring and so the dimension of the vector
space V over D = EndR(V ) is ﬁnite. By the structure theorem for left primitive rings,
we conclude that RMatn(D), for some integer n> 0. Now Theorem 2.3 completes the
proof. 
Lemma 2.5. Let R be an inﬁnite g#-ring. If I is an inﬁnite ideal of R, then R/I is a g-ring.
Proof. Let r1, . . . , rn ∈ R and consider the inﬁnite subsets Xi = ri + I for i ∈ {1, . . . , n}.
Since R is a g#-ring, there exist n elements y1, . . . , yn ∈ I such that g(r1 + y1, . . . , rn +
yn)= 0 and so g(r1 + I, . . . , rn + I )= 0. Thus, R/I is a g-ring. 
Proof of Theorem 1.2. Since R is a semisimple ring, J (R)= 0. Thus, if {Pi |i ∈ I } is the
set of all left primitive ideals of R, then R is the subdirect product of R/Pi (i ∈ I ). Since
the subring generated by the coefﬁcients of g¯R is ZR , ¯gR/Pi is also nonzero as an element
of ZR/Pi [x1, . . . , xn] for all i ∈ I . Therefore Theorem 1.1 implies that Pi must be inﬁnite
for each i ∈ I . Now Lemma 2.5 implies that R/Pi is a g-ring for all i ∈ I and so R is a
g-ring. This completes the proof. 
Now we settle the question mentioned in Section 1 for the rings whose center contains
an inﬁnite zero subring, where we mean by a zero subring, a subring in which the product
of every two elements is zero. First we state a result from [7].
Lemma 2.6 (Lemma 2 of Endimioni [7]). Let G be an inﬁnite group and 1, . . . ,m
be homomorphisms from the group G to a group H. Suppose that in every m inﬁnite
subsets X1, . . . , Xm of G there exist m elements a1 ∈ X1, . . . , am ∈ Xm such that
1(a1) · · ·m(am)= 1. Then 1(x)= · · · = m(x)= 1 for all x ∈ G.
Proof. Note that in the statement of Lemma 2 of (Endimioni, Comm.Algebra [7]), thei’s
are endomorphisms of G. However, one can easily see that the proof of Lemma 2.6 is the
same as the proof of Lemma 2 of [7]. 
Theorem 2.7. Let R be a g#-ring. If the center of R contains an inﬁnite zero subring T,
then R is a g-ring.
Proof. Let r1, . . . , rn be arbitrary elements of R.We show that g(r1, . . . , rn)=0. First note
that since T is a central zero subring of R, for every n elements z1, . . . , zn ∈ T we may
write
g(r1 + z1, . . . , rn + zn)= g(r1, . . . , rn)+
n∑
i=1
zifi(r1, . . . , rn).
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For each i ∈ {1, . . . , n} let i : T → R be the group homomorphism deﬁned as
i (a)= af i(r1, . . . , rn), for all a ∈ T ,
and deﬁne for each i ∈ {1, . . . , n}, the group homomorphismsn+i : T → R asn+i (r)=
−i (r) for all r in T. Suppose that X1, . . . , X2n are 2n inﬁnite subsets of T. Consider n
inﬁnite subsets r1 +X1, . . . , rn +Xn. By the hypothesis there exist n elements z1, . . . , zn
such that g(r1 + z1, . . . , rn + zn)= 0 and so we have
−g(r1, . . . , rn)=
n∑
i=1
i (zi).
Now consider the inﬁnite subsets r1+Xn+1, . . . , rn+X2n. Using the hypothesis, we have
elements zn+1 ∈ Xn+1, . . . , z2n ∈ X2n such that
g(r1, . . . , rn)=
2n∑
i=n+1
i (zi).
Thus we have
2n∑
i=1
i (zi)= 0.
Hence we have so far proved that the homomorphisms i have the property that in every
2n inﬁnite subsetsX1, . . . , X2n of T there exist elements z1 ∈ X1, . . . , z2n ∈ X2n such that
1(z1)+ · · · + 2n(z2n)= 0.
We can now apply Lemma 2.6 and deduce that 1(r)=· · ·=n(r)=0 for all r ∈ T . Since
−g(r1, . . . , rn)=∑ni=1 i (zi), it follows that g(r1, . . . , rn)= 0, as required. 
Now we consider commutative g#-rings R with identity. Obviously every commutative
g#-ring is g¯#-ring, where g¯ is the image of g inZ[x1, . . . , xn]. Hence for commutative rings
R, it is reasonable to assume that g¯R = 0.The following result shows that every commutative
g#-ring R with 1 is nearly a g-ring, where the subring generated by the coefﬁcients of g¯R
is ZR .
Theorem 2.8. Let R be an inﬁnite commutative ring with identity. Suppose that the subring
generated by the coefﬁcients of g¯R is ZR . If R is a g#-ring which is not a g-ring, then J (R)
is a ﬁnite nilpotent ideal of R and R/J (R) is a g-ring. Moreover, J (R) contains a ﬁnite
ideal I such that I 2 = 0 and R/I is also a g-ring.
Proof. First we prove that J (R) consists of all nilpotent elements of R. For this, it sufﬁces
to prove that every prime ideal of R is maximal. Let P be a prime ideal of R. Note that by the
hypothesis on g¯R , ¯gR/I is not zero for all proper ideals I of R. It follows from Lemma 2.2
that R/P is a ﬁnite ﬁeld and so P is an inﬁnite maximal ideal, as R is inﬁnite. Thus J (R) is
a nil ideal. If J (R) is inﬁnite, by Theorem 6 of [5], J (R) contains an inﬁnite zero subring;
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and it follows fromTheorem 2.7 that R is a g-ring, a contradiction. Thus J (R) is ﬁnite and
by Lemma 2.5, R/J (R) is a g-ring, since J (R) is the intersection of all prime ideals of R,
which are all inﬁnite. Moreover, since J (R) is a ﬁnite nil ideal, J (R) is nilpotent (see [8,
Theorem 1.3.1, p. 20]). This completes the ﬁrst part of the theorem.
Now let I be the intersection of all inﬁnite ideals of R. Since IJ (R), I is ﬁnite. For each
x ∈ I , RxI is a ﬁnite ideal of R; and it follows from Lemma 2.8 of [2] that Ann(x) is
an inﬁnite ideal of R. By deﬁnition of I, IAnn(x), which implies that xI = 0. Therefore
I 2=0.We also have R/I is a g-ring, since it is a subdirect product of R/K’s, where K runs
over all inﬁnite ideals of R. Now the proof is complete. 
We ﬁnish this section with a result on commutative Noetherian rings.
Theorem 2.9. Let R be a commutative Noetherian g#-ring with identity such that the sub-
ring generated by the coefﬁcients of g¯R is ZR . Then R is ﬁnite.
Proof. Let R be a commutative Noetherian ring and P be an arbitrary prime ideal of R.
Note that by the hypothesis on g¯R , ¯gR/I is not zero for all proper ideals I of R. It follows
from Lemma 2.2 that the integral domain R/P is a ﬁnite ﬁeld, which implies that P is
a maximal ideal of R. It follows that R is Artinian. Therefore R is isomorphic to a direct
product of ﬁnitely many Artinian local rings (see [4, Theorem 8.7, p. 90]). Thus we may
assume that R is anArtinian local ring with maximal idealm. We have R/m is a ﬁnite ﬁeld
and since J (R) =m is nilpotent, there exists a positive integer n such that mn = 0. Since
R is a Noetherian ring, mi−1/mi is a vector space of ﬁnite dimension over R/m, for each
i ∈ {1, . . . , n} and so it is ﬁnite. Now noting the equality |m| =ni=2|mi−1/mi |, we see
that R is ﬁnite, as required. 
Remark. The Noetherian condition in the above theorem is not superﬂuous. Let R =
∞i=1Zp, where p is a prime and deﬁne g = xp − x. Then R is an inﬁnite g#-ring.
3. Some certain virtually g-rings
Let 1, . . . , n be positive integers. In [2] it is proved that if f (x1, . . . , xn)= x11 . . . xnn ,
then every inﬁnite f #-ring is an f-ring. There is a mistake in the proof of Lemma 2.2 of
[2] where it is proved that if R is a left primitive f #-ring, then R is ﬁnite (however this
lemma is true). It has been claimed that since R is an inﬁnite left primitive ring and V is a
simple faithful R-module, the division ring D = EndR(V ) is inﬁnite. But D may be ﬁnite,
(for example let R = EndF (W), where F is a ﬁnite ﬁeld andW is an inﬁnite dimensional
vector space over F. Then EndR(W)=F is ﬁnite). The ﬁrst author thanks Tsai-LienWong
for pointing out the error. Anyway in Theorem 1.1 we proved a more general result, which
not only corrects the proof of Lemma 2.2 in [2] but also generalizes that lemma. Now we
prove Theorem 1.3, which generalizes the main result of [2].
Proof of Theorem 1.3. It is easy to check that all the proofs and lemmas in [2] are true for
the polynomial f (x1, . . . , xn) = x1i1 · · · x
t
it
, and one may write all the proofs given in [2]
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by a similar method, but here consider Theorem 1.1 and Lemma 2.5 instead of Lemmas 2.2
and 2.1 of [2], respectively. 
In Lemma 3 of [3], where the authors deal with left primitive J #n -rings, they incorrectly
assume that the underlying division ring is inﬁnite, but again Theorem 1.1 shows the state-
ment of Lemma 3 in [3] is true. Now we are going to prove Theorem 1.4 which improves
the result of [3] on J #n -rings. Note that if R is a p#-ring where p is a polynomial in one
variable with integral coefﬁcients, then the set {r ∈ R|p(r) = 0} is ﬁnite.
Lemma 3.1. Let R be an inﬁnite ring with identity and f (x) =∑ni=2 aixi + x ∈ Z[x]
and  ∈ {−1, 1}. If R is an f #-ring, then J (R) is zero.
Proof. Suppose that X = {r ∈ R|f (r) = 0}. First we note that J (R) ⊆ X ∪ {0}. Indeed
if r ∈ J (R) and f (r) = 0, then r(∑ni=2 airi−1 + ) = 0; and since
∑n
i=2 airi−1 +  is
invertible, r=0. Thus J (R) is ﬁnite. It follows from Lemma 2.8 of [2] that every element of
J (R) has an inﬁnite annihilator in R. Now suppose, for a contradiction, that J (R) contains
a nonzero element a. By the hypothesis there is an inﬁnite subset B ⊆ Ann(a) such that
f (b)= 0 for all b ∈ B. Thus there exists an element b ∈ B such that f (a + b)= 0. On the
other hand f (a + b)= f (a)+ f (b), so f (a)= 0. That is, a /∈X, a contradiction. 
Proof of Theorem 1.4. Let R be an inﬁnite f #-ring. We know that J (R)=⋂{Pi |i ∈ I },
where the intersection is taken over all left primitive ideals of R. By Theorem 1.1, R/Pi is
ﬁnite and so Pi is inﬁnite for all i ∈ I . Thus by Lemma 2.5, R/Pi is an f-ring for all i ∈ I .
ﬁnally, by Lemma 3.1, J (R)= 0 and so R can be embedded in i∈IR/Pi . Therefore R is
an f-ring, as all R/Pi’s are so. Finally, by a result of Herstein [8, pp. 86–87], every f-ring is
commutative, so R is a commutative f-ring. This completes the proof. 
4. Rings with many potent elements
The purpose of this section is to prove Theorem 1.5.Although some sections of the proof
given in [3] are correct, we give a complete proof for the reader’s convenience.
Lemma 4.1. Let R be an inﬁnite J ∗-ring. Then J (R)= 0.
Proof. Let X be the set of all nonpotent elements of R. Since R is a J ∗-ring, X is ﬁnite. First
we prove that
J (R) ⊆ X ∪ {0}.
Let r ∈ J (R)\X, so that rn= r for some integer n> 1. Thus rn−1 is an idempotent element
of R and since r ∈ J (R), we have rn−1 = 0 (see [8, Theorem 1.3.3]), which implies that
r = 0 and hence J (R) ⊆ X ∪ {0}. It follows that J (R) is ﬁnite. Let a ∈ J (R). Since
J (R) is a ﬁnite ideal of R, Ann(a) is inﬁnite by Lemma 2.8 of [2]. Consider the inﬁnite
subset a + (Ann(a)\X). By the hypothesis there exist an element b ∈ Ann(a)\X and
positive integers m and n greater than 1 such that (a + b)n = a + b, bm = b. It follows
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that an + bn = a + b, since ab = ba = 0. Thus we have a(an + bn) = a(a + b) and so
an+1=a2. Thus an−1 is an idempotent element of J (R), so an−1=0, hence a2=0.We have
(an+bn)m= (a+b)m and so amn+bnm=am+bm. Sincem> 1 and a2=0, amn=am=0
and so bnm= bm. It implies that bn= b which yields an= a. Hence a= 0, as required. 
Lemma 4.2. Every inﬁnite left primitive J ∗-ring R is a ﬁeld and a J-ring.
Proof. Since R is a left primitive ring, there is a simple faithful left R-module V. Let
D = EndR(V ), which is a division ring. By the structure theorem for left primitive rings,
the two following cases can be considered.
Case 1: R =Matn(D). If n> 1, then R has inﬁnitely many nilpotent elements, but J ∗-
rings have only ﬁnitely many nilpotent elements. Thus in this case R = D. We prove that
all elements of D\{0} are periodic and so by Jacobson’s theorem [10, p. 208] D is a J-ring
which is a ﬁeld. Let a be a nonzero element of D. First suppose that X = {an|n ∈ N} is
inﬁnite. Thus, by the hypothesis, (an)k=an for some integer k > 1, and so ank−n=1, where
nk − n = 0. Thus, in this case, a is periodic. Now assume that X is ﬁnite, so an = am for
two distinct positive integers n,m. Thus an−m = 1, as required.
Case 2: The dimension of V overD is inﬁnite. Let {vi |i ∈ N} be an inﬁnite set of linearly
independent elements of V over D. Since R is a dense ring of linear transformations V over
D, for every i ∈ N there exists an element ri ∈ R such that riv1=0, riv2=v1 and riv3=vi .
By the hypothesis, there exists a positive integer i such that rni = ri for some positive integer
n> 1. Thus rni v2 = riv2 which implies v1 = 0, a contradiction. 
Proof of Theorem 1.5. Let R be an inﬁnite J ∗-ring. Since J (R) is the intersection of all
left primitive ideals Pi (i ∈ I ) of R, Lemma 4.1 implies that R is the subdirect product of
{R/Pi |i ∈ I }. IfR/Pi is ﬁnite, then Pi is inﬁnite, so for each element r ∈ R, by considering
the inﬁnite subset r + Pi , there exists an element p ∈ Pi such that (r + p)n = r + p for
some integer n> 1. It follows that (r + Pi)n = r + Pi . Thus in this case R/Pi is a ﬁnite
ﬁeld. If R/Pi is inﬁnite, Lemma 4.2 implies that R/Pi is a ﬁeld and a J-ring.
Now we prove that R is a periodic ring, that is, for every element r ∈ R, there are two
distinct positive integer n,m such that rn=rm. Let a be an element ofR. Consider the subset
Y ={ak|k ∈ N}. IfY is ﬁnite, then clearly there exist two distinct positive integers n,m such
that an = am and if Y is inﬁnite there exists a positive integer m such that (am)n = am for
some positive integer n> 1. Thus R is periodic. Suppose now that r ∈ R and rn= rm where
n,m are two distinct positive integers. Assume that n>m. Let r +Pi be the ith component
of the image of r ini∈IR/Pi . Then rn + Pi = rm + Pi . Since each of the R/Pi is a ﬁeld,
we have rn−m+1 + Pi = r + Pi , for all i ∈ Pi . This implies that rn−m+1 − r ∈ J (R), and
by Lemma 4.1, rn−m+1 = r , as required. This completes the proof. 
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