In a system of N sensors, the sensor Sj, j = 1 , 2 . . . , N ,
Introduction
The area of distributed sensor fusion has witnessed a tremendous growth over the past decade due to, at least in part, rapidly expanding application domains [3, 41. In robotics applications, many researchers realized several fundamental limitations of single sensor systems [l] . By employing multiple sensors: (a) replicated sensors can be employed for fault tolerance, and (b) sensors of different modalities can be used to achieve tasks that cannot be performed by a single sensor. In either case, the fusion method must be designed carefully, for an inappropriate fuser can render the system worse than the worst individual sensor.
Many existing sensor fusion methods require either independence of sensor errors or closed-form analytical expressions for error densities. In the former case, a general majority rule suffices, while in the latter a fusion rule can. be computed using Bayesian methods. Most of the distributed decision fusion methods belong to the latter class [3] . In. robotics systems, however, independence can seldom be assured, and the problem of obtaining the required probability densities can be more difficult than the fusion problem itself. These problems were overcome recently in several cases by using a "learning" method if the sensor system is available for operation [ll] . In this paper, we show that the classical Nadaraya-Watson estimator can be used to solve a generic fusion problem that can be applied in a number of robotics applications. This estimator, originally proposed in the sixties, has been extensively used in statistical applications [?I, but is seldom used for sensor fusion. Recently, we obtained finite sample results for this estimator based on Haar kernels, and showed its relation t o neural network estimators [17] . Due to its effective ;performance in a number of nonlinear function estimation problems, we are motivated to investigate this estimator for the sensor fusion problem in this paper.
Consider a system of N sensors such that corre- Figure 1) A training n- 
to be minimized over a family of fusion rules F based on the given n-sample data, where
It is assumed that the func- 
for E > 0 and 0 < S < 1 for continuous densities.
Thus the "error" of f is within E of the optimal error (of f * ) with arbitrarily high probability 1 -S (given a sufficiently large sample). If g(.) $! 3, then under the same conditions, we have
If the sensor error densities are known, several cases of the fusion rule estimation problem have been solved by methods not requiring the samples. Some of the earlier work in this direction was done in the areas of pattern recognition, political economy, and reliability (see [6] for a brief historical account). The distributed detection problem based on probabilistic formulations has been extensively studied; see Dasarathy The paper is organized as follows. Preliminaries are summarized in Section 2. In Section 3, we show that for a sufficiently large sample, the condition (1.2) can be satisfied. We present two simulation examples and one robotics example in Section 4. Table 1 , where s denotes the size of the feedforward neural network. A preprocessing step is needed in neural network and proposed method, which results in a reduced complexity for computing a function value. In practice m is chosen such that 2" 5 nt for some t < 1/4 for Nadaraya-Watson estimator. In terms of complexity, Nadaraya-Watson estimator exhibits a trade-off in that its preprocessing complexity is polynomial in n (unlike neural networks) and the estimation complexity is polynomial in log n (unlike the nearest neighbor rule).
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It is also common t o employ sigmoid networks for function estimation problem which is closely related to the present fusion problem. Finite sample results for such method are based on computing an empirically best neural network, the complexity of which is an open problem [18]. We note that the popular backpropagation algorithm for sigmoid networks is not known t o provide performance guarantees based on finite samples for the present problem (when . F has only the smoothness property). Table 2 is an illustration of the percentage error of the individual detectors and the fused system based on an adaptation of Nadaraya-Watson estimator. Here we use m = 2 and Q = [0, lI5 such that Ho and H I are represented by 0 and 1 respectively; f is thresholded at 0.5 to generate final output. Note that the fuser is consistently better than the best sensor SI beyond the sample sizes of the order of 1000. Thus this example illustrates that the performances exceeding the best of the individual sensors can be achieved through fusion methods. Figure 2 . The sensors are periodically polled while the robot is in motion. This example deals with only the problem of detecting a wide enough door when the sensor array of any side is facing it. The ultrasonic sensors return a measurement corresponding to distance t o an object within a certain cone as illustrated in Figure 2 . The infrared sensors return Boolean value based on the light reflected by an object in the line-of-sight of the sensor; white smooth objects are detected due to high reflectivity, and objects with black or rough surface are generally not detected. Both ultrasonic and infrared sensors are unre- is very difficult to derive accurate probabilistic models for these sensors since it requires expertise in device physics, statistics, and non-linear mathematics. Thus a Bayesian solution to this problem is very hard t o implement. we propose to employ the proposed estimate to derive a non-linear relationship between the width of the door and the sensor readings. Here the training sample is generated by actually recording the measurements while the sensor system is facing the door. Positive examples are generated when the door 
Conclusions
The classical Nadaraya-Watson estimator is shown to solve a generic sensor fusion problem where the underlying sensor error densities are not known but a sample is available. In particular, by employing Haar kernels this estimator has been shown to yield finite sample guarantees and also t o be efficiently computable. This sensor fusion problem is particularly useful in solving a number of robotics problems. We presented two simulation examples, and a robotics example involving the detection of a door using arrays of ultrasonic and infrared sensors. Several questions for future research arise in the present study, First, it would be of interest t o identify other kernels for the Nadaraya-Watson estimator that yield finite sample results and support efficient computation. Second , the effectiveness of this estimate for other robotics applications would be of future interest.
