Abstract. Given a Hilbert space H, we investigate the well-posedness of the Cauchy problem for the wave equation for operators with discrete non-negative spectrum acting on H. We consider the cases when the time-dependent propagation speed is regular, Hölder, and distributional. We also consider cases when it it is strictly positive (strictly hyperbolic case) and when it is non-negative (weakly hyperbolic case). When the propagation speed is a distribution, we introduce the notion of "very weak solutions" to the Cauchy problem. We show that the Cauchy problem for the wave equation with the distributional coefficient has a unique "very weak solution" in appropriate sense, which coincides with classical or distributional solutions when the latter exist. Examples include the harmonic oscillator and the Landau Hamiltonian on R n , uniformly elliptic operators of different orders on domains, Hörmander's sums of squares on compact Lie groups and compact manifolds, operators on manifolds with boundary, and many others.
Introduction
Let L be a densely defined linear operator with the discrete spectrum {λ ξ ≥ 0 : ξ ∈ I} on the Hilbert space H. The main (and only) assumption in this paper will be that the system of eigenfunctions {e ξ : ξ ∈ I} is a basis in H, where I is a countable set.
Note that we do not assume a-priori that the operator L is self-adjoint in any sense so that the basis {e ξ : ξ ∈ I} does not have to be orthogonal.
In this paper, for a non-negative function a = a(t) ≥ 0 and for the source term f = f (t) ∈ H, we are interested in the well-posedness of the Cauchy problem for the operator L with the propagation speed given by a:
(1.1) In order to provide a comprehensive analysis of such problems, we will treat several cases depending on the properties of a, and to a lesser extent of f . The reason behind this is that in each case the optimal results that we can get are different and depend on the properties of a. More specifically, we consider the following cases:
(I.1) The coefficient a and the source term f are regular enough: a ∈ C 1 , f ∈ C, and a ≥ a 0 > 0. This is the classical case where we show the (natural) well-posedness of (1.1) in Sobolev spaces associated to L. (I.2) We consider the case when a ∈ C α , 0 < α < 1, a ≥ a 0 > 0, is strictly positive and Hölder of order α. In this case it is well-known already for Lu = −u ′′ on R that the Cauchy problem may be not well-posed in C ∞ or in D ′ (see e.g. Colombini, de Giorgi and Spagnolo [CDGS79] or [CJS87] ) and the Gevrey spaces appear naturally. Here we prove the well-posedness of (1.1) in the scale of L-Gevrey spaces and L-ultradistributions that we introduce for this purpose. (I.3) We consider the case when a ∈ C ℓ , ℓ ≥ 2, a ≥ 0, is regular but may be equal to zero (the weakly hyperbolic case). In this case there may be also no well-posedness in C ∞ or in D ′ already for Lu = −u ′′ on R. Here we also prove the well-posedness of (1.1) in the scale of L-Gevrey spaces and L-ultradistributions. (I.4) The last 'regular' case is the weakly hyperbolic case with Hölder propagation speed: when a ∈ C α , 0 < α < 2, a ≥ 0. Here we also prove the well-posedness of (1.1) in the scale of L-Gevrey spaces and L-ultradistributions depending on α. Consequently, we also consider the cases when a is less regular than Hölder, allowing it to be a (positive) distribution, for example allowing the case a = 1 + δ, involving the δ-distribution. Such type of setting appears in applications, for example when one is looking at the behaviour of a particle in irregular electromagnetic fields: in this case L is the Landau Hamiltonian on R n , and the corresponding wave equation was analysed by the authors in [RT16a] . While from the physical point of view (of irregular electromagnetic fields) such situation is natural and one expects the wellposedness, mathematically equation (1.1) is difficult to handle because of the general impossibility to multiply distributions (recall the famous Schwartz impossibility result from [Sch54] ).
In the setting of L being a second order invariant partial differential operator in R n , in [GR15b] , Claudia Garetto and the first-named author introduced the notion of "very weak solutions", proving their existence, uniqueness, and consistency with classical or distributional solutions should the latter exist, for wave-type equations in R n . The setting of the present paper is different (since we assume that L has a discrete spectrum), and in [RT16a] the authors proved the existence, uniqueness, and consistency for the case when L is the Landau Hamiltonian on R n (see the example in Subsection 3.1). Thus, the second aim of this paper is to develop the general notion of very weak solutions for the abstract problem (1.1). In particular case of the Landau Hamiltonian, the results of this paper also extend those in [RT16a] by allowing a wider class of admissible Cauchy data u 0 , u 1 . The analysis of very weak solutions is based on the results and techniques of cases (I.1)-(I.4). Thus, in this paper we also consider the following situations:
(II.1) The coefficient a ≥ a 0 > 0 is a strictly positive distribution and the Cauchy data u 0 , u 1 and the source term f (t) belong to the L-Sobolev spaces H s L for some s ∈ R. In this case we prove the existence and uniqueness of Sobolevtype very weak solutions, and their consistency with cases (I.1)-(I.4) when we know that stronger solutions exist. (II.
2) The coefficient a ≥ 0 is a non-negative distribution and the Cauchy data u 0 , u 1 and f (t) are L-distributions or L-ultradistributions. In this case we prove the existence and uniqueness of ultradistributional-type very weak solutions, and their consistency with cases (I.2)-(I.4) when we know that ultradistributional solutions exist.
We divide the presentation of our results in two parts for the cases (I.1)-(I.5) and (II.1)-(II.2), respectively.
We note that we can partially remove the condition that the spectrum λ ξ ≥ 0 is non-negative. Indeed, let L 0 be a densely defined linear operator with the discrete spectrum {λ ξ ∈ C : ξ ∈ I} on the Hilbert space H, and assume that the system of corresponding eigenfunctions {e ξ : ξ ∈ I} is a basis in H, where I is an ordered countable set. We denote by L := |L 0 | the operator defined by assigning the eigenvalue |λ ξ | for each eigenfunction e ξ . Moreover, if λ ξ = 0 for some ξ, for example to define negative powers of an operator, we can put L := |L 1 | to be the operator defined by the eigenvalue (|λ ξ | + c) to each eigenfunction e ξ , with some positive c > 0. We note that L is not the absolute value of L 0 in the operator sense since L 0 and its adjoint L * 0 may have different domains and are, in general, not composable. However, this is well-defined by the symbolic calculus developed in [RT16] (and extended in [RT16b] to the full pseudo-differential calculus without the condition that eigenfunctions do not have zeros). Therefore, all the results of the paper extend to the Cauchy problem (1.2)      ∂ 2 t u(t) + a(t)|L 0 |u(t) = f (t), t ∈ [0, T ], u(0) = u 0 ∈ H,
if we apply the results for (1.1) taking L = |L 0 | in the above sense. The organisation of the paper is as follows. In Section 2 we formulate the results for the cases (I.1)-(I.5). In Section 3 we give examples of different settings with different operators L satisfying our assumptions (discrete spectrum and a basis of eigenfunctions). In Section 4 we formulate the results for cases (II.1)-(II.2) corresponding to propagation speeds of low regularity. In Section 5 we review elements of the (nonharmonic) Fourier analysis associated to L. In Section 6 we prove results of Part I from Section 2 and in Section 7 we prove results of Part II from Section 4.
Main results, Part I
In our results below, concerning the Cauchy problem (1.1), we first carry out analysis in the strictly hyperbolic case a(t) ≥ a 0 > 0, a ∈ C 1 ([0, T ]). This is the regular strictly hyperbolic type case when we obtain the well-posedness in Sobolev spaces H s L associated to the operator L: for any s ∈ R, we set
is defined in Section 5. It is notationally more convenient to use the operator L 1/2 in (2.1) because the operator in (1.1) is second order with respect to t: L is positive so L 1/2 is well defined by its spectral decomposition, but in Section 5 we will also make a symbol definition of L 1/2 . Namely, σ L 1/2 (ξ) = λ 1/2 ξ . Anticipating the material of the next sections, using Lemma 5.1 and Plancherel's identity (5.9), in our case we can express the Sobolev norm as
for any s ∈ R, where (·, ·) is the inner product of H. Moreover, if λ ξ = 0 for some ξ, in order to define negative powers of an operator, for eigenvectors corresponding to the zero eigenvalue, we can, without loss of generality, for some positive c > 0, redefine L to be the operator assigning the eigenvalue (|λ ξ |+c) to each eigenfunction e ξ .
Theorem 2.1 (Case I.1).
). As we have mentioned in the introduction, already in the setting of partial differential equations in R n , in the cases when a is Hölder or non strictly positive, the well-posedness in the spaces of smooth functions or in the spaces of distributions fail. For example, it is possible to find smooth Cauchy data, taking also f = 0, so that the Cauchy problem (1.1) would not have solutions in spaces of distributions, or a solution would exist but would not be unique -we refer to [CS82, CJS87] for respective examples. Therefore, already in such setting Gevrey spaces as well as spaces of ultradistributions appear naturally. Therefore, it is also natural to introduce these spaces in our setting.
It will be convenient to also use the notation H ∞ L for the space of test functions later on, defined by H
The expression on the right hand side will be discussed in more detail in Section 5. Similarly, we can define the L-Gevrey (Beurling) spaces by
We denote by H L , respectively. We call them the Gevrey Roumieu ultradistributions and the Gevrey Beurling ultradistributions, respectively. For further properties we refer to Section 5. Theorem 2.2 (Case I.2). Assume that a(t) ≥ a 0 > 0 and that a ∈ C α ([0, T ]) with 0 < α < 1. Then for initial data and for the source term
We now consider the situation when the propagation speed a(t) may become zero but is regular, i.e. a ∈ C ℓ ([0, T ]) for ℓ ≥ 2.
Theorem 2.3 (Case I.3). Assume that a(t) ≥ 0 and that a ∈ C ℓ ([0, T ]) with ℓ ≥ 2. Then for initial data and for the source term
If a(t) ≥ 0 belongs to C ∞ ([0, T ]) then the Cauchy problem (1.1) is well-posed as in (a) or (b) for every s ≥ 1.
We now consider the case which is complementary to that in Theorem 2.3, namely, when the propagation speed a(t) may become zero and is less regular, i.e. a ∈ C α ([0, T ]) for 0 < α < 2.
Theorem 2.4 (Case I.4). Assume that a(t) ≥ 0 and that a ∈ C α ([0, T ]) with 0 < α < 2. Then, for initial data and for the source term
The proofs of the above theorems will be given in Section 6. Analogues of Parts (a) of the above theorems for the wave equation on R n go back to Colombini, de Giorgi, and Spagnolo [CDGS79] . For higher order hyperbolic equations in R the Gevrey well-posedness was considered in [CK02] and [KS06] under assumptions corresponding to Cases I.2 (a) and I.3 (a), which were extended to R n in [GR12] and [GR13] , respectively. Other low regularity or multiple characteristics situations were considered in e.g. [Bro80, CC13, CDSR03] . Equations with low regularity coefficients often come up in applications, see e.g. [HdH01, HdH02] . We refer to [GR12, GR13] for the history of the subject for hyperbolic equations on R n with time-dependent coefficients, as well as for the sharpness of the orders from the theorems above in the case of R n . The mathematical analysis of hyperbolic equations with discontinuous coefficients goes back to Hurd and Sattinger [HS68] . We refer to [GR15b] for the historical review of this topic.
Examples
In this section as an illustration we give several examples of the settings where our results are applicable. Of course, there are many other examples, here we collect the ones for which different types of partial differential equations have particular importance. We first discuss self-adjoint, and then non-self-adjoint operators.
3.1. Landau Hamiltonian in 2D. First, we describe the setting of the Landau Hamiltonian in 2D. Here, the results of this paper partially recover and also extend the results obtained in [RT16a] . More precisely, in [RT16a] we considered the magnetic and electric fields of the operator separately, thus treating a more general model in the particular case of the Landau Hamiltonian. On the other hand, in [RT16a] we obtained results corresponding to cases (I.1) and (II.1) only, not dealing with coefficients leading to the appearance of Gevrey type spaces. Therefore, the results of this paper extend those in [RT16a] in the direction of Hölder propagation speeds as well as allowing more general Cauchy data and source terms.
We recall that the dynamics of a particle with charge e and mass m * on the Euclidean xy-plane in the presence of the perpendicular constant homogeneous magnetic field is described by the Hamiltonian operator (3.1)
where h denotes Planck's constant, c is the speed of light and i the imaginary unit.
In the sequel we can set m * = e = c = h = 1. With the symmetric gauge
where r = (x, y) ∈ R 2 , and 2B > 0 the strength of the magnetic field, one obtains the Landau Hamiltonian
The spectrum of L consists of infinite number of eigenvalues (called the Euclidean Landau levels) with infinite multiplicity of the form (3.3) λ n = (2n + 1)B, n = 0, 1, 2, . . . , see [F28, L30] . Denoting the eigenspace of L corresponding to the eigenvalue λ n by
its basis is given by (see [ABGM15, HH13] ):
n are the Laguerre polynomials given by 3.2. Harmonic oscillator. As a second example in any dimension d ≥ 1, we consider the harmonic oscillator of Quantum Mechanics,
and with eigenfunctions
Here, P n (·) is the n-th order Hermite polynomial, and
where t ∈ R, and
For more details on the associated spectral analysis, see for instance [NR10] .
3.3. Higher dimensional Hamiltonian. Here we describe a higher dimensional example following [RT16a] . Let x = (x 1 , . . . , x 2d ) ∈ R 2d and again setting all physical constants to be equal to 1, in analogy to the case of d = 1 in (3.2), let
where
0 be a multi-index. Then in analogy to (3.3), the spectrum of L consists of the infinitely degenerate eigenvalues
with eigenfunctions corresponding to (3.1). In particular, in the isotropic case when
that the spectrum of L consists of eigenvalues of the form λ m = B(2m + 1) with m ∈ N 0 . We refer e.g. to [P09] and references therein for more details on the spectral analysis of this case.
3.4. Regular elliptic boundary value problems. Let L be a realisation in L 2 (Ω) of a regular elliptic boundary value problem, i.e. such that the underlying differential operator is uniformly elliptic and has smooth coefficients on an open bounded set Ω ⊂ R n , and that the boundary conditions determining L are also regular in some sense. Suppose that L is a positive elliptic operator, so that it has a basis of eigenfunctions in L 2 (Ω).
3.5. Sums of squares on compact Lie groups. Let G be a compact Lie group and let X 1 , . . . , X k be a basis of left-invariant vector fields satisfying the Hörmander sums of squares condition. Let
be the (positive) sub-Laplacian. Then L has a discrete spectrum which can be related to the spectrum of the bi-invariant Laplacian on G, see [GR15] for the estimates, also involving the representations of G. We refer to [GR15] for a discussion on the spectral properties and their history in this case. The cases (I.1)-(I.4) have been partially analysed in [GR15] , and the results in cases (II.1)-(II.2) extend them to the case of less regular propagation speeds.
We refer to [RT10] for questions related to the Fourier analysis on compact Lie groups.
3.6. Weighted sub-Laplacians and sub-Riemannian Ornstein-Uhlenbeck operators on H-type and Métivier groups. Let G be a Métivier group and let d and ∇ X be a homogeneous norm and the horizontal gradient on G, respectively. Let L α be the weighted sub-Laplacian associated to the Dirichlet form
If G = R n and d is the Euclidean norm, then for α = 2, the operator L 2 is the classical Ornstein-Uhlenbeck operator. Such operators and their properties have been also intensively studied in sub-Riemannian settings. Thus, in [I12] it was shown that if G is an H-type group and d is the Carnot-Carathéodory norm, then the operators L α have discrete spectrum for α > 1. If G is a general Métivier group and d is the Kaplan norm, then it was shown in [BC16] that L α has discrete spectrum if and only if α > 2. We refer to e.g. [BLU07] for definitions of these groups and the corresponding norms.
3.7. Operators on manifolds with boundary. Let M be a manifold with (possibly irregular) boundary ∂M. Let L 0 be an operator densely defined in L 2 (M), with discrete spectrum and the eigenfunctions forming a basis in L 2 (M). If M is a closed manifold (i.e. compact without boundary) and L 0 is a positive elliptic pseudo-differential operator on X then L = |L 0 | = L 0 in both the operator sense and in the sense explained in the introduction. In this case the basis of the eigenfunctions of L can be chosen to be orthonormal.
The operator does not have to be elliptic, for example, if we take a family X 1 , . . . , X k of smooth vector fields on M satisfying the Hörmander condition, such that the necessarily positive spectrum of the operator
corresponds to a basis in L 2 (M), then it satisfies our assumption. In the case of M being a compact Lie group and left-invariant vector fields X j , this recaptures the example in Section 3.5.
Another example here may be the operator
on the manifold M = [0, 1] equipped with periodic boundary conditions f (0) = f (1). This can be regarded as a special case of the situation above since in this case M can be identified with the circle.
However, if we take the operator
on the manifold M = [0, 1] equipped with boundary conditions hf (0) = f (1) for a fixed h > 0, h = 1, it is no longer self-adjoint. Its eigenvalues are given by The biorthogonal (nonharmonic) Fourier and symbolic analysis of such operators is still possible and was developed in [RT16, RT16b] in a general setting, to which we refer for further details.
3.8. Differential operators with strong regular boundary conditions. We finish the list of examples with another non-self-adjoint operator, following [RT16] . Let O (m) be an ordinary differential operator in L 2 (0, 1) of order m generated by the differential expression
and boundary conditions
with α js and β js some real numbers, and ρ js ∈ L 2 (0, 1) for all j and s. Furthermore, we suppose that the boundary conditions (3.8) are normed and strong regular in the sense considered by Shkalikov in [Shk82] . Then it can be shown that the eigenvalues have the same algebraic and geometric multiplicities and, after a suitable adaption for our case, we have In the monograph of Naimark [Naȋ68] the spectral properties of differential operators generated by the differential expression (3.7) with the boundary conditions (3.8) without integral terms were considered. The statement as in Theorem 3.1 was established in this setting, with the asymptotic formula for the Weyl eigenvalue counting function N(λ) in the form
Main results, Part II: very weak solutions
We now describe the notion of very weak solutions and formulate the corresponding
The first main idea is to start from the distributional coefficient a and the source term f to regularise them by convolution with a suitable mollifier ψ obtaining families of smooth functions (a ε ) ε and (f ε ) ε , namely
where ψ ω(ε) (t) = ω(ε) −1 ψ(t/ω(ε)) and ω(ε) is a positive function converging to 0 as ε → 0 to be chosen later. Here ψ is a Friedrichs-mollifier, i.e. ψ ∈ C ∞ 0 (R), ψ ≥ 0 and ψ = 1. It turns out that the net (a ε ) ε is C ∞ -moderate, in the sense that its C ∞ -seminorms can be estimated by a negative power of ε. More precisely, we will make use of the following notions of moderateness.
In the sequel, the notation K ⋐ R means that K is a compact set in R.
Definition 4.1.
] is said to be C ∞ -moderate if for all K ⋐ R and for all α ∈ N 0 there exist N ∈ N 0 and c > 0 such that
We note that the conditions of moderateness are natural in the sense that regularisations of distributions are moderate, namely we can regard (4.2) compactly supported distributions E ′ (R) ⊂ {C ∞ -moderate families} by the structure theorems for distributions. Thus, while a solution to the Cauchy problems may not exist in the space of distributions on the left hand side of (4.2), it may still exist (in a certain appropriate sense) in the space on its right hand side. The moderateness assumption will be crucial allowing to recapture the solution as in (2.3) should it exist. However, we note that regularisation with standard Friedrichs mollifiers will not be sufficient, hence the introduction of a family ω(ε) in the above regularisations.
We can now introduce a notion of a 'very weak solution' for the Cauchy problem
such that (u ε ) ε solves the regularised problem
for all ε ∈ (0, 1], and is
of the source term f (t), such that (u ε ) ε solves the regularised problem (4.4) for all ε ∈ (0, 1], and is
(s) )-moderate. We note that according to Theorem 2.1 the regularised Cauchy problem (4.4) has a unique solution satisfying estimate (2.3).
In [GR15b] Claudia Garetto and the first-named author studied weakly hyperbolic second order equations with time-dependent irregular coefficients, assuming that the coefficients are distributions. For such equations, the authors of [GR15b] introduced the notion of a 'very weak solution' adapted to the type of solutions that exist for regular coefficients. We now apply a modification of this notion to the Cauchy problem (4.3). In fact, in our particular setting, the condition that the distribution a is nonnegative implies that it has to be a Radon measure. However, we will not be making much use of this observation, especially since we could not make the same conclusion on the behaviour of the source term f with respect to t.
In the case of the Landau Hamiltonian with irregular (distributional) electromagnetic fields the Sobolev type very weak solutions have been constructed in [RT16a] where we proved the first part of the following result in that case.
In the following theorem we assume that a is a nonnegative or a strictly positive distribution. The strict positivity means that there exists a constant a 0 > 0 such that a − a 0 is a positive distribution. In other words,
The main results of this part of the paper can be summarised as the following solvability statement complemented by the uniqueness and consistency in Theorems 7.2 and 4.4. Theorem 4.4 (Consistency-1).
Let s ∈ R and consider the Cauchy problem
. Let u be a very weak solution of H s -type of (4.5). Then for any regularising families a ε and f ε in Definition 4.2, any representative (u ε ) ε of u converges in . The proofs of these results will be given in Section 7. The uniqueness of the very weak solutions will be formulated in Theorem 7.2.
L-Fourier analysis
In this section we recall the necessary elements of the global Fourier analysis that has been developed in [RT16] (also see [RT16b] , and its applications to the spectral properties of operators in [DRT16] 
The Fréchet topology of H ∞ L is given by the family of semi-norms
Analogously to the operator L * (H-conjugate to L), we introduce the space H
of test functions for L * , and we define
The Fréchet topology of C ∞ L * is given by the family of semi-norms
We can understand the continuity here in terms of the topology (5.2). For w ∈ H −∞ L and ϕ ∈ H ∞ L * , we shall write w(ϕ) = w, ϕ .
We can understand the continuity here in terms of the topology (5.1). For w ∈ H −∞ L * and ϕ ∈ H ∞ L , we shall also write w(ϕ) = w, ϕ .
Since the system of eigenfunctions {e ξ : ξ ∈ I} of the operator L is a basis in H then its biorthogonal system {e * ξ : ξ ∈ I} is also a basis in H (see e.g. Bari [Bar51] , as well as Gelfand [Gel63] ). Note that the function e * ξ is an eigenfunction of the operator L * corresponding to the eigenvalue λ ξ for each ξ ∈ I. They satisfy the orthogonality relations (e ξ , e * η ) = δ ξη , where δ ξη is the Kronecker delta.
Let S(I) denote the space of rapidly decaying functions ϕ : I → C. That is, ϕ ∈ S(I) if for any m < ∞ there exists a constant C ϕ,m such that
holds for all ξ ∈ I, where we denote
The topology on S(I) is given by the seminorms p k , where k ∈ N 0 and
We now define the L-Fourier transform on H
is given by
so that the Fourier inversion formula becomes
so that the L * -Fourier inversion formula becomes
The Plancherel's identity takes the form
We note that since systems {e ξ } and {e * ξ } are Riesz bases, we can also compare H-norms of functions with sums of squares of Fourier coefficients. The following statement follows from the work of Bari [Bar51, Theorem 9]:
Lemma 5.1. There exist constants k, K, m, M > 0 such that for every f ∈ H we have
Hence, Lemma 5.1 shows that are equivalent norms. Indeed, we could use any of them.
Now we are going to introduce Sobolev spaces induced by the operator L. For this aim we will use · 2,H -norm and, briefly, write · H . In fact, it does not matter what norm we use because, as a result, we get equivalent Sobolev norms.
In general, given a linear continuous operator L : H
, under the condition that e ξ does not have zeros, we can define its symbol by σ L (ξ) := e −1 ξ (Le ξ ). In this case it holds that
The correspondence between operators and symbols is one-to-one. The quantization (5.10) has been extensively studied in [RT10, RT13] in the setting of compact Lie groups, and in [RT16] in the setting of (non-self-adjoint) boundary value problems, to which we may refer for its properties and for the corresponding symbolic calculus. The condition that e ξ do not have zeros can be removed in some sense, see [RT16b] . However, in this paper we do not need such technicalities since we already know the symbols of all the appearing operators. Consequently, we can also define Sobolev spaces H s L associated to L. Thus, for any s ∈ R, we set
f H , which, using Lemma 5.1, we understand as
Also, define the Beurling Gevrey space γ (s)
L by the formula
In the case when L is the Laplacian (or, more generally, a positive elliptic pseudodifferential operator) on a closed manifold it was shown in [DR16] that these spaces coincide with the usual Gevrey spaces defined in local coordinates.
We denote by H 
respectively.
Proofs of Part I: Theorems 2.1-2.4
The operator L has the symbol
taking the L-Fourier transform of (1.1), we obtain the collection of Cauchy problems for L-Fourier coefficients:
The main point of our further analysis is that we can make an individual treatment of the equations in (6.2). Thus, let us fix ξ ∈ I, we then study the Cauchy problem
, with ξ being a parameter, and want to derive estimates for u(t, ξ). Combined with the characterisation (2.2) of Sobolev spaces this will yield the well-posedness results for the original Cauchy problem (1.1).
By setting
the equation in (6.3) can be written as (6.5) ∂
We now proceed with a standard reduction to a first order system of this equation and define the corresponding energy. The energy estimates will be given in terms of t and ν(ξ).
We can now do the natural energy construction for (6.5). We use the transformation
It follows that the equation (6.5) can be written as the first order system (6.6)
where V is the column vector with entries V 1 and V 2 ,
and
The initial conditions u(0, ξ) = u 0 (ξ), ∂ t u(0, ξ) = u 1 (ξ) are transformed into
Note that the matrix A has eigenvalues ± a(t) and symmetriser
By definition of the symmetriser we have that
It is immediate to see that (6.7) min
where (·, ·) and | · | denote the inner product and the norm in C, respectively. 
a(t).
Hence (6.7) implies,
with c 0 , c 1 > 0. We then define the energy E(t, ξ) := (S(t)V (t, ξ), V (t, ξ)), and
with some constants C 1 and C 2 . An application of Gronwall's lemma combined with the estimates (6.8) implies
which is valid for all t ∈ [0, T ] and ξ with 'new' constants C 1 and C 2 depending on T . Hence
Recalling the notation ν
for all t ∈ [0, T ], ξ ∈ I, with the constant C ′ 1 independent of ξ. Now we recall that by Plancherel's equality, we have
Hence, the estimate (6.10) implies that
, where the constant C > 0 does not depend on t ∈ [0, T ]. More generally, multiplying (6.10) by powers of |σ L (ξ)|, for any s, we get
Taking the sum over ξ as above, this yields the estimate (2.3).
6.2. Case I.2: Proof of Theorem 2.2 (a). Now, assume that a(t) ≥ a 0 > 0 but here the regularity of a is less than C 1 , i.e., a ∈ C α ([0, T ]), with 0 < α < 1. Following the notation (6.4) and as in [GR15] we look for a solution of the system (6.6), i.e. of (6.13)
is a real-valued function which will be suitably chosen in the sequel, W = W (t, ξ) is to be determined,
and, for ϕ ∈ C ∞ c (R), ϕ ≥ 0 with integral 1, (6.14)
where ϕ ε (t) = 1 ε ϕ(t/ε). By construction, λ is smooth in t ∈ [0, T ], and
uniformly in t and ε. By substitution in (6.13) we get
Multiplying both sides of the previous equation by e ρ(t)ν 1/s (ξ) (det H)H −1 we get
Hence,
(6.15)
It follows that
(6.16)
Now we want to show that for all T > 0 there exist constants c 1 , c 2 > 0 such that
By the definition (6.21)
For large enough R we have that
for some constant C. From (6.21) and (6.22) we conclude (6.17). Since
(6.23) by using (6.22), we get the estimate (6.18). Finally, by the direct calculations, we have
and (det H)H −1 ≤ |λ| ≤ c 4 ε α . Hence, combining (6.17), (6.18), (6.19) and (6.20) with the energy (6.16) we obtain
for some constants C, µ > 0. Without loss of generality, we can assume ν(ξ) > 0. Hence, by setting ε := ν −1 (ξ) we get
Set now ρ(t) = ρ(0)−κt with ρ(0) and κ > 0 to be chosen later. Assuming |W (t, ξ)| ≥ 1 (for the case |W (t, ξ)| ≤ 1 the same discussions are valid) and taking
At this point, setting ρ(0) < µ, for sufficiently large ν(ξ) we conclude that
for t ∈ [0, T ] and, for example, without loss of generality, for ν(ξ) ≥ 1. Passing now to V we get
This is due to the fact that det H(t) is a bounded function with det H(t) = λ 2 (t) − λ 1 (t) ≥ 2 √ a 0 for all t ∈ [0, T ] and ε ∈ (0, 1], H(t) ≤ c and H −1 (0) ≤ c for all t ∈ [0, T ] and ε ∈ (0, 1]. Concluding, there exists a constant c ′ > 0 such that
for all ν(ξ) ≥ 1 and t ∈ [0, T ]. It is now clear that choosing κ > 0 small enough we have that if |V (0, ξ)| ≤ c e −δν 1/s (ξ) , c, δ > 0, the same kind of an estimate holds for V (t, ξ). We finally go back to ξ and v(t, ξ). The previous arguments lead to
Since the initial data are both in γ s L we obtain that (6.25)
for suitable constants C 0 , C 1 , A 0 , A 1 > 0 and κ small enough, for t ∈ [0, T ] and all ν(ξ) ≥ 1. The estimate (6.25) implies that under the hypothesis of Case I.2 and for 6.4. Case I.3: Proof of Theorem 2.3 (a). We now assume that a(t) ≥ 0 is of class C ℓ on [0, T ] with ℓ ≥ 2. Adopting the notations of the previous cases we want to study the well-posedness of the system (6.6): it follows that the equation (6.5) can be written as the first order system
The initial conditions are
Let Q ε be a so-called quasi-symmetriser of A, defined by
The general technique of using quasi-symmetrisers in weakly hyperbolic problems goes back to D'Ancona and Spagnolo [DS98] . For its adaptation to the situation similar to the one under our consideration we can also refer to [GR13] . Now let us introduce the energy E ε (t, ξ) = (Q ε (t)V (t, ξ), V (t, ξ)). By direct computations we get
Let us calculate Q ε A − A * Q ε . By the direct calculations we get
for all ε ∈ (0, 1), t ∈ [0, T ] and V ∈ C 2 . Now to estimate (6.26) we prove first that there exists a constant C ≥ 1 such that (6.29)
for some constant C ≥ 1. Note, that for all ε ∈ (0, 1], t ∈ [0, T ] and all non-zero continuous functions V :
for some C 1 > 0. For more details on the estimate (6.30), see [GR13] , or [KS06] .
for all t ∈ [0, T ] and ξ, and for some constants C, µ > 0, we obtain
for some constant C 1 . Assuming |V | ≥ 1 (|V | ≤ 1 can be considered in a similar way) and by using (6.28) and (6.30) in (6.26), and by Gronwall's lemma, we get
for some constant c > 0, uniformly in t, ξ and ε. By setting ε −2/ℓ = εν(ξ) we arrive at
. An application of (6.29) yields the estimate
which implies
for some C 2 > 0, for all t ∈ [0, T ] and for all ξ. We now go back to u(t, ξ). Hence, we get
Recall that the initial data u 0 and u 1 are elements of γ s L and, therefore, there exist constants
Inserting (6.33) in (6.32), taking s < σ and ν(ξ) large enough we conclude that there exist constants 
Inserting (6.34) in (6.32), taking s < σ and ν(ξ) large enough we conclude that there exist constant C 2 > 0 such that
for all t ∈ [0, T ]. It follows that there are constants A, C > 0 such that
This completes the proof of Theorem 2.3 (b).
6.6. Case I.4: Proof of Theorem 2.4 (a). Now assume a(t) ≥ 0 and a ∈ C α ([0, T ]) with 0 < α < 2. Here the roots ± a(t) can coincide and are not Hölder of order α but of order α/2. For an adaptation of the proof of Theorem 2.2 we will set that a ∈ C 2α ([0, T ]), 0 < α < 1 and that the roots are from C α . Again we seek a solution of the system (6.13) in the form
is a real valued function which will be suitably chosen in the sequel,
Note that λ 1 and λ 2 are smooth in t ∈ [0, T ], and
for all t ∈ [0, T ] and ε ∈ (0, 1],
uniformly in t and ε. In analogy to the Case I.2 we take the energy estimate
By using (6.22), (6.36) and discussions of the proof of the Case I.2, it is easy to show that for all T > 0 there exist constants c 1 , c 2 > 0 such that
for all t ∈ [0, T ] and ε ∈ (0, 1]. Now, let us show that (6.40)
for some c, and for all t ∈ [0, T ] and ε ∈ (0, 1]. By the simple calculations we get
Indeed, there is a sufficiently large R and constants C 1 , C 2 such that
(6.41) Then (6.40) holds. By combining (6.38), (6.39) and (6.40) for |W (t, ξ)| 2 we obtain
for some constants c 4 and µ > 0.
Consider the case |W (t, ξ)| ≥ 1. Again, it is not restrictive to assume that ν(ξ) > 0. Setting ε := ν −γ (ξ) with
At this point taking 1 s > 1 1 + α and ρ(t) = ρ(0)−κt with κ > 0 to be chosen later, for large enough ν(ξ) and ρ(0) < µ we conclude that ∂ t |W (t, ξ)| 2 ≤ 0, for t ∈ [0, T ] and ν(ξ) ≥ 1. Passing now to V and by the same arguments of Case I.2 with det
we conclude that there exists a constant c ′ > 0 such that
for all ν(ξ) ≥ 1 and t ∈ [0, T ]. We finally go back to u(t, ξ). We have
with the constant c ′ independent of ξ. Multiplying by e δν(ξ) 1 s , we get
for any δ > 0. Since the initial data are both in γ s L , we get that
for some δ > 0 if κ is small enough. Taking the same sum ξ∈I of the expressions in (6.43), and using Lemma 5.1, we obtain that 
Proofs of Part II
We start by proving Theorem 4.3 assuring the existence of very weak solutions.
7.1. Existence of very weak solutions. As in Theorem 4.3 we consider two cases. Case II.1. We now assume that coefficient a = a(t) is a distribution with compact support contained in [0, T ]. Since the formulation of (4.3) in this case might be impossible in the distributional sense due to issues related to the product of distributions, we replace (4.3) with a regularised equation. In other words, we regularise a by a convolution with a mollifier in C ∞ 0 (R) and get nets of smooth functions as coefficients. More precisely, let ψ ∈ C ∞ 0 (R), ψ ≥ 0 with ψ = 1, and let ω(ε) be a positive function converging to 0 as ε → 0, with the rate of convergence to be specified later. Define
Since a is a positive distribution with compact support (hence a Radon measure) and ψ ∈ C ∞ 0 (R), supp ψ ⊂ K, ψ ≥ 0, identifying the measure a with its density, we can write
with a positive constantã 0 > 0 independent of ε.
By the structure theorem for compactly supported distributions, we have that there exist L 1 , L 2 ∈ N and c 1 , c 2 > 0 such that
for all k ∈ N 0 and t ∈ [0, T ]. We note that the numbers L 1 and L 2 may be related to the distributional orders of a and f but we will not be needing such a relation in our proof. Hence, a ε and f ε are C ∞ -moderate regularisations of the coefficient a and of the source term f . Now, fix ε ∈ (0, 1], and consider the regularised problem
with the Cauchy data satisfying
. Then all discussions and calculations of Theorem 2.1 are valid. Thus by Theorem 2.1 the equation (7.2) has a unique solution in the space
. This can be checked by taking in account that a ε ∈ C ∞ ([0, T ]) and by differentiating both sides of the equation (7.2) in t inductively. Applying Theorem 2.1 to the equation (7.2), using the inequality
and Gronwall's lemma, we get the estimate
, where the coefficient L is from (7.1).
Put ω −1 (ε) ∼ log ε. Then the estimate (7.3) transforms to
, with possibly new constant L. To simplify the notation we continue denoting them by the same letters. Now, let us show that there exist N ∈ N 0 , c > 0 and, for all k ∈ N 0 there exist N k > 0 and c k > 0 such that
for all t ∈ [0, T ], and ε ∈ (0, 1]. Applying (6.8) and (6.9) to u ε , and by taking account the properties of a ε , we get
for all t ∈ [0, T ], ξ ∈ I, for some L > 0 with the constant C independent of ξ. Thus, we obtain
Acting by the iterations of ∂ t on the equality ∂ 2 t u ε (t) = −a ε (t)Lu ε (t) + f ε (t), and taking it in H-norms, we conclude that u ε is C ∞ ([0, T ]; H s L )-moderate. This shows that the Cauchy problem (4.3) has a very weak solution.
Case II.2. Repeating discussions of Case II.1, in this case we get that for a nonnegative function a ε (t) there exist L ∈ N and c 1 > 0 such that
for all k ∈ N 0 and t ∈ [0, T ], i.e. a ε and f ε are C ∞ -moderate regularisations of the coefficient a and of the source term f . Fix ε ∈ (0, 1], and consider the regularised problem (7.5) ). This can be checked by taking in account that a ε ∈ C ∞ ([0, T ]) and by differentiating both sides of the equation (7.5) in t inductively. Applying Theorem 2.3 (b) to the equation (7.5), using the inequality
we get the estimate
By putting ω −1 (ε) ∼ log ε and repeating as in the proof of Theorem 2.3 (b), from (7.6) we conclude that there exists η > 0 and, for p = 0, 1 there exist c p > 0 and N p > 0 such that
for all t ∈ [0, T ] and ε ∈ (0, 1]. Now, we need to prove that the estimate (7.7) holds for all p ∈ N. To show this we use the equality
Acting by the iterations of ∂ t on the last equality and using properties of a ε and the estimate (7.7), we obtain that
7.2. Consistency with the classical well-posedness. Here we show that when the coefficients are regular enough then the very weak solution coincides with the classical one: this is the content of Theorem 4.4 which we will prove here.
Moreover, we show that the very weak solution provided by Theorem 4.3 is unique in an appropriate sense. For the formulation of the uniqueness statement it will be convenient to use the language of Colombeau algebras.
Definition 7.1. We say that (u ε ) ε is C ∞ -negligible if for all K ⋐ R, for all α ∈ N and for all ℓ ∈ N there exists a constant c > 0 such that
for all ε ∈ (0, 1].
Since we are dealing with time-dependent distributions supported in the interval [0, T ], it is sufficient to take K = [0, T ] in the above definition.
We now introduce the Colombeau algebra as the quotient
For the general analysis of G(R) we refer to e.g. Oberguggenberger [Obe92] . 
Then there exists an embedding of the coefficient This system will be studied after L-Fourier transform, as a system of the type ∂ t V ε (t, ξ) = iν(ξ)A ε (t, ξ)V ε (t, ξ) + F ε (t, ξ), Now consider the case when |V ε (t, ξ)| < 1. Assume that |V ε (t, ξ)| ≥ c ω(ε) α for some constant c and α > 0. It means 1 |V ε (t, ξ)| ≤ C ω(ε) −α .
Then the estimate for the energy becomes
where L 1 = L + max{1, α}, and by Gronwall's lemma
And again, by putting ω −1 (ε) ∼ log ε, we get
for some c ′ and some (new) L 1 . Since |V ε (0, ξ)| = 0, we have
for all t ∈ [0, T ] and ξ. The last case is when |V ε (t, ξ)| ≤ c ω(ε) α for some constant c and α > 0. Thus, the first part is proved.
Case II.2. Here we will repeat some discussions of the first part but we will also use the quasi-symmetrisers. Now, let us show that by embedding coefficients in the corresponding Colombeau algebras the Cauchy problem has a unique solution u ∈ G([0 where W 1,ε and W 2,ε are obtained via the transformation
This system will be studied after L-Fourier transform, as a system of the type ∂ t V ε (t, ξ) = iν(ξ)A ε (t, ξ)V ε (t, ξ) + F ε (t, ξ), we define the energy E ε (t, ξ, δ) = (Q ε (t, δ)V (t, ξ), V (t, ξ)).
By direct computations we get
∂ t E ε (t, ξ, δ) = (∂ t Q ε (t, δ)V (t, ξ), V (t, ξ)) + iν(ξ)((Q ε A − A * Q ε )(t)V, V ) +2Re(Q ε (t, δ)F ε (t, ξ), V ε (t, ξ)).
By using properties that were established in the proof of Theorem 2.3 and continuing to discuss as in the first part, from the last equality we conclude that the Cauchy problem ) and a ε are other representations of f and a. From (7.10) and (7.11) we get that u − u ε solves the Cauchy problem      ∂ 2 t ( u − u ε )(t) + a ε (t)L( u − u ε )(t) = n ε (t), ( u − u ε )(0) = 0, (∂ t u − ∂ t u ε )(0) = 0.
As in the first part of the proof we arrive, after reduction to a system and by application of the Fourier transform to estimate |( V − V ε )(t, ξ)| in terms of ( V − V ε )(0, ξ) and the right-hand side n ε (t), to the energy estimate ∂ t E ε (t, ξ) ≤|∂ t a ε (t)||( V − V ε )(t, ξ)| 2 + 2|a ε (t)||n ε (t, ξ)||( V − V ε )(t, ξ)|.
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