We determine the distances to the Type Ia Supernova host galaxies M66 (NGC 3627) and M96 (NGC 3368) of the Leo I Group using the Tip of the Red Giant Branch (TRGB) method. We target the stellar halos of these galaxies using the Hubble Space Telescope ACS/WFC in the F606W and F814W bandpasses. By pointing to the stellar halos we sample RGB stars predominantly of Population II, minimize host-galaxy reddening, and significantly reduce the effects of source crowding. Our absolute calibration of the I-band TRGB is based on a recent detached eclipsing binary distance to the Large Magellanic Cloud. With this geometric zero point in hand, we find for M66 and M96, respectively, true distance moduli µ 0 = 30.23 ± 0.04(stat) ± 0.06(sys) mag and µ 0 = 30.29 ± 0.02(stat) ± 0.06(sys) mag.
INTRODUCTION
There is an ever-increasing need for independent verification of the existing cosmic distance scale, rooted in the Cepheid Period-Luminosity relation, or the Leavitt Law. The tension between direct measurements and ΛCDM inferences of the Hubble constant only appears to be growing (Freedman 2017) . Locally determined estimates based on the Cepheid Leavitt Law currently find H 0 = 73.0 ± 1.5 (stat) ± 2.1 (sys) km s −1 Mpc −1 (Freedman et al. 2012 ) and H 0 = 74.03 ± 1.42 km s −1 Mpc −1 (Riess et al. 2019) . By contrast, the Planck Collaboration et al. (2018) find a ΛCDM fit to the Cosmic Microwave Background (CMB) that yields an H 0 = 67.8 ± 0.9 km s −1 Mpc −1 . Independent of the CMB, Abbott et al. (2018) measure H 0 = 67.2 +1.2 −1.0 km s −1 Mpc −1 via Baryon Acoustic Oscillations (BAO), paired with weak lensing and clustering data, and then anchored to independent Big Bang Nucleosynthesis (BBN) constraints. This puts the ΛCDM inferred values of H 0 in conflict with the direct, Cepheid-based measurements at the 3-4 sigma level.
The precision of Cepheid-based measurements of the Hubble constant has slowly improved, but only at the tenth-of-a-percent level (e.g. 2.4% to 2.1% to 1.9% precision) over the course of the last three years (Riess et al. 2016 (Riess et al. , 2018 Riess et al. 2019) . Additionally, questions remain over the effect of metallicity on the zero point of the Cepheid Leavitt Law. For instance, see Gieren et al. (2018) for a determination of a non-zero metallicity effect on the near-infrared (NIR) zero point. On the contrary, Persson et al. (2004) saw no metallicity effect in the NIR. Thus, it is critical that an independent distance scale validate, complement, and potentially improve upon the existing distance scale. To this end the Carnegie-Chicago Hubble Program (CCHP) is undertaking an independent calibration of the cosmic distance scale using a Population II application of the Tip of the Red Giant Branch (TRGB), out to distances comparable to those already probed by the Population I Cepheids.
The TRGB is defined as the sharp decline in stellar source counts seen immediately at and above the peak luminosities of first-ascent red giant stars. Inside the RGB star, this sharp decrement is the result of a core helium flash, the seconds-long thermonuclear runaway resulting from the ignition of helium burning in the degenerate cores of low-mass red giant stars. For M 1.4M the bolometric luminosity of stars at the TRGB (i.e., at the time of the helium flash) is negligibly dependent on initial stellar mass, stellar age, and metallicity (Salaris & Cassisi 2005) . Fortuitously, in the I-band the luminosity of stars at the TRGB is weakly dependent on metallicity and age, and by proxy, photometric color. However, at higher masses/younger ages the luminosity at the TRGB trends more strongly with parameters like metallicity and age. As such, mixed stellar populations (in particular the presence of contaminating young and intermediate-aged populations) would catastrophically preclude any application of the method to determine an accurate distance.
The CCHP was designed to expressly address all of these concerns and push the limits of the TRGB method by using the Hubble Space Telescope (HST) to resolve the stellar halos of galaxies that have been host to Type Ia supernovae (SNe Ia) (Beaton et al. 2016) . By pointing to the stellar halos, where the M 1.4M restriction is fulfilled, we can expect a mostly homogeneous population of stars, on top of which these stars are also expected to be metal-poor, of Population II. The CCHP has demonstrated the overall consistency and power of this halo-targeted application of the TRGB method by measuring distances precise to a few percent to galaxies both within 1 Mpc (Hatt et al. 2017 and out to as far as 20 Mpc (Jang et al. 2018 , NGC 1365 .
In this paper we present halo TRGB distances to M66 (NGC 3627) and M96 (NGC 3368). These are both spiral galaxies located in the Leo Constellation, and they are thought to be bound to the larger Leo I Group (de Vaucouleurs 1975) . The pair of galaxies is relatively nearby, ∼ 10 Mpc, and have each recently hosted a SN Ia event for which modern, CCD-based light curves are available.
Previously published as part of the CCHP are distances to NGC 1365 (Jang et al. 2018) , NGC 4424, NGC 4526 and NGC 4536 in the Virgo cluster (Hatt et al. 2018b) , and NGC 1448, NGC 1316 of the Fornax cluster (Hatt et al. 2018a) . The distance to M101, the most nearby galaxy in the program, will be discussed in Beaton et al. (2019, submitted) .
M66 and M96 were host to SN1989B and SN1998e, respectively, and were not included in the Riess et al. (2016) distance ladder because these SNe Ia were deemed to be too highly reddened (A V > 0.5). However, by leveraging information contained in the multiwavelength, optical to NIR, SN Ia light curves, one can explicitly solve for the SN internal extinction (e.g. Burns et al. 2011 Burns et al. , 2014 , thus making these SNe Ia viable in a precision determination of the Hubble constant. Both M66 and M96 are also the galaxies with the second and third highest metal content in the HST Key Project sample, requiring 0.2 mag metallicity corrections to Cepheid-based distance measurements which were zero-point calibrated via the relatively metal-poor Large Magellanic Cloud (LMC). Lastly, Cepheid dis-tances to this pair of Leo I group galaxies have proven to be highly dependent on the choice of period-selection cuts made before applying the Leavitt Law (Freedman et al. 2001; Saha et al. 2006) , leading to ambiguity in their published distances.
In M66 and M96, the dust content, high mean metallicity, and apparent dependence of Cepheid distance determinations on period cuts, makes them prime laboratories for demonstrating the consistency and accuracy of the TRGB. By targeting the stellar halos we simultaneously minimize both dust and metallicity effects, while the intrinsic nature of the TRGB necessarily avoids any periodicity-based selection.
2. DATA AND PHOTOMETRY
Observations
Observations were made with the ACS/WFC instrument on board the Hubble Space Telescope (HST) as part of a Cycle 22 program (Freedman 2014, PID:GO13691) . In Table 1 we provide dates observed, exposure times taken in the F606W and F814W bandpasses, and the ACS pointing positions. In Figure 1 the ACS pointing footprints are outlined in solid red. The pointing positions were chosen per CCHP guidelines, described in Beaton et al. (2016) , most importantly at radial distances that extend sufficiently out into the galaxy halo, away from spiral arms and UV-bright star forming regions, which minimizes both dust extinction and contamination by younger stellar populations.
M66 was observed on 10 March 2015, with two orbits dedicated to F814W imaging and one orbit for F606W. M96 was observed on 29 November 2015, with three orbits dedicated to F814W imaging and 1 orbit for F606W. We extracted from MAST the processed .flc data products, which are flat-fielded and corrected for charge transfer inefficiencies (CTE-corrected). The .flc images were furthered corrected by multiplying by their respective Pixel Area Maps 1 to account for the sky-projected pixel areas across the chips varying due to geometric distortions.
Photometry
Our photometry proceeds similarly to previous CCHP papers (Hatt et al. 2017; Jang et al. 2018; Hatt et al. 2018b ). In summary, we used theoretical PSFs as calculated with the TinyTim PSF modeling package (Krist et al. 2011) . We then used the TinyTim PSFs to photometer our images with the DAOPHOT+ALLFRAME suite (Stetson 1987) , and the photometry was calibrated to the Vegamag system following standard procedures outlined by STScI.
This study makes use of an automated photometry pipeline outlined in Beaton et al. (2019, submitted) which follows the same principles as earlier papers in the CCHP series. Measured aperture corrections were applied on a frame-by-frame basis, and we present their average values in Table 2 . Stellar source catalogs were then derived by applying automatically computed selectioncuts to the daophot morphological parameters chi and sharp in addition to a selection cut on signal-to-noise. The calibrated color-magnitude diagrams (CMDs) are given in Figure 2. 
Artificial Star Tests
We generated artificial stars to assess our photometric accuracy for stellar sources in the magnitude range near the anticipated TRGB magnitude. We further used the artificial stars to construct synthetic CMDs as a means of quantifying both the statistical and systematic errors in our TRGB measurement.
The artificial stars are sampled from a theoretical luminosity function (LF) that is comprised of an asymptotic giant branch (AGB) and a red giant branch (RGB) component. The slopes of the AGB and RGB LFs were assumed to be 0.1 and 0.3 dex/mag, respectively. The number of AGB to RGB stars at the anticipated TRGB magnitude is assumed to be 1:4, which is the mid-range abundance for observed populations in local galaxies (see, e.g. Rosenfield et al. 2014) . To begin the artificial star tests, we sampled from the theoretical LF 2000 stars, placed them uniformly into each image, and performed the same photometry routines as used on the unperturbed images. This process was continued for 250 iterations for each CCD, ultimately processing 1 million artificial stars for each galaxy. The purpose of the artificial star test is twofold: (1) To inform how we would expect the morphology of the TRGB to manifest in our real data; and (2) to estimate the uncertainties associated with measuring the TRGB in our dataset. In subsection 3.2 we discuss in detail the results of the artificial star tests.
THE TRGB DISTANCES TO M66 AND M96
The TRGB is a precision distance indicator that traces its origins back to Shapley (1918) , who assumed that the brightest stars found in distant galactic globular clusters were of the same luminosity. Baade (1944) later used the magnitude at which this so-called "red sheet" of Population II stars first resolved out, to estimate distances to a number of Local Group galaxies. Subsequently, a number of TRGB distances were simply estimated by eye Notea J2000 coordinates at the center of the HST pointings, as shown in red in Figure 1 . until Lee et al. (1993) established the modern I-band approach that involves using a first derivative, finite difference kernel to algorithmically measure the luminosity of the TRGB. Now the CCHP has adopted a generalized methodology that we describe briefly below (see Hatt et al. 2017 , for a more detailed discussion). In this section we first discuss the edge detection process, then the results of the artificial star tests used to evaluate error budget in our measurement of the TRGB, followed by discussion of the adopted spatially dependent masks, then ultimately we present the distances to M66 and M96.
Detecting the Tip
To measure the TRGB, we marginalize over color in an I-band CMD (left panels of Figure 3 ) to produce an I-band luminosity function (middle panels of Figure 3 ). The color baseline conventionally used, and that which we use here, to isolate the RGB, is (V − I). The luminosity function (LF) is first binned at the 0.01 mag level, and then smoothed using a non-truncated Gaussian kernel, called GLOESS (see, e.g., Persson et al. 2004; Monson et al. 2017) . Next, a Sobel [−1, 0, +1] edge detection filter is passed over the smoothed LF to produce a trace of the first derivative of the luminosity function. To produce the final response function (right panels of Figure 3) , we weight the first derivative by the Poisson noise of adjacent bins in the smoothed LF.
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The magnitude at which this signal-to-noise weighted, first-derivative response function reaches its maximum marks the TRGB.
TRGB Measurement Error
Because the entire RGB luminosity function contributes to a single measurement of the TRGB, it is not immediately obvious how to evaluate the errors associated with our edge detection methodology. The width of the TRGB peak in the response function will surely be an overestimate, being that it is a function of both the bin sizes and smoothing kernel width chosen. One could also consider the width of the peak response divided by the square root of the number of stars in the corresponding bins in the LF, as a proxy for an error on the mean. However, this definition is too open-ended, relying heavily on the user to choose a "reasonable" smoothing width.
Our chosen alternative is to simulate the measurement of the TRGB under conditions that directly reflect those of our observed data in a large number of realizations. As such we use the artificial LFs described in subsection 2.3 (see panels (i) and (ii) in Figure 4 ), downsampling them to reflect the stellar counts seen in our observed LFs (see panels (iii) in Figure 4 ). We then iteratively ran this empirical realization of our theoretical LF through our TRGB detection algorithm, tabulating the detected TRGB magnitudes for each realization.
Once a sufficient number of simulated TRGB detections was reached, we could measure the dispersion of this sample of simulated TRGB detections, including any shift of the mean detected magnitude from the input TRGB magnitude. The scatter of this distribution is taken to be the statistical error in our TRGB measurement. The displacement of the mean from the input TRGB magnitude is adopted as the systematic error. Panels (iv) of Figure 4 display one such distribution of simulated TRGB detections for a single GLOESS smoothing window width. We then repeated this process for a range of smoothing scales, determining the measurement errors as a function of the smoothing window width, the results of which are shown in the bottom panel of Figure 4 . We adopt for our TRGB detection error budget the point at which the cumulative error vs. smoothing width curve reaches a minimum.
Unlike some of the other targets in the CCHP sample, there is a non-zero systematic magnitude effect in the artificial star photometry that is brought to light by the TRGB simulations for our galaxies. The origin of this offset, which deviates from zero at bright magnitudes and increases to 0.02 mag at the magnitude range of the TRGB, is unknown. We therefore adopt it as a systematic uncertainty, rather than a bias for which we might be tempted to apply a correction.
Contamination by Younger Stellar Populations
In the regions closest to the galaxy center in each of the M66 and M96 pointings, there is a steep gradient in star-like sources. This sharp gradient in stellar density suggests the existence of a younger stellar population(s) in these regions. As a result we detect multiple significant edges in the LF, which itself is not easily separable into distinct AGB, TRGB, and RGB components. In the top row of Figure 3 we present the TRGB detections of the full source catalogs, which contain multiple, equal-power edges near the TRGB.
To rectify this contamination by intermediate-age stellar populations we spatially exclude sources located within the red, dashed boundaries indicated in Figure 1 . To determine where to place the spatial cut boundaries we incrementally shifted outward the boundary along lines of constant radius until the detected TRGB mag- nitude had converged, and that a single significant edge was detected. The TRGB detections resulting from the spatially masked catalogs are shown in the bottom row of Figure 3 . The CMDs, accompanying LFs, and TRGB detections are now well-behaved, with a single significant TRGB edge detected.
Finally, we performed a straightforward experiment to further validate the spatial cuts, by inverting the spatial-dependent mask to instead select for the predominantly intermediate-age stars. We confirmed that this increased the contribution from younger stellar populations, introducing multiple significant edges both above and below the magnitude of the single-peaked, halo TRGB response function. As such, we conclude that the spatial-dependent cuts have greatly improved the accuracy of our TRGB determination.
The Distances to M66 and M96
In Figure 3 we show the TRGB detections for both M66 and M96. The leftmost sub-panels are the CMDs, the middle panels the corresponding marginalized Iband LFs, and the rightmost sub-panels contain the signal-to-noise-weighted Sobel response functions, the peak of which is the measured magnitude of the I-band TRGB. In the top row of Figure 3 we show the TRGB detections before applying the spatial cut discussed in subsection 3.3. In the bottom row are the TRGB detections after applying the spatial cut.
For M66 we measure I T RGB = 26.23 ± 0.03 (stat) ± 0.05 (sys) mag and for M96, I T RGB = 26.28 ± 0.01 (stat) ± 0.04 (sys)mag. The errors on our TRGB measurements are determined from our artificial star simulations, as already discussed in subsection 3.2. The apparent TRGB magnitudes and their associated uncertainties are provided in columns 2 to 4 in Table 3 .
To compute the extinction-corrected TRGB magnitudes for M66 and M96, we assume negligible host reddening in the stellar halos and adopt the Schlafly & Finkbeiner (2011) values for galactic reddening in addition to a Cardelli et al. (1989) galactic extinction law. The adopted I-band extinction values are provided in column 5 of Table 3 . Uncertainties on the adopted galactic extinction values are negligible compared to the TRGB measurement uncertainties. We then adopt a TRGB absolute calibration M TRGB I = −4.049 ± 0.022 (stat) ± 0.039 (sys) mag., as determined in Freedman et al. (2019, in press) . From this, we determine true distance moduli µ 0 = 30.23 ± 0.04(stat) ± 0.06(sys) mag and µ 0 = 30.29 ± 0.02(stat) ± 0.06(sys) mag, for M66 and M96, respectively. The fi- nal distance moduli and associated uncertainties are provided in columns 6 through 8 of Table 3 . The same values in physical units are provided in columns 9 through 11 of the same table.
PREVIOUS DISTANCES TO M66 AND M96
The distances we have measured to these two Leo I group members lie somewhat fainter than previously published distance measurements. These previously published distances are tabulated in Table 4 and Table 5. These same distance measurements are displayed in Figure 5 . For any Cepheid distance determinations that do not quote a systematic error the global Cepheid PL systematic error of 0.20 mag calculated by the HST Key Project (Madore et al. 1999 ) should be assumed. (2002) determined µ 0 = 29.80 mag using a Period-Radius relation and adopted a V-band slope to the Leavitt Law as determined from an ensemble of measurements in the LMC. They also determined µ 0 = 29.77 mag using a Hipparcos parallax zero point. Kanbur et al. (2003) were the first, in the context of M66, to apply Leavitt Law calibrations not tied to the LMC. They used a total of seven different Leavitt Law calibrations, four based in the LMC (Madore & Freedman 1991; Udalski et al. 1999; Tammann & Reindl 2002; Kanbur et al. 2003) and three based in the Galaxy (Gieren et al. 1998; Fouqué et al. 2003; Tammann et al. 2003) . They found consistently fainter distances when adopting the galactic calibrations, suggesting a metallicity effect, induced by the different calibration samples. For this reason they adopted a -0.2 mag/dex correction to their preferred PL relations, (Fouqué et al. 2003; Kanbur et al. 2003, Milky Way, LMC, respectively) , determining µ 0 = 30.28 ± 0.11 (stat only). Similarly, Saha et al. (2006) explored the effects of metallicity and period-bias in Cepheid PL relation distances. They determine µ 0 = 30.15 (stat only) mag and µ 0 = 30.41 mag with LMC and galactic Leavitt Law calibrations, respectively. Finally they applied a period-dependent metallicity correction to determine µ 0 = 30.46 ± 0.09 (stat only) mag.
M66 is the second most metal-rich galaxy in the HST KP sample. Its high mean metallicity was thought to systematically offset the distances determined via an LMC-calibrated Leavitt Law, making them ∼ 0.10−0.15 mag fainter/closer than those determined using galactic, or metallicity-corrected LMC-based Leavitt Law calibrations.
There have been three prior sets of TRGB distance measurements to M66. Mould & Sakai (2009a) used an archival dataset that was obtained to measure star formation in the disk of M66. It is likely that their edge detector triggered off of the AGB at 29.76 ± 0.10 (stat) ± 0.02 (sys) mag. See Freedman (1989) for an illustrative and comprehensive breakdown of the ambiguous, but well observed, nature of these AGB mis-triggers. Lee & Jang (2013) used an archival HST pointing that targeted Cepheids in the outer disk of M66. After spatially excising the more-crowded, disk-like regions of their fields, they measured µ 0 = 30.15 ± 0.03 (stat) ± 0.12 (sys) mag. Following this, Jang & Lee (2017) re-reduced the same dataset using two different geometric anchors, determining µ 0 = 30.17 ± 0.04 (stat) ± 0.1 (sys) and µ 0 = 30.19 ± 0.04 (stat) ± 0.07 (sys) mag, for the LMC detached eclipsing binary anchor and the NGC 4258 water maser anchor, respectively. Jacobs et al. (2009) , as part of the Cosmic Flows Program Tully et al. 2013 Tully et al. , 2016 , measure for M66 µ 0 = 30.27 ± 0.03 (stat) ± 0.08 (sys) mag when using the same dataset as used here. Figure 5 displays the above distance measurements to M66 as a function of publication date. Only Cepheid distances that use metallicity-corrected LMC Leavitt Law calibrations or a galactic calibration are retained in the calculation of the weighted average. The Mould & Sakai (2009a) distance measurement is excluded for being a misidentified TRGB at the bright cutoff of the AGB. The retained distance measurements are shown as filled circles while the excluded distances are shown as open circles. The weighted average of the filled circles is plotted as a gray bar. Note that the filled circles trend significantly fainter/more distant than the open circles. This is a direct result of the metallicity corrections applied to optical V I Cepheid Leavitt Laws that were calibrated in the LMC.
M96/NGC 3368
All modern (post-1995) Cepheid distance measurements to M96 make use of the dataset acquired by Tanvir et al. (1995) , who observed 13 epochs in the V -band and 3 in the I-band. They used the Madore & Freedman (1991) Leavitt Law calibration to determine µ 0 = 30.32 ± 0.16 (stat only) mag. shifting to 30.37 mag after applying the Casertano & Mutchler (1998) long-to-short exposure correction. Later Tanvir et al. (1999) added a single epoch to each of their V -and I-band datasets and used the Leavitt Law calibrations from Tanvir (1997) , redetermining the distance modulus to M96 to be µ 0 = 30.13 ± 0.07 (stat only). In order to compare directly to their earlier 1995 distance determination, they used the Madore & Freedman (1991) PL relations and found internal agreement with µ 0 = 30.16 ± 0.07 (stat only) mag. Finally they applied a Cepheid zero-point metallicity correction of -0.3 mag/dex, increasing their distance measurement by 0.12 mag to µ 0 = 30.25 ± 0.18 (total error) mag.
The HST Key Project began the next focused study of M96. First Gibson et al. (2000) (Udalski et al. 1999 ) and included a period cut to avoid a period-dependent bias. As a result they determined µ 0 = 29.97 ± 0.06 (stat only). They then applied a -0.2 mag/dex metallicity correction for a final distance modulus of µ 0 = 30.11 ± 0.2 mag (cumulative error).
The last of the Cepheid distance measurements to M96 are a pair of re-analyses that used a combination of the above two datasets. Paturel et al. (2002) first used the Baade-Wesselink method to calibrate the Leavitt Law zero-point and measured µ 0 = 30.17 ± 0.10 (stat only) mag. Using a Hipparcos calibration of the Leavitt Law, they determined µ 0 = 30.05 ± 0.06 (stat only) mag. Similarly, Saha et al. (2006) reanalyzed both the Tanvir et al. (1995) and Key Project datasets in order to explore the effects of various zero-point calibrations on their final distance measurement. Firstly, via an LMC-based Leavitt Law calibration they determined a distance µ 0 = 29.98 mag. They then used a galactic Leavitt Law calibration and measured µ 0 = 30.25 mag. Finally, from comparing the galactic and LMC PL relations they applied a period-dependent metallicity correction and determined a final µ 0 = 30.30 ± 0.11 (stat only) mag.
There have been three previous TRGB distance measurements to M96. Mould & Sakai (2009b) determine 29.65 ± 0.28 mag. This appears to be a disconcertingly bright result until one considers the positioning of the archival field used: it is squarely in the disk of M96. Upon closer inspection, the TRGB can be seen in the response function presented in their Figure 4 as a broad bump of relatively low amplitude, located much fainter than their adopted TRGB magnitude. The evidence for this result being a mis-trigger off of younger stellar populations is twofold: Firstly, the authors elect to use the log of the luminosity function and do not apply a signal-to-noise weight to their edge response function, thus increasing the power in sparsely populated regions of the luminosity function. Secondly, because the data were taken in the disk, there is an unavoidably significant amount of contamination by intermediate-aged stars (which are apparent in their CMD and the accompanying I-band luminosity function, their Figure 4 ). For these reasons the Mould & Sakai (2009b) result is omitted in our cumulative distance analysis and serves as a cautionary tale against application of the TRGB method to regions of recent star formation.
Most recently Lee & Jang (2013) measure µ 0 = 30.15 ± 0.03 ± 0.12 mag. Jang & Lee (2017) then recalibrate the same dataset, with improvements made to aperture corrections as well as an additional metallicity correction, to measure µ 0 = 30.17 ± 0.04 ± 0.06 mag, a result that agrees with ours. As a check we re-ran this completely independent dataset through our own pipeline and confirmed the agreement between the two distance measurements.
Finally, the Cosmicflows-3 program (Tully et al. 2016 ), using the methodology of Jacobs et al. (2009) , measured µ 0 = 30.25 ± 0.02 (stat) ± 0.08 (sys) mag, again using the same HST data used in the present paper. This agreement is reassuring, especially when considering the differences in methodology: here we use DAOPHOT photometry and a Sobel edge detector, while the EDD employs DOLPHOT and a maximum likelihood fit to the TRGB. Ignoring differences in the adopted absolute zero point of the TRGB, our results agree at the 1% level.
The apparent wide range (∼ 0.5 mag) of Cepheid distance determinations is ostensibly due to large metallicity corrections for M96, as was also the case for M66. When considering only the metal-corrected or galacticcalibrated Cepheid distance measurements, there is an apparent convergence centered around µ 0 = 30.25 mag, as evidenced in Figure 5 .
SUMMARY AND CONCLUSIONS
With the TRGB we have measured the distances to a pair of Leo I Group galaxies, M66 and M96. For M66 we determine µ 0 = 30.23 ± 0.04 (stat) ± 0.06 (sys) mag and for M96 µ 0 = 30.29 ± 0.02 (stat) ± 0.06 (sys) mag. Our measured distances agree well with both published metallicity-corrected Cepheid distances as well as properly measured TRGB distances.
In light of conflicting determinations of systematic effects of metallicity on the multi-wavelength Leavitt Law zero-points (see, e.g. Storm et al. (2011); Gieren et al. (2018) for studies that measure non-zero metallicity effects and Persson et al. (2004) for systematic effects in agreement with zero), the importance of high-precision, Circles represent distances determined using Cepheids, triangles using the TRGB. The red star in each figure is the distance modulus presented here. Filled markers represent the values used in calculating the weighted mean distance, plotted as a gray band of width equal to the error on the mean. Open markers are distance moduli with less favored assumptions for, e.g. the zero-point or metallicity correction term.
stellar-halo-based, Population II distance measurements to M66 and M96, like those presented here, cannot be overstated. This is underlined in Figure 5 , in which the error on the mean of the distribution of metallicitycorrected Cepheid distances, plotted in gray, is comparable to the error in our single measurement using the TRGB, in red, while the dispersion of the Cepheid distance distribution is an order of magnitude larger, dominated by the wide range of metallicity corrections adopted, if any. This suggests that, in environments with metal abundances that deviate significantly from galactic or LMC metallicities, a single distance measurement using the stellar-halo-based TRGB could be a factor of several more efficient and accurate than a single Cepheid-based distance measurement. The high extinction and high mean metallicity in the disks of the Leo Group galaxies M66 and M96 has henceforth precluded their inclusion in modern, post- Note-All Cepheid distances make use of the Saha et al. (1999) Note-All Cepheid-based distances use the combined Tanvir et al. (1995) and Tanvir et al. (1999) dataset and are brought onto a common LMC modulus µ 0 = 18.5.
(1) Madore & Freedman (1991) Leavitt Law (2) 0.05 mag "short-to-long exposure" correction (Casertano & Mutchler 1998) 
