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ABSTRACT
The aim of this ﬁrst work is the resolution of an abstract complete second order
diﬀerential equation of elliptic type with variable operator coeﬃcients set in a
small length interval. We obtain existence, uniqueness and maximal regularity
results under some appropriate diﬀerentiability assumptions combining those
of Yagi [13] and Da Prato-Grisvard [6]. An example for the Laplacian in a
regular domain of R3 will illustrate the theory. A forthcoming work (Part II)
will complete the present one by the study of the Steklov-Poincare´ operator
related to this equation when the length δ of the interval tends to zero.
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Introduction
0.1. The abstract equation and hypotheses
Recently, many works have dealt with the resolution of the complete abstract diﬀer-
ential equation of second order⎧⎪⎨
⎪⎩
u′′(t) + pu′(t) + qu(t) = f(t), t ∈ ]0, δ[ ,
u(0) = ϕ0,
u(δ) = ϕδ,
(1)
with variable operator coeﬃcients in a Banach space E. Some optimal results about
the existence, uniqueness and maximal regularity have been established in the frame-
work of the following spaces:{
C2θ([0, δ];E), 2θ ∈]0, 1[, E is an arbitrary Banach space,
Lp(0, δ;E), p ∈]1,∞[, E is an UMD Banach space,
when the closed linear operators (p,D(p)) and (q,D(q)) satisfy some ellipticity and
commutativity hypotheses (see, for example, [3, 4]).
In this paper, we consider the complete abstract diﬀerential equation of second
order ⎧⎪⎨
⎪⎩
u′′(t) + p(t)u′(t) + q(t)u(t)− λu(t) = f(t), t ∈]0, δ[,
u(0) = ϕ,
u′(δ) = ψ,
(2)
where
• λ is a positive real number,
• f ∈ C2θ([0, δ], E), 2θ ∈]0, 1[,
• (q(t))t∈[0,δ] is a family of closed linear operators of domains D(q(t)) (which may
be not dense),
• for each t ∈ [0, δ], p(t) is a bounded linear operator.
• δ is a small real positive number. (In the second part of this paper, we will
focus on the limit problem as δ tends to zero.)
The main diﬀerence between (1) and (2) is that the operators coeﬃcients q(t) are
variable, whereas p(t) is a perturbation.
Our purpose is to extend the results obtained for Problem (1) to Problem (2)
by building explicitly a representation of the solution u(t) and studying its optimal
regularity. Some natural compatibility conditions related to the equation will be taken
into account.
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The techniques used here are essentially based on the Dunford functional calculus
and the methods applied in [1, 6, 9, 13].
Recall, brieﬂy, the case when p(t) ≡ 0, λ = 0, and q(t) is a constant operator
satisfying the natural ellipticity hypothesis
R
+ ⊂ ρ(q) and ∃C > 0,∀z ≥ 0 ‖(q − zI)−1‖ ≤ C
1 + z
,
which is veriﬁed in a sector of the form
Πθ0,r0 = { z ∈ C∗ : |arg(z)| ≤ θ0} ∪ {z ∈ C : |z| ≤ r0 } (3)
with some small θ0 > 0 and r0 > 0. (Here, ρ(q) is the resolvent set of q.)
The representation of the solution u is given by the formula
u(t) =
1
2iπ
∫
γ
cosh
√−z(δ − t)
cosh
√−zδ (q − zI)
−1ϕdz
+
1
2iπ
∫
γ
sinh
√−zt√−z cosh√−zδ (q − zI)
−1ψ dz
− 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)(q − zI)−1f(s) ds dz, (4)
with
Kρ(t, s) =
⎧⎪⎪⎨
⎪⎪⎩
sinh ρs cosh ρ(δ − t)
ρ cosh ρδ
if 0 ≤ s < t,
sinh ρt cosh ρ(δ − s)
ρ cosh ρδ
if t ≤ s ≤ δ.
(5)
The curve γ is the retrograde oriented boundary of the sector Πθ0,r0 .
We will deal with the case when the operators
Q(t) = q(t)− λI, λ > 0,
are variable. The model we will present at the end of this paper considers realizations
of q(t) having C2-coeﬃcients and satisfying the Lopatinski-Shapiro conditions. On
the other hand, we will consider some appropriate diﬀerentiability hypotheses on the
resolvents of q(t), combining those in Yagi [13] and Da Prato and Grisvard [6].
As mentioned previously, we assume that the operators p(t) fulﬁll the estimate
∃C > 0 : ∀t ∈ [0, δ] ‖p(t)‖L(E) ≤ C. (6)
Throughout this paper, the family of linear closed operators (q(t))t∈[0,δ] of domains
D(q(t)), not necessarily dense in E, enjoys the following three properties:
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(i)
∃M > 0, ∀z ≥ 0,∀t ∈ [0, δ] ‖(q(t)− zI)−1‖L(E) ≤ M1 + z . (7)
It is known that this assumption allows us to deﬁne the fractional powers of
operators (−Q(t)).
(ii) For all z ≥ 0, the application t → (q(t) − zI)−1 deﬁned on [0, δ] is in
C2([0, δ], L(E)) and there exist C > 0 and α ∈]1/4, 1/2] such that
∀z ≥ 0,∀t ∈ [0, δ]
∥∥∥∥q(t)(q(t)− zI)−1 ddtq(t)−1
∥∥∥∥
L(E)
≤ C
zα+1/2
. (8)
Moreover there exist two constants η and ρ such that ∀z ≥ 0,∀t, s ∈ [0, δ]⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∥∥∥∥q(t)(q(t)− zI)−1 ddtq(t)−1 − q(s)(q(s)− zI)−1 ddsq(s)−1
∥∥∥∥
L(E)
≤ C|t− s|
2η
zρ+1/2
,∥∥∥∥ d2dt2 (q(t)− zI)−1
∥∥∥∥
L(E)
≤ C
zρ
,
∥∥∥∥ d2dt2 (q(t)− zI)−1 − d
2
ds2
(q(s)− zI)−1
∥∥∥∥
L(E)
≤ C|t− s|
2η
zρ
,
0 ≤ 1
2
− ρ < η ≤ 1
2
.
(9)
Remark 0.1. Observe that all the constants given above are independent of t and δ.
On the other hand, it is clear, by using a classical argument of analytic continuation
on the resolvent, that the previous assumptions hold true in the sector Πθ0,r0 , and
then, on γ. Furthermore, we can replace z by z + λ.
0.2. Comments and remarks on the hypotheses
By the hypotheses (8) and (9) it follows that∥∥∥∥ ∂∂t (q(t)− zI)−1
∥∥∥∥
L(E)
≤ C
zα+1/2
,
and ∥∥∥∥ ∂∂t (q(t)− zI)−1 − ∂∂s (q(s)− zI)−1
∥∥∥∥
L(E)
≤ C|t− s|
2η
zρ+1/2
+
C|t− s|
z2α
.
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Indeed, the ﬁrst estimate is a consequence of the identity
∂
∂t
(q(t)− zI)−1 = q(t)(q(t)− zI)−1
( d
dt
q(t)−1
)
q(t)(q(t)− zI)−1.
For the second one, write
∂
∂t
(q(t)− zI)−1 − ∂
∂s
(q(s)− zI)−1
= q(t)(q(t)− zI)−1
( d
dt
q(t)−1
)
q(t)(q(t)− zI)−1
− q(s)(q(s)− zI)−1
( d
ds
q(s)−1
)
q(s)(q(s)− zI)−1
= q(t)(q(t)− zI)−1
( d
dt
q(t)−1
)
q(t)(q(t)− zI)−1
− q(s)(q(s)− zI)−1
( d
ds
q(s)−1
)
q(t)(q(t)− zI)−1
+ q(s)(q(s)− zI)−1
( d
ds
q(s)−1
)
q(t)(q(t)− zI)−1
− q(s)(q(s)− zI)−1
( d
ds
q(s)−1
)
q(s)(q(s)− zI)−1
:= I1 − I2 + I3 − I4,
thus
‖I1 − I2‖ ≤ C|t− s|
2η
zρ+1/2
,
and
‖I3 − I4‖ ≤ C z
zα+1/2
‖(q(t)− zI)−1 − (q(s)− zI)−1‖
≤ C z
zα+1/2
∥∥∥∥
∫ t
s
∂
∂r
(q(r)− zI)−1 dr
∥∥∥∥
≤ C z
zα+1/2
|t− s|
zα+1/2
=
C|t− s|
z2α
.
1. Construction of the solution
1.1. Representation of the solution
In all this paper, for t ∈ [0, δ], z /∈ R+, we set
c√−z(t) =
cosh
√−z(δ − t)
cosh
√−zδ , s
√−z(t) =
sinh
√−zt
cosh
√−zδ . (10)
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Our representation formula can be heuristically derived by the following argument:
taking the constant case into account (see formula (4)), we look for a solution of
Problem (2) in the following form:
u(t) =
1
2iπ
∫
γ
c√−z(t)(Q(t)− zI)−1ϕ∗ dz
+
1
2iπ
∫
γ
s√−z(t)(Q(t)− zI)−1ψ∗
dz√−z
− 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)(Q(t)− zI)−1f∗(s) ds dz, (11)
u(t) := d(t, Q(t))ϕ∗ + n(t, Q(t))ψ∗ + v(t, Q(t), f∗),
The kernel K√−z is deﬁned in (5). We are then concerned with the determination
of the triplet (ϕ∗, ψ∗, f∗) in an adequate space in order that u is a strict solution of
Problem (2), when f ∈ C2θ([0, δ], E), whereas ϕ and ψ are given in some subspaces
of E.
Remark 1.1. In virtue of (7), it is possible to make use of square roots
−(−Q(t))1/2, t ∈ [0, δ]
which are well deﬁned and generate analytic semigroups (not strongly continuous at
zero), but the calculus are very cumbersome. One must be careful on the use of
these fractional powers, since the operators are not densely deﬁned. So, we prefer the
natural use of the Green’s kernels.
In the sequel, we will use the following notations:
d(t, Q(t))ϕ∗ = d(t), n(t, Q(t))ψ∗ = n(t), v(t, Q(t), f∗) = v(t).
Now, let us justify the convergence and the regularity of the integrals occurring
in (11).
In this work, δ is a small ﬁxed positive number.
Our ﬁrst following fundamental lemma is concerned with the integral
d(t, Q(t))ϕ∗ =
1
2iπ
∫
γ
c√−z(t)(Q(t)− zI)−1ϕ∗ dz.
Lemma 1.2. Under the assumptions (6)–(9), there exists a constant C independent
of δ such that
(i) ∀ t > 0, ϕ∗ ∈ E, ‖d(t, Q(t))ϕ∗‖E ≤ C‖ϕ∗‖E,
(ii) ∀ t > 0, s ≥ 0, ϕ∗ ∈ E, d(t, Q(s))ϕ∗ ∈ D(Q(s)) and
‖Q(s)d(t, Q(s))ϕ∗‖E ≤ (C/t2)‖ϕ∗‖E .
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(iii) ∀ϕ∗ ∈ D(Q(0)), t > 0, s ∈ [0, t],
d(t, Q(s))ϕ∗ ∈ D(Q(s)),
and
‖Q(s)d(t, Q(s))ϕ∗‖E ≤ C‖Q(0)ϕ∗‖E .
In particular
‖Q(t)d(t, Q(t))ϕ∗‖E ≤ ‖Q(0)ϕ∗‖E .
(iv) One has
lim
t→0
d(t, Q(t))ϕ∗ = ϕ∗ iﬀ ϕ∗ ∈ D(Q(0))
and
t → d(t, Q(0))ϕ∗ ∈ C2θ([0, δ], E)
if and only if
ϕ∗ ∈ DQ(0)(θ,+∞).
(For this interpolation space, see Grisvard [7, p. 664].)
Proof. Assertions (i) and (ii). They can be treated similarly. So, we restrict our-
selves to the second one. For z ∈ γ, |z| ≥ r0, δ > 0, and t > 0, we have⎧⎪⎨
⎪⎩
Re(
√−zδ) > 0 and Re(√−zt) > 0
arg(
√−zδ) = arg(√−zt) = π/2− θ0/2 = θ1 > 0
Re(
√−zδ) = δ|z|1/2 cos(π/2− θ0/2) = δ|z|1/2 sin(θ0/2).
Hence ∣∣1 + e−2√−zδ∣∣2 = 1 + 2e−2Re√−zδ cos(2 Im√−zδ) + e−4Re√−zδ,
and then, if cos(2 Im
√−zδ) ≥ 0,∣∣1 + e−2√−zδ∣∣2 ≥ 1,
whereas if cos(2 Im
√−zδ) ≤ 0, i.e., if 2Re(√−zδ) ≥ π/(2 tan θ1)∣∣1 + e−2√−zδ∣∣2 ≥ 1− 2e−2Re(√−zδ) + e−4Re(√−zδ)
= (1− e−2Re(
√−zδ))2 ≥ (1− e−π/(2 tan θ1))2 = C(θ0) > 0.
Therefore, we obtain in both cases
|c√−z(t)| =
∣∣∣∣e
√−z(δ−t) + e−
√−z(δ−t)
e
√−zδ + e−
√−zδ
∣∣∣∣ = ∣∣e−√−zt∣∣
∣∣∣∣1 + e−2
√−z(δ−t)
1 + e−2
√−zδ
∣∣∣∣
≤ Ce−Re(
√−z)t ≤ Ce−t|z|1/2 sin(θ0/2),
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where C is independent of δ, t, and z. From this estimate it follows that ∀ϕ∗ ∈ E,
∀t > 0, the integral d(t, Q(t))ϕ∗ is absolutely convergent and
d(t, Q(t))ϕ∗ =
1
2iπ
∫
γ,|z|≥ 1
t2
c√−z(t)(Q(t)− zI)−1ϕ∗ dz
+
1
2iπ
∫
γ,|z|≤ 1
t2
c√−z(t)(Q(t)− zI)−1ϕ∗ dz,
d(t, Q(t))ϕ∗ := I1 + I2.
Then
‖I1‖ ≤ C
(∫
γ,|z|≥ 1
t2
e−t|z|
1/2 sin(θ0/2)
|z| |dz|
)
‖ϕ∗‖E
≤ C
(∫ +∞
1
e−σ
σ
dσ
)
‖ϕ∗‖E
≤ C ‖ϕ∗‖E .
Concerning the integral I2, write
I2 =
1
2iπ
∫
γ,|z|≤ 1
t2
(c√−z(t)− 1)(Q(t)− zI)−1ϕ∗ dz
+
1
2iπ
∫
γ,|z|≤ 1
t2
(Q(t)− zI)−1ϕ∗ dz,
I2 := I ′2 + I
′′
2 .
Consequently,
I ′′2 =
1
2iπ
∫
Ct
(Q(t)− zI)−1ϕ∗dz − 1
2iπ
∫
Γt
(Q(t)− zI)−1ϕ∗ dz
= − 1
2iπ
∫
Γt
(Q(t)− zI)−1ϕ∗ dz.
where
Ct = {z ∈ γ : |z| ≤ 1/t2} ∪ Γt, Γt = {z = eiτ/t2 : τ ∈ [−θ0, θ0]}.
But ∥∥∥∥− 12iπ
∫
Γt
(Q(t)− zI)−1ϕ∗ dz
∥∥∥∥ ≤ C‖ϕ∗‖
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and
I ′2 =
1
2iπ
∫
γ,|z|≤ 1
t2
(c√−z(t)− 1)(Q(t)− zI)−1ϕ∗ dz
=
1
2iπ
∫
γ,|z|≤ 1
t2
√−z
(∫ t
0
s√−z(ξ − δ)dξ
)
(Q(t)− zI)−1ϕ∗ dz,
‖I ′2‖ ≤ C
∫ 1
t2
r0
t|z|−1/2‖ϕ∗‖ d|z| ≤ C‖ϕ∗‖.
The same arguments apply for the second statement concerning
Q(s)d(t, Q(s))ϕ∗ =
1
2iπ
∫
γ
c√−z(t)Q(s)(Q(s)− zI)−1ϕ∗ dz.
Assertion (iii). Suppose that ϕ∗ ∈ D(Q(0)), t > 0 and s ∈ [0, t]. We have
Q(s)d(t, Q(s))ϕ∗ =
1
2iπ
∫
γ
c√−z(t)Q(s)(Q(s)− zI)−1ϕ∗ dz
=
1
2iπ
∫
γ
c√−z(t)Q(s)(Q(s)− zI)−1[Q(0)−1 −Q(s)−1]Q(0)ϕ∗ dz
+
1
2iπ
∫
γ
c√−z(t)(Q(s)− zI)−1Q(0)ϕ∗ dz.
As in the ﬁrst statement, we get∥∥∥∥ 12iπ
∫
γ
c√−z(t)(Q(s)− zI)−1Q(0)ϕ∗ dz
∥∥∥∥ ≤ C‖Q(0)ϕ∗‖E .
Regarding the ﬁrst integral, we have
1
2iπ
∫
γ
c√−z(t)Q(s)(Q(s)− zI)−1[Q(0)−1 −Q(s)−1]Q(0)ϕ∗ dz
=
1
2iπ
∫
γ
c√−z(t)Q(s)(Q(s)− zI)−1
(
Q(0)−1 −Q(s)−1 + s d
ds
Q(s)−1|s=0
)
Q(0)ϕ∗ dz
+
1
2iπ
∫
γ
c√−z(t)sQ(s)(Q(s)− zI)−1
(
d
ds
Q(s)−1 − d
ds
Q(s)−1|s=0
)
Q(0)ϕ∗ dz
− 1
2iπ
∫
γ
c√−z(t)sQ(s)(Q(s)− zI)−1
(
d
ds
Q(s)−1
)
Q(0)ϕ∗ dz
:= J1 + J2 + J3.
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By the mean value theorem we derive the following estimate of J1:∥∥∥∥Q(0)−1 −Q(s)−1 + s ddsQ(s)−1|s=0
∥∥∥∥
=
∥∥∥∥−
∫ s
0
(
d
dξ
Q(ξ)−1 − d
ds
Q(s)−1|s=0
)
dξ
∥∥∥∥
≤
∫ s
0
|ξ| sup
θ∈]0,1[
∥∥∥∥ d2ds2Q(s)−1|s=θξ
∥∥∥∥ dξ ≤ s2 sup
θ∈]0,1[
∥∥∥∥ d2ds2Q(s)−1|s=θξ
∥∥∥∥
≤ t2 sup
θ∈]0,1[
∥∥∥∥ d2ds2Q(s)−1|s=θξ
∥∥∥∥,
which leads to
‖J1‖ ≤ C‖Q(0)ϕ∗‖.
For J2, we have∥∥∥∥sQ(s)(Q(s)− zI)−1
(
d
ds
Q(s)−1 − d
ds
Q(s)−1|s=0
)
Q(0)ϕ∗
∥∥∥∥
=
∥∥∥∥sQ(s)(Q(s)− zI)−1
(∫ s
0
d2
dr2
Q(r)−1dr
)
Q(0)ϕ∗
∥∥∥∥
≤ s2 sup
s∈(0,1)
∥∥∥∥ d2ds2Q(s)−1
∥∥∥∥
L(E)
,
and we apply a similar treatment as in the previous assertion. Concerning the inte-
gral J3, note that(∫
γ,|z|≥ 1
t2
se−t|z|
1/2 sin(θ0/2)
|z|α+1/2 |dz|
)
‖Q(0)ϕ∗‖E
≤ C
(∫ ∞
1
2σse−σ dσ
t2
(
σ
t
)2α+1
)
‖Q(0)ϕ∗‖E
≤ Cst2α−1‖Q(0)ϕ∗‖E ≤ Ct2α‖Q(0)ϕ∗‖E ,
and a similar estimate holds true on the part {z ∈ γ, |z| ≤ 1t2 } of the curve γ. This
yields
‖J3‖ ≤ C‖Q(0)ϕ∗‖.
Assertion (iv). For all ϕ∗ ∈ E, we have
d(t, Q(t))ϕ∗ =
1
2iπ
∫
γ
c√−z(t)(Q(t)− zI)−1 − (Q(0)− zI)−1)ϕ∗ dz
+
1
2iπ
∫
γ
c√−z(t)(Q(0)− zI)−1ϕ∗ dz = a(t) + b(t).
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We can show by the Dunford’s calculus that the term
b(t) :=
1
2iπ
∫
γ
c√−z(t)(Q(0)− zI)−1ϕ∗ dz
can be rewritten as follows:
b(t) =
(
I + e−2δ(−Q(0))
1/2)−1(
I + e−2(−Q(0))
1/2(δ−t))e−(−Q(0))1/2tϕ∗,
where
(
e−(−Q(0))
1/2t
)
t≥0 is the analytic semigroup (not strongly continuous at zero)
associated with −(−Q(0))1/2. Thanks to Lunardi [10, p. 59] , the operator
(
I + e−2δ(−Q(0))
1/2)−1
is well deﬁned. By Sinestrari [11, Proposition 1.2, p. 20], we deduce that
b(t) → ϕ∗, as t→ 0
if and only if ϕ∗ ∈ D((−Q(0))1/2) = D(Q(0)). This last equality follows from the
properties of fractional powers of sectorial operators, see Haase [8].
Regarding the term a(t), we have the estimate
∥∥∥∥
∫
γ
c√−z(t)(Q(t)− zI)−1 − (Q(0)− zI)−1)ϕ∗ dz
∥∥∥∥
=
∥∥∥∥
∫
γ
c√−z(t)
∫ t
0
∂
∂r
(Q(r)− zI)−1ϕ∗ dr dz
∥∥∥∥
≤
∥∥∥∥
∫
γ,|z|≥ 1
t2
c√−z(t)
∫ t
0
∂
∂r
(Q(r)− zI)−1ϕ∗ dr dz
∥∥∥∥
+
∥∥∥∥
∫
γ,|z|≤ 1
t2
c√−z(t)
∫ t
0
∂
∂r
(Q(r)− zI)−1ϕ∗ dr dz
∥∥∥∥
:= a1(t) + a2(t)
with
a1(t) ≤ C
(∫
γ,|z|≥ 1
t2
te−t|z|
1/2 sin(θ0/2)
|z|α+1/2 |dz|
)
‖ϕ∗‖E
≤ C
(∫
γ,|z|≥ 1
t2
te−t|z|
1/2 sin(θ0/2)
lvertz|α+1/2 |dz|
)
‖ϕ∗‖E
≤ Ct2α‖ϕ∗‖E ,
99
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and
a2(t) ≤
∥∥∥∥
∫
γ,|z|≤ 1
t2
(c√−z(t)− 1)
∫ t
0
∂
∂r
(Q(r)− zI)−1ϕ∗ dr dz
∥∥∥∥
+
∥∥∥∥
∫
γ,|z|≤ 1
t2
∫ t
0
∂
∂r
(Q(r)− zI)−1ϕ∗ dr dz
∥∥∥∥
a2(t) := a21(t) + a22(t).
Concerning the ﬁrst term a21(t), we observe that
a21(t) ≤ C
(∫
γ,|z|≤ 1
t2
t|z|1/2t
|z|α+1/2 |dz|
)
‖ϕ∗‖E ≤ Ct2α‖ϕ∗‖E .
For the second one, a22(t), we close the curve at the right-hand side and we denote
by Ct the arc
(1/t2)eiθ, θ ∈ [−θ0,+θ0],
to obtain
a22(t) =
∥∥∥∥−
∫
Ct
∫ t
0
∂
∂r
(Q(r)− zI)−1ϕ∗ dr dz
∥∥∥∥
≤
∫ θ0
−θ0
∥∥∥∥
∫ t
0
∂
∂r
(Q(r)− (eiθ/t2)I)−1ϕ∗ dr
∥∥∥∥dθt2
≤ Ct2α‖ϕ∗‖E ,
The second property is proved in Sinestrari [11, Proposition 1.2, p. 20].
This ends the proof of the convergence d(t, Q(t))ϕ∗ → ϕ∗ as t→ 0. Observe that
it is possible to obtain the same result using a direct calculus as in Labbas [9].
Remark 1.3. In order to simplify the calculus, we will often consider that c0 = 1.
Proposition 1.4. Suppose that f∗ ∈ Cβ([0, δ], E), β ∈]0, 1[. Then, under the as-
sumptions (6)–(9), the function v (introduced in section 1.1) deﬁned by
v(t) = − 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)(Q(t)− zI)−1f∗(s) ds dz,
(the kernel K√−z is deﬁned in (5)) enjoys the properties:
(i) v(·) ∈ C2(]0, δ[;E),
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(ii) ∀t ∈]0, δ[ v′′(t) + p(t)v′(t) +Q(t)v(t) = f∗(t) + Pλ(f∗)(t) +Rλ(f∗)(t) where
Pλ(f∗)(t) =− 12iπ
∫
γ
∫ δ
0
K√−z(t, s)
∂2
∂t2
(Q(t)− zI)−1f∗(s) ds dz
+
1
iπ
∫
γ
∫ δ
0
∂
∂t
K√−z(t, s)
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz,
and
Rλ(f∗)(t) =− 12iπ
∫
γ
∫ δ
0
K√−z(t, s)p(t)
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ δ
0
∂
∂t
K√−z(t, s)p(t)(Q(t)− zI)−1f∗(s) ds dz.
Proof. Assertion (i). Step 1. Using a direct computation on the kernel (5), one
obtains the existence of some constant depending only on θ0 such that for all z ∈ γ∥∥∥∥
∫ δ
0
K√−z(t, s)f
∗(s) ds
∥∥∥∥ ≤
(
sup
t∈[0,1]
∫ δ
0
|K√−z(t, s)| ds
)
‖f∗‖C(E)
≤ ‖f
∗‖C(E)
|z| cos(π/2− θ0/2) =
C‖f∗‖C(E)
|z| ,
(see [6, p. 372]) which implies that the integral
v(t) = − 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)(Q(t)− zI)−1f∗(s) ds dz,
converges. But it is not possible to apply Q(t) on this representation. One must use
the Holderianity of f∗. So, we write v as follows:
v(t) = − 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)(Q(t)− zI)−1 (f∗(s)− f∗(t)) ds dz
− 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)(Q(t)− zI)−1f∗(t) ds dz
= − 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)(Q(t)− zI)−1(f∗(s)− f∗(t)) ds dz
+
1
2iπ
∫
γ
(
cosh
√−zt− 1) cosh√−z(δ − t)
z cosh
√−zδ (Q(t)− zI)
−1f∗(t) dz
+
1
2iπ
∫
γ
sinh
√−zt sinh√−z(δ − t)
z cosh
√−zδ (Q(t)− zI)
−1f∗(t) dz,
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which becomes
v(t) =− 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)(Q(t)− zI)−1(f∗(s)− f∗(t)) ds dz
+
1
2iπ
∫
γ
(Q(t)− zI)−1f∗(t)
z
dz
− 1
2iπ
∫
γ
c√−z(t)
(Q(t)− zI)−1
z
f∗(t) dz.
Step 2. By the Cauchy formula, we get
v(t) =− 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)(Q(t)− zI)−1(f∗(s)− f∗(t)) ds dz
− 1
2iπ
∫
γ
c√−z(t)
(Q(t)− zI)−1
z
f∗(t) dz
+Q(t)−1f∗(t).
Since f∗ is Ho¨lderian of exponent β ∈]0, 1[, then
∥∥∥∥ 12iπ
∫
γ
∫ δ
0
K√−z(t, s)(Q(t)− zI)−1(f∗(s)− f∗(t)) ds dz
∥∥∥∥
≤
∫
γ
C
|z|
∫ δ
0
∣∣K√−z(t, s)∣∣|t− s|β‖f∗‖Cβ(E) ds |dz|
≤ C‖f∗‖Cβ(E)
∫
γ
|dz|
|z|2+β/2 ≤ C‖f
∗‖Cβ(E),
(see [6, p. 376]) and
∥∥∥∥ 12iπ
∫
γ
∫ δ
0
K√−z(t, s)Q(t)(Q(t)− zI)−1(f∗(s)− f∗(t)) ds dz
∥∥∥∥
≤
∫
γ
C
|z|1+β/2 |dz|‖f
∗‖Cβ(E) ≤ C‖f∗‖Cβ(E). (12)
Consequently
∀t ∈]0, δ[, v(t) ∈ D(Q(t))
because (as in the proof of Lemma 1.2)∥∥∥∥ 12iπ
∫
γ
c√−z(t)
Q(t)(Q(t)− zI)−1
z
f∗(t) dz
∥∥∥∥ ≤ C‖f∗‖C(E).
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(The factor 1/t2 is compensated by 1/ |z|.) Hence
Q(t)v(t) =− 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)Q(t)(Q(t)− zI)−1(f∗(s)− f∗(t)) ds dz
− 1
2iπ
∫
γ
c√−z(t)
Q(t)(Q(t)− zI)−1
z
f∗(t) dz + f∗(t).
Assertion (ii). Step 1. Regarding the derivative v′(t), we have
v′(t) =
1
2iπ
∫
γ
∫ t
0
sinh
√−zs sinh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ δ
t
cosh
√−zt cosh√−z(δ − s)
cosh
√−zδ (Q(t)− zI)
−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ t
0
sinh
√−zs cosh√−z(t− δ)√−z cosh√−zδ
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ δ
t
sinh
√−zt cosh√−z(s− δ)√−z cosh√−zδ
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz.
By Assumption (6), it is easy to see that
p(t)v′(t) =
1
2iπ
∫
γ
∫ t
0
sinh
√−zs sinh√−z(δ − t)
cosh
√−zδ p(t)(Q(t)− zI)
−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ δ
t
cosh
√−zt cosh√−z(δ − s)
cosh
√−zδ p(t)(Q(t)− zI)
−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ t
0
sinh
√−zs cosh√−z(t− δ)√−z cosh√−zδ p(t)
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ δ
t
sinh
√−zt cosh√−z(s− δ)√−z cosh√−zδ p(t)
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz.
Therefore
p(t)v′(t) = − 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)p(t)
∂
∂t
(Q(t)− zI)−1f∗(s)dsdz
− 1
2iπ
∫
γ
∫ δ
0
∂
∂t
K√−z(t, s)p(t)(Q(t)− zI)−1f∗(s)dsdz
:= Rλ(f∗)(t).
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Step 2. Let us study the second derivative v′′(t). The calculus requires some
details. We use the method delivered to prove Theorem 3.3.4 in [12, p. 70]. Let ε be
a very small positive number and t be such that
0 < ε ≤ t ≤ δ − ε < δ,
and v′ε be the function deﬁned by
v′ε(t) =
1
2iπ
∫
γ
∫ t−ε
0
sinh
√−zs sinh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ δ
t+ε
cosh
√−zs cosh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ t
0
sinh
√−zs cosh√−z(δ − t)√−z cosh√−zδ
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ δ
t
sinh
√−zt cosh√−z(s− δ)√−z cosh√−zδ
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz
It is not diﬃcult to see that all these integrals are absolutely convergent and
v′ε(t) → v′(t) strongly as ε→ 0. In addition, we have
v′′ε (t) := V
1
ε (t) + V
2
ε (t) + V
3
ε (t) + V
4(t)
where
V 1ε (t) =
1
2iπ
∫
γ
∫ t−ε
0
sinh
√−zs sinh√−z(δ − t)
cosh
√−zδ
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ δ
t+ε
cosh
√−zt cosh√−z(δ − s)
cosh
√−zδ
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz,
V 2ε (t) =
−1
2iπ
∫
γ
∫ t−ε
0
√−z sinh√−zs cosh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ δ
t+ε
√−z sinh√−zt cosh√−z(δ − s)
cosh
√−zδ (Q(t)− zI)
−1f∗(s) ds dz,
V 3ε (t) =
1
2iπ
∫
γ
sinh
√−z(t− ε) sinh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1f∗(t− ε) dz
+
1
2iπ
∫
γ
cosh
√−zt cosh√−z(δ − t− ε)
cosh
√−zδ (Q(t)− zI)
−1f∗(t+ ε) dz
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V 4(t) = − 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)
∂2
∂t2
(Q(t)− zI)−1f∗(s) ds dz
+
1
2iπ
∫
γ
∫ t
0
sinh
√−zs sinh√−z(δ − t)
cosh
√−zδ
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz
− 1
2iπ
∫
γ
∫ δ
t
cosh
√−zt cosh√−z(δ − s)
cosh
√−zδ
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz,
Step 3. We transform V 2ε (t) using the relation
√−z(Q(t)− zI)−1 = −z√−z (Q(t)− zI)
−1 =
I√−z −
Q(t)(Q(t)− zI)−1√−z .
Then the Dunford calculus and the Ho¨lderian regularity of f∗ yield
V 2ε (t) =
1
2iπ
∫
γ
∫ t−ε
0
sinh
√−zs cosh√−z(δ − t)√−z cosh√−zδ Q(t)(Q(t)− zI)
−1f∗(s) ds dz
+
1
2iπ
∫
γ
∫ δ
t+ε
sinh
√−zt cosh√−z(δ − s)√−z cosh√−zδ Q(t)(Q(t)− zI)
−1f∗(s) ds dz
=
1
2iπ
∫
γ
∫ t−ε
0
sinh
√−zs cosh√−z(δ − t)√−z cosh√−zδ
×Q(t)(Q(t)− zI)−1(f∗(s)− f∗(t)) ds dz
+
1
2iπ
∫
γ
∫ δ
t+ε
sinh
√−zt cosh√−z(δ − s)√−z cosh√−zδ
×Q(t)(Q(t)− zI)−1(f∗(s)− f∗(t)) ds dz
− 1
2iπ
∫
γ
cosh
√−z(t− ε) cosh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1f∗(t) dz
− 1
2iπ
∫
γ
sinh
√−zt sinh√−z(δ − t− ε)
cosh
√−zδ (Q(t)− zI)
−1f∗(t) dz
+
1
2iπ
∫
γ
cosh
√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1f∗(t) dz.
Thanks to (12), the ﬁrst two integrals are absolutely convergent. The last one has
been treated above. Observe that the convergence of the other integrals in V 2ε (t) and
those of V 3ε (t) may be studied similarly. For example, the estimate∣∣∣∣ sinh
√−z(t− ε) sinh√−z(δ − t)
cosh
√−zδ
∣∣∣∣ ≤ Ce−ε|z|1/2
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leads to the convergence of the integral
1
2iπ
∫
γ
sinh
√−z(t− ε) sinh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1f∗(t− ε) dz
for
0 < ε ≤ t ≤ δ − ε < δ.
Summing up, we obtain
v′′ε (t) + p(t)v
′(t) +Q(t)v(t)
= (V 1ε (t) + V
4(t)) + (V 2ε (t) +Q(t)v(t) + V
3
ε (t)) +Rλ(f
∗)(t).
Step 4. It is clear that V 1ε (t) + V
4(t) converges strongly to
Pλ(f∗)(t) =− 12iπ
∫
γ
∫ δ
0
K√−z(t, s)
∂2
∂t2
(Q(t)− zI)−1f∗(s) ds dz
+
1
iπ
∫
γ
∫ t
0
sinh
√−zs sinh√−z(δ − t)
cosh
√−zδ
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz
− 1
iπ
∫
γ
∫ δ
t
cosh
√−zt cosh√−z(δ − s)
cosh
√−zδ
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz.
Concerning the second term V 2ε (t) +Q(t)v(t) + V
3
ε (t), we have
lim
ε→0
(V 2ε (t) +Q(t)v(t) + V
3
ε (t)) = f
∗(t) + lim
ε→0
W 2ε (t),
where
W 2ε (t) =−
1
2iπ
∫
γ
cosh
√
z(t− ε) cosh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1f∗(t)dz
− 1
2iπ
∫
γ
sinh
√−zt sinh√−z(δ − t− ε)
cosh
√−zδ (Q(t)− zI)
−1f∗(t) dz
+
1
2iπ
∫
γ
sinh
√−z(t− ε) sinh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1f∗(t− ε) dz
+
1
2iπ
∫
γ
cosh
√−zt cosh√−z(δ − t− ε)
cosh
√−zδ (Q(t)− zI)
−1f∗(t+ ε) dz.
Step 5. Now, let us prove that W 2ε (t) → 0 as ε → 0. For this purpose, observe
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that
W 2ε (t)
=− 1
2iπ
∫
γ
cosh
√−z(t− ε) cosh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1(f∗(t)− f∗(t− ε)) dz
− 1
2iπ
∫
γ
cosh
√−z(2t− δ − ε)
cosh
√−zδ (Q(t)− zI)
−1f∗(t− ε) dz
− 1
2iπ
∫
γ
sinh
√−zt sinh√−z(δ − t− ε)
cosh
√−zδ (Q(t)− zI)
−1(f∗(t)− f∗(t+ ε)) dz
+
1
2iπ
∫
γ
cosh
√−z(2t− δ + ε)
cosh
√−zδ (Q(t)− zI)
−1f∗(t+ ε) dz
=− 1
2iπ
∫
γ
cosh
√−z(t− ε) cosh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1(f∗(t)− f∗(t− ε)) dz
− 1
2iπ
∫
γ
cosh
√−z(2t− δ − ε)
cosh
√−zδ (Q(t)− zI)
−1(f∗(t− ε)− f∗(t+ ε)) dz
− 1
2iπ
∫
γ
sinh
√−zt sinh√−z(δ − t− ε)
cosh
√−zδ (Q(t)− zI)
−1(f∗(t)− f∗(t+ ε)) dz
+
1
2iπ
∫
γ
cosh
√−z(2t− δ + ε)− cosh√−z(2t− δ − ε)
cosh
√−zδ (Q(t)− zI)
−1f∗(t+ ε) dz.
Regarding the ﬁrst term, we have
∥∥∥∥ 12iπ
∫
γ
cosh
√−z(t− ε) cosh√−z(δ − t)
cosh
√−zδ (Q(t)− zI)
−1(f∗(t)− f∗(t− ε)) dz
∥∥∥∥
≤ Cεβ
(∫
z∈γ,|z|≥1/ε2
e−ε|z|
1/2 |dz|
|z| +
∫
z∈γ,|z|≤1/ε2
|dz|
|z|
)
‖f‖Cβ(E)
≤ Cεβ
(∫ ∞
1
e−σ
2σdσ
σ2
+
∫ 1/ε2
r0
dρ
ρ
)
‖f‖Cβ(E)
where r0 has been introduced in (3). We deduce the convergence of this integral to 0
when ε → 0. It is easy to see that we have the same result for the second integral
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since∥∥∥∥ 12iπ
∫
γ
cosh
√−z(2t− δ − ε)
cosh
√−zδ (Q(t)− zI)
−1(f∗(t− ε)− f∗(t+ ε)) dz
∥∥∥∥
≤ Cεβ
(∫
γ
e−|z|
1/2(2δ−2t+ε) + e−|z|
1/2(2t−ε) |dz|
|z|
)
‖f‖Cβ(E)
≤ Cεβ
(∫
γ
e−|z|
1/2(2δ−2t) + e−|z|
1/2(2t) |dz|
|z|
)
‖f‖Cβ(E) ,
with 0 < ε ≤ t ≤ δ−ε < δ. The third integral can be treated as the ﬁrst one. Finally,
about the fourth integral observe that
cosh
√−z(2t− δ + ε)− cosh√−z(2t− δ − ε)
cosh
√−zδ
=
e−
√−z(2δ−2t−ε) − e−
√−z(2δ−2t+ε)
1 + e−2δ
√−z +
e−
√−z(2t+ε) − e−
√−z(2t−ε)
1 + e−2δ
√−z ,
and
∥∥∥∥ 12iπ
∫
γ
e−
√−z(2δ−2t−ε) − e−
√−z(2δ−2t+ε)
1 + e−2δ
√−z (Q(t)− zI)
−1f∗(t+ ε) dz
∥∥∥∥
≤ C
∫
γ
e−|z|
1/2(2δ−2t−ε)(1− e−2ε|z|1/2) |dz||z| ‖f∗‖Cβ(E).
The latter tends to 0 by Lebesgue dominated convergence theorem since
e−|z|
1/2(2δ−2t−ε) (1− e−2ε|z|
1/2
)
|z| ≤
2e−|z|
1/2(2δ−2t)
|z|
for all 0 < ε ≤ t ≤ δ − ε < δ. By the same way, we treat the last term.
Step 6. Summing up, we obtain the strong convergence
v′ε(t) → v′(t) and v′′ε (t) → −Q(t)v(t) + Pλ(f∗)(t) + f∗(t)
as ε→ 0. Hence
v′′(t) = −Q(t)v(t) + Pλ(f∗)(t) + f∗(t),
or
v′′(t) + p(t)v′(t) +Q(t)v(t) = Pλ(f∗)(t) + p(t)v′(t) + f∗(t)
= Pλ(f∗)(t) +Rλ(f∗)(t) + f∗(t).
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On the other hand, we have
∥∥∥∥
∫
γ
∫ δ
0
K√−z(t, s)
∂2
∂t2
(Q(t)− zI)−1f∗(s) ds dz
∥∥∥∥
≤ C
∫
γ
1
|z||z + λ|ρ |dz|‖f
∗‖C(E) ≤ (C/λρ)‖f∗‖C(E),
∥∥∥∥ 12iπ
∫
γ
∫ δ
0
∂
∂t
K√−z(t, s)
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz
∥∥∥∥
≤ C
∫
γ
1
|z|1/2 |z + λ|1/2+α |dz|‖f
∗‖C(E) ≤ (C/λα)‖f∗‖C(E),
∥∥∥∥− 12iπ
∫
γ
∫ δ
0
K√−z(t, s)p(t)
∂
∂t
(Q(t)− zI)−1f∗(s) ds dz
∥∥∥∥
≤ C
∫
γ
1
|z|
1
|z + λ|α+1/2 d|z|‖f
∗‖C(E) ≤ (C/λα+1/2)‖f∗‖C(E),
and
∥∥∥∥− 12iπ
∫
γ
∫ δ
0
∂
∂t
K√−z(t, s)p(t)(Q(t)− zI)−1f∗(s) ds dz
∥∥∥∥
≤ C
∫
γ
d|z|
|z|1/2|z + λ| ‖f
∗‖C(E) ≤ (C/λ1/2)‖f∗‖C(E).
Therefore
‖(Pλ +Rλ)‖L(C([0,δ];E)) ≤ C(1/λα+1/2 + 1/λρ + 1/λ1/2), (13)
and the assertion is proved.
Proposition 1.5. Suppose that ϕ∗ ∈ D(Q(0)). Then, under the assumptions
(6)–(9), the function d(·, Q(·))ϕ∗ belongs to C2(]0, δ];E).
Proof. Recall that, for t ∈]0, δ]
d(t, Q(t))ϕ∗ =
1
2iπ
∫
γ
c√−z(t)(Q(t)− zI)−1ϕ∗ dz
and if ϕ∗ ∈ D(Q(0))
d(t, Q(t))ϕ∗ ∈ D(Q(t)).
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On the other hand
d′(t, Q(t))ϕ∗ =
1
2iπ
∫
γ
c√−z(t)
∂
∂t
(Q(t)− zI)−1ϕ∗ dz
− 1
2iπ
∫
γ
√−zs√−z(δ − t)(Q(t)− zI)−1ϕ∗ dz,
and
d′′(t, Q(t))ϕ∗ =
1
2iπ
∫
γ
c√−z(t)
∂2
∂t2
(Q(t)− zI)−1ϕ∗ dz
− 1
iπ
∫
γ
√−zs√−z(δ − t)
∂
∂t
(Q(t)− zI)−1ϕ∗ dz
− 1
2iπ
∫
γ
c√−z(t)z(Q(t)− zI)−1ϕ∗ dz
=
1
2iπ
∫
γ
c√−z(t)
∂2
∂t2
(Q(t)− zI)−1ϕ∗ dz
− 1
iπ
∫
γ
√−zs√−z(δ − t)
∂
∂t
(Q(t)− zI)−1ϕ∗ dz
− 1
2iπ
∫
γ
c√−z(t)Q(t)(Q(t)− zI)−1ϕ∗ dz.
We obtain the desired regularity for t ∈]0, δ].
In the sequel, we will put
d′′(t, Q(t))ϕ∗ +Q(t)d(t, Q(t))ϕ∗ =
1
2iπ
∫
γ
c√−z(t)
∂2
∂t2
(Q(t)− zI)−1ϕ∗ dz
− 1
iπ
∫
γ
√−zs√−z(δ − t)
∂
∂t
(Q(t)− zI)−1ϕ∗ dz
:= Fλ(ϕ∗)(t),
and
p(t)d′(t, Q(t))ϕ∗ =
1
2iπ
∫
γ
c√−z(t)p(t)
∂
∂t
(Q(t)− zI)−1ϕ∗ dz
− 1
2iπ
∫
γ
√−zs√−z(δ − t)p(t)(Q(t)− zI)−1ϕ∗ dz
:= Gλ(ϕ∗)(t),
thus
d′′(t, Q(t))ϕ∗ + p(t)d′(t, Q(t))ϕ∗ +Q(t)d(t, Q(t))ϕ∗ = Fλ(ϕ∗)(t) +Gλ(ϕ∗)(t).
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Remark 1.6. The regularity up to 0 for d′′(·, Q(·))ϕ∗ and Q(·)d(·, Q(·))ϕ∗ will be
treated below by associating d and v. This is not trivial and will need a compatibility
condition.
Now, let us study the integral
n(t, Q(t))ψ∗ =
1
2iπ
∫
γ
s√−z(t)
(Q(t)− zI)−1√−z ψ
∗ dz.
Since ∥∥∥∥s√−z(t) (Q(t)− zI)−1√−z ψ∗
∥∥∥∥
E
= O
(
e−(δ−t)|z|
1/2 sin(θ0/2)
|z|1+1/2
)
‖ψ∗‖E ,
for each t ≥ 0, the vector function n(t, Q(t))ψ∗ is well deﬁned and it is continuous
on [0, δ] for each ψ∗ ∈ E. Furthermore, this function is regular for t ∈ [0, δ[. In order
to have more regularity on the closed interval we assume that
∃ > 0 : Dq(δ)(1/2 + ,+∞) = Dq(0)(1/2 + ,+∞). (14)
Observe that our diﬀerentiability hypotheses on the resolvents show that this condi-
tion is natural when δ → 0.
Proposition 1.7. Under the assumptions (6)–(9) and the condition
ψ∗ ∈ Dq(δ)(1/2 + ,+∞) = Dq(0)(1/2 + ,+∞)
the function n(·, Q(·))ψ∗ belongs to C2([0, δ];E).
Proof. First, note that it is not diﬃcult to prove that n(·, Q(·))ψ∗ ∈ C2([0, δ];E)
if and only if Q(·)n(·, Q(·))ψ∗ is continuous. The following relation holds true for
t ∈ [0, δ[ and ψ∗ ∈ E:
Q(t)n(t, Q(t))ψ∗ =
1
2iπ
∫
γ
s√−z(t)
Q(t)(Q(t)− zI)−1√−z ψ
∗ dz.
Moreover, the integral is absolutely convergent. We have to study the case when
t = δ. Let us consider t ∈ [0, δ[. Then
Q(t)n(t, Q(t))ψ∗
=
1
2iπ
∫
γ
s√−z(t)√−z (Q(t)(Q(t)− zI)
−1 −Q(δ)(Q(δ)− zI)−1)ψ∗ dz
+
1
2iπ
∫
γ
s√−z(t)√−z Q(δ)(Q(δ)− zI)
−1ψ∗ dz.
From
Q(t)(Q(t)− zI)−1 −Q(δ)(Q(δ)− zI)−1 = z((Q(t)− zI)−1 − (Q(δ)− zI)−1)
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it follows that
Q(t)n(t, Q(t))ψ∗ =
1
2iπ
∫
γ
√−zs√−z(t)
∫ δ
t
∂
∂r
(Q(r)− zI)−1ψ∗ dr dz
+
1
2iπ
∫
γ
s√−z(t)√−z Q(δ)(Q(δ)− zI)
−1ψ∗ dz
:= J1 + J2.
Let J1 = J+1 + J
−
1 where J
+
1 and J
−
1 denote respectively the integrals on the parts
γ+ = { z ∈ γ : |z| ≥ 1/(δ − t)2 } and γ− = { z ∈ γ : |z| ≤ 1/(δ − t)2 } of γ.
We write
J+1 := J
+
11 + J
+
12 + J
+
13,
where
J+11 =
1
2iπ
∫
γ+
√−zs√−z(t)
∫ δ
t
(
∂
∂r
(Q(r)− zI)−1 − ∂
∂t
(Q(t)− zI)−1
)
ψ∗ dr dz
J+12 =
1
2iπ
∫
γ+
(δ − t)√−zs√−z(t)
(
∂
∂t
(Q(t)− zI)−1 − ∂
∂t
(Q(t)− zI)−1|t=δ
)
ψ∗ dz
J+13 =
1
2iπ
∫
γ+
(δ − t)√−zs√−z(t)Q(δ)(Q(δ)− zI)−1
× d
dt
Q(t)−1|t=δQ(δ)(Q(δ)− zI)−1ψ∗ dz.
Then (in virtue of subsection 0.2 and remark 1.3)
‖J+11‖ ≤ C
∫
γ+
|z|1/2e−|z|1/2(δ−t)
∫ δ
t
(r − t)2η
|z|ρ+1/2 dr |dz|‖ψ
∗‖E
+ C
∫
γ+
|z|1/2e−|z|1/2(δ−t)
∫ δ
t
(r − t)
|z|2α dr |dz|‖ψ
∗‖E
≤ C
∫ ∞
1
(δ − t)2η σ
2e−σ(
σ2
(δ−t)2
)ρ+1/2 dσ(δ − t)2 ‖ψ∗‖E
+ C
∫ ∞
1
σ2e−σ
(δ − t)
1(
σ2
(δ−t)2
)2α dσ‖ψ∗‖E
≤ C((δ − t)2η+2ρ−1 + (δ − t)4α−1)‖ψ∗‖E
and 2η+2ρ−1 > 0, 4α−1 > 0. A similar estimate can be shown for J+12. Concerning
the third integral J+13, we obtain, thanks to the regularity of ψ
∗
‖J+13‖ ≤ C(δ − t)2α+2‖ψ∗‖Dq(0)(1/2+,+∞).
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The same calculations lead to a similar estimate for ‖J−1 ‖.
For J2, we have
‖J2‖ ≤ C
∫
γ
1
|z|1/2
1
|z|1/2+ |dz|‖ψ
∗‖Dq(0)(1/2+,+∞)
≤ C‖ψ∗‖Dq(0)(1/2+,+∞).
Summing up, the previous estimates justify the continuity of Q(·)n(·, Q(·))ψ∗ at the
point δ. This establishes the proposition.
Remark 1.8. (i) The term J+13 is regular for ψ
∗ ∈ D((−Q(δ))1/2) since, it is possible
to write it as
J+13 =
1
2iπ
∫
γ+
(δ − t)√−zs√−z(t)
×
[
Q(δ)(Q(δ)− zI)−1 d
dt
Q(t)−1|t=δ(−Q(δ))1/2(Q(δ)− zI)−1
× (−Q(δ))1/2ψ∗
]
dz,
and then
‖J+13‖ ≤ C
∫
γ+
(δ − t)|z|1/2e−|z|1/2(δ−t) 1|z|α+1/2
1
|z|1/2 |dz|‖ψ
∗‖D((−Q(δ))1/2)
≤ C(δ − t)2α‖ψ∗‖D((−Q(δ))1/2).
(ii) The same argument holds for
J2 = − 12iπ
∫
γ
s√−z(t)√−z (Q(δ)− zI)
−1ψ∗ dz.
As in the proof of Lemma 1.2, statement (iv), we have
J2 = −
(
I + e−2δ(−Q(0))
1/2)−1
× {(I − e−2(−Q(0))1/2t))e−(−Q(0))1/2(δ−t)(−Q(δ))1/2ψ∗}
and applying Sinestrari [11] again, we obtain the continuity of J2 if and only if
(−Q(δ))1/2ψ∗ ∈ D((−Q(δ))1/2) = D(Q(δ)).
But in this work, we will work with the following suﬃcient hypothesis
ψ∗ ∈ Dq(δ)(1/2 + ,+∞) = Dq(0)(1/2 + ,+∞),
which is more easy to handle.
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The following term is handled similarly
n′(t, Q(t))ψ∗ =
1
2iπ
∫
γ
s√−z(t)√−z
∂
∂t
(Q(t)− zI)−1ψ∗ dz
+
1
2iπ
∫
γ
c√−z(δ − t)(Q(t)− zI)−1ψ∗ dz.
We will set
p(t)n′(t, Q(t))ψ∗ = Tλ(ψ∗)(t),
and
n′′(t, Q(t))ψ∗ +Q(t)n(t, Q(t))ψ∗ =
1
2iπ
∫
γ
s√−z(t)√−z
∂2
∂t2
(Q(t)− zI)−1ψ∗ dz
+
2
2iπ
∫
γ
c√−z(δ − t)
∂
∂t
(Q(t)− zI)−1ψ∗ dz
:= Sλ(ψ∗)(t).
The following lemma is needed in order to study the optimal regularity of the
solution we are looking for.
Lemma 1.9. Let ϕ∗ ∈ Dq(0)(1/2,+∞). Under the assumptions (6)–(9), we have
1
2iπ
∫
γ
c√−z(t)
∂
∂t
(Q(t)− zI)−1ϕ∗dz → 1
2iπ
∫
γ
∂
∂t
(Q(t)− zI)−1|t=0ϕ∗ dz = 0
as t→ 0. (This result is then valid for ϕ∗ ∈ D(Q(0)) = D(q(0)).)
Proof. It is easy to see that
1
2iπ
∫
γ
c√−z(t)
∂
∂t
(Q(t)− zI)−1ϕ∗ dz
=
1
2iπ
∫
γ
c√−z(t)
( ∂
∂t
(Q(t)− zI)−1 − ∂
∂t
(Q(t)− zI)−1|t=0
)
ϕ∗ dz
+
1
2iπ
∫
γ
c√−z(t)Q(0)(Q(0)− zI)−1
d
dt
Q(t)−1|t=0Q(0)(Q(0)− zI)−1ϕ∗ dz
:= I1(t) + I2(t).
By the dominated convergence theorem together with∥∥∥∥Q(0)(Q(0)− zI)−1 ddtQ(t)−1|t=0Q(0)(Q(0)− zI)−1ϕ∗
∥∥∥∥
= O
(
1
|z|α+1/2+1/2
)
‖ϕ∗‖Dq(0)(1/2,+∞)
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and integrating on the right-hand side of γ, we prove that I2(t) → 0 as t→ 0.
Put I1 = I+1 + I
−
1 where I
+
1 (t) and I
−
1 (t) denote respectively the integrals on the
parts γ+ = { z ∈ γ : |z| ≥ 1/t2 } and γ− = { z ∈ γ : |z| ≤ 1/t2} of γ. It follows that
‖I+1 (t)‖ =
∥∥∥∥ 12iπ
∫
γ+
c√−z(t)
(
∂
∂t
(Q(t)− zI)−1 − ∂
∂t
(Q(t)− zI)−1|t=0
)
ϕ∗ dz
∥∥∥∥
≤ C
∫
γ+
e−|z|
1/2t t
2η
|z|ρ+1/2 |dz|‖ϕ
∗‖E + C
∫
γ+
e−|z|
1/2t t
|z|2α |dz|‖ϕ
∗‖E
≤ C(t2η+2ρ−1 + t4α−1)‖ϕ∗‖E .
Similarly, for I−1 , we have
I−1 (t) =
1
2iπ
∫
γ−
c√−z(t)
(
∂
∂t
(Q(t)− zI)−1 − ∂
∂t
(Q(t)− zI)−1|t=0
)
ϕ∗ dz
=
1
2iπ
∫
γ−
(c√−z(t)− 1)
(
∂
∂t
(Q(t)− zI)−1 − ∂
∂t
(Q(t)− zI)−1|t=0
)
ϕ∗ dz
+
1
2iπ
∫
γ−
(
∂
∂t
(Q(t)− zI)−1 − ∂
∂t
(Q(t)− zI)−1|t=0
)
ϕ∗ dz,
I−1 (t) = m1(t) +m2(t).
The same estimate for m2 is obtained as above, after closing the curve γ− on the
right-hand side. Regarding m1, we have
‖m1(t)‖ =
∥∥∥∥ 12iπ
∫
γ−
(c√−z(t)− 1)
(
∂
∂t
(Q(t)− zI)−1 − ∂
∂t
(Q(t)− zI)−1|t=0
)
ϕ∗ dz
∥∥∥∥
=
∥∥∥∥ 12iπ
∫
γ−
∫ t
0
√−zs√−z(t− r)
×
(
∂
∂t
(Q(t)− zI)−1 − ∂
∂t
(Q(t)− zI)−1
)
ϕ∗ dr dz
∥∥∥∥
‖m1(t)‖ ≤ C
∫ 1/t2
r0
t|z|1/2 t
2η
|z|ρ+1/2 d|z|‖ϕ
∗‖E ≤ Ct2η+2ρ−1‖ϕ∗‖E .
This ends the proof of the lemma.
1.2. The system veriﬁed by the solution
We have seen that under the hypotheses upon the resolvents of Q(t), ϕ∗ and ψ∗,
if f∗ is Ho¨lderian then the function given by (11) is in C(]0, δ[;D(Q(·))∩C2(]0, δ[;E).
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Suppose that u is a solution of the complete abstract problem, that is,
u′′(t) + p(t)u′(t) +Q(t)u(t) = f(t) = v′′(t) + p(t)v′(t) +Q(t)v(t)
+ d′′(t, Q(t))ϕ∗ + p(t)d′(t, Q(t))ϕ∗ +Q(t)d(t, Q(t))ϕ∗
+ n′′(t, Q(t))ψ∗ + p(t)n′(t, Q(t))ψ∗ +Q(t)n(t, Q(t))ψ∗.
Then
f∗(t) + (Pλ +Rλ)(f∗)(t) + (Fλ +Gλ)(ϕ∗)(t) + (Sλ + Tλ)(ψ∗)(t) = f(t), t ∈]0, δ[,
where ⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Fλ(ϕ∗)(t) := d′′(t, Q(t))ϕ∗ +Q(t)d(t, Q(t))ϕ∗,
Gλ(ϕ∗)(t) := p(t)d′(t, Q(t))ϕ∗,
Sλ(ψ∗)(t) := n′′(t, Q(t))ψ∗ +Q(t)n(t, Q(t))ψ∗,
Tλ(ψ∗)(t) := p(t)n′(t, Q(t))ψ∗.
We have to express that the solution satisﬁes u(0) = ϕ and u′(δ) = ψ.
It is easy to see that
v(0) = 0, n(0) = 0
and, for ϕ∗ ∈ D(Q(0)) = D(q(0)),
d(0) =
1
2iπ
∫
γ
(Q(0)− zI)−1Q(0)ϕ∗
z
dz = ϕ∗.
In view of the expressions of v′(t), d′(t), and n′(t), using the relation
1
2iπ
∫
γ
c√−z(δ − τ)(Q(δ)− zI)−1ψ∗dz → ψ∗ as τ → δ
(since ψ∗ ∈ Dq(δ)(1/2+,+∞) = Dq(0)(1/2+,+∞), see lemma 1.2), we deduce that
v′(δ) = − 1
2iπ
∫
γ
∫ δ
0
s√−z(ξ)√−z
∂
∂t
(Q(t)− zI)−1|t=δf∗(ξ) dξ dz := Vλ(f∗),
d′(δ) =
1
2iπ
∫
γ
1
cosh
√−zδ
∂
∂t
(Q(t)− zI)−1|t=δϕ∗ dz := Dλ(ϕ∗),
and
n′(δ) =
1
2iπ
∫
γ
s√−z(δ)√−z
∂
∂t
(Q(t)− zI)−1|t=δψ∗ dz + ψ∗
:= ψ∗ +Nλ(ψ∗).
So, the function
u(t) = d(t, Q((t))ϕ∗ + n(t, Q((t))ψ∗ + v(t, Q((t))f∗
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satisﬁes the system
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
f∗(t) + Pλ(f∗)(t) +Rλ(f∗)(t) + Fλ(ϕ∗)(t)
+Gλ(ϕ∗)(t) + Sλ(ψ∗)(t) + Tλ(ψ∗)(t) = f(t), t ∈ ]0, δ[ ,
u(0) = d(0) + n(0) + v(0) = ϕ∗ + 0 + 0 = ϕ,
u′(δ) = v′(δ) + d′(δ) + n′(δ) = Vλ(f∗) +Dλ(ϕ∗) + ψ∗ +Nλ(ψ∗) = ψ,
which can be written under the abstract form⎛
⎝I + Pλ +Rλ Fλ +Gλ Sλ + Tλ0 I 0
Vλ Dλ I +Nλ
⎞
⎠
⎛
⎝f∗ϕ∗
ψ∗
⎞
⎠ =
⎛
⎝fϕ
ψ
⎞
⎠ .
We have necessarily ϕ∗ = ϕ. It remains to solve, for λ > 0, the system(
I + Pλ +Rλ Sλ + Tλ
Vλ I +Nλ
)(
f∗
ψ∗
)(
f − (Fλ +Gλ) (ϕ)
ψ −Dλ(ϕ)
)
,
that is,
(I +Aλ)X = Y,
with Aλ deﬁned as
Aλ : C(E)×Dq(0)(1/2 + ,+∞) −→ C(E)× E
(f∗, ψ∗) −→
(
Pλ +Rλ Sλ + Tλ
Vλ Nλ
)(
f∗
ψ∗
)
.
This means that we have to inverse I +Aλ in an appropriate normed space. We will
choose the following norm:
‖Aλ‖ = max
{‖Pλ +Rλ‖L(C(E)), ‖Sλ + Tλ‖L(Dq(0)(1/2+,+∞),C(E)),
‖Vλ‖L(C(E),Dq(0)(1/2+,+∞)), ‖Nλ‖L(Dq(0)(1/2+,+∞),E)
}
for the operator Aλ of L
(
C(E)×Dq(0)(1/2 + ,+∞), C(E)× E
)
.
2. Resolution of the system and regularity of u
2.1. Norm of the system matrix
We recall that (see (13))
‖(Pλ +Rλ)‖L(C([0,δ];E)) ≤ C
(
1/λα+1/2 + 1/λρ + 1/λ1/2
)
.
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The other operators occurring in the system matrix are
Sλ(ψ∗)(t) =
1
2iπ
∫
γ
s√−z(t)√−z
∂2
∂t2
(Q(t)− zI)−1ψ∗ dz
+
2
2iπ
∫
γ
c√−z(δ − t)
∂
∂t
(Q(t)− zI)−1ψ∗ dz,
Tλ(ψ∗)(t) =
1
2iπ
∫
γ
s√−z(t)√−z p(t)
∂
∂t
(Q(t)− zI)−1ψ∗ dz
+
1
2iπ
∫
γ
c√−z(δ − t)p(t)(Q(t)− zI)−1ψ∗ dz
and the operators (independent of t)
Vλ(f∗) = − 12iπ
∫
γ
∫ δ
0
s√−z(ξ)√−z
∂
∂t
(Q(t)− zI)−1|t=δf∗(ξ) dξ dz,
Nλ(ψ∗) =
1
2iπ
∫
γ
s√−z(δ)√−z
∂
∂t
(Q(t)− zI)−1|t=δψ∗ dz.
Step 1. Vλ and Nλ fulﬁll the estimates
‖Vλ(f∗)‖ =
∥∥∥∥− 12iπ
∫
γ
∫ δ
0
s√−z(ξ)√−z
∂
∂t
(Q(t)− zI)−1|t=δf∗(ξ) dξ dz
∥∥∥∥
≤ C · δ ·
∫
γ
1
|z|1/2|z + λ|α+1/2 |dz|‖f
∗‖C(E) ≤ C · δ|λ|α ‖f
∗‖C(E),
‖Nλ(ψ∗)‖ =
∥∥∥∥ 12iπ
∫
γ
s√−z(δ)√−z
∂
∂t
(Q(t)− zI)−1|t=δψ∗ dz
∥∥∥∥
≤ C|λ|α ‖ψ
∗‖E .
Regarding Tλ, we have
‖Tλ(ψ∗)(t)‖ ≤
∥∥∥∥ 12iπ
∫
γ
s√−z(t)√−z p(t)
∂
∂t
(Q(t)− zI)−1ψ∗ dz
∥∥∥∥
+
∥∥∥∥ 12iπ
∫
γ
c√−z(δ − t)p(t)(Q(t)− zI)−1ψ∗ dz
∥∥∥∥
≤ C|λ|α ‖ψ
∗‖E +
∥∥∥∥ 12iπ
∫
γ
c√−z(δ − t)p(t)(Q(t)− zI)−1ψ∗ dz
∥∥∥∥.
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Observe that without more regularity on ψ∗, we cannot obtain an estimate of the
previous integral, except in C‖ψ∗‖E .
Step 2. In order to derive the suitable estimates for this term (then for Tλ, and
also for Sλ) we consider the interpolation space in which ψ∗ lies, that is,
DQ(δ)(1/2 + ,+∞) = DQ(0)(1/2 + ,+∞) = Dq(0)(1/2 + ,+∞),
and the natural assumption (14).
Let ψ∗ ∈ DQ(0)(1/2 + ,+∞). The operators p(t) being bounded, we have
1
2iπ
∫
γ
c√−z(δ − t)p(t)(Q(t)− zI)−1ψ∗ dz
=
1
2iπ
∫
γ
c√−z(δ − t)
(
p(t)(Q(t)− zI)−1 − p(δ)(Q(δ)− zI)−1)ψ∗ dz
+
1
2iπ
∫
γ
c√−z(δ − t)p(δ)(Q(δ)− zI)−1ψ∗ dz
=
1
2iπ
∫
γ
c√−z(δ − t)p(t)
∫ t
δ
∂
∂r
(Q(r)− zI)−1ψ∗ dr dz
+
1
2iπ
∫
γ
c√−z(δ − t)(p(t)− p(δ))
Q(δ)(Q(δ)− zI)−1
z
ψ∗ dz
+
1
2iπ
∫
γ
c√−z(δ − t)p(δ)
Q(δ)(Q(δ)− zI)−1
z
ψ∗ dz
1
2iπ
∫
γ
c√−z(δ − t)p(t)(Q(t)− zI)−1ψ∗ dz := I1 + I2 + I3.
Step 3. Regarding I1, let I1 := J+1 + J
−
1 where J
+
1 and J
−
1 denote respectively
the integrals on the parts γ+ =
{
z ∈ γ : |z| ≥ 1/(δ − t)2} and γ− = {z ∈ γ : |z| ≤
1/(δ − t)2} of γ. Hereafter we will estimate J+1 ; the same holds for J−1 .
‖J+1 ‖ ≤ C
∫
γ+
∥∥∥∥csqrt−z(δ − t)
∫ t
δ
∂
∂r
(Q(r)− zI)−1ψ∗ dr
∥∥∥∥ |dz|.
In the sequel, we will use the following estimates:
∃C > 0 : ∀z ∈ γ,∀λ > 0 |z + λ| ≥ Cλ and |z + λ| ≥ C|z|.
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It follows that
‖J+1 ‖ ≤ C
∫
γ+
∥∥∥∥c√−z(δ − t)
∫ t
δ
∂
∂r
(Q(r)− zI)−1ψ∗ dr
∥∥∥∥ |dz|
≤ C
∫
γ+
e−|z|
1/2(δ−t) (δ − t)
λα|z|1/2 |dz|‖ψ
∗‖E
≤ C
λα
∫ ∞
1
e−σ
(δ − t)(
σ2
(δ−t)2
)1/2 σ dσ(δ − t)2 ‖ψ∗‖E
≤ C
λα
‖ψ∗‖E .
For I3, we have (the same holds true for I2)
‖I3‖ =
∥∥∥∥ 12iπ
∫
γ
c√−z(δ − t)p(δ)
Q(δ)(Q(δ)− zI)−1
z
ψ∗ dz
∥∥∥∥
≤ C
∫
γ
1
|z||z + λ|1/2+ |dz|‖ψ
∗‖DQ(0)(1/2+,+∞)
≤ C
λ1/2+
‖ψ∗‖DQ(0)(1/2+,+∞).
Step 4. Finally, we have to estimate the operator Sλ. It is the most singular
since it contains the second derivative of the resolvent Q(·). We have
Sλ(ψ∗)(t) =
1
2iπ
∫
γ
s√−z(t)√−z
∂2
∂t2
(Q(t)− zI)−1ψ∗ dz
+
2
2iπ
∫
γ
c√−z(δ − t)
∂
∂t
(Q(t)− zI)−1ψ∗ dz,
Sλ(ψ∗)(t) := l1(t) + l2(t).
In what follows, we will only estimate the integral l1. (For the second one, l2, the
techniques are similar.) First of all, write
l1 =
1
2iπ
∫
γ
s√−z(t)√−z
∂2
∂t2
(Q(t)− zI)−1ψ∗ dz
=
1
2iπ
∫
γ
s√−z(t)√−z
(
∂2
∂t2
(Q(t)− zI)−1 − ∂
2
∂t2
(Q(t)− zI)−1|t=δ
)
ψ∗ dz
+
1
2iπ
∫
γ
s√−z(t)√−z
∂2
∂t2
(Q(t)− zI)−1|t=δψ∗ dz
:= j1 + j2,
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and, as usual, let j1 := j+1 + j
−
1 on γ+ and γ− respectively. For the ﬁrst integral j
+
1 ,
we deduce
‖j+1 ‖ = C
∥∥∥∥
∫
γ+
s√−z(t)√−z
(
∂2
∂t2
(Q(t)− zI)−1 − ∂
2
∂t2
(Q(t)− zI)−1|t=δ
)
ψ∗ dz
∥∥∥∥
≤ C
∫
γ+
1
|z|1/2 e
−|z|1/2(δ−t) (δ − t)2η
|z + λ|ρ |dz|‖ψ
∗‖E
≤ C
∫
γ+
1
|z|1/2 e
−|z|1/2(δ−t) (δ − t)2η
|z + λ|ρ+η−1/2|z + λ|1/2−η |dz|‖ψ
∗‖E
≤ C
λρ+η−1/2
∫
γ+
1
|z|1/2 e
−|z|1/2(δ−t) (δ − t)2η
|z|1/2−η |dz|‖ψ
∗‖E
≤ C
λρ+η−1/2
∫ ∞
1
e−σ
(δ − t)2η(
σ2
(δ−t)2
)1−η σ dσ(δ − t)2 ‖ψ∗‖E
≤ C
λρ+η−1/2
‖ψ∗‖E .
A similar estimate holds true for j−1 .
Step 5. Regarding j2, we make use of the following identity (already mentioned)
∂2
∂t2
(Q(t)− zI)−1|t=δψ∗ = Q(δ)(Q(δ)− zI)−1
∂2
∂t2
Q(t)−1|t=δQ(δ)(Q(δ)− zI)−1ψ∗
+ 2z
(
Q(δ)(Q(δ)− zI)−1 ∂
∂t
Q(t)−1|t=δ
)2
Q(δ)(Q(δ)− zI)−1ψ∗.
Hence
j2 =
1
2iπ
∫
γ
s√−z(t)√−z Q(δ)(Q(δ)− zI)
−1 ∂
2
∂t2
Q(t)−1|t=δQ(δ)(Q(δ)− zI)−1ψ∗ dz
+
1
2iπ
∫
γ
2zs√−z(t)√−z
(
Q(δ)(Q(δ)− zI)−1 ∂
∂t
Q(t)−1|t=δ
)2
Q(δ)(Q(δ)− zI)−1ψ∗ dz
j2 := a1 + a2,
‖a1‖ ≤ C
∫
γ
1
|z|1/2|z + λ|1/2+ |dz|‖ψ
∗‖DQ(0)(1/2+,+∞)
≤ C
λ
‖ψ∗‖DQ(0)(1/2+,+∞),
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and
‖a2‖ ≤ C
∫
γ
|z|
|z|1/2|z + λ|2α+1++1/2 |dz|‖ψ
∗‖DQ(0)(1/2+,+∞)
≤ C
∫
γ
1
|z + λ|2α+1+ |dz|‖ψ
∗‖DQ(0)(1/2+,+∞)
≤ C
λ2α+
‖ψ∗‖DQ(0)(1/2+,+∞).
Summarizing, we can make ‖Aλ‖ small enough and deduce the following result
about the resolution of the system.
Theorem 2.1. Under the assumptions (6)–(9) and
f ∈ C([0, δ];E), ψ ∈ Dq(0)(1/2 + ,+∞), ϕ ∈ D(q(0)),
there exists λ∗ > 0 such that for all λ ≥ λ∗, the operator I + Aλ is invertible, i.e.,
the system(
I 0
0 I
)(
f∗
ψ∗
)
+
(
Pλ +Rλ Sλ + Tλ
Vλ Nλ
)(
f∗
ψ∗
)
=
(
f − (Fλ +Gλ)(ϕ)
ψ −Dλ(ϕ)
)
,
admits a unique solution (f∗, ψ∗) ∈ C([0, δ];E)×Dq(0)(1/2 + ,+∞).
2.2. Regularity of the solution
Since the term
Dλ(ϕ) =
1
2iπ
∫
γ
1
cosh
√−zδ
∂
∂t
(Q(t)− zI)−1|t=δϕdz,
is very regular (thanks to cosh
√−zδ) and
ψ ∈ Dq(0)(1/2 + ,+∞) = Dq(0)(1/2 + ,+∞),
then
ψ −Dλ(ϕ) ∈ Dq(δ)(1/2 + ,+∞) = Dq(0)(1/2 + ,+∞).
So, Aλ takes its values in C(E) × Dq(0)(1/2 + ,+∞). The ﬁrst regularity result is
the following
Proposition 2.2. Under the assumptions (6)–(9) and
f ∈ C2θ([0, δ];E), ψ ∈ Dq(0)(1/2 + ,+∞), ϕ ∈ D(q(0)),
there exists λ∗ > 0 such that for all λ ≥ λ∗, the function f∗ is in the space
Cβ([0, δ];E),
where β = min(2α, 2θ, 2η + 2ρ− 1).
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Proof. Let λ ≥ λ∗, One has
f∗ = f − (Pλ +Rλ)(f∗)− (Fλ +Gλ)(ϕ)− (Sλ + Tλ)(ψ∗).
Using the same techniques as in [9, p. 99, Proposition 4.3] the term (Pλ + Rλ)(f∗)
(which is not easy to handle) is Ho¨lderian of exponent
min(2α, 2η + 2ρ− 1),
while (due to our previous calculations), the functions
Fλ(ϕ), Gλ(ϕ), Sλ(ψ∗), Tλ(ψ∗)
are Ho¨lderian of exponent
min(2α+ 2, 2η + 2ρ− 1).
The terms Tλ(ψ∗), Gλ(ϕ) are not too hard because they correspond to the those
containing the perturbation p(t).
In order to give an optimal regularity result of the solution, we need the following
(important) lemma
Lemma 2.3. Under the assumptions (6)–(9) and
ψ ∈ Dq(0)(1/2 + ,+∞), ϕ ∈ D(q(0)),
one has
f∗(0) = f(0)−
( d2
dt2
Q(t)−1
)∣∣∣
t=0
Q(0)ϕ+ rδ(ϕ,ψ∗, f∗)
where rδ(ϕ,ψ∗, f∗) ∈ Dq(0)(α,+∞) = DQ(0)(α,+∞).
Proof. Recall that
f∗(0) = f(0)− (Pλ +Rλ)(f∗)(0)− (Fλ +Gλ)(ϕ)(0)− (Sλ + Tλ)(ψ∗)(0),
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where
Pλ(f∗)(0) = − 1
iπ
∫
γ
∫ δ
0
c√−z(s)
∂
∂t
(Q(t)− zI)−1|t=0f∗(s) ds dz
Rλ(f∗)(0) = − 12iπ
∫
γ
∫ δ
0
c√−z(s)p(0)(Q(0)− zI)−1|t=0f∗(s) ds dz,
Fλ(ϕ)(0) = lim
t→0
(
1
2iπ
∫
γ
c√−z(t)
∂2
∂t2
(Q(t)− zI)−1ϕdz
)
− 1
iπ
∫
γ
√−zs√−z(δ)
∂
∂t
(Q(t)− zI)−1|t=0ϕdz
Fλ(ϕ)(0) = F 1λ(ϕ)(0) + F
2
λ(ϕ)(0)
Gλ(ϕ)(0) =
−1
2iπ
∫
γ
√−zs√−z(δ)
p(0)(Q(0)− zI)−1Q(0)ϕ
z
dz
and
Sλ(ψ∗)(0) =
1
iπ
∫
γ
1
cosh
√−zδ
∂
∂t
(Q(t)− zI)−1|t=0ψ∗ dz
Tλ(ψ∗)(0) =
1
2iπ
∫
γ
p(0)(Q(0)− zI)−1|t=0ψ∗
cosh
√−zδ dz.
Let us treat the regularity of each term.
Step 1. Recall that (for r > 0)
Q(0)(Q(0)− r)−1 ∂
∂t
(Q(t)− zI)−1|t=0ϕ
= Q(0)(Q(0)− r)−1Q(0)(Q(0)− z)−1 d
dt
(Q(t))−1|t=0Q(0)(Q(0)− zI)−1ϕ,
and
Q(0)(Q(0)− r)−1Q(0)(Q(0)− z)−1
=
z
r − zQ(0)(Q(0)− z)
−1 − r
r − zQ(0)(Q(0)− r)
−1.
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Hence
Q(0)(Q(0)− r)−1Pλ(f∗)(0)
= − 1
iπ
∫
γ
∫ δ
0
c√−z(s)
z
r − z
×
{
Q(0)(Q(0)− z)−1 d
dt
(Q(t))−1|t=0Q(0)(Q(0)− zI)−1f∗(s)
}
ds dz
+
1
iπ
∫
γ
∫ δ
0
c√−z(s)
r
r − z
×
{
Q(0)(Q(0)− r)−1 d
dt
(Q(t))−1|t=0Q(0)(Q(0)− zI)−1f∗(s)
}
ds dz,
Q(0)(Q(0)− r)−1Pλ(f∗)(0) := (I)+ (II) .
Note that
‖(I)‖ ≤ C
∫
γ
|z|
|r − z|
1
|z|α+1/2
(∫ δ
0
e−s|z|
1/2
ds
)
d|z|‖f∗‖C([0,δ];E)
≤ C
∫
γ
|z|
|r − z||z|α+1
(∫ ∞
0
e−ξ dξ
)
d|z|‖f∗‖C([0,δ];E)
≤ C
rα
‖f∗‖C([0,δ];E),
and we have a similar estimate for (II). Then Pλ(f∗)(0) ∈ Dq(0)(α,+∞). It is
clear that the term Rλ(f∗)(0), (which is more regular than Pλ(f∗)(0) due to the
perturbation), is also in Dq(0)(α,+∞).
Step 2. We have
F 2λ(ϕ)(0) = −
1
iπ
∫
γ
√−zs√−z(δ)
×
{
Q(0)(Q(0)− z)−1 d
dt
(Q(t))−1|t=0(Q(0)− zI)−1Q(0)ϕ
}
dz
and
Q(0)(Q(0)− r)−1Fλ(ϕ)(0)
= − 1
iπ
∫
γ
√−zs√−z(δ)
z
r − z
×
{
Q(0)(Q(0)− z)−1 d
dt
(Q(t))−1|t=0(Q(0)− zI)−1Q(0)ϕ
}
dz
+
1
iπ
∫
γ
√−zs√−z(δ)
r
r − z
×
{
Q(0)(Q(0)− r)−1 d
dt
(Q(t))−1|t=0(Q(0)− zI)−1Q(0)ϕ
}
dz,
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Q(0)(Q(0)− r)−1Fλ(ϕ)(0) := (I)+ (II),
‖(I)‖ ≤ C
∫
γ
|z|1+1/2
|r − z|
1
|z|α+1+1/2 d|z|‖Q(0)ϕ‖E ≤
C
rα
‖Q(0)ϕ‖E .
A similar estimate holds true for (II).
For Gλ(ϕ)(0), similar estimates give
Gλ(ϕ)(0) ∈ Dq(0)(1/2,+∞) ⊂ Dq(0)(α,+∞)
since α ≤ 1/2.
Step 3. Regarding F 1λ(ϕ)(0), before considering the second derivative with re-
spect to t, write
(Q(t)− zI)−1ϕ
=
Q(t)(Q(t)− zI)−1ϕ
z
− ϕ
z
=
Q(t)(Q(t)− zI)−1
z
(
Q(0)−1 −Q(t)−1 + t d
dt
Q(t)−1
)
Q(0)ϕ− ϕ
z
+
(Q(t)− zI)−1
z
Q(0)ϕ− t · Q(t)(Q(t)− zI)
−1
z
d
dt
Q(t)−1Q(0)ϕ
=
1
z
(
Q(0)−1 −Q(t)−1 + t ∂
∂t
Q(t)−1
)
Q(0)ϕ− ϕ
z
− t
z
d
dt
Q(t)−1Q(0)ϕ
+ (Q(t)− zI)−1
(
Q(0)−1 −Q(t)−1 + t d
dt
Q(t)−1
)
Q(0)ϕ
+
(Q(t)− zI)−1
z
Q(0)ϕ− t · (Q(t)− zI)−1 d
dt
Q(t)−1Q(0)ϕ.
Now, we apply the second-diﬀerentiation operator on the resolvent in the previous
presentation. Using Dunford calculus, we ﬁnd
1
2iπ
∫
γ
c√−z(t)
∂2
∂t2
(Q(t)− zI)−1ϕdz
=
1
2iπ
∫
γ
c√−z(t)
∂2
∂t2
(Q(t)− zI)−1
(
Q(0)−1 −Q(t)−1 + t d
dt
Q(t)−1
)
Q(0)ϕdz
+
1
2iπ
∫
γ
c√−z(t)
1
z
∂2
∂t2
(Q(t)− zI)−1Q(0)ϕdz
− 1
2iπ
∫
γ
c√−z(t)
∂2
∂t2
(Q(t)− zI)−1 · t ·
(
d
dt
Q(t)−1
)
Q(0)ϕdz
− 1
iπ
∫
γ
c√−z(t)
∂
∂t
(Q(t)− zI)−1
(
d
dt
Q(t)−1
)
Q(0)ϕdz
− 1
2iπ
∫
γ
c√−z(t)(Q(t)− zI)−1
(
d2
dt2
Q(t)−1
)
Q(0)ϕdz
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1
2iπ
∫
γ
c√−z(t)
∂2
∂t2
(Q(t)− zI)−1ϕdz := S1δ (t) + S2δ (t) + S3δ (t) + S4δ (t) + S5δ (t).
Step 4. Concerning the ﬁrst term S1δ (t), observe that∥∥∥∥
(
Q(0)−1 −Q(t)−1 + t d
dt
Q(t)−1
)
Q(0)ϕ
∥∥∥∥
=
∥∥∥∥−
∫ t
0
(
d
dξ
Q(ξ)−1 − d
dt
Q(t)−1
)
Q(0)ϕdξ
∥∥∥∥
≤ C
∫ t
0
(t− ξ)2η dξ‖Q(0)ϕ‖ ≤ Ct2η+1‖Q(0)ϕ‖,
and then, dividing the integral upon γ into two parts as in the previous sections, we
get, for instance, on the ﬁrst part of γ,
‖S1δ (t)‖ ≤ Ct2η+1
(∫
γ,|z|≥ 1
t2
e−t|z|
1/2 sin(θ0/2)
1
|z|ρ |dz|
)
‖Q(0)ϕ‖
≤ Ct2η+1
(∫ +∞
1
e−σ
2σ
t2
(
σ2
t2
)ρ dσ
)
‖Q(0)ϕ‖
≤ Ct2ρ+2η−1‖Q(0)ϕ‖,
with a similar estimate on the second part of the curve. Therefore
S1δ (t) → 0 as t→ 0.
On the other hand, it is easy to see that∥∥∥∥c√−z(t)1z ∂
2
∂t2
(Q(t)− zI)−1
∥∥∥∥ = O(1/ |z|1+ρ),
then S2δ (t) → 0 as t→ 0.
• Regarding the third term S3δ (t), we use the formula
∂2
∂t2
(Q(t)− zI)−1 = Q(t)(Q(t)− zI)−1
(
d2
dt2
Q(t)−1
)
Q(t)(Q(t)− zI)−1
+ 2zQ(t)(Q(t)− zI)−1
(
dQ(t)−1
dt
Q(t)(Q(t)− zI)−1
)2
and deduce∥∥∥∥t ∂2∂t2 (Q(t)− zI)−1
(
d
dt
Q(t)−1
)
Q(0)ϕ
∥∥∥∥ = O(t/|z|α+1/2)‖Q(0)ϕ‖,
which leads to‖S3δ (t)‖ = O(t2α)‖Q(0)ϕ‖ → 0 as t→ 0.
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• For the fourth term S4δ (t), note that (in virtue of assumption (8)∥∥∥∥ ∂∂t (Q(t)− zI)−1
(
d
dt
Q(t)−1
)
Q(0)ϕ
∥∥∥∥
=
∥∥∥∥
[
Q(t)(Q(t)− zI)−1
(
d
dt
Q(t)−1
)]2
Q(0)ϕ
∥∥∥∥
= O
(
1/|z|2α+1)‖Q(0)ϕ‖.
Consequently, integrating upon γ, we infer that
‖S4δ (t)‖ = O(t4α−1)‖Q(0)ϕ‖ → 0 as t→ 0
since α > 1/4.
• Finally, write
S5δ (t) = −
1
2iπ
∫
γ
c√−z(t)(Q(t)− zI)−1
×
((
d2
dt2
Q(t)−1
)
−
(
d2
dt2
Q(t)−1
)∣∣∣∣
t=0
)
Q(0)ϕdz
− 1
2iπ
∫
γ
c√−z(t)
(
(Q(t)− zI)−1 − (Q(0)− zI)−1)
×
(
d2
dt2
Q(t)−1
)∣∣∣∣
t=0
Q(0)ϕdz
− 1
2iπ
∫
γ
c√−z(t)(Q(0)− zI)−1
(
d2
dt2
Q(t)−1
)∣∣∣∣
t=0
Q(0)ϕdz
S5δ (t) := S
5,1
δ (t) + S
5,2
δ (t) + S
5,3
δ (t).
Then, as t→ 0, S5,1δ (t) and S5,2δ (t) tend to zero, while S5,3δ (t) tends to
−
(
d2
dt2
Q(t)−1
)∣∣∣∣
t=0
Q(0)ϕ
if and only if (
d2
dt2
Q(t)−1
)∣∣∣∣
t=0
Q(0)ϕ ∈ D(Q(0)),
due to Lemma 1.2.
Summing up, we obtain
f∗(0) = f(0)−
(
d2
dt2
Q(t)−1
)∣∣∣∣
t=0
Q(0)ϕ+ rδ(ϕ,ψ∗, f∗)
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where rδ(ϕ,ψ∗, f∗) ∈ Dq(0)(α,+∞) = DQ(0)(α,+∞). This completes the
proof.
Theorem 2.4. Let ϕ ∈ D(q(0)), ψ ∈ Dq(0)(1/2 + ,+∞) and f ∈ C2θ([0, δ];E).
Then, under the assumptions (6)–(9) and the compatibility condition
f(0)−Q(0)ϕ− d
2Q(t)−1
dt2
∣∣∣∣
t=0
ϕ ∈ Dq(0)(θ,+∞),
if λ ≥ λ∗, the function u given in the representation (10) is the unique strict solution
of Problem (2) satisfying the regularity
u′′, p(·)u′, q(·)u(·) ∈ Cβ([0, δ];E)
where β = min(2α, 2θ, 2ρ+ 2η − 1).
Proof. Recall that
u(t) = d(t, Q((t))ϕ∗ + n(t, Q((t))ψ∗ + v(t, Q(t), f∗).
It remains to prove that
u′′, p(·)u′, q(·)u(·) ∈ Cβ([0, δ];E).
Step 1. Let us treat, for instance, the term q(·)u(·). One has
Q(t)u(t) = Q(t)v(t) +Q(t)d(t, Q(t))ϕ+Q(t)n(t, Q(t))ψ∗
= − 1
2iπ
∫
γ
∫ δ
0
K√−z(t, s)Q(t)(Q(t)− zI)−1(f∗(s)− f∗(t)) ds dz
− 1
2iπ
∫
γ
c√−z(t)(Q(t)− zI)−1(f∗(t)− f∗(0)) dz + f∗(t)
− 1
2iπ
∫
γ
c√−z(t)(Q(t)− zI)−1(f∗(0)) dz
+
1
2iπ
∫
γ
c√−z(t)Q(t)(Q(t)− zI)−1ϕdz
+
1
2iπ
∫
γ
s√−z(t)√−z Q(t)(Q(t)− zI)
−1ψ∗ dz
Q(t)u(t) :=
6∑
i=1
Δi(t).
Thanks to Da Prato-Grisvard [6], the three ﬁrst terms are Ho¨lderian since the func-
tion g∗ deﬁned by g∗(t) = f∗(t)− f∗(0) is Ho¨lderian and g∗(0) = 0.
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Step 2. Regarding the terms Δ5(t) and Δ6(t), we have
Δ5(t) + Δ6(t) = − 12iπ
∫
γ
c√−z(t)(Q(t)− zI)−1(f∗(0)) dz
+
1
2iπ
∫
γ
c√−z(t)Q(t)(Q(t)− zI)−1ϕdz
= − 1
2iπ
∫
γ
c√−z(t)(Q(t)− zI)−1(f∗(0)) dz
+
1
2iπ
∫
γ
c√−z(t)Q(t)(Q(t)− zI)−1(Q(0)−1 −Q(t)−1)Q(0)ϕdz
+
1
2iπ
∫
γ
c√−z(t)(Q(t)− zI)−1Q(0)ϕdz
=
1
2iπ
∫
γ
c√−z(t)(Q(t)− zI)−1(Q(0)ϕ− f∗(0)) dz
+
1
2iπ
∫
γ
c√−z(t)Q(t)(Q(t)− zI)−1(Q(0)−1 −Q(t)−1)Q(0)ϕdz
= Δ7(t) + Δ8(t),
so, for 0 ≤ τ < t ≤ δ,
Δ7(t)−Δ7(τ) = 12iπ
∫
γ
c√−z(t)(Q(t)− zI)−1(Q(0)ϕ− f∗(0)) dz
− 1
2iπ
∫
γ
c√−z(τ)(Q(τ)− zI)−1(Q(0)ϕ− f∗(0)) dz
=
1
2iπ
∫
γ
c√−z(t)((Q(t)− zI)−1 − (Q(τ)− zI)−1)(Q(0)ϕ− f∗(0)) dz
+
1
2iπ
∫
γ
(c√−z(t)− c√−z(τ))(Q(τ)− zI)−1(Q(0)ϕ− f∗(0)) dz
=
1
2iπ
∫
γ
c√−z(t)((Q(t)− zI)−1 − (Q(τ)− zI)−1)(Q(0)ϕ− f∗(0)) dz
+
1
2iπ
∫
γ
(c√−z(t)− c√−z(τ))
× {(Q(τ)− zI)−1 −Q(0)− zI)−1)(Q(0)ϕ− f∗(0))} dz
+
1
2iπ
∫
γ
(c√−z(t)− c√−z(τ))(Q(0)− zI)−1(Q(0)ϕ− f∗(0)) dz
Δ7(t)−Δ7(τ) := (I)+ (II)+ (III) .
Step 3. It is suﬃcient to study the Ho¨lderian property of the term (III). Using
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the fact that
f∗(0) = f(0)−
(
d2
dt2
Q(t)−1
)∣∣∣∣
t=0
Q(0)ϕ+ rδ(ϕ,ψ∗, f∗)
we get
(III) =
1
2iπ
∫
γ
(c√−z(t)− c√−z(τ))(Q(0)− zI)−1
×
(
Q(0)ϕ+
(
∂2
∂t2
Q(t)−1
)∣∣∣∣
t=0
Q(0)ϕ− f(0)
)
dz
+
1
2iπ
∫
γ
(c√−z(t)− c√−z(τ))(Q(0)− zI)−1rδ(ϕ,ψ∗, f∗) dz
(III) := (III)1 +(III)2 .
But ‖(III)2‖ = O(|t−τ |2α),since it has been proved that rδ(ϕ,ψ∗, f∗) ∈ Dq(0)(α,+∞).
On the other hand ‖(III)1‖ = O(|t− τ |2θ) if and only if (see Lemma 1.2)
f(0)−Q(0)ϕ− d
2(Q(t))−1
dt2
∣∣∣∣
t=0
ϕ ∈ Dq(0)(θ,+∞).
3. A model example
Let Ω be an open regular domain of R3 with a C∞ boundary Γ. Denote by Ωδ the
thin layer
Ωδ = {x = m+ tn(m) : m ∈ Γ, t ∈]0, δ[ },
where δ > 0 is a parameter destined to tend to 0 and by n(m), the unit normal at
the point m of Γ outwardly oriented.
Consider the boundary value problem
(P )
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Δv − λv = 0 in Ωδ
v = ϕ on Γ0 = Γ× {0},
∂v
∂n
= 0 on Γδ = Γ× {δ}.
We associate to the function v deﬁned on Ωδ the function u deﬁned on Γ×]0, 1[ by
u(m, t) := v(x).
Let R(m) be the symmetric operator of the tangent plane Tm(Γ) which character-
izes the curvature of Γ at the point m. For δ small enough, the operator I + tR(m)
is an automorphism of the tangent plane Tm(Γ).
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Then we can write
∇v(x) = (I + tR(m))−1∇Γu(m, t) + ∂u
∂t
(m, t)n(m),
Δv(x) =
divΓ
[
det(I + tR(m))(I + tR(m))−2∇Γu(m, t)
]
det(I + tR(m)) ,
where ∇Γ and divΓ denote respectively the tangential surface gradient operator and
the tangential surface divergence operator on Γ.
We have
det(I + tR(m)) = 1 + 2tH(m) + t2G(m),
with
2H(m) = trR(m), G(m) = detR(m).
Observe that, when δ is small enough, det(I+ tR(m)) = 0 and there exists a constant
C > 0 such that
∀(m, t) ∈ Γ×]0, δ[ |det(I + tR(m))| = |1 + 2tH(m) + t2G(m)| ≥ C.
Put now E = Lp(Γ) and denote by u the vectorial function u :]0, δ[→ E deﬁned by
u(t)(m) = u(m, t).
Deﬁne the bounded multiplication operator p(t) by⎧⎪⎨
⎪⎩
D(p(t)) = Lp(Γ)
(p(t)ψ)(m) =
∂
∂t det(I + tR(m))
det(I + tR(m)) ψ(m) =
2H(m) + 2tG(m)
1 + 2tH(m) + t2G(m)
ψ(m),
and the unbounded (elliptic) operator q(t) by⎧⎪⎨
⎪⎩
D(q(t)) = W 2,p(Γ)
(q(t)ψ)(m) =
divΓ
[
det(I + tR(m))(I + tR(m))−2∇Γψ(m)
]
det(I + tR(m)) − λψ(m).
Then problem (P ) can be written in the following abstract diﬀerential boundary
problem: ⎧⎪⎨
⎪⎩
u′′(t) + p(t)u′(t) + q(t)u(t)− λu(t) = 0 on ]0, δ[
u(0) = ϕ
u′(δ) = 0.
All the preceding abstract results apply to this model example as we will prove it
in the forthcoming part II.
Notice that this problem has also been considered by Favini et al. [5], in the
framework of the interpolation space W θ(0, δ;Lp(Γ)), θ ∈]0, 1[, p ∈]1,∞[, in the case
of constant operator coeﬃcients.
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