




El objetivo fundamental del presente artículo es mostrar, a través de la cons-
trucción y análisis del modelo matemático asociado a un sistema de informa-
ción, el potencial de aplicaciones de las matemáticas propuestas en los planes 
de estudio de pregrado para ingenierías. La construcción y análisis del modelo 
requiere desde conceptos de matemáticas básicas como potencias, logaritmos y 
sus propiedades, teoría de probabilidad, álgebra lineal, cálculo diferencial y op-
timización en una y diversas variables con uso de multiplicadores de Lagrange 
y valores propios. En el artículo afloran conceptos transversales entre la teoría 
de la información y la termodinámica como lo son entropía y caos. El contexto 
de elaboración de este artículo es la componente curricular de matemáticas para 
ingeniería. Se espera que al final de este artículo los lectores hayan encontrado 
respuesta a los siguientes interrogantes: ¿cómo clasificar los valores óptimos de 
una función de distintas variables mediante el álgebra lineal o el cálculo diferen-
cial? ¿Cómo optimizar la entropía de un sistema de información?
Palabras clave: sistema, información, optimización, matemática, aplicación.
Information Systems
Abstract
The fundamental objective of  the present article is to show, via the construction 
and analysis of  the mathematical model associated with an information sys-
tem, the potential applications of  mathematics proposed in the undergraduate 
engineering lesson plans. The construction and analysis of  the model requires 
basic mathematical concepts, such as powers, logarithms and their properties, 
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probability theory, linear algebra, differential calculus, and optimization by one 
and diverse variables through the use of  Lagrange multipliers and chosen values. 
In the article, a conceptual through line surfaces between information theory 
and thermodynamics like entropy and chaos. The context for the elaboration 
of  this article is the curricular component of  mathematics for engineering. One 
would hope that by the end of  this article readers will find answers to the fo-
llowing questions: how should the optimal values in a function with different va-
riables be classified using linear algebra or differential calculus? How to optimize 
the entropy of  an information system?
Keywords: systems, information, optimization, mathematics, application.
¿Qué es un sistema de información? 
Es un conjunto compuesto por tres elementos interconectados: fuente o emisor, 
canal y receptor o destino. Su propósito es transmitir información.
Fuente Destino
Canal
La información está dada por la siguiente función:
)()( 2 pLogpI −= , bit
Donde p es la probabilidad de obtener la información deseada en una búsqueda 
(o pregunta); y I(p) es el número mínimo de búsquedas (o preguntas) necesarias 
para obtener la información.
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1. Suponga que usted ha ocultado una moneda en una de sus manos. Si yo estoy 
interesado en saber en cuál de sus manos está oculta la moneda, mano derecha 
(MD) o mano izquierda (MI), basta formular una sola pregunta para saberlo. 
MI MD
Nótese que: P(MD) = 1/2 = P(MI) y que 1 = Log2(2) 
2. Suponga ahora que usted ha ocultado la moneda en uno de los cuatro bolsillos 
frontales de su camisa y pantalón, si quiero saber en cuál de los cuatro bolsillos 
está oculta la moneda: bolsillo derecho de su camisa (BD-c) o bolsillo izquierdo 
de la camisa (BI-c) o bolsillo derecho del pantalón (BD-p) o en el bolsillo iz-
quierdo del pantalón (BI-p), basta hacer dos preguntas para saberlo. 
BI-c BD-c
BI-p BD-p
 Nótese que: P(BI – c) = P(BD – c) = P(BD – p) = P(BI – p) = 1/4
 y que 2 = Log2(4) = – Log (1/4) 
Observación
Nótese que en la ilustración 2 hay más información sobre la ubicación de la 
moneda que en la ilustración 1, pero la probabilidad de cada mensaje es menor.
Alfabeto de la fuente 
Para el caso 1 de la ilustración dada, usted es la fuente de la información y tiene 
un alfabeto A compuesto por su mano derecha y su mano izquierda.
A = {MD, MI}
Para el caso 2 el alfabeto es el conjunto:
A = {BI – c, BD – c, BI – p, BD – p}
106
3 Encuentro de Ciencias Básicas - Retos frente al abandono
En general el alfabeto de una fuente es un conjunto de símbolos: 
A = {X1, X2, ..., Xq}
Cada símbolo de un alfabeto tiene asignada una probabilidad, por caso: p1, p2, ..., 
pq donde: Pi = P(X = xi) 
Entropía. En comunicaciones se define la entropía como el valor esperado de la 









Con la entropía se caracteriza la fuente del sistema. En efecto: si la entropía 
tiene un valor de un bit/símbolo entonces la fuente tendrá un alfabeto con dos 
símbolos.
Si H(X = xi ) = 2, entonces la fuente tendrá un alfabeto con 2
2 = 4 símbolos.
Si H(X = xi ) = k, entonces la fuente tendrá un alfabeto con 2
k símbolos.
¿Para qué probabilidades pi es máxima la entropía de un sistema?
Proposición
En un sistema de información con alfabeto: A = {X1, X2, ..., Xq} para su fuente, 
la máxima entropía está dada por: H(X = xi ) = Log2 (q)
Y se da cuando todos los símbolos de la fuente tienen la misma probabilidad: 
Pi = P(Xi ) = 1/q
Demostración 
Caso particular
Sea A = {x1, x2}










iii pLogppH , sujeta a: 121 =+ pp
Usando multiplicadores de Lagrange se plantea el siguiente problema:
Maximizar la función H(pi , λ) = – p1Log2( p1) – p2Log2( p2) – λ( p1 + p2 – 1)
Derivando parcialmente esta nueva función respecto a las variables p1 y p2. 
Igualando dichas derivadas a cero para obtener su punto crítico se obtiene:
   0
2ln
1)( 121 =−−−= λpLogH p de donde:   (1)
   0
2ln
1)( 222 =−−−= λpLogH p de donde:  (2)
De (1) y (2) se obtiene que: p1 = p2, y como p1 + p2 = 1, entonces p1 = p2  = 1/2 
es el punto crítico de la función de entropía.
Véase que la función H(  p1, p2 ) = – p1 log2(  p1) – p2 log2(  p2) tiene un máximo en el 
punto crítico (  p1, p2 ).
2ln




































































































































Luego en (  p1, p2 ) H(  p1, p2 ) = – p1 log2(  p1) – p2 log2(  p2) tiene un máximo




1)( 222 ==−−= LogLogLogpH imáx
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Observación
Para la fuente con alfabeto: A = {BI – c, BD – c, BI – p, BD – p} se tenía que: 
pi = P(BI – c) = P(BD – c) = P(BD – p) = P(BI – p) = 1/4
De modo que: Hmáx(  pi ) = –[4(1/4) log2(1/4)] = log2(4) = 2
Nótese que la entropía es el número óptimo (mínimo) de preguntas que se espe-
ran; estas deben formularse para determinar en cuál de los bolsillos tiene usted 
oculta la moneda.




Los menores principales de una matriz son los n determinantes:






















Teorema 1. (Condiciones de segundo orden para óptimos locales) 
Sean: f: n → 
Sistemas de información
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Una función con segundas derivadas parciales continuas en un conjunto abierto 
S de n.
X0, un punto estacionario de f  en S, y Dk(X0 ), k = 1, 2, ..., n los n-menores prin-
cipales de la matriz hessiana de f. 
i. Si para k = 1, 2, ..., n  Dk(X0 ) > 0
entonces en X0 f  tiene un mínimo local
ii. Si (– 1)kDk(X0 ),  k = 1, 2, ..., n 
entonces en X0 f  tiene máximo local
iii. Si Dn (X0 ) ≠ 0,  k = 1, 2, ..., n y no se satisfacen ninguna de las condiciones 
i. y ii. entonces en X0 f  tiene un punto de silla. 
Teorema 2. (Condiciones de segundo orden para óptimos locales. Valores 
propios)1   
Sean: f: n → , una función con segundas derivadas parciales continuas en un 
conjunto abierto S de H(x0 ), y 
n la matriz hessiana de f, en un punto estacio-
nario de f.
i. Si todos los valores propios de la matriz H(x0 ) son positivos entonces en X0 
la función tiene un mínimo relativo.
ii. Si todos los valores propios de la matriz H(x0 ) son negativos entonces la 
función tiene un máximo relativo en X0.           
iii. Si la matriz H(x0 ) tiene valores propios positivos y negativos entonces la 
función tiene un punto de silla en X0.
Demostración general de la proposición.     
Sea A = {X1, X2, ..., Xq}     




















ii pLogpMáx  pi = 1
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Derivando respecto a cada pi la función lagrangiana 
(  , ) = −∑ =1 2( ) − ∑ − 1=1  
= − 2( ) −
1
2
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2
, = 1,2, … ,
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1
2
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2
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= 1+ln  ( )
2
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, … , 1 )
Se tiene:
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2
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2
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 Entonces  
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Similarmente para cada k = 1, 2, ..., q
(  , ) = −∑ =1 2( ) − ∑ − 1=1  
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  0 y 
(  , ) = −∑ =1 2( ) − ∑ − 1=1  
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  0 se obtiene que λ 
(  , ) = −∑ =1 2( ) − ∑ − 1=1  
= − 2( ) −
1
2
− = 0 = − 1+ln  (  )
2
, = 1,2, … ,
= − 2( ) −
1
2




= − 1+ln  (  )    y        = − 1+ln  (  )
1+ln  (  )
2
= 1+ln  ( )
2
= ,         ∀ , = 1,2, … ,
∑ =1 = 1 =  
1          ∀ = 1,2, … ,
∑ = = ( ) = 1





, , 1 )
 y 
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 respectivamente
Entonces
(  , ) = −∑ =1 2( ) − ∑ − 1=1  
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    y  pk = pj , ∀ k ,  j  = 1, 2, ..., q 
Como 
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 entonces 
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∀i = 1, 2, ..., q  y en consecuencia todos los 
pi son iguales entre sí, por lo tanto
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) es un punto estacionario 
de la función H( pi )
Véase que en dicho punto estacionario hay un valor máximo.

























, … , 1 )  y    ( ) = −∑ 1=1 2 
1 = 2( ) 
k 
, 
∀k  = 1, 2, ..., q  Entonces
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, … , 1 )  y    ( ) = −∑ 1=1 2 
1 = 2( ) 
k 
> 0,
Para todo k = 1, 2, ..., q  
Por lo tanto la función H(pi ) tiene un máximo en el punto ( 
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