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ABSTRACT Artificial Neural Networks (ANNs) are weighted directed graphs of interconnected neurons
widely employed to model complex problems. However, the selection of the optimal ANN architecture and
its training parameters is not enough to obtain reliablemodels. The data preprocessing stage is fundamental to
improve the model’s performance. Specifically, Feature Normalisation (FN) is commonly utilised to remove
the features’ magnitude aiming at equalising the features’ contribution to the model training. Nevertheless,
this work demonstrates that the FN method selection affects the model performance. Also, it is well-known
that ANNs are commonly considered a ‘‘black box’’ due to their lack of interpretability. In this sense, several
works aim to analyse the features’ contribution to the network for estimating the output. However, these
methods, specifically those based on network’s weights, like Garson’s or Yoon’s methods, do not consider
preprocessing factors, such as dispersion factors, previously employed to transform the input data. This
work proposes a new features’ relevance analysis method that includes the dispersion factors into the weight
matrix analysis methods to infer each feature’s actual contribution to the network output more precisely.
Besides, in this work, the Proportional Dispersion Weights (PWD) are proposed as explanatory factors of
similarity between models’ performance results. The conclusions from this work improve the understanding
of the features’ contribution to the model that enhances the feature selection strategy, which is fundamental
for reliably modelling a given problem.
INDEX TERMS Artificial neural networks, explainability, feature contribution, feature normalization.
I. INTRODUCTION
Artificial Neural Networks (ANNs) are algorithms that sim-
ulate the human brain learning behaviour, modelled by a
weighted directed graph of interconnected nodes or neurons.
These neurons are simple functions whose arguments are the
weighted summation of the inputs to the node [1]. Due to
their ability to solve challenging computational problems [2],
[3], ANNs are widely applied in different fields, like industry
among others [4]–[8]. However, they are still considered
a ‘‘black box’’ since the network’s predictions cannot be
directly explained. Therefore, in the last decades, there has
The associate editor coordinating the review of this manuscript and
approving it for publication was M. Venkateshkumar .
been a surge of interest in explainable Artificial Intelligence
(xAI) approaches [9]. In this line, researchers have shown
an increased claim in understating the features’ contribution
for modelling the network [10]–[12]. As authors in [13]
expound, the goal of feature relevance explanation techniques
is to describe the functioning of a model by measuring each
feature’s influence on the predicted output. Since feature
relevance methods can be viewed as indirect techniques to
explain a model, they have become a vibrant subject of study
in the xAI field [14]–[18].
The understanding of the features’ relevance is essential
not only to explain the features’ contribution to the model
but also to conduct proper Feature Selection (FS) [19]–[21].
FS is traditionally considered a preprocessing technique. It is
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well-known that in data analysis in general, and for ANN in
particular, data preprocessing is one of the essential stages in
the development of a solution, and the choice of preprocess-
ing steps can often have a significant effect on the algorithm’s
performance [22]. In the era of digitalisation, hundreds of fea-
tures from complex systems are usually monitored to extract
valuable knowledge from the data [23]. In order to reduce the
model complexity as well as to save memory and computa-
tional cost, features’ relevance-based FS is commonly applied
[24]–[26]. In some cases, the features’ relevance calculation
is conducted by means of network’s weights-based feature
importance analysis methods [27]–[29].
Along with FS, another commonly employed prepro-
cessing approach is the linear normalisation of the input
features. Feature Normalisation (FN) is often useful if the
features present values that differ significantly in magni-
tude. Each FN method transforms a given dataset differ-
ently. The impact of the FN method’s selection on the
algorithm’s performance has been experimentally studied by
some researchers [30]–[33] to estimate the most appropriate
one for a given problem. However, it remains the extended
approach of employing the min-max normalisation method
before the use of an ANN [34]–[38]. Despite the importance
of data normalisation, no works are found that include the
influence of data normalisation when analysing the features’
contribution to the resultant ANN model.
Thus, this work advances the state-of-the-art by theoret-
ically examining the impact of data normalisation on the
relative contribution of the input features to the ANN and,
ultimately, the algorithm’s performance. For that purpose,
this work presents a new proposal for feature’s contribution
analysis that extends Garson’s and Yoon’s methods to include
the normalisation influence when estimating the features’
contribution to the ANN. The theoretical conclusions are also
experimentally validated.
Section II describes the ANN-basedmodels and Section III
presents the formulation of FN. In Section IV the Garson’s
and Yoon’s traditional features’ relevance analysis methods
based onweight matrix analysis (Section IV-A) are presented,
and Section IV-B describes a new proposal for the adaptation
of these methods to include the dispersion factors in the com-
putation of the feature’s contribution. Section V describes the
employed well-known datasets from UCI repository [39] and
argues the proposed methods of this work. The experimen-
tal results of the analysis are collected in Section VI; and
a discussion and proposal of future work are described in
Section VII. Finally, Section VIII collects the conclusion of
the work.
II. ARTIFICIAL NEURAL NETWORKS
An Artificial Neural Network is a weighted directed graph of
interconnected neurons that propagates data from the input
layer to the output layer by transforming such data to obtain
valuable information for modelling a problem. A neuron
receives the weighted values from the neurons of the pre-
vious layer. In the neuron, the sum of the weighted values
is computed and employed as the argument of an activation
function ϕ : R −→ R; being the identity ϕ(x) = x
the simplest one. The ANN architecture is flexible in the
number of hidden layers and neurons per layer. The higher
the number of hidden layers and the neurons that compose
them, the higher the model complexity.
In this work, the network’s layers are represented by h ∈
{0, 1, . . . ,H ,H + 1}, where H is the number of hidden
layers, and h = 0 and h = H + 1 symbolise the input and
output layers, respectively. The number of neurons in the h-th
hidden layer is denoted by nh. Note that n0 = m is equal to
the number of features, and for the single output problems,
nH+1 = 1. The matrix weight of the edges that connect the
neurons of the h−1 layer with the neurons of the h-th layer is
W h ∈ Rnh−1×nh , and bh represents the bias of the h-th layer.




. . . ϕ
(
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(1)
For ϕ(x) = x, (1) can be rewritten as






+ cte = X ·W+ cte. (2)
For the single output problem, W is a vector of length m,
where the entry j ∈ {1, . . . ,m} represents the total weight the
network assigns to the j-th feature.
From (1), and especially, when the activation function is
the identity as in (2), the ANN’s weights are the fundamental
parameters that relate the input data with the estimated output.
The ANNweights, along with the bias, are iteratively updated
during the training phase of the model to obtain Ŷ ≈ Y .
However, for reaching so, not only the parameters training is
determinant but also the quality of the input data. As authors
in [40] remark, input data must be provided in the amount,
structure and format that suits the data mining task. Besides,
in order to avoid that the measurement unit affects the data
mining task, all the features should be expressed in the same
measurement units with a common scale or range. Feature
Normalisation (FN) attempts to equalise the features’ magni-
tude, and it is also employed to speed up the learning process
in ANNs, helping the weights converge faster.
III. FEATURE NORMALIZATION
FN is a preprocessing techniquewidely employed to avoid the
magnitude differences between the features of a given dataset.
Any statistical-based FN method can be expressed as
X̃ =
X − pos(X )
dis(X )
(3)
Equation (3) transforms a given dataset X into a nor-
malised one X̃ based on pos(X ) and dis(X ); pos(X ) refers
to the position or central tendency statistic vector,1 whereas
1For the sake of brevity, the vector composed by position or central
tendency statistic is referred as position statistic from now on.
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dis(X ) is the dispersion statistic vector which scales the fea-
tures.
Equation (4) defines the decimal notation proposed to
highlight the magnitude factors of each feature.
xij = sign(xij) 0.d1d2d3 . . . · 10nj = x̂ij · 10nj (4)
In (4), d1, d2, d3, . . . ∈ {0, 1, . . . , 9} and nj ∈ Z is fixed in
such a way that ∀j, |nj| is the minimum number which fulfils:
Xj = X̂j · 10nj , and max|X̂j| < 1. Then, ∀i, j, |x̂ij| < 1, and
10nj represents the magnitude factor of each feature. With the
defined decimal notation, and since the statistical factors are
estimated by linear operations, pos(Xj) = pos(X̂j) · 10nj and
dis(Xj) = dis(X̂j) · 10nj ; FN can be re-written as
X̃j =






Equation (5) shows that the magnitude factors in the nor-
malised dataset disappear. This is the main reason why,
as aforementioned in Section II, FN is widely employed to
equalise the magnitude of the features. However, as a conse-
quence of FN, each feature j is scaled by a dispersion factor
dis(X̂j) dependant on its values distribution.
Note that the normalised features present a dispersion
equal to 1 in terms of the dispersion factor employed to
transform the dataset. But, in order to fulfil dis(X̃j) = 1
each feature X̂j is differently expanded or compressed. Thus,
the higher the value of dis(X̂j), the higher the level of com-
pression a feature undergoes, and consequently, the lower
the contribution weight on the ML algorithm. Analogously,
the lower the value of dis(X̂j), the higher the expansion of
X̂j, and the higher the expected contribution to the model.
Thus, the inverse of the dispersion factors can be viewed as
unsupervised feature weights. In fact, in the ANN’s first layer,
the network’s weights are multiplied by the normalisation
weights, so the first layer’s resulting weights are dis(X̂j)−1 ·
W 0j ∀j ∈ {1, . . . ,m}. Then, since the dispersion factors act
as weights along with the network’s weights, it conditions
the model performance and the features’ contribution to the
model.
IV. FEATURE RELEVANCE ANALYSIS METHODS
ANN-based models are considered a ‘‘black box’’ since the
network’s predictions cannot be directly explained. There-
fore, several approaches to understand the features’ con-
tribution for modelling the network have been proposed.
Some features’ relevance analyses for ANN-based problems
rely on the network’s Weights Matrix Analysis (WMA) to
estimate the features’ contribution to the model. In this
Section, first, the well-known Garson’s and Yoon’s methods
are described. Next, a novel approach that considers the
network’s weights and the dispersion factors is proposed.
A. FEATURE RELEVANCE ANALYSIS METHODS BASED ON
NETWORK’s WEIGHT MATRIX
In order to understand the features’ contribution to the model,
WMAmethods are usually employed. These methods, which
belong to the features’ relevance explanation techniques,
calculate the features’ contribution based on the network’s
weights related to each feature. Among the WMA methods,
Garson’s [41], and Yoon’s methods [42] are well-known.
They compute the features’ contribution values as defined in





























Similarly to other features’ relevance explanation tech-
niques, it is considered that the higher the Garsonj or Yoonj
value is, the higher the features’ contribution to the network.
Note that the preprocessed features implicitly influence
the contribution values estimated by Garson’s and Yoon’s
methods in the sense that the weights have been obtained
from the training process with the preprocessed features (and
not the raw features). In order to calculate more precisely
the real feature’s contribution to the model, a novel method
that explicitly and formally considers the dispersion factors
in addition to the network’s weights is presented.
B. FEATURE RELEVANCE ANALYSIS METHODS BASED ON
NETWORK’s WEIGHT MATRIX AND DISPERSION FACTORS:
A NEW PROPOSAL FOR THE ADAPTATION OF GARSON’s
AND YOON’s METHODS
Despite data preprocessing –and hence FN– is considered
essential to obtain quality results, until the date, no works
that analyse the preprocessing stage impact for estimating the
features’ influence on the ANN-based model are found. This
work aims to advance the state-of-the-art by including the
dispersion factors in the features’ contribution estimation.
Equation (2) can be viewed as the formula for Ŷ estimation
given a dataset X . However, before ANN employment, ∀j ∈
{1, . . . ,m}Xj is usually transformed by a statistical-based
normalisation method. Then, from (2) and (5), the mathe-
matical formulation of an ANN-based model trained with a
normalised dataset X̃ can be re-defined as:













where D = diag dis(X1)−1 , · · · , dis(Xm)−1 is the diagonal
matrix, and the elements Djj correspond to the inverse of the
dispersion factor of the j-th feature. Equation (8) illustrates
that the dispersion factors, in addition to the weight matrix,
influence the features’ contribution to the model. Conse-
quently, in order to estimate the true impact of a given feature
on the model, this work proposes to include the dispersion
factors in Garson’s and Yoon’s methods for the features’




∈ [0, 1] (9)
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∈ [−1, 1] (10)
As described in Section IV-A, the higher the value of
Wj, the higher the j-th feature’s contribution to the network.
Similarly, by interpreting the inverse of the dispersion as
unsupervised weights, as stated in Section III, the higher
the value of dis(Xj)−1, the higher the contribution of such
feature to the model. Thus, the same rationale can be applied
to dis(Xj)−1 · |Wj|.
V. MATERIALS AND METHODS
This Section describes the procedure employed to experi-
mentally analyse and validate that the FN method selection
influences the ANN-based model performance and hence,
justify the inclusion of the dispersion factors in the features’
contribution estimation. Given the experimental analysis and
validation, Fig. 1 shows the high-level diagram of 1) the
data split and preprocessing and 2) the ANN-based model
training and evaluation conducted in this work. The ele-
ments employed in the following Sections to evaluate the FN
influence on the ANN-based models are highlighted with a
magnifying glass symbol. Note that Section III demonstrates
that the magnitude factors disappear when normalising the
features. Consequently, from now on X̂ (4) is employed.
A. DATASETS
In order to validate the hypothesis presented in Section IV-B,
four public available real use cases from UCI repository [39]
are employed.
TABLE 1. Description of datasets from UCI repository utilized in this work.
Table 1 summarises the utilised datasets. This work is
focused on regression problems; then, the four datasets have
continuous output values. Both NOX and CO datasets utilise
the same input data. However, NOX dataset aims at estimat-
ing the Nitrogen oxides (NOx) emission from a gas turbine,
while for CO the Carbon monoxide (CO) emission of the
same gas turbine is registered.
B. DATA PREPARATION, ANN-BASED MODEL TRAINING,
AND EVALUATION METRICS
The first step consists in preparing a given dataset to obtain
the train/test subsets and normalise the data. Then, the
ANN-basedmodel is trainedwith the preprocessed data. Each
step of Fig. 1 and the primarymetrics employed to analyse the
obtained results are next described.
FIGURE 1. High-level diagram of the proposed method for data
preprocessing, and ANN-based model train and evaluation.
1) DATASET SPLIT INTO TRAIN AND TEST SETS
A given dataset X ∈ Rn×m composed by n samples described
by m features and the associated real labels Y ∈ Rn are
split into train (X_train, Y_train) and test (X_test , Y_test)
disjoint sets of ntrain = 0.7 · n, and ntest = n − ntrain
samples, respectively. The training set is employed to adjust
the model’s parameters (weights and bias), while the test set
is utilised to validate the model’s performance.
2) NORMALIZATION METHODS
In order to validate the impact of the FN method selection
on the network, three well-known normalisation methods are
employed in this work. Table 2 presents the selected nor-
malisation methods and the statistical position and dispersion
factors utilised to transform the features.
Each normalisation method from Table 2 utilises different
position and dispersion statistics to transform the features
of a given dataset. More concretely, ST, MM and MAD
compress or expand each feature based on its standard
deviation σ , range, and median absolute deviation mad dis-
persion statistics, respectively. Thus, ST and MAD calculate
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TABLE 2. Normalization methods selected in this work for the analysis
and validation of the proposal.
the dispersion of the features’ samples around the mean
and median values, respectively. In contrast, MM computes
the statistical factors considering the extreme values of the
features.
The FN methods from Table 2 are employed as follows:
for each normalisation method ∗ ∈ {ST ,MM ,MAD} =
Norm the statistical factors are calculated from X_train as
described in (3). Then, they are applied to X_train and X_test
to create train X_train∗ and test X_test∗ datasets. Thus, from
a given dataset X , a normalised dataset X̃∗ is obtained for
each ∗ ∈ Norm.
Independently of the FN method utilised to transform the
input features, the output label is normalised with MM. The
only difference between the analysed models is the normal-
isation method utilised for the input data transformation.
Then, min(Y_train) and range(Y_train) values are utilised in
(3) to calculate Y_train, Y_test .
3) ANN TRAINING STRATEGY FOR THE ANALYSIS OF THE
NORMALISATION INFLUENCE
In this work, for each normalised dataset, an ANN with one
hidden layer composed of three hidden neurons ([m−3−1]) is
utilised. The neurons of the hidden and output layers are acti-
vated with the identity function. Amaximum of 300 iterations
is set, and the training stops if no improvement is observed
for 10 iterations. The network’s weights are initialised with
Xavier’s method [46], and MC = 50 random initialisations
are utilised for each normalised dataset. In this way, for each
initialisation, s ∈ {1, . . . ,MC}, the networks trained with
each X̃∗ employ the same initial network’s weights.
The ANN is trained with X_train∗ searching for the opti-
mal weights and bias values that obtain, for each initialisation,
Ŷ_train∗s ≈ Y_train. From each trained network, the esti-
mated outputs Ŷ_train∗s and Ŷ_test∗s are calculated and
re-scaled with the statistical factors of Y_train into the
original units, obtaining Ŷ_train∗s and Ŷ_test
∗
s . Besides, ∀s,
the network’s weight vectorWs is saved for further analyses.
4) METRICS FOR INFERRING THE
NORMALISATION INFLUENCE
The main goal of this work is to validate the impact of the
FN method selection influence on the model’s performance
and the adequacy of employing dispersion factors, in addition
to the network’s weight vector, to infer the features’ contri-
bution appropriately. For doing so, (1) the estimated outputs
Ŷ_train∗s and Ŷ_test
∗
s ; (2) the statistical dispersion factors
dis(Xj); and (3) the weight vector W∗s obtained from the
trained models are analysed primarily based on the following
metrics.
- Kendall’s τ correlation coefficient [47] measures the
degree of similarity between two ranks assigned to the same
set of objects, i.e. paired rankings. Kendall’s τ ranges from
-1 to 1. A τ = 0 indicates the non-relationship between
the two rankings. If τ = −1, a ranking is the inverse of the
other, while τ = 1 when both rankings are the same. Then,
the higher the value of τ , the higher the ranks similarity.
- Distance is a key concept in many statistical and pattern
recognitionmethodswhichmeasures the closeness or similar-
ity between two objects. The Euclidean distance Ed between
two vectors a,b is defined as Ed (a,b) =
√∑m
j=1(aj − bj)2,
and it is equal to 0 if the components of both vectors are the
same. The higher Ed , the higher the dissimilarity between the
components of the vectors. Although Ed is scale dependant,
in this work, it is applied to vectors with components ranging
from 0 to 1.
- Performance measures are utilised to analyse the
error or the similarity between two output features ya, yb
of length n. In this work, the mean absolute error (MAE),
the root mean squared error (RMSE) and the coefficient
of determination (R2) regression performance measures
are employed. MAE(ya, yb) = (1/n)
∑n
i=1 |yai , ybi | and
RMSE(ya, yb) = (1/n)
√∑n
i=1(yai , ybi )2 measures the error
as the mean absolute and the mean square quadratic differ-
ences between the elements of both output features, respec-
tively. Thus, the lower theMAE and RMSE values, the higher
the similarity between ya and yb. In contrast, R2(ya, yb) =
1−
(∑m






is a statistical mea-
sure of how well the regression predictions yb approximate
points of ya. R2 takes values up to 1. Values of R2 lower than
0 appear when the model fits the data worse than a horizontal
hyper-plane, while R2 = 1 indicates that the regression
predictions perfectly fit the data. Then, the higher the R2,
the higher the similarity between ya and yb.
C. ANALYSIS OF THE NORMALIZATION INFLUENCE ON
THE MODEL’s PERFORMANCE
The first analysis aims to verify that the model’s performance
varies depending on the selected FN method. In particu-
lar, the analysis lies in 1) studying the differences between
the outputs predicted by the models trained with the differ-
ently normalised datasets and 2) comparing the ANN-based
models’ performance depending on the FN method.
1) DIFFERENCE BETWEEN THE PREDICTIONS ESTIMATED BY
THE DIFFERENT MODELS
In order to analyse the difference between the predictions
estimated by the different models, for each s ∈ {1, . . . ,MC}
the MAE, RMSE and R2 between Ŷ_train∗s and Ŷ_train
+
s
and between Ŷ_test∗s and Ŷ_test
+
s for ∗ 6= + ∈ Norm are
calculated, and the maximum, mean, minimum and standard
deviation (std) values are computed for MC initialisations.
If the selection of the FN method does not influence the
model’s performance, then MAE = RMSE = 0 and R2 = 1.
Otherwise, differences between the estimated outputs would
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demonstrate the influence on the model’s performance of the
FN methods.
2) ANN PREDICTION PERFORMANCE DEPENDING
ON THE FN METHOD
Complementary, in order to analyse the ANN prediction
performance depending on the FN method, for each random
initialisation, MAE, RMSE and R2 between Ŷ_train∗s and
Ŷ_train, and Ŷ_test∗s and Ŷ_test are calculated together with
the maximum, mean, minimum and std values estimated
for the MC initialisations. Similarly, if the normalisation
method selection does not affect the model’s performance,
the same MAE, RMSE and R2 statistical values are expected
independently from the FN method employed when trans-
forming the data. In contrast, differences in the estimated
performance would also demonstrate the hypothesis of this
work.
Complementary, the non-parametric Wilcoxon signed-
rank test [48] is employed to check the existence of
statistical differences between RMSE(Y_train,Y_train∗)
and RMSE(Y_train,Y_train+), or between RMSE(Y_test,
Y_test∗) and RMSE(Y_test,Y_test+) for ∗ 6= + ∈
Norm. In Wilcoxon signed-rank test, the same subjects
are evaluated under two different conditions. In this case,
each subject is the model with the s-th random initial-
isation of the weights, and the different conditions are
the FN methods ∗ 6= + ∈ Norm utilised to trans-
form the network’s input features. The null hypothesis
H0 of Wilcoxon signed-rank test assumes that the related
samples [RMSE(Y_train,Y_train∗1), . . . ,RMSE(Y_train,
Y_train∗MC )] and [RMSE(Y_train,Y_train
+
1 ), . . . ,RMSE(Y_
train,Y_train+MC )] come from the same population, i.e,
the distribution of differences has a median of zero. The test’s
p-values are calculated and, if p-value< 0.05, H0 is rejected
with a significant level of 5%.
D. ANALYSIS OF THE DISPERSION FACTORS AS
EXPLANATORY FACTORS OF THE VARIATIONS
IN MODEL’s PERFORMANCE
Each FN method collected in Table 2 employs different dis-
persion statistics or factors to transform the input features.
Then, as stated in Section III, it is expected that each FN
method ∗ ∈ Norm transforms differently a given dataset,
which ultimately conditions the features’ contribution values
and, consequently, the ANN-based model’s performance.
Once verified that FN methods impact the model’s perfor-
mance, the dispersion factors are analysed as explanatory
factors of such variations. It is assumed that a relationship
exists between the results in the ANN-based model per-
formance and the dispersion factors. Thus, the higher the
differences between the dispersion factors, the higher the
difference between the output estimations and the weight
vector of the models trained with different X̃∗. The analysis
of the dispersion factors as explanatory factors is conducted
as follows:
1) ANALYSIS OF PROPORTIONAL DISPERSION FACTORS
In this work, first, ∀∗ ∈ Norm the scaling dispersion factors
w∗j = 1/dis
∗(Xj), specifically, their Proportional Dispersion







In order to infer the expected similarity between X̃∗ and
X̃+ for ∗ 6= + ∈ Norm, the Kendall’s τ correlation and
the Euclidean distance between ŵ∗j and ŵ
+
j are calculated to
evaluate the similarity between the PDWs employed to create
the different normalised datasets.
2) SIMILARITY BETWEEN PDW AND
PERFORMANCE RESULTS
Once estimated the PDWs for each normalisation method,
the level of similarity between the dispersion factors are
compared accordingly with the level of similarity between the
model’s performance reached from Section V-C2 by differ-
ently normalised datasets. The coherence between both will
allow setting the dispersion factors as explanatory factors of
the variations in the model’s performance.
E. ANALYSIS OF THE NORMALISATION INFLUENCE ON
THE FEATURES’ CONTRIBUTION
As described in Section II, Garson’s and Yoon’s methods are
based on the network’s weights to estimate the contribution
of each feature in the model. From (6) and (7) it is observed
that the main difference in the resulting features’ contribution
values is due to the direction, so, for the sake of brevity, from
now, only Garson’s method is considered.
Thus, G∗ and Ĝ∗ represent the features’ contribution val-
ues calculated with the traditional and the adapted Garson’s
methods, respectively. ∗ ∈ Norm refers to the FN method
employed to obtain the X_train∗, so as the weight vectors
W∗ from (6) and D∗ ·W∗ from (9) can be computed. Then,
for each ∗, MC networks with different initial weights are
trained, and G∗s and Ĝ
∗
s are finally computed.
Once analysed the FN method selection influence on the
model’s performance and the relationship between the PDWs
and the estimated outputs, this Section studies the impact of
FN on the features’ contribution values and the adequacy of
the proposed adapted Garson’s method to calculate the real
features’ influence. For doing so, first, an analysis of the fea-
tures’ contribution values in terms of the traditional and the
adapted Garson’s method is conducted. Then, a comparison
with the results from Sections V-C and V-D is performed.
Finally, a Feature Selection strategy is applied in order to
demonstrate the superiority of the proposed adapted Garson’s
method for estimating the real features’ contribution.
1) MEAN FEATURES CONTRIBUTION
In order to analyse the FN method selection impact on the
features’ influence on the network, the mean features’ con-
tribution values resulting from the MC random initialisation







the proposed adapted Garson’s method Ĝ
∗
are calculated and
analysed considering the steps described below.
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a: TRADITIONAL GARSON’s METHOD
First, the differences between the weight matrix-based fea-
tures contribution derived from the selection of the FN
method is analysed. In order to inspect the G
∗
j values dis-
tribution and the discriminative influence of the j-th feature:
1) the difference between the maximum and the minimum,
and 2) the standard deviation of the features’ contribution
values are calculated. Then, aiming at examining the effect





with ∗ 6= + is conducted
in terms of Kendall’s τ correlation coefficient and Euclidean
distance.
b: PROPOSED ADAPTED GARSON’s METHOD
The same analysis is performed over Ĝ
∗
to inspect the
features’ contribution computed with the adapted Garson’s
method.
c: COMPARISON BETWEEN THE TRADITIONAL AND THE
PROPOSED ADAPTED GARSON’s METHOD
Finally, with the aim of inferring the validity of the pro-
posed adapted Garson’s method to estimate the real features’





formed. Then, the results from Sections V-C2 and V-D are
here utilised to infer from the correspondence between the
models’ performance, the dispersion factors and the features’
relevance analysis methods the superiority of the proposed
adapted Garson’s method.
2) FEATURE SELECTION BASED ON THE
FEATURES’ CONTRIBUTION
In order to demonstrate the superiority of the proposed
adapted Garson’s method, a FS strategy is conducted to
analyse the effect of removing features considering the tradi-
tional Garson’s method versus the proposed adapted one. The
estimated features’ contribution values from the models that
obtain the lowest RMSE are employed for this strategy. Then,
for each ∗ ∈ Norm, the feature’ influence values calculated
with the traditional Garson’s method are denoted asG∗, while
the estimated with the proposed one are referred to as Ĝ
∗
.
The FS based on the features’ contribution values computed
with the traditional or the proposed Garson’s methods (fC ∈
{G∗, Ĝ
∗
}) is applied as described in Algorithm 1.
VI. EXPERIMENTAL VALIDATION
This Section shows the experimental results obtained from
training and testing the ANN architecture presented in
Section V-B3. More concretely, first, the influence of the
FN methods on the models’ performance is studied. Next,
an analysis of the proportional dispersion weights as explana-
tory factors of the estimated outputs is presented. Finally,
the impact of FN on the features’ contribution is demon-
strated, and the superiority of the proposed adapted Garson’s
method is validated.
Algorithm 1 Feature Selection Strategy
1: for fC ∈ {G∗, Ĝ
∗
} do
2: for ite ∈ {1, . . . ,m− 1} do
3: Remove the ite features with lowest fC value.
4: Train the network, estimate the output and re-scale
it to the original units.




8: Plot the RMSE values estimated based on G∗, and Ĝ
∗
jointly with the RMSE estimated with all the features to
analyse the effect of the feature removal.
A. ANALYSIS OF THE NORMALISATION INFLUENCE ON
THE MODEL’s PERFORMANCE
As described in Section V-C, an analysis of the dissimilarity
between the outputs estimated by the models trained with
differently normalised datasets is conducted. Note that ∀∗ ∈
Norm, the same 50 random initialisations establish the initial
weights of the ANN. Thus, the only differences when training
the models are the FN methods utilised to transform the input
features.
1) DIFFERENCE BETWEEN THE PREDICTIONS ESTIMATED BY
THE DIFFERENT MODELS
First, the comparison between the estimated outputs obtained
from the differently normalised datasets is conducted.
Table 3 collects for each dataset the maximum, mean, min-
imum and standard deviation of MAE, RMSE and R2 values
from comparing the estimated Ŷ_train∗ with Ŷ_train+ and
Ŷ_test∗ with Ŷ_test+ for ∗ 6= + ∈ Norm. Given that similar
results are obtained from train and test sets, for sake of brevity
only the results from the training set are described. From the
calculated scores presented in Tables 3a to 3d variations in the
estimated outputs derived from the FN method selection can
be inferred. In News, NOX and CO datasets the mean MAE
is up to 1021.831, 0.363 and 1.547, respectively. Similarly,
the mean RMSE(Ŷ_train∗, Ŷ_train+) values obtained are
higher than 0.28, 1.21, and 86.41, respectively. In the case
of CBM dataset, the RMSE vales are close to zero. How-
ever, in Table 3a, the mean R2 values are lower than 0.605
when comparing Y_trainMM with Y_trainST or Y_trainMAD,
respectively. Then, from Table 3 it is concluded that the
predictions considerably vary depending on the FN method
selected for the feature preprocessing phase.
2) COMPARISON BETWEEN THE MODELS’
PERFORMANCE SCORES
As demonstrated above, different outputs are obtained from
the models trained with differently normalised data. As an
example, Fig. 2 depicts the Y_test and Y_test∗ obtained for
∗ ∈ Norm from the NOX dataset.
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TABLE 3. Comparison between the estimated outputs Ŷ ∗, Ŷ+ for
∗ 6= + ∈ Norm in terms of MAE, RMSE and R2.
As Fig. 2 shows, the Y_test∗ values do not match the
real labels, and their values considerably differ depending
on the FN method. For instance, in the zoomed subplot for
sample number 1813, the estimated output for MM is more
than 3 units lower than the estimated with ST and MAD; so
differences in the performance of the models trained with the
different normalised sets are expected.
Next, the model’s performance of each selected dataset is
analysed as aforementioned in Section V-C. Table 4 collects
for ∗ ∈ Norm the maximum, mean, minimum and stan-
dard deviation of MAE, RMSE and R2 values calculated for
Ŷ_train∗s with respect to Y_train, and for Ŷ_test
∗ with respect
to Y_test . Note that the models obtain similar performance
results for train and test sets, and since this work does not aim
to analyse the models’ generalisation ability, only the results
over the train set are described.
As inferred from Table 3, and as Table 4 shows, FNmethod
selection affects the model’s performance. For instance, for
News dataset (Table 4b), depending on ∗ ∈ Norm, there
FIGURE 2. NOX.
is a difference up to 29.928 and 40.225 in terms of mean
MAE and RMSE, respectively. For the rest of datasets regard-
ing ∗, the differences in terms of mean MAE or RMSE are
lower than 0.1. However, in the case of the CBM dataset,
the 0.002 of increment in the error depending the FN method
corresponds to 8% of the original range of the real output
(Table 1). Nevertheless, although the models’ performance
differences in Tables 4a, 4c and 4d may not seem significant,
notice that Table 3 shows considerable differences between
the models’ outputs. Then, in order to complement the con-
clusions derived from Table 4, Table 5 collects the p-values
obtained with the Wilcoxon signed-rank test for assessing
significant differences in the model’s performance regarding
the FN method with which the training and test sets are
normalised.
The null hypothesis H0, which states no statistical
differences in the model’s performance –in terms of
RMSE– derived from the FN method selection, can be
rejected in 17 out of 24 performed tests with a significance
level of 5%. These 17 p-values, that represent the 70.833% of
the p-values collected in Table 5, are remarked with bold text.
In the rest of the cases (ST with respect to MM for News in
the test set, and in both train and test sets for CBM in ST with
respect to MAD, and MM with respect to ST and MAD of
CO datasets), there is no evidence for rejecting H0. However,
Table 3b for the News dataset shows that themean±std values
of RMSE(Ŷ_testST , Ŷ_testMM ) estimated from the 50 ran-
dom initialisation is 48.018± 140.604 (more than 6% of the
range of the real labels of the dataset in Table 1). Similarly, for
train and test sets, the mean±std values depicted in Table 3d
when comparing the RMSE of the outputs estimated for CO
dataset normalised with MM with respect to ST or MAD
are 0.25 ± 0.14 and 0.28 ± 0.15, respectively (around 1%
of the range of the real labels in Table 1). Then, although
in the mentioned cases there is no evidence for rejecting
H0, with the calculated statistics, significant differences are
inferred when the estimated outputs obtained by different ∗
are straightly compared.
All in all, it can be concluded that the selection of a
normalisation method for the preprocessing phase results in
significant differences in the model’s performance.
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TABLE 4. Maximum, mean, minimum and standard deviation of MAE,
RMSE and R2 values for comparing the real label Y and the estimated
one Ŷ ∗ for each of the 50 random initializations and for each ∗ ∈ Norm.
TABLE 5. P-values obtained from Wilcoxon signed-rank test.
B. ANALYSIS OF THE DISPERSION FACTORS AS
EXPLANATORY FACTORS
As explained in Section II the network’s weights adjust the
features’ contribution in order to create a model that estimates
Ŷ ≈ Y . Nevertheless, the hypothesis of this work is that the
dispersion factors influence the model’s training, and conse-
quently, the model’s performance. The former hypothesis has
been validated in SectionVI-A. In order to study the influence
of the FN method selection, first, an analysis and comparison
of the proportional dispersion weights estimated by different
FNmethods are conducted. Then, an analysis of the similarity
of these factors and the output estimations over the differently
normalised datasets is performed.
FIGURE 3. Proportional dispersion weights (PDW) ŵ∗ for ∗ ∈ Norm.
1) ANALYSIS OF THE PROPORTIONAL DISPERSION FACTORS
Fig. 3 shows for each dataset and for ∗ ∈ Norm, the pro-
portional dispersion weights ŵ∗j estimated for each feature.
In Fig. 3c for News dataset, especially in features 2, 3, 4,
44 and 45, it is observed that ŵ∗j significantly differs depend-
ing on the normalisation method employed. In fact, in News
dataset, ∀∗ ∈ Norm, feature 3 obtains the highest PDW, but
ŵST3 takes values closer to ŵ
MM
3 than to ŵ
MAD
3 . In contrast,




In order to conduct the pairwise comparison between the
dispersion factors, Fig. 4 depicts the absolute difference
between ŵ∗j and ŵ
+
j for ∗ 6= + ∈ Norm.
Fig. 4c clearly shows that in News dataset |ŵSTj −




j | for j ∈ {3, 44, 45}; while for j ∈
{6, 18, 19, 24, 58} the minimum |ŵ∗j − ŵ
+
j | is reached with
MM andMAD. In contrast, ŵST and ŵMAD present the lowest
absolute differences in Figs. 4a and 4b.
Table 6 describes the similarity between ŵ∗j and ŵ
+
j for
∗ 6= + ∈ Norm in terms of Kendall’s τ correlation and
Euclidean distance.
For News dataset, τ (ŵST , ŵMM ) and τ (ŵMM , ŵMAD) val-
ues from Table 6a are far from 1, demonstrating that each
feature’s position in the rank derived from ŵ∗ significantly
varies depending on ∗ ∈ Norm. When comparing ŵMM
with ŵST or ŵMAD in CBM dataset, or ŵST with ŵMAD in
News dataset, τ ranges between 0.818 and 0.889. So, minor
PDWs’ rank variations can be found depending on ∗ ∈ Norm.
The only case in which the proportional dispersion weights’
ranking does not vary depending on ∗ is observed in
NOX or CO datasets. However, if the Euclidean distance
between PDW values is analysed, it can be concluded that
there are differences between the proportional estimated val-
ues with ST or MAD respect to the obtained with MM,
from which differences in the network’s performance can be
foreseen.
125470 VOLUME 9, 2021
I. Niño-Adan et al.: Normalization Influence on ANN-Based Models Performance
FIGURE 4. Absolute differences between the proportional dispersion
weights |ŵ∗ − ŵ+| for ∗ 6= + ∈ Norm.
TABLE 6. Similitude analysis between the proportional dispersion
weights ŵ∗, ŵ+ for ∗ 6= + ∈ Norm.
2) SIMILARITY BETWEEN PDW AND
PERFORMANCE RESULTS
Next, an analysis of ŵ∗ as explanatory factors of the similari-
ties between the model’s performance obtained by the dataset
normalised by different FN methods is conducted.
According to Fig. 3c and Table 6, for News dataset,
ŵST and ŵMM are the most similar PDWs. These results
match with those from Table 3b were the lowest MAE and
RMSE and highest R2 result from juxtaposing Ŷ_trainST
with Ŷ_trainMM ; while the mean R2 value obtained when
comparing MAD with ST or MM is lower than −64.589.
Besides, Tables 6a and 6b show that the lowest τ and the
highest Ed values are obtained when examining the PDW
of News datasets. Similarly, Table 4b presents the highest
differences between the model’s performance resulting from
the different FN methods (up to 40.225 and 34.211 in terms
of mean RMSE).
Similarly, for CBM dataset, the Kendall’s τ in Table 6 is
lower than 0.9 when comparing the ranks of ŵST or ŵMAD
respect to ŵMM . Consequently, in Table 3a the mean R2 is
0.6 and −0.324 for the mentioned cases, respectively.
In contrast, ŵST and ŵMAD are the most similar PDWs
for CBM, NOX and CO datasets (Fig. 3 and Table 6). Sim-
ilarly, in Tables 3a, 3c and 3d the lowest mean MAE and
RMSE values are obtained when comparing Ŷ_trainST with
Ŷ_trainMAD. In fact, in NOX and CO datasets, the meanMAE
and RMSE errors between the outputs estimated with MM
respect to the calculated ones with ST or MAD are more
than 3.2 times higher than the resulting from comparing ST
and MAD. Besides, for these two datasets, τ (ŵ∗, ŵ+) =
1 (see Table 6), which explains that in Tables 3c and 3d
the mean R2(Ŷ_train∗, Ŷ_train+) are higher than 0.94 for
∗ 6= + ∈ Norm.
All in all, it is demonstrated that the higher the similarity
between ŵ∗ and ŵ+ for ∗ 6= + ∈ Norm, the lower the
difference expected between the output estimations resulting
from the dataset normalised with ∗ and +. Thus, in order
to select among different FN methods the suitable one for
the problem at hand, by knowing in advance the similar-
ity between ŵ∗ and ŵ+, the expected similarity between
Y_train∗ and Y_train+ can be inferred.
C. ANALYSIS OF THE NORMALIZATION INFLUENCE ON
THE FEATURES’ CONTRIBUTION
After demonstrating in previous Sections the influence of
FN method selection on the model’s performance, next,
as detailed in Section V-E1, an analysis of the features’
contribution values estimated from the differently normalised
datasets is conducted based on the traditional and the
proposed adapted Garson’s method. In addition, in order
to demonstrate the superiority of the adapted Garson’s
method to truly infer the real features’ contribution to
the model, the FS strategy described in Section V-E2 is
applied.
1) MEAN FEATURES’ CONTRIBUTION
This Section analyses the dissimilarities between the fea-
tures’ contribution to the models trained with different FN
methods, and the differences in the contribution values esti-
mated with the traditional Garson’s method and the proposed
adapted one. As described in Section V-E, this inspection
is conducted over the mean contribution values G and Ĝ
estimated from all the initialisation.
a: TRADITIONAL GARSON’s METHOD
Fig. 5 depicts the values of G
∗
for ∗ ∈ Norm. In addition,
Table 7a collects for each dataset, the difference between
the highest and the lowest features’ contribution values, and
the std of each G
∗









) for ∗ 6= + ∈ Norm are shown in
Tables 7c and 7d, respectively.
In Figs. 5a-5d it is observed that G
∗
values consider-
ably varies depending on the FN method. In fact, Table 7a
shows that the differences between the most extreme values
are greater than 82% for the CBM dataset normalised with
ST or MAD methods and for the News dataset normalised
with MM. Contrary, in the other cases, the features with
the lowest influence in the network present at least 60%
the contribution value of the most influencing one. So, in
these cases, the features’ contribution to the network is more
uniform than the observed in the former datasets. Finally,
regarding the features’ influence ranking, since 9 out of 12
Kendall’s τ values are lower than 0.72 in Table 7c, it can
be concluded that the selection of the FN method consider-
ably alters the network’s weight rank. The only cases with





CBM, NOX and CO datasets. These results may be justified
by the low difference between ŵST and ŵMAD estimated for
CBM, NOX and CO datasets observed in Figs. 4a and 4b,
respectively.
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TABLE 7. Similitude analysis between the features’ contribution
estimated with the traditional Garson’s method.
b: PROPOSED ADAPTED GARSON’s METHOD









} values. In fact, as Table 8a shows, the pro-
portional differences between the most extreme contribution
values are higher than 99%. This means that, in comparison
with the most influencing feature, the feature with the lowest
contribution value affects less than 1% the network’s cal-
culations. Regarding the Kendall’s τ correlation coefficients
collected in Table 6a, 5 out of 12 values are lower than
0.85, which means that, in those cases, the rank of Ĝ
∗
varies
depending on the FN method. In contrast, for NOX and CO
datasets, the features’ contribution ranks are the same inde-
pendently from the normalisation method. This is coherent
with the results observed in Table 6a, wherein ŵ∗ presented
the same rank for ∗ ∈ Norm.
c: COMPARISON BETWEEN THE TRADITIONAL AND THE
PROPOSED ADAPTED GARSON’s METHOD
Significant differences derived from the inclusion of disper-
sion factors in the features’ relevance calculation are clear




TABLE 8. Similitude analysis between the features’ contribution
estimated with the adapted Garson’s method.
method, the features present more uniformly distributed con-
tribution values that the calculated ones with the proposed
approach. In fact, all the std values from G
∗
are lower than
0.052 (Tables 7b); while, in Table 8b, the std values of Ĝ
∗
are higher than 0.1 in most of the cases. Besides, in terms




) the importance rankings obtained
with the traditional or the proposed Garson’s methods are
extremely different, as Table 9 illustrates.
In the following the results from Sections VI-C1.a and
VI-C1.b are compared with those from Section VI-A.
Regarding the features’ contribution values estimated with
the proposed adapted Garson’s method, the high τ and
low Ed values for CBM dataset from Tables 8c and 8d
may explain the mean MAE and RMSE differences close
to 0 in Tables 3 and 4. In NOX, where the features’ rele-





with the low mean MAE and RMSE differences from









)= 0.118 reflect the increment
in the mean errors when comparing the resulting outputs.
The same rationale is applied to the results obtained for
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CO dataset. In contrast, for the mentioned cases, with the
traditional Garson’s method, the rank dissimilarities collected




) < 0.1 from Table 7d does not
seem enough to explain the performance differences from
Tables 3 and 4.





Furthermore, contrary to the observed in Table 3b for
News dataset, according to Tables 7c and 7d, the low-
est mean MAE and RMSE errors would be expected
from the dataset normalised with ST and MAD. However,
the calculated errors in Table 3b agree with the trade-off
between τ coefficients and Euclidean distance values from
Tables 8c and 8d derived from the proposed adapted Garson’s
method.
Then, it can be concluded that different features’ contri-
bution values are derived from the FN method selection and
that higher correspondence exists between the results from
Sections VI-A and VI-B respect to the features’ contribu-
tion values estimated with the proposed adapted Garson’s
method compared to the observed with the traditional
one.
2) FEATURE SELECTION BASED ON
FEATURES’ CONTRIBUTION
This Section applies the FS strategy described in Section V-E2
to demonstrate the superiority of the adapted Garson’s
method for estimating the true features’ contribution to the
model. For doing so, since multiple initialisations have been
employed to train the models, for each ∗ ∈ Norm, the model
that reaches the lowest RMSE value is selected. Then, from
such model, the features’ contribution values computed with




Figs. 7 to 10 depict theG∗ and Ĝ
∗
values estimated for each
∗ ∈ Norm and each dataset, respectively.
In Figs. 7b, 8b, 9b and 10b it is observed that the feature
with lowest influence presents a contribution value lower
than 1% the value of the highest contribution. Thus, respect
to the most influencing one, the contribution to the model
of at least one feature is insignificant. In fact, according to
Figs. 7b and 8b, Ĝ
∗
j < 2 · max{Ĝ
∗
j } for most of the features.
In contrast, the features’ contribution values estimated with
the traditional Garson’s method do not show as high dis-
parity between the highest and lowest features contribution
values. Besides, Table 10 collects the Kendall’s τ coefficients
from comparing the features’ contribution rank estimated for






When comparing the results from Tables 10a and 10b it
is observed that the features’ contribution rank significantly
varies depending on ∗ according to the traditional Garson’s




) values are obtained
when comparing the features’ rank estimated with the pro-
posed approach.
Aiming at contrasting the features’ contribution rank simi-
larity estimated by the traditional and the proposed Garson’s
methods, Kendall’s τ (G∗, Ĝ
∗
) correlation coefficients are
depicted in Table 11.
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TABLE 10. For ∗ 6= + ∈ Norm, similarity between the features’
contribution rank estimated by the traditional or the proposed Garson’s
method.
As Table 11 shows, since the τ values are lower than 0.5,
there are significant differences in the feature’s influence
rankings when comparing both feature relevance analysis
methods. In order to demonstrate the superiority of the pro-
posed adapted Garson’s method for the estimation of the real
features’ contribution values, the FS strategy (Algorithm 1)
is applied.
FS is the strategy of removing disturbing or non-
contributing features to improve themodel’s performance and
reduce the computational cost and the memory requirements.
As explained in Section IV-B and proven in Section VI, this
work states and demonstrates the influence of the FN method
selection in the model’s performance and in the features’
contribution to the model. Thus, in this Section the features
removal is conducted as described in Section V-E2 based on
G∗ and Ĝ
∗
for ∗ ∈ Norm. Every time a feature is discarded,
the model is retrained, and the RMSE between the estimated
output and the real one is calculated. This experiment aims to
compare the validity of the adapted Garson’s method, against
the traditional Garson’s method, for estimating the real fea-
tures’ contribution. For each dataset and each ∗, the random
initialisation that reaches the lowest RMSE when employ-
ing the whole dataset is utilised. Note that given a dataset,
the lowest RMSE value is obtained with different random
initialisations for the different FN methods.




Figs. 11 to 13 depict for each dataset and each FN method
the RMSE value obtained for each iteration of the FS strategy.
The X-axis refers to the number of features removed at each
stage of the procedure. Thus, 0 refers to the employment
of the whole dataset. The Y-axis collects the RMSE value
between the real and the estimated output for the training set.
The blue stars depict the results obtained when the features
are discarded according to G∗; and the pink vertical lines,
the RMSE value resulting from the feature selection strategy
based on Ĝ
∗
. The horizontal green line represents the RMSE
value reached with the complete dataset. Note that the fea-
tures are removed one by one, and since the rank similarity
between the contributions estimated by the traditional and the
FIGURE 11. CBM dataset.
FIGURE 12. NOX dataset.
FIGURE 13. CO dataset.
FIGURE 14. News dataset.
adapted Garson’s methods differs, the removed feature may
not coincide at each stage of the algorithm.
When comparing CBM, NOX and CO datasets it is
observed that the RMSE values resultant from the features





are approximately the same. This was expected from
the results of Tables 10a and 10b. Nevertheless, in these
cases, especially for NOX and CO datasets, the RMSE values
obtained from the FS based on the adapted Garson’s method
are closer to the performance reached with the whole dataset,
especially when increasing the number of removed features.
In fact, as observed in Figs. 7a, 9a and 10a, and in Table 10b,
there are significant differences between the contribution
value estimated for the most influencing features and the rest-
ing ones. Consequently, in Figs. 12a to 12c and 13a to 13c it
is observed that the RMSE obtained with all the features
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and the RMSE obtained when utilising uniquely the most
influencing features is almost the same. Furthermore, inNews
dataset, in Fig. 4c significant differences between ŵ∗ for
∗ ∈ Norm were observed. Consequently, in Figs. 14a to 14c
by comparing the results from the FS strategy according to
the traditional or the adapted Garson’s methods, it is clear
that each feature contribution in the model differs depending
on the normalisation method employed to transform News
dataset. Besides, in Figs. 14a and 14b it is observed that
the RMSE error estimated at each stage of the FS strategy
based on the Ĝ
∗
remains closer to the RMSE obtained with
all the features than the RMSE resulting from FS according
to Garson’s traditional method.
All in all, it is demonstrated that the dispersion factors
inclusion in the features’ contribution calculation signifi-
cantly improves the estimation of the real features’ influence
on the model, as observed through the FS strategy.
VII. DISCUSSION
As stated and demonstrated in this work, the FN method
selection significantly affects the ANN-based model’s per-
formance and the inclusion of dispersion factors when esti-
mating the features’ contribution improves the understanding
of the features’ influence on the model.
The former point emphasises the influence of the FN
method selection; however, it remains open the question
about which FN to employ to transform a given dataset in
order to reach the best model’s performance; or even if it is
recommendable the application of FN or discard the magni-
tude of the features by removing the 10nj factors from (4).
As stated in Sections III and IV-B, FN imposes a dispersion
weight to compress or expand the features. Thus, FN can
be viewed as a Feature Weighting method that estimates
the features’ weights in an unsupervised manner since the
dispersion factors are calculated based on the features’ sta-
tistical characteristics. A weight that does not correspond to
the real relative importance of a given feature can result in a
performance loss. In fact, in Table 4b it is observed that for the
test set, lower mean RMSE and higher R2 scores are obtained
from the raw dataset with the magnitude factors removed than
from any normalised dataset. Thus, further research about the
suitability of the FN method selection would be interesting
given the properties of a given dataset. Moreover, since this
work demonstrates the influence of the FN on the network,
it is evident that other preprocessing techniquesmay also con-
dition the model’s performance. Hence, the impact of super-
vised FW preprocessing methods to improve the model’s
performance should be investigated. Furthermore, a conjoint
comparison between the supervised weights calculated with
a given FW method and their similitude with the dispersion
factors estimated with different FN may guide the selection
of a given normalisation method to preprocess the input data.
In addition, this work analyses the weight matrix analysis-
based methods to understand the features’ contribution to the
model. However, it would be interesting to extend the analysis
to other explainability analysis approaches. The presented
results are obtained from networks with the identity activation
function in the hidden and output layers. Then, further studies
for network’s with different activation functions are needed.
Another interesting research topic until the date in the
ANN branch is the search of the optimal weights initiali-
sation to maintain the fair initial features’ contribution to
the solution search space. However, in the same way that
FN influences the features’ contribution to the model’s per-
formance, it may be suspected that it may also condition
the suitability of the initial weight configuration for a fair
weights adjustment. As aforementioned, the lowest RMSE
values reached by each normalised dataset are obtained with
different random initialisations. Moreover, note that despite
the significant differences in terms of meanMAE, RMSE and
R2 based on ∗; the minimum estimated errors (reached with
different initialisations) in Table 4 are almost the same for
each normalised dataset. Further studies about the network
initialisation based on the conjoint influence of the dispersion
factors and the initial weight matrix may be of great interest,
which may result in a new weight initialisation strategy.
VIII. CONCLUSION
Due to the high ability of ANN to model complex systems,
these algorithms are being widely employed to solve complex
problems. Simultaneously, because of the lack of explainabil-
ity of the ANN, state-of-the-art focuses on bringing some
understanding about the network functioning. In this field,
several works aim at analysing the features’ contribution
to the model via weight matrices study. However, in such
works, the preprocessing phase is not considered when esti-
mating the features’ contribution. This work has been the-
oretically proven and later experimentally validated that the
dispersion factors employed to transform the input features’
influence the final features’ contribution to the model and
the model’s performance. In fact, as shown in this work,
the presented proportional dispersion weights are explanatory
factors of the similarity between the performance obtained
by models trained with different FN methods. Then, as a
conclusion of this work, it is recommended to include infor-
mation about the dispersion factors to analyse the features’
real contribution. In this line, this work proposes adapted
Garson’s and Yoon’s methods that include features’ disper-
sion factors for a more precise estimation of the features’
influence on themodel. Besides, a feature selection strategy is
employed to analyse in terms of RMSE variations the effect of
removing features according to Garson’s method or the pro-
posed adapted Garson’s method. These experiments demon-
strate that the RMSE results obtainedwhen removing features
according to the adapted Garson’s method match the conclu-
sions obtained from the features’ contribution values. Then,
the knowledge extracted from this proposal improves the
understanding of the features’ contribution to the model and
enhances the feature selection strategy, which is fundamental
in real use cases to model the problem at hand reliably.
Futureworkwill focus on considering the conjoint compar-
ison between the features’ weights derived from supervised
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FW and their similitude with the dispersion factors to guide
the optimal FN method selection. Besides, the impact of FW
as preprocessing technique for performance improvement
and the influence of preprocessing techniques on ANNs with
different activation functions will be considered in future
works. Moreover, new network’s initialisation approaches
based on the conjoint influence of the preprocessing fac-
tors and the initial weight matrix may be an exciting future
research topic.
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