AbstractÐThis paper introduces a new free-form surface representation scheme for the purpose of fast and accurate registration and matching. Accurate registration of surfaces is a common task in computer vision. The proposed representation scheme captures the surface curvature information (seen from certain points) and produces images, called ªsurface signatures,º at these points. Matching signatures of different surfaces enables the recovery of the transformation parameters between these surfaces. We propose using template matching to compare the signature images. To enable partial matching, another criterion, the overlap ratio is used. This representation scheme can be used as a global representation of the surface as well as a local one and performs near real-time registration. We show that the signature representation can be used to recover scaling transformation as well as matching objects in 3D scenes in the presence of clutter and occlusion. Applications presented include: free-form object matching, multimodal medical volumes registration, and dental teeth reconstruction from intraoral images.
INTRODUCTION
T HE registration process is an integral part of computer and robot vision systems and remains a topic of high interest in both fields. The importance of the registration problem in general comes from the fact that it is found in different applications, including surface matching [1] , [2] , 3D medical imaging [3] , [4] , pose estimation [5] , object recognition [6] , [7] , [8] , and data fusion [9] , [10] .
In order for any surface registration algorithm to perform accurately and efficiently, an appropriate representation scheme for the surface is needed. Most of the surface representation schemes found in literature have adopted some form of shape parameterization especially for the purpose of object recognition. One benefit of the parametric representation is that the shape of the object is defined everywhere, consequently, enabling the performance of high-level tasks such as visualization, segmentation, and shape analysis [11] . Moreover, this representation allows stable computation of geometric entities such as curvatures and normal directions. However, parametric representation are not suitable for presenting general shapes especially if the object is not of planar, cylindrical, or toroidal topology. Free-form surfaces, in general, may not have simple volumetric shapes that can be expressed in terms of parametric primitives. Dorai and Jain [6] have defined a free-form surface to be ªa smooth surface, such that the surface normal is well defined and continuous almost everywhere, except at vertices, edges, and cusps.º Discontinuities in the surface normal or curvature and, consequently, in the surface depth, may be present anywhere in a free-form surface. Some representation schemes for free-form surfaces found in literature include the splash representation proposed by Stein and Medioni [12] , the point signature by Chua and Jarvis [13] , and COSMOS by Dorai and Jain [6] . Recently, Johnson and Hebert [14] introduced the spin image representation. Their surface representation comprises descriptive images associated with oriented points on the surface. Using a single point basis, the positions of the other points on the surface are described by two parameters. These parameters are accumulated for many points on the surface and result in an image at each oriented point which is invariant to rigid transformation.
We introduced [1] another surface representation that uses the curvature information rather than the point density to create the signature image. Furthermore, we applied a selection process to select feature points on the surface to be used in the matching process. This reduction process solves the long registration time reported in the literature, especially for large surfaces.
In this paper, we compare the sensitivity of both the point density and the curvature-based signatures in handling noisy data. The curvature-based signature image is generated by capturing the surface curvature information seen from each feature point. This image represents a signature of the surface at that point due to the fact that it is almost unique for each point location on the surface. Surface registration is then performed by matching signature images of different surfaces and, hence, finding corresponding points in each surface. For rigid registration, three point correspondences are enough to estimate the transformation parameters. This paper is organized as follows: The signature representation is described in Section 2. The points selection process is introduced in Section 3 and the matching process in Section 4. In Section 5, both the point density and the curvature-based representation are compared in terms of handling noisy data. Matching signatures at different objects' scale is demonstrated in Section 6. Results and discussions are given in Section 7 and the paper concluded in Section 8. Our approach for fast registration is to establish a ªsurface signatureº for selected points on the surface, rather than just depending on the 3D coordinates of the points. The idea of obtaining a ªsignatureº at each surface point is not new [12] , [13] , [14] . The signature computed at each point encodes the surface curvature seen from this point using all other points. This requires an accurate measure of the surface curvature at the point in focus.
For parametric curves or surfaces, curvature measures can be obtained using the Frenet Frame values for the case of a curve or the Weingarten Map for the case of surfaces [15] . This requires the calculation of curve or surface derivative which is a complex operation and may introduce computa- tional errors to the representation scheme used. Moreover, such measures are hard to obtain for the case of unstructured free-form surfaces. Hebert et al. [16] used a simplex angle to describe changes in a simplex mesh surface. We use the simplex angle to estimate the curvature value at points on a free-form surface.
A free-form surface, in its general form, consists of unstructured triangular patches. There exists a dual form consisting of unstructured simplex mesh as shown in Fig. 1a . A topological transformation associates a k-simplex mesh to k-triangulations or k-manifolds. This transformation works differently for vertices and edges located at the boundary of the triangulation from those located inside. The outcome of this transformation is a (k-p)-cell associated with a p-face of a k-triangulation [17] . In this work, we use a 2-simplex mesh form in the curvature calculation. Let be a vertex of a 2-simplex mesh have three neighbors I Y P Y Q . The three neighboring points define a plane with normal . They also lie on a circumscribe circle with radius r and the four points are circumscribed by a sphere with center y and radius , as shown in Fig. 1b . The simplex angle shown in Fig. 1c is defined as [18] :
This definition is made with the assumption that the three neighbors are linearly independent, thus r T H. The simplex angle relates to the mean curvature r of the surface at the point as follows:
The idea is to use this curvature measure and create a reduced representation of the surface at certain points. The reduced representation encodes the curvature values at all other points and creates an image. This image is called, a ªsignature image,º for this point because the change in curvature values with the distribution of all points forming the surface relative to the point in study is unique. This is not true for surfaces of revolution (SOR).
The signature image is generated as follows: As shown in Fig. 2 , for each point , defined by its 3D coordinates and the normal , each other point i on the surface can be related to by two parameters: 1) the distance d i k À i k and 2) the angle
X This is a polar implementation of the signature image and it can be easily converted into cartesian form. Fig. 3 shows examples of the effect of these two parameters using parametric objects. Also, we can notice that there is a missing degree of freedom in this representation which is the cylindrical angular parameter. This parameter depends on the surface orientation which defies the purpose of having an orientation independent representation scheme. The size of the image depends on the object size but, for the sake of generalization, each object is normalized to its maximum length. At runtime matching, the scene image is normalized to the maximum length of the object in study.
At each location in the image, the simplex angle i is encoded. Ignoring the cylindrical angular degree results in the case where the same pixel in the image can represent more than one 3D point on the surface. This usually occurs when the object has surfaces of revolution around the axis represented by the normal at the point . These points have the same d i and i and lie on the circle that has a radius d i os i and is distant by d i sin i from the point along the axis . The average of their simplex angles is encoded in the corresponding pixel location. Fig. 4 shows some signature images taken at different points on a statue and a phone handset. Each image uniquely defines the location of the point on the surface due to the encoded curvature information. In SOR, similar images can be obtained for different points. This can be expected as the registration of SOR objects is not unique and has infinite number of solutions.
SURFACE POINTS SELECTION
The concept of using special points for registration is not new. Thirion [3] used the same concept to register multimodal medical volumes and he used ªextremalº points on the volume edges (or ridges). Chua and Jarvis [13] used ªseedsº points in their matching approach. Stein and Medioni [12] used only highly structured regions in their approach.
In many real-life objects, the majority of points forming the surface are of low curvature value. These points are redundant and do not serve as landmarks of the object. In this work, points of low curvature are eliminated and signature images are only generated for the set of remaining points. A test is also performed to eliminate spike points that have considerable higher curvature than its neighbors. These points are considered as noise.
The simplex angle is used as a criterion to reduce the surface points and uses only a subset e & in the registration process, where is the set of the simplex mesh points. A threshold ! is defined such that e contains the landmark regions of the surface.
shows two examples of objects and their scanned models. Fig. 6 shows the reduced set of points e obtained for each model using different ! and Table 1 summarizes the values obtained. With low threshold values, more details about the object model are considered with considerable reduction in the set cardinality. Even with higher threshold values, most of the landmarks of the object are still present in the set e.
There are two cases, however, where the above analysis will fail. The first is when the surface is a plane or is a piecewise defined surface (e.g., a cube). In this case, for any ! b H, the set e will be empty. This can be deduced from Fig. 1c when falls in the plane formed by its neighbors. In this case, there exists no sphere circumscribing the four points (i.e., I), thus r H. The second case is when the surface is part of a spherical, cylindrical, or toroidal shape. In this case, the curvature measure will be constant over the surface. Fortunately, in either case, these surfaces can be easily parameterized and the transformation parameters can be analytically recovered.
Choosing a suitable threshold ! is still an unresolved issue in our representation since it depends on the nature of the object and its degree of complexity. For objects with many sharp edges, a large value of ! is enough to capture the object landmarks; however, for smoother objects, a large value of ! may not produce enough points to perfrom matching. A heuristic approach is currenlty used to define the value of ! for each case. This approach starts with a large ! value and according to the resulting set cardinality, this value is readjusted. The user can also visualize the selected points and can alter the ! value to capture most of the object's landmarks.
SIGNATURE MATCHING
The next step in the registration process is to match corresponding signature images of two surfaces/objects or between a 3D scene and objects in a library. The ultimate goal of the matching process is to find at least three points correspondence to be able to calculate the transformation parameters. The benefit of using the signature images to find the correspondence is the use of image processing tools in matching, hence reducing the time taken to find accurate transformation. The developed matching engine should be simple based on the fact that the signature images of corresponding points should be identical in their content. Yet, due to the fact that 3D scanning sensors are noisy in nature and that the 3D scene may contain clutter or suffer from partial occlusion, a robust matching criteria is needed. One such criteria is template matching in which a measure defines how well a portion of an image matched a template. Let giY j be one of our scene signature images and tiY j one of the library object (or original surface) signature templates and let h be the domain of definition of the template. Then, a measure of how well a portion of the scene image matches the template can be defined as [19] : Another more discriminating measure, based on the standard Euclidean distance, can be:
where x h is the total number of pixels in the domain h. The domain h is defined over the template size. To enable partial matching, the matching measure is augmented by adding the overlap ratio y ho h , where h o is the domain of the overlapping pixels. Fig. 7 shows an example of two objects with known transformation parameters and another example where almost half of the object is missing. Fig. 8 shows the results of applying the matching measure i P n and the overlapping ratio y to determine the set of the best three candidates points correspondence. Table 2 shows that reducing the size of the signature image leads to a decrease in the number of correct points correspondence which means that more points are needed. Yet, the reduction in time with the smaller size is more suitable for real-time applications. It should be noticed that more reduction in the signature image size may lead to incorrect matching due to the averaging process. The end result of the matching process is a list of groups of likely three point correspondences that satisfy the geometric consistency constraint. The list is sorted such that correspondences that are far apart are at the top of the list. A rigid transformation is calculated for each group of correspondences and the verification is performed using a modified iterative closed point (ICP) Fig. 9 . Comparison of the correlation scores between the point density and the curvature-based signature representations. The object used is the statue corrupted with Gaussian noise at different SNR. The graph shows that both representations are robust to noise with the curvature based one having a better performance especially in low SNR. technique [20] . This technique is faster than the original ICP [21] since it uses a grid transform and genetic algorithm to perform the search for the best fit. Groups are ranked according to their verification scores and the best group is refined using the modified ICP technique. More details on the recovery of transformation parameters using the correspondences groups and the modified ICP can be found in [22] .
ERROR ANALYSIS
Matching signature images should produce perfect correlation for the same point on the same object independent from the object orientation in space. This would be true if the scanning process is noise-free, the scanned data has infinite resolution, and the signature image has continuous values. However, with the existence of scanning noise and the use of discrete sampling, three sources of errors in matching may arise:
1. For the same object, the cloud of points resulting from two slightly different scanning procedures do not coincide exactly. This may result in slight variations in the relative distances and angles between the scanned points. Consequently, variations in the signature images for the same points may exist and this contributes to reduced correlation scores between them. However, due to the fact that the signature image is not continuous, these small variations can be tolerated by adjusting the image resolution. Also, using bilinear interpolation in the immediate pixel neighbors reduces the effect of such variations. Such a solution will slightly reduce the selectivity aspect of the signature image which results in a small increase in the number of points correspondences. However, geometrical consistency and the verification process are able to eliminate incorrect or less than perfect correspondences.
2.
The variation in the scanned points coordinates and their relative distances and angles may also result in variations in normal orientations. As a consequence, the simplex angle and the value of the curvature at the same point will vary for different scans. This problem has small effect in the point density representation [14] , yet it may have a damaging effect on the matching of signature images and establishing correspondences in the curvature-based representation. 3. Another source of error due to the scanning process and the discrete nature of the signature images is the variation in density of scanned points with different scanner and/or object orientations. At smooth regions, this error is less frequent. But, at regions with high structural changes (typically regions near discontinuities or high curvature regions), the density of scanned points may vary significantly with different object scan locations and orientations. For the point density representation, signature image at one point may vary significantly from the signature of the corresponding point on a different scan. However, for the curvature based representation, such error has a less damaging effect. This is due to the fact that point densities have no effect on this representation since it captures only the average curvature at these points. In an experiment to quantify the effect of the last two error sources on the correlation of signature images in both the point density and the curvature based representation, we injected Gaussian noise with different Signal to Noise Ratios (SNR) in the x, y, z components and the density of the scanned points of the statue object shown in Fig. 5 . Fig. 9 shows the correlation score between the signature images for corresponding points on the original and the corrupted objects. As demonstrated in the figure, both representations can handle noisy data efficiently with the curvature-based representation having a better performance than the point density representation. This is due to the fact that the corruption in the point density has no upper limit while the curvature value at any point is limited from À% to %.
SIGNATURE MATCHING AT DIFFERENT OBJECTS' SCALE
Almost all the registration and pose estimation techniques reported in literature have ignored the scale dependency issue. This issue becomes important when trying to match a designed CAD model with real objects at different sizes. Also, scale independent matching is needed to overcome some of the problems associated with the type, location, and orientation of the scanning sensor and the size of the reconstructed object. Different scanning sensors with different reconstruction algorithms (e.g., stereo, shape from X, etc.) may produce relatively different sizes of the same scanned scene. One reason for ignoring the scale recovery was that it is a very time consuming process especially for those who use local features to find correspondences (e.g., ICP [21] , [2] , COSMOS [6] , point signatures [13] ). In this section, we will show that the surface signature representation can be used to recover the scale while performing the matching. This makes the surface signature able to match objects under any similarity transformation.
Since the signature image captures the curvature information of the object and since different sizes of the same object will have the same curvature information, it is natural that the information coded in the image should be the same. The only difference will be that there will be a scaling effect in the d-axis in the image. Fig. 10 shows two sizes of the same object and the corresponding signature images at the same corresponding points. Both images were scaled to the same maximum distance which produced the scaling effect in the d-axis for the smaller size. Our first idea was to perform matching at different scale sizes. Yet, due to the fact that there is an averaging effect in the smaller size, matching corresponding pixels will produce larger error.
Instead of matching the signature image pixelwise, the image is segmented into different curvature clusters. This segmentation removes the averaging effect and produces homogeneous regions for matching.
The segmentation was performed using fuzzy thresholding where each pixel is assigned to a curvature cluster according to its membership value. Each signature image is segmented as follows:
s is the segmented output at scale factor s, k x is the fuzzy decision function, and is the number of curvature clusters. The fuzzy decision function assigns the pixel to belong to a certain curvature cluster if its fuzzy membership is larger than a certain value (in this work 0.7); otherwise, the value is computed from the average membership values of its neighboring pixels. This produces homogeneous segmented regions and reduces the effect of noisy pixels.
Fuzzy membership functions were a priori defined to the segmentation procedure. Fig. 11 shows the result of segmenting signature images at different scale sizes.
The matching criteria can be adjusted to include the scaling factor as follows:
YAMANY AND FARAG: SURFACE SIGNATURES: AN ORIENTATION INDEPENDENT FREE-FORM SURFACE REPRESENTATION SCHEME... 1117 Fig. 17 . Examples of using the signature representation in object matching. A library of 10 objects is used. Some of these objects were scanned using a Cyberware 3030 laser scanner with a resolution 1mm. Others are obtained from CAD libraries.
where g H is the segmented scene signature image and t H s is a scaled version of the segmented template image with scale factor s. We can store different sizes of the segmented template signature at each selected point location in the model object; however, this will increase the model signature library size and also these templates can be easily obtained from the original size during the matching. To limit the search space, an upper and lower limit on the scale factor is enforced and also the scale range is divided into predefined discrete levels. A more robust searching technique such as genetics algorithm could be used to find the optimal scale factor. Fig. 12 shows the results of matching signature images at different scale factors and compares them with matching a different location signature. The figure clearly demonstrates that best matching occurs at the correct scale factor only for the same signature. Although the scale range is less than 1, scaling can be performed on the scene signature as well as the model signature. This is needed when the object in the scene is larger than the model object in the library. Fig. 13 shows an example of matching a model object with two 3D scenes, each containing a different size of the object. The matching criteria was able to determine the correct object scale and point correspondences are established.
RESULTS AND DISCUSSIONS
We used the signature implementation in three applications. The first is object registration (an example of which is shown in Fig. 14) where two differently scanned objects are matched together. The signature registration was successful in recovering the transformation parameters. Also, the signature representation was used in matching objects in a 3D scene with their corresponding models in a library. The proximity of the objects in the scene creates large amounts of clutter and occlusion. These contribute to extra and/or missing parts in the signature images. Using the signature polar representation, the effect of clutter, for many points, is only found in the third and/or fourth quadrant of the image as shown in Fig. 15 . Examples of such application is shown in Figs. 16 and 17 . Using the signature matching criterion, all of the models in the scene are simultaneously matched and localized in their correct scene positions. The models in the library and the 3D scenes are scanned using a Cyberware 3030 laser scanner with a resolution of 1mm. Some models (e.g., the duck, bell, and cup) were obtained from a CAD/CAM library. Table 3 shows the time needed to match objects in a scene using their signature templates. We compared the performance of our approach with the ICP and the spin image approaches. For the case of matching the statue object, it took 650 seconds using the ICP and 415 seconds using the spin image. Applying the feature points selection process with the spin image, it took 120 seconds to match the object. This is due to the fact that we needed more feature points to match the spin image compared to the points needed to match the signature image. The second application is multimodal medical image registration as shown in Fig. 18a . The dark surface represents the skin model reconstructed from the MR data and the light represents the skin model obtained from the CT. These models where obtained using a deformable contour algorithm that finds the outer contour in each slice and reconstructs a 3D mesh by connecting these contours. As the skin is modeled differently in the two image modalities, surface registration will only produce an initial registration. Other techniques, like maximizing the mutual information (MI) [23] , can be used to enhance the result. The registration using signature and MI was much faster than using MI alone. The third application, shown in Fig. 18b , is in the dental teeth reconstruction [24] . The overall purpose of this system is to develop a model-based vision system for orthodontics to replace traditional approaches that can be used in diagnosis, treatment planning, surgical simulation, and for implant purposes. Image acquisition is obtained using intraoral video camera and range data are obtained using a 3D digitizer arm. A shape from shading technique is then applied to the intraoral images. The required accurate orthodontic measurements cannot be deduced from the resulting shape, hence, the need of some reference range data to be integrated with the shape from shading results. A neural network fusion algorithm [25] is used to integrate the shape from shading results and the range data. The output of the integration algorithm to each teeth segment image is a description of the teeth surface in this segment. The registration technique is then performed to register the surfaces from different views together. This paper proposed a new surface representation of freeform surfaces and objects. The proposed representation reduces the complexity of the registration and matching problems from the 3D space into the 2D image space. This was done by capturing the surface curvature information seen from feature points on the surface and encoding it into a signature image. Registration and matching were performed by matching corresponding signature images. The signature images were only generated for selected feature points. The results show a reduction in the registration and matching time compared to other known techniques, a major requirement for real-time applications. Applications included free-form object matching, multimodal medical volumes registration, and dental teeth reconstruction from intraoral images. Future research includes studying the effect of shape deformation on the signature representation and modeling the change in the signature image with a deformation model. This will enable the signature representation to be used in nonrigid registration. Fig. 18 . Application of the signature representation for (a) multimodal medical volume registration and (b) teeth reconstruction from intraoral images (registration in dental application).
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