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EXACT DIVISIBILITY OF EXPONENTIAL SUMS
ASSOCIATED TO BINOMIALS OVER FINITE FIELDS
FRANCIS CASTRO, RAU´L FIGUEROA, AND PUHUA GUAN
Abstract. In this paper we compute the exact divisibility of exponen-
tial sums associated to binomials F (X) = aXd1 + bXd2. In particular,
for the case where max{d1, d2} ≤
√
p− 1, the exact divisibility is com-
puted. As a byproduct of our results, we obtain families of binomials
that do not permute Fp, and a lower bound for the sizes of value sets of
binomials over Fq. Additionally, we obtain a new criterion to determine
if a polynomial defines or not a permutation of Fp that depends on the
divisibility of the exponential sum associated to the polynomial.
1. Introduction
Exponential sums have been applied in many areas of mathematics and
their divisibility is used as a tool to characterize important properties of
objects in applied mathematics. Many authors have studied the p-adic
divisibility of the roots of the L-function associated to the exponential
sum. This information is encoded in the Newton polygon of the L-function
([24, 29, 30, 31, 7, 6, 1, 2]). As the value of an exponential sum is equal to
the sum of the roots of the associated L-function, any estimate on the roots
implies an estimate for the divisibility of the exponential sum. Sometimes,
roots of the L-function associated to the exponential sum have the same
p-divisibility and when added together, the p-divisibility of the exponential
sum increases. In this paper we study the exact divisibility of exponential
sums associated to polynomials over Fp when p is odd, i.e., the divisibility
of the sum of the roots of the L-function associated to the exponential sum.
In general, there are good estimates for the divisibility of exponential
sums ([1, 15, 18, 19, 25]). We are interested in computing the exact divis-
ibility of exponential sums associated to polynomials in one variable over
the prime field Fp. This is a difficult problem in general, therefore, in this
paper, we present the study of some families of polynomials. Every time we
compute the exact divisibility of a family of exponential sums we obtain
three things. First, that each value of the exponential sum is not equal to
zero; second, that the polynomial associated to the exponential sum is not
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a permutation of the finite field and third, a lower bound for the size of the
value set of the polynomial. The divisibility of exponential sums associated
to monomials is well known; the next simplest case is exponential sums of
binomials.
In this paper we compute the exact divisibility of families of expo-
nential sums associated to binomials. In particular, the exact divisibility
is computed for exponential sums associated to F (X) = aXd1 + bXd2 ,
when a, b ∈ F∗p , and max{d1, d2} ≤
√
p− 1. To our knowledge, this is the
first result on the exact divisibility of exponential sums depending only on
max{d1, d2}. We also compute the divisibility of exponential sums associ-
ated to binomials where d1 − d2 = p−12 , and, as a consequence, we prove
that the polynomial
Pi(a, b) =
∑
l≡i mod 2
(p−1
2
l
)
alb
p−1
2
−l
splits completely over Fp, where i = 0, 1.
Recently, the problem of finding permutation polynomials for finite fields
has received a lot of attention (see [22, 17, 13, 16, 32, 3, 9, 4, 10]). In this
paper we apply our results to determine families of polynomials that do
not permute Fp. In particular, we obtain that if d1 − 1 divides p − 1 and
F (X) = Xd1 + bX permutes Fp, then d1 ≥
√
2(p− 1).
In [27], Wan-Shiue-Chen established the following lower bound for the
size of the value set VF of a polynomial F over a finite field Fq(q = p
f ): if
µp(F ) is the smallest positive integer k such that
∑
x∈Fq
F (x)k 6= 0 in Fq,
then |VF | ≥ µp(F ) + 1. Recently, Mullen-Wan-Wang generalize this result
to polynomials in several variables. We compute µp(aX
d1 + bXd2) for d1
and d2 satisfying some natural conditions. In particular, µp(aX
d1 + bXd2)
is computed explicitly when max{d1, d2} ≤
√
q − 1.
Finally, we give a divisibility criterion to determine when a polynomial
is a permutation polynomial of Fp: for ǫ > 0, then p
p−1
2
+ǫ divides the expo-
nential sum associated to F if and only if F is a permutation polynomial of
Fp. This implies that if p
p−1
2
+ǫ divides the exponential sum associated to F ,
then the value of the exponential sum is 0.
We want to point out that the main focus of this paper is the computation
of the exact divisibility of exponential sums; the results on value sets and
permutation polynomials are consequences of our method to obtain exact
divisibility.
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2. Preliminaries
Given j, ji integers such that 0 ≤ ji < p and j =
∑r
i=0 jip
i, we define the
p-weight of j by σp(j) =
∑r
i=0 ji, and ρp(j) =
∏r
i=0 ji!. From now on, we
assume that a polynomial F (X) =
∑N
i=1 aiX
di is a nonconstant polynomial
of degree less than p− 1. In this paper we consider p to be odd.
Let Qp be the p-adic field with ring of integers Zp, and let K be the
extension over Qp obtained by adjoining a primitive (p− 1)th root of unity
in Qp, the algebraic closure of Qp. The residue class field is isomorphic
to Fp. Let T denote the Teichmu¨ller representatives of Fp in K. Denote by
ξ a primitive pth root of unity in Qp. Define θ = 1− ξ and denote by vθ the
valuation over θ. Note that vθ(p) = p− 1 and vp(x) = vθ(x)p−1 .
Let φ : Fp → Q(ξ) be a nontrivial additive character. The exponential
sum associated to F (X) =
∑N
i=1 aiX
di is defined as follows:
S(F ) =
∑
x∈Fp
φ(F (x)).
We denote S(aXd1 + bXd2) by S(d1, d2), where ab 6= 0.
Note that if the exact p-divisibility of the exponential sum
∑
x∈Fp
φ(F (x))
is a real number, then S(F ) will not be divisible by arbitrary power of p
and therefore S(F ) 6= 0. The next theorem gives a bound for the valuation
of an exponential sum with respect to θ.
Theorem 2.1 ([19]). Let F (X) =
∑N
i=1 aiX
di , ai 6= 0. If S(F ) is the
exponential sum
(2.1) S(F ) =
∑
x∈Fp
φ(F (x)),
then vθ(S(F )) ≥ µ(d1, . . . , dN), where
µ(d1, . . . , dN) = min
(j1,...,jN)
{
N∑
i=1
ji | 0 ≤ ji < p
}
,
for (j1, . . . , jN) a solution to the modular equation
(2.2) d1j1 + d2j2 + . . .+ dNjN ≡ 0 mod p− 1
Following the notation in [19], we expand the exponential sum S(F ):
(2.3) S(F ) =
p−1∑
j1=0
· · ·
p−1∑
jN=0
[
N∏
i=1
c(ji)
][∑
t∈T
td1j1+···+dN jN
][
N∏
i=1
a′
ji
i
]
,
where a′i’s are the Teichmu¨ller representatives of the coefficients ai of F ,
and c(ji) is defined in Lemma 2.2 below. Each solution (j1, · · · , jN) to (2.2)
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is associated to a term T in the above sum with
(2.4) vθ(T ) = vθ
([
N∏
i=1
c(ji)
][∑
t∈T
td1j1+···+dN jN
][
N∏
i=1
a′
ji
i
])
(2.5) =
N∑
i=1
ji,
Sometimes there is not equality on the valuation of S(F ) because it
could happen that there is more than one solution (j1, . . . , jN) providing
the minimum value for
∑N
i=1 ji, for example, when the associated terms are
similar some of them could add to produce higher powers of θ dividing the
exponential sum. In [8, 9, 11], we computed the exact divisibility of some
exponential sums over finite fields for special polynomials. Our results of
this paper generalize the results of [9].
From now on, we call any solution (j1, · · · , jN) of (2.2) that has vθ(T ) =
µ(d1, . . . , dN) of minimum value a minimal solution. We need to use the fol-
lowing lemma together with Stickelberger’s Theorem to compute the exact
divisibility.
Lemma 2.2 ([5]). There is a unique polynomial C(X) =
∑p−1
j=0 c(j)X
j ∈
K(ξ)[X ] of degree p− 1 such that
C(t) = ξTrK/Qp(t), for all t ∈ T .
Moreover, the coefficients of C(X) satisfy
c(0) = 1
(p− 1)c(p− 1) = −p
(p− 1)c(j) = g(j) for 0 < j < p− 1,
where g(j) is the Gauss sum,
g(j) =
∑
t∈T ∗
t−jξTrK/Qp(t).
Theorem 2.3 (Stickelberger [20]). For 0 ≤ j < p− 1,
(2.7)
g(j)ρp(j)
θσp(j)
≡ −1 mod θ.
Now we state some theorems about polynomials that are going to be
used in the following sections.
Theorem 2.4 ( [14]). The polynomial F (X) in one variable over Fq is a
permutation polynomial of Fq if and only if S(F ) =
∑
x∈Fq
φ(F (x)) = 0 for
all nontrivial additive characters φ of Fq.
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Theorem 2.4 implies that if S(F ) 6= 0 for some nontrivial additive char-
acter, then F is not a permutation polynomial of Fp. Using the result of
Conway-Jones in [12], we obtain that if S(F ) = 0 for a nontrivial additive
character φ of Fp, then F is a permutation of Fp. Note this is only true for
the ground field. For example,
∑
x∈F32
(−1)Tr(x7+(α+1)x) = 0, and |VF | = 21,
where α5 + α2 + 1 = 0.
We are going to use the following result to prove that µp(F ) ≥ µ(d1, d2).
Theorem 2.5. ∑
x∈Fq
xd =
{
0 d 6≡ 0 mod q − 1
−1 otherwise
Theorem 2.5 implies µ(d1, d2) is the smallest positive integer such that
(axd1 + bxd2)µ(d1,d2) contains at least one term with an exponent congruent
0 mod q − 1. This implies that µp(aXd1 + bXd2) ≥ µ(d1, d2). In particular
when there is only one minimal solution, we have that µp(aX
d1 + bXd2) =
µ(d1, d2). Hence, every time we compute µ(d1, d2), |VaXd1+bXd2 | is estimated.
This case will be considered in the next section.
3. Exact Divisibility of S(d1, d2)
In this section we prove the main theorem of this paper. Our first lemma
gives conditions for the modular equation (2.2) associated to a binomial to
have a unique minimal solution. Using this lemma, we compute the exact
divisibility of S(d1, d2) for many families. In particular, we compute the
divisibility of S(d1, d2) for max{d1, d2} ≤
√
p− 1. Also, our lemma will
have some consequences in the value sets of binomials over finite fields.
The next lemma computes µ(d1, d2) for the modular equation d1i +
d2j mod p − 1. This lemma is the key for the computation of the exact
divisibility of S(d1, d2) and the estimation of VF . Those conditions of the
lemma seem artificial but will lead to the calculation of exact divisibility of
exponential sums under natural conditions. Now we are ready to state the
lemma.
Lemma 3.1. Let d1 > d2 be positive integers. Let
• p− 1 ≡ s1 mod d1,
• s1 ≡ k1 mod d2,
• d1 ≡ k mod d2,
where s1, k1, k are the smallest nonnegative integers satisfying their respec-
tive modular equations. Let l1 be a nonnegative integer satisfying
(3.1) l1 = min{l | lk ≡ −k1 mod d2}
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If l1 satisfies
(3.2) l1 ≤ ⌊p− 1
d1
⌋ and d1 − d2 ≤ p− 1
d1
,
then the modular equation
(3.3) d1i+ d2j ≡ 0 mod p− 1
has a unique minimal solution given by (i1, j1) = (⌊p−1d1 ⌋ − l1, s1+l1d1d2 ). Fur-
thermore, µ(d1, d2) = min{i+ j | d1i+ d2j ≡ 0 mod p− 1, (i, j) 6= (0, 0)} =
i1 + j1 where
(3.4) i1 = ⌊p− 1
d1
⌋ − l1 and j1 = s1 + l1d1
d2
.
Proof. Clearly, (i1, j1) defined by (3.4) is a solution to the modular equation
(3.3). To prove that (i1, j1) is really the minimal solution of (3.3), first we
need to prove that
(3.5) l1 < d2
and
(3.6) j1 < d1,
for the solution (i1, j1) of
(3.7) d1i+ d2j = p− 1.
Note that lk mod d2 is a periodic function with period d2 for fixed k.
Therefore l1 < d2. To prove (3.6), suppose that j1 ≥ d1, then p − 1 =
d1i1 + d2j1 = (i1 + d2)d1 + (j1 − d1)d2. Therefore (i′1, j′1) = (i1 + d2, j1 − d1)
is a solution of (3.7). Hence
(3.8) 0 ≤ j′1 = j1 − d1 =
s1 + l1d1
d2
− d1 = s1 + l1d1 − d1d2
d2
.
Therefore (3.8) implies
(3.9) s1 + l1d1 − d1d2 ≥ 0.
Since s1 < d1 and l1 < d2, we obtain s1+ l1d1 ≤ (d2−1)d1+(d1−1) < d1d2.
This is a contradiction to (3.9).
We are going to prove Lemma 3.1 by induction on T , where T is any
positive integer satisfying d1i+ d2j = T (p− 1).
Let T = 1. Now we will prove that:
Claim 1. If d1i+ d2j = p− 1, then i ≤ i1 and j ≥ j1.
If j < j1, then i > i1. Let i = i1 +m, j = j1 − n for some positive integers
n and m. Therefore
(3.10) p− 1 = (⌊p− 1
d1
⌋ − l1 +m)d1 + (s1 + l1d1
d2
− n)d2.
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i > 0 implies l1 −m > 0. We have that
p− 1 = (⌊p− 1
d1
⌋ − (l1 −m))d1 + jd2.
Also (l1−m) ≡ −k1 mod d2. This is a contradiction to (3.1). This completes
the proof of Claim 1.
If i < i1, then j > j1. Let i = i1 −m and j = j1 + n for some positive
integers n and m. Hence
p−1 = d1i+d2j = d1(i1−m)+d2(j1+n) = d1i1+d2j1+d2n−md1 = p−1+d2n−d1m.
This implies that d1m = d2n. Hence m < n. Now we have i+ j = i1 −m+
j1 + n > i1 + j1. This completes the induction for T = 1.
Before we complete the induction for all T , note that the equation
(3.11) d1i+ d2j = T (p− 1)
does not necessarily have a solution. When T = 1, the condition l1 ≤ ⌊p−1d1 ⌋
guarantee the solution of (3.7). For T > 1, (i · T, j · T ) is a solution of
(3.11) whenever (i, j) is the solution of (3.7). Therefore (3.2) assures that
the equation (3.11) has at least one solution for each T . Now we are going
to construct a minimal solution of (3.11). For T > 1, equation (3.11) has at
least one solution. Let
• sT ≡ T (p− 1) mod d1
• kT ≡ sT mod d2
• lT = min{l | lk ≡ −kT mod d2}.
Note that (3.2) implies lT < ⌊T (p−1)d1 ⌋. Moreover T i1 < ⌊
T (p−1)
d1
⌋. Let (i, j)
be any solution of d1i+ d2j = T (p− 1). Then i ≤ ⌊T (p−1)d1 ⌋, so we can write
i = ⌊T (p−1)
d1
⌋−m for some nonnegative integer m. Note that if i > ⌊T (p−1)
d1
⌋,
then (i, j) is not a solution of d1i+ d2j = T (p−1). Note that m ≤ ⌊T (p−1)d1 ⌋.
We have that
j =
T (p− 1)− d1i
d2
=
T (p− 1)− d1(⌊T (p−1)d1 ⌋ −m)
d2
=
sT +md1
d2
.
Thus md1 ≡ −kT mod d2 since j is nonnegative. By the definition of lT ,
notice that lT ≤ m. Moreover, let
(3.12) iT = ⌊T (p− 1)
d1
⌋ − lT
(3.13) jT = ⌊sT + lTd1
d2
⌋.
Note that sT ≡ T (p− 1) mod d1, kT ≡ sT mod d2.
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By substituting j1 by jT , i1 by iT , s1 by sT and k1 by kT in the proof of
the inequality (3.6) for T = 1, we have
(3.14) jT < d1 for all T
and
(3.15) iT + jT = min{i+ j | d1i+ d2j = T (p− 1)}.
Now we assume that for T ≤M we have
i1 + j1 < iT + jT .
Let T = M + 1
Now we prove that
iM+1 + jM+1 > iM + jM ,
for any T . We consider the following three modular equations.
d1i1 + d2j1 = p− 1
d1iT + d2jT = T (p− 1)
d1iT+1 + d2jT+1 = (T + 1)(p− 1)
Now we represent the three modular equations in Figure 1.
iT d1 jT d2 i1 d1 j1 d2
T(p-1) p-1
(T+1)(p-1)
HiT + i1L Hd1) H jT + j1L Hd2)
iT+1 d1 jT+1 d2
Figure 1. Representation Modular Equations
We have
(3.16) d1(iT + i1) + d2(j1 + jT ) = d1iT+1 + d2jT+1
If iT+1 = iT+i1, then jT+1 = jT+j1 by (3.16). Hence iT+1+jT+1 > iT+jT
since i1 + j1 > 0.
If iT+1 < iT + i1, then iT+1 = iT + i1 − c for some c > 0. We have that
jT+1 =
(1 + T )(p− 1)− d1iT+1
d2
=
(1 + T )(p− 1)− d1(iT + i1 − c)
d2
= jT+j1+c(
d1
d2
).
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Therefore
iT+1 + jT+1 = iT + i1 − c+ jT+1 = iT + i1 − c+ jT + j1 + c(d1
d2
) =
iT + i1 + jT + j1 + c(
d1
d2
− 1) > iT + i1 + jT + j1.
Otherwise, we have iT+1 > iT + i1. We obtain Figure 2 by rearrange the first
and last rows of Figure 1. We notice from Figure 2 that the section CD is
an integer multiple of d1 and also an integer multiple of d2.
jT+1 d2
j1 d2jT d2i1 d1iT d1
(1+T)(p+1)
iT+1 d1
C D
Figure 2. Representation of d1(iT + i1) + d2(jT + i1) =
d1iT+1 + d2jT+1
Hence CD = (iT+1 − iT − i1)d1 = (jT + j1 − jT+1)d2. Therefore CD =
m× lcm(d1, d2) for some positive integer m. Now we are going to prove the
case when gcd(d1, d2) = 1. By (3.14), we have that jT + j1 < 2d1. Therefore
m = 1. This implies
iT+1 = iT + i1 + d2
jT+1 = jT + j1 − d1.
Combining the above equations, we obtain
(3.17) iT+1 + jT+1 = iT + jT +
(
i1 + j1 − (d1 − d2)
)
.
Note that if d1 | (p − 1), then lemma holds. If d1 ∤ (p − 1), then d1 − d2 <
⌈p−1
d1
⌉, moreover ⌈p−1
d1
⌉ ≤ i1 + j1. This implies that i1 + j1 − (d1 − d2) > 0.
Therefore iT+1+ jT+1 = iT + jT +
(
i1+ j1− (d1−d2)
)
> 0. We can conclude
iT+1 + jT+1 > iT + jT . Suppose gcd(d1, d2) = m > 1. We consider d
′
1 =
d1
m
,
d′2 =
d2
m
and (p−1)′ = p−1
gcd(p−1,m)
. For triples (d′1, d
′
2, (p−1)′), (d1, d2, (p−1)),
(i1, j1) is a solution of id1 + jd2 ≡ 0 mod p − 1 if and only if (i1, j1) is a
solution of id′1+ jd
′
2 ≡ 0 mod (p− 1)′. Note in the case when m = 1, we did
not use the primality of p. Hence iT+1 + jT+1 > iT + jT for (d
′
1, d
′
2, (p− 1)′)
implies iT+1 + jT+1 > iT + jT for (d1, d2, p − 1) because for the two triples
corresponding iT , jT , iT+1, jT+1 are the same. 
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Remark 3.2. Note that the modular equation lk ≡ −k1 mod d2 has no
solutions when d2 | d1 and s1 6≡ 0 mod d2. In the case that gcd(d1, d2) = 1,
the modular equation lk ≡ −k1 mod d2 has at least one solution.
Now, we state the main result of this section.
Theorem 3.3. With the same notation and assumptions as in Lemma 3.1
we have
(1) νθ(S(d1, d2)) = ⌊p− 1
d1
⌋ + s1 + l1(d1 − d2)
d2
(2) p > |VaXd1+bXd2 | ≥ ⌊
p− 1
d1
⌋+ s1 + l1(d1 − d2)
d2
+ 1.
In the following corollary we impose conditions on d1 and d2 such that
we can apply Theorem 3.3.
Corollary 3.4. If d1 ≤
√
p− 1 and gcd(d2, d1) = 1, then
νθ(S(d1, d2)) = ⌊p− 1
d1
⌋+ s1 + l1(d1 − d2)
d2
and
p > |VaXd1+bXd2 | ≥ ⌊
p− 1
d1
⌋+ s1 + l1(d1 − d2)
d2
+ 1.
Proof. The condition d1 ≤
√
p− 1 implies that l1 ≤ ⌊p−1d1 ⌋ and d1−d2 ≤
p−1
d1
.
If gcd(d2, d1) = 1, then gcd(k, d2) = 1. Therefore for each k1, there is a
q < d2 such that qk ≡ −k1 mod d2. hence l1 = q < d2 < d1 satisfies
(3.1). 
Example 3.5. Let p = 619, d1 = 27, d2 = 23. The conditions of Theorem
3.3 are satisfied since ⌊618
27
⌋ = 22, s1 = 24, j1 = 24, k1 = 1, k = 4, l1 = 17
and 17 < 22, 22 > 4 = 27 − 23. In this case, we have that νθ(S(27, 23)) =
22 − 17 + 21 = 26 and |VX27+bX23 | ≥ 27. Corollary 2.5 in [27] implies that
|VX27+bX23 | ≥ 24.
Remark 3.6. Theorem 3.3 can be modified to compute the exact divisibility
of S(d1, d2) when d2 | d1 and s1 6≡ 0 mod d2. In this case the modular
equation that we need to consider is
(
d1
d2
)i+ j ≡ 0 mod p− 1
gcd(d2, p− 1) .
Example 3.7. We want to compute the exact divisibility of the exponential
sum S(35, 5) for p = 67. In this case we cannot use Theorem 3.3. Using
Remark 3.6, the modular equation associated to S(35, 5) is 7i + j mod 66.
Now applying Lemma 3.1, we obtain that νθ(S(35, 5)) = 12.
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Remark 3.8. Part (2) of Theorem 3.3 can be applied to extensions of Fp,
i.e.,
|VaXd1+bXd2 | = |{axd1+bxd2 | x ∈ Fq}| ≥ µp(F )+1 ≥ ⌊
q − 1
d1
⌋+s1 + l1(d1 − d2)
d2
+1.
.
Example 3.9. Consider the polynomial F (X) = X11+aX over F128. Using
Theorem 3.3, we have that |VF | ≥ 18.
Remark 3.10. In [6], Blache-Fe´rard-Zhu state the following conjecture: Let
ǫ > 0 and F (X) be a polynomial of degree d over the rational numbers. If
νp(S(F (X)) >
1
d
+ ǫ for infinitely many primes p, then F (X) = P (Dn(x, c))
for some polynomial P (X) over the rational numbers and a global Dickson
polynomial Dn of degree n > 0. Corollary 3.4 implies
lim
p→∞
νθ
(
S(aXd1 + bXd2)
)
p− 1 =
1
d1
,
whenever gcd(d1, d2) = 1. For the case when gcd(d2, d1) > 1, we need to use
Remark 3.6.
Remark 3.11. Let p−1 = ⌊p−1
d1
⌋d1+s1, where 0 ≤ s1 < d1 and gcd(d1, d2) =
1. Suppose that ⌊p−1
d1
⌋ ≥ d2 and p−1 > (d1−1− 1d2 )(d1−d2). Let f be such
that s1 + fd1 ≡ 0 mod d2, then
vθ(S(aX
d1 + bXd2)) = ⌊p− 1
d1
⌋ + s1 + f(d1 − d2)
d2
.
Note that assuming the above hypothesis, it is easier to compute f than l1
from Lemma 3.1.
4. Applications
In this section we apply Theorem 3.3 to compute the p-divisibility of
some explicit families of exponential sums in one variable over Fp. We apply
the obtained results to value sets of binomials. In the last part of this section,
we improve Theorem 3.3 in case that s1 divides d2, where p−1 ≡ s1 mod d1.
The following Corollary follows from Theorem 3.3 for d2 = 2 and 3.
Corollary 4.1. Let d1 > 1 be a positive integer and p − 1 = ⌊p−1d1 ⌋d1 + s1
with 0 ≤ s1 < d1.
(1) (a) If s1 is even and
p−1
d1
> d1−2, then vθ(S(d1, 2)) = ⌊p− 1
d1
⌋+ s1
2
,
and
p > |VaXd1+bXd2 | ≥ ⌊
p− 1
d1
⌋+ s1
2
+ 1.
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(b) If d1s1 is odd and
p−1
d1
> d1−2, then vθ(S(d1, 2)) = ⌊p− 1
d1
⌋ − 1 + s1 + d1
2
,
and p > |VaXd1+bXd2 | ≥ ⌊
p− 1
d1
⌋+ s1 + d1
2
.
(2) (a) If s1 ≡ 0 mod 3 and p−1d1 > d1−3, then vθ(S(d1, 3)) = ⌊
p− 1
d1
⌋+ s1
3
,
and p > |VaXd1+bXd2 | ≥ ⌊
p− 1
d1
⌋+ s1
3
+ 1.
(b) If p > 7, p−1
d1
> d1 − 3,
(i) (s1 ≡ 1 mod 3 and d1 ≡ 2 mod 3) or (s1 ≡ 2 mod 3 and
d1 ≡ 1 mod 3), then vθ(S(d1, 3)) = ⌊p− 1
d1
⌋+ s1 + d1
3
− 1,
and p > |VaXd1+bXd2 | ≥ ⌊
p− 1
d1
⌋ + s1 + d1
3
.
(ii) (s1 ≡ 1 mod 3 and d1 ≡ 1 mod 3) or (s1 ≡ 2 mod 3 and
d1 ≡ 2 mod 3), then vθ(S(d1, 3)) = ⌊p− 1
d1
⌋ − 2 + s1 + 2d1
3
,
and
p > |VaXd1+bXd2 | ≥ ⌊
p− 1
d1
⌋ − 1 + s1 + 2d1
3
.
Proof. The corollary follows considering all the congruent classes modulo
d2 = 2, 3 and noting that l1 ≤ 1 in the case of d2 = 2 and l1 ≤ 2 in the case
of d2 = 3. 
Now we are going to improve Theorem 3.3 when d2 | s1, where p − 1 =
(⌊p−1
d1
⌋)d1 + s1, where 0 ≤ s1 ≤ d− 1.
Theorem 4.2. Let d1 > 2 be a positive integer. Let F (X) = aX
d1 + bXd2
be a polynomial over Fp and p− 1 = ⌊p−1d1 ⌋d1 + s1, where 0 ≤ s1 ≤ d1 − 1.
a. If s1 ≤ ⌊p−1d1 ⌋, then
νθ(S(X
d1 + bX)) = ⌊p− 1
d1
⌋+ s1.
In particular, p > Vf ≥ ⌊p−1d1 ⌋+ s1 + 1.
b. If ⌊p−1
d1
⌋+ s1 ≥ d1 − 1 then
νθ(S(X
d1 + bX)) = ⌊p− 1
d1
⌋+ s1.
In particular, p > Vf ≥ ⌊p−1d1 ⌋+ s1 + 1.
c. If d2 | s1 and (p− 1) ≥ (d1 − d2)2 then
νθ(S(X
d1 + bXd2)) = ⌊p− 1
d1
⌋ + s1
d2
.
In particular, p > Vf ≥ ⌊p− 1
d1
⌋ + s1
d2
+ 1.
EXACT DIVISIBILITY 13
Proof. We are going to prove a and c. Case b follows in a similar way.
If d1 | p − 1, then νθ(S(Xd1 + aX)) = p−1d1 . From now on, suppose that
d1 ∤ (p− 1). We have p− 1 = d1⌊p−1d1 ⌋+ s1 and d1i1 + j1 = c(p− 1) for some
integer c > 1. Suppose that i1 + j1 ≤ ⌊p−1d1 ⌋ + s1. We have that
d1i1 + j1 + (d1 − 1)j1 ≤ d1⌊p− 1
d1
⌋+ s1 + (d1 − 1)s1 ↔
(c− 1)(p− 1) + (d1 − 1)j1 ≤ (d1 − 1)s1 ≤ (d1 − 1)⌊p− 1
d1
⌋ < p− 1.
This is a contradiction, part a holds.
Now we are going to prove c. If d1 | (p − 1), then the theorem holds.
From now on, we assume that d1 ∤ (p−1). Suppose that i1+j1 ≤ ⌊p−1d1 ⌋+ s1d2 ,
where d1i1+d2j1 = c(p−1), ⌊p−1d1 ⌋d1+d2( s1d2 ) = p−1 for c > 1. This implies
that
d1i1 + d2j1 + (d1 − d2)j1 ≤ d1⌊p− 1
d1
⌋+ s1 + (d1 − d2)(s1
d2
).
The last inequality can be written as follows:
(4.1)
c(p−1)+(d1−d2)j1 ≤ p−1+(d1−d2)s1
d2
↔ (c−1)(p−1) ≤ (s1
d2
−j1)(d1−d2).
Therefore
s1
d2
> j1. We have i1 > ⌊p−1d1 ⌋ since i1 ≥ c(
p−1
d1
). Then
c(p− 1) = (d1 − d2)i1 + d2(i1 + j1) ≤ (d1 − d2)i1 + d2(⌊p− 1
d
⌋+ s1
d2
) =
(d1 − d2)i1 + (p− 1)− (d1 − d2)⌊p− 1
d1
⌋
p− 1 ≤ (c− 1)(p− 1) ≤ (d1 − d2)(i1 − ⌊p− 1
d1
⌋) ≤
(d1−d2)(s1
d2
−j1) ≤ (d1−d2)(d1 − 1
d2
−1) ≤ (d1−d2)(d1 − 1− d2
d2
) < (d1−d2)2.
This is a contradiction, i.e., (p− 1) < (d1 − d2)2. 
Example 4.3. Let p = 101.
(1) Theorem 4.2 a computes the exact divisibility of S(Xd1+bX) for the
following d1’s:
{3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 16, 19, 20, 24, 25, 33, 49, 50, 99}.
(2) Theorem 4.2 b computes the exact divisibility of S(Xd1 + bX) for
the following for d1’s:
{4, 5, 6, 7, 8, 9, 10, 12, 13, 15, 17, 34}.
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Note that parts a and b of Theorem 4.2 are not equivalent. In particular,
Theorem 4.2 computes the divisibility of S(Xd + bX) for p− 1 > s1(d− 1).
This is going to be used in Corollary 6.5
Example 4.4. Consider F (X) = Xq
2+q+1 + bX over Fq4. We have that
q4−1 = (q2+q+1)(q2−q)+(q−1). Therefore |VF | ≥ q2−q+q−1+1 = q2.
The following example shows that the lower bound given in Theorem 4.2
cannot improve in general.
Example 4.5. (1) Consider the polynomial F (X) = X26 + aX over
F101. Then |VF | = ⌊10026 ⌋ + 22 = 26 for a ∈ {9, 11, 90, 92}. Note that
Theorem 3.3 cannot be applied in this case.
(2) Consider the polynomial F (X) = X71 + aX over F211. Then |VF | =
⌊210
71
⌋+68 = 71, for a ∈ {13, 15, 16, 38, 50, 51, 63, 65, 66, 67, 79, 80, 81, 87,
94, 99, 110, 114, 119, 120, 163, 172, 182, 189, 197, 203, 210}. Note that
Theorem 3.3 cannot be applied in this case.
5. Exponential Sums with no unique minimal solution
In this section we are going to study a family of exponential sums associ-
ated to binomials, where the modular equation has more than one minimal
solution. The case considered in this section is an extreme case in the sense
that the modular equation considered has the maximum number of minimal
solutions. We will compute the divisibility of the family of the exponential
sums associated to binomials of the type:
(5.1) F (X) = aXd1 + bXd2(ab 6= 0), where d1 − d2 = p−12 .
The main result of this section is a new criterion to determine if a poly-
nomial F is a permutation or not of Fp that depends of the divisibility of
S(F ).
Remark 5.1. Suppose (i1, j1) is a non-trivial solution of (3.3). Note that
0 < i1 + j1 < p− 1. We analyze Ti1,j1
θi1+j1
(see (2.4)).
Case I. i1j1 6= 0. We see
Ti1,j1
θi1+j1
= (p− 1)ai1bj1 c(i1)c(j1)
θi1+j1
= (p− 1)ai1bj1( g(i1)
(p− 1)θi1 )(
g(j1)
(p− 1)θj1 ) =
ai1bj1
p− 1(
g(i1)
θi1
)(
g(j1)
θj1
)
=
ai1bj1
p− 1(
1
i1!j1!
)(
g(i1)i1!
θi1
)(
g(j1)j1!
θj1
) ≡ a
i1bj1
p− 1(
1
i1!j1!
) ≡ −ai1bj1( 1
i1!j1!
) mod θ
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Case II. i1j1 = 0. Without loss of generality, we assume that j1 = 0. We see
Ti1,j1
θi1
= (p− 1)ai1(c(i1)
θi1
)
= (p− 1)ai1( g(i1)
(p− 1)θi1 ) = a
i1(
g(i1)
θi1
)
= ai1(
1
i1!
)(
g(i1)i1!
θi1
) ≡ −ai1( 1
i1!
) mod θ.
Note that Cases I and II imply that the coefficient of Xp−1 in (aXd1 +
bXd2)i1+j1 coincides with the sum of −(i1 + i2)!Ti1,j1
θi1+j2
’s modulo p, where
(i1, j1) is a solution of (3.3) .
In the following lemma, we compute the exact divisibility of S(F ).
Lemma 5.2. Suppose ab 6= 0 and gcd(d1, d2) = 1. If
• d2 ≡ 1 mod 2, then
vθ(S(aX
d1+bXd2))


= p−1
2
if P1(a, b) =
∑
l≡1 mod 2
(p−1
2
l
)
alb
p−1
2
−l 6≡ 0 mod p
> p−1
2
otherwise.
• d2 ≡ 0 mod 2, then
vθ(S(aX
d1+bXd2))


= p−1
2
if P0(a, b) =
∑
l≡0 mod 2
(p−1
2
l
)
alb
p−1
2
−l 6≡ 0 mod p
> p−1
2
otherwise.
Proof. In this case the modular equation that we need to consider is
(5.2) d1i+ d2j ≡ 0 mod p− 1.
Note that µ(d1, d2) =
p−1
2
since p−1
2
divides µ(d1, d2) and µ(d1, d2) < p− 1.
We are going to compute the minimal solutions of (5.2) whenever d2 ≡
1 mod 2. The other case follows in a similar way. Note that (l, p−1
2
− l)
is a minimal solution of the modular equation (5.2) for l ≡ 1 mod 2 and
1 ≤ l ≤ p−1
2
. Note that if p−1
2
is even, then l = 1, . . . , p−1
2
− 1 and if p−1
2
is
odd, then l = 1, . . . , p−1
2
. Now suppose that p−1
2
is odd. The p-divisibility of
S(aXd1 + bXd2) is controlled by
(p− 1)
p+1
4∑
l=1
a2l−1b
p+1−4l
2 c(2l − 1)c(p+ 1− 4l
2
).
Now we use Stickelberger’s theorem and Remark 5.1 to obtain:
p− 1
θ
p−1
2
(
a2l−1b
p+1−4l
2 c(2l − 1)c(p+ 1− 4l
2
)
)
=
p− 1
θ
p−1
2
(
a2l−1b
p+1−4l
2 (
g(2l− 1)
p− 1 )(
g(p+1−4l
2
)
p− 1 )
)
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=
a2l−1b
p+1−4l
2
p− 1 (
g(2l− 1)(2l − 1)!
θ2l−1
)(
g(p+1−4l
2
)(p+1−4l
2
)!
θ
p+1−4l
2
)(
1
(2l − 1)!(p+1−4l
2
)!
)
≡ a
2l−1b
p+1−4l
2
p− 1 (
1
(2l − 1)!(p+1−4l
2
)!
) mod θ.
Note that
(p− 1)
p+1
4∑
l=1
a2l−1b
p+1−4l
2 c(2l − 1)c(p+ 1− 4l
2
) ≡
−
p+1
4∑
l=1
a2l−1b
p+1−4l
2 (
1
(2l − 1)!(p+1−4l
2
)!
) mod θ.
If
−
p+1
4∑
l=1
a2l−1b
p+1−4l
2 (
1
(2l − 1)!(p+1−4l
2
)!
) ≡ 0 mod θ
then
p+1
4∑
l=1
a2l−1b
p+1−4l
2 (
1
(2l − 1)!(p+1−4l
2
)!
) ≡ 0 mod p
since a, b are congruent to an integer modulo p. Now we multiply the last
equation by (p−1
2
)! to obtain
p+1
4∑
l=1
( p−1
2
2l − 1
)
a2l−1b
p+1−4l
2 ≡ 0 mod p.
This completes the proof for the case p−1
2
is odd. If p−1
2
is even, then we
obtain that
p−1
4∑
l=1
( p−1
2
2l − 1
)
a2l−1b
p+1−4l
2 ≡ 0 mod p controls the divisibility of
S(d1, d2) in this case. 
The following theorem describes completely the divisibility of the expo-
nential sums of the type (5.1).
Theorem 5.3. With the notation of Lemma 5.2.
• Let d2 be an odd natural number. Any root α of the polynomial
P1(b) =
∑
l≡1 mod 2
(p−1
2
l
)
b
p−1
2
−l
satisfies that α2− 1 is a quadratic residue. Furthermore, P1(b) splits
completely over Fp.
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• Let d2 be an even natural number. Any root α of the polynomial
P0(b) =
∑
l≡0 mod 2
(p−1
2
l
)
b
p−1
2
−l
satisfies that α2− 1 is a quadratic residue. Furthermore, P0(b) splits
completely over Fp.
•
vp(S(X
d1 + bXd2)) =


p−1
2
⇐⇒ b2 − 1 is not a quadratic residue of Fp
or b = ±1.
∞ ⇐⇒ b2 − 1 is a quadratic residue of Fp.
Proof. If Xd1 + αXd2 is a permutation of Fp, then α is a root of Pj(b) since
S(d1, d2) = 0 for j ∈ {0, 1}. Hence, the number of permutation polynomials
of the type Xd1 + bXd2 is less than or equal to the degree Pj(b). In [28],
Wan-Lidl proved that Xd2 +αXd1 is permutation of Fp if and only if α
2 6= 1
and α2 − 1 is a quadratic residue of Fp.
We have that µp(F ) ≥ µ(d1, d2) = p−12 . Note that
(5.3) (Xd1 + bXd2)t =
t∑
i=0
(
t
i
)
bt−iX id1+(t−i)d2 =
d1∑
i=0
(
t
i
)
bt−iX id1+(t−i)d2 .
The modular equation id1+(t−i)d2 ≡ 0 mod p−1 is the same that we solved
in Lemma 5.2. Hence the coefficient of Xp−1 in (5.3) is equal to −Pj for the
corresponding i(see Remark 5.1). Hence if Pj(α) = 0, then the coefficient of
Xp−1 in (5.3) is equal to 0. Then µp(F ) >
p−1
2
. Using Rogers’ result([23]),
we have that F permutes Fp. The third part of Theorem 5.3 follows from
the first two parts. 
Remark 5.4. Note that P (α) = 0 if and only if P (α−1) = 0 for α 6= 0.
Example 5.5. Let p = 43. In this case
P (b) = 42 + +5b2 + 35b4 + 2b6 + 29b8 + 13b10 + b12 + 35b14 + 33b16+
3b18 + 22b20
= 22 (b+ 6) (b+ 15) (b+ 37) (b+ 38) (b+ 24) (b+ 29)
(b+ 27) (b+ 39) (b+ 28) (b+ 22) (b+ 5) (b+ 10)
(b+ 19) (b+ 31) (b+ 21) (b+ 33) (b+ 12) (b+ 16) (b+ 14) (b+ 4)
{9, 10.13, 14, 15, 16, 23, 24, 35, 40} are the quadratic residues associated to
the roots of P (b).
The following theorem generalizes the phenomenon happening in The-
orem 5.3. Now we state a new criterion to determine if a polynomial is or
not a permutation binomial of Fp.
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Theorem 5.6. νθ(S(d1, d2)) >
p−1
2
if and only if F (X) = Xd1 + bXd2 is a
permutation polynomial of Fp.
Proof. If F is a permutation of Fp, then S(F ) = 0. Hence vθ(S(F )) >
p−1
2
+ǫ.
We can assume that gcd(d1, d2) = 1. Applying Hermite’s criterion, we have
that
(5.4) F (X)t = (Xd1 + aXd2)t =
t∑
i=0
(
t
i
)
bt−iX id1+(t−i)d2 .
The coefficient of Xp−1 in (5.4) after reduction modulo Xp −X is equal to
the sum of terms of type
(
t
i
)
bt−i such that id1+(t−i)d2 ≡ 0 mod p−1. Hence
we need to consider all the solutions of the modular d1i+d2j ≡ 0 mod p−1
with t = i + j ≤ p−1
2
(see [22]). This modular equation is similar to the
modular equation (3.3). We have seen that if (i1, j1) is a solution of (3.3),
then s divides i1 + j1, where s = gcd(d1 − d2, p− 1). Hence µ(d1, d2) = ms
for some m ≥ 1. Using (2.3), we express S(F ) as follows:
S(F ) = θmsQ0(b) + θ
(m+1)sQ1(b) + · · ·+ θrsQr−1(b) + θ
p+1
2 Q(b),
where Qi’s, and Q are polynomials in b and r is the largest integer such that
rs ≤ p−1
2
. Note that the polynomial Qk is the polynomial associated to the
solutions of the modular equation (3.3) satisfying i+ j = (k + 1)s. We see
that
(5.5)
S(F ) ≡ θmsQ0(b) + θ(m+1)sQ1(b) + · · ·+ θrsQr−1(b) ≡ 0 mod θ
p+1
2 .
We are going to prove that θmsQ0(b) ≡ 0 mod θ p+12 . If θmsQ0(b) 6≡ 0 mod
θms+1, then νθ(S(F )) = ms ≤ p−12 . This is a contradiction. This implies that
θmsQ0(b) ≡ 0 mod θms+1. We obtain νθ(Q0(b)) > 0. Hence νθ(Q0(b)) ≥ p−1
since Q0(b) is a p-adic integer. Therefore,
vθ(θ
msQ0(b)) ≥ ms+ p− 1 > p+ 1
2
.
We can repeat the same argument for m+ 1, . . . , r. Note that Qm′(b)’s are
equal to coefficients of Xp−1 in Fm
′s(see Remark 5.1). We have proved that
the coefficient of Xp−1 in F t is zero for t ≤ p−1
2
. We can conclude that F is
permutation of Fp by Hermite’s criterion . 
Corollary 5.7. If νp(S(F )) >
p−1
2
, then S(F ) = 0.
In the next example we use Theorem 5.6 to determine when X
p+2
3 + bX
is a permutation polynomial.
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Example 5.8. Let p ≡ 1 mod 3 be a odd prime. We consider the binomial
F (X) = X
p+2
3 +bX over Fp. The minimal solutions of (
p+2
3
)i+j ≡ 0 mod p−
1 satisfy i+ j = p−1
3
, and i ≡ 2 mod 3. Therefore
P (b) =
∑
i≡2 mod 3
(p−3
2
i
)
b
p−1
3
−i
controls the p-divisibility of S(F ). Any solution of P (b) = 0 implies that
νθ(S(F )) >
p−1
2
since any solution (i, j) of (p+2
3
)i + j ≡ 0 mod p − 1 is
multiple of p−1
3
(see (5.5)). Hence if P (α) = 0, then X
p+2
3 + αX is a per-
mutation of Fp. If N is the number of b ∈ F∗p such that F is a permutation,
then 3 | N . In the particular the case that p−1
3
≡ 1 mod 3, then 6 | N since
P is symmetric.
• If p = 31, then
P (b) = 14 b2 (b+ 7) (b+ 20) (b+ 4) (b+ 8) (b+ 9) (b+ 14)
• If p = 37, then
29 b
(
b6 + 2 b
3
+ 15
)
(b+ 21) (b+ 28) (b+ 25)
• If p = 43, then
5 (b+ 7) (b+ 37)
(
b6 + b3 + 34
)
(b+ 42) (b+ 39) (b+ 28) (b+ 19)
Remark 5.9. To prove Theorem 5.6 for general polynomials, we need to
prove that Remark 5.1 holds for general polynomials.
Remark 5.10. The Theorem 5.6 is false for field extensions of Fp. We have
that
• ν2(
∑
x∈F64
(−1)Tr(x17+x)) = 4 > ν2(641/2) = 3 but F (X) = X17 + X is
not a permutation polynomial of F64.
• ν3(
∑
x∈F
38
e2πıTr(x
10+x)/3) = 6 > 4 but F (X) = X10+X is not a permu-
tation polynomial of F38.
6. Divisibility of S(aXd1 + bXd2) when (d1 − d2) | (p− 1)
In this section we prove results about binomials that are not included
in Section 3. First, we compute the exact divisibility of exponential sums
of type S(d1, d2), where d1 − d2 divides p − 1. This provides information
about the value sets of these binomials. The determination if a binomial is
or not a permutation polynomial over arbitrary finite field has been con-
sidered for many authors (for example see [22, 26]). In [3], Akbary-Wang
proved a criterion to determine when a binomial of the type Xd1 + Xd2
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is a permutation polynomial of Fpf . As an application of their result, they
count the number of permutation binomials of the type Xd1 +Xd2 . In [16],
Masuda-Panario-Wang computed the number of permutation binomials over
Fq when q = 2p+1, and when q = 4p+1, where p, q are primes. Also in [32],
Zieve gave necessary and sufficient conditions for Xd1 +bXd2 to permute Fpf
under some natural conditions depending of (p
f−1
s
)th roots of unity, where
s = gcd(d1−d2, pf−1). Recently in [17], Masuda-Zieve proved the following
results about permutation binomials: Let d1 > d2 be positive integers.
• If F (X) = Xd1 + bXd2 permutes Fp, then s > √p − 1, where s =
gcd(d1 − d2, p− 1), and b ∈ F∗p .
• If F (X) = Xd1+bXd2 permutes Fp, then p−1 ≤ (d1−1)·max{d2, s},
where s = gcd(d1 − d2, p− 1), and b ∈ F∗p .
In the case considered in this section, the Masuda-Zieve’s results imply: If
F (X) = Xd1+bXd2 permutes Fp, then d1−d2 > √p−1 and p−1 ≤ (d1−1)D,
where D = max{d1 − d2, d2}. In [9], Castro et al. proved the following: Let
d2 ≡ d2 mod ( p−1d1−d2 ) and gcd(d1, d2) = 1. If
p−1
d1−d2
> d1 − d2 − d2 ≥ 0, then
F (X) = Xd1 + bXd2 does not permute Fp.
Now we state the main result of this section.
Theorem 6.1. Let d1, d2 be integers satisfying d1 > d2 > 0 and d1 ∤
(p − 1). Let F (X) = aXd1 + bXd2(ab 6= 0) be a binomial over Fp. Assume
gcd(d1, d2) = 1 and (d1 − d2) | p− 1. Let µ = p− 1
d1 − d2 .
(1) If d1 − d2 < gcd(d2, p− 1) or d1 − d2 < gcd(d1, p− 1), then
vθ(S(F (X)) = min{ p− 1
gcd(d1, p− 1) ,
p− 1
gcd(d2, p− 1)}.
In particular,
p > VF ≥ min{ p− 1
gcd(d1, p− 1) ,
p− 1
gcd(d2, p− 1)}+ 1.
(2) If d1 − d2 > max{gcd(d2, p− 1), gcd(d1, p− 1)}, let n ≥ 1 be the
minimal integer such that ⌊nd1
µ
⌋ = ⌊nd2
µ
⌋+ k, for some integer k ≥
1. Then
(a) νθ(S(d1, d2)) ≥ n(d1 − d2) and p > |VF | ≥ n(d1 − d2) + 1.
(b) If k = 1, then νθ(S(d1, d2)) = n(d1 − d2) and p > |VF | ≥ n(d1−
d2) + 1.
Proof. Notice that if (i, j) is any solution of the modular equation d1i+d2j ≡
0 mod p− 1 associated to S(F ) and if i ≥ µ (or j ≥ µ), then (i− µ, j + µ)
EXACT DIVISIBILITY 21
is also a solution with the same sum i+ j. Assume d1− d2 < gcd(d2, p− 1).
Then j0 = (p − 1)/ gcd(d2, p − 1) < µ and (0, j0) is a solution. If (i, j) is
a solution with i + j ≤ j0, then i < µ and j < µ, so there is a unique
solution with minimal sum. Likewise, if d1 − d2 < gcd(d1, p− 1) then i0 =
(p− 1)/ gcd(d1, p− 1) < µ and (i0, 0) is a solution. Again, there is a unique
solution with minimal sum.
Assume d1 − d2 > gcd(d2, p − 1) and d1 − d2 > gcd(d1, p − 1). Then
i0 > µ and j0 > µ, so (i0 − µ, µ) and (µ, j0− µ) are solutions with non-zero
entries. In general, if (i, j) is a solution, then we may assume that i > 0
and j > 0. Now, we rewrite the modular equation associated to S(F ) as
d1(i+ j)+ j(d2−d1) ≡ 0 mod p−1. With S = i+ j and p−1 = µ(d1−d2),
we have d1S = j(d1 − d2) + cµ(d1 − d2), for some integer c. From here,
S = ((j + cµ)/d1)(d1 − d2). Let c be an integer such that (j + cµ)/d1 =
n > 0 is an integer. Then j = nd1 − cµ > 0 implies d1/µ > c/n. Now
S = nd1 − nd2 = i + nd1 − cµ, so i = cµ − nd2 > 0 and c/n > d2/µ. Thus
we have
nd1
µ
> c >
nd2
µ
(6.1)
Let n ≥ 1 be the smallest integer such that ⌊nd1
µ
⌋ = ⌊nd2
µ
⌋ + k, for some
k ≥ 1. If k = 1, then c = ⌊nd1
µ
⌋ is the unique integer that satisfy (6.1). In
this case the minimal sum i+ j is n(d1− d2) and there exists a unique pair
i, j with this sum. If k ≥ 2, then c1 = ⌊nd1µ ⌋ and c2 = c1 − 1 satisfy (6.1).
Now the minimal sum i + j is n(d1 − d2) but there is more than one pair
i, j with this sum.

Now we apply Theorem 6.1 to families of polynomials.
Example 6.2. Various examples:
• Let F (X) = X27 + bX8 be a polynomial over F191. In this case
d1 − d2 = 19 and 19 divides 190. We have that [1 · 27/10] = [1 ·
8/10] + 2. Therefore νθ(S(27, 8)) ≥ 19. Theorem 6.1 cannot be ap-
plied to determine whether F is a permutation polynomial over F191.
The modular equation 27i+ 8j ≡ 0 mod 190 does not have a unique
minimal solution. The method of this section does not work in this
situation. In particular the modular equation 27i+ 8j ≡ 0 mod 190
has two minimal solutions (2, 17), (12, 7). The polynomial that con-
trols the 191-divisibility of S(F ) is b7(
(
19
17
)
b10 +
(
19
7
)
). We have
νθ(S(27, 8)) = 19 since
(
19
17
)
b10 +
(
19
7
)
is irreducible over F191. Hence
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F (X) = X27+ bX8 is not a permutation of F191, i.e., p > |VF | ≥ 39.
In future work, we will be studying the case when the modular equa-
tion d1i+ d2j ≡ 0 mod p− 1 has exactly two minimal solutions.
• Let F (X) = X243 + bX136 be a polynomial over F7919. In this case
d1 − d2 = 107 and 107 divides 7918. We have that [1 · 243/107] =
[1 · 136/107]+ 1, therefore νθ(S(243, 136)) = 107 and p > VF ≥ 108.
• Let F (X) = X49 + bX15 be a polynomial over F919. In this case d1−
d2 = 34 and 34 divides 918. We have that [1 ·49/42] = [1 ·15/42]+1,
therefore νθ(S(49, 15)) = 34 and p > VF ≥ 35.
• Let F (X) = X405 + bX212 be a polynomial over F29723. In this case
d1 − d2 = 193 and 193 divides 29722. We have that [1 · 405/154] =
[1 · 212/154]+ 1, therefore νθ(S(405, 212)) = 193 and p > VF ≥ 194.
Remark 6.3. Suppose that d1−d2 divides p−1. Applying Theorem 6.1 to the
polynomial F (X) = Xd1 + bXd2, we obtain that F (X) is not a permutation
polynomial of Fp for d2(d1 − d2) < p− 1 ≤ d1(d1 − d2) < 2(p− 1).
The following example illustrate when Remark 6.3 can be applied.
Example 6.4. Let F (X) = X17 + bX3 be a polynomial over F127. In this
case d1 − d2 = 14 and 14 divides 126. We have that 126 ≤ 17(17 − 3) =
238 < 2(126) = 252. Therefore νθ(S(17, 3)) = 14 and F does not permute
F127, i.e., 127 > |VF | ≥ 15.
Combining the results of Section 2 with Theorem 6.1, we obtain the
following corollary.
Corollary 6.5. Suppose d1 is an integer satisfying d1 > 2 and d1−1 divides
p− 1. Let F (X) = aXd1 + bX be a binomial over Fp, where ab 6= 0.
• νθ(S(F )) = d1 − 1, whenever d1 <
√
2(p− 1).
• |VF | ≥ d1, whenever d1 <
√
2(p− 1).
• If F (X) permutes Fp, then d1 ≥
√
2(p− 1).
Proof. We will prove that if d1 <
√
2(p− 1), then νθ(S(F )) = d1− d2. This
will imply the other two parts of the corollary. Suppose that d1 − 1 divides
p − 1. Applying Theorem 6.1 to the polynomial F (X) = aXd1 + bX , we
obtain that νθ(S(F )) = d1 − 1 for p− 1 ≤ d1(d1 − 1) < 2(p− 1). Applying
Theorem 4.2, we obtain that Corollary 6.5 holds p− 1 > (d1 − 1)2. We are
going to prove that if (d1−1)2 ≥ p−1 and d21 < 2(p−1), then k = 1, where
k is defined in Theorem 6.1. We have
⌊d1(d1 − 1)
p− 1 ⌋ = ⌊
d1 − 1
p− 1 ⌋+ k = k.
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Note
1 ≤ (d1 − 1)
2
p− 1 <
d1(d1 − 1)
p− 1 <
d21
p− 1 < 2.
The last inequality follows from the hypothesis. Then k = 1. We have proved
that νθ(S(F )) = d1 − d2, whenever p − 1 ≤ (d1 − 1)2 < d1(d1 − 1) < d21 <
2(p− 1). 
Remark 6.6. The modular equation associated to the polynomial F (X) =
aXd1 + bX defined in Corollary 6.5 has a unique minimal solution. This
is not true for d1 − 1 <
√
2(p− 1). Taking p = 67 and d1 = 12, we have
that the modular equation 12i + j ≡ 0 mod 66 has two minimal solutions:
(5, 6), (11, 0). Note that 12− 1 = 11 <
√
2(p− 1) = √132 ≈ 11.49.
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