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広角画像を用いた植物病害自動診断システムと 
その固有の問題 
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    In machine learning techniques, the potential similarity between the training data and test data leads the classifier 
overfitting. For developing a practical plant diagnosis system, this problem is likely to occur because obtaining the reliable 
dataset from actual field is usually expensive. In this paper, we prototype cucumber diagnosis systems for wide-angle field 
images. Our systems were developed based on 963 wide-angle on-site images including 24,565 leaves and other 50,000 
single leaf images with reliable label. We show that the leading object recognition techniques such as SSD and Faster 
R-CNN achieved excellent end-to-end disease diagnostic performance on the test dataset which is collected from the same 
population as the training dataset (86.9% recall and 81.4% precision for diseased cases), but it seriously deteriorated on 
completely different test dataset (3.2% recall and 84.6% precision). In contrast, our proposed two-stage systems which 
have an independent leaf detection and their diagnosis models attained acceptable performance (25.7% recall, 79.9% 
precision) on the unknown target dataset. We also confirmed its efficiency from visual assessment and therefore 
concluded that our proposals are suitable and can be used for the practical application. 
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１．	背景 
植物病害の早期発見および治療は，収穫量の減少や商
品価値の低下を最小限にするためにも非常に重要である．
しかし，現状の植物病害の診断は農家の目視，または遺
伝子検査を用いて行われており，金銭的・時間的コスト
を必要とする．この問題を解決するために，多くの植物
病害自動診断システムが提案されてきた．特に近年では，
深層学習手法である convolutional neural networks(CNNs)
が，学術分野にとどまらず様々な産業界において飛躍的
な成果をもたらしている．農作物業界においても，画像
診断ベースの CNNs を用いた自動診断システムが高い成
果を挙げている[1-12]．先行研究のいくつかは，近距離で
撮影された一枚の葉を用いた自動診断システムを提案し
ている[1-6]．Liu らはりんごの葉を用いた病害識別システ
ムを提案しており[1]，Mohanty らは PlantVillage データセ
ット[13]を用いて数十種の病害を対象とした識別器を構
築している[2]．彼らは高い精度のシステムを実現したが，
彼らの使用したデータセットは理想的な環境下で撮影さ
れた葉画像(葉が一枚ずつ切り取られ，実験室のような均
一な背景で撮影された画像)を用いており，汎化性能の面
で問題が確認されている．実際に，著者達が彼らの提案
した識別器を全く異なる環境下で評価した場合，性能が
著しく落ちることが報告されている．一方で，実践的な
環境下で撮影されたキュウリの葉画像を利用した診断シ
ステムの提案を行う研究がある[3-5]．彼らの近年の研究
では，典型的なキュウリの病害(8 クラス)の識別に対して
平均正解率 93%を達成している．そのほか，6 種類のキャ
ッサバ病害の識別を実用的な環境下で行った研究も報告
されている[6]．これらの提案システムの特徴は，近距離
からの実用的な病害葉診断を行う点であったが，大規模
な農園に置ける運用という面ではシステムに問題が残さ
れていた． 
また，近年画像認識分野において，CNNs ベースの強力
な手法である Faster R-CNN[14]や single shot multibox 
detector(SSD)[15]が提案されている．これらの手法の典型
的な特徴は，1 つの統合されたモデルである点，検出正確
性・スピード，また汎用性が一般的に優れているという
点である．これらの特徴は end-to-end な画像認識システム
を作る際に非常に有益であり，実際に一般物体認識タス
クにおいて優れた性能を発揮している．農作物業界にお
 Fig.1 ①integrated システムと②two-stage システムの概要図(赤枠と白枠はそれぞれ病害葉領域と健全葉領域を表す．) 
 
いても，様々な end-to-end システムが提案されており，
物体検出と計測[7-8]，物体検出と診断[9-11]という点で先
行研究が存在する．前者の例として，農場におけるソル
ガムの畑の画像から茎の数の検出と横幅の計測に Faster 
R-CNN[7]を用いたシステムがある．同様に， Faster 
R-CNN[7]を用いて圃場における茶葉の摘み取り位置を検
出するシステムも提案されている[8]．後者の例では，上
記で述べた手法等を様々に応用することで，9 種のトマト
病害の検出かつ識別に，物体検出での一般的な評価指標
である mean average preision(mAP)値において，86%を達
成したシステムがある[9]．その後，彼らは filter bank と
呼ばれる独自の手法を組み込み，物体検出時の誤検出で
ある false positiveの量を減少させることで，mAP値を 96%
まで向上している[10]．そのほか，end-to-end な小麦病害
検出システムも提案されており，fully convolutional neural 
networks を用いて，6 種の小麦病害と健全の識別に 98%
の認識精度を達成している[11]．彼らは深層学習ベースに
よる物体検出手法の，植物病害自動診断システムへの高
い適応性を示した．しかしながら，彼らの診断器の診断
範囲は限定的であり，農家や労働者の時間的・人的コス
トの削減には大きく寄与していないと考えられる． 
このような背景を踏まえ，私たちは，広角画像から病
気，害虫，生理的障害などの問題を正確に検出し診断で
きるシステムが農業支援において非常に重要であると考
える．最近では，非常に限定的ではあるが広角画像(定点
カメラで圃場を撮影した際を想定した画像)から植物病
害を自動診断する試みが存在する．その初の試みとして，
キュウリの圃場の広角画像から病害診断を行うシステム
が提案されている[12]．彼らは 2 段階で構成されるシステ
ムを提案しており，システムの前段・後段はそれぞれ葉
検出・葉診断を行い，両者共に CNNs で構成されている．
また，彼らはシステムを実用的な条件下で評価している．
具体的には，彼らの学習画像と評価画像は様々な照明条
件，撮影距離の下で撮影され，多種多様な背景を含んで
いる．彼らのシステムは，困難な環境下において確かな
成果を達成した一方で，精度の面では向上の余地が残さ
れていた． 
そこで本誌では，より高精度な実践的環境下における
広角画像を用いた end-to-end な植物病害自動診断システ
ムを提案する，また同時に，その際の問題点の調査結果
について報告する．先行研究[12]と我々の経験則に基づく
と，我々は 2 つの主要な問題に対して特に注意を払う必
要があると認識している．1 つめの問題点は，学習データ
と評価データに類似した画像が含まれていることにより
生じる過学習である．これは同じ圃場の画像で撮影され
た画像群を，学習データと評価データに分けた際に生じ
る典型的な問題である．学習データと評価データが互い
に排他的であるとはいえ，両者は潜在的に類似性を含ん
でいる．注意として，cross-validation といった交差検証も
この問題を考慮する必要がある．このような状況では，
表面的な性能は実際の性能よりも優れて観測される．ま
た，この問題はデータセットが複数の圃場から収集され
た画像で構成されていてもしばしば確認されている．さ
らに，この問題は広角画像を用いた診断システムにおい
てはより深刻な問題となる．なぜなら，同一または類似
した対象物が異なる画像に現れる可能性が高いからであ
る．主要な問題の 2 つ目は，教師データ作成に関する人
的コストと正確なラベル付の困難さである．実際に，上
記で述べた SSD のような手法を用いて end-to-end な診断
システムを作る際，大量の学習画像と，学習画像中に存
在する検出候補領域である boundary boxes，および各候補
領域のラベルを必要とする．しかしながら，葉のような
無数の物体が互いに重なり合う状況下では，各対象に適
切な病気のラベルを付けることは非常に困難である．そ
のような背景から，Quan らと同様に[12]，最初に対象物
体を検出し，診断用に特別に設計された識別器を使用し
て病害を診断する 2 段階システム(two-stage システム)を
使用することが現実的な選択肢である考える． 
本研究では，上記の two-stage システムと，Faster R-CNN
や SSD のように対象物の検出と識別をまとめて行う統合
されたシステム(integrated システム)との間で，広角画像
を用いた実践的な植物病害自動診断システムを比較する．
また，学習データと評価データとの潜在的な類似性の程
度に応じて，評価結果がどのように変化するかを比較評
価する．  
 
２．	方法 
	 我々は，2 種類の広角で実践的な end-to-end システムを
提案し，両者の性能について 2 種類の環境下の評価画像
を用いて評価を行う．Fig.1 に我々のシステムの概要図を
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示す．1 種類目のシステムは，葉検出と葉識別を一つの統
合されたシステム(integratedシステム)で実現されており，
2 種類目のシステムは，葉検出と葉識別の機能を 2 段階に
分けて組み合わせる 2 段階システム(two-stage システム)
で実現している．今回，我々の end-to-end システムの目
的は広角画像中のそれぞれの葉が病害か健全かの 2 種類
に識別することであるが，2 種類に限定されている理由は，
Quanらも述べているラベル付けの困難さによるものであ
る[12]．両システムに対して，学習データと同環境の評価
データと，学習データと全く異なる環境の評価データを
最終的な診断パフォーマンスの比較に使用した．この比
較検証によって，学習データと評価データの間の類似性
が最終的な診断結果に及ぼす影響について調べ，どちら
のシステムフローが実環境での診断に適しているかを議
論する． 
（１）データセットについて 
a）wide-angle データセット 
wide-angle データセットとして，様々なデジタルカメラ
で撮影されたキュウリの圃場の画像を，合計 963 枚用意
した．それぞれの広角画像はキュウリの葉が大量に写っ
ており，多様な光の条件下で互いに重なり合っている．
また全ての画像は，16,924 箇所の健全葉と 7,641 箇所の病
害葉を含む合計 24,565 箇所の葉を含んでいる．加えて，
全ての葉の箇所には，専門家によるラベル付けと，検出
候補箇所として Ground Truth が作成されている．学習用
に全画像の 90％（15,369 箇所の健全葉と 6,827 箇所の病
害葉を含む 867 枚の画像）を使用し，残りの 10%は評価
用（1,555 箇所の健全葉と 814 箇所の病害葉を含む 96 の
画像）としてランダムに選択した．これ以降，学習・評
価用のデータをそれぞれwide-angle*+,-.データセット，お
よびwide-angle*/0*データセットと呼ぶ．また今回用意し
た画像は 2：3 と 3：4 の 2 種類のアスペクト比を持って
いる． 
b）single_leaf データセット 
	 single_leaf データセットは，two-stage システムの後段の
識別部分の学習用に用意した．2. (1)の(a)で記述した 867
枚のwide-angle*+,-.データセットから，画像中の教師ラベ
ルが付与されている葉領域(健全葉 : 15,369 箇所，病害
葉 : 6,827 箇所，合計 : 22,196 箇所)を全て切り取った．
これ以降，切り取ったデータセットを leaf_cropped データ
セットと呼ぶ．続いて，leaf_cropped データセットに埼玉
県農業技術研究センターより提供された様々なキュウリ
病害の単一葉画像を組み合わせた．それぞれの画像は
224×224 にリサイズされており，多様に異なる背景を含
んでいる．この組み合わせたデータセット 50,000 枚
(25,000枚の健全葉, 25,000枚の病害葉)を leaf_allデータセ
ットと呼ぶ． 
c）different-wide-angle データセット 
	 我々の提案した end-to-end システム(integrated システム
と two-stage システム)を平等に評価するために，新たに
51 枚 の 広 角 画 像 を 用 意 し た ． こ れ ら の 画 像 はwide-angle*+,-.データセットと，wide-angle*/0*データセッ
トとは完全に異なる環境下で撮影されたデータセットで
ある．全ての画像中には，1,829 箇所の単一葉領域(健全
葉 : 820 箇所，病害葉 : 1,009 箇所)を含み，専門家によっ
てラベル付けされている．我々はこのデータセットをシ
ステムの最終的な性能評価にのみ用い，これ以降このデ
ータセットを different-wide-angle データセットと呼ぶ． 
（２）End-to-end diagnosis systems 
a）integrated システム 
まず，我々は SSD512 と Faster R-CNN を応用すること
で一つの統合された end-to-end システムを作成した
(integrated system)．SSD512 のモデルへ入力のために，全
ての学習画像を 512×512 pixels にリサイズした．Faster 
R-CNN には，入力画像のアスペクト比 2:3 と 3:4 に対応
して，それぞれ 600×900 pixels と 600×800 pixels になるよ
うにリサイズした．それぞれのネットワークは基本的に
ImageNet データセット[17]で学習済みの VGG-16 をベー
スとして構成されている．その後，学習済みのネットワ
ークに対して，wide-angle*+,-.データセットで fine tuning
を行なった．それぞれの識別器の評価にはwide-angle*/0*
データセットと，different-wide-angle データセットを使用
した． 
b）two-stage システム 
two-stage システムは，葉検出部と葉識別部から構成さ
れている．前段の葉検出器には， integrated システム
(SSD512, Faster R-CNN)を使用した．ここでは，葉検出器
による全ての検出結果は葉領域として扱われる．続いて，
葉検出器で検出した葉領域を，後段の CNN モデルで識別
する，またこの CNNs モデルを Quan らと同様に CNNdiag
と呼ぶ[12]．CNNdiag は基本的に学習済みの VGG-16 モデ
ルで構成される．CNNdiag への入力には，224×224 pixels
のカラー画像を用いた．学習の際は，初めの 10 層の畳み
込み層の重みは固定して，残りの 6 層のみ(3 つの畳み込
み層と，3 つの全結合層)を学習した．また，我々は 2 種
類の CNNdiag を性能評価のために用意した．1 つ目のCNNdiag,44は，leaf_all データセット(50,000 枚の画像)によ
り学習・評価され，2 つ目のCNNdiag5+67は leaf_cropped
データセット(22,196 枚の画像)により学習・評価されてい
る．全ての two-stage システムの評価は，integrated システ
ムの評価時と同様に，wide-angle*/0*データセットと
different-wide-angle データセットで評価した． 
（３）評価指標 
今回，integrated system と two-stage system を平等に評価
するために，最終的な葉検出・識別性能として F1-score，
precision，recall を用いた．それぞれの評価指標について
式(2.1)から式(2.3)に示す． 
 precision[%] = 	正しく検出した領域の数
全ての検出した領域の数
        (2.1) 
Table I wide-angle*/0*データセットにおける integrated システムと two-stage システムの性能比較結果 
 
 
  
Fig.2 wide-angle*/0*データセットに対して，SSD ベースの end-to-end システムの最終的な識別結果 
 
 recall[%] = 	 正しく検出した領域の数
全ての B+6C.D	E+C*Fの数        (2.2) 
 precision[%] = 	 G×7+/5-0-6.×+/5,44HIJKLMLNOPIJKQRR         (2.3) 
 
３．	実験と結果 
（１）実験 1 : wide-angle*/0* dataset の識別結果 
Table I にwide-angle*/0*データセット(健全葉 : 1,555 箇
所, 病害葉 : 814 箇所)を使用した時の葉検出性能と，葉
診断性能の評価比較結果を示す． 
結果より，SSD と Faster R-CNN を用いた integrated シ
ス テ ム の 方 が ， two-stage シ ス テ ム ( CNNdiag,44 ， CNNdiag5+67)よりも性能が優れていた．最も優れた葉検出
性能は，SSD を用いた際の F1-score : 91.5%であった．全
体の性能の傾向は，SSD も Faster R-CNN も同様であり，
integrated システム > two-stage システム (CNNdiag5+67) > two-stage システム (CNNdiag,44)の順番であった．ここ
で強調したいのは，CNNdiag,44はCNNdiag5+67よりもより
多くの画像(約 2.3 倍)を学習に用いていたが，性能は他よ
り劣っていた点である． 
Fig.2 にいくらかの実験結果の例を示す．初めの行の画
像は，検出候補領域である Ground Truth が記載された教
師画像で，2 番目と 3 番目の行の画像はそれぞれ integrated
システムと two-stage システムの検出・診断結果を示して
いる．これらの結果から，わずかな差異はあるが，
integratedシステムと two-stageシステムそれぞれにおいて，
ほぼ全ての葉領域を正確に検出かつ診断できていること
が確認できた． 
（２）実験 2 : different-wide-angle dataset の識別結果 
TableⅡに different-wide-angle データセット(健全葉 :
 TableⅡ different-wide-angle データセットにおける integrated システムと two-stage システムの性能比較結果 
 
 
  
Fig.3 different-wide-angle データセットに対して，SSD ベースの end-to-end システムの最終的な識別結果 
 
820 箇所，病害葉 : 1,009 箇所)計 51 枚を使用した時の葉
検出性能と，葉診断性能の評価比較結果を示す． 
different-wide-angle データセットは，全く異なる環境下
で撮影された評価画像のため，葉検出器の再現率(recall)
は大幅に減少したが，SSD と Faster R-CNN の両者におい
て高い精度(precision)を示した．実践的な識別器を作成す
るという観点で結果を捉えると，recall の大幅な減少は大
きな問題ではないと考える．しかしながら，最終的な識
別評価結果の値は，実験Ⅰの TableⅠの結果と比較して全
体的に減少した．全てのシステムについて大幅に診断性
能が減少した．最終的な各システムの序列は，two-stage
シ ス テ ム  ( CNNdiag,44 ) >  two-stage シ ス テ ム 
(CNNdiag5+67)	> integrated システムの順番であった．事実
として，integrated システムは病害葉の領域を検出するこ
とが出来なかった(病害葉に対しての recall 値は 2-3%程度
である)．一方で，two-stage システム(CNNdiag,44)はかろう
じて recall : 25.7%，precision : 79.9%の正確性で認識するこ
とが出来た． 
Fig.3 に different-wide-angle データセットを使用した時
のそれぞれのシステムの検出・診断結果を示す．それぞ
れの検出結果より，two-stage システムが，integrated シス
テムを圧倒する結果となった．より具体的には，two-stage
システムが，実践的な運用の際に重要視される病害葉領
域を，未知の評価データに対して比較的正確に認識して
いることが確認できた．  
４．	考察 
	 今回我々は, Quan ら[12]と比較して,より多くの学習画
像を利用し，キュウリ植物病害識別器を作成した結果，
葉検出性能・葉識別性能それぞれにおいて先行研究より
も優れた性能を発揮した．しかしながら，最終的な病害
診断性能は，学習と同環境の評価データセットで評価し
た際(TableⅠ: 実験Ⅰ)と，学習画像と完全に異なる環境下
で撮影された評価データセットで評価した際(TableⅡ : 
実験Ⅱ)で，大きく異なることが確認された．未知の環境
下の different-wide-angle データセットが少数に限られて
いたとはいえ，今回の結果より，TableⅡに示した性能が
より真に迫る結果であると我々は考える．この大きな差
異の理由は，学習データと評価データとの間の潜在的な
類似性に起因する（すなわち，同一または類似の対象物
が，類似した視野の広角画像に現れる可能性が高い）と
考えられる．また，事前にも述べたようにこの要因は過
学習である．これは，2 つの実験で性能の序列が逆転して
いるという事実からも確認することができる(実験Ⅰ : 
integrated シ ス テ ム  >  two-stage シ ス テ ム
(CNNdiag5+67) > two-stage システム (CNNdiag,44)，実験
Ⅱ : two-stageシステム(CNNdiag,44) > two-stageシステ
ム(CNNdiag5+67)	> integrated システム)．葉検出性能に
関しては，未知のデータに対しても SSD または Faster 
R-CNN を用いることで，実用的なレベルの性能で実現す
ることができた． 
	 結果に基づくと，我々の提案した two-stage システムは
この問題に対して適した選択であると考える．すでに述
べた通り，integrated system にはいまだ 2 つの欠点が残さ
れているためである．欠点の 1 つ目に，integrated システ
ムに適した十分な学習データセットを集めることの難し
さが考えられる．今回，integrated system の学習には，合
計 867 枚の画像と，それらの画像中に含まれる 22,000 箇
所以上の葉領域を使用した．しかし，過学習という結果
から完全に不十分であることが確認できた． 
  一方で，two-stage システムの識別部(CNNdiag)では，学
習画像を増加させることで，汎化性の面で識別性能を向
上させることが確認できた．それゆえに，integrated シス
テム用のデータセットの準備よりも，単一葉の病害検出
器用のデータセットを準備する方がより簡単であり望ま
しいと考えられる． 
  欠点の 2 つ目に，広角画像のデータをラベル付けする
ことが非常に時間的・人的な面でコストがかかる点であ
る．適切な教師ラベル付けをそれぞれの広角画像に行う
ことは専門家でさえも非常に困難であり，単一葉の画像
をラベル付けするよりも難しい．なぜなら，広角画像中
のそれぞれの葉領域は多くが小さく，実物のようにくっ
きりと確認できないからである．このような流れより，
広角画像から植物病害診断を行う際には，様々な種類の
病害を含ませやすく，病害画像の収集がより容易である
two-stage システムを運用する方が適していると考えられ
る． 
  これらの実験より，今回様々な病害画像を用いて
two-stage システムを作ったが，今後より多くの学習画像
を収集し学習することで，実践的な環境下においてさら
なるモデルの性能の向上を図ることができると考える．
近い将来，さらなる病害を含めた学習画像を利用するこ
との効果を調査する予定である． 
   
５．	結論 
今回我々は，圃場での定点カメラによる病害診断での
使用を想定した，end-to-end な広範囲に渡る植物病害自動
診断システムを提案した．実験環境として，おおよそ 1,000
枚の圃場における広角画像を学習・評価に利用し，既存
の優れた物体検出手法(SSD，Faster R-CNN)を利用した．
その結果，SSD といった手法を用いたシステム(integrated
システム)では，未知のデータセットで評価を行った際に，
望まれる性能よりも極端に低い性能(過学習)を示した．一
方で，より性能向上の余地の必要性はあるが，我々の提
案した two-stage システム(葉検出+葉識別)は，未知のデー
タに対して integrated システムより優れた性能を示した．
今回の調査より，two-stage システムを用いることが，学
習データの収集の容易さ，教師ラベル付与の容易さ，お
よびそれらを含む性能改善の容易さの観点から，two-stage
システムを使用することが望ましいと考えられる． 
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