Multi-layered complex systems appear nowadays in many applications, ranging from quantum systems to machine learning. A major question is about their stability, which is partially encoded in the Lyapunov exponents. We study their microscopic spectral statistics, resulting from the product of M complex Ginibre random matrices of sizes N ×N . In a double scaling limit for N, M → ∞ they exhibit a rich variety of correlations and we argue that this behaviour is universal, and thus to be seen in applications. Depending on the relation between N and M , we find a deterministic (M N ) and a probabilistic regime (M N ). On the scale of the local mean level spacing the former shows picket fence statistics, the sum of equally spaced eigenvalues known from the quantum harmonic oscillator, which is integrable. In contrast, the probabilistic regime follows the universal statistics of the classical Gaussian Unitary Ensemble (GUE) of random matrices, describing quantum chaotic systems. At the transition, when imposing a critical scaling M ∝ N , we find two new classes of statistics. They interpolate between the deterministic and the GUE sine-or Airy-kernel, depending on the location in the spectrum. Our analytical computations are based on the representation of the product matrix as a determinantal point process. The universality conjecture is corroborated by comparing with simulations for other kinds of random matrix products.
Introduction. Products of random matrices are often applied to understand statistical properties of multilayered complexity, describing the propagation of randomness through interactions between neighbouring layers. The class of multi-layered complexity embraces problems in the theory of dynamical systems in connection with the issue of stability, ergodicity and Lyapunov spectra [1, 2] ; in thermal field theory and quantum propagation, where the underlying systems are described by products of transfer matrices or propagation kernels [3, 4] ; in quantum entanglement [5] ; in wireless telecommunication and information theory modelling information propagation through a sequence of MIMO channels [6, 7] ; in machine learning in the analysis of the dynamical behaviour of deep neural network [8] ; in disordered systems [9] ; in studies of complexity of random maps [10] ; in machine inference based on hidden Markov chains [11] ; in non-perturbative quantum gravity with space-time foliation [12] ; in multiplex networks [13, 14] and in many other fields. The way how the products are implemented depends on the specific problem and requires a case-by-case study. However, many properties of random matrices and their products are highly universal in the limit of large matrix size. We want to shed some light on detailed generic properties of the multi-layered complexity when both, dimension and number of matrices multiplied, become large.
Products of random matrices have been studied since the sixties [15, 16] . These studies have mainly concen-trated on limiting laws for products of N × N dimensional matrices in the limit of a large number M → ∞ of matrices multiplied. It is convenient to think of N as the number of degrees of freedom per layer, and of M as the number of layers or, alternatively, as the numbers of spatial and temporal degrees of freedom, respectively. A special case is the product of complex Ginibre matrices [17] , square complex matrices with independent identically distributed (i.i.d.) normal random variables [18, 19] as entries. In this case one can determine the spectrum of Lyapunov exponents in the limit M → ∞, cf. [20] for a recent summary of mathematical results. Recently, exact analytical expressions for the joint probability distribution functions of the eigenvalues [21] and singular values [7, 22] have been derived for finite M and N . The underling structure of a determinantal point process [23] has proven to be very fruitful, as all k-point correlation functions are given by
with correlation kernel K(x j , x l ) and level density R 1 (x) = K(x, x). For Ginibre matrices [7, 22] it is expressed in terms of Meijer G-functions [24] . These findings have initiated considerable activity, leading to an exact determination of all correlations for finite M and N → ∞, see e.g. [25] [26] [27] and references in the review [28] . An alternative measure in random matrix theory is the nearest neighbour spacing distribution, see [29] for a recent application to Lyapunov spectra.
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Here, we derive the full local spectral statistics for the Lyapunov exponents in a double scaling limit (dsl) M, N → ∞. Such limits can be understood as continuum limits in space and time. In [30] , we have argued that when taking first M → ∞ and then N → ∞ the local spectral statistics is that of a quantum harmonic oscillator, named picket fence statistics in [31] . In contrast, taking first N → ∞ and then M → ∞, should yield the universal local statistics of the Gaussian Unitary Ensemble (GUE) associated to quantum systems that are K-chaotic in the classic world [31] . Relating picket fence statistics with the onset of an integrable quantum system and, hence, complementing the Berry-Tabor conjecture [32] , products of operators can undergo a transition. We determine the spectral statistics at such a transition for systems represented by operators without further symmetries, by choosing complex Ginibre matrices.
Qualitative Discussion. We consider M + 1 layers of the system, where each layer is described by an Ndimensional vector v j , j = 0, . . . , M . In the simplest situation v j = X j v j−1 , the evolution from an initial condition v 0 to the M 'th layer follows the product X M · · · X 1 . Much information is encoded in the Lyapunov exponents being eigenvalues of the Lyapunov matrix
Invertibility of the product is assumed throughout this work. Let us consider an arbitrary product of operators, without prior assumption about their dependence. While our explicit calculations are for Ginibre matrices, our discussion should apply to more general situations. As an example, in Fig. 3 , we compare the microscopic level density in the bulk of the spectrum of the product of Ginibre matrices, complex Bernoulli matrices (with entries 0, ±1, ±i, ±1 ± i), and sums of Ginibre matrices A j , X j = A j + A j−1 with A 0 = 0. The latter choice can be understood as a model for progressive scattering with a short memory, making it non-Markovian. For M = 2 it was considered in [33] .
In several works, e.g. [18, [34] [35] [36] [37] , it has been shown for various kinds of X j being i.i.d. that the distributions of the Lyapunov exponents λ j become asymptotically Gaussian when M N . The level density is
with deterministic meansλ j [18] and standard deviations σ j . For Ginibre they are given by [30] where ψ(z) = (log Γ(z)) is the digamma function [24] . When N/M → 0 the level density becomes a sum of Dirac delta functions, corresponding to picket fence statistics after proper unfolding.
Clearly, the approximation (3) holds as long as the overlap between individual Lyapunov exponents is small, meaning the jth width-to-spacing-ratio (WSR) defined by
is small. In the case of M Ginibre matrices this is always satisfied when j is fixed while N, M → ∞ (hard edge scaling, lower bound), regardless of any relation between N and M . In contrast, for the largest, N th Lyapunov exponent, WSR N ≈ N/M is only small when M N . For M N we cannot expect the approximation (3) to hold; the overlap between individual eigenvalue distributions becomes large, their interaction dominant and the standard GUE results [38] should follow. The critical regime is when M ∝ N or more precisely M ∝ j.
Hence, we obtain the following picture illustrated in Fig. 1 for the product of M Ginibre matrices as discussed in detail in the ensuing paragraphs. When studying the dsl M, N → ∞ with the relation a = lim N →∞ N/M , we find three distinct asymptotic regimes: (i) M (N ) increasing super-linearly (a = 0), (ii) linearly (0 < a < ∞), or (iii) sub-linearly (a = ∞) with N . This identification of scales is our first main result. Below we will only consider the bulk and soft edge (upper bound) of the Lyapunov exponents as they display new features. The local WSR is parametrised by a as WSR j=N p = √ ap, see (5) . It increases when moving from left to right in the spectrum, cf. Fig. 1 . A similar picture is expected for a general product of operators, with the WSR as a parameter, cf. Fig. 3 . Unfolding for Ginibre. To compare microscopic properties of different spectra one needs to unfold them [39] . The averaged cumulative densitȳ
x r bulk HxL has to be determined, withR 1 (λ) being the nonfluctuating part of the level density, approaching the macroscopic level density at N → ∞. When no analytical formulas forR 1 (λ) andN (λ) are available, e.g. for comparison with experimental data, one has to perform a fit, see e.g. [39] . Fortunately, for products of Ginibre matrices analytical formulas for R 1 (λ) exist [7] . The eigenvalue statistics of the random matrix exp[2M L] follows a determinantal point process at fixed M and N , cf. (1), with kernel
Here, G j is essentially a Meijer G-function following from an equivalent representation of the kernel in [22] . The normalized level density of L is then
The prefactor stems from the Jacobian of the unfolding. Similarly, the k-point correlation functions (1) of L are given by the kernel 2M e 2M λj K(e 2M λj , e 2M λ l ).
Due to the explicit form of the kernel (7) we can take various limits. For fixed N and sufficiently large M one reproduces the Gaussian result (3): For y = e 2M λ , the integral (8) picks up its main contribution from the saddle point at t = 0. When M → ∞ with finite j, this yields a Dirac delta atλ j = ψ(j)/2. Thence, the spectrum at the hard edge is always discrete and deterministic on a microscopic scale and, after proper unfolding, gives picket fence statistics.
The unfolding follows from the asymptotic behaviour of the eigenvalues of the matrix e 2L /N which are approximately e ψ(j) /N . For j = N p with p ∈ (0, 1) being of order N , the limiting form is e ψ(j) /N ≈ p for N → ∞, following from the asymptotic formula ψ(N p) ≈ log(N ) + log(p) + O(1/N ). Thus, the eigenvalues p = e 2λ /N are uniformly distributed on (0, 1). This only holds when being away from the edges at p = 0, 1. The map λ → p is just the cumulative distribution (6) (quantile) and therefore the proper unfolding.
Bulk Statistics. Zooming into the microscopic scale in the bulk at p ∈ (0, 1) we consider two neighbouring points x = (N p + ξ) M and y = (N p + ζ) M in the kernel (7), with ξ and ζ of order unity. Multiplied with the Jacobian M (N p + ξ) M −1 the kernel (7) in the bulk becomes
for a = lim N,M →∞ N/M ∈ (0, ∞). This is our second main result. Here, g(ξ) is an appropriate function to guarantee the existence of the limit. It drops out for any k-point correlation function (1 
The behaviour of ρ bulk (ξ; a) is shown in Fig. 2 . A comparison to Monte Carlo simulations of three different products of random matrices is given in Fig. 3 . The interpolating microscopic density in the bulk (11) as well as the corresponding kernel (10) enjoy a discrete periodicity on a local scale, i.e. ρ bulk (ξ; a) = ρ bulk (ξ + 1; a). A full continuous translation invariance [27] is restored only in the limit a → ∞ where one recovers the sine-kernel [38] K sin (ξ, ζ) = sin[π(ξ − ζ)] π(ξ − ζ) = lim a→∞ K bulk (ξ, ζ; a) . (12) The limit follows from approximating the sum (10) by an integral that can be performed. Yet, there is still a small region between the hard edge and the bulk even for a → 0 where the transition kernel (11) can be still found. We recall that WSR j , see (5) , or equivalently ap = j/M = WSR 2 j enters in the kernel (11) . 
x r bulk HxL Figure 3 . Comparison of Monte Carlo simulations (symbols) of three matrix products introduced after (2), at M = 250, N = 30, with the analytical result (11) at WSRj=15 ≈ 0.24 (black curve). Each product ensembles comprises 1192 configurations, with a residual statistical error of about 10% (grey area). Because of the small matrix dimension N = 30, we expect further deviations for the chosen eigenvalues j = 13, . . . , 17 . To improve the fit we replaced p = 15/30 = 0.5 by p = (15 + ξ)/30 in (11) .
For a → 0 the expression (11) reduces to a sum of Dirac delta functions,
because the erfi-function approximately narrows to a Gaussian. The same applies to any k-point correlation function, yielding picket fence statistics [31] . Soft Edge Statistics. At the edges the mean level spacing has a different scaling behaviour. For the soft edge p = 1, we adopt the finite M scaling of [27] and find the position of the upper spectral edge of exp[2M L] at N M (M + 1) M +1 /M M , when N → ∞. The probability of finding an eigenvalue above the edge drops exponentially. Therefore, we zoom into the spectrum as
The prefactor (M/N ) 2/3 in front of ξ is reminiscent to the Airy-kernel scaling [38] . We insert this scaling into (7) and fix the limit a = lim N,M →∞ N/M . Then, the dsl M, N → ∞ (14) leads to the interpolating kernel,
K (x, y)
our third main result. The contour C is given by the shifted imaginary axis iR + 1/2. The interpolating microscopic level density at the soft-edge reads ρ soft (ξ; a) = WSR N AE0 K soft (ξ, ξ; a). We expect that these statistics will also hold for more general products of operators, as long as a soft edge is present.
For a → ∞, we recover the GUE Airy-kernel [38] ,
depending on the Airy function. For the interpolating level density at the soft edge we have the limit lim a→∞ ρ soft (ξ; a) = 2 1/3 Ai 2 (2 1/3 ξ) − 2 2/3 ξAi 2 (2 1/3 ξ) .
(17) We would like to emphasize that just like the Airykernel (16) the spectrum of (15) is still not yet properly unfolded. For example, for large argument ξ, the limiting Airy-density (17) increases as |ξ| to the left, originating from the macroscopic semi-circular density of the GUE.
In Fig. 4 we compare the unfolded density for the interpolating kernel (15) and the Airy-density. Note that our unfolding is only valid inside the support of the macroscopic level density. For the tails, which include the Tracy-Widom distribution [40] , a different means of comparison has to be sought.
In the opposite limit, for a → 0, we rescale ξ =ξ/a 1/3 ,
This is the picket fence statistics and hence the spectrum of a quantum harmonic oscillator. The rescaling by a −1/3 is essential to get a normalized mean level spacing. It is well known that the largest eigenvalue distribution of the Airy-density (17) is given by the Tracy-Widom distribution [40] . In contrast, in the picket fence limit the largest eigenvalue is approximately Gaussian, see (3) , which was also found in [41] via a Fokker-Planck approach. The interpolating kernel (15) thus describes an interpolation between the two, demanding further investigations. Conclusions. We have discussed local statistical properties of Lyapunov exponents resulting from products of M random matrices of size N in various limits. Our first result was to identify the double scaling limit N, M → ∞, where M typically represents the number of layers or times steps and N the degrees of freedom and thus the complexity of the underlying system. We found that a linear relation a ∝ N/M separates two different regimes, associated with integrable or chaotic behaviour. When M N the entire Lyapunov spectrum becomes deterministic and can be mapped to a picket fence, thus corresponding to the integrable harmonic oscillator. In the opposite limit M N , for the bulk and the largest Lyapunov exponents at the soft edge of the spectrum we found classical random matrix statistics of the GUE, associated with quantum chaotic behaviour. In the critical regime two families of a-dependent correlations interpolate between the sine-and Airy-kernel of the GUE and the picket fence, respectively. We have identified our scaling parameter a as the squared width-to spacing-ratio of Lyapunov exponents, aiming at general applications. The claimed universality of our analytical findings was substantiated by comparison with numerical simulations of different random matrix products.
Apart from applications to realistic dynamical systems, where such a transition should be identified, several more theoretical questions remain open. A standard quantity in measuring chaotic behaviour is the nearest neighbour spacing distribution. In the integrable limit the equal spacing of the unfolded level density is described by a Dirac delta rather than a Poisson distribution. The shape of such a transition, starting from the Wigner surmise, is worth investigating. Second, the supposedly exponential tail of the distribution of the largest Lyapunov exponent has important consequences for the stability of the system and its Kaplan-Yorke dimension [45] . Our interpolating Airy-kernel suggests a transition from the Tracy-Widom distribution to a Gaussian also observed in [41] . Another direction of investigation would be the analysis of the microscopic statistics of the eigenvalues and the singular values of the product matrix. For the spectral radius were first investigations done [42] [43] [44] and a transition was found there, too.
