We consider a continuous-review inventory model for a firm that faces deterministic demand but whose supplier experiences random disruptions. The supplier experiences "wet" and "dry" (operational and disrupted) periods whose durations are exponentially distributed. The firm follows an EOQ-like policy during wet periods but may not place orders during dry periods; any demands occurring during dry periods are lost if the firm does not have sufficient inventory to meet them. This paper introduces a simple but effective approximation for this model that maintains the tractability of the classical EOQ and permits analysis similar to that typically performed for the EOQ. We provide analytical and numerical bounds on the approximation error in both the cost function and the optimal order quantity. We prove that the optimal power-of-two policy has a worst-case error bound of 6%.
Introduction
Despite the careful attention paid to inventory planning in a supply chain, supply disruptions are inevitable. Disruptions may come from a variety of sources, including labor actions, machine Our computational results are detailed in Section 7. Finally, in Section 8, we draw conclusions from our analysis and suggest future research directions. Proofs of all lemmas, theorems, etc.
are provided in the Appendix.
Literature Review
Supply uncertainty takes the form of either yield uncertainty, in which supply is always available but the quantity delivered is a random variable (see, e.g., Yano and Lee 1995) , or disruptions, in which the supplier experiences failures during which it cannot provide any product. This paper is concerned with disruptions. (Disruptions may be considered as a special case of random yield in which the yield variable is Bernoulli; however, most random yield models assume continuous random variables and are not immediately applicable to disruptions.)
The earliest paper to consider supply disruptions seems to be that of Meyer, Rothkopf and Smith (1979) , who consider a production facility facing constant, deterministic demand. The facility has a capacitated storage buffer, and the production process is subject to stochastic failures and repairs. The goal of the paper is not to optimize the system but to compute the percentage of time that demands are met. The optimization of such finite-production-rate systems has been considered by a number of subsequent authors (e.g., Hu 1995 , Moinzadeh and Aggarwal 1997 , Liu and Cao 1999 , Abboud 2001 ). Parlar and Berkin (1991) introduce the first of a series of models that incorporate supply disruptions into classical inventory models. They study the EOQD: an EOQ-like system in which the supplier experiences intermittent failures. Demands are lost if the retailer has insufficient inventory to meet them during supplier failures. The retailer follows a zero-inventory ordering (ZIO) policy. Their cost function was shown to be incorrect in two respects by Berk and Arreola-Risa (1994) , who propose a corrected cost function. It is their function that we approximate in this paper. Weiss and Rosenthal (1992) derive the optimal ordering quantity for a similar EOQ-based system in which a disruption to either supply or demand is possible at a single point in the future. This point is known but the disruption duration is random. Parlar and Perry (1995) extend the EOQD by relaxing the ZIO assumption, by making the time between order attempts a decision variable (assuming a non-zero cost to ascertain the state of the supplier), and by considering both random and deterministic yields. (The ZIO assumption was also considered by Bielecki and Kumar (1988) , who found that, under certain modeling assumptions, a ZIO policy may be optimal even in the face of supply disruptions, countering the common view that if any uncertainty exists, it is optimal to hold some safety stock to buffer against it.) Parlar and Perry (1996) consider the EOQD with one, two, or multiple suppliers and non-zero reorder points. They show that if the number of suppliers is large, the problem reduces to the classical EOQ. The suppliers are non-identical with respect to reliability but identical with respect to price, so as long as at least one supplier is active, the retailer does not care which one it orders from. Gürler and Parlar (1997) generalize the two-supplier model by allowing more general failure and repair processes. They present asymptotic results for large order quantities.
Given the complexities introduced by supply disruptions, only a few papers have considered stochastic demand, as well. Gupta (1996) formulates a (Q, R)-type model with Poisson demand and exponential wet and dry periods. Parlar (1997) studies a similar but more general model than Gupta-for example, allowing for stochastic lead times-but formulates an approximate cost function. Mohebbi (2003 Mohebbi ( , 2004 ) extends Gupta's model to consider compound Poisson demand and stochastic lead times; he derives expressions for the inventory level distribution and expected cost, both of which must be evaluated numerically except in the special case in which demand sizes are exponentially distributed. Chao (1987) and Chao, et al. (1989) consider stochastic demand for electric utilities with market disruptions and solve the problem using stochastic dynamic programming.
Periodic-review inventory models with supply disruptions have received somewhat less attention in the literature than their continuous-review counterparts. Arreola-Risa and DeCroix (1998) develop exact expressions for (s, S) models with supplier disruptions but use numerical optimization since analytical solutions cannot be obtained. Song and Zipkin (1996) present a model in which the availability of the supplier, while random, is partially known to the decision maker. They prove that a state-dependent base-stock policy is optimal (for linear order costs) and solve the model using dynamic programming. Tomlin (2006) explores a range of strategies for coping with supply disruptions, including the use of inventory, routine dual sourcing, and emergency dual sourcing; he characterizes settings in which each strategy is optimal. Tomlin and Snyder (2006) consider a "threat-advisory" system in which the disruption risk is non-stationary and the firm has some indication of the current threat level; they examine the benefit of such a system and the effect that it has on the optimal disruption-management strategy.
disruptions and deterministic demand. Tomlin provides a simple, intuitive formula for the optimal base-stock level for this system; this formula is also closely related to a formula by Güllü, Onol and Erkip (1997) . Schmitt, Snyder and Shen (2007) prove several properties of this system and provide an approximation for such systems with stochastic demand. Chopra, Reinhardt and Mohan (2007) consider a newsvendor facing both supply disruptions and yield uncertainty in a single-period setting. They examine the error inherent in "bundling" the two sources of supply risk; i.e., acting as though the disruptions are simply a manifestation of yield uncertainty. extend their analysis to the infinite-horizon case and show that the effect of bundling can be quite different in single-period and infinite-horizon settings.
Most of the papers cited in this section propose a numerical approach for optimizing their cost functions-few are solved in closed form. In contrast, the approximate cost function proposed in this paper may be solved in closed form, and as a consequence, a number of analytical results may be derived for it. Our model has been extended by several authors, including Heimann and Waage (2006) , who relax the ZIO assumption; Ross, Rong and Snyder (2008) , who consider non-stationary demand and disruption parameters; Qi, Shen and Snyder (2007) , who consider disruptions at the retailer as well as the supplier; and Qi et al. (2008) , who use the model of in a joint location-inventory context.
Model Formulation

Original Model
Consider an EOQ model under continuous review with fixed ordering cost K, holding cost h per unit per year, and constant, deterministic demand rate D units per year. (Without loss of generality we assume that the time unit is one year.) Suppose that the supplier is not perfectly reliable-that it functions normally for a certain duration (called a "wet period") and then shuts down for a certain duration (a "dry period"). During dry periods, no orders can be placed, and if the retailer runs out of inventory during a dry period, all demands observed until the beginning of the next wet period are lost, with a stockout cost of p per lost sale. The durations of both wet and dry periods are exponentially distributed, with rates λ and µ, respectively.
Every order placed by the retailer is for the same quantity, Q, orders are only placed when the We refer to this problem as the economic order quantity with disruptions (EOQD).
A typical inventory curve is pictured in Figure 1 . Note that the inventory position never becomes negative since unmet demands are lost.
The EOQD was first formulated by Parlar and Berkin (1991) , whose expected cost function was shown by Berk and Arreola-Risa (1994) to be incorrect in two respects. Berk and ArreolaRisa derive the following corrected expression for the expected annual cost as a function of Q:
where
is the probability that the supplier is in a dry period when the retailer's inventory level reaches 0. We will often suppress the argument Q in β 0 (Q) when it is clear from the context.
The first-order condition dg 0 /dQ = 0 cannot be solved in closed form because it has the functional form
for suitable constants α i , for which no closed-form solution is readily available. (The first-order condition is written out explicitly in equation (17) in our Appendix.) Moreover, Berk and Arreola-Risa prove that g 0 (Q) is unimodal (i.e., quasiconvex), but it is not known whether it is convex.
Assumptions
Before introducing our approximation to (1), we impose three mild assumptions on the problem parameters. First, we assume that all costs and other problem parameters are non-negative.
Second, we assume that λ < µ, that is, wet periods last longer on average than dry periods.
Third, we assume that √ 2KDh < pD. If there were no disruptions, this model would reduce to the classical EOQ model, whose optimal annual cost is well known to equal √ 2KDh (see, e.g., Zipkin 2000) . Therefore √ 2KDh is a lower bound on the optimal cost of the system with disruptions. One feasible solution for the EOQD is for the retailer never to place an order and instead to stock out on every demand; the annual cost of this strategy is pD. Therefore, the assumption that √ 2KDh < pD is meant to prohibit the situation in which it is more expensive to serve demands than to lose them.
For convenience, we define g E (Q) = KD Q + hQ 2 , the classical EOQ cost function.
Approximation
We propose approximating Berk and Arreola-Risa's cost function by replacing β 0 (Q) with
for a constant 0 < r ≤ 1. The resulting approximate cost function is
Note that the functional form of this cost function,
is similar to that of the EOQ cost function,
cQ . This similarity in structure gives rise to many of the EOQ-like properties derived in Sections 5 and 6. Indeed, many of the results in this paper hold (with appropriate modifications) for any cost function of the form given in (5).
The first term in β 0 (Q), λ/(λ + µ), is the steady-state probability that the supplier is in a dry period, while the second term, 1 − exp(−(λ + µ)Q/D), accounts for the knowledge that when the inventory level hits 0, we were in a wet period as recently as Q/D time units ago.
Our approximation replaces this exponential term by a constant r that is independent of Q.
In the special case in which r = 1, the approximation ignores the recent history of the system state and assumes that the system is already in steady state when each order attempt is made.
In general, one should set r close to 1 if the Markov process that governs disruptions and recoveries reaches steady state quickly relative to Q/D (the time between order attempts), and to a smaller value otherwise. (By "steady-state" we mean that the probability of the system being in a given state at time t + ∆t is roughly equal to the steady-state probability, and is roughly independent of the system state at time t.) The Markov process reaches steady state quickly relative to Q/D if state transitions occur frequently (i.e., if λ and/or µ are large) or if Q is large or D is small.
Ideally, one would set r = 1 − exp(−(λ + µ)Q 0 /D), where Q 0 is the optimal order quantity for the exact model (i.e., Q 0 minimizes g 0 (Q)), but of course this is not practical since Q 0 is not known a priori. In Section 7.2.1, we test a range of r values and find that r = 1.0 is quite robust, performing well for a wide range of instances. If λ and µ are small or D is large, or if Q is likely to be small because K is small or h is large, then one might use a smaller value of r (or a larger value in the opposite case).
A slightly more sophisticated approach would set r = 1 − exp(−(λ + µ)Q/D) using a value of Q obtained using some heuristic procedure, for example, using the EOQ model. Alternately, one could set r to some initial value, say 1.0, then use the optimal Q * given in Theorem 2 below to obtain a more accurate value for r. However, the disadvantage of letting r depend on the parameter values is that it may destroy some of the theoretical properties (e.g., convexity/concavity with respect to the parameters) proved below. In addition, algorithms that depend on a closed-form expression for Q * may not accommodate the extra step of computing r endogenously. For example, the model by Qi et al. (2008) requires the optimal inventory cost to be concave with respect to the demand D, which is computed endogenously; r must be a constant and may not also be a function of this endogenous D.
We suggest using r = 1.0 in general, and deviating from this value only if Q is likely to be very small relative to D or if transitions between wet and dry states occur very infrequently.
Although Berk and Arreola-Risa assume exponentially distributed wet and dry period durations, other distributions would yield similar cost functions, with the term 1−exp(−(λ+µ)Q/D) replaced by a distribution-specific term. Our approximation is applicable to these cases, as well, with the quality of the approximation determined by the rate with which the system approaches steady-state.
One would expect that as the supplier's reliability improves, the EOQD begins to resemble the EOQ more and more closely. In particular, as λ gets small or µ gets large (so that wet periods last much longer than dry periods), g approaches the classical EOQ cost function, as Proposition 1 demonstrates. The proof is omitted; it follows from the fact that as λ/µ → 0,
The same result holds for Berk and Arreola-Risa's g 0 , though it does not hold for Parlar and Berkin's original (incorrect) cost function.
Optimal Solution
In this section we show that our approximate cost function g is convex and provide a closed-form solution for the optimal value of Q, denoted Q * . All proofs are given in the Appendix.
Note that Q * can be rewritten as
for appropriate constants a and b, emphasizing the relationship between Q * and the optimal order quantity for the classical EOQ, 2KD/h.
Accuracy of Approximation
Accuracy of Cost Function
In this section, we discuss the accuracy of g as an approximation for g 0 . Our first result provides a simple characterization of the instances in which g(Q) overestimates g 0 (Q), i.e., in which the approximation is conservative. (Note that if r = 1, then β > β 0 (Q) for all Q, simplifying the assumptions in the "if and only if" statements.) The condition in part (a) of Proposition 3 holds for any Q for which it is cheaper for the firm to use an order quantity of Q than to stock out on every demand.
Typically, this encompasses quite a wide range of Q values. Part (b) of the proposition confirms that the optimal Q is in the critical range.
Next we show that g(Q) does not deviate from g 0 (Q) by too much by proving a worst-case bound on the magnitude of the error. This bound holds for the case of Q = Q * ; part (b) of the theorem also provides another, sometimes tighter, bound for this case. 
Accuracy of Optimal Solution
In this section we examine the gap between Q * and the quantity Q 0 that minimizes g 0 (Q). The next proposition demonstrates that Q * ≥ Q 0 in the special case in which r = 1; Theorem 6 then establishes a bound on the gap between Q * and Q 0 for all r, under a certain condition regarding g 0 .
Proposition 5 If r = 1, then Q * > Q 0 , where Q 0 is the value of Q that minimizes g 0 (Q).
For r < 1, there appears to be no simple characterization of the cases in which Q * > Q 0 . For example, the condition under which
does not work here-one can find instances that satisfy this condition even though for some, Q * > Q 0 , and for others, Q * < Q 0 .
The next theorem provides an upper bound on the approximation error in the optimal solutions, but it relies on the second derivative of g 0 being positive at Q * and the third derivative of g 0 being negative on the range [Q 0 , Q * ]. The sign of the second derivative is not known (since g 0 is known to be quasiconvex but not necessarily convex), nor is that of the third derivative.
If the derivatives happen to have the correct signs, then the bound holds; otherwise the bound is likely to hold approximately, since g approximates g 0 closely in this range and the derivatives of g do have the correct signs: d 2 g/dQ 2 > 0 everywhere by Theorem 2(a), and In what follows, the notation
g 0 (Q * ) and g 0 (Q * ) are too cumbersome to write out explicitly here, but they can be computed simply by differentiating g 0 and plugging (6) in for Q. In general, the bound provided by Theorem 6 tends to be small since g (Q * ) = 0 and typically g 0 (Q) ≈ g(Q) in the neighborhood near Q * . Figure 3 depicts g (upper curve) and g 0 (lower curve) near their minima, along with tangent lines for both curves at Q = Q * . Note that the tangent line to g 0 is nearly horizontal.
Use as Heuristic
It is natural to think of Q * as a heuristic solution for the EOQD in cases for which the lack of closed-form solution for Q 0 makes it impractical to compute it exactly. Theorem 7 presents a bound on the relative error that results from using Q * instead of Q 0 when the exact cost function g 0 prevails. It applies to the special case in which r = 1 only. Bounds are also available for r < 1 but they are more mathematically cumbersome. The bound is subject to the assumption made in Theorem 6.
and if the assumptions of Theorem 6 hold, then
We argued in Section 4.2 that, typically, θ ≈ 0, so the numerator of the bound in Theorem 7
is generally small while the denominator is several orders of magnitude larger. Therefore, the error resulting from using Q * as a heuristic solution tends to be quite small. Numerical confirmation of this claim can be found in Section 7.2.5.
Properties of Optimal Solution
Having established the validity of g as an approximation for g 0 , we now set g 0 aside and examine properties of g itself. We first compare the optimal order quantity and cost for the (approximate) EOQD to those of the classical EOQ quantity and cost. Then we show that g exhibits several properties that mirror the behavior of the classical EOQ model. In Section 6, we will show that the approximate EOQD lends itself to sensitivity analysis and the analysis of power-of-two policies.
Proposition 8 establishes that the cost of a given order quantity Q under the (approximate)
EOQD model is greater than that of the EOQ under the same Q for reasonable values of Q, i.e., those for which Q results in a cost that is less than the cost of stocking out on every demand.
Part (b) of the proposition also verifies that Q * has this property.
The next proposition demonstrates that Q * [g(Q * )] is larger than the optimal EOQ solution
[cost], and that the difference between them may be arbitrarily large.
Proposition 9
Let Q E = 2KD/h be the optimal EOQ solution and
there exist values of the problem parameters such that
The implication of Proposition 9 is that ignoring disruptions in the EOQ can lead to serious errors, and the EOQ solution may perform poorly when supply is uncertain; we demonstrate this numerically in Section 7.3.
Recall that the optimal Q in the classical EOQ model is 2KD/h and the corresponding cost is √ 2KDh; that is, the optimal cost equals h times the optimal order quantity. The same holds for g(Q):
The next theorem establishes monotonicity and convexity properties of the optimal cost with respect to the demand and cost parameters.
Theorem 11 (a) The optimal cost g(Q * ) is an increasing, strictly concave function of h, p, K, and D. (b) The optimal order quantity Q * is a decreasing, strictly convex function of h and an increasing, strictly concave function of D, p, and K.
We have been unable to prove, but our numerical experience supports, the following conjecture:
Conjecture 12 The optimal cost g(Q * ) is an increasing, strictly concave function of λ and a decreasing, strictly convex function of µ.
In light of Theorem 10, Conjecture 12 would also imply that Q * is increasing and concave in λ and decreasing and convex in µ.
The concavity of the optimal cost with respect to D is useful in several contexts. For example, Qi et al. (2008) formulate a joint location-inventory model with supply disruptions; the approximate inventory cost at each facility is calculated in closed form using an extension of Theorem 2. Translated into our notation and simplifying some of their assumptions, their objective function contains terms of the following form, one for each facility: The algorithms of both Qi et al. (2008) and Daskin et al. (2002) work only because (a) the approximate inventory cost can be expressed in closed form, and (b) the cost is a concave function of the demand.
As it happens, the EOQD cost function is "less concave" (more linear) than that of the EOQ with respect to D (see Figure 4 ) since we can re-write g(Q * ) using suitable constants as
The implication of this is that economies of scale are less strong in the EOQD than in the EOQ.
In the context of the location-inventory model of Qi et al. (2008) , this means that consolidation of facilities becomes a less attractive strategy as supply uncertainty increases, since the benefits of consolidation are partially offset by the increased supply uncertainty inherent in reducing the supply base.
In this section, we derive an expression to compare the cost of an arbitrarily chosen Q to that of the optimal Q (paralleling similar results for the EOQ model) as well as bounds on the cost of the optimal power-of-two ordering policy.
Sensitivity to Q
It is well known (see, e.g., Zipkin 2000) that if Q E is the optimal solution to the classical EOQ model, then the ratio of the cost of an arbitrary Q to that of Q E is given by
where (x) = (x + 1/x)/2 is the so-called EOQ error function. We now prove a similar result for g.
Theorem 13
Let Q > 0 be any order quantity. Then
Since (x) ≥ 1 for all x > 0, the expression given in (9) is smaller than that in (8), i.e., the (approximate) EOQD cost function is flatter around its optimum than that of the classical EOQ. The two expressions are closer (i.e., the second term in (9) 
Power-of-Two Policies
In our analysis thus far, we have treated the order quantity, Q, as the decision variable. But we could have formulated an equivalent model in which the order interval (call it T ) is the decision variable. As in the classical EOQ model, placing orders of size Q means placing orders every Q/D years (during wet periods), so T = Q/D. Then the expected annual cost can be expressed as a function of T as follows:
It is straightforward to show that f (T ) is strictly convex and that the optimal value of T is given by
which has cost f (T * ) = g(Q * ) = hQ * .
Following Muckstadt and Roundy (1993) , we define a power-of-two policy to be one in which the order interval is restricted to be a power-of-two multiple of some base time period T B ; that
Our analysis parallels the classical analysis by first deriving lower and upper bounds on the optimal 2 k T B and then proving that the cost of each endpoint is less than or equal to 1.06f (T * ).
Since f is convex, the optimal power-of-two cost is guaranteed to be less than or equal to this value.
By the convexity of f , the optimal k is the smallest k that satisfies
Viewed as a function of 2 k T B , the expression on the left-hand side of (11) has two real roots, one positive and one negative. Since 2 k T B ≥ 0, inequality (11) holds if and only if 2 k T B is greater than or equal to the positive root; that is,
We also know that the optimal k satisfies
Using similar reasoning as above, this implies that
We have now proved the following result:
The k yielding the optimal power-of-two policy satisfies
By the convexity of f , the cost of the optimal power-of-two policy is no more than the maximum of the costs of the two endpoints specified in Lemma 14. In fact, the two endpoints have the same cost, and that cost is no more than 3 √ 2/4 times the cost of the optimal (general) policy, as stated in the next lemma. Note that the same bound applies to the classical EOQ; see, e.g., Muckstadt and Roundy (1993) .
Lemma 15
LetT be defined as in Lemma 14. Then
Therefore, we have now proved:
Theorem 16 If 2 k T B is the optimal power-of-two order interval, then
It is not known whether the bound in Theorem 16 is tight, though we suspect it is: In our computational tests in Section 7.4, we found an instance that is only 0.00004 less than 3 √ 2/4.
On the other hand, the results in that section suggest that the actual error is closer to 2% on average. 
Experimental Design
We tested our model using 200 benchmark and 10,000 randomly generated data sets. The benchmark sets consisted of 10 values of each of the parameters h, K, p, and D, shown in Table   1 . These problem instances were adapted from sample problems for the (Q, R) model (which uses the same cost parameters as the EOQD) contained in several production and inventory textbooks. For each benchmark problem, we considered 5 values for λ (0.5, 1, 4, 8, and 12) and 4 values for µ (2λ, 4λ, 10λ, and 20λ), resulting in 200 instances. The random instances were generated by drawing parameters from the following distributions:
The bounds were chosen so that the first two assumptions in Section 3.2 (non-negative parameters and λ < µ) are always satisfied. Any instance that did not satisfy the third assumption ( √ 2KDh < pD) was discarded and re-sampled. Our bounds also ensure h < p, though this assumption is not necessary for the results presented in this paper. For each instance (benchmark and random), we computed Q * using equation (6) and found Q 0 using MATLAB's fminsearch function. 
Approximation Error
Heuristic Error
We first test the quality of our approximation by evaluating the error that results from using Table 2 Based on these results, we recommend r = 1.0 for most instances, since (a) it has the smallest mean error, (b) 99.7% of instances have errors less than 5%, and (c) the special case 
Problem Type Measure r = 0.5 r = 0.6 r = 0.7 r = 0.8 r = 0.9 r = 1. To explore this effect further-and to identify characteristics of instances for which our approximation performs poorly-we systematically varied each of the six parameters and calculated the mean and maximum heuristic error, over the first 1000 random instances, for r = 0.5, 0.8, 1.0. The results are plotted in Figure 6 . Note that we include ranges of each parameter that fall outside the ranges given in Section 7.1 in order to "stress" our assumptions about the normal range of parameter values and to test the quality of our approximation outside this range. In the figure, each point on a solid [dashed] curve represents the mean [maximum] heuristic error, over the first 1000 random instances, when a given parameter is set to the value on the x-axis and all other parameters remain at their original (randomly generated) values.
The mean errors are generally very small-less than 1% for most r values and parameter values. The mean cost is usually smallest for r = 1 (blue curve), but r = 1 also has the largest maximum cost. In general, the heuristic error for a fixed value of r increases as Q/D decreases; that is, as K or p decrease or as h increases (Theorem 11), as λ decreases or µ increases (Conjecture 12), or as D increases (since Q increases slower than linearly with D by The most troubling aspect of Figure 6 is the steady increase in the maximum error as h increases (although the mean error increases much more slowly). This is caused by decreasing order quantities and could be remedied by using a smaller value of r. For h < 250, our suggested r-value of 1.0 works reasonably well in the worst case, with a maximum error of roughly 15%, but it performs more poorly as h increases to 1000. On the other hand, h-values greater than 250 are somewhat out of proportion with our data sets, since we use a maximum value of 1000
for both K and p, and typically h is much smaller than both of these parameters.
Certainly, it is possible to construct instances for which our approximation performs poorly, but such instances appear to be the exception rather than the rule. Moreover the analysis above can provide guidelines to determine a priori whether the approximation will perform well for a given instance.
For the remainder of Section 7, we use r = 1.0 in all tests.
Accuracy of β
We next examine (β − β 0 (Q * ))/β 0 (Q * ), since our results rely on β being a good approximation for β 0 (Q), particularly at Q = Q * . Table 3 provides the mean and maximum values of (β − β 0 (Q * ))/β 0 (Q * ) for the benchmark and random problems. For the benchmark problems, the λ and µ/λ values listed are exact, while for the random problems they represent the following ranges: λ ∈ [0.5, 0.75), [0.75, 2.5), [2.5, 6), [6, 10), [10, 12] and µ/λ ∈ [2, 3), [3, 7), [7, 15) , [15, 20] .
(This interpretation also holds for all tables below.)
These results validate our assertion in Section 3.3 that β is a good approximation for β 0 , since the mean error across all instances is only 0.52%. As expected, the approximation is worse for smaller values of λ and µ and improves substantially as λ and µ increase. This trend persists throughout our computational study. Table 4 provides the mean and maximum approximation error in the cost function at Q * for the benchmark and random instances. It lists the actual approximation error, (g(Q * ) − g 0 (Q * ))/g 0 (Q * ), and the minimum of the two bounds given in Theorem 4(b). Table 4 demonstrates that the approximation provided by g is quite tight at Q = Q * . The approximate cost function differs from the exact function at Q * by an average of 0.43% for the benchmark instances and 0.19% for the random instances, with theoretical bounds of 0.63% and 0.24%, on average, respectively. These errors are significantly smaller than the worst-case bound of 1 given in Theorem 4(b). Moreover, the actual error was less than 0.1% for 85.4% of the 10200 instances tested and less than 1% for 95.0% of the instances.
In every instance tested, the first term in the minimum in Theorem 4(b) is smaller than the second. However, this is not true in general; see Theorem 4(c). Table 5 lists the actual approximation error and the theoretical bounds (from Theorem 6) for (Q * − Q 0 )/Q * for the benchmark and random problems. We tested the assumptions stipulated in Theorem 6 concerning the derivatives of g 0 numerically and found that all instances satisfied them except for 3 random instances. These instances have been omitted from the table.
Accuracy of Q *
For the benchmark problems, the mean error in Q * is 2.3%, with a mean theoretical bound of 3.2%. The corresponding values for random instances are 1.1% and 1.3%. The error is less than 0.1% for 74.6% of all instances tested (benchmark and random) and less than 1% for 87.2%. The error decreases substantially as λ and µ increase. Note that larger errors in Q * are not necessarily indicative of larger errors in the cost, since the cost function is flat around its optimum. A better indicator is the heuristic error, which we explore further in the next section. Table 6 lists the mean and maximum error (actual and bound) that results from using Q * as a heuristic solution in place of Q 0 , as discussed in Section 4.3. This table is a more detailed version of the "r = 1.0" column of Table 2 . The 3 instances omitted from Table 5 are omitted   from this table as well. Clearly, Q * is an extremely effective solution for the exact cost function:
Use as Heuristic
The actual error is 0.07% on average and is less than 1% for 89.0% of the instances tested. 
Comparison to EOQ
We proved in Proposition 9 that the optimal solution to the (approximate) EOQD, Q * , is greater than or equal to the optimal EOQ solution, Q E . Table 7 provides empirical evidence demonstrating the magnitude of the difference. The table lists the mean and maximum (over the 10200 instances) relative difference between Q * and Q E . By Theorem 10, this is also equal to the relative difference between g(Q * ) and the optimal EOQ cost. The table also lists the "ignorance cost" of applying the EOQ model instead of the EOQD: the relative increase in cost if the classical EOQ model is applied when supply uncertainty exists, computed as
The EOQ and EOQD solutions can differ radically, and the cost of using the EOQ model instead of the EOQD can be quite large. On average, the EOQD order quantity is 121% larger than the EOQ order quantity, and the difference reaches 14938% for one instance. In addition, using the EOQ solution can be quite costly if supply uncertainty exists: the EOQ quantity yields a cost 33% larger than the optimal EOQD cost, on average, and reaches over 2000% for some instances. 
Benchmark
Random Overall Since the EOQD approaches the EOQ as λ decreases or µ increases (Proposition 1), the difference between the EOQ and EOQD solutions decreases as λ decreases or µ increases, as does the "ignorance cost."
Power-of-Two Policies
For each instance, we computed the optimal power-of-two policy using T B = 1/52 (1 week) by enumerating k = . . . , −2, −1, 0, 1, 2, . . .. Table 8 lists the mean and maximum of the value of
, where k * is the optimal value of k.
The cost of the optimal power-of-two policy is, on average, 1.020 times that of the optimal policy in our tests. As predicted by Theorem 16, the increase in cost is less than the bound of 3 √ 2/4 ≈ 1.06066 for every instance tested. Moreover, this bound appears to be tight, since an increase of 1.06062 was attained by one instance.
Implications for Exact Function
The accuracy of our approximation, proven in Section 4 and demonstrated numerically in Section 7.2, suggests that the analytical results proven for g also apply to g 0 , at least approximately. In this section we present numerical evidence confirming these results.
We first examine whether g 0 (Q 0 ) ≈ hQ 0 (recall that g(Q * ) = hQ * by Theorem 10). Figure 7 contains a histogram for (g 0 (Q 0 ) − hQ 0 )/hQ 0 and demonstrates that g 0 (Q 0 ) = hQ 0 -in fact, the two are close for the majority of instances (the relative difference is less than 0.001 for 75.2% of instances) but the relative difference can be in excess of 1. On the other hand, for every instance, g 0 (Q 0 ) is greater than or equal to hQ 0 (or is very slightly less, within the margin of error of the optimization procedure), leading us to make the following conjecture:
Next, we examine the error that results from using the EOQ solution instead of Q 0 . We performed an analysis similar to that in Table 7 We also tested whether the sensitivity analysis result for g in Theorem 13 holds approximately for g 0 . For each instance, we calculated g 0 (γQ 0 ) for γ ∈ {0.7, 0.8, 0.9, 1.1, 1.2, 1.3}, and then calculated the right-hand side of (9) using Q 0 and β 0 (γQ 0 ) in place of Q * and β. Let % o f I n s t a n c e s < = V a l u e
, where RHS is the right-hand side of (9). If Theorem 13 holds exactly for g 0 , then ψ = 0.
We omit detailed results here but summarize them as follows: ψ ≤ 0.01% for 72.0% of all instances tested, ψ ≤ 0.1% for 86.9%, and ψ ≤ 1% for 97.8%. The result is slightly less accurate (i.e., ψ is slightly larger) as Q moves farther from Q 0 . The largest value of ψ we found was 5.4%, which suggests that Theorem 13 does not hold exactly for g 0 , although it appears to hold approximately for the vast majority of instances. In addition, we found ψ ≥ 0 for every instance (to within the margin of error for the optimization), leading us to make the following conjecture:
Conjecture 18 The right-hand side of (9) always overestimates the true error.
Proposition 3 lends support to this conjecture, since it implies that g 0 is flatter around its optimum than g is.
Finally, we examine power-of-two policies for the exact cost function g 0 . Here, we make the following conjecture:
Conjecture 19 Theorem 16 holds exactly for g 0 ; that is, the cost of the optimal power-of-two solution under g 0 is at most 3 √ 2/4 times g 0 (Q 0 ).
To test this conjecture, we determined the optimal power-of-two solution using T B = 1/52 as described in Section 7.4, substituting g 0 and Q 0 for g and Q * . We found that the ratio f (2 k * T B )/f (T * ) attained a mean value of 1.019 and a maximum value, over all 10200 instances, of 1.06062 < 3 √ 2/4, providing numerical evidence for Conjecture 19. The conjecture is reasonable in light of Conjecture 18, since the earlier conjecture implies that g 0 is less sensitive to deviations from the optimal Q than g is.
Conclusions
In this paper, we presented a simple approximation for an EOQ model with disruptions (EOQD). Our approximation is quite tight, especially when the order cycle time is long relative to the duration of wet and/or dry periods. We presented a closed-form solution to our model and provided theoretical and numerical bounds on the error in the cost, the optimal solution, and the optimality error resulting from using the approximate solution as a heuristic for the exact one. We then introduced a number of analytical properties of our exact model,
showing that it behaves like the EOQ in several important ways and deriving sensitivity analysis and power-of-two results that mirror those for the EOQ. On the other hand, we proved that, although the cost functions are similar, the EOQ solution may be a poor substitute for the EOQD solution; thus, ignoring supply uncertainty when it exists can be very costly. We also demonstrated numerically that the analytical results that we proved for the approximate function also hold, at least approximately, for the exact function.
Interest in supply chain models with supply disruptions has been growing steadily in recent years. A number of papers have appeared in the literature that incorporate supply disruptions into classical inventory models. Unfortunately, the introduction of supply uncertainty often destroys the tractability of otherwise simple models, forcing a numerical solution. Although these models are interesting in their own right, their impact is amplified when researchers can obtain analytical results and insights from them or embed them into more complex models (e.g., the multi-echelon supply chain design models of and Qi et al. (2008) ).
The lack of closed-form solutions often makes both goals difficult to attain. We expect the formulation of approximations to other inventory and supply chain models with disruptions to be an active area of future research.
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Appendix: Proofs
Proof of Theorem 2. The reader can verify that
Since all terms in d 2 g/dQ 2 are positive, g is convex, proving part (a). To prove part (b), note that
using the quadratic formula. Clearly, using the + sign in the ± yields a positive value of Q while using the − sign yields a negative value.
Before proving the remaining results, we introduce two lemmas and the proof of Theorem 10 (out of order), all of which are used in subsequent proofs.
Proof. Follows from setting the right-hand side of (13) to 0.
Proof of Theorem 10.
Proof. By assumption,
by Theorem 10. Similarly,
Proof of Proposition 3.
(a) The reader can verify that
Now, (15) is non-negative iff β − β 0 and DpQ
β ≤ β 0 and g E (Q) ≥ Dp, and equality holds iff β = β 0 or g E (Q) = Dp. (a)
The first term in the minimization follows from (a). To prove the second:
Then, since Dp − hQ * > 0 by Lemma 21 and Theorem 10, 
Now suppose that Q = Q * ; we will show that (17) is positive. The expression in (17a) is the first-order condition for g (see (13)) and that in (17b) is its negative, so when Q = Q * , both (17a) and (17b) The first term inside the brackets is positive since µ − λ > 0 by assumption and Dp − hQ * > 0 by Theorem 10 and Lemma 21. The second term is positive since, again using Theorem 10 and Lemma 21,
and
Therefore (17), and hence dg 0 /dQ, is positive when Q = Q * . Since g 0 is quasiconvex (Proposition 2(b)
in Berk and Arreola-Risa (1994) ), it must attain its minimum to the left of Q * . Therefore Q 0 < Q * , as desired. . Translated into our notation, the corrected expression is the numerator of (16) above.
Proof of Proposition 8.
(a) For all Q > 0, i.e., iff g E (Q) < Dp.
(b) By part (a), it suffices to prove g E (Q * ) < Dp.
The equality follows from Theorem 10. The second inequality follows from Lemma 21. To prove the first inequality, note that for any a, b, c > 0 such that a < b and c ≤ a
by the concavity of the square-root function. Since √ 2KDh < Dp by assumption, we have
by Lemma 21, confirming the first inequality.
Proof of Proposition 9.
(a) By Lemma 20,
By Lemma 21, Dp − hQ * > 0, so (Q * ) 2 > 2KD/h, i.e., Q * > 2KD/h. ≥ 0. We will show that ψ(α) is increasing in α, thus it attains its maximum value in the limit as α → ∞. 
