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Stream 1: Reshaping Management for Impact 
 
Competitive Session 
 
Approaching Wicked Problems through Design Thinking 
 
ABSTRACT: This paper explores possible ways in which design thinking can be used to understand 
the issues involved in wicked problems. Following brief reviews of both the design thinking and 
wicked problems literature, we offer a synthesis of these two areas. This paper distinguishes the 
connections of the various thinking styles inherent in design thinking methodologies and approaches 
to the phases of wicked problems. We create links between design thinking and cognitive mechanisms 
such as thinking styles, simple heuristics and schemas that can deepen understanding and effective 
decision making in the wicked problems in our complex environments.  
 
Keywords:  environment complexity, new management approaches, managing in changing and 
complex business environments, innovation and change.  
 
INTRODUCTION  
The thinking process of designers, or design thinkers (Brown, 2008), has emerged as one of the most 
important issues in problem solving research. The rise of complex, knowledge-intensive industries is 
creating fragmented, unpredictable, non-mechanistic and even chaotic decision situations. These 
factors have been well documented (Barry & Rerup, 2006), and when coupled with equally complex 
and uncertain environments, have augmented the continued increase in developing strategies to 
manager complex problem solving across a range of business sectors. This situation is reflected in the 
increase in interest in the concept of design thinking, both in scholarship and in practice. In this paper 
we attempt to expand awareness of design thinking by examining the some of the core elements of 
cognition in design with particular reference to the complex or “wicked” problem domain that has 
become synonymous with the utility of design thinking. Wicked problems have long been 
characterised by the seminal essay of Rittel and Webber (1973) that formalised the concept, and 
established a strong divergence between problems of science, and problems of design. However, an 
underrepresented aspect of literature on design thinking is the ability to distinguish and define wicked 
problems compared to tame problems (Pacanowsky, 1995), and the cognitive processes and mental 
frames that overlap within the problem domain. While Liedtka’s (2014) recent article highlights the 
benefits of design thinking practice in ameliorating the negative influence of cognitive bias, this 
research aims to distinguish critical relationships between particular design thinking methodologies 
and approaches and the relevant thinking styles that are applied in solving wicked problems. The 
Page 2 of 21ANZAM 2014
paper first reviews design thinking and wicked problems literature. Then it offers a synthesis of these 
two areas. Lastly, it builds a context for the analysis of cognitive mechanisms such as simple 
heuristics and schemas as being beneficial to solving wicked problems. 
REVIEW OF THE CHARACTERISTICS OF DESIGN THINKING 
The design thinking process has been characterised in several ways, often with varying numbers of 
phases, stages or modes that broadly capture pivotal functions of design thinking (Brown, 2009; 
Liedtka, 2014). The essential elements of various models of design thinking tend to overlap, thus 
there is an emerging “theoretical foundation for describing the design thinking process as . . . a 
hypothesis-driven process that is problem, as well as solution, focused” (p. 3, Liedtka, 2014). This 
emphasises one of design thinking’s main conceptualisations as a problem-solving approach. Liedtka 
(2014) captures design consultancy as well as educational institution models of design thinking in 
practice in three distinct stages: data gathering about user needs, idea generation, and testing. The 
popularised Stanford Design School (Stanford d.school) model (see Figure 1) of design thinking uses 
five modes to represent the process: empathize, define, ideate, prototype, and test (Stanford d.school, 
n.d).  
Insert Figure 1 about here 
The Stanford d.school model categorizes sensemaking in the empathize and define modes of the 
design thinking process. The ideate mode, in line with Brown’s (2009) conceptualisation, involves 
distilling information from previous stages of gathering data and synthesising this into insights which 
can lead to solutions or opportunities for change (Brown & Wyatt, 2010). In terms of the mental 
frames or cognitive characteristics, few researchers have developed depth in understanding of the 
aspects and implications of cognition involved in design thinking. The mental frames most common 
in current design thinking literature involve or overlap with the four design thinking styles put 
forward by Brown (2009): divergent, convergent, analytic, and synthetic. Predominantly, literature 
analyses the roles of divergent (creating choice) and convergent (making choice) styles of thinking in 
developing unique and viable propositions to the complex or “wicked” problems inherent in design. 
The analysis and synthesis frames of thinking firstly break patterns down, and then  identify  
meaningful patterns, as data is reconstructed (Brown & Wyatt, 2010). In doing so, Oxman (1999) 
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highlights this dialectic process as a critical element of design thinking to create links to cognitive 
models that reflect the duality of visual and conceptual interaction. Thus, Oxman argues, models of 
design thinking must support the representation of employment of both visual and conceptual 
knowledge in the design process. Though the theoretical benefits and relevance of design thinking 
styles can be easily defined, there is often difficulty in understanding how they are employed in a 
practical sense as researchers are limited to the physical outcomes, actions and behaviours of the 
individuals using design thinking. Emerging literature, such as Liedtka (2014), indicate that the 
development of interest and research in areas of cognition such as cognitive neuroscience and 
behavioural economics are showing increasing potential to provide insight into the cognitive aspects 
of design thinking. 
REVIEWING WICKED PROBLEMS 
Design thinking as a problem-solving activity is one of the major sub-discourses from various 
theoretical perspectives of the approach (Badke-Schaub, Roozenburg, & Cardoso, 2010).  The notion 
of ‘wicked problems’ is becoming increasingly referred to. While it often comes with little supporting 
theoretically supporting rigor it does highlight the importance of including multiple stakeholders in 
attempting  to frame and understand  problem situation and ultimately to develop a wide range of 
solutions. Solving wicked problems is often embedded in both the theoretical and practical 
perspectives that promote design thinking practice (Brown, 2009; Martin, 2010; Liedtka, 2011). 
However, Conklin (2005) and Farrell and Hooker (2013) argue that there is often a misunderstanding 
by problem-solvers in distinguishing the nature of wicked problems consequentially resulting in the 
application of inappropriate thinking, methods and tools with limited, if any, success (Conklin, 2005).  
Therefore it is relevant to review the concepts of wicked and tame problems.  
Wicked problems have long been distinguished by the ten characteristics put forward by 
Rittel and Webber (1973), and have more recently been reviewed in terms of specific conditions that 
influence the wickedness of wicked problems (Farrell & Hooker, 2013). Table 1 summarizes the key 
points of these two perspectives. Conklin (2005), among others, have reduced the original ten 
characteristics, to view wicked problems as essentially ill-structured with no definitive formulation. 
They are problems that comprise of high levels of uncertainty about their goals, have no definitive 
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criteria and no stopping rules that can be applied, are heavily reliant on judgment and perception, and 
are driven by interlocking issues, interests and constraints that have multiple constituencies and 
stakeholder groups.  
Insert Table 1 about here 
Farrell and Hooker’s (2013) revision of Rittel and Webber’s (1973) ten characteristics of 
wicked problems, identified agent finitude, system complexity and problem normativity as general 
sources that constitute wickedness. These factors contribute a significant limitation to acquiring 
knowledge and to achieving goals across various functional levels. Farrell and Hooker identify 
ignorance as an immediate expression of finitude and further express its relation to their construct of 
the wickedness of problems; “. . . whenever a problem situation is characterised by [such] deep 
ignorance, or when a problem situation must be resolved but the available resources (including time) 
are finite and insufficient for an optimal solution, to that extent the problem at hand can be considered 
to be a wicked problem” (p. 686).  In terms of system complexity, the key point is that consequences 
of certain actions are difficult to disentangle from the consequences of other co-occurring interactions. 
Furthermore, the inextricably intertwined nature of human values and norms with problem 
formulation and problem resolution is captured in problem normativity. The characterisation of the 
structure of wicked problems put forward by Farrell and Hooker is a critical step toward 
understanding the nature of wicked problems. Here, it is perhaps relevant to also review the 
counterpart of the wicked problem, the tame problem.  
Tame problems, also known as “benign” (Rittel & Webber, 1973) or “analytic” problems, are 
typically associated with fields of science and engineering (Cross, 2001). Conklin (2005), in refining 
the characteristics of tame problems put forward by Rittel and Webber, distinguished these types of 
problems to be essentially definable, solvable, and measurable. Furthermore, tame problems are also 
characterised by a level of correctness; “there are conventionalised criteria for objectively deciding 
whether the offered solution to an equation . . .  is correct or false” (Rittel & Webber, 1973, p. 162).  
Rittel and Webber’s definitive essay of dilemmas in social planning and policy – namely, wicked 
problems (see Buchanan, 1992; Cross, 2001), seemingly implied a simplicity in problems of science 
and other fields, such as mathematics. In contrast to the branch of discourse that maintained a 
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divergence of science from design, Conklin (2005) asserts that tame problems are not necessarily 
simple or easy to solve and instead can be technically very difficult. Similarly, Pacanowsky’s (1995), 
research concluded that tame problems can still be challenging particularly from a perspective of 
relative difficulty in accessing proper and complete information or unfamiliarity of analysts with the 
relevant conventional algorithms. The formulation of a tame problem is fairly well-defined. A 
problem-solver with the knowledge and understanding of a tame problem’s domain is able to develop 
an exhaustive formulation, as all the diagnostic data required for both understanding and solving the 
problem is available (Rittel & Webber, 1973). A limitation of this perspective is that it contributes to 
the assumption that tame problems are not boundary spanning, in contrast to wicked problems which 
often are. However, from a systems theoretical perspective, Dubin (2009) contends that tame 
problems, which can vary in form, can have shared borders with various disciplines. Dubin 
conceptualises these types of tame problems as contiguous analytical problems.  
In addressing tame problems, some literature suggests that the traditional linear process is 
sufficient in creating a practicable solution (Martin, 2010) that can often draw from similar classes of 
problems that are all able to be solved in a similar way; algorithmically (Rittel & Webber, 1973). 
Diverging from this view, Farrell and Hooker (2013) contend that problems can be categorised across 
a continuum of tameness to wickedness. This view of the nature of wicked problems is less of a 
polarised position, than asserted by Rittel and Webber, and more of a “grey space” in which both 
problems of design and science can be distinguished. Buchanan’s (1992) article about wicked 
problems in design has become a foundational reference for the discourse about design thinking. 
Buchanan was the first to really take a designerly perspective on design thinking, building on Rittel 
and Webber’s (1973) wicked problem approach as an alternative to the accepted step-by-step model 
of the design process with its two distinct phases: an analytic step of problem definition, followed by a 
synthetic sequence of problem solution. Buchanan introduced the concept of placements to describe 
the process of contextualization. Placements are tools for intuitively or deliberately shaping a design 
situation, identifying the views of all participants, the issues of concern, and the intervention that 
becomes a working hypothesis for exploration and development, thereby letting the problem 
formulation and solution go hand in hand rather than as sequential steps” (Badke-Shaub et al., p.125). 
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Critically, Farrell and Hooker’s research showed how the three sources are common to science and 
design problems providing a basis for a common core cognitive process of both fields. The research 
also highlighted a link between individual perception and judgement in complex problem domains. In 
the next section we begin a synthesis of design thinking methodologies with cognitive styles and the 
implications for solving wicked problems. 
SYNTHESIZING DESIGN THINKING METHODOLOGIES AND WICKED PROBLEMS  
Problem formulation is often considered to be at the heart of problem solving.  Rittel and Webber 
(1973) proposed that problems can be conceived of as lying on a continuum of ‘tame’ to ‘wicked’.  
They describe the problems that scientists and engineers have focused on as mostly ‘tame’ or ‘benign’ 
ones, using as examples a problem in mathematics such as solving an equation, or the task of an 
organic chemist in analysing the structure of some unknown compound; or that of a chess player 
attempting to accomplish checkmate in five moves. Design thinking methodologies and approaches 
have been demonstrated as useful in addressing wicked problems (Buchanan, 1992; Dunne & Martin, 
2006).  As a multi-disciplinary approach, design thinking is argued to be transcendental in nature, 
spanning many disciplinary boundaries, thus enabling it to process complex, wicked problems that 
similarly span discipline boundaries (Ebenreuter, 2007). In this section we offer a synthesis of key 
design thinking methodologies in the context of problem formulation and problem solution. Table 2 
summarises these methodologies: ethnography, visualisation, sensemaking, and rapid prototyping, 
testing and co-creation, and maps relevant design thinking styles and cognitive implications relevant 
to each design thinking stage. Further explanation of these points will now be developed.  
Insert Table 2 about here 
Ethnography 
Ethnography is a key methodology of design thinking that pushes for deeper interaction and 
connection between organisations as providers, and customers as users.  The ethnographic 
methodology of design reflects the need for an inclusive openness to divergent views. Divergent 
thinking essentially “involves a broad search for options with respect to a problem for which there is 
no distinct answer . . .  [and] the generation of [these] alternatives involves finding many 
combinations of elements that may provide many possible answers” (Proctor, 2013, p. 45).  To 
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empathize with users, providers (or analysers) must disconnect, or diverge, from preconceptions, 
biases and judgements in order to be able to view or generate alternatives to their current reality or 
perspective of the situation. This process facilitates a shift in the perspective of the provider to that of 
the user, characterised as human centred design (Brown, 2009). However in practice, shifting from 
one’s own perspective or objectively viewing data is often quite difficult (Kahneman, 2011). 
Ethnography tools such as participant observation, deep interviewing, and journey mapping go 
beyond the traditionally used tools of surveying and focus groups to capture a more comprehensive 
understanding of what consumers want and need (Hackett, 2009). The implication is that this process 
increases the quality of information or data gathered leading to the discovery of novel, perhaps even 
unarticulated, insights (Liedtka, 2014; Brown, 2009). Furthermore, problem formulation is likely to be 
more accurate because there is a deeper understanding of the user.  Ethnography seeks out the views 
from targeted selected groups of extreme users to gain deep and rich insights. However, the process 
does evoke certain barriers that have been well-identified in marketing and management research 
literature.  It is important to recognize that ethnography in the design context is not necessarily 
something new; ethnography has long been used in the field of marketing as an approach for gaining 
customer insight (Liedtka, 2014). Furthermore, critique of ethnography has deep roots, particularly 
within areas of sociology (Brewer, 1994).  One obvious issue for ethnographic researchers that is 
reflected in the process of wicked problem formulation is that there is no definitive stopping point to 
either process (Rittel & Webber, 1973).  This remains a deeply debated topic with the general 
outcome that analysers have to make a judgement call that is influenced by cognitive and other 
external limitations that impact their perception and capacity to act. Agent finitude is one example 
that reflects the nature of problem formulation to be constrained by an individual’s expertise and 
capabilities and the scarcity of resources including time (Farrell & Hooker, 2013). The analyser’s or 
design teams’ judgement call in this process is critical in both moving to the next stages of design and 
deciding what data will be included or excluded and prioritized.   
Visualisation 
Liedtka and Ogilvie (2011) describe visualisation as a “meta” tool, so fundamental to the way 
designers work that it shows up in virtually every stage in the process of designing for growth” (p. 
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22). The instrumentality of visualisation to the design thinking approach is evidenced by tools and 
activities that can be applied in any stage of the design process, but typically linked to the define, 
ideate and test stages. Fundamentally, by moving beyond just using words or text, visualisation 
enables the creation of a common understanding, representation, and meaning (Louridas, 1999) 
between designers or providers and the various stakeholders influenced in the problem environment 
(Brown & Wyatt, 2011). The implication for thinking styles during visualisation processes is that 
individuals must shift their mindset from diverging, in gathering data, to converging, analysis and 
synthesis to find patterns or insights that lead to clarity in problem formulation or development of 
problem solutions. Visualisation tools such as storytelling (Beckman & Barry, 2007), metaphor 
(Louridas, 1999), analogies (Gick & Holyoak, 1980), and sketching (Goldschmidt, 1994), create a 
sense of familiarity or simplification of complex situations. In problem formulation, this can result in 
the breaking down of patterns in the research data in order to reduce the wickedness of a problem into 
more manageable and less difficult sub-problems (Conklin, 2005). Analysis and synthesis thinking 
styles have particular application in developing ideas jointly through visualisation and sensemaking. 
Literature on design thinking in teams is beginning to delve deeper into understanding this process 
and the implications of individual preference in styles of thinking within the different design stages 
(Stempfle & Badke-Schaub, 2002).  
Sensemaking 
The methodology of sensemaking in the design thinking process is pivotal in terms of blending and 
shaping the outcomes from ethnographic and visualisation activities into potential solutions. 
Sensemaking has a strong link with the ideate phase of the design model; where the focus is on 
creating tangible, rough and raw outcomes (Liedtka, 2011); a wide range of solutions that are broadly 
defined. Design thinking tools applied in sensemaking are typically reflective, such as mind-mapping 
(Liedtka & Ogilvie, 2011), concept-mapping, and journey mapping (mentioned in the ethnographic 
category). Brainstorming, categorized particularly in sensemaking, but also common throughout the 
previous design stages, is used as a means of externalising individual thought that can then be made 
sense of in a wider, more collaborative context. However, a common misconception of brainstorming, 
researched by Seidel and Fixson (2013), is that increased brainstorming sessions are correlated with 
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improved performance in teams. This is generally not the case, and in fact increased brainstorming 
can have negative consequences for team performance. Sensemaking, while necessitating shifts in 
thinking styles from divergent, convergent, analysis and synthesis, also encompasses several aspects 
of tension. For example, sensemaking involves drawing together ideas that are often contradictory as 
a direct result of the nature of wicked problems. Furthermore, sensemaking highlights the dialectic 
process of individuals in dealing with both visual and conceptual knowledge in the design process 
(Oxman, 1999).  
Rapid prototyping, testing and co-creation 
From product to service to organisational strategy, prototyping in design is inherently about creating 
tangible outcomes “that should command only as much time, effort, and investment as are needed to 
generate useful feedback and evolve ideas” (Brown, 2008, p. 87). This implies both a level of rapidity 
in the prototyping process and also an understanding of the scarcity of resources, a broad factor that is 
becoming increasingly prominent in wicked problem environments.  This stage involves creating 
visual (sometimes experiential) manifestations of concepts, aimed at transforming the concepts 
generated in the data gathering stages into feasible, testable models (Liedtka & Ogilvie, 2011). The 
rough and raw nature of concept development has equitable influence in prototyping. The aim is not 
to develop something that is near “finished”; instead the onus is on driving the design process as 
quickly as possible to having a tangible solution that users can interact with. From this process, testing 
can be instigated to uncover unforeseen implementation challenges and unintended consequences in 
order to develop more sustainable solutions (Brown & Wyatt, 2011). Essentially, testing is another 
touch-point that connects the designer or design team in processes that are often characterised under 
the methodology of co-creation which has been well-established by the likes of C.K. Prahalad and 
others (Sanders & Stappers, 2008; Prahalad & Ramaswamy, 2004) for its benefits. Analysis and 
synthesis thinking styles play a critical role in rapid prototyping as designers make decisions based on 
the feedback generated from users that highlights the strengths and weaknesses of the idea. 
At an individual level, Liedtka (2014) suggests that design thinking has the ability to ameliorate 
cognitive biases, such as the endowment effect (Tversky & Kahneman, 1974), because of the drive of 
the process to move quickly from insights to ideation to prototypes that are testable. However, 
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achieving the quantities implied in this process is not necessarily a simple, speedy process. Cognitive 
research has shown that expressing ideas without evaluating them is difficult in practice (Stempfle & 
Badke-Schaub, 2002) and also in individual decision-making (Tversky & Kahneman, 1974); though 
solutions that connect areas of cognitive literature with design thinking practice remain limited. The 
implications of an inability to refrain from judging or evaluating ideas in the initial stages of both 
problem formulation and problem solution stages, can negatively impact the variety and number of 
potential solutions developed (Brown & Wyatt, 2011).  Stepping back and analysing the connections 
between the methodologies and approaches inherent in the model of design thinking shows that some 
contexts require individuals to shift between thinking styles even within a specific tool or design 
activity. This task requires understanding of how cognitive biases, i.e.  mental short cuts can be used  
as antecedents in the design thinking process. 
LINKING COGNITIVE BIASES TO DESIGN THINKING  
Cognitive mechanisms such as simple heuristics and schemas potentially play an important role in 
understanding how to leverage particular design methodologies across specific situations that can in 
turn provide further insight into addressing the nature of wicked problems. There has been little 
research to date on the implications of biases on design thinking apart from e.g. Liedtka (2014) who 
has identified a range of cognitive schema (see Table 3) that she argues need careful management due 
to their potentially negative impact on innovation. However, we believe that heuristics and schemas 
and their various combinations can be beneficial in reducing or ameliorating the wickedness of 
problems. We now discuss some potential applications and future research opportunities identified.  
Insert Table 3 about here 
Schemas shape individuals' perceptions of situations, their memories for events, and their feelings 
about the self and others (Cantor, 1990). These mental short cuts “provide interpretive knowledge 
with which to frame experience and to anticipate events” (p. 746). As such they can be used across 
various approaches such as visualisation and sense-making in the design process, where an 
individual’s ability to apply relevant schemas and frames to the problem situation becomes critical in 
being able to advance to stages of concept development and prototyping. For example, when aspects 
of a wicked problem fall outside of the experience or understanding of an individual or design team, 
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schemas provide a comparative structure that can deconstruct elements of the problem, making them 
more manageable within the cognitive capacities and other limited resource available. 
Similarly, in design thinking stages that require convergent thinking; actually selecting a choice, 
solution or problem frame, have a likely connection with applied simple heuristics that enable 
decision-makers a process of eliminating unnecessary information in order to pursue potential 
solutions to complex, indeterminate problems.  
Design problems are “indeterminate” and “wicked” because design has no special subject 
matter of its own apart from what a designer conceives it to be (Buchanan, 1992, p. 16). In decision-
making, dealing with this type of ambiguity can often be linked to the use of heuristics and judgement 
(Kahneman, 2011; Marewski, Gaissmaier, & Gigerenzer, 2009). The breadth of research in heuristics 
and judgement is well-established, yet literature on the value of simple heuristics such as personality 
types e.g. self efficacy and how they can be applied in design thinking, particularly in respect to 
convergent thinking, has so far been neglected.  Developing a deeper understanding of the links 
between the biases held by individuals, the thinking styles and design stages and methodologies will 
have a large influence on eliciting the data desired   and the subsequent outcomes.  
FUTURE DIRECTIONS & CONCLUSION  
In distinguishing the connections between various thinking styles inherent in design thinking 
methodologies and approaches to the phases of wicked problems, we are able to discern design 
thinking as a process that relies on a shared, social construction of understanding with key 
stakeholders (Leinonen & Durall, 2014). Recognition of certain reductive heuristics and cognitive 
biases in design thinking scholarship has so far been directed at the negative consequences they pose 
on the creation of novel innovation and growth (Liedtka, 2014). We see the benefit of balancing and 
widening research perspectives in the area of simple heuristics and schemas by investigating the 
outcomes from these and other cognitive mechanisms that can similarly be beneficial in solving 
design’s wicked problems.  We offer suggestions to support and extend Farrell and Hooker’s (2013) 
recent argument to better understand the relationship between wicked and tame problems and the use 
of divergent and convergent thinking processes, with the associated use of heuristics. Various bodies 
of research argue that simple heuristics can be both effective and efficient in solving complex 
Page 12 of 21ANZAM 2014
problems (e.g. Marewski et al., 2009). In the team’s literature authors such as Knight, Durham and 
Locke (2001) argue that teams with higher perceptions of self-efficacy engage in more risk related 
and challenging goals. While, Alper, Tjosvold, and Law, (1998) and Alper, Tjosvold, and Law, 
(2000) find cooperation between team members leads to higher creation and output more generally 
through the development of a specific self-efficacy. Since design thinking is typically conducted in 
teams, researchers could examine for the links between the findings from, for example,  the 
aforementioned studies to  understand how the simple cognitive biases of team members combine 
with their thinking styles. Furthermore, researchers could investigate the impact of the team leader on 
these processes. Authors such as Martin (2009) argue for the value in integrative thinking that could 
potentially be used to examine for links between convergent and divergent thinking. This leaves room 
to better understand how the simple heuristics of leaders interact with individual members in design 
teams. .  Furthermore, research into the implications of cognitive constructs of design thinking in 
specific situations such as novice and expert teams and high-risk/low-risk settings, can be developed 
in order to improve understanding and insight into the implementation of design methodologies.  
In conclusion, this paper reviews the design thinking and wicked problems literature and 
develops a synthesis of these two areas with reference also to divergent, convergent, analysis and 
synthesis thinking styles (Brown, 2009), and the stages of the design process. This process has 
identified the need and suggested potential direction for further research in areas of simple heuristics 
and schemas and their relevant application in design thinking stages. This paper has identified many 
of the challenges faced by individuals and organisations as they confront developing deeper 
understanding of the factors that shape possibilities and the development of solutions to difficult 
problems that require new ways of thinking and acting to develop sustainable solutions. Our analysis 
of factors is likely to influence information seeking, processing, and sensemaking. Our research of 
business literature suggest that design thinking and its processes of empathic understanding, divergent 
and convergent thinking and rapid prototyping, co-creation and testing and iterative processes provide 
new directions for managers and organisations. We believe that this is an exciting and essential 
pathway for further development of design thinking in management theory and practice.  
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Table 1: Wicked Problems 
Author/s Definitions/ key propositions Characteristics 
Rittel & 
Webber 
(1973) 
Wicked problems in contrast to tame problems do 
not have a clear mission and it is not always clear 
when the problem is solved.  
Ten distinguishing properties of wicked problems. 
1. Wicked problems have no definitive formulation, but every formulation of a wicked problem 
corresponds to the formulation of a solution. 
2.  Wicked problems have no stopping rule. 
3.  Solutions to wicked problems are not true false but only good or bad. 
4. In solving wicked problems there is no exhaustive list of admissible operations. 
5. Every solution to a wicked problem is a one-shot operation because there is an opportunity to learn 
by trial and error, every attempt counts significantly. 
6. Wicked problems do not have an enumerable (or an exhaustively describable) set of potential 
solutions nor is there a well-described set of permissible operations that may be incorporated into the 
plan. 
7. Every wicked problem is potentially unique. 
8. Every wicked problem can be described to be a symptom of another problem. 
9. The existence of a discrepancy representing a wicked problem can be explained in numerous ways. 
The choice of explanation determines the nature of the problem’s resolution.  
10. The planner has no right to be wrong (Rittel & Webber 1973 pp161-166.) 
Pacanowsky 
(1995) 
Tame problems have known algorithms for 
solutions; wicked problems have no known 
algorithms for solution, and are iterative.  
A problem-solving methodology is required that did not have six linear steps, but touchstones to guide 
teams through iterative problem solving process. 
Value of information is not known until problem is solved. Used example of WL Gore & Associates to 
illustrate approach.   
Buchanan 
(1992)  
Placements are tools for intuitively or deliberately 
shaping a design situation, identifying the views of 
all participants, the issues of concern, and the 
intervention that becomes a working hypothesis 
for exploration and development, thereby letting 
the problem formulation and solution go hand in 
hand rather than as sequential steps 
Symbolic and visual communication; material objects; activities and organized services; complex systems 
or environments for living working playing and learning.  
Farrell & 
Hooker (2013)  
Developing understanding of wicked problems and 
distinguishing a common cognitive process 
between problems of science and problems of 
design 
1. Agent finitude relates to an individual’s cognitive capacity and access to resources. 
2. Systems complexity looks at the interactions individuals have between partially nested hierarchies of 
complex systems and where multiple interactions among systems typically have significant 
consequences across many functional levels. 
3. Problem normativity captures the inextricable intertwined nature of human values and norms with 
problem formulation and problem resolution 
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Table 2: Design Thinking Methodologies, Stages, Associated Thinking Styles and Influences of Cognitive Processes. 
Design thinking 
methodologies 
and approaches 
Related tools and 
activities 
Associated 
design thinking 
stage(s)  
Role and applicability to the design process of problem solving Influence on cognitive processes 
Ethnography Observation 
(Beckman & Barry, 2007) 
Empathize 
To research and gather rich, deep data by empathizing with 
different perspectives and connecting with users to 
understand what they need.  
The design thinking application also implies an inherent level 
of creativity in the design of tools for gathering data (Brown, 
2009) and thus capturing insights.  
Shifts perspective of the 
individual/team to the 
consumer/customer (design’s user-
centred or human centred concept 
(Brown, 2008) 
Interviewing 
(Beckman & Barry, 2007) 
Journey mapping 
(Liedtka & Ogilvie, 2011) 
Visualisation Storytelling  
(Beckman & Barry, 2007) 
Define, Ideate, 
Test 
Sharing and developing jointly (Liedtka, 2014). 
Communicating potential solutions to a diverse set of 
stakeholders (Brown & Wyatt, 2010) 
Familiarises/simplifies complex 
situations into manageable, workable 
understandings. Develops shared 
languages, understanding.  
 
Enables creativity, verbalising or visual 
representations of what design 
thinker’s or design teams are thinking 
and tangibly presents them.  
Metaphor 
(Louridas, 1999) 
Cognitive abstractions – capturing and describing conceptual 
content. Conceptual construction that points out some 
systematic similarity between two kinds of sources (Oxman, 
2004). Creating meaning, representation, understanding 
(Louridas, 1999).  
Analogies 
(Gick & Holyoak, 1980) 
 
Post-it 
notes/whiteboard 
sessions 
Define, Ideate 
Tangibilizing ideas and information. “Rough and raw” 
approach eliciting individual knowledge, perspective into 
something tangible, external.  
Sketching 
(Goldschmidt, 1994) 
Define, Ideate, 
Prototype 
Sensemaking 
(Kolko, 2010) 
Mind-mapping  
(Liedtka & Ogilvie, 2011) 
Concept mapping  
(Kolko, 2010) 
Ideate 
Creating a “common mind”. Organizing and representing 
knowledge. Creates a picture of understanding. Concept map 
is a formal representation of a mental model.  
Perception, judgement, flexibility in 
individual; requires open-mindedness 
(Brown, 2009) prioritizing, judgement, 
forging of connections (Kolko, 2010).  
 
Lack of formality in the process - the 
artifacts developed by the designer are 
messy, usually drawn in the midst of 
deep and reflective thinking (Kolko, 
2010) 
Brainstorming  
(Brown, 2008) 
Breaking down data/insights and then putting back together 
to find meaningful patterns (pattern-finding) 
Concept development 
(Beckman & Barry, 2007) 
Logical and intuitive techniques to separate individual 
function in an innovation allowing for ideas to be generated 
to solve each of them.  
 
Creates a wide range of solutions, broadly defined.  
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Rapid-
prototyping 
Creating prototypes 
(Liedtka & Ogilvie, 2011; 
Brown & Wyatt, 2010)  
Prototype 
Creating visual (sometimes experiential) manifestations of 
concepts, aimed at transforming the concepts generated in 
the data gathering stages into feasible, testable models 
(Liedtka & Ogilvie).  
 
Thus uncovering unforeseen implementation challenges and 
unintended consequences in order to have more sustainable 
success (Brown & Wyatt). Validation. 
Co-creation  
(Sanders & 
Stappers, 2008;  
Prahalad & 
Krishnan, 2008) 
Testing prototypes with 
customers 
 
Test 
Engaging potential customers creates more meaningful 
innovations.  
 
Putting some prototypes in front of potential customers, 
observing their reactions, and using the results to iterate to 
an improved offering (Liedtka & Ogilvie, 2011).  
 
Allows the creativity of non-designers in the design 
development process.  
Shifts perspective of the individual to 
the consumer/customer; design’s user-
centred, human-centred concept 
(Brown, 2009) 
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Table 3: Biases, Description, Potential Limitations on innovation, and Remedies. 
Cognitive Biases Description Potential Limitations Remedies 
Projection bias Project past onto future Failing to generate novel 
ideas 
1. Collect deep data on 
others, 
2. Improve ability to imagine 
experiences of other, 
3. Work in teams. 
 
Egocentric 
empathy bias 
Project own preferences 
onto others 
Failure to generate value-
creating ideas 
Focusing illusion Overemphasis on 
particular elements 
Failure to generate a 
broad range of ideas 
Hot/cold gap Current state colours 
assessment of future 
state 
Undervaluing or 
overvaluing ideas 
Say/do gap Inability to accurately 
describe own 
preferences 
Inability to accurately 
articulate and assess 
future wants and needs 
1. Improve users’ ability to 
identify and assess their 
own needs, 
2. Use methods that do not 
rely on users imagining 
their needs and solutions. 
Planning fallacy Over-optimism Over-commitment to 
inferior ideas 
1. Help decision-makers 
become better testers, 
2. Work with multiple 
options,  
3. Conduct reflection on 
results of real experiments. 
Hypothesis 
confirmation bias 
Look for confirmation of 
hypothesis 
Disconfirming data missed 
Endowment effect Attachment to first 
solutions 
Reduction in options 
considered 
Availability bias Preference for what can 
easily be imagined 
Undervaluing of more 
novel ideas 
 
Note: Adapted from “Perspective: Linking design thinking with innovation outcomes through 
cognitive bias reduction” by J. Liedtka, 2014, Journal of Product Innovation Management, p. 6; 8.  
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