We study the 1-center problem on road networks, an important problem in GIS. Using Euclidean embeddings, and reduction to fast nearest neighbor search, we devise an approximation algorithm for this problem. Our initial experiments on real world data sets indicate fast computation of constant factor approximate solutions for query sets much larger than previously computable using exact techniques.
Introduction
We study the 1-center problem on road networks: Compute a ball of minimum radius enclosing a given set of locations (latitude, longitude) on the map. The measurements on the network are done using the shortest path metric. The 1-center problem on road networks has many important applications including location-based services and facility location. Important questions like: where should we construct a fire-station/hospital to cater to a set of people? can be answered by solving the 1-center problem on road networks. Another motivation to study the problem is: Given locations * This research was partially supported by National Science Foundation through CAREER Grant CCF-0643593, Florida State University Committee on Faculty Research Support (COFRS) Summer Award and the Air Force Young Investigator Program.
Figure 1.
Example of a road network with exact ("E") and approximate ("A") 1-center computed. The shortest path from the locations to the exact center are also shown. The approximate answer is the one computed using the algorithm presented in this paper.
of people who want to meet, but want to keep the maximum distance traveled by anyone to a minimum. Figure 1 shows an exact solution to the 1-center problem.
We need to distinguish between problems in which the center can be located anywhere on the road network and problems in which centers can only be located on the nodes of the network. The former category of problems are known as absolute center problems, whereas the later are known as vertex center problems. In this paper, we implement an exact absolute 1-center as well as an exact vertex algorithm and compare each of them with an approximation algorithm that produces a vertex center as solution. Note that using Steiner points [6] on the edges, vertex centers can be used to approximate the absolute center solution easily.
The problem of 1-center computation has a long history and was solved exactly by Kariv and Hakimi [7] in 1979 using O(n 3 ) time for a road network with n nodes (intersections). Henceforth, we will refer to this algorithm as the KH algorithm. One large motivation for trying to solve the problem instantly (even though approximately), is that this could be put on the web for people to compute their results interactively.
An interesting generalization of the 1-center problem is the aggregate nearest neighbor (ANN) search problem [13] . Given a set P of interesting objects, a set Q of query points, and an aggregate function f (e.g., sum, max) an aggregate nearest neighbor (ANN) query retrieves the object p in P, such that f{d(p, q i ), ∀q i ∈ Q} is minimized. The 1-center problem is a special case of the ANN problem. In our setting, the set P is continuous (i.e. it is the whole road network instead of some interesting set of discrete points) and f = max. Below we summarize the contributions of our paper:
• We propose a fast and approximate solution to the 1-center problem on the road network. To our knowledge, there does not exist any practical method for solving this problem instantly in the literature.
• We use embedding techniques to map the road network into low dimensional Euclidean space and empirically show that the Euclidean metric in the embedded space is a good approximation of the road network.
• Preliminary experiments show that embedding gives us fast and good approximate results.
The paper is organized as follows. In the remainder of this section we define our problem formally and introduce the notations we use. Section 2 gives an overview of our algorithm. Section 3 introduces our choice of optimization criterion for multidimensional scaling. Section 4 describes the tools we use in the query phase. In sections 5 and 6 we discuss our experimental setup and show our experimental results. Section 7 concludes the paper with future work.
Problem Definition and Notations
: A network is an undirected graph G = (V, E, w) where V is the set of vertices (or nodes) and E is the set of edges, and w : E → R + associates each edge to a positive real number. This number is the weight or cost of the edge. If V = {v 1 , v 2 , ..., v n } and there is an edge e ∈ E such that v 1 and v 2 are its two endpoints, then we represent e as (v 1 , v 2 ). Let Q be a set of query points {q 1 , q 2 , ..., q n } (e.g., users) on the network. In this paper, using the longitude and latitude of each vertex, the Euclidean length of each edge is computed. We use this distance as the weight of each edge. The 1-center problem asks for a point p in the graph, such that the maximum distance of p to all points in Q is minimized, when traveling along the edges. The shortest path distance between two vertices v i and v j is denoted by d ij , ∀ i, j = 1, 2, .., n. The road network is assumed to be undirected, so that it can be embedded in a Euclidean space. We denote the Euclidean space by R d , where d is the dimension of the space. The Euclidean distance corresponding to d ij is denoted by d ij .
Our Algorithm
We present a brief overview of our algorithm which is extremely simple and has two phases, namely the preprocessing phase and the query phase. The preprocessing phase, in turn is divided into two parts, the "Graph Generation Phase" and the "Embedding Phase".
Graph Generation Phase:
We obtain our datasets from OpenStreetMap website( http://cloudmade.com). The next task is to parse the map files to generate the road network graph, followed by calculation of the pairwise shortest path distances from each vertex. The distance matrix thus generated is fed into the embedding algorithm for mapping the points into an Euclidean space of a chosen dimension.
However, an actual query might come from anywhere on an edge of the graph. The particular point on the edge from where the query is coming from has no representation in the embedding. This is because that point is not a vertex in the graph and thus was not a member of the distance matrix. This problem can be fixed by using the following technique. Using the longitude and latitude of each vertex, its 2-dimensional coordinates are calculated. Each edge is divided into shorter, unit length edges using Steiner points [6] . We calculate the map coordinates (latitude,longitude) of a Steiner point by interpolation from the coordinates of original vertices, and also store the fraction (λ, say) that the Steiner point is along the edge. Finally, we store all vertices and Steiner points in a 2-d nearest neighbor (NN) [5] query structure. We denote this set of 2-d points, consisting of the vertices and the Steiner points, by V 2 . To handle a query, we use the NN structure to find the closest vertex or Steiner point, and then obtain the corresponding location in the embedded space. For a Steiner point, one can use λ to interpolate between the embedded positions of the endpoints of its edge.
In our actual implementation, we remove the nodes with degree 2 to compute the distance matrix for the embedding. Removing these nodes does not affect the shortest path calculations but reduces the data size. We keep the degree-2 nodes for constructing the 2-d NN structure. The number of these nodes on each edge are sufficient enough to act as our Steiner points.
Embedding Phase:
In the embedding phase, we embed the graph in a low dimensional Euclidean space using Multidimensional Scaling (MDS) [4] . We denote the set of points in the embedded space by V de , where d e is the dimension of the embedded space. After the embedding is done, we compute another NN structure, this time using the points in V de .
Query Phase: The input to the query phase are two NN structures (one from V 2 and the other from V de ), the query points and a set Q de . Initially, Q de = Φ. The algorithm executes the following steps in this phase.
Step 1 : Find the NN of each query point (pairs of longitude, latitude) from V 2 using the 2-d NN data structure.
Step 2 : For each query point, if the NN in V 2 has a representation q ∈ V de , add q to Q de . If the NN is a Steiner point, interpolate its representation in R de and add the result to Q de .
Step 3 : Compute the minimum enclosing hypersphere of the points in Q de .
Step 4 : Find the nearest neighbor of the center of the minimum enclosing hypersphere from the points in V de . Report the nearest neighbor's corresponding vertex in the original graph as the answer.
In the next two sections we elaborate on the embedding phase and the tools used in the query phase.
Sammon Optimization Criterion for MDS
We used the "sammon projection" function [12] for the embedding purpose. The function is given by
The Sammon cost function differs from the classical MDS in the sense that it puts more emphasis on retaining distances that were originally small. The minimization of the stress function can be performed using various methods, such as the eigendecomposition of a pairwise distance matrix, the conjugate gradient method, or a pseudo-Newton method [11] . We use the conjugate gradient method implemented in MATLAB. Our embedding dimension is fixed at 6. The embedding obtained using Sammon function was compared with classical MDS, other optimization criteria available in MATLAB and the Place-Center algorithm which is a very recent MDS technique proposed by Agarwal et al. [2] . In all the cases, Sammon was the clear winner. Using semidefinite programming (SDP), we obtained optimal embeddings for road networks of small sizes (number of nodes 100). Although Sammon performed worse that SDP based embeddings, it was quite close to the optimal answer. We could not use SDP for large road networks because general purpose SDP solvers are both memory and CPU intensive. We explain the steps in the query phase in this section. Steps 1 and 4 involve NN computation. One of the most successful methods for Euclidean NN-search is to partition the entire point set using a tree type data structure. Queries are conducted by dropping a search ball on the tree and searching those nodes which intersect the ball. Tree based nearest neighbor searches have been found to work very well in practice in low dimensions; expected running time can be found to be O(log n) for (1 + )-approximate solutions [3] . We used a z-order based quadtree nearest neighbor search for implementing our algorithm [5] .
Query Phase
In Step 3 we compute the minimum enclosing ball of the query points. We use MEB(Q de ) to denote the minimum enclosing ball for Q de . Let B(c, r) denote a ball centered at c with radius r. MEB(Q de ) is the smallest (measured by r) ball B(c, r) such that Q de ⊆ B(c, r). In this context, the operator ⊆ refers to the geometric containment, i.e., every point in Q de is fully contained by the ball defined by B(c, r) . If the center is fixed at p, MEB(p, Q de ) denotes the smallest ball centered at p that encloses all points in Q de . Efficient algorithms for computing both exact and approximate MEBs are available in literature [8, 10] .
The combination of Steps 3 and 4 gives an approximate solution to the Group Enclosing Query problem (GEQ), which is nothing but the ANN problem in the Euclidean setting [9] . See Figure 2 . Li et al. [9] showed that if the exact center of the query points can be computed and the exact nearest neighbor of the center of the MEB is found, then the solution to the GEQ produced by the combination of Steps 3 and 4 is √ 2-approximate. If one computes the (1 + ) approximate solutions to both the MEB and nearest neighbor, the approximation factor of the GEQ answer is (1 + ) √ 2. We compute the exact MEB and (1 + )-approximate NN in Steps 3 and 4 of the query phase. In Step 1, we compute the exact nearest neighbor.
Experimental Setup
Our algorithm was implemented in C++ and MATLAB. The implementation of the exact algorithm, the graph generation phase and the query phase part of our algorithm was written in C++ and compiled with g++ 4.1.2 with -O3 optimization. For constructing the graphs from the road networks, the BOOST (http://www.boost.org) library was used. The CGAL [1] and STANN [5] libraries were used for implementing the KH algorithm, computing the Minimum Enclosing Ball and the NN-search in the Euclidean space. The embedding phase was implemented using MATLAB. The machine used has 8 Quad-Core AMD Opteron(tm) Processor 8378 with hyperthreading enabled. Each core has a L1 cache size of 512 KB, L2 of 2MB and L3 of 6MB with 128 GB total memory. The operating system was CentOS 5.3. All data was generated and stored as 64 bit C++ doubles. Currently, we use 24 cores of this machine for preprocessing and one core for the queries. In the next section we present our results from the experiments on the road networks of Tallahassee (1597 nodes and 2425 edges) and Florida (1001982 nodes and 1327731 edges). The number of nodes and edges given are obtained after removal of degree 2 nodes.
Experimental Results
Once we embedded the shortest path metric into R 6 , we compared the exact radius computed using KH algorithm and the radius computed by our algorithm. This is shown in Figure 3 .There are two comparisons done in these graphs. One is with the "absolute answer" computed by the KH algorithm, shown by "Absolute Distortion" in the graph. The second is with the exact "vertex answer", shown by "Vertex Distortion". Let R ab and R v denote the true absolute and vertex radii and R approx denote the approximate radius. Each radius is the shortest path distance between the 1-center and the furthest query point from it. Then the figures in the y-axes of the graphs is the average from 50 runs of R approx /R ab for computing the Absolute Distortion and R approx /R v for computing the Vertex Distortion. We use the term "Mean Radii Distortion" for the measuring the error in approximation of our answer with the true radius. We see that we are more closer to the vertex answer than the absolute answer. This is because R approx is greater than both R ab and R v , and R v R ab . Hence R approx /R v R approx /R ab . The increase in distortion for both the answers occur when the queries are fed from the points having large distortions when embedded. The timings for the exact and approximate algorithms are shown in Table 1 . As stated before, a cubic time algorithm is no match to our algorithm.
Conclusion and Future work
This work opens up many new and interesting avenues of research. One immediate open problem is how to reduce the error in approximation of the 1-center answers for large data sets. Can we solve k-center/k-means problems for points in motion on road networks now? We already have done preliminary experiments with k-means on our embeddings and seen encouraging results. We are in the process of building a website (http://maps.compgeom.com) that will allow people to solve 1-center problem approximately but instantly. We hope that someday this method is used to save fuel and reduce pollution in the real world.
