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Introduction
Multi-resolution source codes, also called progressive transmission or successive refinement codes, are compression algorithms in which simple, low-rate source descriptions are embedded in more complex, high-rate descriptions. In a multi-resolution source code, a single code is used to describe a source at a variety of rates. Decoding only the initial segment of the coded bit stream leads to a low-resolution data reconstruction, decoding a greater portion leads to a higher-resolution reconstruction, and so on.
Use of multi-resolution codes allows flexibility in systems catering to a variety of users or requiring a variety of rates since one multi-resolution code or description can do the job of many single-resolution codes or descriptions. The result is greater complexity and storage efficiencies. Examples of systems that can benefit from multi-resolution codes include mobile communications, web-based communications, and applications where users uncertain of their precision needs may benefit from the ability to stop data Interest in multi-resolution or progressive transmission source coding has inspired an enormous amount of research into practical multi-resolution source coding algorithms. We here focus on [4] , which describes a design algorithm and encoder for optimal multi-resolution vector quantizers (MRVQ) based on the tree-structured vector quantization (TSVQ) algorithm (see, for example, [lo] ). The algorithm generalizes the algorithms of [2, 111 from scalar to vector quantizers. MRVQ relies on a Lagrangian optimization matched to a priority schedule over the multi-resolution code's rates, distortions, or slopes. Since [4] gives little insight on choosing the Lagrangian parameters, we here explore their meaning and choice, demonstrating algorithmic performance when parameters are appropriately chosen.
Multi-Resolution Vector Quantization
The MRVQ algorithm replaces the greedy encoder of TSVQ with an optimal encoder. The multi-resolution encoder chooses, from among all possible paths through a tree-structured codebook, the ath that minimizes the weighted performance measure Ce=1 [CzeDe +De Re] , where {De} and {Re} are the distortions and rates respectively associated with each resolution of an L-resolution code. The code is designed using an iterative descent technique functionally equivalent to the generalized Lloyd algorithm. As a result of the above definition of the optimal encoder, this iterative descent technique yields a non-greedy design algorithm that simultaneously optimizes all levels of a treestructured codebook [4] .
To design an MRVQ, one must choose the encoder's Lagrangian parameters (aL, ,@). As discussed in [4] , these parameters should match a user-defined priority schedule p l , p z , . . . , p~ on the code's L resolutions. This priority schedule may be derived as a function of a set of priorities or probabilities over the code's resolutions, and may be posed in terms of code rates, distortions, or rate-distortion trade-E 0-7803-5 148-7/98/$10.0001998 IEEE offs (slopes). For example, consider a system in which users decode at rate re with probability p t . Then the goal is to design the system that yields the lowest expected distortion CepeDe subject to a collection of constraints Re 5 on the rates, or equivalently to minimize zelPe.De + ,&Re], where {De} are the Lagrangian parameters associated with our collections of rate constraints. Thus in theory, the system parameters are simply chosen to match the given design criteria.
When L is large, finding the appropriate Lagrangian parameters ({&} in the above example) may be difficult since these parameters are interdependent. Further, practical design criteria are typically far more vague than in the above example, perhaps stating that most users tend to favor a specific range of rates, but not giving explicit values for either the priority schedule or the rates used. Thus, in practice, choice of ( a L , p L ) may be quite difficult.
Parameter Meaning and Choice
For the single-resolution case,
where @/a coresponds to A, the negative slope of the line tangent to the rate-distortion curve R ( 0 ) at the target rate and distortion, as noted in [4] .
In the two-resolution case L = 2, we have four parame- Notice that the ratio a l / a 2 specifies the priority schedule for resolutions one and two. If the ratio is infinity, the resolution-1 code will effectively be an ECVQ with X = Pl/al, while the resolution-2 code will be the best slope-P2/az code achievable given the fixed resolution-1 code. For a 1 / a 2 = 0, the second code will be optimized for slope ,&/a2 and then the resolution-1 code will be optimized for slope ,&/al subject to the constraint on the resolution-2 code. Between these extremes lies a continuum of possibilities.
This physical interpretation can be extended to the 2L- 
Results
We conducted experiments on both synthetic and natural data sets.
The synthetic data follows the distribution described by Equitz and Cover in [7, 81 (and also [ 11, [6] , [9] ).
For the natural data experiments, we used a training set of 20 medical brain-scan images, and a test set of 5 brain scans. The training and test sets do not overlap. Figures 3  and 4 show a variety of 9-resolution experiments, in comparison with VQ and TSVQ.
In all the experiments on both synthetic and natural data, the first-resolution codes achieve the same performance of the VQ codes. By choosing a very high priority for the firstresolution, the MRVQ first-resolution is "tied-down'' to the VQ curve at that point.
MRVQ is exponentially more complex than TSVQ, since it involves full-search of the best-of-all possible paths of the given tree, at each resolution. MRVQ offers the multiresolution benefits at the associated cos of doubling the complexity required for full-search VQ. {1,2,3}, with symbol probabilities p = ((1 -p ) / 2 , p , (1 -p ) / 2 } , and absolute difference distortion measure p(z, 2 ) = Iz -21, introduced by Gerrish [9] , and used by Equitz and Cover in their original proof that the optimal performance of a two-resolution source code does not everywhere coincide with the (single-resolution) rate-distortion bound [7, 81 (see also [l, 5 , 61). The plots include both theoretical bounds and results achieved through code design.
Synthetic Data
In each figure, the lowest curve shows the distortion-rate bound for the given source. Just above (and almost indistinguishable from the the distortion-rate curve) is a curve showing the optimal second-resolution performance theoretically achievable using a first-resolution code whose performance lies exactly on the distortion-rate bound at rates lower than 0.069 bpp and higher than 0.405 bpp. The optimal second-resolution performance and the distortion-rate curve overlap exactly except in the section plotted with a solid line, where the two curves separate.
A variety of codes were designed for the given source and their performances are compared both with each other and with the theoretical results in the same figures. All codes considered are vector quantizers of dimension 4. The lower curve corresponds to the performance of a sequence of VQs; the higher curve shows the multi-resolution performance of a single TSVQ. The curves in between give performance results for MRVQ. Each MRVQ curve shows the range of possible second-resolution rate-distortion performances achievable given that its first-resolution is a fixed, optimal VQ. Notice that the achieved coding results again demonstrate a small degradation in performance associated with going from single-resolution coding to multiresolution coding. However, the MRVQ offers much better performance than TSVQ, for the range of rates studied here.
For higher dimensions, the experimental results should move closer to the bounds predicted by the theory. Just as vector quantizers are optimal block single-resolution source codes, multi-resolution vector quantizers are asymptotically optimal multi-resolution source codes [5, 61. rate results for variable-rate MRVQ using the weighted performance measure (dashed lines), nonembedded ECVQ (upper curve) and TSVQ (lower curve).
Natural Data

55r
In Figure 3 , the lowest curve shows the performance of TSVQ while the highest curve is the performance of a (non-embedded) collection of full search VQs. The lowest curve in Figure 4 shows the results for variable-rate entropy-coded TSVQ, and highest curve describes the performance of ECVQs. In both cases, the curves in between show the performance results for MRVQ, with a range of ( a L , p L ) vectors. Each dashed line shows the rates and signal to quantization noise ratios (SQNRs) associated with the above described code for a single set of (a',p") values.
The ( a L , p L ) sets of values used in these experiments were chosen to fix a desired resolution {&},{De} to be as close as possible to the full search VQ or ECVQ performance by choosing a relatively very high ae in comparison with the other parameters. An intermediate priority ak was set to achieve the best possible secondary performance, and all higher rate points were given a very low (but non-zero) remaining priorities. The results show that at the high-priority fixed-resolution point, it effectively achieves the ECVQ performance, and the performance at second-priority resolutions is generally better than TSVQ and less than 1 dE3 below ECVQ.
All codes use vector dimension 4. The distortion is measured as squared error p(z, 2 ) = (z -2)2.
Conclusions
