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Abstract— During 30 years, expert meteorologists have been
sampling meteorological measurements directly related to the
rainfall event, in order to improve the current forecast proce-
dures. This study performs the Feature Extraction and Feature
Selection processes to extract the relevant information in the
rainfall event. The Feature Extraction has been performed with
a Multiresolution Analysis applying the Maxima Overlap Wavelet
Transform. The selection of the wavelet decomposition, was
obtained applying a Sequential Feature Selection algorithm based
on General Regression Neural Networks. In this paper, it is also
presented a novel architecture to perform short and medium
term weather forecasts based on Neural Networks and time
series estimation filters. The preliminary results obtained, present
this architecture as a feasible alternative to the current forecast
procedures performed by super computer simulation centers.
I. INTRODUCTION
The Rainfall is one of the most important events in daily
life of human beings, conditioning most of the activities either
in the countryside or in big cities. Traffic, floods, electric
power consumption, quality of the air, performance of public
transportation are only some examples where the rainfall event
has a direct impact.
During several decades, scientists have been trying to char-
acterize the weather. Current forecasts are based on high
complex dynamic models, see [1]-[7], that try to predict the
atmospheric evolution based on a starting situation performing
numerical simulations. The numerical calculations are pro-
cessed by supercomputers, as an example, figure 1, shows
the architecture of the European Center for Medium-range
Weather Forecasts (ECMWF) (this center, placed in the UK,
is supported by 31 countries).
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Fig. 1. European Centre for Medium-range Weather Forecast Architecture
As the weather evolution highly depends on the initial
conditions ([5],[6]), even the minimum deviation either in the
measurements (to set the initial state) or in the model definition
shall produce a divergence between the forecast and the real
evolution of the system. Actually, those are the sources of
forecast errors in the current predictions, the initial state and
model uncertainties.
Other approximations are [8]-[13] based on stochastic mod-
elling and recently some attempts based on neural networks
[14]-[15].
As a new approximation to the problem, in this paper, a
novel system architecture is presented, as well as the early
results obtained in the Feature Selection process. The goal of
the study is to design and implement a short and medium
term forecast system based on neural networks trained with
the meteorological observations obtained in the meteorological
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observatory of Valladolid (Spain), see figure 2.
Fig. 2. Location of Valladolid
This paper describes the sequential feature selection proce-
dure (SFS) that is being applied to the observations, in order
to assess:
• That the observed variables contain all the necessary
information to detect the rainfall events.
• The relevant information to estimate the rainfall event and
intensity. This have been obtained by a Multiresolution
Analysis (MRA) decomposition.
The paper is divided into different sections. Chapter two
introduces the measures obtained and why they are relevant.
Chapter three outlines the design of the rainfall forecaster.
Chapter four contains a brief introduction to the MODWT
MRA analysis. Chapter five describes the Feature Selection
process. In chapter six, some conclusions are outlined as well
as the future lines in the project.
II. MEASUREMENTS SELECTION AND DATA ACQUISITION
As it has been introduced, three variables were selected
to detect the different kinds of rainfall events, synoptic and
convective rainfall events, for a classification of the different
rainfall events please refer to [1]. Convective rainfalls are
related to the evaporation processes; synoptic rainfall event
are the result of cold fronts movements.
The selected variables are:
• Pressure waves (PESC) (measured in millibars or Hecto
Pascals, Hp).
• Geopotential height at 500 Hp (Z500)(measured in me-
ters).
• Thickness from 500 to 1000 Hp waves (HESC)(measured
in meters).
These measurements, suggested by the meteorologists, are
supposed to contain enough information to forecast the rain-
fall events since they give information about pressure waves
formation, neighborhood and pass through of warm and cold
fronts, etc. Actually, the first aim of this study was to study
if the variables were properly selected. The variables have
been captured twice a day during 30 years. In picture 3, the
time series of the measurements are represented as well as the
rainfall intensity those days.
Fig. 3. Time series obtained in May 2006
PESC are obtained transforming the barometric measures
reduced to sea level.
Z500 are obtained performing a linear extrapolation from
the synoptic maps over the observatory of Valladolid. The
synoptic maps represent the spatial distribution of multiple
meteorological variables, measured at the same time all over
the world in the meteorological stations. In this case, the maps
represents the isobars lines (same pressure level curves) and
geopotential height level curves. Figure 4 is an example of
these maps.
Fig. 4. Synoptic Map over Spain
HESC are obtained from the former measures with the
following approximation (each Hp corresponds to 8.2 meters):
HESC = Z500 − (PESC − 1000) ∗ 8.2 (1)
This last variable is especially important since is directly
related to the arrival of cold or warm fronts.
In addition to this measurements it has been sampled the
wind direction in the observatory of Valladolid, but this data,
is not been used currently.
III. SYSTEM DESIGN OVERVIEW
In this section, it is outlined an overview of the forecaster.
The following figure shows the functional blocks that form the
overall design:
Fig. 5. System Design Overview
As it can be seen, there is a Data Acquisition block, that
shall automatically sample the data to perform three actions:
• Store the new observations into the database.
• Perform the Short Term rainfall estimation.
• Perform a forecast of the input variables, in order to
estimate the rainfall events at medium term.
In the present paper, it is presented the feature extraction
and the feature selection process, that are the first stages to
design the rainfall estimator, see figure 6.
Fig. 6. Rainfall estimator design phases
Note that as not all the information contained in the time
series is useful, it only will be necessary to forecast the time
series with the relevant information.
IV. MAXIMA OVERLAP DWT MULTIRESOLUTION
ANALYSIS
The Maxima Overlap Discrete Wavelet Transform
(MODWT) ([16],[17],[18]), is a modified version of the
Discrete Wavelet Transform (DWT) ([19]). However the
DWT is orthogonal, the MODWT is highly redundant. As
it is explained later, the MODWT has some quite appealing
properties that makes it ideal to perform an analysis to a time
series.
Both to DWT and MODWT, allows to perform a Mul-
tiresolution Analysis (MRA), that is a scale-based additive
decomposition; it lets to decompose the time series into a
sum of simpler time series, named Smooths Sj and Detail
DJ , [16].Being X(t) a time series, it can be written as:
X =
J−1∑
j=1
Dj + SJ (2)
The name "Details and Smooths" came from the idea that
Dj indicates the changes at scale j − 1 and SJ contains the
mean level at scale J − 1.
The MODWT definition is obtained directly from the DWT:
let be, h˜j,l the DWT wavelet filter and ˜gj,l the scaling filter,
being l = 1..L the length of the filter and j the level of
decomposition. The MODWT wavelet hj,l and scaling gj,l
filters are directly defined:
hj,l = h˜l/2
j/2
gj,l = ˜gj , l/2
j/2 (3)
Then, the MODWT wavelet coefficients of level j are
defined as the convolution of the time series and the MODWT
filters:
Wj,t =
∑L−1
l=0 hj,lXt−lmodN
Vj,t =
∑L−1
l=0 gj,lXt−lmodN
(4)
Note that from the above expressions, the MODWT wavelet
coefficients at every scale shall have the same length as the
original signal X . Now, (4) can be expressed in matrix notation
as:
~Wj = W¯j ~X
~Vj = V¯j ~X
(5)
Then, the original time series X can be expressed as (2)
defining the Smooths and Details as follows:
Dj = W¯j
T ~Wj
Sj = W¯j
T ~Vj
(6)
The DWT analysis of a time series depends critically from
the starting sample, that means that the analysis of a time series
and the same one starting one sample later is rather different
([16]). This is not true for the MODWT, actually the MODWT
is also known as "shift invariant Wavelet Transform". So the
the MRA obtained with the MODWT is "shift invariant". On
the other hand, however the DWT is properly defined for
sample sizes power of two, the MODWT is properly defined
for any size samples. For the two above reasons, to perform the
feature selection, a MRA MODWT analysis has been applied
(instead of the DWT), to decompose PESC , Z500 & HESC
into simpler components and extract the relevant information
in the Rainfall event.
Figure 7 shows the MRA analysis to (PESC) with the Haar
wavelet at level 3. At the left side of the figure, it is a label
indicating that the first series is PESC , then the following four
are the MRA Details and Smooths (S1,S2,S3 & D3) and the
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Fig. 7. MRA of the Pressure waves from February 2006 to December 2007
last one is the Rainfall intensity. The X axis is numbered form
1 to 1400, that corresponds to the samples from February 2006
to December 2007.
In order to know what is the better wavelet filter and level
of decomposition to perform the MRA, it was performed a
Sequential Feature Selection (SFS) algorithm, that is described
in the following point.
V. SFS PROCESS - WAVELET FILTER SELECTION
To select the wavelet filter, and the level of decomposition,
a SFS algorithm was implemented [20], selecting the filter and
the decomposition level that obtained the better performance
in unsupervised rainfall detection using a GRNN Network
([21],[22],[23]). GRNN structures, are a regression method
proposed by Nadaraya-Watson and introduced by Specht in
[21]. The principal advantages of GRNN are fast learning and
convergence to the optimal regression surface as the number
of samples becomes very large. The general expression of the
GRNN network is:
yˆ(x) =
∑M
q=1 y
(q) exp(−
D2q
2σ2
i
)
∑M
q=1 exp(−
D2q
2σ2
i
)
(7)
This kind of networks are quite simple to implement, cap-
tion 8 shows the generic architecture of this kind of networks,
and are being used in time series forecasting [25],[24].
Fig. 8. GRNN Arquitecuture
The SFS was performed selecting among 20 different
wavelet filters from level 2 to level 5 (for the haar wavelet,
the time window of level 5 analysis would correspond to 16
days, 25 intervals of 12 hours). It was assumed that events two
weeks ago are not relevant for daily rains, or at least will be
better indicators.
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Fig. 9. Some SFS curves
To select the filter, the input to the GRNN was the wavelet
decomposition by the different filters (Haar, Daubechies, etc)
of PESC , Z500 and HESC at different scales; the signal to
estimate, was the rainfall signal. The SFS was performed
with the 2006 data, obtaining that the best transformation ,to
estimate the rainfall signal, was the Haar one at level 3. Figure
9 shows the results obtained in the SFS, the Haar wavelet
decomposition at level 3, achieves the best performance (min-
imum Mean Square Error (MSE)), the other wavelet filters (in
the figure db4, db6,db8 and db10) present more MSE.
Once performed the feature selection, we tried to estimate
the rainfall signal with the obtained decomposition; at first
time, rainfall intensity estimation rates were not quite success-
ful (too noisy), but after making binary the signal to estimate,
(’1’ -> rain event, ’0’ -> no rain), the detection of the rain
event rate was about a 72% of success, both in 2006 and in
2007, (the feature selection was performed with the 2006 data,
in order to test if the results were general).
These experiments suggest that the SFS process was quite
successful to detect the rain event, so the variables are properly
selected as it was suggested by the meteorologists. On the
other hand, it has been outlined that it is necessary to divide
the estimator into two stages, the first one detecting the rainfall
event, and the second one estimating the intensity when
necessary. As a third conclusion, as the more training data,
the better GRNN performance presents, it shall be necessary
to repeat the SFS process with a bigger time window, in order
to accurate the detection percentage. Once fitted this stage of
the overall forecast system, presented in section 3, it would be
necessary to study the time series obtained in the MRA and
selected in the SFS.
VI. CONCLUSIONS AND FUTURE WORKS
In this paper, it has been presented the SFS process per-
formed to a bi-annual time series, in order to forecast rain
events. The first results obtained, show that the selection of
the measurements was right as well as it indicates that it is
necessary to split the estimation network into two stages, the
first one to detect the event and the second one to estimate
the rainfall intensity. Another conclusion that can be deduced
from the results is that the training set shall be larger, and not
only based on an annual basis.
It has been presented the overall architecture of the rainfall
forecast system. This system, that is in its first development
stages, is designed to estimate the rainfall event at short and
medium term. The promising results present this architecture
based in Neural Networks, as a feasible alternative to the big
supercomputers centers.
In addition, this novel approach does not have the inherent
limitations of modelling the climate in supercomputers centers
(uncertainties in the measurements and model definitions), so
the accuracy of the final system will be only limited by the
time window loaded in the database of the system.
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