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Cap´ıtulo 11
Modelos simplificados de plegamiento
de prote´ınas
Alberto Pascual-Garc´ıa
11.1. Introduccio´n
En la presente seccio´n vamos a presentar algunas aproximaciones computacionales orientadas a com-
prender los fundamentos del plegamiento de prote´ınas. Por plegamiento entendemos el proceso es-
ponta´neo por el cual la prote´ına alcanza su conformacio´n funcional, es decir, su conformacio´n nativa.
Este proceso es esponta´neo, por tanto termodina´micamente favorable, si se dan las condiciones apro-
piadas en el ambiente en el que esta´ inmersa la prote´ına, tales como la concentracio´n de sales o la
temperatura. Adema´s hay que tener en cuenta que en el medio natural puede ser necesaria la media-
cio´n de chaperonas, que evitan agregaciones o conformaciones subo´ptimas. Tambie´n existe un creciente
intere´s por regiones de las prote´ınas, que pueden incluso representar incluso una fraccio´n muy signifi-
cativa de la longitud total, cuya estructura no es posible resolver experimentalmente pero que pueden
tener una relevancia funcional (las llamadas regiones intr´ınsicamente desordenadas) que sera´n tratadas
en el Cap´ıtulo 13.
Desde el punto de vista biolo´gico la importancia de conocer el plegamiento de una prote´ına reside
fundamentalmente en la necesidad de conocer o profundizar en su funcio´n, si bien es un proceso in-
teresante desde otros puntos de vista como por ejemplo el f´ısico, ya que es un claro ejemplo de proceso
autoorganizativo. Existen esencialmente dos problemas de plegamiento: 1) el que se centra en entender
el proceso de plegamiento en s´ı, tanto dina´mica como termodina´micamente y 2) el orientado a la pre-
diccio´n de la estructura de las prote´ınas. Nosotros discutiremos aqu´ı el primer punto, dentro de una
l´ınea argumental que dara´ especial e´nfasis a los aspectos evolutivos, lo que nos permitira´ ver la relacio´n
entre los dos problemas.
La literatura alrededor del problema de plegamiento es ingente y, dada la limitacio´n de espacio de
la que disponemos, es inevitable centrarse en u´nicamente algu´n tipo de modelos. Nosotros vamos a
considerar una representacio´n muy simplificada de las prote´ınas (ver la Figura 11.1, representacio´n
ma´s simplificada). La justificacio´n de esta simplificacio´n tan fuerte reside en que podremos tratar el
problema del plegamiento desde una perspectiva que nos permitira´ sacar algunas conclusiones sobre
el rol de la evolucio´n (que se ampliara´ en el Cap´ıtulo 12) y con la que habremos establecido las bases
para comprender tambie´n el problema de la modelizacio´n de estructuras de prote´ınas. Por tanto, los
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modelos de plegamiento ma´s detallado no sera´n tratados exhaustivamente en el libro, si bien creemos
que el lector interesado habra´ obtenido las bases necesarias para una aproximacio´n auto´noma a dichos
problemas si combina los resultados de esta seccio´n con los que puede encontrar en el cap´ıtulo de
dina´mica molecular y modelizacio´n de estructura de prote´ınas. En particular, dentro de los modelos
simplificados que vamos a discutir, hemos seleccionado modelos que nos permitira´n alcanzar una serie
de objetivos, alrededor de los cuales esta´ organizado el cap´ıtulo y que explicamos a continuacio´n.
Figura 11.1: Complejidad de la representacio´n en modelos de estructura de prote´ınas. Un nivel mayor
de detalle como en los modelos que consideran todos los a´tomos en dina´mica molecular (derecha) nos
permite responder a preguntas concretas pero el coste computacional es muy elevado. A medida que
vamos reduciendo la complejidad de la representacio´n, como en los modelos que consideran carbonos
alpha fuera de la red en la dina´mica molecular de Langevin (centro) o simplemente aminoa´cidos en un
ret´ıculo (izquierda), el coste computacional se reduce y podemos afrontar preguntas ma´s generales como
los principios ba´sicos del plegamiento de prote´ınas. Esta figura ha sido gentilmente cedida por la Dra.
Patr´ıcia Fa´ısca 1.
En la primera seccio´n, hacemos una introduccio´n a resultados e ideas histo´ricamente relevantes como
la paradoja de Levinthal, el experimento de Anfinsen o el paisaje energe´tico. Los dos primeros pun-
tos se refieren al problema del plegamiento en general, y sera´ con el concepto de paisaje energe´tico
y el principio de mı´nima frustracio´n cuando comenzaremos a introducir los modelos espec´ıficos que
utilizaremos.
En la segunda seccio´n presentaremos un tratamiento anal´ıtico de dichos modelos simplificados de ple-
gamiento. Estos modelos nos permitira´n hacer cierto tratamiento anal´ıtico sencillo en un problema que
es muy complejo de atacar desde el punto de vista teo´rico. Se mostrara´n algunos resultados teo´ricos
que, aun siendo sencillos, sera´n accesibles a alumnos con cierto nivel en matema´ticas y f´ısica, y sera´n
probablemente dif´ıciles para aque´llos que no dispongan de esta formacio´n, que podra´n prescindir de
esta seccio´n. El objetivo es que los alumnos interesados en la formalizacio´n tengan la oportunidad de
encontrar desarrollos orientados a tratar conceptos relacionados con el problema de plegamiento, dif´ıci-
les de encontrar de manera asequible para estudiantes de grado o ma´ster en la literatura. Esto nos ha
llevado a seleccionar modelos que se considerar´ıan antiguos en este a´rea. Este criterio de seleccio´n tiene
como parte negativa que no permite conocer el estado actual del arte. Pero tiene como valor an˜adido
el comenzar a aprender los conceptos en el orden en el que histo´ricamente han sido explorados, lo cual
permite fundamentar unas bases mı´nimas para continuar auto´nomamente el aprendizaje.
La tercera seccio´n trata ejemplos concretos utilizando el mismo tipo de modelos. Los ejemplos que se
discuten han sido seleccionados siguiendo dos criterios. El primero es que esta´n basados en art´ıculos
1Protein Folding Group, Universidad de Lisboa. http://www.ciul.ul.pt/$\sim$patnev/index.html
cient´ıficos asequibles, lo cual creemos que es importante pues existe t´ıpicamente una falta de acerca-
miento de los estudiantes a la literatura cient´ıfica. Por otra parte son ejemplos que tratan los conceptos
discutidos anteriormente y hacen especial e´nfasis alrededor de argumentos evolutivos, lo cual permi-
tira´ al lector relacionar conceptos con otros cap´ıtulos del libro.
11.2. Conceptos ba´sicos
11.2.1. La paradoja de Levinthal y el experimento de Anfinsen
Para comenzar, vamos a intentar evaluar la complejidad del problema que estamos afrontando. Imagi-
nemos que la conformacio´n en la cual la prote´ına es funcional es u´nica, es decir, hay un u´nico conjunto
de coordenadas describiendo las posiciones de los a´tomos de la prote´ına en el espacio. Esta asuncio´n
es muy fuerte, porque obviamente la prote´ına estara´ en movimiento por su interaccio´n con el medio.
Pero s´ı es realista pensar que la prote´ına se encuentra estad´ısticamente en un conjunto de conforma-
ciones, y que estas conformaciones son esencialmente las mismas si utilizamos medidas globales de
“grano grueso” como el nu´mero de contactos (ver Cap´ıtulo 10). Estar´ıamos promediando (e incluso
en algunos casos despreciando) magnitudes ma´s detalladas como la posicio´n de las cadenas laterales o
movimientos de cuerpo r´ıgido de elementos de estructura secundaria. No tenemos que perder de vista
en ningu´n momento que, el no considerar a priori estas diferencias “en el detalle”, no implica que
no puedan tener importancia en el proceso analizado. As´ı que debemos considerar este hecho cuando
extraigamos conclusiones de cualquier ana´lisis obtenido u´nicamente considerando una descripcio´n de
“grano grueso”. Sin embargo vamos a ver que, incluso considerando una descripcio´n simplificada, la
complejidad sigue siendo enorme.
Si considera´ramos una prote´ına de unos 100 aminoa´cidos y cada aminoa´cido tuviera, por ejemplo,
dos conformaciones posibles, explorar todas las conformaciones implicar´ıa visitar 2100 ∼ 1030 estados
posibles. Las prote´ınas muestrean estados alrededor de su estado nativo a un ritmo cuyo orden de
magnitud oscila entre 0,1ps y 10ns, pero ni siquiera esa velocidad es suficiente para explorar todas
las conformaciones en un tiempo biolo´gicamente relevante. Por ejemplo, para poner en un contexto
computacional el problema, supongamos que somos capaces de explorar del orden de 106 conformaciones
en un d´ıa. Esto es el nu´mero de conformaciones que se explora en una dina´mica molecular utilizando
24 procesadores esta´ndar y un paso de integracio´n t´ıpico de 0,01ps para generar 1ns de trayectoria.
Necesitar´ıamos entonces 1024 d´ıas en explorar todas las conformaciones, ¡lo cual es bastante ma´s que
la edad del universo!
Esta´bamos asumiendo en el ca´lculo anterior que la configuracio´n en la que la prote´ına es funcional es
u´nica (salvo fluctuaciones), o si existen varias configuraciones son muy pocas en relacio´n al nu´mero
total de configuraciones posibles. Esta asuncio´n se fundamento´ en los an˜os 60 gracias a los experimentos
que llevo´ a cabo Anfinsen y sus colaboradores [1] sobre la cine´tica de la ribonucleasa y se ha convenido
en llamar la hipo´tesis termodina´mica. En dichos experimentos monitorizaban las propiedades estruc-
turales en un proceso en el que, partiendo de unas condiciones estables para el plegamiento, llevaban
a la prote´ına hasta la desnaturalizacio´n para volver despue´s de nuevo a las condiciones iniciales. Su
observacio´n fue que, tras la desnaturalizacio´n, las propiedades estructurales no hab´ıan cambiado, lo
que parec´ıa sugerir que la prote´ına recuperaba de nuevo su estado nativo. La importancia de estos
experimentos, por los cuales recibio´ junto a Moore y Stein (quienes determinaron la secuencia de la
enzima) el Premio Nobel de Qu´ımica, reside en que implica que toda la informacio´n necesaria para que
la prote´ına se pliegue en su estado nativo se encuentra codificada en la secuencia de aminoa´cidos.
Este hecho motivo´ ra´pidamente la pregunta de si ser´ıa entonces posible entonces predecir la estructura
nativa de una prote´ına a partir de su secuencia. Pero unos pocos an˜os ma´s tarde, en 1969, Levinthal [17]
planteo´ un importante problema conceptual que hemos ya ilustrado en el pequen˜o ejercicio anterior: si el
considerar los grados de libertad de la prote´ına nos lleva a que el nu´mero de configuraciones posibles es
astrono´micamente grande, ¿co´mo puede una prote´ına plegarse en una escala de tiempo biolo´gicamente
relevante? Como hemos visto, aun asumiendo que somos capaces de muestrear las configuraciones en un
tiempo muy pequen˜o, encontrar el estado nativo con una bu´squeda exhaustiva o al azar ser´ıa inviable.
Si la velocidad de plegamiento t´ıpica es del orden de milisegundos e incluso del microsegundo [16],
¿co´mo se resuelve la paradoja de Levinthal?
Por un lado, la paradoja de Levinthal lo que nos dice es que, en un escenario en el que todas las
conformaciones son equiprobables una bu´squeda al azar es simplemente inviable. Si los estados fueran
efectivamente equiprobables, implicar´ıa que encontrar la estructura nativa requerir´ıa que existieran
algunos caminos muy concretos que guiaran a la prote´ına hacia e´se estado nativo, es decir, que existiera
un control cine´tico muy estricto. Por el otro, los experimentos de Anfinsen sen˜alan que es suficiente
con que la prote´ına este´ bajo control termodina´mico, es decir, el estado plegado representa el mı´nimo
absoluto de la superficie de energ´ıa libre. La realidad es mucho ma´s compleja y en el plegamiento tanto
el control cine´tico como el termodina´mico son relevantes [6]. Cua´nta relevancia tiene el control cine´tico
o el termodina´mico en el plegamiento de una prote´ına dependera´ para comenzar de la naturaleza de
la prote´ına y de su contexto ambiental. Nuestro objetivo sera´ intentar dar una aproximacio´n a esta
pregunta desde el punto de vista f´ısico y evolutivo.
11.2.2. El paisaje energe´tico y el principio de mı´nima frustracio´n
Desde el punto de vista de la paradoja de Levinthal, lo que plantea es un conflicto entre que la
prote´ına encuentre un mı´nimo de energ´ıa (es decir, esta´ bajo control termodina´mico) y el que lo alcance
suficientemente ra´pido (lo que implicar´ıa algu´n tipo de control cine´tico). Lo primero que tenemos que
observar es que este conflicto surge de la asuncio´n de que el estado nativo de una prote´ına es igual
de probable que cualquier otro. Esto ser´ıa como intentar meter una canica de un mil´ımetro cuadrado
de radio en el agujero de un campo totalmente plano y del taman˜o de dos veces la superficie de
Espan˜a. Y en esta imagen lo principal es darse cuenta de que la canica dif´ıcilmente encontrara´ el
agujero mientras el campo sea plano, pero la situacio´n puede cambiar mucho si la superficie tuviera
pendiente. Si considera´ramos la superficie de energ´ıa libre de una prote´ına, el que la superficie no sea
plana significar´ıa que las distintas configuraciones de la prote´ına no son equiprobables. Ahora bien, si
exigimos u´nicamente control cine´tico podr´ıamos tener una superficie de energ´ıa en el que hay algu´n tipo
de “canalizacio´n” que nos lleva del estado desnaturalizado al plegado, como se muestra en la Figura 11.2.
Si la prote´ına al desnaturalizarse se encuentra en el punto A, encontrara´ la canalizacio´n que le lleva hasta
el estado nativo, pero este escenario es entonces fuertemente dependiente de las condiciones iniciales. La
desnaturalizacio´n de la prote´ına (y, en general, las conformaciones intermedias) no deben considerarse
como una conformaciones u´nicas sino como conjuntos estad´ısticos (en ingle´s ensemble) repartidos por
la superficie de energ´ıa para determinados valores de la misma. De este modo, la paradoja de Levinthal
ser´ıa ma´s bien un artefacto que surge al considerar un escenario como el que acabamos de describir.
A principios de los ochenta, surgio´ una visio´n en la que lo que se considera es que la superficie de la
energ´ıa libre no es plana, sino que ma´s bien tendr´ıa una forma de embudo (del ingle´s funnel) como
en la Figura 11.2. Esto implicar´ıa que no existen caminos concretos por los cuales la prote´ına deba
pasar, y por tanto con un nu´mero pequen˜o de conformaciones intermedias. Sino que ma´s bien existir´ıan
conjuntos estad´ısticos suficientemente grandes para que el control cine´tico tenga lugar, por los cuales la
prote´ına puede alcanzar el mı´nimo de energ´ıa, haciendo compatible el control cine´tico y termodina´mico.
¿Que´ particularidades podemos esperar de esta superficie? Por un lado, esperar´ıamos que tuviera
Figura 11.2: Ilustracio´n de posibles paisajes energe´ticos. En el eje vertical se representa la energ´ıa libre sin
considerar la entrop´ıa conformacional, una “energ´ıa libre interna”. Un punto en la superficie representar´ıa
una conformacio´n, que a su vez contiene un nu´mero elevado de grados de libertad. Frente a un escenario
en el que el paisaje energe´tico es plano excepto para el estado nativo, como se asume en la paradoja de
Levinthal que implicar´ıa una bu´squeda al azar entre conformaciones equiprobables, el estado nativo (N)
podr´ıa ser alcanzado ma´s ra´pidamente desde un estado desnaturalizado (A) si existiera un camino en la
superficie energe´tica preferente (A). Un paisaje en forma de embudo (B) permitir´ıa considerar conjuntos
estad´ısticos de conformaciones energe´ticamente ma´s favorables. De este modo la prote´ına alcanzar´ıa el
m´ınimo de energ´ıa (control termodina´mico) pero habr´ıa mu´ltiples caminos. En un paisaje ma´s realista
(C) hay que considerar que la superficie no es suave porque existen fuentes de frustracio´n (ver texto).
Figuras extra´ıdas de [8] con permiso del editor.
cierta forma suave de embudo, lo que permitir´ıa “guiar” a la prote´ına hacia el estado nativo en una
escala de tiempo razonable. Esto no significa que sea sencillo porque, al descender por el embudo, el
espacio conformacional sigue siendo grande y encontraremos au´n cuellos de botella en la cine´tica del
plegamiento en regiones energe´ticamente cercanas al estado nativo precisamente porque el nu´mero de
conformaciones accesibles es au´n elevado, como veremos en uno de los ejemplos ma´s adelante (una
buena aclaracio´n al respecto la encontramos en [14]).
Adema´s, la complejidad de las interacciones de la prote´ına que se encuentra sometida a las fluctuaciones
del medio nos lleva a pensar que habra´ mu´ltiples mı´nimos locales debidos a conformaciones no nativas,
pero con cierta globularidad, que se forman durante el proceso y que dar´ıan lugar a un paisaje energe´tico
ma´s bien rugoso como muestra la Figura 11.2. Estos mı´nimos locales ser´ıan “trampas” en las que la
prote´ına se podr´ıa quedar atrapada si se dan las condiciones ambientales apropiadas.
Es lo´gico postular entonces que el paisaje energe´tico de una prote´ına real sea algo intermedio entre una
superficie suave y en forma de embudo y una superficie rugosa sin una pendiente global determinada.
Este fue el razonamiento seguido por Bryngelson y Wolynes [4] para abrir una v´ıa a modelos simpli-
ficados de la superficie energe´tica de prote´ınas, basado en la bien conocida teor´ıa f´ısica de los vidrios
de esp´ın. Segu´n su planteamiento, un pol´ımero con una secuencia al azar deber´ıa de presentar una
superficie rugosa debido a que tendra´ una fuente importante de frustracio´n. La frustracio´n debemos
entenderla como un conflicto irresoluble entre distintas tendencias que tienen lugar en el sistema que es
sometido a nuestro ana´lisis, donde tendencia se puede entender en un sentido muy general. Por ejem-
plo, en cualquier clasificacio´n diremos que esta´ frustrada si no es posible realizarla sin ambigu¨edad.
Veremos un ejemplo al respecto en el cap´ıtulo de evolucio´n de estructura de prote´ınas, al intentar
clasificar estructuras (Subseccio´n 12.3.1). En el caso que nos ocupa, la frustracio´n surge de que exis-
ten interacciones que entran en conflicto tanto por su naturaleza (determinada por la secuencia de la
prote´ına) como por las restricciones de cara´cter geome´trico. Si imaginamos por ejemplo una secuencia
al azar en donde consideramos u´nicamente una propiedad, por ejemplo tenemos residuos hidrof´ılicos e
hidrofo´bicos, no sera´ posible encontrar una configuracio´n en la que todos los residuos hidrofo´bicos este´n
en contacto formando un nu´cleo compacto alrededor del cual se encuentren los residuos hidrof´ılicos, que
ser´ıa la configuracio´n ma´s estable en medio acuoso. As´ı que en una secuencia al azar, esperaremos que
la superficie de energ´ıa libre sea rugosa, y que haya numerosos mı´nimos locales en donde la prote´ına
se queda atrapada en configuraciones semicompactas.
Por otro lado, los paisajes energe´ticos suaves a pesar de no tener trampas locales, parten de un gran
nu´mero de estados de energ´ıa elevada para ir reducie´ndose a unos pocos de baja energ´ıa. Diremos
entonces que existe un “cuello de botella” si existe alguna regio´n de la superficie de energ´ıa libre en
donde esta reduccio´n es muy abrupta, y que podremos estimar con la disminucio´n relativa del nu´mero
de estados. Si este cuello de botella no es muy drama´tico, la prote´ına encontrara´ el estado nativo en un
tiempo biolo´gicamente relevante, como veremos en uno de los ejemplos discutidos. Este tipo de paisajes
(superficie no muy rugosa y cuello de botella suficientemente ancho) sera´ esperado entonces en sistemas
en donde exista una alta cooperatividad, ya que implica una coordinacio´n que reduce las posibles fuentes
de frustracio´n. La u´ltima caracter´ıstica que queremos resaltar de los sistemas que poseen un paisaje
energe´tico suave es que sus fases termodina´micas esta´n determinadas por la temperatura, como veremos
ma´s adelante (ver Figura 11.7).
Bryngelson y Wolynes observaron que, si bien en prote´ınas reales debe existir cierta frustracio´n, como
se encuentra en pol´ımeros cuya secuencia es al azar, esta frustracio´n deber´ıa de ser mı´nima para que
la cine´tica de la prote´ına sea lo suficientemente ra´pida para plegarse en el medio celular. Adema´s,
las estructuras globulares son muy compactas, lo que implica que la estructura secundaria y terciaria
no entran en conflicto. Y adema´s implicar´ıa que, desde el punto de vista evolutivo, las secuencias de
prote´ınas reales deber´ıan haber sido seleccionadas para cumplir los requerimientos termodina´micos y
cine´ticos compatibles con su plegamiento. Llegamos entonces a un escenario en el que las prote´ınas
reales son un subconjunto de todas las cadenas polipept´ıdicas al azar que podr´ıamos construir, como
ilustramos en la Figura 11.3.
Figura 11.3: Particio´n del conjunto de heteropol´ımeros al azar en subgrupos en funcio´n de las restriccio-
nes que imponemos. El conjunto de pol´ımeros basados en los aminoa´cidos encontrados en la naturaleza
es un primer subgrupo dentro del cual encontraremos aque´llos termodina´micamente plegables, y a su
vez aque´llos cine´ticamente plegables a una temperatura relevante para la funcio´n biolo´gica. Te´ngase en
cuenta que las superficies relativas de los conjuntos no son realistas, ya que las diferencias entre cada
grupo y el siguiente ser´ıan mucho mayores. Figura adaptada de [22].
11.3. Fundamentos teo´ricos
En la presente seccio´n, vamos a presentar algunos fundamentos teo´ricos que, de manera natural, nos
llevan a comprender formalmente los posibles ingredientes necesarios para describir una superficie de
energ´ıa razonablemente realista. Si bien ser´ıa conveniente ciertos conocimientos en meca´nica estad´ıstica
para comprender esta seccio´n no es necesario comprender los detalles matema´ticos alrededor de los
resultados, si bien mostramos algunos por completitud. Para los lectores que lo requieran, una primera
introduccio´n a la f´ısica estad´ıstica la encontrara´n en [31] y un buen resumen pedago´gico de la aplicacio´n
de la meca´nica estad´ıstica a los modelos simples de plegamiento se encontrara´ en [24]. Es en la u´ltima
seccio´n en donde, dotados de los conocimientos adquiridos, abordaremos ejemplos computacionales
concretos que ayudara´n a afianzar los contenidos.
11.3.1. El paisaje energe´tico del modelo de energ´ıa al azar
Es conveniente comenzar entendiendo que´ propiedades esperar´ıamos si tuvie´ramos el modelo ma´s simple
posible. En general, el modelo ma´s simple es aque´l que explica un feno´meno observado como consecuen-
cia del azar. Si introduje´ramos nuestro modelo en el contexto estad´ıstico de un contraste de hipo´tesis,
podr´ıamos de hecho considerar dicho modelo como aque´l asociado a una hipo´tesis nula (modelo nu-
lo). Este ejercicio es importante realizarlo siempre que se intente introducir un nuevo formalismo, ya
que sera´ la descripcio´n ma´s econo´mica del proceso que estemos observando. Sus resultados servira´n
como referencia para evaluar la significatividad de los patrones que encontramos experimentalmente al
contrastarlos con el modelo nulo, patrones que aceptaremos como hipo´tesis alternativa si conseguimos
falsar el modelo nulo. La hipo´tesis alternativa contendra´ algu´n ingrediente adicional al efecto del azar
(cuya evaluacio´n es probablemente la que motiva nuestro ana´lisis).
En el caso que nos ocupa, podr´ıamos considerar como aproximacio´n de orden cero la aplicacio´n del
modelo de energ´ıa al azar propuesto por Derrida [7] y aplicado por vez primera en pol´ımeros por
Bryngelson y Wolynes [4]. Vamos a examinar con este modelo que´ superficie de energ´ıa obtenemos,
para lo cual vamos a realizar asunciones muy fuertes. La superficie de energ´ıa la entendemos en este
ejercicio como el espectro energe´tico de los distintos estados en los que podemos encontrar a nuestra
prote´ına problema.
Dada una cadena de mono´meros, consideremos un conjunto de microestados (conformaciones estruc-
turales), m1,m2, ...,mM con sus respectivas energ´ıas E1, E2, ..., EM . El nu´mero M de microestados es
enorme como ya hemos visto. En particular, lo podemos estimar como M = γN , donde N es el nu´mero
de residuos de la prote´ına y γ es el nu´mero de configuraciones por residuo. El valor de γ sera´ menor
que 5 cuando hagamos representaciones reducidas de la prote´ına, como las que hemos explicado, pero
puede llegar a ser del orden de 10 si se consideran las cadenas laterales. En cualquiera de los casos, se
ira´ reduciendo a medida que la prote´ına se vaya compactando.
¿Co´mo estimaremos las energ´ıas? En primer lugar hay que tener en cuenta que, para una conforma-
cio´n mi determinada su energ´ıa depende, no solamente de la estructura que la define, sino de lo que
formalmente llamaremos una realizacio´n del desorden. En nuestro caso, una realizacio´n del desorden
sera´ una secuencia de aminoa´cidos que generamos al azar (de aqu´ı el nombre de modelo de energ´ıa al
azar). Lo que pretendemos al considerar un nu´mero grande de secuencias (realizaciones), es asignar a
cada conformacio´n todas las energ´ıas que se obtendr´ıan ajustando cada una de las secuencias a dicha
conformacio´n. Esto podr´ıamos hacerlo en la pra´ctica asumiendo algu´n modelo sencillo para representar
las estructuras (como veremos en la siguiente seccio´n) y ajustando cada secuencia a las estructuras,
para lo cual calcularemos la energ´ıa asociada al par secuencia-estructura con alguna definicio´n que
estimemos oportuna.
De momento vamos a asumir simplemente que, para cada conformacio´n m, las realizaciones de desorden
(secuencias) ajustadas sobre dicha conformacio´n nos dan un conjunto de energ´ıas que siguen una cierta
distribucio´n de probabilidad :
P (E) =
1√
2pi4E2 exp(−
E2
2(4E)2 ) (11.1)
Donde estamos diciendo que estas energ´ıas son simplemente variables aleatorias que siguen una dis-
tribucio´n Gaussiana con ancho ∆E. Vamos a hacer adema´s una asuncio´n au´n ma´s fuerte. Asumamos
que, dada una conformacio´n mi, y otra conformacio´n con energ´ıa mj , sus distribuciones de energ´ıas no
esta´n correlacionadas, es decir: P (Ei, Ej) = P (Ei)P (Ej). Esta es una asuncio´n de independencia entre
las conformaciones que es obviamente falsa, porque habra´ muchas conformaciones tan parecidas entre
s´ı que las correspondientes energ´ıas que calculemos al generar secuencias en ambas s´ı este´n correla-
cionadas. Podr´ıan ser incluso exactamente la misma distribucio´n aun siendo conformaciones distintas,
basta imaginar dos conformaciones que sean la una imagen especular de la otra. Pero esta asuncio´n va
a simplificar mucho nuestro cometido, pues ahora queremos saber co´mo se distribuyen los microestados
(conformaciones) a lo largo de los posibles valores de la energ´ıa. Es decir, queremos calcular n(E),
que es el nu´mero de estados comprendidos entre (E,E + dE). Como tenemos el nu´mero estimado de
configuraciones podemos calcular fa´cilmente el valor esperado del nu´mero de estados < n(E) >, que
resulta:
< n(E) >= γNP (E) ∼ exp
(
Nlnγ −
(
E
4E
)2)
(11.2)
De esta expresio´n vemos que, como el nu´mero de conformaciones γN es muy grande, la densidad de
estados tambie´n lo sera´ siempre y cuando P (E) no sea muy pequen˜a. Si P (E) no es pequen˜a, quiere
decir que nos encontraremos un espectro continuo de energ´ıas. Y en ese continuo no seremos capaces
de distinguir los estados independientemente de la realizacio´n de secuencia que tengamos. Pero si la
probabilidad disminuye lo suficiente la densidad de estados cambia significativamente. Siguiendo la
Ecuacio´n 11.2, el nu´mero de estados y la probabilidad son del mismo orden (γNP (E) ∼ 1) para una
determinada energ´ıa cr´ıtica E0:
E0 ≈ −4E
√
lnγ (11.3)
tal que si |E| > E0, la densidad de estados es menor que 1. Y este valor dependera´, a su vez, de ∆E,
que podemos interpretar como la rugosidad de la superficie de energ´ıa, de modo que disminuyendo
la rugosidad podemos alcanzar antes el valor cr´ıtico, facilitando el plegamiento. Hay que observar
adema´s que, si tenemos menos de un estado en el intervalo de energ´ıa (E,E + dE), esto significa que
habra´ regiones de dicho intervalo en donde no encontramos ningu´n estado. Tenemos por tanto que la
distribucio´n de energ´ıas por debajo de la energ´ıa cr´ıtica se discretiza, es decir, habra´ determinados
intervalos en los que encontramos algu´n estado y otros en los que no encontraremos nada.
Figura 11.4: Espectros de energ´ıa t´ıpicos del modelo de energ´ıa al azar. A diferencia de lo que ocurre
en la regio´n continua del espectro que es indistinguible para las distintas realizaciones del desorden, a
partir de una energ´ıa cr´ıtica E0 encontramos una discretizacio´n que s´ı es espec´ıfica para cada realizacio´n
del desorden considerado.
¿De que´ dependera´ que encontremos o no un microestado en un determinado intervalo y cua´l en-
contraremos? Pues dependera´ precisamente de la secuencia con la que estemos trabajando, porque
dicha secuencia se encontrara´ para cada microestado con una determinada probabilidad asociada en su
correspondiente Gaussiana. Para la conformacio´n o conformaciones en las que dicha secuencia tiene pro-
babilidades muy bajas de la energ´ıa obtendremos una contribucio´n al espectro de energ´ıa. Sera´ entonces
en esta regio´n discretizada en donde podremos distinguir las realizaciones, y podr´ıamos considerar el
espectro como una “huella de identidad” para cada realizacio´n (ver Figura 11.4). Este resultado tan
sencillo es relevante porque nos abre la puerta a plantearnos si esa huella de indentidad podr´ıa ser
distinta cuando tratamos con secuencias al azar o cuando tratamos con secuencias reales, ya que estas
u´ltimas han superado un proceso de purificacio´n a trave´s de la seleccio´n natural. Veremos ma´s adelante
que parece que s´ı podemos pensar en un determinado rasgo caracter´ıstico de los espectros de prote´ınas
reales respecto de aque´llas que no lo son.
Para continuar con nuestro ejemplo, podemos preguntarnos ahora cua´l es el estado termodina´micamente
ma´s probable para una realizacio´n. Para ello multiplicamos la densidad de estados de energ´ıa E por el
factor de Boltzmann, con lo que obtenemos:
p(E) =
1
Z
γNP (E)exp (−E/kBT ) (11.4)
Donde Z es la funcio´n de particio´n. Como hemos visto, el nu´mero de estados (y por tanto la entrop´ıa)
se reduce dra´sticamente por debajo de un cierto valor mı´nimo. Si maximizamos la Ecuacio´n 11.4 con
respecto de la energ´ıa, obtendremos el nu´mero de estados ocupados a una temperatura dada [3]:
γNP (Em.p.) = exp
(
S
kB
− 4E
2
2(kBT )2
)
(11.5)
Donde S es la entrop´ıa y el sub´ındice m.p. nos indica que es la energ´ıa ma´s probable. De este ejercicio
obtenemos algunos resultados tambie´n interesantes para nuestra comprensio´n del proceso de plegamien-
to. La dependencia con la temperatura nos lleva a observar que, al reducirse, entraremos en la regio´n
en donde el nu´mero de estados tiende a cero. La transicio´n de una a otra regio´n tendra´ lugar para un
valor cr´ıtico de la entrop´ıa S0, y a la temperatura asociada le llamaremos temperatura de transicio´n
v´ıtrea2, TG. Este valor lo obtenemos cuando en la Ecuacio´n 11.5 el argumento de la exponencial tiene
un valor en torno a cero, que implica que encontramos la regio´n discreta:
TG =
( 4E2
2kBS0
)1/2
(11.6)
A esta temperatura el sistema sufre una transicio´n de fases y se “congela” accediendo a unos pocos
estados (ver Figura 11.5). Ma´s adelante veremos co´mo podemos incluir ma´s propiedades de la superficie
de energ´ıa para derivar un mapa de fases en el que aparecera´ una nueva temperatura relevante, la
temperatura de plegamiento TF , que podremos relacionar con la temperatura de vitrificacio´n TG. Y
veremos que la relacio´n entre ambas es una de las caracter´ısticas que nos permitira´n diferenciar a las
prote´ınas reales de las generadas por azar.
11.3.2. Un paisaje energe´tico un poco ma´s realista
Como explicamos anteriormente, podemos esperar que en prote´ınas reales los contactos nativos sean
ma´s favorables energe´ticamente de lo esperado por azar, como resultado del proceso evolutivo. Un modo
de implementar computacionalmente estas ideas fue aplicar un tipo de modelo como el propuesto por
Go¯ [29]. En este tipo de modelos se intenta estudiar la dina´mica y termodina´mica de plegamiento de la
2El sub´ındice G lo utilizamos para referirnos a la notacio´n que se utiliza t´ıpicamente en ingle´s, donde se denomina
glass transition. Del mismo modo utilizaremos el sub´ındice F para referirnos a la temperatura de plegamiento, del ingle´s
folding.
Figura 11.5: Representacio´n esquema´tica de los caminos en el plegamiento de la prote´ına. Hay distintos
caminos posibles para cada conformacio´n, lo que hace que el estado nativo pueda ser cine´ticamente
accesible. Se describen los distintos estadios en funcio´n del para´metro de orden sc (solapamiento de
contactos). Tras la transicio´n v´ıtrea hay pocos caminos posibles y algunos de ellos pueden llevar a
conformaciones mal plegadas (v´ıas muertas). Figura adaptada de [22]
prote´ına una vez es conocido su estado nativo. Como en el modelo de energ´ıa al azar, el valor de estos
modelos residen en su capacidad de aumentar nuestra comprensio´n del problema (porque obviamente
no nos va a servir para plegar una prote´ına cuando las condiciones del modelo implican que ya la
conocemos). De modo que se construye un potencial en el que, si la interaccio´n que tiene lugar entre
dos residuos es la misma que la que obtienen en su estado nativo sera´ energe´ticamente ma´s favorable que
en otra configuracio´n de contactos, en donde sera´ equivalente a lo esperado en una interaccio´n al azar.
Esto inducira´ un embudo dentro de la superficie rugosa que construimos considerando interacciones al
azar, como vimos en la Figura 11.2.
Para monitorizar la dina´mica a lo largo de la superficie, introduciremos un para´metro de orden, es decir,
una cantidad que nos indique co´mo de cerca estamos del estado nativo y por tanto nuestra posicio´n en
el embudo energe´tico. Hay varias opciones posibles como el radio de giro o el nu´mero de a´ngulos que
coinciden con los del estado nativo. Nosotros, por simplicidad conceptual y por lo extendido de esta
eleccio´n, vamos a trabajar con el nu´mero de contactos compartidos o solapamiento de contactos (sc),
cuya definicio´n se puede encontrar la Seccio´n 10.3. Dada una conformacio´n de la prote´ına a lo largo
de la reaccio´n de plegamiento, definimos el solapamiento de contactos simplemente como el nu´mero de
contactos compartidos entre la conformacio´n considerada y el estado nativo.
El tratamiento anal´ıtico es pra´cticamente el mismo que en el modelo de energ´ıa completamente al azar.
La principal diferencia es que ahora necesitamos obtener las variables termodina´micas como la energ´ıa
media E(sc), rugosidad
√4E2(sc), entrop´ıa S(E, sc) y temperatura de transicio´n TG(sc), en funcio´n
del para´metro de orden elegido (sc). Cuando el para´metro de orden sc ≈ 0, tendremos un conjunto
estad´ıstico en el que las transiciones dependen simplemente de la rugosidad, como en el modelo de
energ´ıa al azar, mientras que cuando el para´metro de orden tome valores elevados (del orden del 70 %
de solapamiento) habra´ pocos estados y estaremos interesados en conocer en detalle la cine´tica de
transicio´n entre los mismos.
Asumiremos ahora una distribucio´n de probabilidad, para cualquier estrato del embudo energe´tico, de
que una estructura con solapamiento de contactos sc con el estado nativo tenga una energ´ıa E:
P (sc, E) =
1√
2pi4E2(sc)exp(−
[
E − E¯(sc)]2
24E2(sc) ) (11.7)
El desarrollo formal a partir de esta distribucio´n, asumiendo la hipo´tesis de independencia entre estados
de energ´ıa del modelo de energ´ıa al azar, es completamente ana´logo al caso anterior por lo que lo dejamos
como ejercicio para el lector, que podra´ encontrar resuelto en la referencia [3]. Vamos a interpretar
directamente el resultado que obtenemos para la energ´ıa libre, que se obtiene como el logaritmo de los
estados pesados termodina´micamente para una similitud dada [5]:
F (sc) = Em.p.(sc)− TS(Em.p.(sc), sc)
= E¯(sc)− 4E2(sc)2kBT − TS0(sc)
(11.8)
donde Em.p. es la configuracio´n con energ´ıa ma´s probable dado un solapamiento de contactos. La
temperatura determina el balance entre la componente energe´tica y la entro´pica, pero adema´s podemos
ver que´ valores del para´metro de orden se corresponden con el dominio de uno u otro te´rmino. Cuando
la temperatura es alta la energ´ıa libre tendra´ un u´nico mı´nimo. Este mı´nimo puede corresponder a
dos posibles conjuntos, el de estados completamente desplegados y el de un conjunto en el que la
prote´ına colapsa pero de manera desordenada denominado glo´bulo fundido (del ingle´s molten globule
[28]). Con nuestra descripcio´n no ser´ıa posible separar los dos conjuntos, y necesitar´ıamos un segundo
para´metro de orden como el radio de giro [9]. Para energ´ıas bajas tendremos otro mı´nimo en el que
son configuraciones de estados plegados las dominantes pero tambie´n tendremos que ir a modelos ma´s
complejos para poder diferenciar entre los estados que se encuentran en una fase v´ıtrea (compactos
pero no similares al nativo) y los propiamente similares al nativo. A temperaturas intermedias ambos
mı´nimos estara´n poblados pero con una ocupacio´n mı´nima entre ambos, indicando la existencia de una
barrera de energ´ıa.
11.3.3. Cine´tica del plegamiento y gap de estabilidad
Como en el modelo de energ´ıa al azar sin para´metro de orden, podemos encontrar la temperatura de
vitrificacio´n, cuya expresio´n es la misma que la Ecuacio´n 11.6, pero donde ahora la entrop´ıa sera´ una
funcio´n del para´metro de orden. Por debajo de esta temperatura, el sistema “expulsa” la entrop´ıa
(S = 0) y queda atrapado en un microestado v´ıtreo. Aunque au´n podr´ıa pasar a algu´n otro estado
compacto y haya menos estados en esta regio´n, la bu´squeda del estado nativo no es posible en una
escala de tiempo razonable y volver´ıamos a un resultado como el que pretendemos resolver, a saber, la
paradoja de Levinthal.
Figura 11.6: Ilustracio´n de un paisaje energe´tico en forma de embudo para una prote´ına pequen˜a (todo
α), en funcio´n de los para´metros de orden sc (solapamiento de contactos) y E (la energ´ıa promediando el
disolvente). Se representa la rugosidad ∆E relaciona´ndolo con un cambio de conformacio´n local ilustrado
en los puntos 1 y 2, y el gap de estabilidad δE. Figura adaptada de [22].
Para resolver este problema, debemos introducir correlaciones en los estados de energ´ıa de modo que
este´n dina´micamente conectados [3, 4, 5]. El introducir correlaciones implica que existen combinaciones
de aminoa´cidos que son favorables para la cine´tica de plegamiento, lo que nos lleva a buscar entender la
relacio´n entre la superficie de energ´ıa y la secuencia. Utilizando modelos ma´s complejos [12] podemos
estimar la temperatura de plegamiento Tf en funcio´n de para´metros relacionados con la superficie de
energ´ıa:
Tf =
δE +
(
δE2 − 2S04E2
) 1
2
2S0
(11.9)
En esta expresio´n el nuevo para´metro que aparece, δE, se denomina gap de energ´ıa o gap de estabilidad3
3Se ha preferido no traducir aqu´ı el te´rmino gap, porque el referente al que alude en ingle´s creemos que contiene
y es un para´metro con el que vamos a poder caracterizar diferencias entre prote´ınas reales y pol´ımeros
al azar. En la Figura 11.6 se ilustran los ingredientes introducidos hasta el momento en el paisaje
energe´tico. Existen varias definiciones de gap de energ´ıa ma´s o menos restrictivas pero que siguen la
misma idea. Por ejemplo, se puede definir como la diferencia de energ´ıa entre la media de energ´ıas de
los estados desplegados y la media de los estados plegados. A continuacio´n relacionamos la temperatura
de plegamiento con la temperatura de vitrificacio´n [22], obteniendo:
Tf
Tg
≈ δE4E
√
2kB
S0
(11.10)
Tanto nume´rica como experimentalmente se ha observado que el cociente Tf/Tg debe ser mayor que
1 para que el estado nativo sea cine´ticamente accesible. As´ı que nos acercamos a entender que´ espe-
rar´ıamos de la superficie de energ´ıa en prote´ınas reales, porque observamos que el aumentar la relacio´n
entre el gap de estabilidad y la rugosidad δE/∆E mejorara´ la accesibilidad del estado nativo, y por
tanto las posibilidades de acceder al mismo en un tiempo biolo´gicamente relevante. Hay que notar que
tanto la energ´ıa como la rugosidad y la entrop´ıa son variables que dependen linealmente de la longitud,
por lo que esta medida es independiente de la longitud de la prote´ına. En las secciones siguientes am-
pliaremos nuestro estudio alrededor del gap de energ´ıa, lo que nos conducira´ progresivamente a dejar
ma´s de lado la f´ısica para introducirnos en la evolucio´n. Vamos a profundizar un poco ma´s en la relacio´n
entre los estados plegados compactos y los estados v´ıtreos a trave´s de un diagrama de fases.
11.3.4. Diagrama de fases
Las expresiones t´ıpicas que encontramos en la literatura para la energ´ıa libre en funcio´n de un para´metro
de orden como el sc tienen uno o dos mı´nimos de energ´ıa en estos modelos formales sencillos [28]. Si
tuvie´ramos un u´nico mı´nimo cercano al escenario nativo, estar´ıamos ante un escenario (Tipo 0 en la
Figura 11.7) que se denomina “colina abajo”, del ingle´s downhill, porque, si pensamos en el paisaje de la
energ´ıa libre, no encontrar´ıamos niguna barrera y “bajar´ıamos” directamente al estado nativo [21]. Este
escenario se ha observado en algunos casos experimentalmente [11] y podr´ıa ser comu´n en condiciones
fuertemente propicias para el plegamiento, principalmente para prote´ınas pequen˜as. En este escenario
que llamamos de Tipo 0 (ver la Figura 11.7) la fase desordenada es inestable, y la prote´ına se pliega
esponta´neamente en un proceso cooperativo dirigie´ndose hacia el mı´nimo de energ´ıa, como muestra en
la figura el perfil de energ´ıa libre.
Existen adema´s sistemas en los que la fase desordenada es estable (Tipos I y II ), que son los que vamos
a representar en un diagrama de fases como el que mostramos en la Figura 11.7. A estos sistemas les
llamaremos biestables. En la figura tenemos una regio´n en donde las conformaciones son equivalentes a
las de un pol´ımero aleatorio, otra regio´n correspondiente al estado de glo´bulo fundido (que es contigua al
estado v´ıtreo) en el que la cadena colapsa, y por u´ltimo una regio´n en la que encontrar´ıamos propiamente
el plegamiento nativo. Las transiciones entre las distintas fases vienen sen˜aladas por l´ıneas continuas
(si son de primer orden) o discontinuas (de segundo orden). La transicio´n del estado desplegado al
plegado tiene lugar a trave´s de una barrera de energ´ıa (ver las representaciones en la parte inferior de
la Figura 11.7). Esta barrera de energ´ıa supone un cuello de botella en el nu´mero de caminos posibles
de la prote´ına hacia el plegamiento, que influira´ en el tiempo de plegamiento.
Las dos variables que determinan el diagrama de fases nos permiten entender bien en que´ regio´n
nos encontrar´ıamos en funcio´n de las propiedades que hemos ido mostrando. Vemos que un aumento
impl´ıcitamente ma´s informacio´n que las posibles traducciones al espan˜ol. Por un lado indica un salto en los valores de
energ´ıa pero, como veremos, existe una discretizacio´n en el espectro con regiones vac´ıas. Creemos que el te´rmino gap
contiene ambos referentes, salto y vac´ıo.
Figura 11.7: A. Diagrama de fases de una prote´ına plegable biestable. En el eje horizontal se representa
la rugosidad energe´tica y en el eje vertical la temperatura dividida por el gap de estabilidad. Las distintas
fases estables se identifican en las distintas regiones. B. Distintos escenarios de plegamiento en los que se
representa cualitativamente el perfil de energ´ıa libre (eje vertical) frente a un para´metro de orden como
el solapamiento de contactos. Ver el texto principal para la explicacio´n de las figuras. Figura adaptada
de [3].
de la temperatura nos lleva a regiones en donde el pol´ımero se encuentra en conformaciones ma´s
extendidas, pero esta variable se ve modificada por una propiedad determinada por la secuencia, el
gap de estabilidad. Un gap de estabilidad mayor hara´ ma´s probable mantener la prote´ına en su estado
nativo. Por otro lado nos encontramos en el eje horizontal la segunda variable que es determinada por
la secuencia, 4E, que sabemos esta´ relacionada con la rugosidad de la superficie de energ´ıa. Esperamos
que una mayor rugosidad incremente la probabilidad de que la prote´ına encuentre un estado v´ıtreo en
el que colapsa para ciertas temperaturas, en vez del estado nativo. Entrar en la fase v´ıtrea implica que
el feno´meno es menos cooperativo, lo cual hace que sea ma´s lento y que sea necesaria la bu´squeda de
caminos hacia el estado nativo, es decir, es un proceso ma´s exigente cine´ticamente. Experimentalmente
se deber´ıan de observar entonces estados intermedios en los que la prote´ına se queda atrapada. Es
importante sen˜alar tambie´n que este diagrama de fases variar´ıa en funcio´n de otros para´metros que
no estamos teniendo en cuenta al simplificar nuestro modelo. Por un lado la temperatura afecta a la
propia rugosidad y al gap de estabilidad. Y ma´s en general, cualquier modificacio´n que afecte a la
hidrofobicidad modificara´ el diagrama, con lo que tenemos que considerarlo como una “rebanada” de
un diagrama de fases mucho ma´s complejo.
Podemos imaginar distintos tipos de plegamiento en funcio´n de las caracter´ısticas de la prote´ına que
observemos. Si estuvie´ramos a la izquierda del todo, la prote´ına pasar´ıa de un estado desordenado
directamente al nativo al reducir la temperatura. Este tipo de escenario lo denominamos de Tipo I, y
la accesibilidad cine´tica al estado nativo viene determinada por el nu´mero relativo de estados a los que
la prote´ına puede acceder en el cuello de botella. En este caso el plegamiento es altamente cooperativo
porque no existe vitrificacio´n, y a pesar de que existe un cuello de botella encontraremos la prote´ına
podra´ acceder a un nu´mero importante de los estados que existen en este ma´ximo de la energ´ıa libre.
La velocidad de plegamiento se podr´ıa entonces estimar a trave´s de la fraccio´n de estados accesibles.
Es importante sen˜alar por u´ltimo que, el que la prote´ına pueda visitar un nu´mero importante de
estados en el cuello de botella del plegamiento la hara´ ma´s robusta frente a mutaciones puntuales. En
el cap´ıtulo de evolucio´n de estructura de prote´ınas veremos que es de esperar que una u´nica mutacio´n
no tenga un efecto muy drama´tico en la estructura de la prote´ına. Esto lo explicar´ıamos diciendo que
una u´nica mutacio´n no var´ıa muy significativamente el nu´mero de estados accesibles en el cuello de
botella. Sin embargo, si el nu´mero de estados accesibles es muy pequen˜o como veremos a continuacio´n,
una mutacio´n podr´ıa tener un efecto drama´tico si eliminara algunos de los pocos caminos accesibles.
Segu´n nos movemos hacia la derecha en el diagrama de fases aumenta la rugosidad de la superficie de
energ´ıa, y encontrar´ıamos una fase v´ıtrea. En funcio´n de la rugosidad del paisaje energe´tico (ma´s o
menos a la derecha), encontrar´ıamos en primer lugar el cuello de botella del plegamiento antes que la
fase v´ıtrea (Tipo IIA) o viceversa (Tipo IIB), lo que determinar´ıa la accesibilidad del estado nativo y
por tanto la velocidad de plegamiento. Si se encuentra primero el cuello de botella, la prote´ına tendra´,
como en el caso anterior, un buen nu´mero de conformaciones que le llevan hacia el estado nativo. Pero
tras una relativamente ra´pida nucleacio´n entrara´ en la fase v´ıtrea, lo que hara´ que los estadios finales
del plegamiento sean lentos, pues debera´ encontrar caminos espec´ıficos y encontraremos conformaciones
intermedias. El u´ltimo escenario (Tipo IIB) es el ma´s lento, porque encuentra la fase v´ıtrea antes de
entrar en el cuello de botella. Esto condicionara´ fuertemente los posibles caminos a los que la prote´ına
podra´ acceder en el cuello de botella, y el tiempo de plegamiento dependera´ de lo que haya sucedido en
la fase v´ıtrea, por lo que su estimacio´n es complicada. El proceso sera´ poco cooperativo y dependera´ por
tanto fuertemente de las condiciones iniciales. Por este mismo motivo, cualquier pequen˜o cambio en
la secuencia de la prote´ına tambie´n podr´ıa influir negativamente en su tiempo de plegamiento, por lo
que ser´ıa poco robusta por ejemplo frente a mutaciones puntuales. Vamos a pasar a continuacio´n de la
perspectiva ma´s formal a algunas aplicaciones computacionales ma´s concretas que tratan los conceptos
que hemos ido presentando.
11.4. Algunos ejemplos computacionales sencillos
11.4.1. Modelos de grano grueso.
Una caracter´ıstica comu´n de los modelos de sistemas con una elevada complejidad es que el primer
paso siempre consiste en reducir el problema. La motivacio´n para hacer esta reduccio´n es variada,
a veces proviene de la necesidad de hacer el problema ma´s tratable o simplemente por intentar un
abordaje basado en primeros principios. Existe adema´s siempre un balance entre el nivel de detalle
o la generalidad de la pregunta que queremos responder. La complejidad matema´tica aumenta tanto
si queremos describir muy en detalle un proceso como si queremos que la pregunta sea muy general,
por tanto el rol de la reduccio´n de la descripcio´n del sistema es fundamental. En la Figura 11.1 ya
mostramos un ejemplo de co´mo cambia la representacio´n en funcio´n de la complejidad del modelo.
En primer lugar vamos a realizar reducciones muy importantes en la dimensionalidad del sistema
a trave´s de los llamados modelos de grano grueso (en ingle´s, coarse grained models). La primera
simplificacio´n consiste en reducir el nu´mero de grados de libertad de la prote´ına de entre todos los
posibles (a´ngulos ϕ y ψ, a´ngulos dihedros de las cadenas laterales,...) al mı´nimo posible que nos permita
tener un control suficiente sobre la estad´ıstica y la dina´mica de la prote´ına. Hay varias opciones de
simplificacio´n posible. Por ejemplo podr´ıamos trabajar considerando las posiciones de los carbonos
alfay un a´ngulo pseudodihedro igual a ϕ+ ψ [25]. Aqu´ı vamos a considerar en algunos apartados una
simplificacio´n incluso ma´s fuerte, que es la propuesta por los llamados modelos de ret´ıculo (del ingle´s
lattice models), en el cual los a´ngulos pseudodihedros esta´n limitados a los que permite una red regular
en dos o tres dimensiones (ver ilustraciones en la Figura 11.8).
La segunda simplificacio´n importante consiste en que vamos a trabajar con un potencial de campo
medio. Este tipo de potenciales, muy extendidos en meca´nica estad´ıstica, reduce el nu´mero de com-
ponentes del campo de fuerzas de un sistema a un nu´mero menor, para lo cual realizamos promedios
para algunas de estas componentes. Las cantidades seleccionadas en el promedio son aque´llas cuyas
escalas espacio temporales de variacio´n son significativamente menores que la escala de evolucio´n del
proceso que queremos observar. Por ejemplo, los grados de libertad del disolvente podemos integrarlos
y an˜adirlos de manera efectiva a la energ´ıa interna de la macromole´cula. Podemos hacer esta operacio´n,
que simplificara´ mucho nuestros ca´lculos, porque la escala de tiempo en la que el disolvente llega al
equilibrio es mucho ma´s corta que la mayor´ıa de los movimientos de la macromole´cula.
La primera simplificacio´n que hemos propuesto sobre la representacio´n de la prote´ına sigue en realidad
la misma idea. En este caso, son las fluctuaciones en los a´ngulos de las cadenas laterales mucho menores
que las de los a´ngulos dihedros de la cadena polipept´ıdica, motivo por el cual se propone reducir los
a´ngulos a un u´nico a´ngulo pseudodihedro que evolucionara´ a trave´s de un potencial de campo medio.
No vamos a entrar en detalle sobre co´mo se integran los distintos grados de libertad en un potencial
de campo medio, pero invitamos al lector interesado a consultar la referencia [2] y un ejemplo de
potencial emp´ırico en [20]. Queremos resaltar tambie´n que, a pesar de que utilizamos un potencial de
campo medio para los grados de libertad del disolvente, el rol del mismo es fundamental en el proceso
de plegamiento. En particular, cuando tiene lugar una interaccio´n hidrofo´bica en la macromole´cula
entre dos grupos, habra´ mole´culas de agua que se encontraban ordenadas hidratando a cada uno de
ellos que pasara´n al medio, aumentando as´ı sus grados de libertad. Este hecho implica que la entrop´ıa
total del sistema macromole´cula ma´s disolvente aumente, lo que permite que el proceso de plegamiento
pueda tener lugar esponta´neamente al desplazar la reaccio´n en el sentido en que hay una disminucio´n
en la energ´ıa libre. Para una exposicio´n ma´s detallada de este punto en castellano recomendamos la
referencia [13]
Figura 11.8: Ilustracio´n en paralelo del plegamiento de un modelo 27 − mer (A) y de una prote´ına
pequen˜a real (B). Representamos el nu´mero de conformaciones y la superficie de energ´ıa junto con
algunos de los caminos seguidos en funcio´n de la regio´n plegada, en un escenario similar al sugerido en
el u´ltimo ejemplo computacional que describimos debajo en la referencia [26]. La figura ha sido extra´ıda
de la referencia [9] con permiso del editor.
Lo sorprendente es que, a pesar de la simplificacio´n, se obtienen resultados compatibles con las obser-
vaciones experimentales. Por tanto, la accesibilidad conceptual de los modelos junto con la variedad y
alcance de sus resultados los hacen muy interesantes desde el punto de vista dida´ctico. De los diversos
modelos tratados en la literatura, uno de los ma´s utilizados es aque´l en el que se considera una prote´ına
de 27 mono´meros (modelo ‘27-mer’) cuyo estado nativo es un cubo de lado 3, por tanto ma´ximamente
compacto. El primer problema que a uno se le ocurre es obviamente el de intentar plegar la cadena.
Para ello hay que considerar dos ingredientes: una funcio´n de energ´ıa y un algoritmo de exploracio´n
de conformaciones. Estos dos ingredientes son muy generales, es decir, que complica´ramos el modelo
aumentar´ıa la complejidad de ambos pero esencialmente no considerar´ıamos nuevos ingredientes. Co´mo
se pliega el modelo 27-mer y que´ podemos aprender de e´l sera´ sin embargo el u´ltimo ejemplo que vamos
a tratar, ya que es quiza´ el ma´s complejo. Iremos introduciendo primero algunas funciones de energ´ıa
ma´s sencillas y veremos que´ podemos aprender si consideramos la cadena ya completamente plegada.
11.4.2. La transicio´n v´ıtrea
Un paso importante en la capacidad de responder a preguntas con el modelo 27-mer fue la resolucio´n
computacional del siguiente problema sencillo. Sabemos que una cadena de 27 mono´meros se puede
plegar en un cubo de lado 3, ¿pero de cua´ntas formas posibles se puede plegar? Este problema fue
resuelto por Gutin y Shakhnovich [27], encontrando 103346 conformaciones dentro del cubo. En la
Figura 11.9 aparece representada una de estas posibles conformaciones, tambie´n llamados caminos
hamiltonianos dentro de la red.
Figura 11.9: Representacio´n de uno de los caminos posibles ma´ximamente compactos dentro de un
cubo de lado 3. Figura extra´ıda de [26] con permiso del editor.
La importancia de la enumeracio´n completa reside en que nos permite considerar un espacio completo
de estructuras de prote´ınas al que se puede sacar mucho partido. Pensemos que el orden de magnitud del
nu´mero de prote´ınas en el Protein Data Bank es, a d´ıa de hoy, pra´cticamente el mismo (hay depositadas
unas 70000 estructuras resueltas por Rayos X por ejemplo). Por tanto uno podr´ıa preguntarse si se
podr´ıa trabajar con este espacio de estructuras posibles dentro de un cubo, para responder a preguntas
sobre cuestiones que se observan en el espacio de prote´ınas reales [32] o bien como un nu´mero elevado
de conformaciones de la misma prote´ına [27]. Hay que ser cuidadoso con el lenguaje entonces, y cuando
consideremos todas las soluciones del cubo como prote´ınas diferentes hablar´ıamos de ‘estructuras’
mientras que hablaremos ma´s bien de ‘conformaciones’ cuando considereremos dichas soluciones como
distintos plegamientos posibles de la misma prote´ına. En cualquier caso, en los siguientes ejemplos
jugaremos con ambas situaciones lo que puede crear cierta confusio´n en el lector a primera vista.
En primer lugar llamemos k a cada una de las soluciones dentro del cubo, y llamemos α a una secuencia
gene´rica que consideremos. Para cada secuencia, podemos proponer una energ´ıa asociada a cualquiera
de las soluciones, que gene´ricamente llamamos Eαk . Por ejemplo, una funcio´n sencilla podr´ıa ser la
siguiente:
Eαk =
1
2
∑
i,j
CkijU
α(mi,mj) (11.11)
Vemos que tenemos un primer te´rmino que depende de la solucio´n estructural concreta, Ckij , que
sera´n los elementos de la matriz de contactos y valdra´ uno si los residuos i,j esta´n en contacto en
la conformacio´n k, o cero en caso contrario. El segundo te´rmino es una funcio´n que depende de la
naturaleza de los mono´meros, mi y mj , cuyo valor particular vendra´ determinado por cada secuencia
α considerada. La funcio´n Uαij = U
α(mi,mj) tomara´ as´ı distintos valores en funcio´n de la combinacio´n
de mono´meros que interactu´an.
Podemos considerar por ejemplo una secuencia que tenga simplemente aminoa´cidos hidrofo´bicos (H) y
polares (P ). En este caso tendr´ıamos que los valores absolutos de energ´ıa que consideramos para nuestra
secuencia Hidrofo´bico-Polar sera´n t´ıpicamente |U(mH ,mH)| > |U(mP ,mP )| > |U(mH ,mP )| = 0. Otra
posibilidad podr´ıa ser el considerar que los valores de las interacciones, Uαij , se obtienen al azar siguiendo
una determinada distribucio´n de probabilidad.
Consideremos esta u´ltima eleccio´n e imaginemos que generamos un nu´mero suficiente de secuencias
al azar. Podemos calcular la energ´ıa para cada secuencia en cada una de las M = 103346 soluciones.
Lo´gicamente, dada una secuencia, habra´ soluciones en las que consiga valores de la energ´ıa ma´s bajos
(consideramos la energ´ıa negativa) que para otras. Nos gustar´ıa saber si desde el punto de vista ter-
modina´mico existen secuencias tales que, dada una solucio´n estructural, dominen estad´ısticamente a
las dema´s. De encontrar tales secuencias, podr´ıamos considerar la solucio´n asociada como una apro-
ximacio´n de su estructura nativa, lo que implicar´ıa que las dema´s soluciones son conformaciones mal
plegadas para dicha secuencia. Pero observemos aqu´ı que una solucio´n que se considera una conforma-
cio´n mal plegada para una determinada secuencia α, podr´ıa ser el estado nativo para otra secuencia
α′, y aqu´ı podremos encontrar cierta confusio´n en el glosario.
Para ver si efectivamente existen secuencias dominantes para cada solucio´n k vamos a calcular, para
cada una de las secuencias α generadas al azar, sus probabilidades de Boltzmann:
pαk =
exp
(
− EαkkBT
)
Zα
(11.12)
donde kB es la constante de Boltzmann, T es la temperatura y Z es la funcio´n de particio´n que
vendra´ dada por:
Zα =
M∑
k=1
exp
(
− E
α
k
kBT
)
(11.13)
Queremos ahora calcular una cantidad que nos determine cua´les son las conformaciones termodina´mi-
camente ma´s relevantes. Para ello, Gutin y Shakhnovich propusieron [27] la siguiente funcio´n:
X = 1−
M∑
k=1
(pαk )
2 (11.14)
Esta funcio´n es interesante porque tiene la siguiente particularidad. Cuando la temperatura es alta,
independientemente de que la secuencia encuentre conformaciones ma´s favorables, todas las probabili-
daded tendera´n valores muy similares. Por tanto, pαk ≈ 1/M por lo que el valor de la funcio´n X tendera´ a
uno. Si al descender la temperatura alguna conformacio´n domina termodina´micamente, por ejemplo la
conformacio´n k = 1, tendremos que su probabilidad pα1 ≈ 1 y el valor de X tendera´ a cero. Podemos
darnos cuenta de que la funcio´n X se comporta como una medida de entrop´ıa, ya que el sumatorio se
corresponde con el argumento de la entrop´ıa de Renyi de orden dos. Veamos su significado desde el
punto de vista informacional. Imaginemos a nuestra secuencia fluctuando en el medio con la posibilidad
de pasar de una conformacio´n a otra y que entonces nos piden que adivinemos en que´ conformacio´n
esta´. Si la temperatura es alta, tenemos una incertidumbre muy elevada sobre que´ conformacio´n es en
la que se encuentra nuestra secuencia (mucha entrop´ıa informacional) pues todas las conformaciones
tienen aproximadamente la misma probabildad. Sin embargo, si la temperatura es baja y una confor-
macio´n domina termodina´micamente no nos sera´ dif´ıcil adivinar do´nde esta´ nuestra secuencia (baja
entrop´ıa informacional). En la Figura 11.10 podemos ver el resultado de este ejercicio.
Lo primero que vemos es que, para valores altos, todas las secuencias tienen valores parecidos de la
funcio´n X. Esto es de esperar porque, como hemos visto, todas las probabilidades termodina´micas
tienen aproximadamente el mismo valor independientemente de la secuencia espec´ıfica. Sin embargo,
Figura 11.10: Relacio´n de la variable X, que podemos relacionar con una medida de entrop´ıa, con
respecto de la temperatura para cuatro secuencias. Vemos que a altas temperaturas las trayectorias son
pra´cticamente indistinguibles, mientras que a partir de cierto valor de la temperatura (alrededor de 0,6)
empiezan a distinguirse, lo que podemos relacionar con la transicio´n v´ıtrea explicada en el modelo de
energ´ıa al azar. Por debajo de este valor cada secuencia sigue una trayectoria distinta, que podemos
relacionar con la discretizacio´n espec´ıfica del espectro para cada secuencia en el mismo modelo. Figura
extra´ıda de [27] con permiso del editor.
hay un valor de la temperatura, bastante similar para todas las conformaciones, por debajo del cual
empieza a descender el valor de X y podemos observar comportamientos distintos en funcio´n de la
secuencia hasta el punto de que, para temperaturas bajas, el comportamiento de la curvas cambia
sustancialmente. Como hemos visto anteriormente en el desarrollo formal, esto es debido a que existe
una u´nica conformacio´n que esta´ dominando y lo que observamos es consecuencia de la relacio´n entre
la secuencia y dicha conformacio´n, por tanto del paisaje energe´tico.
11.4.3. Disen˜abilidad
Esta diferencia entre las curvas abre el siguiente interrogante, ¿de que´ depende el que una secuencia
tenga un espectro de energ´ıa asociado a las distintas conformaciones con determinadas caracter´ısticas,
como un determinado valor de su energ´ıa en el estado nativo o de su gap de estabilidad? Para responder a
esta pregunta Li et. al [18] propusieron un sencillo ejercicio. Consideraron nuevamente todo el espacio de
soluciones del modelo 27-mer, pero en este caso consideraron secuencias ma´s sencillas con aminoa´cidos
hidrofo´bicos y polares, de modo que simplemente modificar´ıamos la funcio´n Uαij en la Ecuacio´n 11.11
respecto al caso anterior. Y a continuacio´n determinaron co´mo de disen˜able era cada solucio´n. Por
disen˜abilidad debemos entender el nu´mero de secuencias que son compatibles con una determinada
estructura. En otras palabras, el nu´mero de secuencias que encuentran un mı´nimo absoluto de energ´ıa
en una determinada estructura. Para implementarlo en nuestro modelo de juguete, lo que hicieron fue
considerar un conjunto grande de secuencias, y determinar para cada una de ellas que´ estructura es
aque´lla en la que la secuencia encuentra el valor ma´s bajo de la energ´ıa. Contaron entonces cua´ntas
secuencias se asociaban a cada estructura, y observaron un resultado sorprendente: la distribucio´n era
muy asime´trica, con unas pocas soluciones (que considerar´ıamos distintas estructuras en este caso) en
las cuales muchas secuencias encontraban su valor mı´nimo y muchas estructuras a las que asociaban
una o muy pocas secuencias. ¿A que´ se deb´ıa este curioso resultado?
Como vimos en la Ecuacio´n 11.10, la relacio´n entre el gap de energ´ıa δE y la rugosidad del paisaje
energe´tico ∆E aparec´ıan como determinantes para optimizar la accesibilidad del estado nativo. En la
referencia que discutimos, los autores midieron el gap de energ´ıa como la energ´ıa entre la (ahora con-
formacio´n) nativa para una secuencia dada y cualquier otra conformacio´n promediando para todas las
conformaciones: δE. Aqu´ı debemos tener cuidado, porque el gap de estabilidad se define entre el estado
plegado y la media de las conformaciones no plegadas pero aqu´ı, tal como se ha construido el ejercicio,
son conformaciones tambie´n ma´ximamente compactas, si bien las vamos a considerar como conforma-
ciones no plegadas. Como se muestra en la Figura 11.11, lo que observaron es que las estructuras ma´s
disen˜ables ten´ıan valores de δE significativamente mayores que el resto de las estructuras.
Figura 11.11: Gap de estabilidad δE de todas las conformaciones ma´ximamente compactas del modelo
27-mer en funcio´n del nu´mero de secuencias que mapean a cada conformacio´n (su disen˜abilidad). Ob-
servamos que existe un salto significativo en el valor del gap de estabilidad a partir de cierto valor de la
disen˜abilidad, lo que se nos presenta como una propiedad que podr´ıa ser relevante en prote´ınas reales
ya que les conferir´ıa robustez mutacional. Figura extra´ıda de la versio´n depositada en arXiv del art´ıculo
[18] con permiso de los autores.
Adema´s, dichas estructuras presentaban simetr´ıas que (con algo de imaginacio´n) podr´ıan ser interpre-
tados en te´rminos de estructura secundaria. Para entender si estas aparentes estructuras secundarias
podr´ıan tener cierta relevancia en la disen˜abilidad de estas conformaciones, analizaron el conjunto de
secuencias que disen˜aban a las estructuras ma´s disen˜ables y calcularon la probabilidad Pp de observar
un aminoa´cido polar en una posicio´n determinada de la secuencia. Como se muestra en la Figura 11.12,
encontraron que exist´ıan posiciones con una probabilidad muy alta y otras con probabilidad nula (por
tanto con probabilidad igual a uno de encontrar un aminoa´cido hidrofo´bico). Esto sugerir´ıa un s´ımil
entre dichas secuencias y las relaciones de homolog´ıa que encontramos entre prote´ınas reales para las
cuales existen posiciones en los que los aminoa´cidos esta´n conservados y cuyas estructuras mantienen
una divergencia ma´s lenta que la observada a nivel de secuencia. Estas relaciones sera´n tratadas en
ma´s detalle en las secciones de evolucio´n y modelizacio´n de estructuras de prote´ınas (Cap´ıtulo 12).
Figura 11.12: Probabilidad de encontrar un aminoa´cido polar en una posicio´n determinada de la secuen-
cia, calculado con el conjunto de secuencias asociadas a las estructuras ma´s disen˜ables. Figura extra´ıda
de la versio´n depositada en arXiv del art´ıculo [18] con permiso de los autores.
11.4.4. Plegamiento de una prote´ına simplificada
Llegamos al final de nuestro cap´ıtulo refirie´ndonos de nuevo a la pregunta que nos hac´ıamos inicial-
mente: ¿co´mo puede una prote´ına real plegarse en un tiempo biolo´gicamente relevante si el nu´mero de
conformaciones posibles es astrono´mico? Con todo lo aprendido hasta ahora, podemos intentar res-
ponder a esta pregunta con un ejercicio pra´ctico, es decir, intentando plegar una prote´ına. Dado que
hemos considerado hasta ahora el modelo 27−mon, ¿ser´ıamos capaces de plegar una secuencia elegida
al azar en una conformacio´n ma´ximamente compacta realizando una bu´squeda al azar en un tiempo
razonable?
Este ejercicio es al que se enfrentaron Sali et. al, y utilizaron los ingredientes que hemos considerado
hasta ahora. Generaron doscientas secuencias al azar con valores de energ´ıa de interaccio´n elegidos
de una distribucio´n gaussiana, como en el ejemplo tratado anteriormente para explicar la transicio´n
v´ıtrea. Aplicando la misma funcio´n de energ´ıa que en la Ecuacio´n 11.11, realizaron una bu´squeda
conformacional con un algoritmo de Monte Carlo con criterio de Metro´polis [26]. En la Figura 11.13 se
puede ver la monitorizacio´n de la simulacio´n frente a distintas variables.
Su primer resultado interesante consiste en la observacio´n de que no era posible plegar todas las
secuencias en un nu´mero de pasos de Monte Carlo razonable. Sin embargo, hab´ıa otras secuencias (un
15 %) que s´ı se plegaban en alguna de las diez simulaciones que realizaban para cada una de ellas,
definiendo una tendencia como la fraccio´n de esas diez simulaciones en las que la prote´ına alcanzaba el
estado nativo. Al representar el espectro de energ´ıa de las distintas secuencias, como en la Figura 11.4,
observaron que la caracter´ıstica ma´s significativa de aque´llas que encontraban el estado nativo respecto
de las que no lo encontraban era que el espectro de energ´ıa de las primeras ten´ıa un mı´nimo de
energ´ıa muy pronunciado, es decir, nuevamente el gap de energ´ıa era claramente mayor para aque´llas
Figura 11.13: Ejemplo de trayectoria en la simulacio´n por Montecarlo del plegamiento de una secuencia
generada al azar en funcio´n de la energ´ıa ε (medido en unidades kBT siendo kB la constante de
Boltzmann), del nu´mero de contactos Nc, y del solapamiento de contactos sc. Figura extra´ıda de [26]
con permiso del editor y adaptada a la notacio´n del texto.
con tendencias mayores. En nuestro caso, la secuencia de la izquierda en la Figura 11.4 tendr´ıa una
tendencia mayor a plegarse que la de la derecha.
Para interpretar estos resultados desde el punto de vista cine´tico, monitorizaron adema´s el nu´mero
de movimientos que eran rechazados al aplicar el algoritmo de Metro´polis a lo largo de la simulacio´n,
lo que interpretaron (con mucho cuidado) en te´rminos de velocidad de la reaccio´n. Como sen˜alamos
anteriormente, el solapamiento de contactos (ver seccio´n de alineamiento de estructura de prote´ınas)
es un buen para´metro de orden en la cine´tica del plegamiento. As´ı que se puede proponer un modelo
de tres estadios (ver Figura 11.14) en el que relacionamos la cine´tica de la reaccio´n (monitorizada por
el solapamiento de contactos), la energ´ıa de las conformaciones visitadas y la velocidad de la bu´squeda
conformacional, y que ser´ıa compatible con los escenarios que hemos ido mostrando.
El mecanismo que describe el plegamiento consta de un primer estadio muy ra´pido en el que la prote´ına
pasar´ıa de un estado desplegado en el que tenemos del orden de 1016 conformaciones a un estado semi-
compacto en el que se reducen las conformaciones a 1010. Entonces comienza un segundo estadio en el
que se buscan los llamados estados de transicio´n, que son del orden de 103 estados. E´ste es el cuello
de botella de la bu´squeda desde el punto de vista de tiempo de simulacio´n. Porque el tercer estadio,
si el mı´nimo de energ´ıa es suficientemente pronunciado, es bastante ra´pido una vez se encuentra un
estado de transicio´n, accediendo al estado nativo finalmente. Recordamos que una representacio´n ma´s
expl´ıcita de la simulacio´n y sus estadios se ha ilustrado en la Figura 11.8.
En cuanto a los tiempos de plegamiento y siguiendo el ejemplo que aparece en el art´ıculo, en una
dina´mica molecular t´ıpica se observan unas tres transiciones por residuo en 1 ns. Escalando los o´rdenes
de magnitud que observamos del modelo 27-mer para una prote´ına de unos 80 residuos tendr´ıamos 106
estados de transicio´n y 1018 estado semicompactos, por lo que nuestro cuello de botella consistir´ıa en la
exploracio´n de 1012 estados. Si muestreamos tres transiciones por residuo en 1 ns tardar´ıamos alrededor
Figura 11.14: Representacio´n esquema´tica del mecanismo de tres estadios propuesto en [26] (ver expli-
cacio´n en el texto).
de 4 segundos en encontrar un estado de transicio´n, que podr´ıa ser compatible con una prote´ına real.
Sin embargo estos o´rdendes de magnitud se disparar´ıan si la prote´ına fuera ma´s larga. En la discusio´n
final del art´ıculo haremos algunas consideraciones adicionales al respecto.
Por u´ltimo queremos ilustrar el efecto de la eleccio´n de la temperatura en las simulaciones. En la
Figura 11.15 vemos representada la densidad de estados en funcio´n de los para´metros de orden, es
decir, el logaritmo de la ocupacio´n media que se observa en cada celda a lo largo de una simulacio´n
suficientemente larga. Se representa una l´ınea quebrada en la nube de estados, que indica una trayectoria
t´ıpica observada a dicha temperatura. Para temperatura baja, se observa co´mo se llega ra´pidamente
a una conformacio´n semi compacta tras lo cual la pendiente disminuye y va lentamente progresando
aumentando el solapamiento de contactos hasta que, ra´pidamente, precipita sobre el estado nativo.
Sin embargo no se observa la misma situacio´n si la temperatura aumenta, ya que la cadena llega
ra´pidamente a un estado semicompacto y se va a quedar preferentemente en dicha regio´n, ya que los
estados desnaturalizados son entro´picamente ma´s favorables. Aunque eventualmente podr´ıa acceder al
estado nativo, en estas condiciones no es estable y retornar´ıa a una conformacio´n semi compacta.
Figura 11.15: Fraccio´n de estados ocupados durante una simulacio´n larga de Montecarlo monitorizados
por los para´metros de orden de energ´ıa ε y solapamiento de contactos sc, para dos temperaturas distintas.
Figura extra´ıda de [26] con permiso del editor y adaptada a la notacio´n del texto.
11.5. Discusio´n
A lo largo de este cap´ıtulo sobre plegamiento de prote´ınas hemos buscado el proporcionar al lector
una idea general de la complejidad del problema de plegamiento de prote´ınas, haciendo hincapie´ en la
necesidad y potencialidad que revisten los modelos simplificados a la hora de responder a preguntas
que, o bien por su complejidad o bien por su generalidad, no podr´ıan ser abordadas de otro modo.
Esto nos ha llevado a presentar algunos conceptos cr´ıticos como el paisaje energe´tico y la posibilidad de
relacionar propiedades espec´ıficas del mismo como la rugosidad y el gap de estabilidad, con propiedades
medibles experimentalmente como las temperaturas de plegamiento y vitrificacio´n.
Este ana´lisis nos ha permitido entender la resolucio´n de la paradoja de Levinthal basa´ndonos en pro-
piedades del paisaje energe´tico, que nos aparece ahora ma´s bien como un artefacto conceptual. Adema´s
hemos identificado una propiedad que emerge en lo modelos simplificados, el gap de estabilidad, como
propiedad relevante para el control cine´tico y por tanto para el plegamiento en tiempos biolo´gicamente
viables. Esta propiedad tambie´n nos abre la puerta a proponer modelos evolutivos, ya que ser´ıa con-
sistente con la visio´n en la que aque´llas estructuras funcionales con elevada robustez mutacional son
selecccionadas.
Sin embargo debemos de ser cr´ıticos con la validez y generalidad de los resultados encontrados. Por
ejemplo, el modelo de tres estadios que hemos explicado podr´ıa ser apropiado para algunas prote´ınas
pequen˜as pero ser´ıa inviable para prote´ınas grandes. Pero su valor, como todo conocimiento cient´ıfico,
reside ma´s que en ser un resultado que consideremos verdadero en las explicaciones que rechaza. Por
ejemplo, como investigadores computacionales, nos sugiere que ma´s que trabajar en el desarrollo de
algoritmos de bu´squeda conformacional el reto esta´ en encontrar funciones de energ´ıa ma´s precisas,
ya que en el ejercicio que hemos mostrado nos ha bastado un muestreo al azar con un algoritmo de
Montecarlo para plegar nuestras prote´ınas de juguete. Sin embargo, para prote´ınas reales queda mucho
camino por recorrer lo que probablemente requerira´ de ideas originales.
Por ejemplo, como dijimos al principio del cap´ıtulo, uno de los problemas de intere´s desde el punto
de vista del plegamiento es la modelizacio´n de estructura de prote´ınas, que no hemos tratado. Pero
merece la pena sen˜alar la novedosa propuesta que, en el contexto de la modelizacio´n, ha desarrollado
el laboratorio de David Baker en la Universidad de Washington, en donde surgio´ la idea de disen˜ar
un videojuego para realizar la bu´squeda conformacional. Ayudados por una funcio´n de energ´ıa que
evalu´a la calidad del plegamiento (y que determina la puntuacio´n en el videojuego) los aficionados
al mismo son invitados a aprender a plegar prote´ınas y a enfrentarse con prote´ınas con plegamientos
desconocidos. La hipo´tesis es que la intuicio´n humana puede ser capaz de encontrar la solucio´n o´ptima
mejor que otros algoritmos de bu´squeda (siempre apoyados por una funcio´n de energ´ıa) sobre todo en
aquellas estructuras con plegamientos complejos. Y, sorprendentemente, han conseguido encontrar el
plegamiento de una proteasa retroviral utilizando los resultados obtenidos por los jugadores [15], la
mayor´ıa de ellos con poco o ningu´n conocimiento en bioqu´ımica.
Por u´ltimo debemos de tener en cuenta que en los procesos biolo´gicos in vivo hay multitud de factores
que no estamos teniendo en cuenta en nuestro ana´lisis del plegamiento y, por extensio´n, en la evolucio´n
de estructura de prote´ınas. Ingredientes tales como el taman˜o de la poblacio´n en que el gen asociado
a la prote´ına esta´ evolucionando, las condiciones del medio (que pueden inducir sesgos mutacionales)
o el rol de las chaperonas, ser´ıan determinantes y nos llevan a una visio´n del plegamiento en donde
la estabilidad del estado nativo es ma´s bien marginal [10]. De este modo deber´ıamos de implementar
definiciones ma´s complejas de lo que entedemos por estabilidad, como el balance entre estabilidad frente
a desplegamiento (unfoding stability) o a mal plegamiento (misfolding stability), conceptos que ya se
esta´n implementando en modelos evolutivos computacionales [19, 30]. Estos argumentos plantean la
creciente necesidad de pensar en el problema de la evolucio´n de prote´ınas desde una perspectiva ma´s
amplia [23], pero ya dotados de una serie de herramientas conceptuales mı´nimas para abordar nuevos
ingredientes.
Por tanto, el reto continu´a abierto en todos los frentes, desde la comprensio´n de los conceptos ma´s
generales que hemos propuesto en el presente cap´ıtulo, a las ideas originales como el videojuego Foldit4
y el creciente intere´s por los entornos colaborativos como la iniciativa WeFold5). Y por u´ltimo, no nos
olvidemos de la necesidad de mirar hacia el nuevo reto conceptual y computacional que suponen las
prote´ınas intr´ınsicamente desestructuradas.
4Foldit. https://fold.it
5WeFold. http://www.wefold.org
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