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Abstract 
Nearly 1800 induction time experiments have been performed on crystal nucleation of 
fenoxycarb in isopropanol to investigate the influence of solution pretreatment. For each 
preheating temperature and preheating time, at least 80 experiments were performed to obtain 
statistically valid results. The relationship between the inverse of the induction time and the 
preheating time can be reasonably described as an exponential decay having time constants 
ranging up to days depending on the temperature. This dependence on the preheating 
temperature corresponds to an activation energy of over 200 kJ/mol. Given sufficiently long 
preheating time and high temperature, the solution appears to reach a steady-state where the 
“memory” effect has disappeared. Density functional theory modelling suggests that the 
molecular packing in the crystal lattice is not the thermodynamically stable configuration at 
the level of simple dimers in solution, while modelling of the first solvation shell reveals that 
solute aggregation must exist in solution due to the low solvent to solute molecular ratio. It is 
thus hypothesized that the dissolution of crystalline material at first leaves molecular 
assemblies in solution that retain features of the crystalline structure which facilitates 
subsequent nucleation. However, the longer the solution is kept at a temperature above the 
saturation temperature and the higher the temperature, the more these assemblies disintegrate, 
and transform into molecular structures less suited to form critical nuclei.  
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1 Introduction 
Thermal history of solution effects refer to the observation that the thermal pretreatment of a 
solution, i.e. prior to being brought into a state of supersaturation, may influence the 
nucleation behaviour of the solute. First reported in 1902,1 an effect on crystallization of 
thermal solution history has been demonstrated for melts of organic compounds,2 metals3 and 
polymers,4 as well as for aqueous and organic solutions of inorganic salts5 and organic 
molecules6 including proteins.7 Interesting results on this effect have also been presented for 
the nucleation of clathrate hydrates.8 In general, it is reported that increased preheating 
temperature and preheating time lead to slower crystallization kinetics. Recently, Nordström 
et al9 gave a comprehensive summary of previous work in this area, as well as additional 
experimental evidence demonstrating that not only the rate of nucleation but also the 
polymorphic outcome in crystallization of m-hydroxy benzoic acid was influenced by the 
temperature and time of solution preheating. 
The exact mechanism(s) behind thermal history effects has not yet been determined. Three 
different principles have been hypothesized:8, 9 
1. Even after the solid phase has completely dissolved, the solution temporarily contains 
locally higher concentrations, and/or the molecules in the dissolved state retain, for 
some time, structural features from the solid and/or the dissolution process.  
2. Trace amounts of crystalline solids become very difficult to dissolve or are even 
thermodynamically stabilized by adhering to flat surfaces or being trapped in capillary 
cavities on the crystallizer walls. 
3. Heterogeneous solid particles that promote nucleation dissolve, melt very slowly or 
are gradually deactivated at higher temperatures. 
The analysis of Nordström9, suggests that the first mechanism is most likely to be relevant. 
Regardless of the precise mechanism responsible, history of solution effects can contribute to 
make industrial processes less reproducible. However, perhaps the most important aspect of 
history of solution is that this phenomenon most likely carries information about clustering of 
molecules in solution. Fenoxycarb has chemical formula C17H19NO4 and systematic name 2-
(p-phenoxyphenoxy)ethylcarbamate and is shown in Figure 1. It is a flexible organic 
molecule that exhibits conformational isomerism in its single reported crystal form.10 It is 
produced industrially as an insect growth regulator with juvenile hormone activity11. Its 
melting temperature and enthalpy are reported as 53.16±0.14 °C and 26.98±0.04 kJ mol-1, 
respectively.12 It is practically insoluble in water but highly soluble in alcohols, ethyl acetate 
and toluene, with solubilities at 25 °C ranging from 266 to 1,660 g per kg organic solvent 
Recrystallization leads to platelets regardless of solvent used. 13 
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Figure 1: Molecular structure of fenoxycarb. 
We report here systematic and careful measurement of the effect of preheating temperature 
and time on the induction time for primary nucleation of fenoxycarb in isopropanol, and 
calculate, to our knowledge for the first time, actual time constants for the underlying 
processes in solution, and their temperature dependence translated into an activation energy 
of solution restructuring. In addition, molecular modelling is used to explore some molecular 
level conditions, based on which a possible explanation for the history of solution effect is 
proposed. 
2 Methodology 
2.1 Experimental 
Fenoxycarb (>98.8%) from Syngenta, Switzerland was added as received to isopropanol 
(>99.7%) from VWR International to give 600mL of a 226.65 g fenoxycarb / kg isopropanol 
solution, corresponding to a saturation temperature of 20 °C.13 It was dissolved for 24 hours 
in a sealed 1 L vessel with a large magnetic stir bar spinning at 400 rpm, and the vessel 
submersed in a 25 °C water bath (Grant GR150, stability ± 0.005 °C and uniformity ± 0.02 
°C at 36.85 °C). 20 mL portions were aliquoted into 29 glass vials (30mL) using pre-heated 
syringes (20 mL) equipped with 0.2 µm PTFE filters. Magnetic stir bars (1.27 x 0.325 cm) 
were added to these vials, which were then closed using PTFE-sealed screw caps, placed into 
a 5 °C water bath, and the time to first appearance of crystals in each vial, the induction time 
(tind), recorded with a video camera. According to published solubility data, this gives a 
superstation ratio of 4.33 (expressed as c/c*, where c is the actual concentration in mass 
fenoxcarb per mass isopropanol, and c* the equilibrium concentration at 5 °C).13 This initial 
set of induction times will be referred to as “first nucleation”, the procedure being almost 
identical to that used by Nordström et al to demonstrate solution history effects on 
polymorphism.9 The time to reach a temperature deviating by 1 °C from the final value was 
measured to be approximately 1 minute (Dostmann P750 with Pt100 immersion probe, 
accuracy 0.03 °C). It took about 7 minutes to reach the nucleation temperature within 0.03 
°C. 
To investigate the thermal history of solution, the contents of these vials were redissolved, 
without opening, at a pretreatment temperature, TPT, for different pretreatment times, tPT. 
After this pretreament, the vials were returned to the 5 °C water bath, and the induction times 
again recorded as previously. This procedure was repeated to investigate the effect of 
different combinations of TPT and tPT on the induction times. Each set of conditions was 
repeated three times to give a total of 75 data points (4 out of the 29 vials are ignored in the 
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analysis for reasons outlined in 3.1) for each set of conditions in order to capture stochastic 
variation. The experiments were carried out in a more or less random order such that the 
same conditions were never directly repeated. Some sets of conditions were repeated a 
different number of times and are identified as such. Accordingly, at each set of conditions a 
distribution of induction times is obtained similar to studies reported in the literature.14-16 To 
smoothe the data a lognormal function was fitted to each distribution,  giving a very 
reasonable fit. Lognormal distributions are seen in many data sets from different scientific 
disciplines, and are indicative of random variation resulting from multiple independent 
factors which have a multiplicative effect on the measured quantity.17 For each distribution, 
the geometric mean of the lognormal fit, which corresponds to the median of the distribution, 
is taken as the best point estimate of the central tendency of the induction time. In the 
experiments on the 29 parallel vials, the last vials can take a week or more to nucleate. 
Hence, it becomes unfeasible to wait for all vials to nucleate before starting the next 
experimental iteration. Accordingly, in experiments where there were still un-nucleated vials 
after 3 days, the experiment was only continued to nucleate 60 % of the vials. Crystallization 
was induced in the remaining homogeneous solutions by vigorous manual shaking to ensure 
all solutions had crystallised prior to redissolving. 
Concentration was checked periodically as follows. 10 µL samples of the fenoxycarb in 
isopropanol solutions were taken from vials 28 and 29, dissolved in 0.7 mL of deuterated 
chloroform (99.8% deuteration, 0.03% TMS, VWR BDH Prolabo), and 1H solution nuclear 
magnetic resonance (NMR) spectrum obtained at 270 MHz using a JEOL JNM-GSX 270 FT 
NMR. The molar ratio between fenoxycarb and isopropanol was determined as the ratio 
between the integrals of a peak without interference from other peaks for each species 
divided by the number of protons responsible for the peak. 
2.2 Computational 
Density functional theory (DFT) calculations were applied using a GAUSSIAN 09 package18 
to model geometries and binding interactions in two distinct dimers of fenoxycarb, denoted 
here as dimer 1 and dimer 2. The geometry of dimer 1 retains the important features of the 
fenoxycarb crystal structure discussed in detail below, i.e. the aliphatic-to-aliphatic and 
aromatic-to-aromatic orientations of end-groups (denoted as a head-by-head orientation), and 
also the N-H…O=C hydrogen bond present in the crystal structure. Conversely, the two 
fenoxycarb molecules making up dimer 2 are rotated such that the aliphatic part of one 
molecule interacts with the aromatic part of the other molecule (denoted as head-by-tail 
orientation). 
Geometries and binding energies of the dimers were calculated with a B97D Grimme’s 
functional,19 which includes a long-range dispersion correction. This allows for better 
description of the van der Waals interactions, including weak London dispersion forces. The 
isolated (‘gas-phase’) structures are fully-optimized using a Gaussian-type 6-31G++(d,p) 
basis set.20 To simulate solvent effects on binding energy, we have also performed geometry 
optimization within a polarizable continuum model (PCM),21 where the solute is placed in a 
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cavity within the solvent reaction field, using isopropanol as the solvent. The binding energy 
was calculated at the B97D/6-31++G(d,p) level, as:  
 ∆E = EA-A – 2EA (1) 
where EA-A is the energy of a dimer and EA is the energy of an isolated monomer. 
To reduce overestimation due to the overlapping of basis functions, in further calculations the 
binding energies are corrected for basis set superposition error (BSSE). The BSSE corrected 
binding energy in the dimer is calculated as: 
 ∆EBSSE = 
[EABAB(AB)−EABAB(A)−EABAB(B)]+[EAAB(A)−EAA(A)]+[EBAB(
B)−EBB(B)], 
(2) 
where the superscripts denote the basis used, the subscripts the geometry, and the symbol in 
parentheses the chemical system considered. For example, EABAB(AB) is the energy of dimer 
AB, evaluated in the dimer basis computed at the geometry of the dimer.21 The binding 
energies were also corrected for zero-point energy (∆EZPE). Thermal corrections including 
vibrational, rotational and translational contributions are calculated at the B97D/6-
31++G(d,p) level of theory at relevant experimental temperatures of 5, 25 and 45 °C under a 
pressure of 1 atm. By adding these thermal corrections to the electronic energy values, we 
were able to compute gas-phase binding enthalpy (∆H) and Gibbs free energy of binding 
(∆G) at finite temperatures. 
For a rough estimate of the number of solvent molecules in the first solvation shell, models of 
fenoxycarb in isopropanol were constructed by placing the fenoxycarb molecule(s) in a box 
of the solvent and optimizing the structure with molecular mechanics and the UFF force 
field22 using a GAUSSIAN 09 package. To form the first solvation shell, all the solvent 
molecules, except the isopropanol molecules directly surrounding the solute molecule, were 
subsequently removed from the structure. 
3 Results & Discussion  
3.1 Validation 
(I) The observed thermal history effect on induction times is not due to incomplete dissolution 
of the crystal material. (a) visual observation of the nucleation event shows that the 
appearance of the first crystal in a supersaturated solution is immediately followed by further 
nucleation and crystal growth. As such, if undissolved fenoxycarb were present in the 
solution, we would expect the nucleation to become visible shortly after achieving 
supersaturation, which is not the case (average induction times are several hours); (b) 
crystallised vials contain so much solid that the entire vial appears filled with the solid when 
crystallised at 5 °C, yet when exposed to even minor undersaturation temperatures of 25 °C 
(5 C° above saturation), dissolution appears complete to the naked eye after less than 5 
minutes (i.e. no more solids are visible). Furthermore, varying pretreatment (i.e. dissolution) 
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time from 24 to 72 hours at the same temperature still results in a significant difference in 
subsequent induction times. 
(II) The experimental results are not significantly influenced by lack of randomness in the 
behaviour of each individual vial. For each experiment in which all vials nucleate under the 
same pretreatment conditions, each vial can be assigned a nucleation rank, specifying when 
in relation to the other vials nucleation takes place, e.g. rank 4 means that this vial was the 4th 
to nucleate in that experiment. This should give a discrete uniform distribution of ranks for 
each vial if the vials are identical and sufficient experiments have been performed. A 2 
sample Kolmogorov-Smirnov test was carried out, comparing the rank distribution of each 
individual vial to the relevant discrete uniform distribution (each vial had 62 rank values). At 
a 95% confidence level, the null hypothesis that the rank distribution of vials 15, 16, 24 and 
25 is the same as the uniform discrete distribution is rejected, while for all other vials it is not 
rejected (see Table 1). As such, it appears that 4 out of 29 vials do not behave randomly and 
consequently these are ignored in the following sections (although we confirmed that even 
including these the results remain substantially the same). 
Table 1: Results of 2 sample Kolmogorov-Smirnov tests of the rank distribution of each vial 
against the uniform discrete distribution which is expected if all vials are identical.  
Vial # p 
value* 
Vial # p 
value* 
Vial # p 
value* 
10 1.0000 9 0.5953 23 0.2135 
1 0.9985 8 0.4426 7 0.1397 
12 0.9985 5 0.3139 13 0.1397 
18 0.9985 20 0.3139 19 0.1397 
4 0.9750 22 0.3139 3 0.0535 
11 0.9750 29 0.3139 15 0.0313 
28 0.9750 2 0.2135 16 0.0313 
26 0.8935 6 0.2135 25 0.0096 
14 0.7558 17 0.2135 24 0.0050 
27 0.7558 21 0.2135   
* p values below 0.05 mean there is a 95% likelihood that these vials are biased towards 
either shorter or longer induction times compared to the remainder of the vials. 
(III) The experimental results are not significantly influenced by solvent evaporation or 
chemical decomposition. The solutions were used for a total of 225 days. Solvent evaporation 
and fenoxycarb decomposition over time were examined by regularly obtaining solution 1H 
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NMR spectra from 2 vials. In no cases were new organic species detected. The concentration 
vs time exhibited a random variation within the repeatability of the measuring technique with 
no significant time correlation. 
(IV) The experimental results are not significantly influenced by long term history of solution 
effects over more than one cycle. The relationship between induction time and preceding 
induction time has been analysed by calculating the Pearson’s correlation coefficient (r) of 
the relationship between the two, reasoning that the preceding induction time is the best 
single measure of the effect of the preceding cycle on the solution history. The results are 
shown in Table 2. At a 95% confidence level, only the results for pretreatment conditions of 
24 hrs 35 °C show significant correlation with the pretreatment of the previous experiment, 
while the rest appear unaffected. 
Table 2: Relationship between induction time and immediately preceding induction time. 
Pretreatment Conditions Pearson’s 
Correlation 
Coefficient 
Time 
(hrs) 
Temp 
(oC) 
# of 
runs 
r p-
value 
24 35 3 0.997 0.049 
2 25 3 0.980 0.126 
2 30 3 0.9717 0.1518 
6 35 3 -0.921 0.255 
2 35 3 0.900 0.287 
18 30 3 -0.8343 0.3718 
24 40 3 -0.747 0.463 
2 45 3 0.617 0.577 
12 35 3 -0.419 0.725 
4 45 4 0.181 0.819 
18 35 5 -0.142 0.820 
6 30 3 -0.1679 0.8926 
24 45 3 0.072 0.954 
 
Although there is some indication that all aspects of the validation are not entirely 
satisfactory, overall the validation analysis does give us confidence to proceed with reporting 
and analysing the experimental results and drawing the conclusions made. 
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Often the first induction times in an experiment containing the 29 vials occur within a few 
minutes and hence before the vial contents have reached the desired crystallization 
temperature completely. This is far from ideal, but is almost unavoidable due to the broad 
spread of the induction time distributions. In the evaluation, we have the choice to either omit 
these early induction times or to include them. We believe that the second option is more 
correct. The error in these data points is that the recorded induction times are longer than they 
would have been if the nucleation temperature had been reached instantaneously, since the 
anticipated supersaturation hasn’t been fully reached at the moment of nucleation. 
Accordingly, if these values are included in the calculation of the average induction time, the 
average time will be somewhat longer than the true value. However, if all these early values 
are removed completely, the calculated average induction time will be much longer, and 
accordingly more deviating from the “true average value”. In addition, by using the median 
value (equal to the geometric mean of the log-normal distribution function) to represent the 
central tendency of the induction time distribution, this particular problem is significantly 
reduced, since the median of a distribution by definition does not depend on the exact values 
of the earlier data points. In our case there will be a slight influence of the exact values of the 
early induction times on the fitted distribution function. However, we have verified that this 
influence has a negligible effect by repeating the kinetic analysis outlined in 3.2 and 3.3 with 
median values taken directly from the experimental data (as expected, this median value 
evaluation has a reduced goodness of fit in the subsequent analysis and is not used for that 
reason). We also found that a lognormal function fit to all data above 0.08 hrs, viz. ignoring 
the lower induction times values while retaining their cumulative distribution function values, 
results in the same principle outcomes as reported in 3.2 and 3.3.  
However, as will be shown further on, there are experimental conditions where the geometric 
mean/median induction time is in the same range as the time to cool to the nucleation 
temperature. This problem can be dealt with by trying to reduce either the cooling time or the 
supersaturation. The first approach requires more specialized techniques that are difficult to 
implement in experiments with large sample numbers, while the second would force the 
whole study into longer induction times. Accordingly, the supersaturation range used 
throughout the study is a compromise, and for the cases where a larger fraction of the 
induction times appear within the first 5-7 minutes, the specific geometric mean/median 
value should be interpreted as having a greater uncertainty, and being higher than the true 
value. However, this appears to have no significant impact on the qualitative and overall 
quantitative effects of the history of solution in this work. Thus, for the purpose of this work 
and the conclusions drawn, we conclude that the effect of a limited cooling rate in 
establishing the nucleation conditions has no significant influence, partly because the 
approach to the nucleation temperature is highly non-linear and after only 1 minute (0.0167 
hrs) the deviation is only 1 °C.  
3.2 Rate of change of solution state 
The relationship between pretreatment time, tPT, and the nucleation induction time, tind, was 
measured at different preheating temperatures, TPT, and the results are reported in Figure 2. 
The induction time consistently increases with increasing preheating time, except in the 45 
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°C experiments, where an end point appears to be reached after which there is no clear 
increase in tind with increasing tPT (see especially Figure 2 (d) right-hand side). Since the 
distributions in some cases show overlap, we performed 2-sample Kolmogorov-Smirnov tests 
to determine if they can be treated as being statistically different. At 95% significance, only 
the distributions at 45 °C with pretreatment time > 0.66 hrs were found to be non-
distinguishable.  
The right hand graphs of Figure 2 suggest an overall behaviour where the inverse of the 
geometric mean of the induction time decays exponentially with increasing preheating time at 
all preheating temperatures, except at 45 °C. At this temperature there is an initial rapid 
increase in the induction time at short preheating times, consistent with the behaviour at the 
other temperatures (though admittedly we do not have induction times for the other 
pretreatment temperatures at tPT of 0.33 and 0.66 hrs). However, this is followed by 
behaviour where the induction time changes are much slower or perhaps entirely non-
existant. This result is consistent with the view that the changes that take place during the 
pretreatment eventually terminate into a “steady-state” situation. 
Describing the relationship of the inverse geometric means with tPT as an exponential decay 
was statistically investigated through the calculation of Pearson’s correlation coefficients for 
fits. These were found to be statistically significant in all cases, though with varying 
significance (see p values on right side in Figure 2). 
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Figure 2: Effect of pretreatment time on induction time at (a) 25 °C, (b) 30 °C, (c) 35 °C and 
(d) 45 °C pretreatment temperature. Left: Cumulative distribution curves; right: point 
estimates of each distribution as geometric mean. Pretreatment conditions marked with *, † 
Page 10 of 24
ACS Paragon Plus Environment
Crystal Growth & Design
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
 11 
 
and ‡ were iterated 1, 5 and 4 times, respectively, compared to the normal 3 times, with the 
set of 25 solutions. 
The experimentally measured induction time, tind, is the time taken to the first detection of 
crystals in the solution, and is usually assumed to contain three terms:23  
        (3) 
where tn  is the nucleation time, tg is the time required for nuclei to grow to a detectable size, 
and tr is the relaxation or transient time - the time required for the solution to adjust the 
cluster distribution to the supersaturated conditions. tg can be assumed negligible since at 
nucleation the entire vial is filled with innumerable tiny growing crystals within 5 - 10 
seconds. tr is usually assumed to be negligible when solutions are dilute.24 In this work there 
appears to be two different transformations in operation. We interpret the influence of the 
preheating conditions as reflecting the gradual transformation of the system from a solution 
in which crystals have just dissolved, leaving molecular assemblies having a structure that 
facilitates nucleation, towards an equilibrated solution in which the molecular structuring has 
reached a steady state, which is less prone to form nuclei when the solution is cooled. 
Secondly, as a consequence of cooling in the nucleation step of the experiment, the solution 
needs to adjust to the conditions of the nucleation temperature, and this is the transformation 
normally captured by tr and may in fact relate to a different kind of molecular restructuring. It 
should be noted that under the conditions of the experiments we do not observe any 
appreciable long-term effects, i.e. a memory effect extending beyond a single preheating-
cooling-nucleation cycle, and we tentatively suggest that the second step is faster than the 
first.  
Under the assumption that nucleation is related to the presence of pre-nucleation clusters in 
the solution, the rate of nucleation may depend on the concentration and properties (size, 
structure, etc.) of these clusters. The kinetic analysis below is valid whether these clusters are 
crystalline sub-critical clusters in the sense of the classical nucleation theory, more 
amorphous or liquid-like entities in the sense of the two-step theory, or just a particular 
bonding between a few fenoxycarb molecules. If the rate of nucleation is assumed to be 
proportional to the inverse of the induction time, the higher induction time after a longer 
pretreatment would then reflect a lower number of such species in solution. Indeed, the 
relationship of the inverse of the induction time with time of pretreatment was found to be 
well described by an exponential decay. Thus, if the inverse of the induction time is directly 
proportional to the concentration of these nucleation-promoting clusters, we may surmise that 
the concentration of these clusters decays according to a first order reaction. By fitting a first 
order rate equation, equation (4, to 1/tind against tPT from the second column in Figure 2, we 
can calculate a rate constant k at different TPT. Similarly, the intercept of the exponential fit 
gives us the induction time corresponding to the conditions at the start of the pretreatment.   
 
 TPkt
indind
e
tt
−
= 0
11
 
(4) 
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Table 3: Rate of change of solution structure at different pretreatment temperatures. 
TPT 
(°C) 
k (hrs-1) 
0
1
indt
(hrs-1) 
25 0.0081 21.3 
30 0.21 3.39 
35 0.092 0.438 
45 11.8 195.0 
 
3.3 Influence of temperature 
At constant pretreatment time, the induction time is substantially influenced by the 
pretreatment temperature, as is shown in Figure 3. At 2 hrs pretreatment, the dependence of 
the inverse of the induction time on the pretreatment temperature can be well represented by 
an exponential relationship (with 94% confidence). However, this relationship is not found at 
tPT = 24 hrs, where 35, 40 and 45 °C experiments have reached roughly the same induction 
time (Figure 6).  
 
Figure 3: Effect of pretreatment temperature on induction time for a pretreatment time of 2 
hrs. (a) is raw data for all 3 runs per pretreatment condition set; (b) induction time geometric 
mean vs pretreatment temperature. 
Accordingly, there appears to be an end point for the transformation during the pretreatment 
period where there is no more noticeable effect of thermal history on the nucleation. It 
appears the solution has established the cluster distribution that as a first approximation is 
independent of the pretreatment temperature (Figure 6).The higher the pretreatment 
temperature the faster this steady-state is approached.   
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It is customary to measure the temperature dependence of any process by calculating an 
activation energy (EA). This is done, using the Arrhenius equation, not only for reaction rates, 
but also for a variety of different physical transformation processes such as dissolution:25, 26 
 	  
/ (5) 
where k is the rate constant, A the pre-exponential factor, R the universal gas constant and T 
the absolute temperature. A plot of lnk vs 1/T will then allow calculation of EA for the 
process. Here, we apply a similar approach to the temperature-dependence of the influence of 
the pretreatment on the primary nucleation of fenoxycarb, without limiting ourselves with 
respect to the detailed mechanism behind this effect, simply denoting it “solution 
restructuring” or transformation. In Figure 4, the values for the rate constant k are plotted 
against the inverse of TPT (from Table 3). The data fits equation (5) with over 93% certainty, 
although it only accounts for 88% of the variation. The resultant EA is 262 kJ/mol, reflecting 
the strong temperature dependence that is observed in the experiments. This value must be 
regarded as approximate because of the uncertainties underlying each point on the right hand 
graphs of Figure 2, and the limited number of data points used to obtain each k value. 
 
Figure 4: Rate of change of 1/tind against 1/T according to the Arrhenius plot. 
To our knowledge, no activation energy has been reported previously for the kinetics of the 
restructuring responsible for history of solution effects.  As to dissolution, activation energies 
less than 30 kJ mol-1 are generally considered to indicate diffusion-controlled dissolution, 
while greater values are indicative of surface-control25. Even though there are similarly-high 
values reported in the literature for crystal dissolution in organic solvents26, we do find our 
value of 262 kJ mol-1 at first quite large. However, as shown in the next chapter, the 
intermolecular bonding between just two solute molecules amounts to 60 kJ/mol, and hence if 
the cluster involves many molecules, restructuring of these through a transition state could 
very well involve enthalpies of activation in the same  order of magnitude as that obtained 
experimentally. 
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The relationship between pretreatment temperature and the inverse of the inferred initial 
induction time is plotted in Figure 5. Again with reference to the uncertainties involved in the 
evaluation of 01
indt
, these data can only be taken as approximate.  
 
Figure 5: Relationship between inferred initial induction time and pretreatment temperature. 
 
Ignoring for the moment the clear outlier corresponding to the 45 °C data, a surprisingly 
strong correlation is found between the logarithm of the intercept and the level of 
overheating. According to equation (4, 01
indt
 is the extrapolated induction time that would 
correspond to the original state of nucleation promoting clusters at negligible preheating time. 
This initial concentration appears to decay significantly with increasing superheating, which 
is in general agreement with the remainder of our results according to which these species are 
more unstable at higher temperatures. At present we do not have a rational explanation for 
why the 45 °C data deviates from this trend, but it should be noted that the value is obtained 
by extrapolation of a very steep line drawn from two points only. However, even if the line is 
based on merely the first three values in the right side of Figure 2(d), the 45 °C point in 
Figure 5 remains a clear outlier. 
3.4 First Nucleation 
The very first time the solutions in the vials were exposed to nucleation, the induction time 
distribution is clearly different from all following nucleation experiments. Figure 6 shows the 
induction time distribution of this very first nucleation experiment with 25 different vials 
(vials giving accepted randomness, see validation), viz. that immediately following the 
filtration and aliquoting into the vials of the stock solution dissolved at pretreatment 
conditions of 24 hrs at 25 °C. The results are compared with the induction times obtained 
subsequently for experiments heated at different preheating temperatures for 24 hrs. The 
induction time distributions for 24 hours pretreatment time at  35 and 45 °C pretreatment 
temperature represent the longest induction times achieved under any conditions after the first 
nucleation (compare with Figure 2). Note that these distributions correspond to the “steady 
state” induction times discussed previously, where the history of solution effect has vanished. 
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Figure 6: Nucleation induction time distribution of the “first nucleation” compared to the 
distributions obtained at subsequent experiments at the same preheating time of 24 hrs. 
Pretreatment conditions marked with * only have 25 data points (from a single iteration of 25 
solutions), compared to the normal 75 (from 3 iterations). 
A 2 sample Kolmogorov-Smirnov test comparing the distributions of the first nucleation to 
all 24 hrs distributions (i.e. 25, 35 and 45 °C) gives p < 0.005 in each case, meaning that the 
induction time distribution of the first nucleation experiment significantly exceeds all 
subsequent induction time distributions irrespective of pretreatment temperature.  
As discussed in the validation chapter, it appears unlikely that some fenoxycarb crystals were 
lodged in crevices in the glass walls of the vials and triggered the subsequent nucleation 
events. The likely mechanism is that the 0.2 µm filtration step removes some prenucleation 
clusters/nanodroplets of fenoxycarb, similar to a recent study on glycine in aqueous 
solutions.27  According to this hypothesis, nucleation-promoting clusters then re-form during 
subsequent nucleation and dissolution.  
 
3.5 Computational molecular level analysis 
In the process of forming a nucleus, molecules aggregate to form molecular clusters that 
eventually may turn into critical nuclei. The critical nucleus is a crystalline particle having a 
size sufficient for further growth to be thermodynamically favourable. The cluster is an 
ensemble of solute molecules, either being crystalline but of insufficient size for further 
growth to be thermodynamically favourable (classical nucleation theory), or having 
insufficient crystallinity and being kinetically hindered from structural rearrangement (two 
step theory). While the molecular conditions at the prenucleation stage are difficult to 
establish, the end point of the nucleation process, i.e. the crystalline structure, can be 
examined in great detail by single crystal XRD.  Figure 7 presents the arrangement of 
fenoxycarb molecules in the crystal lattice. The molecules are oriented along the c-axis. In 
the a - b  plane, the molecules appear in monomolecular layers with all molecules with 
respect to their long axis oriented in the crystallographic c-direction. Within each layer, the 
aliphatic groups of all molecules are arranged in one direction and the aromatic groups in the 
other denoted as a head-by-head orientation. However, along the c-axis these layers alternate, 
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either orienting the aliphatic group against the c-axis direction or along the c-axis direction. 
Within the monomolecular layers, the fenoxycarb molecules are hydrogen bonded in the 
[110] direction between the carbonyl and amide groups of neighbouring fenoxycarb 
molecules. Along the a and b directions, π-stacking binds the molecules together, and in the c 
direction the intermolecular bonding is obviously much weaker. A single fenoxycarb 
molecule is surrounded by six other molecules, creating a network of π-aromatic ring 
interactions distributed uniformly in a three-dimensional space. Within the layers, the 
formation of the H-bond chains and π-interactions require the head-by-head orientation.  
 
Figure 7: Molecular arrangement in the crystal lattice of fenoxycarb – viewed along the 
crystallographic a axis (top), and the b axis (bottom). Highlighted is a unit cell occupied by 
four fenoxycarb molecules. N-H…O=C hydrogen bonds shown as dotted black lines. 
Hydrogen – white, carbon – grey, oxygen – red, nitrogen – blue (colour online). 
Fenoxycarb is highly soluble in isopropanol, exhibiting a solute-to-solvent molar ratio of 
0.058 mole/mole in solution saturated at 20 °C,13 i.e. for each fenoxycarb molecule there are 
only 17 molecules of isopropanol. Figure 8  presents estimations of the first solvation shell of 
isopropanol molecules around a single fenoxycarb molecule and around a fenoxycarb dimer. 
The structures were relaxed using molecular mechanics to achieve the optimum number of 
solvent molecules and proper intermolecular distances in the shells. The results show that to 
be fully solvated, the single fenoxycarb molecule requires approximately 33 molecules of 
isopropanol, while the fenoxycarb dimer requires 40 molecules of the solvent. Although not 
based on the most sophisticated modelling techniques, the simulations clearly show that the 
17 molecules of isopropanol per fenoxycarb molecule is insufficient to create even a 
Page 16 of 24
ACS Paragon Plus Environment
Crystal Growth & Design
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
 17 
 
complete first solvation shell around each molecule or even each dimer. This implies that the 
fenoxycarb molecules are aggregated into assemblies of molecules sharing the same solvation 
shell, and that each solvent molecule may very well participate in more than one solvation 
shell. The fenoxycarb molecules will appear in solution as dimers and more complex 
multimers, exhibiting a cluster distribution in size as well as in structure. In fact, the “first 
nucleation” results lend weight to the existence of fairly large fenoxycarb 
clusters/nanodroplets in solution (see 3.4). 
 
 
Figure 8: First solvation shell model of isopropanol – fenoxycarb: (a) single molecule of 
fenoxycarb (yellow) in a shell of 33 IPA molecules, (b) fenoxycarb dimer in a shell of 40 IPA 
molecules. Structures optimized with molecular mechanics and the UFF force field. 
The molecular flexibility and chemical complexity of the fenoxycarb molecule makes the 
prediction of the structure of a molecular cluster difficult. As a starting point though, we may 
envisage a crystal-like molecular arrangement existing in the clusters, where the molecules 
bind collaterally to separate aliphatic and aromatic end-groups.  However, in smaller clusters 
this is perhaps not the most stable arrangement, when bulk lattice stabilization of the 
molecules on average is lower or even absent. The simplest molecular agglomerate is a dimer 
and we have employed density functional theory calculations to model the geometry and the 
binding energy of two such dimers (Figure 9). In Figure 9 (1) the geometry of the dimer 
retains the important features of the crystal, i.e. the aliphatic-to-aliphatic and aromatic-to-
aromatic orientations of end-groups (head-by-head arrangement) and the N-H…O=C 
hydrogen bond. In Figure 9 (2) the fenoxycarb molecules in the dimer are rotated such that 
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the aliphatic part of one molecule interacts with the aromatic part of another molecule and 
vice versa (head-by-tail arrangement). The relative stability of the dimers is shown in Table 
4, being calculated as gas-phase binding energy at absolute zero, and as enthalpy and Gibbs 
free energy at the experimentally-relevant temperatures of 5, 25 and 45 °C. 
 
Figure 9: Optimized structures of fenoxycarb dimers: (1) fenoxycarb dimer in geometry close 
to that in the crystal, (2) fenoxycarb dimer with aliphatic-to-aromatic orientation of end-
groups. Structures optimized at B97D/6-31G(d,p) level. H-bonds shown as dashed lines, H-
bond lengths in angstroms. Hydrogen – white, carbon – grey, oxygen – red, nitrogen – blue. 
Table 4: Thermodynamic data for fenoxycarb dimers (1) and (2) calculated at DFT B97D/6-
31++G(d,p) level. Gas-phase non-corrected (∆E), corrected basis set superposition errors 
(∆EBSSE), and zero-point energy corrected (∆EZPE) binding energies are shown, along with 
gas-phase enthalpies (∆H) and free energies of binding (∆G), both calculated at 5, 25 and 45 
°C (in kJ mol-1). Binding energies (∆EIPA) calculated with isopropanol solvent continuum 
method at the same level of theory are shown for comparison. 
 
System ∆E
 
 ∆EIPA ∆EBSSE ∆EZPE ∆H  ∆G 
  
5 °C 25 °C 45 °C 
 
5 °C 25 °C 45 °C 
(1) -63.8 -51.0 -54.7 -57.7 -56.5 -56.3 -56.0 
 
5.4 9.8 14.2 
(2) -76.5 -68.4 -63.2 -70.8 -69.6 -69.4 -69.2 
 
-6.1 -1.5 3.0 
 
The table shows that the 0 K binding energies, ∆E, are more negative for dimer 2, i.e. the 
bonding in dimer 2 is stronger, and the solvent appears to magnify the difference. By 
including the temperature effects associated with atomic vibrations, rotations and translations 
at finite temperatures, gas phase enthalpies are calculated. The enthalpy values are fairly 
close to the zero-point corrected binding energies, and are essentially independent of 
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temperature in the range of the experiments. Accordingly, the enthalpies verify that the 
bonding is stronger in dimer 2. The Gibbs free energies of binding increase significantly with 
temperature. This reflects the increase in thermal energy and entropy and the weakening of 
the intermolecular binding at increasing temperatures. It is clear from the binding energies, 
enthalpies and free energies, that dimer 2, with the head-by-tail orientation, is significantly 
more stable (by 9 to 17 kJ mol-1) than dimer 1, which has the head-by-head orientation of the 
crystal lattice. Dimer 2 is highly symmetrical and features two N-H…O(ether) hydrogen 
bonds. Also, π-benzene ring interactions of the first fenoxycarb molecule are complemented 
by the interactions of aliphatic end-groups of the second molecule in the dimer. In addition, 
the two middle benzene rings are stacked in the dimer, such that a parallel-displaced π-
benzene…benzene interaction is facilitated. 
 
Our calculations suggest that the crystal-like orientation of fenoxycarb molecules, as in dimer 
1, will not be the most thermodynamically favourable dimer structure in solution. This is an 
important finding as it may help us to interpret the history of solution effects. Assuming that 
dimer 2 is sufficiently stable in solution, it can stay solvated or may even associate with other 
fenoxycarb molecules/clusters. However, this head-by-tail orientation will require a 
reorientation in the process of forming a critical nucleus. Considering the multiple sites of 
interaction between the fenoxycarb molecules in the dimer, it is clear that the transformation 
from dimer 2 to dimer 1 or vice versa will involve a substantial activation energy, and hence 
be strongly temperature dependent.  
3.6 Proposed mechanisms 
Our experimental results show that the induction time becomes much longer with increasing 
pretreatment time and temperature. This indicates that the pretreatment period actually allows 
for changes in the solution structure towards more nucleation-incompatible conditions. The 
scenario envisaged by us, and illustrated in Figure 10, is that the dissolution of the solid phase 
formed in the preceding nucleation experiment will initially create a solution containing 
molecular assemblies maintaining features of the crystalline structure (i.e. the head-by-head 
arrangement as in dimer 1). However, the gradual disintegration of these assemblies will lead 
to this head-by-head orientation of the molecules becoming gradually less favourable, 
increasing the tendency for a switch into a head-by-tail orientation, which is more 
energetically favourable at the dimer level. Like in all activated processes, at higher 
temperature the fenoxycarb molecules gain more energy and mobility to transform into the 
more stable molecular associates. Hence, during the pretreatment, the higher the temperature 
and the longer the time, the more of these head-by-head orientations remaining from the 
crystalline phase will have transformed into from a nucleation point-of-view less favourable, 
but from a thermodynamic point-of-view more favourable, head-by-tail orientation. 
Furthermore, it is easy to conceive how a transformation from head-by-head to head-by-tail 
orientation could exhibit an activation energy barrier similar to that obtained in the evaluation 
of the temperature dependence in the previous section (over 260 kJ mol-1). First, a binding 
energy somewhere between 60 and 80 kJ mol-1 would have to be overcome. Then, the 
detached molecule would have to rotate into the new position, which would involve 
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overcoming multiple local energy barriers with certain binding sites that meet during the 
course of the rotation. Finally, these values are for simple dimers, whereas it is likely that the 
solution history clusters are larger, which would substantially increase the energy cost of both 
steps. 
 
 
Figure 10: Schematic description of the hypothesized history of solution mechanism 
4 Conclusion 
Crystal nucleation of fenoxycarb in isopropanol is found to largely depend on the thermal 
pretreatment of the solution, thus exhibiting the so-called “history of solution” effect. At 
moderate preheating above the saturation temperature, the molecular transformation 
processes underlying this effect appears to have time constants of hours and even days. The 
decrease of the inverse of the induction time for nucleation upon cooling with increasing 
preheating time can be described by an exponential function. The temperature-dependence is 
quite strong, corresponding to an activation energy of over 200 kJ/mol. Given sufficiently 
long time and high temperature during the pretreatment, the solution appears to reach a 
steady-state that no longer retains a “memory” of the dissolution process. The solution is 
highly concentrated with a solvent to solute molar ratio clearly below that required for 
completing the first solvation shell around each solute molecule. Density functional theory 
computations reveal that the head-by-head molecular packing in the crystal lattice is not the 
thermodynamically stable configuration at the level of simple dimers in solution, at which the 
head-by-tail orientation is clearly more stable. It is thus hypothesized that the dissolution of 
crystalline material at first leaves molecular assemblies in solution that retain the head-by-
head orientation which facilitates subsequent nucleation. However, the longer the solution is 
kept at a temperature above the saturation temperature and the higher this temperature, the 
more these assemblies disintegrate, and when they are sufficiently small transform into the 
head-by-tail orientation. In the formation of a critical nucleus, a retransformation is required, 
making the nucleation process more difficult.  
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Fenoxycarb nucleation from isopropanol exhibits solution history effects, the induction time 
approximating an exponential decay with pretreatment time and temperature, with time 
constants up to days. Molecular modelling suggests the underlying solution restructuring 
could be related to the head-by-tail orientation being thermodynamically more stable at the 
level of dimers in solution than the head-by-head molecular packing in the crystal lattice.  
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