Abstract. Let f, g 1 , . . . , gm be elements of the polynomial ring R[x 1 , . . . , xn]. The paper deals with the general problem of computing a lower bound for f on the subset of R n defined by the inequalities g i ≥ 0, i = 1, . . . , m. The paper shows that there is an algorithm for computing such a lower bound, based on geometric programming, which applies in a large number of cases. For example, the algorithm computes a lower bound for f on a hypercube
Introduction
Let f, g 1 , . . . , g m be elements of the polynomial ring R[x] = R[x 1 , · · · , x n ] and let K g := {x ∈ R n : g j (x) ≥ 0, j = 1, . . . , m}.
Here, g := (g 1 , . . . , g m ). We refer to K g as the basic closed semialgebraic set generated by g. Observe that if m = 0, then g = ∅ and K g = R n . Let f * ,g := inf{f (x) : x ∈ K g }.
One would like to have a simple algorithm for computing a lower bound for f on K g , i.e., a lower bound for f * ,g . Lasserre's algorithm [6] is such an algorithm. It produces a hierarchy of lower bounds
sos,g = sup{r ∈ R : f − r = m j=0 σ j g j , σ j ∈ R[x] 2 , deg(σ j g j ) ≤ t, j = 0, . . . , m} for f on K g , one for each integer t ≥ max{deg(f ), deg(g j ) : j = 1, . . . , m}, which are computable by semidefinite programming. Here, g 0 := 1 and R[x] 2 denotes the set of elements of R[x] which are sums of squares. Denote by d the least even integer ≥ max{2, deg(f ), deg(g j ) : j = 1, . . . , m}. The algorithm in [5] deals with the case m = 0, producing a lower bound f gp for f on R n computable by geometric programming. See [2] , [4] and [7] for precursors of [5] . The algorithm in [3] is a variation of the algorithm in [5] , which deals with the case m = 1,
n ), i.e., it produces a lower bound for f on the hyperellipsoid B M := {x ∈ R n :
n ≤ M }. Again, this lower bound is computable by geometric programming. Of course, if K g is compact, then K g ⊆ B M for M sufficiently large, so the lower bound established in [3] also provides a lower bound for f on K g .
Although the bounds obtained in [3] and [5] are typically not as good as the bounds obtained in [6] , the computation is faster, especially when the coefficients are sparse, and problems where the number of variables and the degree are relatively large can be handled easily.
The object of the present paper is to establish a general lower bound for f on K g computable by geometric programming. In case m = 0 it should be the lower bound f gp obtained in [5] . In case m = 1 and
, it should be the lower bound obtained in [3] .
The idea is the following: Let G(λ) = f − m j=1 λ j g j where λ = (λ 1 , . . . , λ m ) ∈ [0, ∞) m . By [5] , G(λ) gp is a lower bound for G(λ) on R n . It follows that G(λ) gp is a lower bound for f on K g and consequently, that
is a lower bound for f on K g . By [5] , for each λ ∈ [0, ∞) m , G(λ) gp is computable by geometric programming. Unfortunately, this does not imply that the supremum is so computable, although there are important cases where it is; see Theorem 4.2 (2). More to the point, there are important cases where, even though the supremum itself may not be computable by geometric programming, there is a relaxation which is computable by geometric programming; see Theorem 4.1 and Theorem 4.2 (1).
The source code of a SAGE program, developed by the first author, which computes the lower bound of f on K g described in Theorem 4.1, is available at github.com/mghasemi/CvxAlgGeo. See Remark 4.3 (4) and (6) for the application of Theorem 4.2 to the computation of a lower bound on a hypercube 
the case m = 0
We recall the algorithm established in [5] . We need some notation. Fix an even
Denote the coefficient f i by f d,i for i = 1, . . . , n. One is most interested in the case where deg(f ) = d.
, and let ρ(f ) denote the optimal value of the program:
where, for every α ∈ ∆(f ), the unknowns
Here,
, the convention being
In (1), the constraint
can be replaced by the weaker constraint
If z is a feasible point for the latter program then, by shrinking suitably the z α,i , α ∈ ∆(f ) =d , one gets a feasible point z for the former program such that the objective function of (1) evaluated at z and z are the same.
If the feasible set of the program (1) is empty, then ρ(f ) = ∞ and f gp = −∞. A sufficient (but not necessary) condition for the feasible set of (1) to be nonempty is that ∆(f )
is a geometric program. In the remaining cases (1) is not a geometric program and the feasible set of (1) is empty.
general case
We return to the set-up considered in the introduction, i.e., f,
We also assume from now on that Ω(−g j ) = ∆(−g j ) for each j = 0, . . . , m. One can reduce to this case by replacing g j by
. . , g m ) and the minimum of −g 0 on K g is ≤ the minimum of −g 0 on K g .
We consider the following program:
where, for every α ∈ ∆, the unknowns z α = (z α,i ) ∈ [0, ∞) n satisfy z α,i = 0 if and only if α i = 0, and the unknowns λ = (λ 1 , . . . , λ m ) satisfy λ j ≥ 0.
Theorem 3.1. Denote by ρ the optimum value of (2). Then f (0) − ρ is a lower bound for s(f, g).
is a feasible point of (2), then
is an upper bound for ρ(G(λ)), so
A sufficient (but not necessary) condition for the feasible set of (2) to be nonempty is that ∆ =d = ∅ and there exists λ (2) is generally not a geometric program, even if one replaces the constraint λ j ≥ 0 by λ j > 0, for j = 1, . . . , m.
2 Note also that f (0) − ρ may be strictly smaller than s(f, g). 
Relaxation to a geometric program
We discuss relaxations of (2) which are geometric programs. We consider a linear change of variables
where µ 0 := 1 and a jk , j, k = 0, . . . , m are real constants such that
We take advantage of the inequality max{a, b} ≥ |a − b|, which holds for any nonnegative real numbers a, b. Note that max{a, b} = |a − b| if and only if one of a, b is zero. Define h j (0) + := max{h j (0), 0}. We consider the following program:
where, for every α ∈ ∆, the unknowns z α = (z α,i ) ∈ [0, ∞) n satisfy z α,i = 0 if and only if α i = 0, the unknowns w = (w α ) α∈∆ satisfy w α > 0, and the unknowns µ = (µ 1 , . . . , µ m ) satisfy µ k > 0. Theorem 4.1. Assume that exactly one of a j0 , . . . , a jm is strictly positive, or all of a j0 , . . . , a jm are non-negative, for each j = 1, . . . , m, and exactly one of
is strictly negative, for each i = 1, . . . , n. Then (3) is a geometric program. Moreover, if ρ denotes the optimum value of (3), then f gp,g := −h 0 (0) − ρ is a lower bound for s(f, g).
If exactly one of a j0 , . . . , a jm is strictly positive, then the constraint m k=0 a jk µ k ≥ 0 can be written in the form − k =kj a jk µ k ≤ a jkj µ kj where k j is the unique k such that a jk > 0. If all of a j0 , . . . , a jm are non-negative, then the constraint m k=0 a jk µ k ≥ 0 is the empty constraint. Also, for each α ∈ ∆, H(µ) 
is a feasible point of (2) . Also,
, so, by Theorem 3.1,
is a lower bound for s(f, g). Since this is valid for any feasible point (z, w, µ) of (3), it follows that −h 0 (0) − ρ is a lower bound for s(f, g).
One would expect the bound f gp,g given by Theorem 4.1 to be best when h j (0) ≥ 0 for all j = 1, . . . , m and one of H(µ) The source code of a SAGE program, which outputs the lower bound f gp,g of f on K g described in Theorem 4.1 (or the statement "not a geometric program" if the hypothesis of Theorem 4.1 fails to hold), is available at the address github.com/mghasemi/CvxAlgGeo. The input is the polynomials f, g 1 , . . . , g m , and the matrix A = (a jk ).
It is important to understand that f gp,g depends on the choice of A. We write f gp,g = f A gp,g when we wish to emphasis this fact. A deficiency in Theorem 4.1 is that there is no indication of how the matrix A should be chosen. We proceed to address this deficiency now, in an important special case. Theorem 4.2. Assume ( * ): for each i = 1, . . . , n there exists 0 ≤ j i ≤ m such that (g ji ) d,i < 0 and (g j ) d,i = 0 for j > j i . Then (1) there exists a canonically defined lower triangular matrix A = (a jk ) such that a jj = 1, a jk = 0 if k > j and a jk ≤ 0 if k < j, such that the hypothesis of Theorem 4.1 holds for A, and (2) if, in addition, ∆(−g j ) = ∅ for j = 1, . . . , m, and
Proof. Assume that ( * ) holds. We know that h k = m j=0 a jk g j , k = 0, . . . , m. Choose a jj = 1 and a jk = 0 if k > j. Then h k = g k + j>k a jk g j . For each k < j define a jk by induction on j, as follows. For each k < j and each i such that j = j i , choose a jk ≤ 0 as large as possible in absolute value so that (
Note that a j k is already defined, by induction on j, for j > j > k. By choice of a jk , for each i, Assume now that ∆(−g j ) = ∅ for j = 1, . . . , m, and g k (0) + j>k a jk g j (0) ≥ 0, for all k = 1, . . . , m. We want to show f A gp,g = s(f, g). In view of Theorem 4.1 it suffices to show f A gp,g ≥ s(f, g). By our hypothesis, h k (0) = g k (0)+ j>k a jk g j (0) ≥ 0, for all k = 1, . . . , m, and (g j ) α = 0 for all α ∈ ∆ and all j = 1, . . . , m. Consequently, H(µ) α = G(λ) α = f α and max{H(µ)
m and let > 0 be given and let z be a feasible point of the the program
Existence of λ is a consequence of ( * ). For each i = 1, . . . , n there exists 0
Thus we can choose λ 1 , . . . , λ m so that
m so that λ j = k≤j a kj µ k , j = 0, . . . , m, λ 0 = µ 0 = 1. Using a jk ≤ 0 for j > k and λ j > 0 one sees that µ j > 0, j = 1, . . . , m. Finally, let w α = |f α | for all α ∈ ∆. One checks that (z, w, µ ) is a feasible point for program (3) and
− .
It follows that f
Remark 4.3.
(1) If ( * ) holds, ∆(−g j ) = ∅ for j = 1, . . . , m, and the matrix A is chosen as in Theorem 4.2, then H(µ) α = f α , for all α ∈ ∆, and program (3) reduces to the following one:
where, for every α ∈ ∆, the unknowns z α = (z α,i ) ∈ [0, ∞) n satisfy z α,i = 0 if and only if α i = 0, and the unknowns µ = (µ 1 , . . . , µ m ) satisfy µ k > 0.
(2) If condition ( * ) is replaced by the stronger condition ( * * ):
, then parts (1) and (2) of Theorem 4.2 apply, yielding a lower bound for f on the hyperellipsoid Note also that, in this example, the program (5) for computing f A gp,g is not the same as the program in [3, Theorem 2.4], but it is equivalent, i.e., it produces the same output. In fact, because fewer variables and constraints are involved, the program (5) is faster than the one in [3] . These facts were also verified experimentally, by redoing Examples 4.1-4.5 of [3] using program (5) in place of the program used in [3] . (1) and (2) of Theorem 4.2 apply. This gives a lower bound for f on the hypercube
Observe that, in this example, the stronger condition ( * * ) holds, and = (g 1 , . . . , g m ) where
In this situation, condition ( * * ) holds and Theorem 4.2 (1) and (2) apply to produce lower bound for f on K g , where K g is the product of hyperellipsoids defined by
Examples (3) and (4) can be seen as special cases of (6): If each I j is singleton, (6) produces the lower bound for f on (4) . If there is just one I j , i.e., m = 1 and I 1 = {1, . . . , n}, and if (6) produces to the lower bound for f on B M described in (3).
(8) Table 1 computes average values for
. . , m, where {I 1 , . . . , I m } is a randomly chosen partition of {1, . . . , n}. The average is taken over 20 randomly chosen polynomials f , each having t terms and degree ≤ d with coefficients chosen from [−10, 10]. Table 1 would seem to confirm that for fixed n, d the quality of the bound s(f, g) is best when t is small, and for fixed d, t the quality of the bound s(f, g) is best when n is large. Comparison of Table 1 with [3, Table 3 ] would seem to indicate that the quality of the bound s(f, g) is best when m = 1. We explain how the hypothesis of Theorem 4.2 can be weakened a bit when m = 1. 
, for each i = 1, . . . , n. Then (1) Proof.
and h 1 = g 1 . The hypothesis of Theorem 4.1 is that exactly one of ( (1) is completely straightforward. The proof of (2) is similar to the proof of Theorem 4.2 (2), but it is a good deal simpler: If λ 1 ∈ [0, ∞) and z is a feasible point of (4) then (z, w, µ 1 ), where w α = |f α | and µ 1 = c + λ 1 , is a feasible point of (3), and
.
Similarly, the hypothesis of Theorem 4.2 can be weakened when m = 2 and f d,i = 0 for i = 1, . . . , n.
, for each i = 1, . . . , n. Then (1) the hypothesis of 
Proof. Omitted. (1) Suppose I 1 , . . . , I and J 1 , . . . , J m are partitions of {1, . . . , n} with I 1 , . . . , I finer than J 1 , . . . , J m ,
One checks that if µ q = Ip⊆Jq λ p , then G(λ) gp ≤ H(µ) gp . It follows that s(f, g) ≤ s(f, h) where
(2) Similarly, one checks that if
where µ j = λ, j = 1, . . . , n, then H(λ) = I(µ). It follows that s(f, h) ≤ s(f, i) where 
