Abstract-As routing tables in core Internet routers grow to exceed 100 000 entries, it is becoming essential to develop methods to reduce the lookup time required to forward packets toward their destinations. In this paper, we employ a bank of novel thermally tuned fiber-Bragg-grating-based optical correlators to construct an "optical bypass" to accelerate conventional electronic Internet routers. The correlators are configured as a routing table cache that can quickly determine the destination port for a fraction of the incoming traffic by examining only a subset of the bits in an IP packet's 32-bit destination address.We also demonstrate a novel multiwavelength correlator based on fiber Bragg grating that can simultaneously recognize the header bits on multiple wavelengths for use in wavelength-division-multiplexed (WDM) systems. Using the optical bypass, routing table lookup times are reduced by an order of magnitude from microseconds to nanoseconds and are limited only by the speed of the optical switch.
continue to grow and transmission rates are always on the rise, it is essential to develop methods to reduce the lookup time required to forward incoming IP packets. This motivates the need for optical designers to examine the operations of current electronic routers to determine where it may be feasible to employ optical techniques to assist the electronics in making ultrafast routing decisions.
IP routers perform two primary functions: routing and forwarding. Routing is the process of generating the lookup table of destination addresses and corresponding next-hop addresses and output ports. Routing tables in the network core are fairly stable and are typically recomputed on a timescale of tens of minutes to reflect the continually evolving layout of the network. Forwarding is the process of steering packets toward their 0733-8724/03$17.00 © 2003 IEEE destinations by comparing their 32-bit destination addresses to entries in a routing table using a longest prefix matching algorithm. Thus, routing is analogous to drawing a map and forwarding is the act of following its directions. The basic concept of forwarding is illustrated in Fig. 1 (b) for a packet with a simple 8-bit destination address of "11 010 100." This address is compared to entries in the routing table, where two matches are found. The matching entry with the longest prefix is chosen and directs the packet to output port 3.
The forwarding process can be time consuming given that core routing tables have grown to contain more than 100 000 entries. Lookup times are presently on the order of microseconds. Given that a significant portion of Internet packets entering routers are short, 40-byte TCP/IP acknowledgement packets, nanosecond lookup times are needed to achieve the desired terabit/second throughput. Some efforts are being made to improve electronic hardware architectures and search algorithms to reduce lookup times [1] , but the ideal case would be for the packet headers to be processed on-the-fly using optical signal-processing techniques, so that the only limitation to throughput is the speed of the optical switch (currently a few nanoseconds). A true all-optical router would therefore need to be capable of 24-bit lookups into 100 000-entry tables at Gb/s (since only 24 of the 32 address bits are generally significant for packet-forwarding in the network core). Unfortunately, such capabilities are beyond current optical technologies, which are limited to optical correlation techniques. These techniques inherently suffer from high optical splitting losses that limit them to matching incoming packets against a few patterns that are a few bits long. However, some recent developments hint at the feasibility of a partial solution in which presently achievable optical correlators may be combined with a novel routing-table optimization algorithm to reduce lookup times by at least an order of magnitude from microseconds to nanoseconds.
Given that most core routers have only four to eight outgoing ports, it may be possible to determine a packet's output port by looking at only a small subset of the 24 bits in the destination address. So although building a true all-optical router is beyond current optical technologies, it is feasible to build an "optical bypass" to accelerate a conventional router. A subset of the traffic would be routed by the optical bypass without any O/E conversion, at increased throughput and decreased latency. The remainder of the traffic, which requires more complicated processing, is handled by a conventional electronic router. Previous research has shown that by utilizing a subset of the routing table with as few as 100 of the most popular entries, the router can still successfully forward as much as 90% of the incoming traffic [2] . The remaining challenge is to determine how to design a 24-bit input, 100-entry optical index using a manageable number of optical correlators that interrogate only a small subset of the bits in the destination address.
The optical correlators required for this application must be tunable and designed to easily scale to 40 Gb/s and beyond. Optical correlators are typically implemented with tapped-delay-line structures that split the optical signal into several branches, where each successive branch delays the signal 1 bit-time longer than the previous branch. The tiny distances required to achieve these differential 1-bit delays in fiber at bit rates Gb/s present a serious challenge for previously reported correlator designs. These designs include optical splitters followed by fiber delay lines terminated with fiber mirrors [3] and arrays of discrete fiber Bragg gratings (FBGs) tuned with separate piezoelectric stretchers [4] . For these cases, the intermirror or intergrating spacings would have to be 2.5 mm for a 1-bit round-trip time delay at 40 Gb/s-an impractical length for devices using discrete fiber components.
In this paper, we propose and experimentally demonstrate a correlator design in which an FBG array is constructed from a single uniform fiber grating that is divided into separate, electrically tunable sections using thin-film microheaters. The precision of the heater deposition defines the spacing between gratings. Since thin-film heaters can be fabricated with lithographic precision, spacings down to hundreds of micrometers are achievable with this technology, enabling the correlator to readily scale to higher bit rates.
An additional advance over previously reported correlator architectures is that our approach uses two grating arrays per correlator: one to correlate with the desired "1" bits in the input signal and another to match with the desired "0" bits. We show that the combined outputs from both of these correlators are necessary to produce unique correlation outputs for all 2 possible -bit sequences.
In wavelength-division-multiplexed (WDM) systems, packets arrive at routing nodes on multiple wavelengths. For this case, a separate bank of correlators is required for each incoming wavelength channel. To reduce the number of components required in a WDM routing node, we demonstrate a correlator design that is constructed with sampled FBGs that enables the headers on multiple wavelengths to be simultaneously tested against a stored bit pattern. The correlation operation can therefore be performed prior to demultiplexing and switching. This eliminates the need for multiple sets of correlators and significantly reduces the required number of components in a WDM routing node. This paper is structured as follows. In Section II, the concept of an optically assisted Internet router is described along with the constraints for the algorithm needed to define and configure the optical routing table. Section III provides an overview of digital optical correlation. Section IV presents a novel FBG-based correlator design and includes an experimental demonstration in which the correlators are used to process and switch 10-Gb/s optical packets. In Section V, a multiwavelength FBG-based optical correlator is described and demonstrated in a WDM system. Section VI includes a discussion of important fabrication and performance considerations associated with using FBG arrays for optical correlation. This paper is summarized in Section VII.
II. OPTICALLY ASSISTED INTERNET ROUTER
To implement an effective optical bypass for an electronic router, the key design decision is to combine a software algorithm with a small set of dynamically configurable FBG-based optical correlators. A conceptual diagram showing how the optical bypass is implemented in an IP router is shown in Fig. 2(a) . algorithm searches the port can be determined by examining only a subset K, of the n bits in the destination address. The correlators are then configured corresponding to these groups of entries. If all the correlators fail to match the incoming packet address, then the packet is switched to an auxiliary port and processed by conventional electronics.
A small portion of the incoming optical packet stream is tapped off and sent to the correlator module. The optical signal is amplified, split, and sent to correlators, each of which can be configured to produce a "match" signal for any number of the 24 significant bits in the destination address.
Previously, we reported on an algorithm for generating a routing table cache containing as few as 100 entries that could successfully route as much as 90% of the traffic entering an IP router [2] . Since a 100-entry lookup table is still too large implement optically, the goal here is to define an algorithm to represent this 100-entry table with as few as eight or ten optical correlators. The fact that Internet routers typically have only two to four outgoing ports makes this feasible. Even if there are 100 000 entries, each of them only points to one of two or four possible destinations. The algorithm searches for patterns among these entries for which the output port can be determined by examining only a subset of the bits in the destination address, with ideally less than five. An additional goal of the software is to determine the optimum groupings of these entries so as to minimize the number of optical correlators required. The software then configures each optical correlator to represent one of the resulting groups.
This process is illustrated in Fig. 2(b) . Note that there will likely be multiple correlators corresponding to each output port since there will be groups of bit patterns that the algorithm determines should all be routed to a particular port. For example, it is feasible that two correlators, each of which are configured to match a different subset of address bits, both route packets to the same port when they get a match. The algorithm must recompute the optical lookup table and reconfigure the correlators each time the routing table is updated. Threshold detectors are used at the outputs of the optical correlators to provide an electrical match/no-match signal to the optical switch. The switch uses these signals to determine to which output port each packet should be forwarded. If the correlators fail to find a match for an incoming packet, the switch routes the packet to an auxiliary port for electrical processing by a conventional electronic router [see port 5 in Fig. 2(a) ]. For example, if the algorithm predetermines that any incoming packets with bit positions 1, 4, and 5 equal to 1, 0, and 1 should go to port 1, then a correlator is configured to provide a "match" signal for any input pattern with "1xx01" for its first five bits and anything else for the rest of the address (where the "x"s indicate "don't care" bits that can be either a "1" or a "0").
While the optical bypass enables on-the-fly forwarding of incoming packets, there are some issues associated with forwarding packets without converting them to electronics to process and update their headers. For example, the IP header's time-to-live (TTL) field is not decremented and the header checksum is not recomputed, whereas protocol requires that both of these operations occur at each network hop. One potential solution to this problem is to revise the protocol to allow for packets to traverse a small number of core network hops without O/E conversion and then update these fields once they reach a fully electronic router at the core edge [1616] . Alternatively, some advanced optical signal-processing techniques are being developed to directly operate on these fields in the optical domain, though this research is still in the early development stages [5] .
The constraints for the algorithm can be formalized as follows. If we have a router with ports and a bank of correlators, we can use the correlator bank as a routing cache, which stores a fraction of the routing table's commonly accessed -bit addresses. A formulation of this problem is as follows. Let denote the routing table, which is a function that maps any destination address to its output port. The th correlator is configured to recognize a given bit pattern, where the pattern consists of an -bit string of 0s, 1s, and "don't care" bits, i.e., its pattern specification is the set of vectors , where for and . The correlator is inherently limited and can recognize at most bits of an address, so that at least bits of the address are "don't care" bits. There are three formal requirements to satisfy when implementing a routing cache from the correlator bank. (a constraint of the optical technology). The primary focus of this paper is to demonstrate the feasibility of implementing a bank of optical correlators that will meet the requirements above.
III. DIGITAL OPTICAL CORRELATION

A. Optical Tapped-Delay-Line Correlators
Correlation, or matched filtering, is an important signal-processing function. The purpose of a correlator is to compare an incoming signal with one that is "stored" in the correlator. At the appropriate sample time, a maximum autocorrelation peak will be produced if the input signal is an exact match to the stored one. This function has historically been used in conjunction with special coding techniques to pick a desired signal out of noise, an essential requirement for RADAR and code-division multiple-access (CDMA) systems. In optical communication systems, correlators can likewise be used to recognize particular bit patterns, enabling applications such as optical CDMA networks and header recognition (the focus of this paper). The aim of this section is to give a brief overview of the concepts that apply to the correlation of digital binary waveforms that are intensity-modulated onto optical carriers.
A common implementation of an optical correlator is the tapped delay line. A basic optical tapped delay line correlator is shown in Fig. 3(a) . The delay line is configured to match the correlation sequence "1101." Thus, the delay line requires four taps (one for each bit in the desired sequence), weighted by the factors 1, 1, 0, and 1, respectively. The weights are implemented by placing a switch in each path that is closed for weight and opened for weight . The incoming optical bitstream is equally split among the four fiber-optic delay lines. Each successive delay line adds one additional bit of delay to the incoming signal before the combiner, where the powers of the four signals are added to yield the correlation output function. This function is sampled at the optimum time and passed through a threshold detector that is set to detect a power level above two, since the autocorrelation peak of "1101" with itself equals three (or, more specifically, three times the power in each "1" bit). The output is detected using a photoreceiver, and a simple electronic decision circuit is used to compare the correlation output to the threshold value. The high-speed advantage of optics still prevails in this case since the correlation function is produced in the time it takes the signal to traverse the optical correlator. The decision circuit only needs to be triggered at the packet rate, which is often in the range of kHz to MHz, depending on the number of bits in each data packet. For example, for a stream of short, 40-byte packets (320 bits/packet) at 40 Gb/s, the packet rate is only 125 MHz. The mathematical function describing the tapped-delay-line correlator is (1) where is the number of bits in the correlation sequence, is one bit period, is the input signal delayed by bit times, and represents the weights that multiply each of the -bit delayed input signals. For a phase-modulated system, the same operation is performed by replacing the switches with the appropriate optical phase-shifters to match the desired bit pattern (e.g., "
" instead of "1101"). Fig. 3 (b) illustrates the delay-and-add operation of the correlator for the case when the three 4-bit words "1011," "1101," and "0101" are input to the correlator, where the second word is an exact match to the desired sequence. Since the correlation function for two 4-bit words is 7 bits long and the peak occurs during the fourth time slot, the correlation output is sampled every four bits and compared to a threshold as shown in Fig. 3 (c). As expected, the correlation output for the second word exceeds the threshold, while the first and third samples produce no matches. Note that for an input signal bits long, the length of the correlation output will be 1 bits long.
B. The Need for "Ones" and "Zeros" Correlators
Note that the correlator as shown in Fig. 3 (a) will also produce a level "3" peak that is above the threshold at time for a "1111" input, which is not the desired bit pattern. This is because the open switch in the third delay line, corresponding to the third correlation bit, does not "care" if the third bit is a "1" or a "0" since it does not pass any light. Thus, the correlator as shown is really configured to produce a match for the sequence "11x1" where the "x" indicates a "don't care" bit that can either be "0" or "1." This is not an issue in optical CDMA systems, where the set of codewords can be specifically designed to maintain a constant number of "1" bits in each codeword. However, for our header recognition application, which must be able to uniquely recognize any of the 2 possible -bit sequences, this situation will result in "false-positive" matches whenever a "1" is present where a "0" bit is desired. To overcome this problem, we add a second correlator that is configured in complement to the first one and produces a "match" signal when zero power is present at the sample time. This is accomplished by placing a NOT gate at the output of the threshold detector that is set just above level zero. If the power goes above the threshold, this indicates that at least one "1" bit is present where a "0" is desired, and the NOT gate will convert the high output to a low one to indicate "no match" for this correlator. This correlator therefore correlates with the desired "0" bits in the sequence and is thus called a "zeros" (or "0s") correlator. Likewise, the originally described correlator is called a "ones" (or "1s") correlator. In the zeros correlator, the switches are closed for desired "0" bits and open otherwise (or, as explained in the next section, the FBG mirrors reflect for desired "0" bits and are tuned away otherwise). Thus, the "1" bits are "don't care" bits in a zeros correlator. By combining the photodetected outputs of the ones and zeros correlators with an electronic AND gate, a final "match" signal will only be produced when the input pattern uniquely matches the desired correlation sequence.
An illustration of how the combination of ones and zeros correlators can avoid false positive matches is depicted in Fig. 4 . The desired correlation sequence is "1001," meaning the ones correlator is configured to match a "1xx1" pattern and the zeros correlator will produce a match for an "x00x" pattern. In Fig. 4(a) , the incoming sequence is "1001," and so the ones and zeros correlators both produce "match" signals, resulting in a "match" signal at the output of the AND gate. In Fig. 4(b) , the input sequence is a "1101," causing the ones correlator to still produce a "match" signal (this would be a false positive match if only this correlator were present), while in the zeros correlator, the undesired "1" bit in the second time-slot of the input causes the power at the sample time to exceed the threshold, resulting in a "no match." The combination of the "match" and "no match" signals in the AND gate produces the correct "no match" result.
IV. RECONFIGURABLE FBG-BASED OPTICAL CORRELATOR
The optical tapped-delay-line structure shown in Fig. 3(a) requires a separate fiber branch and an optical switch for each bit in the desired bit pattern, making it impractical to construct a bank of 24-bit correlators. Moreover, the length of each fiber Fig. 4 . The concept of combining "ones" and "zeros" correlators to uniquely recognize a bit sequence and avoid false-positive matches. The "ones" correlator tests for "1" bits in the correlation sequence and the "zeros" correlator tests for "0" bits. The correlators shown are configured to recognize a "1001" pattern when their outputs are combined in an AND gate. (a) The input pattern "1001" results in a match for both correlators, producing a final "match" decision at the output. (b) The input pattern "1101" results in a match for the "ones" correlators but a "no match" for the "zeros" correlator. The combination of these two outputs produces the correct "no match" decision at the output of the AND gate.
branch must be cut to precisely provide the requisite 1-bit delays between successive branches. This corresponds to a differential length of 2 cm of fiber at 10 Gb/s and 5 mm at 40 Gb/s. A simpler, more producible, and manageable correlator may be constructed by writing a series of fiber Bragg grating mirrors into a single length of fiber, as shown in Fig. 5 . In this case, the reflectivities of the FBG mirrors provide the same weighting function as the optical switches in Fig. 3 . The gratings representing desired "1" bits are tuned to reflect (closed switch case) while those representing "0" bits are tuned to be transparent (open switch case). Since the light makes a double pass through the array, the spacing between FBGs must correspond to 1/2 of a bit time to produce a round-trip delay of 1-bit-time. An optical circulator is placed at the input to route the counterpropagating correlation output to the threshold detector. Aside from these differences, the operation of the correlator is identical to that described for Fig. 3 .
A nice feature of FBG filters is that their reflection spectra can be tuned by either heating or stretching the fiber. For FBGs fabricated to act as high-reflectivity mirrors, the reflectivity is nearly 100% at the center of the reflection spectrum and falls off toward zero outside the grating bandwidth. By tuning the FBG so that the signal wavelength intersects with the rising or falling edge of the filter's passband, the reflected energy at that wavelength will be reduced from 100% toward 0% as the grating is tuned. The array in Fig. 5 is a 4-bit ones correlator, configured to match the pattern "11x1." As shown in the figure, this is accomplished by tuning the reflectivities of the three FBGs representing "1" bits to 23%, 38%, and 100%. These reflectivities may be computed using the following recursive equation:
This equation is derived by requiring that the light reflecting off each FBG have equal power when it exits the correlator. Thus, the reflectivity of the last grating in the array should be set equal to one, and then the reflectivities of all the preceding gratings can be calculated using this recursive equation. For the case shown in Fig. 5 , with and ("don't care" bit), we get , resulting in . Then, , yielding
. The reflectivity of the first FBG is fairly low since the portion of light reflected from it must equal the optical power that makes a double pass through all the other gratings in the series. This lossiness places a limit on how many bits can realistically be in the correlation sequence and is the reason that our software algorithm aims to locate addresses in the routing table that can be forwarded by examining only or fewer of the 24 significant address bits. With five desired "1" bits in a correlation sequence, the reflectivity of the first reflective FBG is 12.4%. Since the autocorrelation peak will contain five stacked optical bits, the peak correlator output power will be , where is the optical power in an input "1" bit. This power must be greater than the noise floor at the correlator output in order for the threshold detection to work properly and places a constraint on . In practice, the necessary reflectivities of the gratings are determined by repeatedly sending a single pulse into the FBG array and observing the powers of the multiple, time-delayed output pulses on an oscilloscope. The gratings are tuned until the output pulses have equal power. When the reflectivities are properly tuned, the response of the array to a single input pulse is the bit pattern that the correlator is configured to recognize.
The FBG correlator shown in Fig. 5 uses a discrete array of FBGs, in which each grating is written separately and great care must be taken to ensure that the spacing between gratings precisely equals one-half of a bit time. This becomes increasingly difficult at higher bit rates, where the center-to-center spacings range from 1 cm at 10 Gb/s down to 1 mm at 100 Gb/s. To construct an electrically tunable correlator that more readily scales to higher bit rates, we chose to deposit a series of thin-film microheaters onto the surface of a single, long uniform grating as shown in Fig. 6(a) . This way, the placement of the heaters defines the grating spacings. When a voltage is applied to one of the heaters, the effective index of the portion of the grating directly beneath the heater varies in response to the rise in tem- perature. This causes the filter spectrum of that small section to shift toward longer wavelengths as shown in Fig. 6(b) . This design simplifies the correlator construction since uniform FBGs that are several centimeters in length are simple and inexpensive to fabricate. The metal heaters can be deposited with simple e-beam evaporation, or, to achieve very close spacings, by integrating the heater array onto a silicon substrate using conventional lithographic techniques and then affixing the fiber to the heater array [14] . The modulation depth of the grating's effective index should be large ( 10 ) to achieve a strong grating with high reflectivity to ensure that the shorter subgratings will still have high peak reflectivities.
This design can accommodate the reconfigurable 24-bit correlator needed for our optical bypass. The long FBG is fabricated such that its reflection peak is out-of-band of the incoming wavelength, i.e., the FBG is transparent at the incoming signal wavelength unless one of the heaters is tuned. This is an efficient design because at any given time, the correlator will be configured to recognize only a small subset of the 24 address bits, meaning most of the bits will be "don't care" bits, and for these bits the heaters will simply remain "off." Only the few heaters representing "1" bits in the ones correlator and "0" bits in the zeros correlator need to be tuned.
To demonstrate the feasibility of this design, we constructed two 8-bit correlators: one to operate as the ones correlator and the other for the zeros. The correlators were fabricated using e-beam evaporation to deposit an array of eight metallic heaters onto two 10-cm-long uniform fiber Bragg gratings at a center wavelength of 1560.8 nm. The heaters are 0.5 cm long with Fig. 7 . Tuning the reflectivity at the signal wavelength from 0% to 95% by tuning the second heater so that the signal wavelength intersects with different points along the edge of the subgrating passband.
center-to-center spacings of 1 cm, corresponding to 1/2 of a bit time in fiber at 10 Gb/s. The heaters consist of a 15-nm titanium layer for good adhesion to the glass and a 120-nm layer of gold for good electrical conductivity.
The transmission spectrum of the grating is shown in Fig. 6 (b) with one of the heater subgratings tuned by 0.6 nm from the center of the main FBG's passband. The reflectivity of the main passband is nearly 100% since it is 10 cm long, and the peak reflectivity of the shorter subgrating is approximately 95%. Fig. 7 shows how the reflection of the signal light varies from 0% to 95% as the second heater is tuned. The input signal wavelength was set to 1561.8 nm, requiring 1 nm of tuning to obtain maximum reflection. This 1-nm shift required 25 mW electrical power applied to the heater, yielding an FBG tuning efficiency of 40 nm/W. We can also estimate that a temperature rise of about 70 C is required to produce the 1 nm of tuning using a typical FBG sensitivity of about 14 pm C [6] . Assuming room-temperature operation, this means that a constant local temperature of approximately 100 C is required for each of the tuned FBG sections. An important practical consideration for the operation of the FBG-based optical correlator will be the long-term thermal stability of the FBG at its maximum operating temperature. It is well known that the reflectivity of FBGs can decrease over time, especially at elevated temperatures. To ensure the long-term stability of the gratings in a practical design, it will be important to anneal the FBGs at a temperature well beyond the expected maximum operating temperature [7] . One interesting possibility with the evaporated microheaters would be to use the heaters themselves to perform the grating annealing as part of the correlator manufacturing process.
An example correlator configuration for examining 3 of 8 bits is shown in Fig. 8(a) . It is configured as a ones correlator to recognize the 10-Gb/s pattern "1xx1xx1x" by applying voltages to the first, fourth, and seventh heaters to tune these portions of the FBG to reflect at the input wavelength. Fig. 8(b) shows an oscilloscope trace of the correlator response to a single input pulse, which is simply the stored correlation sequence "10 010 010." This response is used to adjust the heater voltages until the three "1" bits are equal height, indicating that the subgrating reflectivites are properly tuned. Fig. 8(c) shows the measured trace of the autocorrelation output "010020030020010" that results for any input of "1xx1xx1x," where the "x" bits can be either "1s" or "0s." Since the input matches the correlator configuration, the central peak exceeds the threshold at the sample time.
The experimental setup used to demonstrate the optical bypass at 10 Gb/s is shown in Fig. 9 . The incoming nonreturn-to-zero (NRZ) data packets are 53 bytes long with 8-bit headers and a 6.4-ns guard time between them to accommodate the switching time of our LiNbO optical switch. The threshold of the ones correlator decision circuit is set to detect two stacked bits, whereas the zeros correlator threshold is always set just above zero. A packet-rate clock signal ( 21 MHz) is used to trigger the decision circuits to sample the correlator outputs at the proper time. In a full system implementation, this timing signal would be generated by a previous module that detects the optical packet's arrival time [8] . The two correlation outputs are combined with an AND gate that produces a high signal when there is a match and a low signal otherwise (this signal remains latched until the next sampling result). The output match signal is amplified and used to drive a two-port LiNbO optical switch. To demonstrate the successful operation of the optical bypass function, the FBG correlators were tuned to recognize an "xx1x01x0" pattern ( of 8 bits), and the correlation output was used to route packets with matching headers to port C of the two-port optical switch. The experimental results showing the oscilloscope traces of the packets and switch control signals are shown in Fig. 10 . The input packet stream contains four packets with different headers, the second of which matches the correlator configuration. The second row shows the matching signal at the output of the AND gate, which is amplified and used to drive the optical switch. As expected, the output goes high during the second packet. The last two lines show the successful routing of the packet with a matching header to port C and all nonmatching packets to port D.
The "lookup time" required to forward packets using these optical correlators is simply the time it takes for the light to propagate through the correlators and for the optical switch to flip, which is on the order of a few nanoseconds. Thus, the lookup time for packets that are forwarded by the optical bypass is reduced by an order of magnitude, from microseconds (for electronic lookups) to nanoseconds, and is limited only by the optical switching time. As for the reconfiguration time of the thermally tuned FBG correlators, they will have a time constant of about 1 s, which is typical of thermally tuned all-fiber devices [9] . This slow reconfiguration time should not be a problem in practice because the correlators are reconfigured only when the routing table is recomputed, which at worst occurs several times per day. However, if faster reconfiguration times are desirable, etched cladding fibers can be used to produce significantly faster tuning speeds [14] .
V. MULTIWAVELENGTH FBG CORRELATOR
The above method for optical header-subset recognition acts on a single WDM channel, thus requiring complete modules in order to recognize the headers on different WDM channels. A correlation module that enables reconfigurable optical correlation of multiple WDM channels simultaneously can significantly reduce the number of components required in a WDM routing node. Using a set of discrete sampled fiber Bragg gratings, a multiwavelength FBG correlator can be constructed. A sampled FBG is an FBG that has a superstructure written on top of the grating for which the Fourier transform produces a reflective time delay that is replicated at equal wavelength spacings [10] . When this type of FBG is stretched or heated, the entire reflection spectrum shifts, causing the reflectivity at each wavelength to experience the same variation. Thus, the correlation sequence can be reconfigured for all incoming channels simultaneously.
A conceptual diagram illustrating how a WDM header recognition (HR) module is employed in a routing node is shown in Fig. 11 . The module may still be used as an optical bypass for an Internet router, but in this case the packets on all incoming wavelengths can simultaneously be compared to the entries in the optical lookup table. A portion of the incident light from the WDM channels is tapped off and sent into the correlation module. The module uses a bank of tunable sampled-FBG arrays for comparing the incoming packet addresses against a stored set of patterns. The correlator outputs are demultiplexed and separate decision circuits are used to sample the output for each wavelength. The resulting match/no-match signals are used to control an optical cross-connect to properly switch the packets on each wavelength.
While a sampled FBG correlator can be constructed in a manner similar to a standard FBG correlator, the spacing Fig. 11 . Multiwavelength correlation module. HR is performed simultaneously on the WDM channels prior to demultiplexing using a single bank of WDM optical correlators. The correlation outputs are demultiplexed and threshold detected. A header processing module uses this information to control the switches in an optical cross-connect (OXC). Fig. 12 . Wavelength spectrum of one of the sampled FBGs used in the experiment. The reflectivity at the two input wavelengths (1555.6 and 1557.2 nm) is tuned from 93% to nearly zero by stretching the grating. requirements can be problematic. As noted previously, the center-to-center spacing between gratings must equal 1 cm for operation at 10 Gb/s. Due to their complexity, it can be difficult to manufacture sampled FBGs shorter than 1 cm that have the high reflectivity required to produce good correlation results. This problem can be resolved by inserting a passive splitter after the circulator and interleaving the gratings between multiple fiber branches. This decreases the spacing requirement by a factor equal to the number of branches. While these limitations on sampled FBG systems reduce the scalability of the architecture, a recent report details a new sampled FBG structure that can reduce the length of sampled FBGs while maintaining high reflectivity, enabling the application of this correlation technique to higher bit-rate systems [11] .
To demonstrate multiwavelength correlation, we constructed an interleaved sampled FBG correlator using two seven-channel sampled gratings with 100-GHz channel spacing and a maximum reflectivity of 93%. As shown in Fig. 12 , the sampled grating reflection spectrum has multiple passbands, one for each wavelength channel, that all shift together when the grating is stretched. Multiwavelength correlator operation is illustrated in Fig. 13 , where the correlator is configured to match a "1x1" pattern. The first and third sampled FBGs are tuned to reflect and the second is tuned to zero reflectivity. At the correlator output, Fig. 13 . Operation of 3-bit multiwavelength correlator using sampled gratings that are tuned to match a "1x1" pattern. Oscilloscope traces show the output correlation function for each wavelength after demultiplexing. The output for is the autocorrelation response for a "101" sequence. However, the input sequence on ("100") does not match the correlator and produces a cross-correlation output that falls below the threshold at the sample time.
the signal is demultiplexed and the output correlation sequences for each wavelength are displayed on an oscilloscope. The 3-bit pattern on is a match to the correlator and produces the expected "10 201" autocorrelation response, whereas the "100" pattern on is not a match and produces a cross-correlation sequence that falls below the threshold at the sample time.
The experimental setup used to demonstrate multiwavelength correlation at 10 Gb/s is shown in Fig. 14 . Four 53-byte pseudorandom NRZ packets with different 4-bit headers were modulated onto two wavelength channels (1555.6 and 1557.2 nm). Packet synchronization was assumed and a packet-rate clock signal was supplied to the decision circuits to sample the correlation peaks at the appropriate time. The correlators were first configured to match a header pattern of "1010." In the ones correlator, the first and third gratings are tuned via stretching to partially reflect, and the second and fourth gratings are tuned for no reflection. The gratings are configured in complement in the zeros correlator. Packets incoming on the two WDM channels are correlated by the gratings and sent to individual packet-rate decision circuits. The resulting match/no-match signals for each channel are used to control two LiNbO optical switches, where header-matched packets are switched to port 1 and nonmatching packets are switched to port 2. The experimental results are shown in Fig. 15 . The packets containing "1010" headers produce match signals that flip the switch and route these packets to port 1. The correlators are then reconfigured to recognize a "1000" pattern, causing the packets with these headers to now be routed to port 1. The total optical loss for the data throughpath (90% tap + AWG demux + optical switch) was 7.7 dB, and the throughput data suffered zero power penalty when compared to the back-to-back receiver sensitivity at 10 bit error rate, as shown in Fig. 16 .
A significant issue that arises for this interleaved correlator structure is the power fluctuations in the correlation output pulses due to coherent interference. The coherence time of standard telecommunication lasers is typically tens of nanoseconds, corresponding to a coherence length in fiber of about 2 m. When the differential time delay between two branches of the correlator is less than the coherence time of the laser (which is the case here), the recombined signals will coherently interfere with each other causing large power fluctuations in the correlation output function. This effect severely limits the stability of the correlation output and must be mitigated or prevented in order to effectively operate the correlator. There are a number of ways to resolve this problem. A polarization controller followed by a polarization beam splitter can be used at the input of each 1 2 optical splitter to ensure that the polarizations between the two branches are orthogonal. This will prevent coherent interference of the recombined signals because orthogonally polarized light beams will not interfere. For more than two branches, a tree structure of 1 2 splitters with polarization controllers and polarization beam splitters can be used. Another, more manageable, solution is to somehow convert the coherent light into an incoherent signal before it enters the correlator. One method of doing this uses cross-gain modulation in a semiconductor optical amplifier (SOA) to transfer the coherent data pattern onto incoherent light, which for this case is the amplified spontaneous emission light generated by the SOA [12] . The single fiber correlators presented in the previous section have the advantage that we did not observe these coherent interference effects.
VI. DISCUSSION
The use of thermally controlled FBGs as tunable-reflectivity mirrors to construct an optical correlator raises several important issues that must be considered, especially when scaling the design to operate at higher bit rates. Significant issues associated with device fabrication include polarization dependence, time-delay variation with reflectivity, grating bandwidth, dispersion, and thermal crosstalk between microheaters. These issues are simple to control at 10 Gb/s, scaling to 40 Gb/s appears quite feasible, and, with careful design, it should be possible to enable operation up to 100 Gb/s and perhaps beyond.
When writing the FBG onto which the heaters will be deposited, care must be taken to avoid any polarization dependence of the reflection spectrum; otherwise the reflectivity as well as the time delay for the grating will be different for the two orthogonal polarization modes of the optical signal. This can be avoided by carefully writing the grating so there are no asymmetries in the index-modulation profile. The 10-cm-long FBG that was fabricated for our experimental demonstration exhibited some polarization dependence, which made it difficult to adjust the subgrating reflectivities to produce the desired correlator configuration. A polarization controller was placed at the correlator input to optimize the levels of the output pulses while the correlator was being configured to recognize a desired bit sequence. However, because each subgrating is tuned to a different reflectivity, they each exhibit different polarization dependencies. For a particular tuning condition, the level and time delay of a pulse reflected off one subgrating will vary with polarization in a different way than the pulses from other subgratings. It is therefore challenging to locate a polarization that is simultaneously optimum for all the subgratings. Although this problem was not severe enough to prevent successful operation of the correlator, it did cause some distortion of the correlation outputs and should ideally be avoided when the grating is fabricated.
Using the edge of the FBG filter spectrum to adjust the reflectivity of the input signal causes dispersion and unwanted variations in the time delay as the grating is tuned. The round-trip delay of a signal reflected from an FBG varies for different points along the filter edge. This is a problem for our optical correlator, for which the time delay between neighboring gratings should ideally equal one-half of a bit time to ensure the output bits are exactly aligned to stack up and produce well-defined correlation peaks. In our experiment, we observed that the time delay of a pulse reflecting off a single subgrating varied as much as 35 ps, a significant fraction of the 100-ps bit time. Clearly, the time delay cannot vary more than the finite length of the grating (in the worst case, the light has shifted from effectively reflecting off the front of the grating to the back). The lengths of the subgratings are defined by the temperature profile induced by the heaters. Given that the length of our heaters is 0.5 cm and we expect that the heat diffuses approximately 1 mm beyond the heater edges (see thermal crosstalk discussion below), the subgrating lengths are 7 mm each. This corresponds to 34 ps in fiber, matching our measured results. At higher bit rates, the length of the heaters becomes much shorter, reducing the maximum possible delay variation, but this is in proportion to the shorter pulse-widths, and the variation will still be on the order of 25-35% of a bit time. This time-delay variation causes a spreading of the output autocorrelation peak and reduces the contrast between the central peak and the sidelobes, which adversely affects the threshold detection performance. Moreover, the time-delay response at the edge of an FBG passband is strongly sloped, causing the signal to experience dispersion. This was not a significant issue for our 10-Gb/s experiment, but it could become a problem at 40 Gb/s and higher. Note that no dispersion is induced on the throughput data channel, just on the tapped-off signal traversing the correlators. This causes the peaks in the correlation output to spread in time. Some amount of dispersion-induced spreading may actually be helpful for relaxing the required rise-time of the decision circuit's sampling signal. Though the decision circuit only needs to sample at the packet rate (MHz), at 40 Gb/s it must be able to recognize a correlation peak that is only 25 ps wide. Thus, it may be desirable to have some dispersion to relax this requirement; however, this must be carefully traded against the corresponding impairment to the contrast between the central peak and its sidelobes.
Another issue to consider is that the gratings must be strong enough to provide high reflectivity for the short subgratings as well as sufficient filter bandwidth for the incoming signal. The strength of a grating refers to the modulation depth of the variation in the fiber's effective index of refraction . Strong gratings with on the order of 10 are producible and should meet our requirements for reflectivity. For strong gratings, the FBG bandwidth is directly proportional to and is independent of the grating length [13] . This must be considered at high bit rates to ensure that the filter bandwidth exceeds the bandwidth of the optical signal. For instance, 100-Gb/s pulses have an optical bandwidth of approximately 200 GHz. An FBG with , a center wavelength of 1561 nm, and will yield a filter bandwidth of approximately 270 GHz, which is producible and wide enough to accommodate the highbandwidth signal. However, stronger gratings have sharper filter edges, resulting in higher dispersion. Therefore, a careful design will have to trade these two parameters against each other to optimize the correlator performance at the desired bit rate.
To scale the correlator to higher bit rates requires a much higher spatial frequency of thin-film microheaters. However, thermal diffusion between heaters will limit how closely they can be placed before the thermal profile in the fiber between neighboring heaters begins to overlap, making it impossible to create a series of distinct subgratings. Researchers in [15] have investigated the possibility of using thin-film heaters to produce temperature distributions for the formation of superstructure long period gratings, which require a spatial modulation on the order of 0.5 mm. Their results showed that although it was possible to generate large gradients in temperature, the depth of modulation dramatically decreases as the spatial modulation period approaches 1 mm. This indicates that the heat induced by a thin-film heater on a standard fiber extends about 0.5 mm beyond its edges. However, this result does not explicitly consider the possibility of using etched cladding fibers to reduce the fiber diameter, which will strongly diminish the thermal diffusion and should enable the generation of periodic temperature variations with much higher thermal gradients [14] . For example, if we instead use a 30-m-diameter etched cladding fiber, the 0.5-mm diffusion length is reduced to about 0.13 mm [14] . It should therefore be feasible to produce FBG correlators using heater arrays with spacings of a few hundred micrometers. Using etched cladding fibers, and with the possible addition of heatsinks in the spaces between heaters [14] , [15] , we expect that a 40-Gb/s correlator, which requires 1.25-mm spacings, should be readily producible, and a 100-Gb/s correlator, which requires 500-m spacings, appears to be quite feasible.
An additional issue to consider when using optical correlators for header recognition is that the correlation outputs do not have reduced sidelobes like they would in coded communication schemes, such as optical CDMA (OCDMA). In OCDMA systems, the autocorrelation outputs look like a single tall peak with negligible sidelobes. This is because the codewords transmitted in OCDMA networks are designed to be orthogonal. This is necessary because the receivers in OCDMA networks are simultaneously receiving data packets from all of the users in the network, so orthogonal codes must be employed to ensure that the cross-correlation outputs from other users do not add up and exceed the threshold at the sample time. For header recognition, we only receive one bit pattern at a time and there is no option for demanding that Internet addresses use orthogonal codes. Thus, correlation output functions in header-recognition systems will contain sidelobes. An important consideration for these systems is the signal-to-noise ratio so that a sidelobe from a nonmatching packet does not inadvertently exceed the threshold at the sample time. A valuable next step for this research topic would be to perform a full analysis of the correlation error rates (how often the correlator produces either false positive or negative matches) that result for different threshold levels and for different random input addresses.
VII. CONCLUSION
Fiber-based optical correlation techniques have been investigated for several years for their potential to recognize incoming bit streams at the speed of light, with essentially no latency. Present optical technologies are limited to testing an incoming bitstream against a handful of different possible correlation sequences with only a few bits each. This limits their potential uses for header recognition since real network data packets have addresses with dozens of bits that must be compared against thousands of entries in a routing lookup table. However, our research indicates that it may be feasible to design an algorithm to generate a subset of the routing table containing entries for packets that can be forwarded by examining only a few bits in an IP destination address. This opens the door to using the best that both optics and electronics has to offer and enables the construction of an optically assisted Internet router.
In this paper, we presented the constraints and optimization goals for an algorithm responsible for generating a reduced optical lookup table that aims to maintain a high hit rate while minimizing the number of correlators and bits/correlator that are required. To implement the optical bypass, we presented a novel FBG-based correlator design in which an array of thin-film microheaters is deposited on a long, uniform FBG to create a series of equally spaced subgratings that are tuned by varying the voltages across the heaters. The advantages of this design are that the fiber correlators are compact, electrically tunable, simple to produce, and readily scalable to higher bit rates. An 8-bit correlator module was constructed and used to experimentally demonstrate the successful correlation and switching of packets at 10 Gb/s. With this technique, the packets that successfully find a match in the bank of optical correlators can be forwarded at nanosecond speeds, an order of magnitude reduction from electronic lookup times.
To reduce the number of optical correlators that would be required to employ this optical bypass in a WDM routing node, we also constructed an optical correlator using sampled FBGs to enable the packet headers on different input wavelengths to simultaneously be compared with a correlation pattern.
