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Résumé : Ce tutoriel expose certains problèmes fonda-
mentaux en algorithmique du texte pour la bioinforma-
tique, leurs solutions actuelles ainsi que quelques pers-
pectives de recherche.
Après une introduction expliquant pourquoi la bioinfor-
matique s’intéresse aux séquences de caractères et d’où
provient le problème de recherche de motifs, nous présen-
tons de façon progressive différentes modélisations des
motifs (partie 2). Un motif peut être un simple mot ou un
ensemble de mots que l’on recherche de manière exacte
ou approchée, par similarités. Plus généralement, on dé-
finit un motif comme un langage pouvant se situer à dif-
férents niveaux de la hiérarchie de Chomsky et formali-
sable par des structures telles que des grammaires ou des
automates.
Le tutoriel se poursuit par la présentation des méthodes
logicielles ou matérielles qui résolvent les recherches
de motifs selon la modélisation choisie (partie 3). Ces
algorithmes s’effectuent avec ou sans pré-traitements du
motif ou de la banque de séquences. Quand les motifs
deviennent complexes, la recherche par balayage devient
la seule solution possible, que cela soit par heuristique ou
de manière exacte. Nous évoquerons aussi les architec-
tures spécialisées destinées à traiter de grandes quantités
de données : ces machines doivent équilibrer puissance
de calcul et accès aux données.
Mots-clés : recherche de motifs, bioinformatique, dis-
tance d’édition, langages, automates, programmation dy-
namique, heuristiques à base de graines, architectures,
FPGA.
FIG. 1 – Structure des protéines. Une protéine est un
polymère peptidique, c’est-à-dire un assemblage de plu-
sieurs acides aminés.
1 INTRODUCTION : ADN, PROTÉINES, MODÉ-
LISATION DE FAMILLES DE SÉQUENCES ET
BANQUES DE DONNÉES
1.1 De l’ADN aux protéines
Le métabolisme, ou fonctionnement des cellules, est as-
suré en grande partie par des molécules appelées pro-
téines. Les protéines sont des successions d’acides ami-
nés qui, repliées dans une certaine structure 3D, ont une




L’information codant les protéines est conservée dans les
chromosomes d’une cellule sous forme d’acide désoxyri-
bonucléique (ADN, figure 2). L’ADN est une succession
de nucléotides pris parmi l’alphabet à 4 lettres :
x{|R77 t¡?
Un des rôles de la machinerie cellulaire est de transfor-
mer l’ADN en protéines (figure 3). L’ADN est transcrit
en ARN messager. Celui-ci est traduit en protéines par les
ribosomes selon le code génétique qui associe à chaque
codon (c’est-à-dire à chaque triplet de nucléotides de
x 
)
un acide aminé de
x ybz
. Les codons stop provoquent l’ar-
rêt de la traduction (tableau 1). La traduction peut se faire
selon trois phases de lecture différentes par sens de lec-
ture, soit six phases au total (figure 4).
Un gène est la portion d’ADN qui code une protéine.
L’ADN codant peut représenter moins de 1 % des gé-
nomes eucaryotes. Les autres régions de l’ADN, non co-
dantes, ont d’autres fonctions telles que la régulation. Le
tableau 2 donne quelques ordres de grandeurs sur l’ADN
et les protéines.
1.2 Modèles et motifs pour coder les similarités
La comparaison des protéines entre elles et leur regrou-
pement en familles fonctionnelles passent par l’étude des
similitudes entre leurs structures 3D ou leurs séquences
1D. La plupart du temps, les protéines d’une même fa-
mille proviennent d’un ancêtre commun.
FIG. 2 – Structure en double hélice de l’ADN. Chaque
nucléotide est composé d’un groupe phosphate, d’un
sucre (le désoxyribose), ainsi que d’une base azotée A,
C, T ou G. Les bases A et T, ainsi que G et C, sont com-
plémentaires : un pont hydrogène les relie.
FIG. 3 – La machinerie cellulaire. Dans le noyau, l’ADN
des chromosomes est transcrit en ARN messager par la
transcriptase. L’ADN messager migre vers le cytoplasme,
et les ribosomes le traduisent en protéines.
1 T C A G
2 3 T C A G T C A G T C A G T C A G
T
   1¢ 
C








    
TAB. 1 – Le code génétique associe chaque triplet de nu-
cléotides (comme
A¡
) différent des codons stop (s) à






FIG. 4 – La machinerie cellulaire peut traduire les chaînes
nucléiques en protéines suivant six phases distinctes selon
l’endroit où est initiée la traduction ainsi que selon le sens
de lecture.
1.2.1 Similarités 3D
La fonction métabolique d’une protéine dépend forte-
ment de sa structure 3D : les sites actifs de la protéine in-
teragissent avec d’autres molécules appelées ligands. Les
structures 3D des protéines sont difficilement accessibles.
La cristallographie permet de connaître quelques struc-
tures complètes de protéines dans certains milieux, mais
cette technique reste lourde. La résolution directe des
équations physico-chimiques sur de si grandes molécules
est combinatoirement hors de portée des moyens de cal-
culs actuels. D’autres recherches sur le repliement de pro-
téines tentent de comprendre la structure 3D d’une pro-
téine à partir des séquences 1D [Andonov et al., 2004].
1.2.2 Motifs
Il est surtout possible d’évaluer les similarités entre pro-
téines en travaillant directement avec les séquences 1D.
En effet, la structure 3D d’une protéine est fonction de la
séquence linéaire 1D des acides aminés qui la composent
sur
x y¶z
. Les similitudes peuvent être partielles : une simi-
larité de ·¸¹ dans les séquences 1D suffit généralement à
obtenir une même structure 3D. Pour rechercher la fonc-
tion d’une protéine ou d’un gène, on essaie donc de re-
trouver des similarités entre sa séquence d’acides aminés
ou de ses bases d’ADN et les séquences déjà connues.
Les protéines présentant des similarités de séquences 1D
et de structures 3D sont appelées homologues.
Lorsqu’une famille de séquences a été identifiée (par
similarité, expériences en laboratoire, ou expertise hu-
maine), il est possible de construire un modèle qui la re-
présente que nous appelons motif. Le motif peut :
1. représenter un domaine de quelques dizaines
d’acides aminés, bien conservé au cours de l’évo-
lution dans une même famille. Ces domaines, sont
idéalement caractéristiques d’une fonction donnée
ou d’un certain site actif ;
2. être un modèle calculé ou appris sur toutes les sé-
quences. Le motif se représente alors par un lan-
gage qui décrit une certaine structure des séquences.
Ces modèles génèrent des séquences, souvent avec
un score ou une probabilité qui mesure l’adéquation
entre le modèle et la séquence.
Un exemple de représentation par motif couramment
utilisée par les biologistes est la syntaxe PROSITE
[Hulo et al., 2004] comme dans le motif º KA »T¼p½¼º   a »T¼  ¼  ¼&¼  ¼  caractéristique d’une famille de ri-
bonucléases. Les crochets désignent le choix entre plu-
sieurs acides aminés et le
½
est un joker, c’est-à-dire un
acide aminé quelconque. Il est possible d’avoir des jo-
kers de longueur variable comme dans le motif
 ¼Z½+¾Z¿  À%Á ¼
º  K »T¼Z½9¾Â Á ¼ º KA »T¼p½¼ º - »T¼p½+¾ À7wÃRÄ%Á ¼  ¼p½¼  ¼Z½9¾¿  Å%Á ¼  où le
premier joker a une longueur comprise entre Æ et Ç . Des
programmes tels que PRATT [Jonassen et al., 1995] sont
capables d’inférer de tels motifs à partir d’un jeu de sé-
quences.
La syntaxe PROSITE ne permet de représenter qu’un
sous-ensemble des expressions régulières : les motifs
peuvent être représentés par des automates (figure 5





FIG. 5 – Un automate décrivant le motif PROSITE
 ¼
º    »T¼p½+¾ Ã ÕÁ ¼ ~ .
et partie 2.3). Pour gagner en expressivité, il est inté-
ressant d’utiliser la seconde catégorie de modèles, par
exemple en allant plus loin dans la hiérarchie de Chom-
sky ([Chomsky, 1957], en considérant que le modèle est
un language à représenter d’une manière ou d’une autre
(voir partie 2.1.1).
1.3 Banques génomiques et puissance de calcul
L’automatisation des outils de séquençage conduit de-
puis une trentaine d’années à une croissance exponen-
tielle des données biologiques et de leurs données as-
sociées (annotations, méta-données). La banque améri-
caine Genbank, la banque japonaise DDBJ et la banque
européenne EMBL mettent en commun toutes les sé-
quences nucléiques du domaine public séquencées dans
le monde au sein de l’INSDC (International Nucleotide
Sequence Database Collaboration). La banque EMBL
[Stoesser et al., 2003] contient, en mai 2005, 85 milliards
de bases réparties en 49 millions d’entrées. Cette quantité
double tous les 15 mois (figure 6).
À partir de ces données brutes et faiblement structu-
rées, les biologistes cherchent quotidiennement à obte-
nir un aperçu des fonctions métaboliques et donc, fina-
lement, une compréhension de certains mécanismes bio-
logiques. Cette compréhension peut être utilisée notam-
ment en pharmacologie (présélection bio-informatique de
substances actives sur certaines protéines) ou en génie gé-
nétique. Elle passe cependant par des traitements lourds
lors d’opérations comme la recherche de similarités, de
motifs ou de modèles.
Contrairement aux bases de données usuelles, les
banques de séquences sont des collections non structu-
rées de données brutes. Certaines applications peuvent in-
dexer les banques (voir partie 3.1.2), mais d’autres néces-
sitent des balayages complets auquel l’indexation n’ap-
porte aucune aide [Williams et Zobel, 2002]. La crois-
sance des banques devient alors problématique si on la
compare à celle du pouvoir de calcul des processeurs qui,
lui, double seulement tous les 18 mois selon la loi de
Moore [Moore, 1965, ITR, 2004] (figure 6). De nouvelles
solutions, logicielles comme matérielles, sont donc indis-
pensables pour exploiter ces masses de données.
2 MODÉLISATIONS
Cette partie présente quelques éléments se rapportant à
la théorie des langages et montre différentes manières de
modéliser les motifs en bioinformatique. Un motif est un
langage, langage pouvant se situer à différents niveaux de
la hiérarchie de Chomsky (partie 2.1).
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FIG. 6 – Nombre de transistors dans les processeurs
(Intel) et taille des banques de données génomiques
(EMBL).
mots. Pour faire des recherches approchées, une exten-
sion est de considérer tous les mots “proches” du mot ini-
tial selon une distance d’édition calculable par program-
mation dynamique (2.2).
Le langage peut aussi être défini par d’autres outils, en
particulier par des automates finis ou pondérés (2.3 et
2.3). Rechercher un motif équivaut à opérer un filtrage sur
une banque de données en sélectionnant des séquences
supposées pertinentes parmi un ensemble plus large, fil-
trage dont on peut mesurer la qualité (2.4).
2.1 Mots et langages
Soit
x
un ensemble fini appelé alphabet. Les éléments dex
sont appelés des caractères. Un mot est une suite finie
de caractères Ö { Ö×5Ö yAØ*Ø/Ø Ö(ÙÚ xÛ . Un sous-mot de Ö
est une suite extraite de Ö , et un facteur de Ö une sous-
suite Ö$ÜÖ$Ü5Ý × Ø/Ø*Ø Ö$Þ extraite continuement. Un langageßà x Û
est un ensemble de mots (partie de
x Û
).
2.1.1 Classes de langages
La hiérarchie de Chomsky définit différentes classes de
langages [Chomsky, 1957, Hopcroft et Ullman, 1969] :
– les langage réguliers sont les langages reconnus par les
automates finis. Ils se représentent par les expressions
régulières (figure 7) ;
– les langages algébriques (context-free) sont les lan-
gages reconnus par les automates à pile ;
– suivent d’autres langages plus complexes, jusqu’aux
langages récursivement énumérables qui sont tous les
langages qu’une machine de Turing peut énumérer. Le
problème d’appartenance d’un mot à un langage est
alors non décidable dans le cas général.
2.1.2 Intérêt pour la bio-informatique
Les travaux de Searls [Searls, 1992, Searls, 1993a,
Searls, 1997] montrent que certaines structures biolo-
giques se formalisent par des langages à différents ni-
veaux de la hiérarchie de Chomsky. Certaines “structures
secondaires” doivent être décrites par des motifs algé-











FIG. 7 – Automate fini ê× . Un automate fini reconnaît
un mot Ö si et seulement si il existe un chemin éti-
queté par Ö conduisant d’un état initial (ici l’état 1) à
un état final (ici l’état 5). L’automate fini êë× sur l’al-
phabet
xì{í|î7ï&ðR
reconnaît ainsi le langage rationnelß × {òñpîó ðkôñðKó õ*ô Û ñZõkîó¶ð5õ/ô .
se traduit biologiquement par des repliements distincts.
Les répétitions ou les pseudo-nœuds demandent même
des grammaires dépendants du contexte. Des travaux plus
récents ont introduit d’autres classes de motifs et de lan-
gages [Rivas et Eddy, 2000, Leung et al., 2001].
Les langages réguliers ou algébriques ne doivent cepen-
dant pas être abandonnés, les différentes modélisations
des séquences biologiques visant à remplir deux critères
opposés : les motifs choisis doivent posséder une expres-
sivité la plus grande possible pour modéliser les proprié-
tés biologiques étudiées, tout en gardant une bonne effica-
cité pour des solutions logicielles et/ou matérielles adap-
tées aux problèmes posés.
2.2 Recherches par similarités
Dans sa forme la plus simple, un motif est un simple
mot ö {÷aA¡¡a( ¡ . Cette partie montre com-
ment autoriser des erreurs d’édition dans la reconnais-
sance de motifs, ce qui mène aux méthodes de com-
paraison de séquences utilisant la programmation dy-
namique, telles que celles proposées par Needleman et
Wunsch [Needleman et Wunsch, 1970] ainsi que Smith
et Waterman [Smith et Waterman, 1981], respectivement
en 1970 et 1981. La première évalue la similarité entre
deux chaînes d’ADN ou entre deux protéines et calcule le
meilleur alignement global, tandis que la seconde trouve
des paires de sous-séquences hautement similaires en cal-
culant des alignements locaux. Les deux méthodes uti-
lisent un coût d’alignement qui peut être vu comme un
score de similarité. Le motif sera ainsi donné par une sé-
quence requête ö ainsi qu’un seuil sur le score.
2.2.1 Similarités et alignements
Mesurer la similarité entre deux séquences demande à ali-
gner ces séquences, c’est-à-dire à mettre en correspon-
dance leurs régions similaires pour estimer le coût pour
transformer une séquence en l’autre. À chaque position
dans l’alignement correspond une des trois situations sui-
vantes (figure 8) :
– un match, quand le même caractère ø apparaît dans les
deux séquences,
– une substitution (ou mismatch) lorsqu’il y a deux ca-
ractères différents ø et ù ,
– ou un gap, c’est-à-dire une insertion d’un caractère
dans seulement une séquence, ou symétriquement une
délétion dans une des deux séquences.
Ces opérations, bien qu’elles soient une idéalisation de
l’évolution d’un génome, correspondent à un mécanisme
réel d’erreur de recopie de la machinerie cellulaire : sub-
stitutions, insertions et délétions ont une fréquence gé-
néralement comprise entre ú*¸tûýü et ú*¸jûýþ lors de chaque
duplication de l’ADN.
ÿ
T G A A A T G C G – A G T                   
T T C A T A T – C G T A G T
FIG. 8 – Alignement global de deux chaînes d’ADN avec








Le nombre minimum de substitutions, insertions et
délétions pour passer d’une chaîne à l’autre est ap-
pelé distance d’édition ou distance de Levenshtein
[Levenshtein, 1966].
La distance d’édition peut se raffiner en utilisant des
scores de substitution, notamment lorsqu’on traite des
séquences protéiques. On dispose alors d’une fonction ñ ø ï ù ô mesurant la similarité entre ø et ù . Les scores de
la matrice BLOSUM62 sont ainsi liés aux probabilités de
substitution des acides aminés, probabilités estimées sur
l’évolution d’organismes sur des milliers de générations
[Henikoff et Henikoff, 1992] (figure 9).
De même, on peut fixer une pénalité 
	  pour chaque
insertion ou délétion et considérer cette pénalité comme
un cas particulier de la fonction :
 ñ ø ïKô{  ñ9ï ù ô {	  . On retrouve ainsi la distance de Levenshtein
avec la fonction caractéristique
 ñ ø ï ø ô{ ¸ et, si ø{ ù , ñ ø ï ù ô{ ú .
Une autre distance usuelle compte le nombre minimum
d’insertions et délétions entre deux chaînes : une substi-
tution est alors vue comme une délétion suivie d’une in-
sertion. Cette distance
 × y se calcule par  × y ñ ø ï ø ô{ ¸ , × yñ ø ïôa{  ú ,  × y%ñ!+ï ø ôa{" ú , et, et  × yñ ø ï ù ô{#%$
lorsque ø&{ ù sont deux caractères différents appartenant
à
x
. '( )+* 	,- %.0/213547698 Z[: 4764<; .>=35476@?A64>B. ?C6D8 Z[: 476E?F; .0/HG
2.2.2 Relations de programmation dynamique
Appelons I { ñJ × ïJýyAØ/Ø*ØJLKô et M { ñN × ïNy-Ø*Ø/ØN Ù ô les
deux séquences à comparer, et O ñQPïER9ô le score de simi-




. On peut calculer O ñQPïER9ô par une récursion à
deux dimensions en utilisant l’équation de Needleman-
Wunsch (NW, [Needleman et Wunsch, 1970]) :35V<WYX : V6 = ; . * 	 Z V3\[]W^X : = 6Q[U; . * 	 ]Z [35V6Q[6
VHB.>= 6[_B.>= W (1)
ADN protéines




fabrication auto-réplication par la machinerie cellulaire
à partir de l’ADN
orientation 5’ – 3’ NH
y
– COOH
1 gène : 300 – 3000 pb 1 protéine : 100 – 1000 aa
tailles typiques génome bactérien : 100 000 bases
génome humain : ·a`hú*¸cb bases 30 000 gènes
banques de données EMBL : Ç
de`hú*¸cb bases TrEMBL : d
d\df`­úR¸
g aa
(mai 2005) SwissProt : Æ
de`hú*¸
g aa
TAB. 2 – ADN et protéines. Les séquences nucléiques (ADN) ou protéiques sont des mots sur un alphabet à 4 ou 20 lettres.
La banque protéique UniProt se répartit en deux banques : SwissProt, qui recense les protéines identifiées, et TrEMBL,
une traduction automatique de la banque nucléique EMBL.
classe de reconnaissance signification biologique
motifs par automate complexité dépendances exemples nucléiques











(context-sensitive)q k np i q automatesbornés NP-complet dépendances croisées répétitionspseudo-nœuds
TAB. 3 – Les motifs rationnels ne suffisent pas à décrire correctement les structures des séquences nucléiques. Ce tableau,
inspiré de [Searls, 1997], montre les relations entre les divers classes de langage de la hiérarchie de Chomsky et les
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FIG. 9 – Extrait de la matrice BLOSUM62 qui associe
à chaque paire d’acides aminés un score de substitution
[Henikoff et Henikoff, 1992].
X : V6[U; .~
'( )
X : V /1 6[ /1 ;8 :!5 6,; .¢,/ @ n*2ë	2c%_  2 nR5X : V /1 6[U; / * 	  w%		 nRX : V6[ /1 ; / * 	  #%"&6" nR
La figure 10 donne un exemple de calcul de matrice de
programmation dynamique avec l’équation NW. La quan-
tité  ñ I ï M ô{ O ñhïVô obtenue en fin de calcul est la
similarité globale entre I et M .
Cependant, dans beaucoup d’applications, on préfère
rechercher des similarités locales, par exemple lorsqu’on
compare deux grandes séquences d’ADN. On cherche
donc les meilleures sous-séquences similaires entre I
et M . Appelons O ñP&ïERô la similarité de la paire de sous-




. Cette similarité peut être calculée par l’équation
de Smith-Waterman (SW, [Smith et Waterman, 1981]) :35V6[WX : V6 = ; . X : = 6[U; .>=35V6[6V[B.>= W (2)
X : V6[U; .~
'( )
=  #%"%2% 3# 2%ë,/6w*&.1&> 36n>@5,/6X : V /1 6[ /1 ;8 :!5 6,; .¢,/ @ n*2ë	2c%_  2 nR5X : V /1 6[U; / * 	  w%		 nRX : V6[ /1 ; / * 	  #%"&6" nR
La figure 10b donne un exemple de calcul utilisant
SW. La quantité  ñ I ï M ô{¡ ¢£ O ñQPïER9ô représente la
meilleure similarité locale entre I et M . On peut aussi
utiliser des relations globales-locales qui calculent la si-
milarité entre des sous-séquences de I et la chaîne M
entière. Dans tous les cas, on peut fixer un seuil ¤ z et
rechercher toutes les chaînes I dans une banque de sé-
quences avec une similarité  ñ I ï M ô¦¥ ¤ z .
Dans les équations de programmation dynamique, la pro-
pagation des scores dans la matrice de programmation
dynamique est uniquement locale : chaque cellule inté-
rieure reçoit les scores des trois cellules précédentes et
envoie son résultat aux trois cellules suivantes (figure 11,
à gauche). La partie 3.2 montre comment calculer effica-
cement ces § ñQ¨Vô cellules par des architectures systo-
liques.
H(i, j)H(i, j − 1)
H(i − 1, j)H(i − 1, j − 1)
FIG. 11 – Localité du calcul dans une cellule SW/NW (à
gauche). Les flèches noires montrent les scores provenant
des trois cellules précédentes. La seule autre information
dont la cellule a besoin est
 ñQJ S ïN T ô
. Les flèches en poin-
tillés montrent la propagation des données vers les trois
cellules suivantes. Lorsqu’on cherche à calculer toutes les
cellules d’une matrice de programmation dynamique, les
cellules le long d’une même anti-diagonale peuvent être
calculées simultanément (à droite).
2.2.3 Fonctions de gap
Dans les équations (1) et (2), la pénalité \	,-  est
constante. Un gap de © positions successives obtient
donc une pénalité globale  ñ © ô1{  	,-  © : la pénalité
peut être vue comme une fonction linéaire. On peut
considérer d’autres fonctions de gap plus proches de la
réalité biologique : il est “plus coûteux” d’ouvrir un gap
que d’en étendre un existant. On utilise ainsi souvent
des fonctions affines de type  ñ © ôd{ \ª	¬«©FE­®Q,¯ .
Dans ce cas, les relations de programmation dynamique
peuvent utiliser plusieurs matrices, comme l’a montré
Gotoh en 1982 [Gotoh, 1982] :35V6Q[6V[B.>= W (3)
X : V6Q[U; .~°
'( )
=  	^,/6±*&.1K 36n>@5,/6U²³X : V /´1 6Q[ /1 ;8 :! 6®; .¢,/ @n*2	2
_ ! 2% nRµ : V6Q[U;  		 n*5¶ : V6[U;  #%"6w"b wn*5
avec : ¶ : V6[U; .~2· X : V6Q[ /1 ; / * ª-	¶ : V6[ /1 ; / * E­®Q,¯µ : V6![U; .~2· X : V /1 6[U; / * ª-	µ : V /1 6[U; / * E­®Q¯
Lorsqu’une fonction affine est utilisée, on peut tou-
jours calculer toutes les cellules en § ñ¨Vô opérations
[Gotoh, 1982].
La programmation dynamique permet donc, en partant
d’une séquence, d’une distance et d’un seuil, d’accepter
un ensemble de séquences similaires à la séquence ini-
tiale.
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A T G C – A T C G A
(a) ¸ ¸ ¸ ¸ (b) ¸ ¸ ¸
A T – C T A T – G A
FIG. 10 – Exemple de calcul d’alignement global avec les équations NW (a) et d’alignement local avec les équations SW
(b). Les scores sont de «º¹ pour un match, %$ pour un mismatch et  · pour un gap. Les flèches continues montrent d’où
provient le score qui a maximisé chaque cellule. La succession de ces flèches révèle le meilleur alignement.
2.3 Vers d’autres modélisations des motifs
Nous présentons maintenant des modélisations de motifs
qui reconnaissent plusieurs séquences, que cela soit par
profils ou par modèles plus généraux.
2.3.1 Profils dépendant de la position
Étant donné une famille de séquences similaires, il est
possible de construire un alignement multiple comme sur







FIG. 12 – Alignement multiple de cinq protéines avec
ClustalW [Thompson et al., 1994]. Sur la ligne du bas, Ù
indique un match, et Ú et Û des matchs plus faibles.
À partir d’un alignement multiple, on établit un motif
consensus comportant à chaque position l’acide aminé
le plus présent. Des choix tels que ÜEÝÞ
ß peuvent être
employés lorsque plusieurs acides aminés ont le même
nombre d’occurrences (figure 13a). De nombreux mo-
tifs ont été créés, notamment dans la banque PRO-
SITE [Hulo et al., 2004]. Ils correspondent à un langageß
comprenant plusieurs mots (dictionnaire), et ne sont
qu’une expression régulière très simple (figure 5).
On peut souhaiter conserver toutes les informations sta-
tistiques d’un alignement dans un profil qui enregistre la
distribution des acides aminés à chaque position (figure
13b). L’adéquation à à áâ â ñ Ö ô d’une séquence Ö à un pro-
fil á est calculée en multipliant les probabilités à chaque
position, les utilisations réelles utilisent des valeurs lo-
garithmiques. On fixe un seuil ã z au-delà duquel la sé-
quence est reconnue.
È Â Ã Å ½ ÇÈ Â À Å ½ ÇÈ Â À Ä ½ ÇÈ À À Ä ½ ÇÈ Ê À À ½ ÇääääääääääääääääääääääääääääääUäääääUääääåEæ
ç È Â À èÅ\Ä,é ½ ÇääääääääääääääääääääääääääääääUäääääUääääåQê5ç È Ô-ë Â Ô@ìí×@î Ã Ô@ìí×Eï Å Ô@ìí×Qð ½ Ô-ë Ç Ô-ëÊ Ô@ìí×Eï À Ô@ìí×@ñ Ä Ô@ìí×QðÀ Ô@ìí×Eï À Ô@ìí×@ï
FIG. 13 – Consensus (a) et profil (b) à partir d’un aligne-




un ancêtre de la famille. Le profil (b) assigne la probabi-
lité 0,144 à ò5ócôcÝö
÷ et 0.016 à òøcùÝö
÷ : la première sé-
quence a plus de chances d’appartenir à la famille consi-
dérée.
2.3.2 Modèles de Markov cachés
Un processus stochastique est dit markovien pour une
suite d’événements I × ï I yKï*Ø/Ø/Ø I Ù si la distribution pro-
babiliste pour l’événement I S dépend uniquement de
l’événement précédent I S û × . Un modèle de Markov ca-
ché (noté HMM) est constitué d’un processus markovien
auquel on associe, pour chaque événement I S , une dis-
tribution probabiliste d’observations ú ñ I S ô . Seules les
observations et leur distribution pour un événement sont
connues. On souhaite alors déterminer la suite ou les
suites d’événements les plus probables qui engendrent
la suite d’observations. Dans le cadre de la comparaison
de séquences, on peut par exemple fixer les types d’évé-







)) et créer une topologie
adéquate de HMM û (voir la figure 14).
Dès que le modèle û est entraîné, il calcule pour chaque
séquence Ö un score d’adéquation à à û¡â â ñ Ö ô . L’algo-
rithme de Viterbi indique la suite d’événements la plus
ü ý ü þ ü ÿü  
 ÿ  þ ý  
 þ ý  ÿ
  ÿ	 

  þ  ý 

FIG. 14 – Exemple d’une topologie û de modèle
de Markov caché, comme proposé par Haussler dans
[Haussler et al., 1993].
probable correspondant à la séquence Ö , c’est-à-dire le
meilleur chemin dans la topologie du HMM et donc le
meilleur alignement avec le motif consensus.
Les HMM sont utilisés depuis les années 1980 dans la re-
connaissance de la parole. Leur première utilisation dans
un contexte de bio-informatique fut en 1993 par Haussler
[Haussler et al., 1993].
Les modélisations présentées dans la partie précédente
peuvent se généraliser par des automates : le motif re-
cherché appartiendra à un langage reconnu par un auto-
mate fini (expression rationelle), ou, plus généralement,
par un automate pondéré. Les automates pondérés af-
fectent des poids aux transitions et décrivent des classes
de langages strictement supérieures aux langages ration-
nels [Sakarovitch, 2003, Kuich et Salomaa, 1986]. Leurs
poids ne sont pas nécessairement liés à des probabilités,
et leur topologie peut être quelconque. On considère un
semi-anneau
ñ?ï ïô
où ¸ est l’élément neutre de  .
2.3.3 Automates pondérés
Définition 1 Un automate pondéré (weighted finite au-
tomaton, WFA) est un quintuplet ê { ñëïýxï ï7ï¢ô ,
où

est un ensemble fini d’états,
x






initiaux et finaux [Eramian, 2002, Mohri, 1997a]
Soit une transition " {ñ$#9ï%#'&ï%Kô Ú  . On appelle (Aà "Eâ {)#
son état source,
 à "Eâ {*#'& son état cible, et  à "Eâ {* sa
fonction de poids. La transition
ñ#9ï%#&Zï%Kô
avec
+ñ ø ô¢{ J







+ñ ø ô{ 10 pour tous
les ø Ú x. |,9 . Sans perte de généralité, on suppose que
ne contient que des transitions non vides. Le nombre de
transitions du WFA est
ó  ó
. Un WFA sans

-transitions




2.3.4 Chemins et poids
Les chemins sont définis comme des suites de transitions
étiquetées :
Définition 2 Un chemin 2 { ñ " × ï ø × ôØ/Ø/ØRñ "43 ï ø3 ô Úñ ` ñx5}|,9ô¶ô Û dans un WFA ê est une succes-
sion de paires de transitions et de caractères telles que
les transitions "b× Ø/Ø/Ø " 3 soient consécutives, c’est-à-dire à " S â { (Aà " S Ý ×®â pour P{ ú Ø*Ø/Ø%6 ú , et où les carac-
tères ø S sont dans xµ|,9 . L’étiquette de 2 est le mot© à 2Fâ { ø × Ø*Ø/Ø ø73 .
La fonction de poids

s’étend aux chemins : pour un che-
min 2 { ñ "b× ï ø-× ô^Ø/Ø*Ø*ñ " 3 ï ø 3 ô , on définit+ñ 2 ô{8 à "b×â ñ ø-× ô « Ø/Ø*Ø «  à " 3 â ñ ø 3 ô5Ø
Soit un chemin 2 { ñ "b× ï øA× ô^Ø*Ø/ØRñ " 3 ï ø 3 ô . On appelle les
états
#d{ (Aà "b×â et #/&-{  à " 3 â le début et la fin du chemin2 . Étant donné un mot Ö Ú x Û , on note 91: ñ Ö ô l’en-
semble des chemins étiquetés par Ö débutant dans un état
initial
# S Ú  et terminant dans un état final #; Ú  .
Puisque l’opérateur

est commutatif, on peut définir le
poids calculé par un automate pondéré :
Définition 3 Le WFA ê calcule pour chaque mot Ö Úx Û
un poids à à ê]â â ñ Ö ô défini parà à ê]â â ñ Ö ô{  ¢U£<>='?A@CB	DFE +ñ 2 ôkØ
Ce poids est le maximum entre les poids des chemins éti-
quetés par Ö débutant dans un état initial et terminant
dans un état final. On définit un ensemble de reconnais-
sance G à  et on convient que le mot Ö sera reconnu





QR'SUT L/V Q$WSYX V
QZ/S L/V
Q$RSUT L/VQZ/S L/VQR'SUT L[V
Q$WSYX VQZ/S L/V
FIG. 15 – Automate pondéré ê y . Un automate pondéré
fait correspondre à chaque mot Ö un poids qui est égal
au poids le plus grand le long des chemins étiquetés parÖ conduisant d’un état initial à un état final. Pour l’auto-
mate pondéré ê y , ce poids à à ê y â â ñ Ö ô est la différence du
nombre de
ð
et du nombre de
õ
contenus dans Ö . Avec un
ensemble de reconnaissance limité aux entiers positifs,
cet automate reconnaît le langage non-rationnel
ß y {| Ö Ú ß × óó Ö ó Þ.\ ó Ö ó ]* où ß × { ñpîó ðkôñðKó õ*ôbÛAñZõkîó¶ð5õ/ô
est le langage reconnu par l’automate fini ê × (figure 7).




# × et pour tout caractère ø , il existe
au plus un état
#*y
avec une transition (non vide)ñ$# × ï%#/yï%Kô Ú  , le WFA est déterministe. Il n’est pas
toujours possible de déterminiser un automate pondéré
[Buchsbaum et al., 2001], ce qui compromet des mé-
thodes de simulation où l’on se souvient d’un seul état.
Les algorithmes existants de simulation logicielle re-
viennent ainsi à explorer les différents chemins possibles,
comme celui proposé par Eramian [Eramian, 2002].
Les automates pondérés sont aussi utilisés en com-
pression d’image ou en reconnaissance de la voix
[Culik II et Kari, 1993, Mohri, 1997b].
2.3.5 Semi-anneaux particuliers
Les automates finis ne sont qu’un cas particulier
d’automates pondérés sur le semi-anneau booléenñ|(ï_^ ïY`ïbaAô
avec l’ensemble de reconnaissance G {|/^ë
. Dans ce cas, un mot Ö est reconnu par l’automate
s’il existe un chemin étiqueté par Ö depuis un état initial
jusqu’à un état final. On peut coder par automates finis
les expressions régulières telles que les motifs PROSITE
précédemment évoqués.
Les autres semi-anneaux couramment utili-
sés sont
ñ$c Ý ï « ï ` ô (calcul des probabilités),ñ$cd |
10%ï_1e fYgKï « ô (passage au logarithme) etñ$ch |c10 ï a¢£ï « ô (approximation de Viterbi).
On peut simplement considérer les automates sur le semi-
anneau
ñij|c10 ï ¢£^ï « ô et l’ensemble de reconnais-
sance sera sous la forme G {|,J Ú i óJ¥ ã z  , où ã z est
le seuil à partir duquel les données sont reconnues. Ainsi,
avec le seuil ã z { ¸ , l’automate ê y représenté en figure








n’est d’ailleurs pas ra-
tionnel.
2.4 Recherches de motifs
2.4.1 Recherche continue de motifs
Le tableau 4 récapitule quelques possibilités que nous
avons vues pour modéliser un motif. Étant donné
une modélisation, le but est alors de rechercher
dans un grand ensemble – typiquement des nouveaux
génomes – les sous-séquences vérifiant ce modèle
[Crochemore et Hancart, 1997].
Définition 4 Soit k un mot appelé la banque de données,
et
ß
un langage représentant un motif. Le problème de
la recherche continue de motifs (continuous pattern mat-
ching) est de trouver tous les facteurs ö de k tels queö Ú ß .




î Ù ), on se
limitera à trouver toutes les positions dans le mot initial
terminant les facteurs reconnus (figure 16), à savoir dé-
terminer l’ensemble
Pos
ñ ß ï k ô { |ºR Ú àIúo  â óp P Ú~àIúo R â ï k S k S Ý × Ø/Ø*Ø k T Ú ß Ø
q r s q q s r q s r q q s s r s6 7
)
13
FIG. 16 – Recherche continue de motifs selon le langageß
défini par l’automate ê y (Fig. 15) et l’ensemble de
reconnaissance G { |,J Ú iµóJ \ ¸  dans la banquek { ð5î9õ/ðkðkõkî+ð5õkî+ðkð5õkõ/îõ . Seules les positions terminant les
facteurs reconnus sont conservées : l’ensemble Pos
ñ ß ï k ô
est ici
| Æ ï_t+ï úR·  . Les deux facteurs î+ðkð5õ et ðkðkõ ont la
même position finale 13 : une recherche complémentaire
peut les distinguer.
2.4.2 Heuristique de filtrage et mesures de qualité
Lors du balayage de grandes banques de données, une re-
cherche de motifs opère un filtrage qui retourne les posi-
tions des meilleures séquences (figure 17) : certains objets
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FIG. 17 – Schéma d’une heuristique retournant quelques
objets (positifs) parmi un ensemble plus grand. Ici l’heu-
ristique accepte deux objets en trop (faux positifs) et ou-
blie un objet (faux négatif).
Les objets retournés se répartissent en  vrais positifs
(objets qui sont réellement similaires) et
  faux positifs
(à cause de l’heuristique). De même, les objets éliminés
se répartissent en  vrais négatifs et   faux négatifs.
La sélectivité  { ñ 1+«   ô%+ñ 1+«  +«10«  ô mesure le taux de filtrage, mais il est plus intéressant
de mesurer la qualité du filtrage par les mesures  Ù {1 jñ 1_«   ô et  { 1 jñ 1_«   ô . La sensibilitéÙ est la fraction des résultats positifs qui a été retournée,
et la sélectivité  celle des résultats intéressants parmi
les résultats retournés.
3 IMPLÉMENTATIONS
Cette partie passe en revue diverses solutions pour ré-
soudre les recherches de motifs exposés en partie 2. On
connaît de nombreux algorithmes efficaces (3.1) pour re-
chercher un motif simple sans erreurs. La recherche avec
erreurs par programmation dynamique est assez lourde
(3.2) : des heuristiques à base de graines, dont BLAST,
sont aujourd’hui massivement utilisées par les biologistes
(3.3). Enfin, nous présentons les recherches de motifs
plus généraux par modèles (3.4).
Dans chacune des parties, nous indiquons comment les
algorithmes peuvent être accélérés par des architectures
spécialisées utilisant des circuits FPGA. Les FPGA sont
présentés en annexe A.
3.1 Recherches exactes et structures d’indexation
3.1.1 Recherches sans pré-traitements de la banque
Lorsque
ß
est réduit à un singleton
| ö  , la recherche de
motifs devient un problème de recherche d’un facteur fixéö dans un mot de longueur  .
Il est possible d’utiliser une approche brute d’énuméra-
tion de la séquence : une approche naïve pour la recherche
du motif ö dans un texte de longueur  donne un algo-
rithme en temps § ñQ ` ó ö ó ô .
L’algorithme de Knuth-Morris-Pratt [Knuth et al., 1977]
effectue une recherche du motif dans le texte en temps
linéaire ( § ñ « ó ö ó ô ) . Un pré-traitement du motif ö (réa-
lisé en temps § ñó ö ó ô ) permet de calculer une fonction de
décalage pour tous les préfixes de ö . La comparaison du
ß {}| ö  recherche exacte d’un motifß {}| ö × ï ö y ï/Ø*Ø/Ø*ï ö  recherche exacte parmi plusieurs mots (dictionnaire)ß { | Ö Ú x Û ó  ñ Ö ï ö ôõ¥ ¤ z recherche d’un motif par similaritéß { | ÖÚ x Û ó à à ê]â â ñ Ö ô ¥ ã z  recherche d’un motif selon un automate ou un modèle
TAB. 4 – Recherches de motifs.
motif est ensuite réalisée sur le motif et le texte par un
parcours de la gauche vers la droite. Une fonction de dé-
calage est utilisée à chaque fois que les lettres à comparer
ne concordent plus (figure 18).
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FIG. 18 – Algorithme de Knuth-Morris-Pratt appliqué à
la recherche du motif ö {¡ £¢¤ b¥ dans le texte ¦ { £¢¤ £¢¤ b¥
. Les étapes 2-4 correspondent à la comparai-
son du préfixe de ö et du texte par lecture d’un caractère
lors de chaque étape. A l’étape 5, les caractères comparés
dans ¦ et ö ne correspondent pas : le motif est alors dé-
calé à l’étape 6 de sorte que le préfixe déjà comparé de ö
( ô ) soit égal au suffixe de ¦ .
Un deuxième algorithme, l’algorithme de Boyer-Moore,
réalise une recherche du motif ö dans un texte de lon-
gueur

en temps moyen § ñ Ù§ ¨/§ ô . La banque est par-
courue de gauche à droite comme pour l’algorithme de
Knuth-Morris-Pratt, mais cette fois-ci le motif est com-
paré de la droite vers la gauche. L’algorithme original
possède l’inconvénient d’être quadratique dans le pire
cas, mais une extension [Galil, 1979] donne une com-
plexité en § ñ « ó ö ó ô . Une version simplifiée de cet algo-
rithme est par exemple utilisée dans le logiciel Word.
Lorsque le motif à rechercher est un dictionnaire avec
plusieurs mots
| ö%× ï ö yï/Ø/Ø*Ø/ï ö   , les approches par auto-
mates sont les plus fréquentes.
L’algorithme de [Aho et Corasick, 1975], en particulier,
permet de construire un automate des préfixes avec une
fonction de transition qui simule la fonction de déca-
lage de l’algorithme de Knuth-Morris-Pratt (figure 19).
C’est en ce sens une extension de l’algorithme de Knuth-























FIG. 19 – Automate de Aho-Corasick du motif défini par
l’ensemble des mots
| ö × {© £ 1 ï ö y {ª b¥ b¥ï ö'« { b¥+¥ 
. L’arbre des préfixes (représenté en trait continu)
est d’abord construit, puis complété à l’aide d’une fonc-
tion de bord afin d’ajouter les transitions nécessaires pour
rendre l’automate complet.
Ces approches peuvent être accélérées par du parallé-
lisme au niveau du bit [Wu et Manber, 1992].
3.1.2 Recherches avec pré-traitements de la banque
De nombreux algorithmes commencent par traiter la
banque de séquences et en construire une certaine repré-
sentation indexée. Les pré-traitements sont souvent longs,
bien qu’en § ñQVô , et simplifient les requêtes ultérieures,
idéalement en § ñ&ó ö ó ô . [Navarro et Raffinot, 2002] et
[Marsan, 2002] proposent une présentation détaillée de
ces algorithmes.
Des structures comme les arbres à suffixes
[Gusfield, 1997] ou les DAWG (directed acyclic
word graphs, figure 21) [Blumer et al., 1985] donnent de
tels résultats sur de nombreux problèmes. Un arbre des
suffixes est l’automate fini canonique reconnaissant tous
les suffixes de la banque (figure 20). Il est aussi possible
de construire des arbres des suffixes généralisés pour un
ensemble de mots.
L’oracle des facteurs est utilisé dans FORRepeats
[Lefebvre et al., 1999]. Cet oracle reconnaît au moins
tous les facteurs de la banque (figure 22).
L’approche indexée, bien qu’algorithmiquement plus sa-
tisfaisante, reste souvent limitée à des cas de reconnais-
sance exacte et s’étend mal à des classes de motifs plus
complexes, notamment pour la gestion des erreurs. Par
exemple, chercher un mot ö avec 6 erreurs de substitu-
tion dans l’arbre des suffixes demande l’exploration d’au
moins § l ó xó 3 n branches différentes.













FIG. 20 – Arbre des suffixes pour la chaîne AGCTA-
GATC. Les nœuds marqués par des carrés sont des suf-
fixes de la chaîne initiale. Certains arcs ont des labels
avec plusieurs caractères : l’arbre est compressé. En mé-
moire, les arcs sont représentés par un couple de posi-
tions, comme
ñt+ï ú*¸ ô pour l’arc ATC (en bas à gauche),
afin que l’arbre garde une taille linéaire.
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FIG. 21 – DAWG pour la chaîne AGCTAGATC.
Enfin, les banques de données étant régulièrement mises à
jour, les pré-traitements demandés peuvent être fréquents
et finalement coûteux en temps.
3.2 Programmation dynamique et architectures sys-
toliques
3.2.1 Implémentations logicielles
Une matrice de programmation dynamique comporte§ ñ Vô cellules, mais les  cellules d’une même anti-
diagonale peuvent être calculées simultanément (figure
11, à droite). Un espace § ñ « Vô est donc suffisant pour
calculer toute la matrice, mais il faut toujours un temps§ ñ Vô pour calculer la similarité globale.
La première borne sous-quadratique fut atteinte par Ma-
sek et Paterson en 1980. Leur algorithme utilise une dé-
composition par blocs et calcule la similarité globale en
temps § l  y ¬w­®  n [Masek et Paterson, 1980]. Cet al-
gorithme s’applique à des matrices de score rationnelles.
En 2002, Crochemore, Landau et Ziv-Ukelson ont obtenu
un algorithme plus général travaillant sur une factorisa-
tion des séquences en §mlE¤  y 7¬	­¯®  n où ¤ est l’entropie
de la séquence : il est en pratique plus rapide lorsque les
séquences sont compressibles [Crochemore et al., 2003].
3.2.2 Architectures systoliques
En suivant la méthodologie de Kung
[Kung et Leiserson, 1980], la matrice de program-







FIG. 22 – Oracle des facteurs pour la chaîne AGCTA-
GATC. L’oracle reconnaît tous les facteurs de la chaîne




FIG. 23 – Projections d’une matrice de calcul sur une ar-
chitecture systolique. La projection diagonale (a) conduit
à une architecture bidirectionnelle. La projection horizon-
tale (b) conduit à une architecture unidirectionnelle.
mation dynamique peut être projetée sur une archi-
tecture systolique (figure 23). En 1985, Lipton et
Lopresti proposèrent une architecture bidirectionnelle
[Lipton et Lopresti, 1985] dans laquelle les deux sé-
quences se propagent dans des directions opposées
(figure 23a).
Des architectures unidirectionnelles ont été proposées
dans [Chow et al., 1991] puis [Hoang, 1993]. Une sé-
quence est chargée dans le réseau, puis l’autre est in-
troduite (figure 23b). Au minimum
 .°w± ñ « ú ï «ú ô cellules sont nécessaires et le calcul se fait en§ ñQ « Vô cycles. En comparaison, un réseau bidirec-
tionnel demande
 « # ú cellules : en général,
le réseau unidirectionnel est plus performant. Cepen-
dant, on peut utiliser un réseau bidirectionnel pour com-
parer deux grandes séquences similaires pour un ali-
gnement restant proche de la diagonale principale (fi-
gure 24), comme dans l’algorithme
6
-band de Fickett
[Fickett, 1984, Andonov et al., 2003].
3.2.3 Retour en arrière
Les équations NW/SW donnent seulement le meilleur
score d’alignement global ou local. Bien qu’il soit suffi-
sant dans certaines applications, on souhaite pouvoir ex-
hiber l’alignement qui a conduit à ce score. Il faut alors,
dans chaque cellule de la matrice, tracer l’information en
se souvenant d’où venait le meilleur score. Cette infor-
FIG. 24 – Pour aligner globalement deux longues sé-
quences similaires, on peut généralement se restreindre
au calcul de quelques cellules autour de la diagonale.
mation à conserver, montrée par les flèches continues sur
la figure 10, prend une des valeurs ² , ³ , or ´ .
Dans les implémentations matérielles, la cellule systo-
lique peut stocker ces valeurs dans une pile locale, et une
phase de retour en arrière suit celle de calcul du score
[Hoang, 1993].
3.2.4 Distance
 × y et encodage modulo
Si on considère la distance
 × y définie à la fin de la
partie 2.2.1, on a la propriété suivante, établie dans
[Lipton et Lopresti, 1985] :
· X : V6[U; . X : V /´1 6Q[U;µ 1X : V6[U; . X : V6Q[ /1 ;µ 1
¶¸·U¹º X : V6Q[U; / X : V /1 6[ /1 ;¼»¾½ /HG 6 =/¿
L’équation NW (1) peut alors se réécrire en :35V6[6V[B.>= W
X : V6Q[U; .~
'( )
X : V /1 6Q[ /´1 ;	 X : V /1 6[U; . X : V /1 6[ /´1 ;L 1n*2 X : V6Q[ /1 ; . X : V /1 6[ /´1 ;L 1n*2 :!  .   ;X : V /1 6Q[ /´1 ; / G	n*
La valeur calculée dans chaque cellule se représente donc
modulo 4, et même seulement avec le deuxième bit : il
n’y a ainsi jamais de dépassement de capacité.
Pour un alignement global NW, l’utilisation de la dis-
tance
 × y réduit le problème à la recherche de la plus
longue sous-séquence commune (longest common sub-
sequence (LCS), problème qui peut s’accélérer par du
parallélisme au niveau du bit [Crochemore et al., 2001,
Dydel et Bala, 2004].
3.2.5 Implémentations FPGA
À la suite de [Lopresti, 1987], de nombreuses im-
plémentations des architectures systoliques utilisent la
distance
 × y avec l’encodage modulo. D’autres ar-
chitectures implémentent une équation SW générique
[Chow et al., 1991] (voir [Lavenier et Giraud, 2005] pour
une présentation plus détaillée). Van Court et Herbordt
ont proposé en 2004 une modélisation systématique
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FIG. 25 – Fonctionnement d’une architecture systolique
unidirectionnelle similaire à celle proposée par Hoang
[Hoang, 1993] comparant I =ATCGAC à M =GTGAT.
Cet exemple est identique à la matrice de programma-
tion dynamique utilisant SW de la figure 10b. La chaîneM est supposée être chargée avant le début du calcul. Les
valeurs encerclées sont celles de l’alignement optimal : le
meilleur score est 9.
ÕUÖ×
Ø
Ù¯Ú Û Ü Ý|Þ
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FIG. 26 – Détail d’une cellule systolique. Les équa-
tions de programmation dynamique ont besoin du coût ñJÕSbï-NT*ô




. On peut donc
séparer la phase de comparaison (calcul de
 ñQJFSbïNTRô
, en
bas) et la phase de programmation dynamique (calcul ré-
cursif de O ñQPïER9ô , en haut) [Court et Herbordt, 2004]. Ce





) et à la
finalisation du calcul (avec un éventuel retour en arrière).
Ces implémentations matérielles (ou logicielles) doivent
balayer toute la banque de séquences, un accès particu-
lièrment rapide aux données doit être assuré.
3.3 Heuristiques à bases de graines
Les relations de programmation dynamique exposées en
partie 2.2 et implémentées dans la partie précédente cal-
culent exactement des distances de similarité entre deux
séquences. Cependant, leur temps de calcul est quadra-
tique, ce qui empêche de les utiliser pour comparer des
chaînes très grandes comme des génomes entiers de mil-
liards de bases.
Il est donc intéressant d’effectuer un pré-filtrage des
séquences, filtrage auquel s’applique les mesures de
qualité vues en partie 2.4.2. Des heuristiques pour ce
type de recherche ont été proposées il y a une quin-
zaine d’années par [Pearson et Lipman, 1988] (FASTA)
puis [Altschul et al., 1990] (BLAST). Bien qu’aujour-
d’hui d’autres heuristiques sont plus performantes (partie
3.3.2), le programme BLAST reste la référence pour les
biologistes (Table 5).
3.3.1 Blast, une heuristique en 3 étapes
Le principe des heuristiques accélérant les calculs de pro-
grammation dynamique est d’omettre certaines parties de
la matrice. Elles supposent que, la plupart du temps, les
alignements significatifs comprennent des graines, c’est-
à-dire des petits mots exactement conservés, comme
 
dans la figure 10b (page 7). Ces graines représentent des
diagonales dans la matrice de programmation dynamique.
Les calculs complets de la matrice sont effectués seule-
ment au voisinage de ces graines. L’heuristique à base de
graines utilisée par Blast a trois étapes (figure 27) :
– L’étape 1 recherche des graines exactes (par défaut de
taille ü { úú pour les chaînes nucléiques) qui appa-
raissent dans les deux chaînes.
– L’étape 2 essaie d’étendre chaque graine en admettant
un nombre limité d’erreurs de substitutions. Puisque
les insertions comme les délétions ne sont pas considé-
rées, l’extension est toujours le long de la même dia-
gonale. Seules les graines qui ont été étendues avec un
score suffisant sont conservées.
– L’étape 3 calcule la matrice de programmation dyna-
mique seulement au voisinage des graines conservées.
La taille ú%ú est un compromis entre sensibilité et effica-
cité : plus la taille ü est petite et plus les graines sont
nombreuses, d’où une bonne sensibilité. Cependant, un
nombre trop élevé de graines sélectionnées à l’étape 1 ra-
lentit l’étape 2.
3.3.2 Améliorations des heuristiques
Des techniques à l’aide de graines espacées améliorent la
sensibilité des heuristiques d’alignement pour une tailleü donnée.
L’idée consiste à ne plus rechercher des mots contigus
dans un texte mais plutôt des mots dits espacés. Par
exemple si l’on recherche les mots de deux lettres avec un
espacement d’une lettre, nous obtenons sur le texte
 ¡¤ý A¡a¡




FIG. 27 – Les 3 étapes de BLAST. 1. Localisation des
graines (noir). 2. Extension des graines en acceptant
quelques substitutions (gris). La majorité des graines ne
sont pas conservées. 3. Calcul de la matrice au voisinage
d’un tout petit nombre de séquences (gris clair). Ici seule




. La graine possède alors un symbole donné parÿ /ÿ
pour représenter ces mots : le symbole
ÿ
représente
la position d’une lettre considérée tandis que le symbole 
est synonyme de joker. Bien entendu des symboles plus






















ne sera pas détecté comme étant similaire à
 ¡$ ¡a¡
(aucun mot espacé commun selon le symbole
ÿ /ÿ /ÿ>ÿ
).
Afin d’améliorer les méthodes d’alignement, l’idée





} qui soient plus efficaces que les
simples mots composés uniquement sur l’alphabet {
ÿ
}.
En effet une graine espacée, si elle est bien conçue, a plus
de chances d’avoir au moins une occurrence dans un ali-
gnement significatif qu’une graine contiguë, et ce pour le
même nombre ü de lettres.
Le choix des symboles des graines a
d’abord été fait de manière purement aléa-
toire [Califano et Rigoutsos, 1993, Buhler, 2002].
Des auteurs ont proposé un pré-calcul pour sélection-
ner les symboles de graines les plus efficaces sur des
modèles d’alignement. Les meilleures graines sont
celles qui détectent soit le plus d’alignements pos-
sibles [Ma et al., 2002], soit tous les alignements d’une
taille minimale donnée et avec un nombre maximum de
substitutions donné [Burkhardt et Kärkkäinen, 2001].
Ce choix induit des particularités dans la forme
des graines. Ainsi des graines comme par exempleÿ>ÿ>ÿ   /ÿ /ÿ /ÿ>ÿ /ÿÿ
détectent un maximum d’aligne-
ments d’une distribution donnée sans pour autant les dé-
tecter tous : leurs symboles semblent plutôt aléatoires et
peu corrélés. La probabilité de détection d’alignements
dépend de la similarité des séquences (figure 28).
Au contraire, des graines destinées à trouver tous les ali-
gnements d’un taille minimale donnée avec un nombre
d’erreurs maximal fixé ont souvent un symbole régu-
lier et donc corrélé. Par exemple, la graine de symboleÿ>ÿ>ÿ [ÿ  /ÿ>ÿÿ /ÿ  [ÿ>ÿÿ ÿ
est la seule graine possédant ú $
symboles
ÿ
capable de trouver tous les alignements d’un
taille minimale
$ d avec au plus deux erreurs de substi-
Requête nucléique (
x









TAB. 5 – Versions de BLAST. Alors que le programme blastn compare directement deux séquences nucléique, le pro-
gramme tblastx compare les traductions protéiques suivant les 6 phases de lecture.




Les graines espacées ont été étendues vers d’autres mo-
dèles comme les graines vecteurs [Brejova et al., 2003]
ou les graines sous-ensemble [Kucherov et al., 2004],














sensibilite de graines espacees/ graines contigues
   #########
   ###---#-#-##-##
FIG. 28 – Sensibilité de graines en fonction de la simila-
rité des deux séquences. Entre 50 et 80% de similarité, la
graine espacée est 10 à 20% plus sensible que la graine
contiguë.
3.3.3 Indexation des graines
La recherche des graines prend de
t ¸¹ à  ¸¹ des
temps de calcul de BLAST [Krishnamurthy et al., 2004,
Muriki et al., 2005]. Cette étape est en fait un problème
d’appartenance [Carter et al., 1978] : une graine prise à
une certaine position dans une des séquences appartient-
elle à l’ensemble des graines de la seconde séquence ?
La première solution est de conserver un tableau de tailleó xó D
et de marquer dans ce tableau toutes les

graines
d’une séquence. Typiquement, chaque case du tableau
contient un pointeur vers la position ou les positions où
la graine apparaît. Comme ce tableau peut vite devenir
grand, diverses méthodes de compression ont été propo-
sées [Chang, 2004].
La seconde solution est d’accepter quelques faux positifs
dans le problème d’appartenance, ceux-ci étant certaine-
ment éliminés aux étapes ultérieures. Les graines peuvent
donc être conservées dans une table de hachage de taille
(Figure 29), ce qui conduit à une probabilité de faux
positifs de  ñ  ô3{ ú  ñ ú  × ô Ù . On peut aussi utiliser
des techniques plus efficaces telles que les filtres Bloom
[Bloom, 1970]. L’interrogation d’une table de hachage de
taille 	 est remplacée par  interrogations dans une table
de taille

 	 , chaque interrogation ayant sa propre
fonction de hachage. La graine est supposée présente si
toutes les interrogations ont fonctionné. La probabilité de
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FIG. 29 – Tables de hachage (haut) et filtres Bloom (bas).
Durant la phase d’initialisation (a), des clés hachées cor-
respondant aux graines ãK× et ã y sont enregistrées dans la
table. Durant la phase de lecture (b), la graine ã & × { ã ×
est correctement reconnue. La phase de lecture peut oc-
casionner certains faux positifs : la graine ã &y est reconnue
alors qu’elle ne figurait pas dans les graines originales (c).
3.3.4 Accélérations matérielles
Le programme BLAST étant une référence pour les bio-
logistes, de nombreuses équipes tentent de l’accélérer.
La décomposition en 3 étapes est peu souvent remise
en question, et on oublie alors que l’algorithme uti-
lisé par BLAST est lui-même une heuristique initiale-
ment destinée à accélérer les traitements. On peut ci-
ter une implémentation sur cluster de PC, mpiBLAST
[Darling et al., 2003], ainsi que plusieurs architectures
matérielles qui utilisent une heuristique à base de graines
[Singh et al., 1993, Chang, 2004, Muriki et al., 2005].
La phase d’indexation des graines est particulièrement
intéressante à paralléliser, notamment pour les filtres
Bloom qui calculent différentes fonctions de hachage
simultanément. En répliquant la table de hachage, on
peut faire des accès concurrents, et certaines mémoires
disponibles (comme les BRAMs de Xilinx) permettent
un double accès par cycle [Dharmapurikar et al., 2004,
Krishnamurthy et al., 2004].
D’autres projets ne suivent pas exactement les étapes
de Blast. On peut citer une heuristique à base de
graines similaire à l’étape 2 de Blast sur la plate-
forme Rdisk [Guyetant, 2004, Lavenier et al., 2003],
ainsi que l’approche de Gardner-Stephen et Kn-
woles qui ont développé conjointement un nou-
vel algorithme, DASH, et une plateforme FPGA
pour l’exécuter [Gardner-Stephen et Knowles, 2004,
Knowles et Gardner-Stephen, 2004].
3.4 Autres implémentations
Nous évoquons ici l’implémentation des autres modélisa-
tions présentées en parties 2.3 et 2.3. Profils, expressions
régulières, et automates se simulent exhaustivement en
logiciel : ces calculs vont fortement s’accélérer sur des
architectures spécialisées.
3.4.1 Profils et modèles
Parmi les outils logiciels qui recherchent des expres-
sions rationnelles, on peut citer agrep qui utilise le
parallélisme au niveau du bit pour chercher des mo-
tifs à l’intérieur de longs fichiers [Wu et Manber, 1992].
Ce programme recherche des expressions rationnelles,
mais il est possible de tolérer jusqu’à quatre er-
reurs. D’autres programmes sont plus spécifique-
ment utilisés en biologie tels que ScanPROSITE
[Gattiker et al., 2002], PATTINPROT [PATTINPROT, ]
ou PATTERNp [Cockwell et Giles, 1989]. Certains per-
mettent d’effectuer des recherches avec erreurs tout en se
limitant à des syntaxes de type PROSITE qui sont loin
d’utiliser les possibilités des langages rationnels.
Les profils consensus peuvent être aisément réalisés en
FPGA avec un score circulant à travers un réseau de
cellules. Hughey a proposé en 1993 une implémenta-
tion des modèles de Markov utilisant une grille de pro-
cesseurs [Hughey, 1993]. Mosanya et Sanchez ont réa-
lisé sur FPGA un modèle similaire (profil généralisé)
avec un réseau systolique utilisant de l’arithmétique en-
ligne [Mosanya et Sanchez, 1999]. Une autre architecture
FPGA fut présentée par Gupta en 2004 [Gupta, 2004].
3.4.2 Automates
Pour simuler un automate fini à # états et " transitions sur
un mot de longueur

, on peut commencer par le détermi-
niser, ce qui risque de produire un nombre d’états expo-
nentiel. D’autres méthodes, directes, utilisent un vecteur
de taille # et aboutissent à une complexité en § l # y  n
ou § ñ " Vô . Quant aux automates pondérés, une simula-
tion directe est nécessaire car ils ne sont pas tous déter-
minisables [Buchsbaum et al., 2001]. Mark G. Eramian a
proposé un algorithme [Eramian, 2002] résolvant le pro-
blème en temps § ñ " Vô .
Les recherches de motifs par automates s’accélèrent for-
tement sur FPGA, notamment parce qu’il est possible
de réaliser directement le non-déterminisme. On cal-
cule simultanément toutes les transitions et les états
d’un automate fini ou pondéré avec un encodage li-
néaire, c’est-à-dire une matérialisation dans laquelle
une cellule matérielle correspond à chaque état (fi-



















FIG. 30 – Encodage linéaire pour l’automate pondéré ê y
(figure 15). Chaque état est matérialisé par un registre à (
bits, et chaque transition est une fonction @ d  úBA suivie
d’un additionneur.
ainsi implémentés sur des architectures reconfigurables
[Sidhu et Prasanna, 2001, Giraud et Lavenier, 2004].
3.4.3 Motifs algébriques et autres
Lorsque le motif est défini par une grammaire algébrique
quelconque, on peut utiliser directement un automate à
pile [Hopcroft et Ullman, 1969], mais à notre connais-
sance cela n’a jamais été réalisé pour de vraies appli-
cations, en logiciel ou matériel. Une architecture FPGA
pour une recherche de grammaires algébriques a été pro-
posée dans la thèse de Ciressan [Ciressan, 2002], mais il
n’y a pas encore eu d’implémentation FPGA de recherche
de motifs algébriques dans des séquences biologiques. En
effet, la recherche des motifs algébriques est quadratique
par rapport à la taille des séquences et peut concerner des
dépendances arbitrairement espacées (tableau 3) : un re-
connaisseur générique peut être difficilement efficace.
Un certain nombre de travaux se sont donc concen-
trés sur quelques structures non régulières telles que
les répétitions ou les palindromes. Ces structures
peuvent être facilement détectées logiciellement (par
exemple par des arbres des suffixes) ou matériellement
par des réseaux systoliques [Kung et Leiserson, 1980,
Quinton et Robert, 1989]. Conti a proposé une implé-
mentation sur FPGA qui tolère les erreurs de substitution
[Conti et al., 2004].
Une approche plus générique a été formalisée par les
grammaires SVG (string variable grammars) définies par
Searls et qui ont une expressivité située entre les gram-
maires algébriques et les grammaires indexées. Une im-
plémentation des SVG, GenLang, utilise Prolog pour ex-
plorer les dérivations possibles à partir des règles de la
grammaire [Searls, 1993b].
4 CONCLUSIONS ET PERSPECTIVES
Rechercher un motif signifie retrouver dans de nouvelles
séquences des facteurs appartenant à un langage connu.
Dans sa forme la plus simple, un motif est un simple mot,
mais il peut être un ensemble de mots, ensemble généré
par des opérations d’édition à partir d’un mot initial ou
directement par un modèle dont la construction regroupe
plusieurs séquences.
Les structures de données indexant les banques de don-
nées sont efficaces pour les problèmes exacts. Lorsqu’on
recherche un motif avec des erreurs d’édition, ou cherche
des similarités entre deux séquences et cela demande
de calculer une matrice de programmation dynamique.
Grâce aux heuristiques à base de graines, il est possible
de ne pas calculer toute la matrice.
Les modélisations plus complexes, notamment celles in-
cluant des motifs algébriques, sont encore peu utilisées
et difficiles à implémenter. Bien que les langages algé-
briques ou plus complexes sont indispensables pour mo-
déliser correctement certaines structures présentes dans
les séquences, ils rendent la recherche de motifs délicate.
Une perspective actuelle de recherche est de combiner
les différentes approches en utilisant des motifs relative-
ment simples à rechercher, par exemple par automates,
auxquels on ajoute certaines structures plus complexes.
Appliquées à de grandes banques de données, les re-
cherches de motifs couplent des défis algorithmiques (par
exemple sur les méthodes d’indexation) et calculatoires
(structures de données compactes, parallélisme au niveau
du bit, architectures reconfigurables et machines spécia-
lisées). Leurs applications ne se limitent pas à la bioin-
formatique mais s’étendent à l’image, la voix, et aux ré-
seaux.
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A CIRCUITS RECONFIGURABLES FPGA
Les circuits reconfigurables FPGA (matrice de portes
programmables, Field Programmable Gate Array) per-
mettent d’exploiter un parallélisme fort à certaines appli-
cations comme les recherches de similarités, de motifs
ou de modèles sur des grandes banques de données. Ces
circuits sont un intermédiaire entre les microprocesseurs
conventionnels (architectures de Von Neumann) dont le
circuit est figé et les technologies ASIC (Application Spe-
cific Integrated Circuit) où on réalise un processeur par
application.
Un circuit FPGA est un tableau de cellules, les tables
de scrutation (Look-Up Tables, LUTs) avec une intercon-
nexion flexible (figure 31). Chaque LUT est une mémoire
à
$ Ù bits qui, configurée, calcule n’importe quelle fonc-
tion @ £ úCA (  entrées binaires, 1 sortie binaire). Cette
LUT est souvent reliée à un registre à 1 bit, l’ensemble
étant appelé une cellule logique. Les FPGAs en vente en
2005 peuvent avoir jusqu’à 200 000 LUTs.
Il est possible de câbler n’importe quelle fonction ou al-
gorithme en quelques millisecondes sur un tel support re-
configurable dès qu’il y a assez de cellules logiques et
de réseau d’interconnexion. Comparé à une architecture
conventionnelle, il est possible de paralléliser beaucoup
d’opérateurs et ainsi de gagner en efficacité. Comparé à
un ASIC dont le circuit est définitivement fixé, un circuit
FGPA est programmable.
La gamme des Spartan 3-E de Xilinx est un exemple de
FPGA à bas coût en 2005. Ces FPGAs contiennent jus-
qu’à plus de 30 000 LUTs de 16 bits pouvant réaliser
n’importe quelle fonction @Q¹  úBA .
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FIG. 31 – Structure simplifiée de la logique reconfigu-
rable d’un FPGA. À gauche, vue d’ensemble. À droite,
détail d’une table de scrutation à 16 bits qui calcule une
fonction @¹  úCA et dispose d’un bit de mémorisation.
