Given data y and k covariates x the problem is to decide which covariates to include when approximating y by a linear function of the covariates. The decision is based on replacing subsets of the covariates by i.i.d. normal random variables and comparing the error with that obtained by retaining the subsets. If the two errors are not significantly different for a particular subset it is concluded that the covariates in this subset are no better than random noise and they are not included in the linear approximation to y.
Introduction

Notation
Consider n measurements y n = (y 1 , . . . , y n ) t of a variable y and for each y i concomitant measurements of k covariables x j , j = 1, . . . , k, given by x i· = (x i1 , . . . , x ik ) t forming an n × k matrix x n with jth column x ·j . A subset of the covariates will be denoted by a row vector e = (e 1 , . . . , e k ) with e j ∈ {0, 1} whereby e j = 1 means that the jth covariate is included. A model e will be encoded as k j=1 e j 2 j−1 . The subset consisting of all covariates will be denoted by e f . Given an e with k j=1 e j = k(e) the n × k(e) matrix with columns corresponding to those covariates with e j = 1 will be denoted by x n (e) with x i· (e), x ·j (e) and x(e) having the corresponding interpretations. The empirical measure of the data will be denoted by P n P n = P n ((y n , x n )) = 1 n
with the corresponding definition of P n,e for any subset e. The L 1 and L 2 norms will be denoted by 1 and 2 respectively.
The problem
The problem to decide which if any of the covariates x j influence the value of y. There are many proposals for doing this. Some such as AIC (Akaike (1973 (Akaike ( , 1974 (Akaike ( , 1981 ) or BIC (Schwarz (1978) ) require an explicit model such as
where x t = (x 1 , . . . , x k ), β = (β 1 , . . . , β k ) t and the errors ε are random variables with an explicit distribution. Others such as Lasso (Tibshirani (1996) )
may or may not require an explicit model to determine the choice of the smoothing parameter λ.
The following is based on a simple idea. Let s 2 denotes the least sum of squares based on all covariates and for a given subset let S 2 e denote the least sum of squares when all the covariates with e j = 0 are replaced by i.i.d. N (0, 1) random variables. If s 2 is not significantly small than S 2 e the conclusion is that the omitted covariates are no better than random noise. To define 'significantly' the process is repeated a large number of times. For a given α, α = 0.95 for example, s 2 is significantly smaller the S 2 e if in at least 100α% the simulations s 2 ≤ S 2 e . The P-value p e is the proportion of simulations for which S 2 e < s 2 , so that the excluded covariates are significantly better than random noise if p e ≤ 1 − α. A small values of p e indicates that at least some of the omitted covariates are relevant. A large value of p e indicates that in toto the omitted covariates are no better than random noise.
The method is not restricted to least squares regression. It can be equally well applied to L 1 regression or more generally to any measure of discrepancy d(y n , x n ).
As an example consider the stack loss data of Brownlee (1960) . It is one of the data sets provided by R Core Team (2013) and is used in Koenker (2010) .
There are 21 observations with one dependent variable 'Stack.Loss' and the three covariates 'Air.Flow', 'Water.Temp' and 'Acid.Conc' labelled from one to three. In the following the intercept will always be included. There are eight possible models. The results of an L 1 regression for the stack loss data are given in Table 1 . The total computing time was 102 seconds using Koenker (2010) . The only subset with a large P -value is the subset encoded as 3 which corresponds to e = (1, 1, 0). subset 0 1 2 3 4 5 6 7 P -value 0.000 0.015 0.000 0.231 0.000 0.007 0.000 1.000 Table 1 : Encoded subsets and P -values for the stack loss data based on 5000 simulations.
Non-significance regions
Given a subset e of covariates the best linear approximation to the variable y n in the L 1 norm is
where β 1,n (e) = argmin β(e) y n − x n (e)β(e) 1 .
A single value is not sufficient to answer many questions of interest which require a range of plausible values. In frequentist statistics such a range is provided by a confidence region. This option is not available in the present context as a confidence region assumes that there is a 'true' value to be covered. The confidence region will be replaced by a non-significance region whose construction will be illustrated for the median.
Given data y n the median minimizes
A value m will be considered as not being significantly different from the median
is of the order attainable by a random perturbation of the y-values. More precisely if
The set of values m which satisfy (6) can be determined by simulations. For the y n of the stack loss data the 0.95-non-significance region is [11.86, 18.71] which can be compared with the 0.95-confidence region [11, 18] based on the order statistics. For any m the P-value p(m) is defined as
2 Choice of functional
The procedure expounded in the previous section makes no use of a model of the form (2). It solely based on the approximation of y n by a linear combination of the covariates as measured in the L 1 and L 2 norms. There is no mention of an error term. It therefore makes little sense to describe the procedure as one of model sense. It makes more sense to interpret it as one of functional choice. There does not seem to be any immediate connection with 'wrong model' approaches as in Berk et al. (2013) and Lindsay and Liu (2009) .
For a given subset e the L 1 function T 1,e is defined by T 1,e (P n ) = argmin β(e) |y − x(e) t β(e)| dP n (y, x(e)) = argmin β(e) y n − x n (e)β(e) 1
with the corresponding definition of the L 2 functional T 2,e (P n ) = argmin β(e) (y − x(e) t β(e)) 2 dP n (y, x(e)) = argmin β(e) y n − x n (e)β(e) 2 .
More generally an M -functional T ρ,e can be defined as
case for the default choice in this paper namely the Huber ρ-function defined by
where c is a tuning constant. The functional can be calculated using the iterative scheme described in Chapter 7.8.2 of Huber and Ronchetti (2009) .
For reasons of equivariance (10) contains a scale parameter σ n which may be external or part of the definition of T ρ (see Chapter 7.8 of Huber and Ronchetti (2009) ). The default choice in this paper is the Median Absolute Deviation of the residuals from an L 1 fit:
One use of M -functionals is to protect against outlying y-values. The choice (12) preserves this property.
L 1 regression
The best linear fit based on all covariates is determined by
with mean sum of absolute deviations
Let Z n be a n × k matrix with elements Z ij which are i.i.d. N (0, 1). Given e replace the covariates with e j = 0 by the Z ij , that is, put W i,j (e) = x i,j if e j = 1 and W ij (e) = Z ij if e j = 0. Denote the relevant matrices by W n (e) and Z n (e c ) and the empirical measure byP n,e . The best linear fit based on these covariates is determined T 1,e f (P n,e ) =β 1,n (e) = argmin β y n − W n (e)β 1
The quantity S 1,n (e) is a random variable. The P -value p n (e) is defined by p n (e) = P (S 1,n (e) ≤ s 1,n (e f )) .
There is no explicit expression for the P -values in the case of L 1 regression.
They must be calculated using simulations as in Table 1 . This results in four of the P -values being zero and so no comparison between them. A comparison can be obtained as follows. Simulate the distribution of
where
and then approximate it by a Γ-distribution with the shape and scale parameters
sh(e) and sc(e) estimated from the simulations asŝh(e) andŝc(e) respectively.
The resulting estimated P -values are given bŷ
The results for the stack loss data are given in Table 2 and may be compared with the P -values of Table 1. functional 0 1 2 3 4 5 6 7 P -value 1.93e-7 1.41e-2 4.90e-4 2.32e-1 5.02e-9 7.43e-3 2.57e-4 1.00 Table 2 : Encoded L 1 -functionals and P -values for the stack loss data based on 1000 simulations using the Γ-approximation (20), Small P -values indicate that covariables have been omitted which have a significant effect on the dependent variable. This excludes the functionals encoded as 0, 1, 2, 4, 5, 6 although the functional encoded as 1 could possible be retained. The functional 3 with P -value 0.232 omits the covariable Acid.Conc.
As the functional 7 differs from 3 only through the inclusion of Acid.Conc the conclusion is that it contains a covariate which is little better than random noise. Thus an analysis of the P -values leads to the choice of the functional 3.
The interpretation of P -values and the choice of functional will be considered in greater detail in Sections 2.5 and 2.6 respectively.
The second running example is the low birth weight data of Hosmer and Lemeshow (1989) with n = 189 and k = 9. The dependent variable is the weight of the child at birth. The nine covariates range from the weight and age of the mother to hypertension and indicators of race. There are in all 512 different functionals.
In the context of model choice it is considered in Claeskens and Hjort (2003) .
For this data set the computing time using 1000 simulations is about 50
minutes. This can be reduced by a factor of about ten by approximating the modulus function |x| by the Huber ρ-function (11) with a small value of the tuning constant c, for example c = 0.01 (see Section 2.2). Care must be taken in interpreting the decrease in computing time as the L 1 -functional was calculated using package Koenker (2010) whereas the program for the M -functional was written entirely in Fortran using the algorithm given in Chapter 7.8 of Huber and Ronchetti (2009) (see also Dutter (1977b) and Dutter (1977a) ) and the pseudo-random number generator ran2 (see Press et al. (2003) ). A pure Fortran program for the L 1 -functional may be much faster (see Koenker and Portnoy (1997) ).
M-regression functionals
The M -functionals can be treated in the same manner as the L 1 functional but with the added advantage that for large values of the tuning constant c in (11) there exist asymptotic approximations for the P -values. On writing
a second order Taylor expansion gives
where ρ (1) and ρ (2) are first and second derivatives of ρ respectively, r i (e) = y i − x i· (e) t β(e) and χ 2 k−k(e) is a chi-squared random variable with k − k(e) degrees of freedom. The inequality S ρ,n (e) ≤ s ρ,n (e f ) is asymptotically equivalent to
with asymptotic P -value
As the tuning constant c tends to zero the terms ρ The results for the stack loss data with c = 1.5 are given in Table 3 and may be compared with those given in Table 1 P -value 3.19e-7 1.23e-2 4.40e-4 3.03e-1 3.79e-8 5.74e-3 3.59e-5 1.00 P -value 1.89e-6 9.96e-3 1.81e-3 2.33e-1 4.63e-11 2.67e-3 6.66e-5 1.00 
Least squares regression
The L 2 -regression functionals are a special case of the M -functionals for a sufficiently large tuning constant c. The P -values can either be estimated directly using simulations or using the Γ-approximation (20) or using the asymptotic approximation (29) which takes the form
If a lower bound α is given for p n (e) then (30) is asymptotically equivalent to the F -test in the linear regression model for testing the null hypothesis that the coefficients of the covariates not included are zero.
The P -values for the stack loss data are given in Table 4.   functional  0  1  2  3  4  5  6  7 P -value 0.000 0.011 0.000 0.427 0.000 0.005 0.000 1.000 P -value 1.89e-4 1.07e-2 1.28e-4 4.35e-1 2.80e-5 4.42e-3 4.24e-4 1.00 P -value 2.53e-4 1.51e-2 1.04e-4 3.11e-1 8.14e-5 4.69e-3 2.20e-4 1.00 
Non-linear regression
The ideas can be applied mutatis mutandis to non-linear regression
with corresponding definitions for T nl,ρ,e and T nl,2,e . The computational cost is much higher so that only small values of k are possible.
Lower bounds for P -values
In contrast to AIC and BIC the P -values do not order the different functionals.
One possibility it to choose a cut-off value p 0 (n, k) for p n (e) and consider only those functionals T e with p n (e) ≥ p 0 (n, k). A possible value for p 0 (n, k) can be obtained by considering the size of the P -values when all covariates are noise,
x n =Z n . For each such x n =Z n the minimum value of p n (e) over all e can be calculated and then simulated for differentZ n . The α quantile with for example α = 0.05 can then be taken as the value of p 0 (n, k) = p 0 (n, k, α). Table 5 .
The computational time for the low birth weight data with k = 9 was considerably higher. The time required for 1000 simulations for the minimum values of the p n (e) each of which was also based on 500 simulations was 34 hours. The results using the Γ-approximation (20) are given in the second line of Table 5 . Table 5 : The P -values p 0 (n, k, α) for the L 1 -and L 2 -functionals.
which allow simulations for larger values of k. The computational load can be further reduced as follows. Without loss of generality suppose y n 2 = 1. As all the x n =Z n are standard Gaussian white noise random variables it follows for the L 2 -functionals
where e c = j e c j and each e c j has only one element not equal to zero. Furthermore the Z n (e c j ) t y n are independent N (0, 1) random variables. This yields the asymptotic approximatioñ
where the χ 2 1 (j), j = 1, . . . , k are independent χ 2 random variables with one degree of freedom. Taking the minimum over e, simulating sets of χ 2 random variables and then taking the α quantile gives a valuep 0 (k, α). It is only necessary to perform the simulations one for each value of k. Thep 0 (k, α) can be approximated bỹ
for α < 0.5 (see Chapter 2.9 of Davies (2014)) and can be used in place of the p 0 (n, k, α). For k = 17 the time required on a standard laptop was 7 hours 42 minutes. As an examplẽ p 0 (9, 0.01) = 0.00028,p 0 (9, 0.05) = 0.0025,p 0 (9, 0.10) = 0.0059 .
The results compare well with those based on simulations as given in Table 5 and their computing costs are essentially zero. This suggests that they can be used as guidelines when simulations are too expensive.
Choosing functionals
In view of the interpretation of the P -value of a functional the first step is to decide on a cut-off value p 0 and then restrict consideration to those functionals T e with p n (e) > p 0 . A possible choice of p 0 is p 0 = p 0 (n, k, α) and this will be done below. The choice may be further restricted by requiring that for each such e and for all e ′ with e ′ < e pointwise all the omitted covariates are relevant with respect to e. More precisely p n (e ′ , e) < p 0 (n, k(e), α) for all e ′ < e where p n (e ′ , e)
is the P -value of e ′ calculated with respect to the covariates x(e). A final choice may be made by choosing that functional T e with the highest p n (e)-value.
The results of applying the above strategy to the stack loss data with the L 1 -norm are as follows. Taking the cut-off value to be p 0 (21, 3, 0.01) = 0.00368 (based on Table 5 ) the first step results in the functionals based on e 1 = (1, 0, 0), as 308 has the highest P -value equal to 0.321.
The strategy described above 'guarantees' that all included covariates are relevant. If it is more important not to exclude covariates which may have an influence at the possible cost of including some irrelevant covariates the this may be done by increasing the value of α in p 0 (n, k, α) or by simply specifying some cut-off level p 0 judged to be appropriate.
Although AIC and BIC list the models in order of preference they give no indication as to whether any of the models under consideration is an adequate approximation to the data or not. Presumably this is the responsibility of the user before applying the criterion. The first ten models for the birth weight data based on BIC are encoded as 308, 310, 436, 438, 294, 292, 182, 316, 422, 309 .
The functionals obtained using This shows that models may be high in the BIC list although they contain variables which are not significantly better than random noise. This can be made more explicit by replacing the all covariates by random noise and using simulations to determine how often a model containing a random noise covariate is first on the BIC list. This was simulated 500 times with the weight of the child as the dependent variable. This happened in 43% of the cases. With α = 0.1 the P -value strategy is calibrated to do this in 100α% = 10% of the cases. The simulations resulted in 9%.
3 Non-Significance regions
The median and M-functionals
The 0.95-non-significance region for the median of the stack loss data was defined and calculated in Section 1.3 with the result [11.86, 18.71] . In general the α-nonsignificance region is defined by y n is N S(y n , med, α)
and the Z i are standard Gaussian white noise.
The non-significance region (36) can be calculated as follows. Put
and note that f (med(y n ), α, y n ) ≥ 0. Now determine an order statistic y (nl) with nl = qbinom((1 − β)/2, n, 0.5)) for a suitably large β such that f (y (nl) , α, y n ) < 0. Interval bisection combined with simulations can now be used to find an approximate solution m lb of f (m, α, y n ) = 0. This gives a lower bound and the same process can be used to get an upper bound m ub to give N S(y n , med,
Non-significance regions for M -functionals T ρ are defined analogously by replacing (36) by
where qrho(α, m, y n ) is the α-quantile of
the Z i are standard Gaussian white noise and σ n is a scale functional whose default value in this situation is (12).
For smooth functions ρ an asymptotic expression for the non-significance region is available. Let ρ (1) and ρ (2) denote the first and second derivative of ρ.
A Taylor series expansion results in
asymptotic variance of an M -location functional: the non-significance region (41) is the corresponding α-confidence region for the 'unknown' T ρ (P ). In the special case ρ(u) = u 2 /2 (41) is the asymptotic α-confidence region for the mean based on Gaussian errors.
L 1 regression
The idea carries over to the L 1 regression functional. For any β put
and denote the α-quantile of Γ(y n , x, β, Z n ) by q1(α, β, y n , x n ). An α-nonsignificance region is then defined as
where β 1,n = T 1 (P n ).
As it stands the non-significance region is difficult to calculate as it requires a grid of values for the possible values of β and the values of q1(α, β, y n , x n ) have to be estimated using simulations. If the quantiles are largely independent of the β-values then q1(α, β 1 , y n , x n ) can be used with a large reduction in computation. Section 3.5 contains some asymptotics which suggest that the independence may hold for large sample sizes n. The defining inequality in (44) will still have to be checked over a grid of values.
Most software packages provide only confidence regions for the individual components of β. Corresponding component wise non-significance regions can be defined with a large reduction in the computational overload. For the first component β 1 of T 1 (P n ) the α-non-significance region is given by
where q1(α, β 1 , y n , x n ) is the α-quantile of
The non-significance intervals of the stack loss data and for comparison the 0.95-confidence intervals are given in 
M-regression functionals
Non-significance regions for M -regression functionals are defined in the same manner as for L 1 regression. Just as in Section 2.2 the computational burden can be reduced for large n by using the asymptotic expressions. These result in
where β ρ = T ρ (P n ). This can be further simplified to
Least squares regression
The method goes through for the least squares functional with the advantage that explicit expressions are available. The result corresponding to (47) is
which is the same as
where β 2,n = T 2 (P n ). The region is asymptotically equivalent to a standard α-confidence region for the 'true' parameter value.
Covering properties
The concept of a non-significance region makes no mention of a model or true values. Nevertheless there are situations where a model and its parameters are well founded and relate to well-defined properties of the real world. In such cases there is an interest in specifying a region which includes the real world value with the required frequency in repeated measurements. It has to be kept in mind however that covering true parameter values in simulations is not the same as covering the corresponding real values for real data (see Chapter 5.5 of Davies (2014 ), Stigler (1977 , Chapter 8.1 of Hampel et al. (1986) , Kunsch et al. (1993) ).
Given this there is an interest in the covering properties of non-significance regions. Table 7 gives the frequencies with which the non-significance intervals Table 7 : Covering frequencies and average interval lengths based on 1000 simulations for the median for the 0.95-non-significance intervals as defined by (36) and (37) with Z = N (0, 1) and the 0.95-confidence intervals based on the ranks.
For each sample size the first column gives the covering frequency and the second the average interval length.
an integer it is by [⌈ℓ⌉, ⌊u⌋] . If it does not contain an integer it is replaced by [⌊ℓ⌋, ⌈u⌉] . The covering frequencies and lengths refer to this modified interval.
In this well defined situation Table 7 indicates that the 0.95-non-significance intervals also have covering probabilities of about 0.95. The finite sample behaviour seems to be better than that of the ranks procedure. Both methods have approximately the correct covering frequencies but the lengths of the nonsignificance intervals are uniformly smaller than the lengths of the confidence intervals.
There is some theoretical explanation as to why the non-significance regions |Y j − ν − bZ j | is, with large probability, minimized by putting b = 0. In other words the 0.95-non-significance interval is simply [ν, ν] with a covering probability tending to one. This is illustrated by the Poisson distribution in Table 7 .
Suppose that the Y j are continuous random variables with median 0 and a density f which is continuous at 0 with f (0) > 0. Then the approximation
holds (see the Appendix for a heuristic proof) and minimizing over b gives
Moreover the same proof gives
from which the asymptotic α-non-significance interval
as defined in (36) and (37) follows. This latter interval is the same as the asymptotic confidence interval based on the median. Just as for the inverse rank method it does not require an estimate of f (0).
L 1 linear regression can be treated in the same manner. Corresponding to (51) one has
Applying this to the L 1 regression functional gives
where Q n = 1 n x t n x n . From this the asymptotic α-non-significance region
follows. It is the same as the α-confidence region based on the L 1 regression estimate β 1 , see for example Zhou and Portnoy (1996) . Table 8 Table 8 : Covering frequencies and average interval lengths for data generated according to (58) with different distributions for the error term: α = 0.95.
Finally, in the case of non-linear L 1 regression the asymptotic α-non-significance is, under suitable regularity conditions, given by
and
Choice of noise
It is possible to use random variables other than Gaussian. As an example the 0.95-non-significance intervals for the median of the stack loss data us-ing N (0, 1), ±1, U (−1, 1), ±beta(5, 5) and the standard Cauchy distribution are (11.88, 18.63), (11.86, 18.25) (11.83, 18.16), (11.93, 18.21), (11.83, 18.16 ) and (11.00, 18.56) respectively. It is clear that the results depend on the choice of noise to some extent but that at least in this example the dependence is weak.
Given the advantages of Gaussian noise are the easily available asymptotic expressions such (29) it would seem to be the default choice of noise.
Other possibilities are to make the noise dependent on the size of the covariates as in W ij = x ij Z ij or to randomly permute the covariates (see Anderson and Robinson (2001) , Klingbiel (2009) ).
Appendix
where the ε i are symmetric, i.i.d. random variables with a continuously differentiable density at u = 0 with f (0) > 0. The U i· are k dimensional random variables U i· = (U i,1 , . . . , U i,k ) t where the U ij are symmetric i.i.d. random variable with unit variance. The sum (60) may be decomposed as
The random variables
