Existence of maximal and minimal solutions are proved for the first order singular systems with boundary conditions by combining the method of upper and lower solutions and the monotone iterative technique.
INTRODUCTION
It is well known [4] that by combining the method of upper and lower solutions with monotone iterative techniques, one can prove the existence of extremal solutions on nonlinear problems in a closed set, namely, the sector defined by means of the upper and lower solutions.
Recently the result has been extended [6] to singular systems with initial conditions since singular systems do occur in many physical applications. In this paper, we extend this result to singular systems with boundary conditions. This is achieved by developing the necessary comparison result. The crucial part is the consistency condition. An example is given to illustrate that such a condition is attainable.
PRELIMINARY RESULTS
Consider the boundary value problem ( [2] that the solution of (1.2) is given by x(t) = e'-*"c'q+ e'-C fe'-(s) ds
where q is any vector satisfying the consistency condition. 
That is, v0,w 0 are lower and upper solutions of the boundary value problem (1.1).
(A2) There exists a matrix M IR nxn such that Hence z(t)<_ 0 on J. Consequently, Pz(t)< 0 orp(t)_< 0 on J. Using standard arguments it is easy to prove that nli** v n = p(t) and n** Wn = 7/(t) uniformly and monotonically on J. It is also easy to show that p(t) and (t) are solutions of (1. To prove that p, 7'are the minimal and maximal solutions of (1.1), it is enough to show that if x(t) is any solution of (1.1) such that v 0 _< x < w 0 on J, then v 0 < p _< x < 7'< w 0 on J.
To do this, suppose that for some n, v n <_ x < w n on J. It is to be noted in this special case that it suffices iff C[J x In, Rn]. Now (2.4) can be used to develop the monotone method and show the existence of extremal solutions of (1.1) when a = b = 0.
