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Abstract
This thesis investigates the query evaluation problem for fixed queries over fully dy-
namic databases, where tuples can be inserted or deleted. The task is to design a
dynamic algorithm that immediately reports the new result of a fixed query after
every database update.
In particular, the goal is to construct a data structure that allows to support the
following scenario: after every database update, the data structure can be updated in
constant time such that afterwards we are able to test within constant time for a given
tuple whether or not it belongs to the query result (the testing routine), to output the
number of tuples in the query result (the counting routine), to enumerate all tuples
in the new query result (the enumeration routine), and to enumerate the difference
between the old and the new query result with constant delay (the difference routine).
The preprocessing time needed to build the data structure is linear in the size of the
database.
In the first part of this thesis, conjunctive queries on arbitrary relational databases
are considered. The notion of q-hierarchical conjunctive queries is introduced and it
is shown that the result of each such query on a dynamic database can be maintained
efficiently in the sense described above. Moreover, this notion is extended to aggregate
queries for which we can also maintain the query result under updates. Furthermore,
it is shown that the preparation of learning a polynomial regression function can be
done in constant time if the training data are taken (and maintained under updates)
from the query result of a q-hierarchical query. For the testing problem, the notion of
t-hierarchical conjunctive queries, a more expressive query language, is considered and
it is shown that such queries can be maintained efficiently and allow to test whether or
not a given tuple belongs to the result set. It turns out that if one allows logarithmic
update time in the size of the database (and n log(n) preprocessing time as well), then
the data structure for q-hierarchical queries additionally supports the following routine:
upon input of a natural number j, output the jth tuple that will be enumerated by
the enumeration routine. Furthermore, the notion of q-hierarchical and t-hierarchical
conjunctive queries is , ifed to unions of conjunctive queries (UCQs) and it is shown
that there is a data structure that can be maintained under updates, supports the
enumeration routine and the testing routine, and a subset of q-hierarchical UCQs is
considered for which one can output the jth solution of a enumeration.
In the second part of this thesis, queries in first-order logic (FO) and its extension
with modulo-counting quantifiers (FO+MOD) are considered, and it is shown that
they can be efficiently evaluated under updates, provided that the dynamic database
does not exceed a certain degree bound, and the counting, testing, enumeration and
difference routines is supported.
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Zusammenfassung
In dieser Arbeit wird das dynamische Auswertungsproblem fu¨r feste Anfragen u¨ber dy-
namischen Datenbanken betrachtet, bei denen Tupel hinzugefu¨gt oder gelo¨scht werden
ko¨nnen. Die Aufgabe besteht darin, einen dynamischen Algorithmus zu konstruieren,
welcher unmittelbar nachdem die Datenbank aktualisiert wurde, eine Datenstruktur
aktualisiert, die das Resultat a¨ndert.
Daru¨ber hinaus soll die Datenstruktur in konstanter Zeit aktualisiert werden und
folgende Routinen unterstu¨tzen. Nach jeder Datenbankaktualisierung kann die Daten-
struktur in konstanter Zeit angepasst werden, so dass anschließend in konstanter Zeit
getestet werden kann, ob ein Tupel zur Ausgabemenge geho¨rt (die Test-Routine), die
Anzahl der Tupel in der Ausgabemenge in konstanter Zeit ausgeben werden kann (die
Anzahl-Routine), die Tupel aus der Ausgabemenge mit konstanter Taktung aufgeza¨hlt
werden kann (die Aufza¨hl-Routine), und der Unterschied zwischen der neuen und der
alten Ausgabemenge mit konstanter Taktung aufgeza¨hlt werden kann (die Unterschied-
Routine). Die Vorverarbeitungszeit um die Datenstruktur aufzubauen beno¨tigt lineare
Zeit in der Gro¨ße der Datenbank.
Im ersten Teil dieser Arbeit werden konjunktive Anfragen auf beliebigen relationalen
Datenbanken betrachtet. Die Idee der q-hierarchischen Anfragen wird eingefu¨hrt und
es wird gezeigt, dass das Resultat fu¨r jede q-hierarchische Anfrage auf dynamischen
Datenbanken effizient ausgewertet werden ko¨nnen in dem oben beschriebenen Szenario.
Daru¨ber hinaus wird dieses Szenario auf q-hierarchische Anfragen mit Aggregaten er-
weitert und es wird gezeigt, dass das gleiche Szenario ebenfalls effizient gelo¨st werden
kann. Außerdem wird gezeigt, dass das Lernen von polynomiellen Regressionsfunk-
tionen in konstanter Zeit vorbereitet werden kann, falls die Trainingsdaten aus dem
Anfrageergebnis einer q-hierarchischen Anfragen kommen und insbesondere in kon-
stanter Zeit aktualisiert werden ko¨nnen, wenn sich die Datenbank a¨ndert. Fu¨r die
Test-Routine betrachten wir die t-hierarchischen Anfragen, die ausdruckssta¨rker als
q-hierarchische Anfragen sind, fu¨r die wir die Test-Routine auf dynamische Daten-
banken auswerten ko¨nnen. Es stellt sich heraus, dass wenn man logarithmische Zeit in
den Aktualisierungen fu¨r q-hierarchische Anfragen zula¨sst (und insbesondere n log(n)
Vorverarbeitungszeit erha¨lt), man auch folgende Routine realisieren kann: Bei Eingabe
einer natu¨rlichen Zahl j, gib das jte Tupel von dem Aufza¨hlalgorithmus aus. Außer-
dem, werden die Ideen von q-hierarchischen und t-hierarchischen konjunktive Anfragen
auf Vereinigungen konjunktive Anfragen (UCQs) erweitert und es wird gezeigt, dass
es eine Datenstruktur fu¨r diese Anfragen auf dynamische Datenbanken gibt, die mit
konstanter Aktualisierungszeit, die Aufza¨hl-Routine und die Test-Routine unterstu¨tzt.
Daru¨ber hinaus wird das Problem fu¨r die Ausgabe des jten Tupel auf eine Teilmenge
fu¨r q-hierarchische Anfragen betrachtet.
Im zweiten Teil der Arbeit werden Anfragen, die Formeln der Logik erster Stufe (FO)
iii
und deren Erweiterung mit Modulo-Za¨hl Quantoren (FO+MOD) sind, betrachtet, und
es wird gezeigt, dass diese effizient unter Aktualisierungen ausgewertet ko¨nnen, wobei
die dynamische Datenbank die Gradschranke nicht u¨berschreitet, und bei der Auswer-
tung die Za¨hl-, Test-, Aufza¨hl- und die Unterschied-Routine unterstu¨tzt werden.
iv
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1. Introduction
In this thesis we consider the algorithmic task of evaluating a query on fully dynamic
databases, where tuples can be inserted or deleted. More generally, the aim is to design
a data structure representing the query and the database, which can be updated every
time a tuple will be inserted into or removed from the database and it solves at least
one of following problems efficiently:
• answer Boolean queries (answering problem),
• enumerate the tuples in the result set without repetition with constant delay
(enumeration problem),
• on input of a tuple, test if the tuple belongs to the result set (testing problem),
• enumerate the tuples that were added to / removed from the result set after the
last update step (diff-and-report problem),
• enumerate the tuples that are added in / removed from the result set after some
update steps (difference problem),
• output the number of tuples in the result set (counting problem),
• prepare the learning of the parameters for a polynomial regression function where
the training set is taken from the query result (learning problem) and
• given a natural number j, output the jth tuple in the enumeration, if it exists
(jth tuple problem).
We consider finite relational databases over a possibly infinite domain.
In the beginning, we obtain an initial database D0 and a query Q. In the prepro-
cessing phase we construct the data structure that represents the database D0 and Q.
Whenever we change the database, i.e., a tuple is being inserted or deleted, we modify
the data structure in an update step such that it represents the updated database. The
update time is the time needed to process an update step. In order to be efficient, our
aim is to show that the update steps take constant or logarithmic time in the size of
the database and in particular, the update time is way smaller than the time needed
to recompute the entire query result.
This thesis is divided into two parts.
The first part’s aim is to give algorithms for a subclass of conjunctive queries (CQ
for short), unions of conjunctive queries (UCQ for short), and conjunctive queries
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with aggregates, all of which can be efficiently maintained under updates. It turns out
that for the answering problem, the enumeration problem, the difference problem and
the counting problem, the class of q-hierarchical queries are suitable for solving these
problems under updates. The notion of q-hierarchical queries are strongly related to
the hierarchical property that was introduced by Dalvi and Suciu in [34] and already
played a central role for efficient query evaluation in various contexts (see Chapter
3 for a definition). The following is shown: after a linear time preprocessing phase
(here we consider data complexity, i.e., linear time means linear in the size of the
database) the q-hierarchical query can be maintained under updates and can solve the
answering problem, the enumerating problem, the counting problem and the difference
problem (see Theorem 3.3). This means that after every update the data structure
can still solve these problems. It turns out that the testing problem can be done
efficiently under updates for a superclass of q-hierarchical queries after a linear time
preprocessing. We call these conjunctive queries t-hierarchical (see Definition 3.4 for
a definition and Theorem 3.6 for the result).
Furthermore, we also consider extensions of conjunctive queries, queries with aggre-
gates and unions of conjunctive queries. We define a class of conjunctive queries with
aggregates, such that we can maintain queries (by solving the answering, enumerat-
ing, testing and the counting problem) under updates after a linear time preprocessing
phase (see Theorem 3.7). We show that every q-hierarchical query with aggregates
can be reduced to q-hierarchical conjunctive queries without aggregates. In particular,
it follows that if a problem is tractable under updates for q-hierarchical conjunctive
queries, then it is also tractable for q-hierarchical CQs with aggregates if we can main-
tain the corresponding aggregate functions in the query under updates in sufficient
time. That means, for example, we only obtain constant update time, if we can up-
date the values of the aggregation function for the result set in constant time.
As mentioned before, we consider the problem of leaning a polynomial regression
function, a problem which comes from the topic of supervised machine learning. The
main idea of this topic is to find relations or patterns between data of a given training
set. After using an algorithm that learns a model (“learn” means in this context to
compute the model) we can use the model to obtain approximate solutions of other
inputs. In this thesis, we consider the model of a polynomial regression, which is a
polynomial function that minimizes the error between the solutions in the training set
and the value of the function. Such a learning algorithm has two passes, where in the
first pass precomputations are done for the second pass. In the second pass, numerical
methods were used to approximate the parameters (for more details see Chapter 7).
In this thesis we show how to efficiently maintain the computations that are done in
the first pass under updates where the training set is the query result (see Theorem
3.8).
For a nice survey to machine learning see [54, 43].
For the task of solving the jth problem, we consider logarithmic update time rather
than constant time. We show that after an n log(n) time preprocessing phase (here n
is the size of the database), we can output for a given natural number j the jth tuple
in the result of a q-hierarchical CQ with or without aggregates on a database D under
logarithmic updates (if the aggregates can be computed in logarithmic time or faster)
2
(see Theorem 3.9).
For unions of conjunctive queries we obtain results for the testing problem for a union
of t-hierarchical conjunctive queries (this is a UCQ where every CQ in the query is
t-hierarchical) and the enumeration problem for q-hierarchical UCQ (a UCQ where
every CQ in the query is q-hierarchical) under updates. Furthermore, we consider the
problem for reporting the jth tuple for UCQ. We identify a class of UCQs for which
we can maintain this problem efficiently under updates. We call these queries strongly
exhaustively q-hierarchial UCQs (see Theorem 3.12).
In the second part of this thesis, we consider queries in first-order logic (FO) and
its extension with modulo-counting quantifiers (FO+MOD) and show that they can
be efficiently evaluated under updates, provided that the dynamic database does not
exceed a certain degree bound. We obtain in the second part the following result: let
Q be a k-ary FO+MOD-query and d a degree bound on the database. Q and d are
assumed to be fixed, i.e., in contrast to the database they do not change. With ||Q||
(||D||) we denote the size of a query Q (database D, resp.). On input of an initial
database D0, we can construct in a linear time f(||Q||, d)||D|| preprocessing phase a
data structure that can be updated in time f(||Q||, d) and allows to
• immediately answer Q on D if Q is a Boolean query,
• test for a given tuple whether it belongs to the result set in time O(k2),
• immediately output the number of tuples in the result set Q(D),
• enumerate the tuples in the result set Q(D) with delay O(k2) and
• enumerate the tuples in Q(D−) \Q(D+) and Q(D+) \Q(D−) with delay O(k2),
where D− and D+ denote the database before and after performing the update
operation, respectively.
The function f(Q, d) stands for a function of the form
f(Q, d) = 2d
2O(||Q||)
.
In contrast to the difference enumeration in the thesis’ first part, we enumerate here
the difference immediately after exactly one update step.
The dynamic query evaluation algorithm crucially relies on the locality of FO+MOD
and, in particular, an effective Hanf normal form for FO+MOD on databases of
bounded degree recently obtained by Heimberg, Kuske and Schweikardt [55]. The
organization of the second part is given in Chapter 10.
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1.1. The author’s contribution of the published articles
The articles [15],[17],[19], [16],[18],[21] and [20] were published with co-authors, name-
ly Christoph Berkholz and Nicole Schweikardt. The author contacted his co-authors
to reaffirm that there are no disputes over the ownership of the material presented in
this thesis.
[15] is a preprint of [16]. The author’s main contribution in [16] lies on the upper
bounds that are specified in Chapter 1,2,3,4,6 and 7 in [16]. Moreover, there are
extensions of these results that are presented in this thesis.
[19] is a preprint of [21]. The author’s essential contribution are the upper bound
for testing t-hierarchical conjunctive queries and t-hierarchical unions of conjunctive
queries and the upper bounds for enumerating q-hierarchical unions of conjunctive
queries. These results can be found in Chapter 1,2,3 and 4 in [21]. Moreover, the
queries in [16] did not consider constants whereas in [21] the result was lift up to q-hie-
rarchical queries with constants. In this thesis, q-hierarchical queries were introduced
with constants and the results are shown with considering constants.
In Chapter 3 the main theorems of the first part are given together with a description
which parts of the main theorem are results from [16] and [21] and which parts are
new results.
[17] is a preprint of [18] and published in a journal [20]. This work was made in
a close cooperation with the co-authors and the contribution of the authors is to be
recognized equally. Part II is closely based on the journal version [20].
1.2. Related work
There is a lot of work known that studies the complexity of query evaluation in the
static setting. Since there is a huge amount of such work, surprisingly little is know
about evaluating queries under updates. The task of answering queries against a
dynamic database has been studied under the name of incremental view maintenance
(see e.g. [53, 30, 66, 68, 81]).
There is a framework, introduced by Patnaik and Immerman [83], called the dynamic
descriptive complexity framework, which focuses on the expressive power of first-order
logic on dynamic databases (see [88] for a survey). Updating this approach may take
polynomial time (even in the the case of conjunctive queries [96]). This setting is too
expensive in the area for dynamic algorithms.
Some work in computation complexity of query evaluation under updates has been
done by Bjo¨rklund, Gelade and Martens [22] for XPath evaluation and for MSO queries
on trees by Balmin, Papakonstantinou and Vianu [11], by Losemann and Martens [74],
by Niewerth and Segoufin [80] and by Amarilli et al. [4].
In [59], the enumeration and testing problem under updates has been studied for
q-hierarchical and (more general) acyclic CQs in a setting that is very similar to
the thesis’ first part setting. The Dynamic Constant-delay Linear Representations
(DCLR) of [59] are data structures that use at most linear update time and solve
the enumeration problem and the testing problem with constant delay and constant
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testing time.
In case of the static setting, a lot research has been done. Below, there is an overview
of known results.
Complexity of Boolean Queries. The complexity of answering Boolean conjunc-
tive queries on a static database is fairly well understood. For every fixed database
schema σ, extending a result of [51], Grohe [47] gave a tight characterisation of the
tractable CQs under the complexity theoretic assumption FPT ̸= W[1]: If we are given
a Boolean CQ Q of size ||Q|| and a σ-database D of size ||D||, then Q can be answered
against D in time f(||Q||) · ||D||O(1) for some computable function f if and only if the
homomorphic core of Q has bounded treewidth. Marx [76] extended this classification
to the case where the schema is part of the input.
Counting Complexity. For computing the number of output tuples of a given
join query (i.e., a quantifier-free CQ) over a fixed schema σ, a characterisation was
proven by Dalmau and Jonsson [33]: assuming FPT ̸= #W[1], the output size |Q(D)|
of a join query Q evaluated on a σ-database D of size ||D|| can be computed in time
f(||Q||) · ||D||O(1) if and only if Q has bounded treewidth. The result has recently been
extended to all conjunctive queries over a fixed schema by Chen and Mengel [28].
Structural properties that make the counting problem for CQs tractable in the case
where the schema is part of the input have been identified in [37, 46]. The counting
problem, i.e., output the number in the result set on input of a database and a query,
has been studied for conjunctive queries [28] and for existential positive formulas [29].
In [33] Dalmau and Jonsson showed that the problem of counting the number of
homomorphisms in a class C of structures to a given arbitrary structure is solvable if
and only if all structures in C have bounded treewidth.
Join Evaluation. When the entire result of a non-Boolean query has to be computed,
the evaluation problem cannot be modelled as a decision or counting problem and
one has to come up with different measures to characterise the hardness of query
evaluation. One approach that has been fruitfully applied to join evaluation is to
study the worst-case output size as a measure of the hardness of a query. Atserias,
Grohe and Marx [6] identified the fractional edge cover number of the join query as
a crucial measure for lower bounding its worst-case output size. This bound was also
shown to be optimal and is matched by so called “worst-case optimal” join evaluation
algorithms, see [79, 95, 78, 63].
Query Enumeration. Another way of studying non-Boolean queries that is inde-
pendent of the actual or worst-case output size is query enumeration. A query enu-
meration algorithm evaluates a non-Boolean query by reporting, one by one without
repetition, the tuples in the query result. The crucial measure to characterise queries
that are tractable w.r.t. enumeration is the delay between two output tuples. In the
context of constraint satisfaction, the combined complexity, where the query as well as
the database are given as input, has been considered. As the size of the query result
might be exponential in the input size in this setting, queries that can be enumer-
ated with polynomial delay and polynomial preprocessing are regarded as “tractable”.
Classes of conjunctive queries that can be enumerated with polynomial delay have
5
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been identified in [24, 45]. However, a complete characterisation of conjunctive queries
that are tractable in this sense is not in sight.
More relevant to the database setting, where one evaluates a small query against a
large database, is the notion of constant delay enumeration introduced by Durand and
Grandjean in [36]. The preprocessing time is supposed to be much smaller than the
time needed to evaluate the query (usually, linear in the size of the database) and the
delay between two output tuples may depend on the query, but not on the database. A
lot of research has been devoted to this subject, where one usually tries to understand
which structural restrictions on the query or on the database allow constant delay
enumeration. For an introduction to this topic and an overview of the state-of-the-art
the author refers the reader to the surveys [92, 91, 90].
Bagan, Durand and Grandjean [8] showed that acyclic conjunctive queries that are
free-connex can be enumerated with constant delay after a linear time preprocessing
phase (cf. [23] for a simplified proof of their result). They also showed that for self-join
free acyclic conjunctive queries the free-connex property is essential by proving the
following lower bound. Assume that multiplying two n × n matrices cannot be done
in time O(n2). Then the result of a self-join free acyclic conjunctive query that is not
free-connex cannot be enumerated with constant delay after a linear time preprocessing
phase.
It turns out that the notion of q-hierarchical conjunctive queries is a proper subclass
of the free-connex conjunctive queries. Thus, there are queries that can be efficiently
enumerated in the static setting but are hard to maintain under database updates.
Carmeli and Kro¨ll generalized the notion of free-connex to UCQs [26] and they
showed that they are tractable (in the sense that the result set can be enumerate with
constant delay after a linear time preprocessing phase) and moreover, they showed
that there are UCQs that are not free-connex but tractable. The problem of finding
the subclass of UCQ, that are tractable in the static setting still remains open.
First-order query evaluation on static databases. In the thesis’ second part, the
query language FO+MOD, the extension of first-order logic FO with modulo-counting
quantifiers of the form ∃imodm xψ, expressing that the number of witnesses x that
satisfy ψ is congruent to i modulo m, is studied.
Query evaluation algorithm is efficient if the update time is either constant or at
most polylogarithmic (logc n) in the size of the database. As a consequence, efficient
query evaluation in the dynamic setting is only conceivable if the static problem (i.e.,
the setting without database updates) can be solved for Boolean queries in linear or
pseudo-linear (n1+ε) time. Since this is not always possible, a short overview on known
results about first-order query evaluation on static database is provided.
The problem of deciding whether a given database D satisfies a FO-sentence Q
is AW[∗]-complete (parameterised by ||Q||) and it is therefore generally believed that
the evaluation problem cannot be solved in time f(||Q||)||D||c for any computable f
and constant c (here, ||Q|| and ||D|| denote the size of the query and the database,
respectively). For this reason, a long line of research focused on increasing classes of
sparse instances ranging from databases of bounded degree [89] (where every domain
element occurs only in a constant number of tuples in the database) to classes that
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are nowhere dense [49]. In particular, Boolean first-order queries can be evaluated on
classes of databases of bounded degree in linear time f(||Q||)||D||, where the constant
factor f(||Q||) is 3-fold exponential in ||Q|| [89, 44], and Frick and Grohe [44] showed
that the 3-fold exponential blow-up in terms of the query size is unavoidable assuming
FPT ̸= AW[∗].
Durand and Grandjean [36] and Kazana and Segoufin [60] considered the task of
enumerating the result of a k-ary first-order query on bounded degree databases and
showed that after a linear time preprocessing phase the query result can be enumerated
with constant delay. This result was later extended to classes of databases of bounded
expansion [61]. Kazana and Segoufin [61] also showed that counting the number of re-
sult tuples of a k-ary first-order query on databases of bounded expansion (and hence
also on databases of bounded degree) can be done in time f(||Q||)||D||. Segoufin and
Vigny [93] proved an analogous result for classes of locally bounded expansion and
pseudo-linear time f(||Q||)||D||1+ε, and they also presented an algorithm for enumerat-
ing the query result with constant delay after pseudo-linear time preprocessing. These
results were recently generalised to all nowhere dense classes of databases by Grohe
and Schweikardt [50] and Schweikardt, Segoufin and Vigny [87]. Durand, Schweikardt
and Segoufin [38] obtained analogous results for classes of databases of low degree (i.e.,
degree at most ||D||o(1)).
1.3. Recommended reading order
Figure 1.1 shows a diagramm that illustrates in which sequence the reader can read
this thesis.
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Figure 1.1.: Recommended reading order.
PART I: CONJUNCTIVE QUERIES
PART II:
FO+MOD
Chapter 1 and 2
Chapter 10
Chapter 11
Chapter 12
Chapter 3
Section 4.1 to 4.6 and 4.8
Section 4.7 Chapter 6 and 7
Chapter 5
Chapter 9
Chapter 8
Chapter 13
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2. Preliminaries
We write N for the set of non-negative integers and let N⩾1 := N \ {0} and [n] :=
{1, . . . , n} for all n ∈ N⩾1. By 2S we denote the power set of a set S. For a partial
function f we write dom(f) and codom(f) for the domain and the codomain of f ,
respectively. When writing poly(n), we mean nO(1) and when writing exp(n) we mean
2poly(n).
Let A be a set and let < be an order on A and let a, b ∈ Ak be two tuples of length
k with a = (a1, . . . , ak) and b = (b1, . . . , bk). A tuple a is lexicographically smaller
than b, symb. a <lex b, if there is a j ∈ [k] such that bj < aj and for all i < j we have
bj = aj . We write a ⩽lex b if a <lex b or a = b.
Let G be a graph. We will usually write V (G) to denote the vertex set of G and
E(G) to denote the edge set of G. Let T be a tree.
Principle of Inclusion and Exclusion. In this thesis, one often has to compute
the number of elements in the union of sets. To determine these cardinalities, we use
the principle of inclusion and exclusion (see [25] for the statement and a proof). Let
X be a set and (A1, . . . , An) be a family of subsets of X. Then the number of elements
of X which lie in none of the subsets Ai is
∑
∅̸=I⊆{1,...,n}
(−1)|I|
⏐⏐⏐⏐⏐⋂
i∈I
Ai
⏐⏐⏐⏐⏐+ |X| . (2.1)
Using (2.1) and setting X = A1 ∪ · · · ∪An, we obtain the following⏐⏐⏐⏐⏐
n⋃
i=1
Ai
⏐⏐⏐⏐⏐ = ∑∅̸=I⊆{1,...,n}(−1)|I|+1
⏐⏐⏐⏐⏐⋂
i∈I
Ai
⏐⏐⏐⏐⏐ (2.2)
Databases. We fix a countably infinite set dom, the domain of potential database
entries. Elements in dom are called constants. A schema is a finite set σ of relation
symbols, where each R ∈ σ is equipped with a fixed arity ar(R) ∈ N. Let us fix a
schema σ = {R1, . . . , Rs} and let ri := ar(Ri) for i ∈ [s]. A database D of schema σ
(σ-db for short) is of the form D = (RD1 , . . . , R
D
s ) where each R
D
i is a finite subset of
domri . The active domain adom(D) of D is the smallest subset A of dom such that
RDi ⊆ Ari for all i ∈ [s].
Updates. We allow to update a given database of schema σ by inserting or deleting
tuples as follows. An insertion command is of the form
insert R(a1, . . . , ar)
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for R ∈ σ, r = ar(R) and a1, . . . , ar ∈ dom. When applied to a σ-db D, the result
is the updated σ-db D′ with RD
′
:= RD ∪ {(a1, . . . , ar)} and SD′ := SD for all
S ∈ σ \ {R}. A deletion command is of the form
delete R(a1, . . . , ar)
for R ∈ σ, r = ar(R) and a1, . . . , ar ∈ dom. When applied to a σ-db D, the result is
the updated σ-dbD′ with RD
′
:= RD\{(a1, . . . , ar)} and SD′ := SD for all S ∈ σ\{R}.
Note that both types of commands may change the database’s active domain.
Sizes and Cardinalities. The cardinality |D| of a σ-db D is defined as the number
of tuples stored in D, i.e., |D| := ∑R∈σ |RD|. The size ||D|| of D is defined as |σ| +
|adom(D)| +∑R∈σ ar(R)·|RD| and corresponds to the size of a reasonable encoding
of D. We will often write n to denote the cardinality |adom(D)| of D’s active domain.
Dynamic Algorithms for Query Evaluation. The algorithms take as input a k-
ary query Q(x1, . . . , xk) and a σ-db D0. For all query evaluation problems considered
in this thesis, we aim at routines preprocess, update and init which achieve the
following:
• upon input of Q(x1, . . . , xk) and D0, preprocess builds a data structure D which
represents D0 and which is designed in such a way that it supports efficient
evaluation of Q on D0,
• upon input of a command update R(a1, . . . , ar) (with update ∈ {insert, delete}),
calling update modifies the data structure D such that it represents the updated
database D and
• upon input of Q(x1, . . . , xk), we denote with init the particular case of the rou-
tine preprocess upon input of the query Q(x1, . . . , xk) and the empty database
D∅, where RD∅ = ∅ for all R ∈ σ.
The preprocessing time tp is the time used for performing preprocess; the update
time tu is the time used for performing an update; the initialisation time ti is the
time used for performing init. In all dynamic algorithms presented in this thesis, the
preprocess routine for input of Q(x1, . . . , xk) and D0 will carry out the init routine
for Q(x1, . . . , xk) and then perform a sequence of |D0| update operations to insert all
the tuples of D0 into the data structure. Consequently, tp = ti + |D0| · tu. Thus,
it is sufficient to consider the update and the init routine instead of a preprocess
routine, if tp = ti + |D0| · tu.
An enumeration routine enumerate is a routine that invokes an enumeration of the
elements of a set M and afterwards outputs an end-of-enumeration message EOE. The
delay of enumerate is defined as the maximum time used during a call of enumerate
• until the output of the first element in M (or the end-of-enumeration message
EOE, if M = ∅),
• between the output of two consecutive elements in M and
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• between the output of the last element inM and the end-of-enumeration message
EOE.
In the following, D will always denote the database that is currently represented by
the data structure D. To solve the enumeration problem under updates, apart from the
routines preprocess and update, we aim at a routine enumerate such that calling
enumerate invokes an enumeration of all tuples, without repetition, that belong to
the query result Q(D). The delay td is the delay of enumerate.
To test if a given tuple belongs to the query result, we aim at a routine test which
upon input of a tuple a ∈ domk checks whether a ∈ Q(D). The testing time tt is the
time used for performing a test.
To solve the counting problem under updates, we aim at a routine count which
outputs the cardinality |Q(D)| of the query result. The counting time tc is the time
used for performing a count.
To answer a Boolean query under updates, we aim at a routine answer that pro-
duces the answer yes or no of Q on D. The answer time tans is the time used for
performing answer.
To output the jth solution, we aim at a routine jth which outputs upon input of a
number j ∈ N⩾1 the jth tuple the enumerate routine would output if j is smaller
or equal to the number of tuples in the result. The jth time tj is the time used for
performing jth.
To enumerate the difference, we aim at a routine diff which does the following. For
a predefined σ-db D− and a σ-db D where D is a database obtained from D− after a
couple of update steps, diff shall enumerate the sets Q(D−)\Q(D and Q(D)\Q(D−).
The diff-delay time tdi is the delay for the routine diff.
To prepare the learning of the result set, we aim at a routine learn which prepares the
algorithm for learning the query result as the training set in the polynomial regression
model. The learning time tl is the time for the routine learn.
Whenever speaking of a dynamic algorithm, we mean an algorithm that has routines
preprocess and update and, depending on the problem at hand, at least one of the
routines enumerate, count, test, jth, diff, learn and answer.
Machine Model. Following [32], we use Random Access Machines (RAMs) with
O(log n) word-size and a uniform cost measure to analyse our algorithms. We will
assume that the RAM’s memory is initialised to 0. In particular, if an algorithm uses
an array, we will assume that all array entries are initialised to 0 and this initialisation
comes at no cost (in real-world computers this can be achieved by using the lazy array
initialisation technique, cf. e.g. [77]). A further assumption is that for every fixed
dimension k ∈ N⩾1 we have an unbounded number of k-ary arrays A available such
that for given (n1, . . . , nk) ∈ Nk the entry A[n1, . . . , nk] at position (n1, . . . , nk) can be
accessed in constant time.1
Throughout this thesis, we often adopt the view of data complexity and suppress
factors that may depend on the query Q or the degree bound d (the degree bound
1While this can be accomplished in the RAM-model, for an implementation on real-world computers
one would probably have to resort to replacing our use of arrays by using suitable designed hash
functions.
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is only relevant for Part II) but not on the database D. E.g., “linear preprocessing
time” means tp ⩽ g(Q, d) · ||D|| and “constant update time” means tu ⩽ g(Q, d) for a
function g with codomain N.
The yield command. To keep algorithms simple and to simply analyse their running
time we will often use the yield operator in our algorithms. This operator is also used
in popular programming languages such as Python. The yield operator will be used in
functions. As a consequence, these functions become iterable and an iteration over the
functions works as follows. When we iterate over a function, the function starts in the
first iteration and runs until it reaches the yield operator and then it outputs the value
of the yield command. If the next value for the function is requested, the function
continues from the point it stopped in the previous iteration and continues until it
reaches the next yield and outputs the value of the yield operation. An example is
given by the following Python code.
def f():
for i in [1,2,3]: // Iterate for i in {1,2,3}
yield i*i
print("Output for " + str(i))
for l in f():
print(l)
print("End")
With the yield operator, the function f is iterable. When we start with the for loop
l in f() the function runs until yield 1*1 is called and we receive 1 as output.
Then we continue with the block of the for-loop l in f() and print End and then we
continue with f() and print Output for 1 and then stop at yield 2*2 and so on.
The for loop is finished when the execution of f() is finished, i.e., Output for 3 will
be printed at last. The output of the example is
1
End
Output for 1
4
End
Output for 2
9
End
Output for 3
The running time between two iteration steps of a function with yield is the maximum
of the following running times:
• the time until we reach the first yield and
• the time between two yield operations and
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• the time between a yield operation and the end of the function.
The list data structure. In the whole thesis, we consider the following dynamic
data structure that represents a list which can be initialised and updated in constant
time. For each list we have a type T which represents the set of possible items. We
write L = ⟨b1, · · · , bℓ⟩ to denote a list of type T with ℓ elements b1, . . . , bℓ ∈ T. For
example, ⟨4, 6, 7⟩ is a list of type N with the elements 4, 6, 7. For a list L = ⟨b1, · · · , bℓ⟩
and an element a ∈ T, we write a ∈ L if a ∈ {b1, . . . , bℓ} and a /∈ L if a /∈ {b1, . . . , bℓ}.
We will first describe the data structure where an element a ∈ T can appear at most
once in the list. Afterwards, we extend the data structure such that we can maintain
a list where an element can appear multiple in the list.
The data structure for a list consists of an array A, a pointer start and a set of items
which represents elements in the list. For every item i in the list we store the value i.a
which represents the corresponding element of T and a pointer i.next that points to
the successor element in the list, if it exists and to nil otherwise and a pointer i.prev
that points to the previous element in the list, if it exists and to nil otherwise. The
next and the prev pointer will help us to quickly insert and remove items in the list
or nil if it is the empty list. The array A maps an element in T to the item in the list
if it is part of the list and to nil otherwise. The pointer start points to the first item
in the list.
For example, the data structure for the list ⟨4, 6, 7⟩ (that is of type N) is the following.
There are three items i1, i2, i3 with i1.a = 4 and i2.a = 6 and i3.a = 7 and ij .next =
ij+1 for all j ∈ {1, 2} and ij .prev = ij−1 for all j ∈ {2, 3} and i1.prev = i3.next = nil
and start = i1. We have A[4] = i1, A[6] = i2, A[7] = i3 and A[n] = 0 for n ∈ N\{4, 6, 7}.
To initialise the data structure for the empty list, we initialise the array A (note
that by definition we can assume that A[a] = 0 for all a ∈ T after the initialisation)
and set the start pointer to nil. This can be done in O(1).
The aim is for a list L of type T to support two update operations insert(b, a) and
remove(b) where b ∈ L ∪˙ {nil} and a ∈ T. On input of an update operation insert(bk, a)
with bk ̸= nil we insert a as the successor bk to the list if a /∈ L, i.e., for the list
L = ⟨b1, . . . , bℓ⟩ where k ⩽ ℓ, the result after the update is ⟨b1, . . . , bk, a, bk+1, . . . , bℓ⟩.
If bk = nil, we insert a as the first element to the list, i.e., if the list L = ⟨b1, . . . , bℓ⟩
receives the update command insert(nil, a), then the resulting list is ⟨a, b1, . . . , bℓ⟩.
We will often use a variant of the insertion operation insert(a) where no previous
element is specified. Then we will add the new item as the last element in the list, i.e.,
insert(a) calls insert(bℓ, a) where bℓ is the last element of L or bℓ = nil if L is empty.
If L = ⟨b1, . . . , bℓ⟩ receives the update operation remove(bk) for k ⩽ ℓ, we remove the
item with value bk from the list, i.e., we obtain the list ⟨b1, . . . , bk−1, bk+1, . . . bℓ⟩. The
update operations will be implement as follows.
If the list L = ⟨b1, . . . , bℓ⟩ receives the update insert(bk, a) and we implement the
insertion algorithm as follows. If bk ̸= nil, we let i− be the be the list item representing
bk and i
+ be i−.next. Note that i+ is nil if bk is the last element in the list. We create
a new list item i with i.a = a, i.prev = i− and i.next = i+. We will also set i−.next
to i and, if i+ ̸= nil, the value i+.prev to i. If we have the case that bk = nil, we let
i+ be the value of the start pointer and create a new item i with i.a = a, i.prev = nil
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and i.next = i+. We will also set i+.prev to i if i+ ̸= nil. Moreover, we set A[a] to
the new item i in all cases. Note that we obtain a data structure for the list with the
new element is inserted as above.
If the list L = ⟨b1, . . . , bℓ⟩ receives the update command remove(bk), let i be the
item which represents bk and let i
− be i.prev and i+ be i.next. If i− is not nil, we
set i−.next to i+ and otherwise start to i+. If i+ is not nil, we set i+.prev to i−.
Furthermore, we set i.prev = i.next = nil, and we set A[a] to 0. Note that we obtain
a data structure for the list where bk is removed from the list as described above.
Since we have a constant number of “setting pointer to items” and lookup, insert
and remove commands on A during both update commands, an update on the list
takes time O(1).
The data structure also supports a lookup, an empty and an enumeration rou-
tine. The lookup routine lookup(a) receives as input an element a ∈ T and outputs
true if and only if a ∈ L. To implement this operation, we simply output the result
of testing A[a] ̸= 0. This can be done in O(1). The empty routine tests if the list
is empty. This can be done in O(1) by testing if start is set to nil. The enumer-
ate routine enumerates the elements in the list. This can be implemented as follows.
We let i be the item that is pointed from start (if start = nil, we output EOE and
terminate the enumerate operation). While i ̸= nil, we yield i.a and set i to i.next.
Afterwards, we output EOE and terminate the enumerate operation. The delay during
the enumeration is O(1).
To enrich that data structure for maintaining lists with multiple entries we use the
following modifications. Instead of storing a single item in A[a], we store in A[a] a
pointer to a list La of elements that consists of items in L whose values are a. Note
that since the pointer to an item in L is unique, the elements in the list La appears
at most once and we can use the data structure described above for La. Furthermore,
we prune in the insertion procedure the condition that a /∈ L since an element can
multiple appear in L. When inserting an element a to the list L we add the new item
to the list La (instead of setting A[a] to the item) and if we remove the item bk from
the list L we remove the corresponding item from the list Li.value (instead of setting
A[i.value] = 0). To test if a ∈ L for the lookup routine, we test if the list in A[a] is not
empty and we do not have A[a] = 0. It is easy to verify that inserting and removing
an element to/from L and the lookup routine can be done in O(1).
AVL-trees for dynamic list representations. In this thesis we will often use list
representations for which we have to find the kth item in the list efficiently. To realise
this, we will use the idea of Adelson-Velskii and Landis [3] that allows us to design the
following data structure.
Theorem 2.1 ([3],[65]). There is a data structure that represents an arbitrary list of
size N and allows the following operations in time O(log(N)).
1. Upon input of a key, find the item in the list with the corresponding key,
2. upon input a number k, find the item in the kth position in the list,
3. insert an item (at a specific place) and
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4. delete a specified item.
We give an idea how the data structure in Theorem 2.1 works, see [65] for details.
Additionally to a list we use a balanced binary tree. A balanced binary tree is a binary
tree where for every node the following holds. The difference between the hight of the
left child and the hight of the right node lies between −1 and 1. This gives a guarantee
that the hight of such a tree is in O(log(N)) where N is the size of the list.
For every node, we store two pointer LLINK and RLINK that stores a pointer to the
left and the right child, respectively. Additionally, we store for every node the fields:
• KEY: that represents a value of a list if the node is a leaf,
• B: that represents the balance factor of the node, i.e., the number of the height
of the left child minus the number of the height of the right child,
• RANK: one plus the number of leafs in the left subtree.
The field RANK will help us to find the kth element in the list. In a balanced tree the
field B for every node must be −1, 0 or +1. After inserting or deleting an element
to/from the list, the tree may not be balanced. To correct this, the algorithm makes
some rotation on the tree (see Figure 2.1 and 2.2 for the rotations). In these figures,
there are the two cases of an unbalanced trees shown. The red numbers show the
balance factor of a node and the blue triangles depict that there is a subtree.
A detailed description of the mentioned algorithms is given in [65].
Figure 2.1.: Single-rotation. T1 and T2 are subtrees of height h and T3 is a subtree of
height h+ 1.
−1
−2
T3T2
T1
0
0
T3
T2T1
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Figure 2.2.: Double rotation. Each subtree T1, T2, T3 and T4 has height h.
0
1
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T1
0
00
T4T3T2T1
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Part I.
Conjunctive Queries under
Updates
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3. Main Theorems and Organisation of
Part I
This chapter starts with a definition of syntax and semantics of conjunctive queries.
Then the main results of this part are given and an organization of the first part.
3.1. An introduction to conjunctive queries
We fix a countably infinite set var of variables. An atomic query (for short: atom) ψ of
schema σ is of the form Ru1 · · ·ur with R ∈ σ, r = ar(R) and u1, . . . , ur ∈ var∪dom.
A conjunctive query (CQ, for short) of schema σ is of the form
{(x1, . . . , xk, b1, . . . , bℓ) : ∃y1 · · · ∃yℓ (ψ1 ∧ · · · ∧ ψd)} (3.1)
where k, ℓ ∈ N, d ∈ N⩾1, ψj is an atomic query of schema σ for every j ∈ [d] and
x1, . . . , xk, y1, . . . , yℓ are pairwise distinct elements in var and b1, . . . , bℓ ∈ dom. A
formula of the form ∃y1 · · · ∃yℓ (ψ1 ∧ · · · ∧ ψd) is called conjunctive formula. Join
queries are quantifier-free CQs, i.e., CQs of the form
{(x1, . . . , xk, b1, . . . , bℓ) : (ψ1 ∧ · · · ∧ ψd)}.
A CQ is called self-join free (or non-repeating or simple) if no relation symbol occurs
more than once in the query. For a CQ Q of the form (3.1) we let vars(Q) (cons(Q))
be the set of all variables (constants) occurring in Q, and we let free(Q) := vars(Q) \
{y1, . . . , yℓ} = {x1, . . . , xk} be the set of free variables. For an atom ψ let vars(ψ)
(cons(ψ)) be the set of all variables (constants) occurring in Q. For every variable
x ∈ vars(Q) we let atoms(x) be the set of all atoms ψj of Q such that x ∈ vars(ψj).
The semantics of CQs are defined as usual: A valuation is a mapping β : vars(Q)∪
dom → dom with β(a) = a for every a ∈ dom. For every atom ψ = Ru1 · · ·ur in
Q we write (D,β) |= ψ to denote that (β(u1), . . . , β(ur)) ∈ RD. A valuation β is a
homomorphism from Q to a σ-db D if for every atom ψ in Q we have (D,β) |= ψ. We
sometimes write (D,β) |= Q to indicate that β is a homomorphism from Q to D. The
query result Q(D) of a k-ary CQ Q(x1, . . . , xk, b1, . . . , bℓ) on a σ-db D is defined as the
set { (β(x1), . . . , β(xk), b1, . . . , bℓ) : β is a homomorphism from Q to D }. Clearly,
Q(D) ⊆ adom(D)k+ℓ. For a tuple a ∈ domk we sometimes write D |= Q[a] to indicate
that there is a homomorphism β : Q→ D with a = (β(x1), . . . , β(xk), b1, . . . , bℓ). We
sometimes write (D,α) |= φ for a conjunctive formula φ to indicate that (D,β) |= Q
for Q := {(x1, . . . , xk, b1, . . . , bℓ) : φ} where {x1, . . . , xk} is the set of free variables
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in φ, i.e., the set of variables occurring in φ that are not quantified and {b1, . . . , bℓ}
the set of constants that appear in φ.
A Boolean CQ is a CQ Q with free(Q) = ∅. As usual, for Boolean CQs Q we will
write Q(D) = yes instead of Q(D) ̸= ∅, and Q(D) = no instead of Q(D) = ∅.
Two k-ary queries Q(x1, . . . , xk, b1, . . . , bℓ) and Q
′(x′1, . . . , x
′
k, b1, . . . , bℓ) are equiva-
lent (Q ≡ Q′, for short) if Q(D) = Q′(D) for every σ-db D.
The size ||Q|| of a CQ Q is defined as the length of Q when viewed as a word over
the alphabet σ∪var∪dom∪{∃,∧, (, ), {, }}. For a k-ary CQ Q(x1, . . . , xk, b1, . . . , bℓ)
and a σ-db D, the cardinality of the query result is the number |Q(D)| of tuples in
Q(D).
The artiy of a CQ Q(x1, . . . , xk, b1, . . . , bℓ) is the number k + ℓ.
We write poly(Q) as an abbreviation for poly(||Q||) and we write exp(Q) as an ab-
breviation for expr(||Q||).
UCQs. A k-ary union of conjunctive queries (k-ary UCQ) is of the form
Q1(u1) ∪ · · · ∪ Qd(ud) where d > 1 and Qi(ui) is a k-ary CQ of schema σ for every
i ∈ [d]. The query result of such a k-ary UCQ Q on a σ-db D is Q(D) := ⋃di=1Qi(D).
For a k-ary query Q we write vars(Q) (and cons(Q)) to denote the set of all variables
(and constants) that occur in Q. Clearly, Q(D) ⊆ (adom(Q) ∪ cons(Q))k.
3.2. Main theorems and organisation
The aim of the thesis’ first part is to investigate the following problem. For which
class of conjunctive queries, we can construct a data structure that represents the
result set on a database that is tractable under updates and for which we can design
fast enumeration, answering, testing, difference, jth routines. It turns out that the
class of conjunctive queries for which we can realise this is the class of q-hierarchical
conjunctive queries, which are defined as follows.
Definition 3.1. A CQ Q is q-hierarchical if for any two variables x, y ∈ vars(Q) the
following is satisfied:
(i) atoms(x) ⊆ atoms(y) or atoms(x) ⊇ atoms(y) or atoms(x) ∩ atoms(y) = ∅ ,
and
(ii) if atoms(x) ⊊ atoms(y) and x ∈ free(Q), then y ∈ free(Q).
Minimal examples for queries that are not q-hierarchical are
QS-E-T := {(x, y, z) : (Sx ∧ Exy ∧ Ty)} (3.2)
and
QE-T := {(x) : ∃y (Exy ∧ Ty)} (3.3)
because they do not satisfy condition (i) and (ii), respectively. Note that some vari-
ations of QE-T such as the join query {(x, y) : (Exy ∧ Ty)}, the Boolean query
{() : ∃x ∃y (Exy ∧ Ty)} and the query {(y) : ∃x (Exy ∧ Ty)} are q-hierarchical.
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The notion of q-hierarchical conjunctive queries is related to the hierarchical prop-
erty that has already played a central role for efficient query evaluation in various con-
texts. It has been introduced by Dalvi and Suciu in [34] to characterise the Boolean
CQs that can be answered in polynomial time on probabilistic databases. They ob-
tained a dichotomy stating for self-join free queries that the complexity of query evalu-
ation on probabilistic databases is in PTIME for hierarchical queries and #P-complete
for non-hierarchical queries. Fink and Olteanu [42] generalised the notion and the di-
chotomy result to non-Boolean queries and to queries using negation. In the different
context of query evaluation on massively parallel architectures, Koutris and Suciu [69]
considered hierarchical join queries and singled out a subclass of so-called tall-flat
queries as exactly those queries that can be computed with only one broadcast step
in their Massively Parallel model of query evaluation. For further information on the
various uses of the hierarchical property the author refers the reader to [42].
The definition of hierarchical queries relies on the following notion. Consider a CQ
Q of the form (3.1). Dalvi and Suciu [34] call a Boolean CQ Q hierarchical iff the
condition
(∗): atoms(x) ⊆ atoms(y) or atoms(x) ⊇ atoms(y) or atoms(x) ∩ atoms(y) = ∅
is satisfied by all variables x, y ∈ vars(Q). An example for a hierarchical Boolean CQ
is
{
() : ∃x∃y∃z∃y′∃z′ (Rxyz ∧ Rxyz′ ∧ Exy ∧ Exy′)}.
In [69], Koutris and Suciu transferred the notion to join queries Q, which they call
hierarchical iff condition (∗) is satisfied by all variables x, y ∈ vars(Q). In [42], Fink
and Olteanu introduced a slightly different notion for a more general class of queries.
Translated into the setting of CQs, their notion (only) requires that condition (∗) is
satisfied by all quantified variables, i.e., variables x, y ∈ vars(Q) \ free(Q). Obviously,
both notions coincide on Boolean CQs, but on join queries Koutris and Suciu’s notion
is more restrictive than Fink and Olteanu’s notion (according to which all quantifier-
free CQs are hierarchical). For example, the join query QS−E−T from Equation (3.2)
is hierarchical w.r.t. Fink and Olteanu’s notion, and non-hierarchical w.r.t. Koutris
and Suciu’s notion.
To ensure tractability of a conjunctive query in that setting, we will require that its
quantifier-free part is hierarchical in Koutris and Suciu’s notion and, additionally, the
quantifiers respect the query’s hierarchical form. Such queries are the q-hierarchical
queries.
Note that a Boolean CQ is q-hierarchical if and only if it is hierarchical, and a join
query is q-hierarchical if and only if it is hierarchical w.r.t. Koutris and Suciu’s notion.
This notion of q-hierarchical queries is also related to the notion of factorized
databases from [82]. Every query result of a q-hierarchical query can be identified
as a factorized database but not every factorized database can be described by a q-
hierarchical query. Moreover, factorized database have only been considered in the
static setting, i.e., in the setting without updates.
In the first part of this thesis we will prove the following theorems for q-hierarchical
CQs:
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Theorem 3.2. There is a dynamic algorithm that receives a Boolean q-hierarchical
conjunctive query Q and a σ-db D0, and computes within ti = poly(Q) initialisation
time and tp = poly(Q)·O(||D0||) preprocessing time a data structure that can be updated
in time tu = poly(Q) and allows to answer Q(D) in time tans = O(1) where D is the
current database.
For non-Boolean q-hierarchical CQs we receive the following theorem.
Theorem 3.3. There is a dynamic algorithm that receives a non-Boolean q-hierar-
chical conjunctive query Q(x1, . . . , xk, b1, . . . , bℓ) and a σ-db D0 and computes within
ti = poly(Q) initialisation time and tp = poly(Q)·O(||D0||) preprocessing time a data
structure that can be updated in time tu = poly(Q) and allows to
(a) test for an input tuple a ∈ domk+ℓ if a ∈ Q(D) within time tt = poly(Q), and
(b) enumerate Q(D) with delay td = poly(Q), and
(c) enumerate the tuples that join and omit the result set Q(D) after an arbitrary
number of updates on a previous chosen state of the database received with delay
tdi = poly(Q) and
(d) compute the cardinality |Q(D)| in time tc = O(1)
where D is the current database.
The result from Theorem 3.2 and Theorem 3.3 (a) (b) and (d) are results from [16].
The proof of these theorems are different to the proofs in [16]. The result of Theo-
rem 3.3 (c) is a new result.
A proof for Theorem 3.2 and Theorem 3.3 is given in Chapter 4 (except for part (d)
of Theorem 3.3. This is proven in Section 6.5). The data structure used in these
theorems are the same and it is described in Section 4.1. In Section 4.3 a proof for
Theorem 3.2 is given. Then, we show how to use the data structure for the testing
problem (see Section 4.4) and for the enumeration problem (see Section 4.6) and for
the difference problem (see Section 4.7). It turns out that there are non q-hierarchical
queries for which testing can be done efficiently under updates. This superclass of the
q-hierarchical CQs are called t-hierarchical queries and are defined as follows.
Definition 3.4. A CQ Q is t-hierarchical if the following is satisfied.
(i) for all x, y ∈ vars(Q) \ free(Q), we have
atoms(x) ⊆ atoms(y) or atoms(y) ⊆ atoms(x) or atoms(x) ∩ atoms(y) = ∅,
and
(ii) for all x ∈ free(Q) and all y ∈ vars(Q) \ free(Q), we have
atoms(x) ∩ atoms(y) = ∅ or atoms(y) ⊆ atoms(x).
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The queries QE-E-R := { (x, y) : ∃v1∃v2∃v3 (Exv1 ∧ Eyv2 ∧ Rxyv3 ) } and
QS-E-T from Equation (3.2) are examples of queries that are t-hierarchical but not q-
hierarchical. In fact, the only difference between q-hierarchical CQs and t-hierarchical
CQs relies on condition (i) in their definitions. While
atoms(x) ⊆ atoms(y) or atoms(x) ⊇ atoms(y) or atoms(x) ∩ atoms(y) = ∅
holds for all x, y ∈ vars(Q) for q-hierarchical queries, the fact has to hold only for
x, y ∈ vars(Q) \ free(Q). The second condition in Definition 3.1 (for q-hierarchical
queries) is equivalent to the second condition in Definition 3.4 which follows from the
following lemma.
Lemma 3.5. For all CQs Q for which condition (i) from Definition 3.1 holds are the
following two conditions equivalent:
(a) For all x, y ∈ vars(Q) the following holds: if atoms(x) ⊊ atoms(y) and x ∈ free(Q),
then y ∈ free(Q).
(b) For all x ∈ free(Q) and all y ∈ vars(Q)\ free(Q), we have atoms(x)∩atoms(y) = ∅
or atoms(y) ⊆ atoms(x).
Proof. Condition (a) holds, if and only if
for all x, y ∈ vars(Q) is x /∈ free(Q) or y ∈ free(Q)
or it holds not atoms(x) ⊊ atoms(y). (3.4)
From condition (i) of Definition 3.1 follows that it holds not atoms(x) ⊊ atoms(y), if
and only if atoms(x) ⊇ atoms(y) or atoms(x)∩atoms(y) = ∅. Thus, (3.4) is equivalent
to
for all x, y ∈ vars(Q) is x /∈ free(Q) or y ∈ free(Q)
or it holds atoms(x) ⊇ atoms(y) or atoms(x) ∩ atoms(y) = ∅ (3.5)
It is straightforward to see that (3.5) and (b) are equivalent.
We obtain the following theorem for the testing problem:
Theorem 3.6 ([21]). There is a dynamic algorithm that receives a t-hierarchical k-ary
CQ Q and a σ-db D0, and computes within tp = poly(Q) ·O(||D0||) preprocessing time
a data structure that can be updated in time tu = poly(Q) and allows to test for an
input tuple a ∈ domk if a ∈ Q(D) within time tt = poly(Q), where D is the current
database.
A proof for Theorem 3.6 is given in Chapter 5. Theorem 3.6 has already been
published in [21] and the proof is based on the proof in [21].
In Chapter 6, we enrich q-hierarchical conjunctive queries to queries with aggregates.
In practice, aggregates can be used in every commercial implementation of SQL.
Furthermore there are a lot of applications for queries with aggregates such as mobile
computing [12], global information systems [71], stream data analysis [35], constraint
databases [14]. That is the reason why lot of research has been done on evaluating
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queries with aggregates [27, 52, 94, 31]. Moreover, aggregates can also be used to
extend logics [56, 13, 40]. Only little is known about the enumeration problem for
queries with aggregates in the static setting. In [10] it is shown how to enumerate
the query result where the queries are factorized queries with aggregates that are very
close to the q-hierarchical queries. In [10] the static setting has been considered.
In Chapter 6 we allow to operate over the result set with aggregates. In Section 6.1
there are examples for queries with aggregates and in Section 6.3 a formal definition
of the syntax and semantics of such queries is given. It turns out that queries with
aggregates are convenient to solve the counting problem for q-hierarchical conjunctive
queries without aggregates, i.e., we can use queries with aggregates to prove Theorem
3.3(d) (see Section 6.5). In Section 6.6 and Section 6.7 we show how we can if the
result of Theorem 3.3 from q-hierarchical conjunctive queries without aggregates to
queries with aggregates and we obtain a proof for the following theorem:
Theorem 3.7. There is a dynamic algorithm that receives a q-hierarchical CQ with
aggregates Q with aggregation time ta and a σ-db D0, and computes within ti = O(1)
initialisation time and tp = poly(Q)taO(||D0||) preprocessing time a data structure that
can be updated in time tu = poly(Q)ta and allows to
(a) enumerate Q(D) with delay td = poly(Q),
(b) test for an input tuple a ∈ domk if a ∈ Q(D) within time tt = poly(Q),
(c) enumerate the tuples that join and omit the result set Q(D) after an arbitrary
number of updates on a previous chosen state the database received with delay
tdi = poly(Q) and
(d) compute the cardinality |Q(D)| in time tc = O(1)
where D is the current database.
This result is yet unpublished and a new result.
The aggregation time ta of a query is the time it takes to update the values computed
by the aggregation functions during an update step.
In Chapter 7 we show how to use the query result of a database query to prepare
learning a polynomial function where the query result is taken as training data.
In the last years, the research interest for connecting database with machine learning
has been growing [1].
Most machine learning systems and database systems do not support a connection
between a database and the machine learning algorithm. To learn with data from a
query result, one has to store the query result from a database system in a file that
can be used as input for a machine learning algorithm. Such a data exchange is very
expensive due to the repetition of data blocks e.g. in the result of join queries. That
is the reason why it might be convenient to do some computation step of the machine
learning algorithm in the database system, the so-called in-database learning. In-
database learning was considered by Schleich and Olteanu [86] for factorized databases
and Khamis et.al. [62] introduced a unified framework for in-database learning of
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a class of statistical learning models in relation databases. In this thesis there is
a in-database learning solution for regression models in relational databases on q-
hierarchical queries under updates. Every time a tuple is inserted into or deleted
from the database, we can appropriately modify the data structure of the in-database
learning system.
Further work has been done in the task of Machine Learning and databases [64, 58,
84, 5].
We obtain the following new, unpublished, theorem.
Theorem 3.8. For every d ∈ N⩾1 there is a dynamic algorithm that receives a q-hie-
rarchical conjunctive query Q and a σ-db D0 and computes within ti = O(poly(Q)
2d+1)
initialisation time and tp = poly(Q)
2d+1·O(||D0||) preprocessing time a data struc-
ture that can be updated in time tu = poly(Q)
2d+1 and allows to prepare the learn-
ing of the parameters of a polynomial hypothesis function hΘ of degree d in time
tl = O(poly(Q)
2d+1) where D is the current database.
Afterwards we consider the question if there are more routines we can do, if we
allow logarithmic update time. When allowing logarithmic update time, one can or-
ganize the data structure from Theorem 3.3, such that we can enumerate the tuples
in lexicographical order. This means, if a tuple a will be enumerated before b, then
a <lex b. Furthermore, one can upon input of a natural number output the jth tuple
the enumeration routine would output and, upon input of a tuple in the result set,
receive a natural number j such that the tuple is the jth tuple in the enumeration.
This is stated in the next Theorem.
Theorem 3.9. There is a dynamic algorithm that receives a q-hierarchical k-ary CQ
with aggregates Q with aggregation time ta and a σ-db D0 of size ||D0||, and computes
within preprocessing time poly(Q) · O(||D0|| log(||D0||))ta a data structure that can be
updated in time poly(Q) ·O(log(||D||))ta and allows the following:
(a) output the query result size |Q(D)| in time O(1) and
(b) enumerate the tuples in Q(D) in lexicographical order with delay poly(Q) and
(c) test for an input tuple a ∈ domk+ℓ if a ∈ Q(D) within time tt = poly(Q) and
(d) upon input of a tuple b ∈ domk+ℓ output the tuple
max
{
a ∈ Q(D) : a ⩽ b}
if it exists, or a SmallerThanMinimum-message otherwise in time tl = poly(Q) and
(e) upon input of an arbitrary number j, take time poly(Q)·O(log(||D||)) to immediately
output the jth tuple that the enumeration procedure of (b) would output and
(f) upon input of an arbitrary tuple a ∈ Q(D), take time poly(Q) · O(log(||D||)) to
immediately output the number j such that a is the jth tuple the enumeration
procedure of (b) would output,
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where D is the current database.
The result of this theorem is new and yet unpublished. To solve the routines in
Part (a), (b), (c) and (d) we use a variant of the data structure from Theorem 3.3.
The variant is described in Remark 4.9. Using this variant, we obtain that the query
result will be enumerated in lexicographical order, when the enumeration algorithm
from Theorem 3.3 is used (see Remark 4.15). Furthermore, we obtain the routine in
Part (d) which is shown in Section 4.8.
For the routines in Part (e) and in Part (f) we enrich the data structure from
Theorem 3.3 by another way. Note that, in particular, it is not necessary that the
enumeration algorithm enumerates the tuples in lexicographical order for solving the
jth problem and the jth-reverse problem. In Chapter 8, it is described how to enrich
the data structure for the jth problem and the jth reverse problem and how these
routines work.
To output the jth solution of the query result allows us to have random access on the
query result by using any generation of integers. For the static setting Bagan, Durand,
Grandjean and Olive [9] proved that for a FO query computing a random tuple of the
query result can be done in average constant time after a linear preprocessing phase.
Furthermore, Bagan [7] proved that, for a monadic second order query over classes
of structures with bounded treewidth, the jth tuple in the query result with respect
to an order < can be computed in time log ||D||+ j after a linear time preprocessing
phase.
In Chapter 9 we study unions of conjunctive queries.
We receive Theorem 3.10 for testing and Theorem 3.11 for enumerating.
Theorem 3.10 ([21]). There is a dynamic algorithm that receives a t-hierarchical k-
ary UCQ Q and a σ-db D0, and computes within tp = poly(Q) ·O(||D0||) preprocessing
time a data structure that can be updated in time tu = poly(Q) and allows to test for
an input tuple a ∈ domkk if a ∈ Q(D) within time tt = poly(Q). Furthermore, the
algorithm allows to answer a t-hierarchical Boolean UCQ within time tans = O(1).
Theorem 3.11 ([21]). There is a dynamic algorithm that receives a q-hierarchical k-
ary UCQ Q and a σ-db D0, and computes within tp = poly(Q) ·O(||D0||) preprocessing
time a data structure that can be updated in time tu = poly(Q) and allows to enumerate
Q(D) with delay td = poly(Q).
A proof for Theorem 3.10 and Theorem 3.11 is given in Section 9.1. The results
of these theorems has already been published in [21]. The proof of Theorem 3.10 is
closely based on the proof in [21]. For Theorem 3.11 an alternative proof is given
in Section 9.1. In Section 9.2 we look at the jth problem for unions of conjunctive
queries. We identify a class of unions of conjunctive queries for which we obtain a
result, the strongly exhaustively q-hierarchial UCQs. A UCQ Q1∪· · ·∪Qm is strongly
exhaustively q-hierarchial if
⋂
i∈[m]Qi is q-hierarchical. The corresponding theorem is
the following.
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Theorem 3.12. There is a dynamic algorithm that receives a strongly exhaustively
q-hierarchial k-ary UCQ Q and a σ-db D0 of size ||D0||, and computes within prepro-
cessing time exp(Q) · O(||D0|| log(||D0||)) a data structure that can be updated in time
exp(Q) ·O(log(||D||)) and allows the following:
(a) enumerate the tuples in Q(D) with delay poly(Q) and
(b) upon input of an arbitrary number j, take time exp(Q)·O(log(||D||)) to immediately
output the jth tuple that the enumeration procedure of (a) would output,
where D is the current database.
It turns out that if a conjunctive query is not q-hierarchical, we cannot maintain the
query result under updates. This thesis mainly considers the upper bound, the lower
bounds can be found in [16]. These bounds are conditioned on the OMv-conjecture,
a conjecture on the hardness of online matrix-vector multiplication that characterises
the hardness of dynamic problems [57]. In [16], we obtain the following dichotomies,
which are stated from the perspective of data complexity (i.e., the query is regarded
to be fixed) and hold for any fixed ε > 0 under the OMv-conjecture. By n we denote
in the remainder of this section the size of the active domain of the current database
D. For the enumeration problem we restrict our attention to self-join free CQs, where
every relation occurs only once in the query.
Theorem 3.13 ([16]). Fix a number ε > 0 and a self-join free conjunctive query
Q. If Q is not q-hierarchical, there is no algorithm with arbitrary preprocessing time
and O(n1−ε) update time that enumerates Q(D) with O(n1−ε) delay, unless the OMv-
conjecture fails.
For Boolean CQs we obtain a lower bound for all queries, i.e., also for queries that are
not self-join free. To state the result, we need the standard notion of a homomorphic
core. A homomorphism from a CQ Q(x1, . . . , xk) to a CQ Q(y1, . . . , yk) is a mapping
h from vars(Q) to vars(Q) such that h(xi) = yi for all i ∈ [k] and if Ru1 · · ·ur is an
atom of Q, then Rh(u1) · · ·h(ur) is an atom of Q. The homomorphic core (for short,
core) of a conjunctive query Q is a minimal subquery Q of Q such that there is a
homomorphism from Q to Q, but no homomorphism from Q to a proper subquery
of Q. By Chandra and Merlin’s homomorphism theorem, every CQ Q has a unique
(up to isomorphism) core Q′ and Q′(D) = Q(D) for all databases D (cf., e.g., [2]).
While self-join free queries are their own cores, the situation is different for general
CQs. Consider, for example, the queries
Q1 :=
{
() : ∃x∃y (Exx ∧ Exy ∧ Eyy )} and
Q2 :=
{
() : ∃x (Exx )}.
Here, Q2 is a core of Q1 and thus Q1(D) = Q2(D) for every database D. However,
Q2 is q-hierarchical, whereas Q1 is not. The next lower bound theorem states that the
result of a Boolean conjunctive query cannot be maintained efficiently if the query’s
core is not q-hierarchical.
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Theorem 3.14 ([16]). Fix a number ε > 0 and a Boolean conjunctive query Q.
If the homomorphic core of Q is not q-hierarchical, then there is no algorithm with
arbitrary preprocessing time and tu = O(n
1−ε) update time that answers Q(D) in time
tans = O(n
2−ε), unless the OMv-conjecture fails.
Let us now turn to the problem of computing the cardinality |Q(D)| of the result
of a query Q = {(x1, . . . , xk) : φ}. From the Theorems 3.3 and 3.14 we know that
we can efficiently decide whether |Q(D)| > 0 if and only if the homomorphic core of
{() : ∃x1 · · · ∃xk φ} is q-hierarchical. The complexity of actually counting the number
of tuples in Q(D), however, depends on whether the core of the query Q(x1, . . . , xk)
itself (rather than the core of its Boolean version {() : ∃x1 · · · ∃xk φ}) is q-hierarchi-
cal. As in the Boolean case, the next theorem (together with Theorem 3.3) implies a
dichotomy for all conjunctive queries. One difference is that we have to additionally
rely on the OV-conjecture.
Theorem 3.15 ([16]). Fix a number ε > 0 and a conjunctive query Q. If the
homomorphic core of Q is not q-hierarchical, then there is no algorithm with arbi-
trary preprocessing time and tu = O(n
1−ε) update time that computes |Q(D)| in time
tc = O(n
1−ε), assuming the OMv-conjecture and the OV-conjecture.
Last but not least, there is a new lower bound shown in this thesis for the jth
problem, which can be shown by a reduction to the previous lower bound theorem:
Theorem 3.16. Fix a number ε > 0 and a self-join free conjunctive query Q. If Q
is not q-hierarchical, then there is no algorithm with arbitrary preprocessing time and
O(n1−ε) update time that solves the jth problem in time O(n1−ε), unless the OMv-
conjecture fails.
A proof is given in Section 8.5.
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conjunctive queries under updates
This chapter is devoted to the proof of Theorem 3.2 and Theorem 3.3, except for part
(d) in Theorem 3.3. In Section 4.1 there is a definition of the data structure that will
be used in both theorems. In Section 4.2 it is described how to initialise and update the
data structure. In Section 4.3 is a proof for Theorem 3.2. Afterwards in Section 4.5,
a lemma is presented that is very useful to prove the correctness of the enumeration
algorithm and some facts for queries with aggregates. The proof of Theorem 3.3 will
be continued with proving part (a) in Section 4.4, part (b) in Section 4.6, and part (c)
in Section 4.7.
4.1. The fundamental data structure
We now give an alternative characterisation of q-hierarchical queries that sheds more
light on their “tree-like” structure and will be useful for designing efficient query
evaluation algorithms. Next, we define the notion of a q-tree for a CQ Q and show
that Q is q-hierarchical if and only if it has a q-tree.
Definition 4.1. Let Q be a CQ. A q-tree for Q is a rooted directed tree TQ = (V,E)
with V = vars(Q) ∪˙ {vroot} where
(1) for all atoms ψ in Q the set vars(ψ) ∪ {vroot} forms a directed path in TQ that
starts from the root vroot, and
(2) if free(Q) ̸= ∅, then free(Q) ∪ {vroot} is a connected subset in TQ.
See Figure 4.1 for examples of q-trees. The following lemma gives a characterisation
of the q-hierarchical conjunctive queries via q-trees.
Lemma 4.2. A CQ Q is q-hierarchical if and only if Q has a q-tree. Moreover, there
is a polynomial time algorithm that decides whether an input CQ Q is q-hierarchical,
and if so, outputs a q-tree.
Proof. The proof of the “only if” direction is easy, as every conjunctive query that
has a q-tree T must be q-hierarchical, because if y is a descendant of x in T , then
atoms(y) ⊆ atoms(x) and if the path from vroot to x and the path from vroot to y are
disjoint, then atoms(y) ∩ atoms(x) = ∅.
For proving the “if” direction, we inductively construct a q-tree TQ for all con-
junctive queries Q with at most s variables. The induction basis for empty queries is
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vroot
x1
x2
x3 x4
x5
vroot
x2
x1
x3 x4
x5
Figure 4.1.: Two q-trees for
Q =
{
(x1, x2, x3) : ∃x4∃x5
(
Ex1x2 ∧Rx4x1x2x1 ∧Rx5x3x2x1
)}
.
trivial. We just use the tree T = (V,E) with V = {vroot} and E = ∅. For the inductive
step, we split the set of atoms in Q that have at least one variable, into disjoint sets
Φ1 ∪ · · · ∪ ΦM we have
• for all m ∈ [M ] the following holds. For all x, y ∈ vars(Φm) we have atoms(x) ⊆
atoms(y) or atoms(x) ⊇ atoms(y) and
• for all m,m′ ∈ [M ] with m ̸= m′ the following holds. For all x ∈ vars(Φm) and
y ∈ vars(Φm′) we have that atoms(x) ∩ atoms(y) = ∅.
Here, we define vars(Φ) :=
⋃
ψ∈Φ vars(ψ) for every Φ ⊆ atoms(Q). It follows that for
all m,m′ ∈ [M ] with m ̸= m′, we have that Φm ∩ Φm′ = ∅. To prove that fact let
us assume for a contradiction that there is m,m′ ∈ [M ] such that there is an atom
ψ ∈ Φm∩Φm′ . Let x ∈ vars(ψ) be arbitrary. Then, there is a x ∈ vars(Φm)∩vars(Φm′)
such that ψ ∈ atoms(x). This contradicts to the second condition of the definition of
Φm and Φm′ .
First of all, we show that Φm =
⋃
w∈vars(Φm) atoms(w). The fact
Φm ⊆
⋃
w∈vars(Φm) atoms(w) is clear. To show that Φm ⊇
⋃
w∈vars(Φm) atoms(w), let
us assume for a contradiction that there is a ψ ∈ ⋃w∈vars(Φm) atoms(w) with ψ /∈ Φm.
Then, ψ ∈ Φm′ for a m′ ̸= m. Since ψ ∈ atoms(w) it follows that w ∈ vars(Φm′).
Then, there is a w ∈ vars(Φm) ∩ vars(Φm′) with ψ ∈ atoms(w). This violates the
second condition in the definition of the sets Φ1, . . . ,ΦM .
Now, we show that for every m ∈ [M ] there is a v ∈ vars(Φm) such that v oc-
curs in every atom in Φm. Let v ∈ vars(Φm) be a variable such that |atoms(v)| =
maxw∈vars(Φm) |atoms(w)|. Thus, for all w ∈ vars(Φm)\{v} it follows that |atoms(w)| ⩽
|atoms(v)| and therefore atoms(w) ̸⊃ atoms(v) and thus atoms(w) ⊆ atoms(v). Be-
cause of this fact it follows that Φm =
⋃
w∈vars(Φm) atoms(w) = atoms(v) and there-
fore, v appears in every atom. We show now that if there are free variables in Φm,
the variable v that appears in every atom in Φm is a free variable in Q, i.e., if
free(Q)∩ vars(Φm) ̸= ∅, there must be a v ∈ free(Q)∩ vars(Φm) with Φm = atoms(v).
For a contraction let us assume that for all v ∈ vars(Φm) with Φm = atoms(v) it holds
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that v /∈ free(Q). Then, by the second condition of Definition 3.1 it follows that for
all w ∈ vars(Φm) with Φm ̸= atoms(w) that w /∈ free(Q) (since atoms(w) ⊂ atoms(v))
and therefore free(Q) = ∅, which violates the assumption.
If M = 1, let v be the variable that appears in every atom. Let Q′ be the query
we obtain if we delete every atom of the form Rv and delete every appearance of v in
every atom. Note that by definition Q′ is q-hierarchical with s−1 variables and let T ′
be the querytree of Q′, we obtain from the induction hypothesis. Let T be the tree we
obtain from T ′ if we replace the vroot node in T ′ by v and insert a “new root” vroot and
an edge from vroot to v. Then, T is a q-tree for Q since for every atom ψ ∈ atoms(Q′)
the set (vars(ψ) \ {v}) ∪ {vroot} forms a path in T ′ and by construction of T we have
that the set (vars(ψ) \ {v}) ∪ {v} ∪ {vroot} forms a path in T for every ψ ∈ atoms(Q).
If free(Q) ̸= ∅, then v ∈ free(Q) and therefore by the induction hypothesis it follows
that free(Q) ∪ {vroot} is a connected subset in T .
IfM > 1, for everym ∈ [M ] let Qm be the query we obtain, by removing every atom
in Q that does not belong to Φm and the variables that do not belong to vars(Φm).
Note that |vars(Qm)| = |vars(Φm)| < s. Thus, let Tm be the q-tree we obtain from
the induction hypothesis. For every m ∈ [M ] there must be a node vm in Tm such
that this is the only node that has an edge from the root node vroot. Since otherwise,
if there are two nodes v1m and v
2
m with v
1
m ̸= v2m and {vroot, v1m}, {vroot, v2m} ∈ E(Tm),
there is an atom ψ1 ∈ atoms(v1m) and ψ2 ∈ atoms(v2m), but vars(ψ1) ∩ vars(ψ2) = ∅,
which is a contradiction to the fact that there must be a variable that appears in every
atom. Let T be the tree that we obtain from the q-trees T1, . . . , TM if we remove the
vroot nodes in every tree and insert a new root node vroot and for all m ∈ [M ] the edge
{vroot, vm}, i.e., T = (V,E) is the q-tree with V :=
⋃M
m=1 Vm and E :=
⋃M
m=1Em
where (Vm, Em) = Tm for all m ∈ [M ]. T is a q-tree for Q since for every atom
ψ ∈ atoms(Q) there is a m ∈ [M ] such that ψ ∈ Φm and vars(ψ)∪{vroot} forms a path
in Tm. By construction, the path still appears in T . Furthermore, by the induction
hypothesis it follows that free(Q)∪ {vroot} is a connected subset of in T . Thus, T is a
q-tree for Q.
It is easy to see that this construction can be computed in polynomial time.
For the remainder of this chapter we assume that Q(x1, . . . , xk, b1, . . . , bℓ) is a q-hie-
rarchical conjunctive query, vars(Q) = {x1, . . . , xm} with 0 ⩽ k ⩽ m, and Q is of the
form
Q =
{
(x1 . . . xk, b1, · · · , bℓ) : ∃xk+1 · · · ∃xm
(
ψ1 ∧ · · · ∧ ψd
)}
, (4.1)
where b1, . . . , bℓ ∈ dom and ψ1, . . . , ψd are atomic queries of schema σ. We know that
Q has a q-tree (see Lemma 4.2). We use the lemma’s algorithm to construct in time
poly(Q) a q-tree TQ of Q. For the remainder of this section, we simply write T to
denote TQ. Recall that the vertex set V of T is the set of variables in Q and vroot, i.e.,
V = {x1, . . . , xm, vroot}.
The following notation will be convenient for describing and analysing our algo-
rithms. For a node v of T , we write path[v] to denote the set of all nodes of T that
occur in the path from vroot to v in T (including v), and we let path[v) := path[v]\{v}.
Furthermore we let vpath[v] := path[v] \ {vroot} and vpath[v) := path[v) \ {vroot}.
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child(v) := {u : (v, u) ∈ E(T )} is the set of children of v in T . The set succ(v), the
successors of v, is the set of variables w in T (including v) such that there is a path
from v to w in T .
A node v of T represents an atomic query ψ if and only if vpath[v] = vars(ψ), i.e.,
the variables in vpath[v] are exactly the variables in ψ.
An assignment is a partial mapping from var to dom. As usual, we write dom(α)
for the domain of α. For a set S ⊆ var, by α|S we denote the restriction of α to
dom(α) ∩ S. For x ∈ var and a ∈ dom we write α ax for the assignment α′ with
domain dom(α) ∪ {x}, where α′(x) = a and α′(y) = α(y) for all y ∈ dom(α) \ {x}.
An assignment β is called an expansion of α (for short: β ⊇ α) if dom(β) ⊇ dom(α)
and β|dom(α) = α. The empty assignment ∅ is the assignment with empty domain.
For pairwise distinct variables v1, . . . , vs and constants a1, . . . , as ∈ dom we write
a1,...,as
v1,...,vs
to denote the assignment α with dom(α) = {v1, . . . , vs} and α(vi) = ai for
all i ∈ [d]. With γid we denote the function with dom(γid) = dom and γid(a) = a
for all a ∈ dom. For every conjunctive formula φ and for every assignment α with
dom(α) = vars(φ) we write (D,α) |= φ if and only if for the valuation β = α ∪ γid
holds (D,β) |= {(y1, . . . , ys) : φ} where {y1, . . . , ys} = free(φ).
We now describe the data structure D that will be built by the preprocess routine
and maintained while executing the update routine. Our data structure for a given
database D represents so-called items. Each item i is determined by an assignment
αi : vpath[vi] → dom for some vi ∈ V . We call αi the assignment of item i, the last
vertex vi on the path the variable of item i and its value ai := αi(vi) the constant of
item i. An item i is denoted by [αi] = [a1,...,asv1,...,vs ], where vroot, v1, . . . , vs = v
i is the
path from vroot to v
i in T . For every item i and every child u of vi in T there is a
doubly linked list Liu (the u-list of i) that contains items of the form [αi bu] and we
have one pointer childiu that points from i to the first element in Liu. Note that in
every data structure there is a designated start-item istart, denoted by [∅], with the
assignment αistart = ∅ and vistart = vroot.
It is important to note that not every item of the form [αi bu] that is present in our
data structure will be contained in the corresponding list Liu. The parent item of an
item i = [a1,...,asv1,...,vs ] is defined to be the item [
a1,...,as−1
v1,...,vs−1
]. The start item has no parent
item. As a convention, we set atoms(vroot) = atoms(Q).
Let us now state which items are actually contained in our data structure. An item
i is present in our data structure if and only if there is an atom ψ ∈ atoms(vi) such
that there is an expansion β ⊇ αi with dom(β) = vars(ψ) and (D,β) |= ψ. It follows
that every fact R(a1, . . . , ar) in the database gives rise to a constant number of items
and that the overall number of items in our data structure is therefore linear in the
size of the database. The definition also ensures that whenever an item is present in
our data structure, then so is its parent item.
Let us now specify which of the present items are actually contained in the corre-
sponding list Liu.
Definition 4.3 (fit items). An item i is fit if and only if there is an expansion β ⊇ αi
such that (D,β) |= ⋀ψ∈atoms(vi) ψ.
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The doubly linked list Liu contains precisely those items that are fit. Being fit is a
necessary requirement for participating in the query result and this is why we exclude
unfit items from the lists. Note that whenever a tuple is inserted into or deleted
from the database, this affects the “fit”-status of only a constant number of items.
Furthermore, provided we have constant-time access to the items, we can update their
status and include or exclude them from the corresponding lists in constant time.
The height of a variable v in a q-tree TQ (or in a subtree T
′ of TQ) is defined as
the number of edges of the longest path from v to a leaf in TQ (or in T
′, resp.). The
height of an item i is defined as the height of its variable in TQ (or in T
′, resp.). This
will be convenient to prove facts via induction.
We say that a data structure is lexicographically ordered if for all present items i
we have that for all u ∈ child(vi) the following holds. The items in the u-list of i are
lexicographically ordered. This is a necessary requirement to enumerate the tuples in
the query result in lexicographical order.
We consider now an example:
Example 4.4. Let us consider the query
Q = {(y, x1, x2, x3) : Eyx1 ∧ Fyx2x3 ∧ Gyx2x3}
and the database D0 with dom = N and
ED0 :=
{
(1, 1), (1, 2), (1, 3), (2, 4), (2, 8), (2, 9), (3, 2)
}
,
FD0 :=
{
(1, 4, 1), (1, 5, 2), (1, 6, 3), (1, 6, 4), (2, 2, 1), (2, 2, 8), (2, 2, 4),
(3, 1, 1), (4, 5, 6)
}
,
GD0 := FD0 .
See Figure 4.2 for a q-tree of Q and Figure 4.3 for an illustration of the data structure
of Q on D. An arrow from an item i to an item i′ labelled by u denotes that i′ is
the first item of the u-list of i. A line between two items i (on the left) and i′ (on
the right) denotes that i′ is the successor item of i in the doubly-linked list. The item
[ 4y] is present in the data structure but not fit since (4, 5, 6) ∈ FD0 and there is no
a ∈ adom(D) with (4, a) ∈ ED0 . All the other present items are fit.
Figure 4.2.: q-tree of TQ from Example 4.4.
vroot
y
x1 x2
x3
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Figure 4.3.: Illustration of the data structure for the query and database in Exam-
ple 4.4.
[∅]
[ 1y]
[ 1 1yx1 ] [
1 2
yx1
] [ 1 3yx1 ]
[ 1 4yx2 ] [
1 5
yx2
] [ 1 6yx2 ]
[ 1 4 1yx2x3 ] [
1 5 2
yx2x3
] [ 1 6 3yx2x3 ] [
1 6 4
yx2x3
]
[ 2y]
[ 2 4yx1 ] [
2 8
yx1
] [ 2 9yx1 ]
[ 2 2yx2 ]
[ 2 2 1yx2x3 ] [
2 2 8
yx2x3
] [ 2 2 4yx2x3 ]
[ 3y]
[ 3 2yx1 ]
[ 3 1yx2 ]
[ 3 1 1yx2x3 ]
[ 4y]
nil
[ 4 5yx2 ]
[ 4 5 6yx2x3 ]
y
x1
x2
x1
x2
x1
x2
x1
x2
x3 x3 x3
x3
x3 x3
4.2. Preprocessing and updating the data structure
In the initialisation we compute the q-tree (by Lemma 4.2 this can be done in time
poly(Q)), and we initialise the data structure for the empty database, i.e.,we initialise a
start-item. In the preprocessing phase, we perform then initialisation and afterwards,
|D0| insertion steps to ensure that the data structure represents the initial database
D0. By ensuring that the insertion time is poly(Q), it follows that the preprocessing
time is poly(Q)O(||D0||) and hence linear in the size of the initial database.
To illustrate how to update the data structure, consider again our database D0 from
Example 4.4 and suppose that the tuple (4, 1) is inserted into the relation E. Now, we
create the new item [ 4 1yx1 ] that represents the new tuple and add it to the x1-list of
[ 4y]. The item [
4
y] gets fit and thus, we add the item to the y-list of [∅]. See Figure
4.4 for an illustration of the resulting database D1.
Let us now suppose that the tuple (3, 1, 1) will be deleted from GD1 . As a conse-
quence the items [ 3 1 1yx2x3 ], [
3 1
yx2
] and [ 3y] are not fit anymore but still present since
(3, 1, 1) ∈ FD1 . Therefore, we remove [ 3 1 1yx2x3 ] from the x3-list of [ 3 1yx2 ] and [ 3 1yx2 ]
from the x2-list of [
3
y] and [
3
y] from the y-list of [∅]. See Figure 4.5 for an illustration
of the resulting database D2.
As a last step in our example we also delete (3, 1, 1) from F . Then the items [ 3 1 1yx2x3 ]
and [ 3 1yx2 ] are not allowed to be present in our data structure and therefore we delete
them.
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Figure 4.4.: Illustration of the data structure for the query and database in Example
4.4 after (4, 1) was inserted to ED.
[∅]
[ 1y]
[ 1 1yx1 ] [
1 2
yx1
] [ 1 3yx1 ]
[ 1 4yx2 ] [
1 5
yx2
] [ 1 6yx2 ]
[ 1 4 1yx2x3 ] [
1 5 2
yx2x3
] [ 1 6 3yx2x3 ] [
1 6 4
yx2x3
]
[ 2y]
[ 2 4yx1 ] [
2 8
yx1
] [ 2 9yx1 ]
[ 2 2yx2 ]
[ 2 2 1yx2x3 ] [
2 2 8
yx2x3
] [ 2 2 4yx2x3 ]
[ 3y]
[ 3 2yx1 ]
[ 3 1yx2 ]
[ 3 1 1yx2x3 ]
[ 4y]
[ 4 1yx1 ]
[ 4 5yx2 ]
[ 4 5 6yx2x3 ]
y
x1
x2
x1
x2
x1
x2
x1
x2
x3 x3 x3
x3
x3 x3
Figure 4.5.: Illustration of the data structure for the query and database in Example
4.4 after (4, 1) was inserted to ED and (3, 1, 1) deleted from GD.
[∅]
[ 1y]
[ 1 1yx1 ] [
1 2
yx1
] [ 1 3yx1 ]
[ 1 4yx2 ] [
1 5
yx2
] [ 1 6yx2 ]
[ 1 4 1yx2x3 ] [
1 5 2
yx2x3
] [ 1 6 3yx2x3 ] [
1 6 4
yx2x3
]
[ 2y]
[ 2 4yx1 ] [
2 8
yx1
] [ 2 9yx1 ]
[ 2 2yx2 ]
[ 2 2 1yx2x3 ] [
2 2 8
yx2x3
] [ 2 2 4yx2x3 ]
[ 3y]
[ 3 2yx1 ] nil
[ 3 1yx2 ]
nil
[ 3 1 1yx2x3 ]
[ 4y]
[ 4 1yx1 ]
[ 4 5yx2 ]
[ 4 5 6yx2x3 ]
y
x1
x2
x1
x2
x1 x2x1
x2
x3 x3 x3
x3
x3
x3
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When an update command arrives, we have to modify our data structure accordingly
so that it meets the requirements described above. For convenience, we summarise the
conditions below.
Condition 4.5. (a) An item i is present in our data structure if and only if there is an
atom ψ ∈ atoms(vi) such that there is an expansion β ⊇ αi with dom(β) = vars(ψ)
and (D,β) |= ψ.
(b) For every item i and every u ∈ child(vi) the list Liu consists of all fit items of the
form [αi bu].
The update procedure that guarantees that Condition 4.5 holds is given in Algo-
rithm 1.
We also store for every v ∈ var(Q) a dictionary Dv. Let vroot, u1, . . . , us = v be the
path from the root to v in the q-tree of Q. As keys we use s−1-ary tuples and the
values are lists. In theses dictionaries we represent information that an item is present,
i.e.,
as is in Dus [a1, . . . , as−1] ⇐⇒ [
a1, . . . , as
u1, . . . , us
] is present in the data structure
We additionally store for every R ∈ σ a dictionary DR with ar(R)-ary keys and
DR[a1, . . . , ar] = 1 if and only if (a1, . . . , ar) ∈ RD (DR[a1, . . . , ar] = 0 otherwise).
Furthermore we have to store a Boolean variable start-is-fit that is set to True if,
and only if, the start-item [∅] is fit. We will later use (for example in the enumeration
algorithm) this variable to check in constant time if the start-item is fit. Algorithm 1
shows how to change the data structure after the databases is updated, i.e., a tuple is
inserted or deleted.
The correctness of Algorithm 1 follows from the following claim:
Claim 4.6. (a) Condition 4.5 holds for the data structure for the empty database.
(b) If Condition 4.5 holds for the data structure, the condition still holds after an
update was performed.
Proof. (a) For the empty database we do not have items except the start-item and
therefore the condition holds.
(b) Let us assume that we have a databaseD and a data structure forD and Q for that
Condition 4.5 holds and we receive an update and use Algorithm 1 to update the
data structure. Let D′ be the resulting database after the update was performed,
i.e., RD
′
= RD ∪ {(a1, . . . , ar)} and SD′ = SD for all S ∈ σ \ {R} if we insert
(a1, . . . , ar) to R and R
D′ = RD \ {(a1, . . . , ar)} and SD′ = SD for all S ∈ σ \ {R}
if we delete (a1, . . . , ar) from R.
Let us first consider the case that the if conditions in 8 and 10 do not hold.
The only items i that we consider in the algorithm are the following: There is an
atom of the form Rv1, . . . , vr in Q and a j ∈ [s] such that αi = c1,...,cju1,...,uj . Here
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Algorithm 1 Procedure that modifies the data structure after an insert or delete
command receives.
1: procedure Update R(a1, . . . , ar)
2: Set DR[a1, . . . , ar] = 1 if Update == insert.
3: Set DR[a1, . . . , ar] = 0 if Update == delete.
4: for all atoms of the form Rv1 . . . vr in Q do
5: Let u1, . . . , us be the nodes in a path in the q-tree TQ such that
{u1, . . . , us} = {v1, . . . , vr} ∩ var.
6: Let c1, . . . , cs be elements such that cj = am if and only if uj = vm.
7: ▷ The next if-condition checks if the tuple matches to constants
8: if there is an i ∈ [r] with vi ∈ dom and vi ̸= ai then
9: continue ▷ go to the next iteration step in the for loop
10: if there are i, j ∈ [r] with vi = vj and ui ̸= uj then
11: continue ▷ go to the next iteration step in the for loop
12: if Update == insert then
13: for j = 1 to s do
14: if [
c1,...,cj
u1,...,uj
] does not exists in the data structure then
15: Create [
c1,...,cj
u1,...,uj
] and add cj to Duj [c1, . . . , cj−1].
16: for j = s to 1 do
17: If [
c1,...,cj
u1,...,uj
] becomes fit, add the item to xj-list of [
c1,...,cj−1
u1,...,uj−1
].
18: if Update == delete then
19: for j = s to 1 do
20: if [
c1,...,cj
u1,...,uj
] is not fit then
21: Remove the item from the uj-list of [
c1,...,cj−1
u1,...,uj−1
].
22: if Condition 4.5(a) does not hold for [
c1,...,cj
u1,...,uj
] then
23: Remove [
c1,...,cj
u1,...,uj
] and remove cj from Duj [c1, . . . , cj−1].
24: Set start-is-fit to True if and only if [∅] is fit.
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and in the rest of the proof, c1, . . . , cs, u1, . . . , us are defined as in lines 5 and 6 in
Algorithm 1. The corresponding atom in the iteration of the for-loop should be
clear from context.
If we insert a tuple to a relation, we create all these items [
a1,...,aj
u1,...,uj
], since
αi ⊆ {vℓ ↦→ aℓ : ℓ ∈ [r]} =: β and it holds that (D′, β) |= ψ for an atom ψ ∈
atoms(vi), so they have to be present. We also check if they are fit and add them
to the corresponding lists. If we delete a tuple from a relation, the algorithms
checks for these items if they are still fit after the update and removes them from
the corresponding lists if not and removes them from the data structure if they
are not allowed to be present. Note that by definition of being fit or present such
items can only receive the status of being present or fit if we insert a tuple, since
we insert a tuple to D and lose their status of being present or fit after we delete
a tuple from a relation.
Note that, for the other items i, that we do not consider in the algorithm, it
holds that for all atoms of the form Rv1, . . . , vr there is at least one {x ↦→ b} ∈ αi
such that x /∈ {v1, . . . , vr} or b /∈ {a1, . . . , ar}. Furthermore, for these items i it
holds that for every atom ψ ∈ atoms(vi) and for every expansion β ⊇ αi with
dom(β) = vars(ψ) holds (D,β) |= ψ ⇐⇒ (D′, β) |= ψ (and, in particular,
(D,β) |= ⋀ψ∈atoms(vi) ψ ⇐⇒ (D′, β) |= ⋀ψ∈atoms(vi) ψ), since the update does
not change relevant tuples for their satisfaction in the database. Thus, we obtain
that these items do not change the status of being present and fit.
Let us now consider the case that at least one of the if conditions in Line 8 and
10 hold. Then, for the assignment β with β(uj) = cj for all j ∈ [s] it does not
hold that (D,β) |= Rv1 . . . vr and therefore such an update in consideration of the
atomic formula Rv1 . . . vr has no affect of the present status of any item in the
data structure.
Therefore, Algorithm 1 guarantees that Condition 4.5 holds after an update was
performed.
In the remainder of this section we show that the algorithm takes time poly(Q).
For all v ∈ V (T ) let exatoms(v) :=
(
atoms(v) \⋃u∈child(v) atoms(u)) if v ̸= vroot and
exatoms(vroot) is the set of atoms with arity 0 in Q. First of all, we show how to
quickly check that if an item is fit or not and whether an item is allowed to be present.
To do this, we use the following lemmas:
Lemma 4.7. Let Q be a q-hierarchical CQ and D be a database. For all items i in
the data structure for Q on D the following holds. The item i is fit if and only if for
every u ∈ child(vi) is the u-list of i not empty and (D,αi) |= ⋀ψ∈exatoms(vi) ψ.
The proof can be found at the end of this section (see page 39). To check if an item
i is fit, we simply use the fact of Lemma 4.7 and check if there is a u ∈ child(vi) such
that the u-list of i is empty and (D,αi) |= ⋀ψ∈exatoms(vi) ψ. To verify if (D,αi) |=⋀
ψ∈exatoms(vi) ψ we lookup for every Rx1, . . . , xr ∈ exatoms(vi) if (β(x1), . . . , β(xr))
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is in DR for β := αi ∪ γid. Note that checking if an item is fit takes poly(Q) time,
since we have at most |Q| lookups and we check for |child(vi)| ⩽ poly(Q) lists, whether
they are empty. Note that we update the items in the data structure bottom up, i.e.,
every time we check if an i is fit, the items whose assignment that are extensions of
αi, already have an updated status (the information if they are fit or present).
To check if an item has to be present, we use the following lemma.
Lemma 4.8. Let Q be a q-hierarchical CQ and D be a database. For all items i in
the data structure for Q on D it holds that i is present if and only if there is an atom
ψ ∈ exatoms(vi) such that (D,αi) |= ψ or there is a u ∈ child(vi) and a b ∈ adom(D)
such that there is a present item ιˆ = [αi bu].
The proof is given at the end of this section (see page 40).
To check if we have to delete an item from our data structure in line 22 of Algorithm
1, we check if
1. there is an atom ψ ∈ exatoms(vi) such that (D,αi) |= ψ or
2. there is a u ∈ child(vi) and a b ∈ adom(D) such that there is a present item
ιˆ = [αi bu].
To check if condition 1 holds we lookup for all ψ = Rx1 . . . xr ∈ exatoms(vi) if
(β(x1), . . . , β(xr)) is in DR where β = αi ∪ γid. For condition 2, we check if
Dxr [α(x1), . . . , α(xr−1)] is not empty.
Since lines 8, 10, 17, 20, 22 and 24 in Algorithm 1 take time poly(Q) and the for loop
has at most ||Q|| iterations and the other lines take constant time, we need time poly(Q)
for Algorithm 1. Thus, we can update the data structure, that is not lexicographically
ordered, in time poly(Q) if we receive an update.
Remark 4.9. Note that for lexicographically ordered data structures we have to take
into account that for all present item i in the data structure and for all u ∈ child(vi)
in the data structure the u-list of i is lexicographically ordered. To realise this, we have
to create for all lists ordered data structures such as AVL-trees or red-black trees (see
[32] for a survey). For these data structures it takes time O(log(|adom(D)|)) to insert
or to delete an element from the list. By analysing the running time for the update
algorithm with the assumption that it takes time O(log(|adom(D)|)) to insert or delete
an element from a u-list of i, we obtain that it takes time log(|adom(D)|) poly(Q) to
update lexicographically ordered data structures.
In the remainder of this section we give proofs for Lemma 4.7 and Lemma 4.8.
Proof of Lemma 4.7. Let us assume that a present item i is fit. Then, there is a
β ⊇ αi such that (D,β) |= ⋀ψ∈atoms(vi) ψ. In particular, it holds that (D,αi) |=⋀
ψ∈exatoms(vi) ψ and for every w ∈ child(vi) it holds that atoms(w) ⊆ atoms(vi) and
therefore (D,β) |= ⋀ψ∈atoms(w) ψ. Thus, there is an assignment αw = β|vpath[w] ⊆ β
such that (D,β) |= ⋀ψ∈atoms(w) ψ and, in particular, the item [αw] is present and fit.
Therefore, there must be an item [αw] in the w-list of i for every w ∈ child(vi).
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For the “only if” direction let us assume that every u-list of i is not empty and
(D,αi) |= ψ for all ψ ∈ exatoms(vi). Then, there exists for every u ∈ child(vi) an item
[αi bu] that is fit, i.e., there is a βu ⊇ αi bu such that (D,βu) |=
⋀
ψ∈atoms(u) ψ. Let β :=⋃
u∈child(vi) βu. Note that β is a valid assignment since α
i ⊆ βu for all u ∈ child(vi) and
dom(αi) =
⋂
u∈child(vi) dom(βu) and atoms(v
i) =
⋃
u∈child(vi) atoms(vi)∪exatoms(v).
It follows that (D,β) |= ⋀ψ∈atoms(vi) ψ and i is therefore fit.
Proof of Lemma 4.8. Let us assume that i is a present item in the data structure and
let ψ ∈ atoms(vi) be the atom and β ⊇ αi be the assignment with dom(β) = vars(ψ)
and (D,β) |= ψ.
• Case 1: ψ ∈ exatoms(vi). Then, dom(β) = varsψ = dom(αi) and thus,
(D,αi) |= ψ.
• Case 2: ψ /∈ exatoms(vi). Then, there exists a u ∈ child(vi) such that ψ ∈
atoms(u). Let b = β(u). Then, it holds that β ⊇ αi bu with dom(β) = vars(ψ)
and (D,β) |= ψ and, in particular, there is a present item [αi bu] in the data
structure.
For the “only if” direction, we consider two cases:
• Case 1: There is an atom ψ ∈ exatoms(vi) such that (D,αi) |= ψ. It is straight-
forward to verify that i is present in the data structure.
• Case 2: [αi bu] is present in our data structure. Then, there is an atom ψ ∈
atoms(u) ⊆ atoms(vi) and an expansion β ⊇ αi bu ⊇ αi with dom(β) = vars(ψ)
and (D,β) |= ψ. By definition, i is present in the data structure.
4.3. Answering Boolean q-hierarchical queries
The aim of this section is to give a proof for Theorem 3.2, i.e., to show how to use the
data structure for answering Boolean q-hierarchical conjunctive queries.
For convenience, Theorem 3.2 is restated in the following.
Theorem 3.2. There is a dynamic algorithm that receives a Boolean q-hierarchical
conjunctive query Q and a σ-db D0, and computes within ti = poly(Q) initialisation
time and tp = poly(Q)·O(||D0||) preprocessing time a data structure that can be updated
in time tu = poly(Q) and allows to answer Q(D) in time tans = O(1) where D is the
current database.
Proof of Theorem 3.2. Let
Q := {(b1, . . . , bℓ) : ∃y1 · · · ∃ykφ}
be the input Boolean q-hierarchical CQ and let D be the input database. The main
idea is to use the data structure from this chapter to maintain the query Q′ on D
under updates where
Q′ := {(y1, . . . , yk, b1, . . . , bℓ) : φ}
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with the init, preprocess and the update routines from Section 4.2. An update can
be done in time tu = poly(Q), the initialisation can be done in time ti = poly(Q) and
the preprocessing can be done in time tp = ||D0|| poly(Q).
For the answer routine, we just check if the variable start-is-fit is true and
return the corresponding result. This can be done in time O(1). The routine is correct,
since by Definition 4.3 it follows that the start item is fit, if and only, if there is an
assignment β such that (D,β) |= ⋀ψ∈atoms(vroot) ψ. Thus, (D,β) |= Q′. Obviously, this
fact holds if and only if Q(D) = yes.
This concludes the proof of Theorem 3.2.
4.4. Testing q-hierarchical queries
The aim of this section is to show Theorem 3.3 (a), i.e., to show how the test routine
for q-hierarchical queries works.
First we consider an example.
Example 4.10. Let us recall the database D0 and the query Q from Example 4.4.
Assume, that we want to test if (1, 3, 6, 3) belongs to the result set. Let α := 1 3 6 3yx1x2x3
be the assignment such that it belongs to the tuple if matching the free variables with
the components of the tuple, i.e., (1, 3, 6, 3) = (α(y), α(x1), α(x2), α(x3)).
For all u ∈ free(Q) we consider the assignments αu := α|vpath[u] and check if the
items [∅] and [αu] are fit for all u ∈ free(Q). The following holds.
• Since [∅] is fit, it follows that there are a1, a2, a3, a4 ∈ adom(D0) such that
(a1, a2) ∈ ED0 and (a1, a3, a4) ∈ FD0 ∩GD0 .
• Since [ 1y] is fit, it follows that there are a2, a3, a4 ∈ adom(D0) such that (1, a2) ∈
ED0 and (1, a3, a4) ∈ FD0 ∩GD0 .
• Since [ 1 3yx1 ] is fit, it follows that (1, 3) ∈ ED0 .
• Since [ 1 6yx2 ] is fit, it follows that there is a a4 ∈ adom(D0) such that (1, 6, a4) ∈
FD0 ∩GD0 .
• Since [ 1 6 3yx2x3 ] is fit, it follows that (1, 6, 3) ∈ FD0 ∩GD0 .
Since (1, 3) ∈ ED0 and (1, 6, 3) ∈ FD0 ∩ GD0 , it follows that (1, 3, 6, 3) belongs to the
query result.
Assume, that we want to test if (1, 4, 6, 3) belongs to the query result. There is no fit
and present item [ 1 4yx1 ] and thus (1, 4) /∈ ED0 and therefore, (1, 4, 6, 3) does not belong
to the query result.
For the remainder of this section we assume that Q(x1, . . . , xk, b1, . . . , bℓ) is a q-hie-
rarchical conjunctive query, vars(Q) = {x1, . . . , xm} with 0 ⩽ k ⩽ m, and Q is of the
form
Q =
{
(x1 . . . xk, b1, · · · , bℓ) : ∃xk+1 · · · ∃xm
(
ψ1 ∧ · · · ∧ ψd
)}
, (4.2)
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where b1, . . . , bℓ ∈ dom and ψ1, . . . , ψd are atomic queries of schema σ. We are given as
input Q and a σ-dbD and let us assume we have the data structure from Section 4.1 for
Q and D. When we call the test routine with input a = (α(x1), . . . , α(xk), c1, . . . , cℓ),
we check if the following two conditions are true.
• bj = cj for all j ∈ [ℓ].
• For all v ∈ vars(Q) the items [α|vpath[v]] are fit and output the result of the test.
We output Yes if and only if the results of both tests are true.
Note that by Definition 4.3, it follows that
(D,α) |= ψ for all atoms ψ ∈ atoms(Q)
⇔ (D,α) |= ψ for all atoms ψ ∈ atoms(v) for all v ∈ vars(Q)
and for all atoms ψ with artiy 0
⇔ [α|vpath[v]] is fit for all v ∈ vars(Q)
and therefore the test routine is correct. Checking the first condition can be done
in O(poly(Q)). Using Lemma 4.7, we test for an item i if for every u ∈ child(vi) the
u-list of i is not empty and if (D,αi) |= ⋀ψ∈exatoms(vi) ψ. With the data structure
in Section 4.1, this can be done in O(poly(Q)) time. This has to be done |vars(Q)|
times and therefore the test routine takes time O(poly(Q)). This concludes the proof
of Theorem 3.3 (a).
4.5. The decomposition lemma
This section presents a lemma which is a very convenient tool to obtain a lot of results
and it will be used in various manners. It gives the conditions that holds for every
present and fit item in the data structure for obtaining the result set from the data
structure. Already in the next Section 4.6 there is an application given, how to use
this lemma to obtain the result for enumeration.
Before we give the lemma, we need a definition.
Definition 4.11 (Extensions sets for items). For all present items i in the data struc-
ture let
E i :=
⎧⎨⎩β ⊇ αi : dom(β) = ⋃
ψ∈atoms(vi)
vars(ψ), (D,β) |=
⋀
ψ∈atoms(vi)
ψ
⎫⎬⎭ .
Furthermore, we let
E˜ i :=
{
β|free(Q) : β ∈ E i
}
. (4.3)
Recall that atoms(vroot) = atoms(Q) and v
[∅] = vroot. It follows that Q(D) =
{(α(x1), . . . , α(xk), b1, . . . , bℓ) : α ∈ E˜[∅]} if [∅] is fit. The decomposition lemma for
q-hierarchical queries shows us how the sets E˜ i for all fit items i in the data structure
can be decomposed:
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Lemma 4.12 (Decomposition Lemma for q-hierarchical queries). Let Q be a q-hie-
rarchical CQ and let D be a σ-db and let TQ be a q-tree of Q. Let i be a present and
fit item in the data structure of Q on D and let u1, . . . , us be the children of v
i in TQ.
Then,
E i =
⎧⎨⎩
s⋃
j=1
αj ∪ αi : for all j ∈ [s] there is an ιˆ ∈ Liuj such that αj ∈ E ιˆ
⎫⎬⎭
and
E˜ i =
⎧⎨⎩
s⋃
j=1
αj ∪ αi :
for all j ∈ [s] with uj ∈ free(Q) there is a ιˆ ∈ Liuj
such that αj ∈ E˜ ιˆ
⎫⎬⎭ .
Proof. Let α ∈ E i. Then by definition, α ⊇ αi is an extension with dom(α) =⋃
ψ∈atoms(vi) vars(ψ) such that, for all ψ ∈ atoms(vi) we have that (D,α) |= ψ. Note
that by construction of the q-tree the set atoms(vi) can be decomposed into disjoint sets
atoms(vi) = exatoms(vi) ∪˙ atoms(u1) ∪˙ · · · ∪˙ atoms(us), where u1, . . . , us are the chil-
dren of vi in TQ. In particular, we obtain that for all atoms ψ ∈ exatoms(vi) we have
(D,α) |= ψ and for all j ∈ [s] it holds that for all ψ ∈ atoms(uj) is (D,α) |= ψ
since i is fit. Furthermore we can restrict the domain of the assignment α to vari-
ables, that appear in the atom and we obtain for all atoms ψ ∈ exatoms(vi) that
(D,α|vpath[vi]) |= ψ and for all j ∈ [s] we have that for all ψ ∈ atoms(uj) it holds
that (D,α|vpath[vi]∪succ(uj)) |= ψ. By definition of fit, we obtain for all j ∈ [k] that
the item [α|vpath[uj ]] is fit (since for the assignment α|vpath[vi]∪succ(uj) it holds that
(D,α|vpath[vi]∪succ(uj)) |= ψ for all ψ ∈ atoms(uj)) and thus ιˆ = [α|vpath[uj ]] is in-
cluded in the uj-list of i. Furthermore, by definition, α|vpath[vi]∪succ(uj) ∈ E ιˆ. We have
that
α ∈
⎧⎨⎩
s⋃
j=1
αj ∪ αi : for all j ∈ [s] there is a ιˆ ∈ Liuj such that αj ∈ E ιˆ
⎫⎬⎭ .
It remains to show that every assignment on the right side of the equation belongs
to E i. Let α = α1 ∪ · · · ∪ αs be an assignment such that there is a ιˆj ∈ Liuj where
αj ∈ E ιˆj . By definition, for every ψ ∈ atoms(uj) it holds that (D,αj) |= ψ for all
j ∈ [s] and, in particular, (D,α) |= ψ. Since i is fit, it follows that for all ψ ∈
exatoms(vi) we have (D,αi) |= ψ and, in particular, (D,α) |= ψ. Since atoms(vi) =
exatoms(vi) ∪˙ atoms(u1) ∪˙ · · · ∪˙ atoms(us), it holds that α ∈ E i.
For the second equation, we use for all items i with vi ∈ free(Q) the following
argument.
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α|free(Q) ∈ E˜ i ⇐⇒ α ∈ E i
⇐⇒ α ∈
⎧⎨⎩
s⋃
j=1
αj ∪ αi : for all j ∈ [s] there is aιˆ ∈ Liuj such that αj ∈ E ιˆ
⎫⎬⎭
(⋆)⇐⇒ α|free(Q) ∈
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
s⋃
j=1
αj |free(Q) ∪ αi :
for all j ∈ [s] where uj ∈ free(Q)
there is a ιˆ ∈ Liuj
such that αj |free(Q) ∈ E˜ ιˆ
and αj := α
i for all j ∈ [s]
with uj /∈ free(Q)
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
The “=⇒”-direction of (⋆) is easy to see. To verify that the “⇐=”-direction holds
let β be an assignment of the form β = β1 ∪ · · · ∪ βs ∪ αi where for all j ∈ [s] with
uj ∈ free(Q) there is a ιˆ ∈ Liuj such that βj ∈ E˜ ιˆ and for all j ∈ [s] with uj /∈ free(Q)
we have βj = α
i. By the definition of E˜ i and by the fact that i is fit, we have that for
all j ∈ [s] with uj ∈ free(Q) there is a ιˆ ∈ Liuj and a αj ∈ E ιˆ where αj |free(Q) = βj and
for all j ∈ [s] with uj /∈ free(Q) we have that there is a ιˆ ∈ Liuj and a βj ∈ E ιˆ where
αj |free(Q) = αi. Let α := α1 ∪ · · · ∪ αs ∪ αi. Clearly α|free(Q) = β and
α ∈
⎧⎨⎩
s⋃
j=1
αj ∪ αi : for all j ∈ [s] there is aιˆ ∈ Liuj such that αj ∈ E ιˆ
⎫⎬⎭ .
4.6. Enumerating the query result with constant delay
The aim of this chapter is to prove Theorem 3.3(b), i.e. we now discuss how the data
structure from the previous chapter can be used to enumerate the query result with
constant delay. See Table 4.1 for the 22 result tuples of Example 4.4.
In the next example we show how to algorithmically enumerate the tuples in Table
4.1 using the data structure for D0 and Q from Example 4.4
Example 4.13. Let us consider the query Q and the database D0 from Example 4.4.
Algorithm 2 enumerates the tuples in the query result. The algorithm runs through the
data structure and it runs over all fit items. Since all the items are fit and the output
tuples comes from the assignments of fit item, it follows that the tuples are part of the
query result.
Until we reach the first output in our example, the item in line 2 is set to [ 1y], the
item in line 3 is set to [ 1 1y x1 ], the item in line 4 is set to [
1 4
y x2
] and the item in line
5 is set to [ 1 4 1y x2x3 ]. Since [
1 4 1
y x2x3
] is the item in the x3-list of [
1 4
y x2
] and thus, in we
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y x1 x2 x3
1 1 4 1
1 1 5 2
1 1 6 3
1 1 6 4
1 2 4 1
1 2 5 2
1 2 6 3
1 2 6 4
1 3 4 1
1 3 5 2
1 3 6 3
1 3 6 4
2 4 2 1
2 4 2 8
2 4 2 4
2 8 2 1
2 8 2 8
2 8 2 4
2 9 2 1
2 9 2 8
2 9 2 4
3 2 1 1
Table 4.1.: Enumeration of Q(D0) from Example 4.4.
Algorithm 2 Enumeration algorithm.
1: if [∅] is fit then
2: for [a0y ] in the y-list of [∅] do
3: for [a0a1y x1 ] in the x1-list of [
a0
y ] do
4: for [a0a2y x2 ] in the x2-list of [
a0
y ] do
5: for [a0a2a3y x2x3 ] in the x3-list of [
a0a2
y x2
] do
6: Output (a0, a1, a2, a3)
7: Output EOE
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set the item in line 4 is set to [ 1 5y x2 ] and in line 5 is set to [
1 5 2
y x2x3
]. The algorithm
continues with enumerating all results.
For the remainder of this chapter we assume that Q(x1, . . . , xk, b1, . . . , bℓ) is a q-hie-
rarchical conjunctive query, vars(Q) = {x1, . . . , xm} with 0 ⩽ k ⩽ m, and Q is of the
form
Q =
{
(x1 . . . xk, b1, · · · , bℓ) : ∃xk+1 · · · ∃xm
(
ψ1 ∧ · · · ∧ ψd
)}
, (4.4)
where b1, . . . , bℓ ∈ dom and ψ1, . . . , ψd are atomic queries of schema σ. To enumerate
the result of a non-Boolean conjunctive q-hierarchical query Q(x1, . . . , xk, b1, . . . , bℓ),
let Tfree be the subtree of TQ induced on V (Tfree) := free(Q) ∪ {vroot} =
{x1, . . . , xk, vroot}. For each node v of Tfree, let us fix an (arbitrary) linear order ⩽v
for all variables v in Q. In our example query we have Tfree = T and we let x1 <
y x2.
For the enumeration procedure we will use the notion of E i (see Definition 4.11) and
the decomposition of these sets given in Lemma 4.12.
The main idea for the enumerate routine is the following. If the start-item [∅] is
not fit, the enumerate routine stops immediately with output EOE. Otherwise, we do
the following. Inductively, for every item i we enumerate the set E˜ i using the following
algorithm. We iterate for all u ∈ child(vi)∩free(Q) over all ιˆ ∈ Liu over all assignments
in αu ∈ E˜ ιˆj and construct the assignment αi ∪
⋃
u∈child(vi) αu. By using Lemma 4.12
we know that we enumerate the assignments in E˜ i. If we enumerate E˜[∅], we can
easily construct the result tuples in Q(D) by outputting (α(x1), . . . , α(xk), b1, . . . , bℓ)
for every α ∈ E˜[∅]. The pseudo-code for the described recursive enumerate routine
is given in Algorithm 3. The Enum function in Algorithm 3 also requests a set of
an order for every node. This order defines in which grouping the result set will be
output, since the order can change the sorting of the for loops. For example, in Table
4.1 we used the order x1 <
y x2 for y. This implies by construction of the algorithm,
that the result set is grouped by the variables y and x1.
The next lemma establishes the correctness of Algorithm 3 and show that the tuples
will be enumerated with delay O(|vars(Q)|) without repetition.
Lemma 4.14. Let Q be a q-hierarchical CQ and let D be a σ-db. For all present and
fit items i in the data structure for Q on D it holds that:
(a) the assignments yielded by Enum(i, {<u}u∈succ(vi)) in Algorithm 3 are exactly the
assignments in E˜ i.
(b) The procedure Enum(i, {<u}u∈succ(vi)) in Algorithm 3 takes time O(| succ(vi)|)
• until the first assignment will be yielded and
• between two assignments were yielded and
• the last assignment will be yielded and the procedure finished.
(c) Enum(i, {<u}u∈succ(vi)) in Algorithm 3 does not output duplicates.
Proof. Let TQ be the q-tree of Q that is used to construct the data structure for Q on
D and let Tfree be the subtree of TQ induced on free(Q).
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Algorithm 3 Enumeration algorithm.
1: function Enum(i, {<v}v∈succ(vi))
2: Input: present and fit item i in the data structure D and a set that contains
for every w ∈ succ(v) in Tfree an order over their children.
3: if vi is a leaf in Tfree then
4: yield αi
5: else
6: Let u1 <
vi . . . <v
i
us be the chilren of v
i that belongs to free(Q).
7: for ιˆ1 ∈ Liu1 do
8: for α1 ∈ Enum(ιˆ1, {<v}v∈succ(u1)) do
9:
. . .
10: for ιˆs ∈ Lius do
11: for αs ∈ Enum(ιˆs, {<v}v∈succ(us))) do
12: yield αi ∪ α1 ∪ · · · ∪ αs
13:
14: if [∅] is fit then
15: for α ∈ Enum([∅], {<v}v∈V ′) do
16: print (α(x1), . . . , α(xk), b1, . . . , bs)
17: print EOE
We show Lemma 4.14 by induction of the height of an item in Tfree.
For the induction base let us consider an item i of height 0, i.e., vi is a leaf in Tfree.
Then, we simply output αi. This is exactly the only assignment in E˜ i and it takes O(1)
time until the assignment will be yield and until the procedure will finish. Clearly, we
do not output duplicates.
For the inductive step let us consider an item of height h. Let u1, · · · , us ⊆ free(Q)
be the children of vi in Tfree. By construction of the algorithm it holds that for all
j ∈ [s] there is a ιˆj ∈ Liuj such that αi ∪ α1 ∪ · · · ∪ αs will be yield, where αj
will be yielded by Enum(ιˆj). Note that the items ιˆj for all j ∈ [k] are fit. Therefore,
by induction hypothesis, these are exactly the assignments in E˜ ιˆj . Thus, with Lemma
4.12 it follows that the assignments, yielded by Enum(i, {<u}u∈succ(vi)) are exactly
the assignments in E˜ i.
Part (b) follows from the fact that for every iteration of the for-loop, where we
iterate over assignments in Enum(ιˆj , {<w}w∈succ(uj)), it takes by induction hypoth-
esis time O(| succ(u)|) to receive the first assignment we consider, and between two
considered assignments, and between the last assignment and the end of the for-loop.
Furthermore, we need time O(1) to go to the first or the next element of Liuj . There-
fore by induction hypothesis, we need O(
∑s
j=1 | succ(uj)|) = O(succ(vi)) until the first
assignment will be yielded and between two assignments were yielded and between the
last assignment will be yielded and the end of the procedure.
To prove part (c), let us assume for a contradiction, that an assignment α was
yielded twice. We consider now the outermost loop, that continued with the iteration
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between the two times α was yielded. If the loop is of the form ιˆ ∈ Liuj , item [αi α(uj)uj ]
was considered twice. This is a contradiction to the construction of the data structure.
If the loop is of the form αj ∈ Enum(ιˆj), then αj was considered twice but this is a
contradiction to the induction hypothesis.
Algorithm 3 is correct, since
Q(D) = {(α(x1), . . . , α(xk), b1, . . . , bℓ) : α ∈ E˜[∅]}
4.14(a)
= {(α(x1), . . . , α(xk), b1, . . . , bℓ) : α in Enum([∅], {<v}v∈V ′)}.
Since we can check in time O(1) (using the Boolean variable start-is-fit in the
data structure) if [∅] is fit and Lemma 4.14(b), we enumerate the tuples with delay
td = O(|vars(Q)|) without repetition (this is guaranteed by Lemma 4.14(c)).
This concludes the proof of Theorem 3.3(b).
Remark 4.15. As a remark, we show now that if the data structure is lexicographically
ordered. Then the enumeration algorithm Enum([∅], {<vs}v∈V ′) where xj <vs xj′ if
and only if j < j′ and xj , xj′ ∈ child(v) for all v ∈ V , enumerates the tuples in
lexicographical order.
Let (a1, b) ∈ Q(D) and (a2, b) ∈ Q(D) where b = (b1, . . . , bℓ) be two tuples such that
a1 will be enumerated before a2. Let j ∈ [k] be the smallest index with (a1)j ̸= (a2)j. By
definition of {<vs}v∈V ′ is the outermost loop, that continued with the iteration between
a1 and a2 were enumerated in the for loop of the form ιˆ ∈ Lixj . Since these lists are
lexicographically ordered, it follows that (a1)j < (a2)j and thus a1 < a2.
4.7. Enumerating the difference
The aim of this section is to show how to enumerate the tuples that are additionally
in the result set and the tuples that do not belong to the result set any more after the
database received some update steps, i.e., this chapter is devoted to prove Theorem
3.3 (c). For the remainder of this section we assume that Q(x1, . . . , xk, b1, . . . , bℓ) is
a q-hierarchical conjunctive query, vars(Q) = {x1, . . . , xm} with 0 ⩽ k ⩽ m, and Q is
of the form
Q =
{
(x1 . . . xk, b1, · · · , bℓ) : ∃xk+1 · · · ∃xm
(
ψ1 ∧ · · · ∧ ψd
)}
, (4.5)
where b1, . . . , bℓ ∈ dom and ψ1, . . . , ψd are atomic queries of schema σ.
In the scenario here we need the system at one point to record the differences of the
result set and after a couple of update steps we have the system start the enumeration
of the difference. In this section we show how to enrich the data structure such that we
can enumerate the difference with constant delay. Let D− be the database at the start
of the recording and let D+ be the database at the time we want to enumerate the
difference, i.e., D+ is the database obtained from D− after the updates were processed.
The aim is to enumerate the set Q(D+) \Q(D−) (the “new” tuples in the result set)
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and Q(D−) \ Q(D+) (the tuples that are not in the result any more). We call this
routine the diff-routine.
The task of enumerating the difference has been considered in various papers in
the sense of delta queries [59, 66, 67, 81]. A delta query is defined as a query whose
result contains tuples that are additionally in the result and do not belong in the
result of Q on D any more after the update. In [59] an update step might involve
insertions and deletions of multiple tuples to the database instead of single tuples as
stated in this thesis. Such updates can be simulated in the following way. Before
proceeding an update step, we need the system to record the difference, and then to
insert or delete the tuples into/from the database one by one. Note that here we use
set semantics instead of bag semantics as in [59]. As a warm up, let us consider the
following example.
Example 4.16. As an example, let us consider the query Q and the database D0 in
Example 4.4 as D−. We need the system that to record the difference and receive the
updates delete F (2, 2, 4), insert E(3, 4), insert F (3, 1, 2), insert G(3, 1, 2). Let D+ be the
database we obtain after applying the updates and we then aim to start the enumeration
of the difference. See Figure 4.6 for an illustration of D+. The items that become fit
after the update are marked yellow and the item that loses the fit status are marked
red.
Note that the reason why there are tuples in Q(D+)\Q(D−) is that new tuples were
inserted to relations. In particular, we have a0 = 3 and (a1 = 4 or (a2 = 1 and
a3 = 2)) for all (a0, a1, a2, a3) ∈ Q(D+) \Q(D−). This first idea is to enumerate the
tuples (a0, a1, a2, a3) ∈ Q(D+) with a0 = 3 and a1 = 4 and afterwards the tuples with
a0 = 3 and a2 = 1 and a3 = 2. But then we would enumerate the tuple (3, 4, 1, 2)
twice. To get rid of this problem, we have to take into account that we enumerate in
the second round only tuples with a1 ̸= 4.
To enumerate Q(D−) \ Q(D+) we only have to deal with tuples we removed from
the relation and enumerate the tuples (a0, a1, a2, a3) ∈ Q(D−) with a0 = a2 = 2 and
a3 = 4.
As we see in Example 4.16 here, there are some open questions for enumerating the
difference.
1. How to find the insertion (deletion) items that force new tuples being in Q(D+)\
Q(D−) or Q(D−) \Q(D+)?
2. How to ensure that we do not enumerate a tuple twice?
To answer question 1, note that it is not sufficient to simply iterate over all insertion
steps and then iterate over the new tuples forced by the insertion. For instance,
if we insert in our example database tuples (5, 1), . . . , (5, 100) to E, the difference
Q(D+) \ Q(D−) is still empty but we can not enumerate this with constant delay.
Thus, we use the fact, that whenever we have to take the insertion of a tuple to a
relation into account for the difference, at least one item gets fit in the data structure.
To find these items efficiently we additionally store for every present item i in the
data structure Boolean variables fit+[i] and fit−[i] and for every child u of vi two
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Figure 4.6.: Illustration from D+.
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lists in the data structure (Liu)+ and (Liu)−. By default, the Boolean variables will be
initialised to false and the lists will be initialised as empty lists. The aim is that the
following for the Boolean variables and the lists holds.
fit◦[i] is true ⇐⇒ i is fit in D◦ and not in D⊗ (4.6)
and
(Liu)◦ :=
{
ι :
ι ∈ Liu in D◦ and there is a β ⊇ αι such that fit◦[[β]] is true
and for all w ∈ vpath[v[β]] \ vpath[vι) is [β|vpath[w]] fit in D◦
}
(4.7)
for ◦ ∈ {+,−} and ⊗ ∈ {+,−} \ {◦}. Intuitively, an item ι belongs to a list (Liu)◦ if
and only if there is a path from ι to an item that is fit in D◦ and not in D⊗. These
lists will help us to find these items that are sufficient to enumerate the difference.
Example 4.17. Consider the setting of Example 4.16. Then fit+[[ 3 4yx1 ]] =
fit+[[ 3 1 2yx2x3 ]] = True and for the other items i we have fit
+[i] = False.
fit−[[ 2 2 4yx2x3 ]] = True and for the other items i is fit
−[i] = False. Further-
more, (L[∅]y )+ =
{
[ 3y]
}
, (L[
3
y ]
x1 )
+ =
{
[ 3 4yx1 ]
}
, (L[
3
y ]
x2 )
+ =
{
[ 3 1yx2 ]
}
and (L[
3 1
yx2
]
x3 )
+ ={
[ 3 1 2yx2x3 ]
}
. For all the other items ι and for all u ∈ child(vι) it is (Lιu)+ = ∅. More-
over, (L[∅]y )− =
{
[ 2y]
}
, (L[
2
y ]
x2 )
− =
{
[ 2 2yx2 ]
}
and (L[
2 2
yx2
]
x3 )
− =
{
[ 2 2 4yx2x3 ]
}
. For all the
other items ι and for all u ∈ child(vι) is (Lιu)− = ∅. As we see here, when following
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the (Liu)◦ sets, we obtain a path from (L[∅]y )◦ to the items i where fit◦[i] is true for
◦ ∈ {+,−}.
The list (Liu)− will be used to enumerate the tuples in Q(D−) \ Q(D+) since the
fact that an item loses the fit-status implies that new tuples are in the result set.
The idea is the following. An algorithm enumerates for ◦ ∈ {+,−} the items i where
fit◦[i] is true, using the (Liu)◦-lists. Then we take for each such item i the assignment
αi and enumerate the tuples (β(x1), . . . , β(xk), b1, . . . , bℓ) in Q(D
◦) where αi ⊆ β,
i.e., the output tuple coincides with the assignment of the item i. The next claim
shows that these items help us to compute the tuples that belong to the difference set
Q(D◦) \Q(D⊗) where ⊗ ∈ {+,−} \ {◦}.
Claim 4.18. Let Q be a q-hierarchical query and let D− be a database and D+ be a
database obtained from D− after some updates on D−. For every assignment β with
(D◦, β) |= Q the following holds.
(β(x1), . . . , β(xk), b1, . . . , bℓ) ∈ Q(D◦) \Q(D⊗) ⇐⇒
there is an item i with αi ⊆ β such that for all w ∈ free(Q), is
[β|vpath[w]] fit in D◦and fit◦[i] is true
Proof.
(β(x1), . . . , β(xk), b1, . . . , bℓ) ∈ Q(D◦) \Q(D⊗)
⇐⇒ (β(x1), . . . , β(xk), b1, . . . , bℓ) ∈ Q(D
◦) and
(β(x1), . . . , β(xk), b1, . . . , bℓ) /∈ Q(D⊗)
⇐⇒ for all ψ ∈ atoms(Q) it holds (D
◦, β) |= ψ and
there is a ψ ∈ atoms(Q) such that (D⊗, β) ̸|= ψ
⇐⇒ for all ψ ∈ atoms(Q) it holds (D
◦, β) |= ψ and
there is a ψ ∈ atoms(Q) such that (D⊗, β|vars(ψ)) ̸|= ψ
Def. fit⇐⇒ for all w ∈ free(Q) is [β|vpath[w]] fit in D
◦ and
[β|vars(ψ)] is not fit in D⊗
⇐⇒
for all w ∈ free(Q) it holds [β|vpath[w]] is fit in D◦
and there is an item i in D◦ with αi = β|vars(ψ) ⊆ β
and fit◦[i] is true
We will use the following claims to test efficiently if an item has to belong to a list
(Lιu)◦.
Claim 4.19. For all ◦ ∈ {+,−}, for all present items ι and their parent item i =
αι|vpath[vι) the following holds: ι ∈ (Liu)◦ if and only if ι ∈ Liu in D◦ and fit◦[ι] is
true or there is a w ∈ child(vι) such that (Lιw)◦ ̸= ∅.
Proof. • For the “if”-direction let ι ∈ (Liu)◦. Clearly, ι ∈ Liu in D◦. Furthermore,
there is a β ⊇ αι such that fit◦[[β]] is true and for all w ∈ vpath[v[β]]\vpath[vι)
is [β|vpath[w]] fit in D◦.
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– If β = αι, the claim holds since fit◦[ι] is true.
– Otherwise, let w ∈ child(u) be the child such that w ∈ dom(β) and let
γ := β|vpath[w]. Since γ is fit in D◦, it holds that [γ] ∈ Lιw in D◦ and there
is a β ⊇ γ such that fit◦[[β]] is true and for all w ∈ vpath[v[β]]\vpath[γ) is
[β|vpath[w]] fit inD◦. Therefore, [γ] ∈ (Lιw)◦ and, in particular, (Lιw)◦ ̸= ∅.
• For the “only if”-direction let us consider that ι ∈ Liu in D◦, and fit◦[ι] is true
or there is a w ∈ child(vι) such that (Lιw)◦ ̸= ∅.
– If fit◦[ι] is true, the claim follows by the definition of (Liu)◦.
– Otherwise there is a w ∈ child(vι) such that (Lιw)◦ ̸= ∅. Let ιˆ ∈ (Lιw)◦
arbitrary. Then, there is a β ⊇ αιˆ such that fit◦[[β]] is true for all w ∈
vpath[v[β]]\vpath[vιˆ) we have that [β|vpath[w]] is fit in D◦. Since ι ∈ Liu in
D◦, ι is fit inD◦ and we obtain β ⊇ αι and for all w ∈ vpath[v[β]]\vpath[vι)
we have that [β|vpath[w]] is fit in D◦. Thus, ι ∈ (Liu)◦.
Claim 4.20. For all ⊗ ∈ {+,−}, for all present items ι and their parent item i =
αι|vpath[vι) the following holds: It takes time O(|child(vι)|) to test whether ι ∈ (Liu)⊗.
Proof. To test if ι ∈ (Liu)⊗ is correct, it is sufficient by Claim 4.20, to test if ι is fit in
D◦ and fit◦[ι] is true or if there is a w ∈ child(vι) such that (Lιw)◦ is empty.
To test if ι is fit in D+, we simply test if it is fit in the current data structure. To
test if ι is fit in D−, we test if fit−[i] is true or ι is fit in the current data structure
and fit+[i] is false. By definition of fit◦[i] we obtain the information if ι is fit in D−.
Thus, the test can be done in O(|vars(Q)|).
In the following Remark 4.21 it is described how to efficiently maintain the lists and
to efficiently clean up the data structure, i.e., to obtain the data structure that we
would have if we did not start the difference procedure.
Remark 4.21. Here we describe how to maintain the lists such that we can efficiently
enumerate the items of the lists and how to clean up the data structure after the
difference routine.
To avoid notational clutter, we define the following sets.
I0 := Liu \ ((Liu)+ ∪ (Liu)−)
I− := (Liu)− \ (
{
ι ∈ (Liu)− : fit−[i] is true
} ∪ (Liu)+)
I−+ := (Liu)− ∩ (Liu)+
I+ := (Liu)+ \ (
{
ι ∈ (Liu)+ : fit+[i] is true
} ∪ (Liu)−)
Ifit+ :=
{
ι ∈ (Liu)+ : fit+[i] is true
}
Ifit− :=
{
ι ∈ (Liu)− : fit−[i] is true
}
It is straightforward to verify that the sets above are pairwise disjoint. Note that every
item in ι ∈ I−+ is fit in D+ and D− (by Definition of (Liu)− and (Liu)+)and thus by
definition of fit◦[ι] for ◦ ∈ {+,−}, it follows that fit+[ι] = fit−[ι] = false.
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Figure 4.7.: Illustration of Liu.
· · · ι− · · · ι−+ · · · ι+ · · · ιfit+ · · ·
I0 I+ I−+ I− Ifit+
Furthermore, it holds (Liu)+ ⊆ Liu since every item that is fit in D+ is fit in the
current database. Moreover, (Liu)− \ Ifit− ⊆ Liu since the items in (Liu)− \ Ifit− are fit
in D+ and in D−. Using these facts it is straightforward to verify that
Liu = I0 ∪ I− ∪ I−+ ∪ I+ ∪ Ifit+
We organize the list Liu by the following way.
Let < be the linear order of the item in the list Liu. We store the list Liu as a
concatenation of I0, I−, I−+, I+ and Ifit+ (in this order). For all ◦ ∈ {+,−+,−, fit+}
let ι◦ be the first element of I◦ if it is not empty, i.e.,
ι◦ =
{
the first item in I◦ if I◦ ̸= ∅
nil if I◦ = ∅
(4.8)
We call these items separator items.
In other words, if ι◦ ̸= nil for all ◦ ∈ {+,−+,−, fit+}, the items in Liu are organized
by the following way.
• The items in ι ∈ Liu with ι < ι− belong to I0.
• The items in ι ∈ Liu with ι− ⩽ ι < ι−+ belong to I−.
• The items in ι ∈ Liu with ι−+ ⩽ ι < ι+ belong to I−+.
• The items in ι ∈ Liu with ι+ ⩽ ι < ιfit+ belong to I+.
• The items in ι ∈ Liu with ιfit+ ⩽ ι belong to Ifit+.
See Figure 4.7 for an illustration.
To maintain the order above, we use Algorithm 4 whenever we insert an item ι to
Liu and Algorithm 5 whenever we delete an item ι from Liu. If an item modifies the
membership to one of the sets I◦, we use Algorithm 5 to delete ι from Liu and afterwards
Algorithm 4 to insert the item ι to Liu. In these algorithms we let − < −+ < + < fit+.
It is straightforward to verify that we have the order described above if an item is
inserted to the list Liu, deleted from the list or the membership from one of the I◦ is
modified.
To test whether an item ι belongs to a list (Liu)◦, we use Claim 4.20. This can be
used to get the element ◦ ∈ {0,−,−+,+, fit+, fit−} for which ι ∈ I◦. Thus, line 1
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Algorithm 4 An item ι will be inserted to Liu.
1: Test for which ◦ ∈ {0,−,−+,+, fit+, fit−} it holds ι ∈ I◦. Let ◦ be the corre-
sponding element.
2: if ι ∈ Ifit− then
3: Insert ι to the list Ifit−.
4: if ι◦ ̸= nil then
5: Insert ι as the successor of ι◦.
6: else
7: ι◦ := ι
8: if there is a ⊕ ∈ {−,−+,+, fit+} with ◦ < ⊕ and ι⊕ ̸= nil then
9: Let ⊗ = min {⊕ ∈ {−,−+,+, fit+} : ◦ < ⊕, ι⊕ ̸= nil}
10: Insert ι as the previous element of ι⊗, i.e., as the successor element of the
previous of ι⊗ if it exists or as the first element in the list otherwise.
11: else
12: Insert ι as the last element of Liu.
Algorithm 5 An item ι will be deleted from Liu.
1: if there is a ◦ ∈ {−,−+,+, fit+} such that ι◦ = ι then
2: if the successor element is an separator item, i.e., an item ι⊕ with ⊕ ∈
{−+,+, fit+} then
3: ι◦ := nil.
4: else
5: Define ι◦ as the successor item of ι.
6: Delete ι from Liu.
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can be proceed in time O(poly(Q)). The other lines in Algorithm 4 and all lines in
Algorithm 5 take time O(1). Thus, it takes time O(poly(Q)) to insert or delete an
element in the list.
In the remainder of this section it is necessary to efficiently enumerate the elements
in (Liu)−, (Liu)+ and Liu \ Ifit+. This can be done with the separator items:
• To enumerate (Liu)−, start with ι− (or ι−+ if ι− is nil) and iterate through the
elements until an item ι◦ with ◦ ∈ {+, fit+} is reached. If ι− = ι−+ = nil, then
(Liu)− \ Ifit− = ∅. Afterwards, we enumerate the set Ifit−.
• To enumerate (Liu)+, start with ι−+ (or ι+ if ι−+ is nil) and iterate through
the elements until the end.
• To enumerate Liu \Ifit+, start with the first item of Liu and iterate until we reach
ιfit+ or, if ιfit+ is nil, until the end of the list.
For every separator item ι, we store a pointer to ι together with a timestamp. The
timestamp is equal to the number of times we request the enumeration of the difference.
The timestamp reveals if ι is the current separator item. A separator item is not nil
if and only if the timestamp equals the current timestamp. If we want to set the new
separator item, we overwrite the timestamp. We use the same trick for the timestamps
of fit◦[i]. Instead of fit◦[i] = true we store the last timestamp where we have set this
value to true. Then, we know that fit◦[i] is set to true if and only if fit◦[i] has the
current timestamp. This is convenient to clean up the data structure after enumerating
the difference, i.e., to recover the data structure that we would obtain if we did not
use the difference method. When resetting the difference procedure, we obtain that the
timestamps get old and fit◦[i] = false for all items i. Furthermore, we have that the
separator items are not the current separator items when the timestamps are getting
old and the list I◦ is automatically empty for all ◦ ∈ {−,−+,+, fit+}. For the set Ifit−
we also store a timestamp. The list is only a valid list if the stored timestamp is equal
to the current timestamp. If we start a new list, we update the timestamp with a new
list. If the timestamp is old, the list can be identified as empty. To clean up the data
structure, we us the following idea. We store a list for every item ι for that fit−[ι] is
true. Whenever an item gets this status, we store the item at the end of the list and
we remove the fist item if the timestamp is old. Note that since we insert the items at
the end of the list, it is sorted with respect to the timestamps.
We say that the data structure is correct if the conditions for the Boolean variables
in Equation 4.6 and the lists in Equation 4.7 holds.
To ensure that the data structure is correct we execute, whenever an item gets fit
during an update step, Algorithm 6 with ◦ := + and, whenever an item loses the fit
status during an update step, Algorithm 6 with ◦ := −.
To show that Algorithm 6 is correct, we have to show that the algorithm ensures
the correctness of the data structure.
Claim 4.22. 1. The data structure is correct if D+ = D−.
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Algorithm 6 The fit status of [a1···amv1···vm ] changed.
1: Input: ◦ ∈ {+,−}, item [a1···amv1···vm ] whose fit status was changed.
2: Let ⊗ ∈ {+,−} \ {◦}
3: Let ιj := [
a1···aj
v1···vj ] for all j ∈ {1, . . . ,m}.
4: if fit⊗[im] is true then
5: fit⊗[im]←false
6: for j = m to 1 do
7: if ij ∈ (Lij−1u )⊗ but it is not correct then
8: Remove ij from (Lij−1u )⊗
9: else if fit◦[im] is false then
10: fit◦[im]←true
11: for j = m to 1 do
12: if ij is fit in D
◦ then insert ij to (Lij−1vj−1)◦
13: else break ▷ Stop the for-loop
2. If the data structure is correct and an item gets fit (loses the fit status), Algorithm
6 with ◦ := + (with ◦ := −, resp.) ensures that the data structure is still correct.
Proof. Clearly, the claim holds for D+ = D− since we initialise (Liu)+ and (Liu)− as
empty lists and fit+[i] and fit−[i] as false.
For the second part we consider that the data structure is correct and ...
1. ... an item im = [
a1···am
v1···vm ] gets fit. For all j ∈ [m] let ij be the item [
a1···aj
v1···vj ].
• Case 1a): The item im was fit in D−. Before im gets fit, it was fit in D−
and not in D+ and, in particular, fit−[im] is true and has to be changed
to false. Because of this fact, we have to check for all j ∈ [m] if ij is still
allowed to be in (Lij−1vj )−. If not, we remove the item from the list. This is
done by Algorithm 6 using ◦ := +.
• Case 1b): The item im was not fit in D−. Before im gets fit, it was not
fit in D− and not in D+ and, in particular, fit+[im] is false and has to be
changed to true. Because of this fact, we have to add fit items ij to (Lij−1vj )+
if there is a path over the +-lists to im. This is done by Algorithm 6 using
◦ = +.
2. ... an item im = [
a1···am
v1···vm ] loses the fit status. For all j ∈ [m] let ij be the item
[
a1···aj
v1···vj ].
• Case 2a): The item im was fit in D−. Before im loses the fit status, it
was fit in D− and in D+ and, in particular, fit−[im] is false and has to be
changed to true. Because of this fact, we have to add fit items ij in D
− to
(Lij−1vj )− if there is a path over the −-lists to im. This is done by Algorithm
6 using ◦ = −.
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• Case 2b): The item im was not fit in D−. Before im loses the fit status,
it was not fit in D− but fit in D+ and, in particular, fit+[im] is true and
has to be changed to false. Because of this fact, we have to check for all
j ∈ [m] whether ij is still allowed to be in (Lij−1vj )+. If not, we remove the
item from the list. This is done by Algorithm 6 using ◦ = −.
Note that by the definition of the L◦ list it follows that if the fit status of an item i
changes, it can only change the membership of an item ι to the (Lιˆvι)◦ list for ◦ ∈ {+,−}
if αι ⊆ αi. Therefore, it is sufficient to consider only these items in the algorithm.
Now, we show that updates can be efficiently done in constant time, i.e., Algorithm
6 takes constant time.
Claim 4.23. Algorithm 6 takes time O(vars(Q)2)
Proof. Since (Liu)− and (Liu)+ are lists, lookup, insert and remove from the list can be
done in O(|vars(Q)|) and changing the Boolean variables fit+[i] and fit−[i] can also
be done in O(1). When applying Claim 4.20, it takes time O(|vars(Q)|). Note that
the information whether there is a w ∈ child(vι) such that (Lιw)◦ is empty is correct
since the for-loop goes from d to 1. Thus, the test can be done in O(|vars(Q)|). All in
all, Algorithm 6 takes time O(|vars(Q)|2).
We now show how to use them to enumerate the difference.
We say that an item i is ◦-redundant if and only if there is a β ⊂ αi such that
fit◦[[β]] is true for all ◦ ∈ {+,−}. The main idea is to enumerate all non-◦-redundant
items i and every extension of αi. A ◦-redundant item is not relevant, since for example
if we have an item i and an item ι with αi ⊂ αι, then we enumerate every extension
of αι when we enumerate every extension of αi. Algorithm 7 shows how to enumerate
with constant delay relevant non-◦-redundant items.
Algorithm 7 Enumerate non-◦-redundant items i with fit◦[i].
1: procedure EnumFit(◦, i)
2: Input: Present item i and ◦ ∈ {+,−}.
3: if fit◦[i] is true then yield i
4: else
5: for u ∈ child(vi) do
6: for ι ∈ (Liu)◦ do
7: yield EnumFit(◦, ι)
8: output EOE
The following claim states that the algorithm is correct.
Claim 4.24. For all present items i in the data structure it holds: [β] is yielded by
EnumFit(◦, [∅]) in Algorithm 7 if and only if
• fit◦[[β]] is true,
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• [β] is not ◦-redundant and
• for all w ∈ vpath[v[β]] we have [β|vpath[w]] fit in D◦.
Proof.
[β] is yielded by EnumFit(◦, [∅])
⇐⇒
there are items i0, . . . , im and v0, . . . , vm ∈ vars(Q) with vj = vij
and ij ∈ (Lij−1vj−1)◦ for all j ∈ [m] such that fit◦[[β]] is true
and fit◦[ij ] is false for all j ∈ [d− 1]
⇐⇒ for all w ∈ vpath[v
[β]] is [β|vpath[w]] fit in D◦ and
fit◦[[β]] is true and [β] is not ◦ -redundant
The first equation follows by the construction of the algorithm and the second equiv-
alence from the definition of (Liu)◦ and ◦-redundant.
The following claim states that the items will be enumerated with constant delay.
Claim 4.25. EnumFit(◦, [∅]) enumerates the items with delay O(|vars(Q)|2).
Proof. By Claim 4.19 we obtain that on input of an item ι that belongs to a set (Liu)◦
we have that fit◦[i] is true or there is a w ∈ child(vi) such that (Liw)◦ ̸= ∅. In
particular, the algorithm will, upon input of such an item, yield at least one item.
Since the recursion depth is bounded by |vars(Q)| the delay is O(|vars(Q)|2). If there
is for the start-item [∅] no w ∈ child(vroot) with (L[∅]w )◦ ̸= ∅, the algorithm takes
time |child(vroot)|. All the other items that EnumFit receives as input, belong to a list
(Liu)◦.
To get rid of the problem that we might enumerate a tuple twice, the following
definition will be convenient:
For all assignments α and all ◦ ∈ {+,−} let
D◦VAR(α) := min
{
vi : fit◦[i] is true and i is not redundant and αi ⊆ α}
if it exists and D◦VAR(α) := max vars(Q) otherwise.
Example 4.26. Recall Example 4.16. Then D+VAR([
3 4
yx1
]) = x1, D
+
VAR([
3 1
yx2
]) = x3,
D+VAR([
3 1 2
yx2x3
]) = x3 and D
+
VAR([
3 4 1 2
yx1x2x3
]) = x1.
The algorithm for enumerating the difference is the following:
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Algorithm 8 Enumerate the difference.
1: function DiffEnum(i, ιˆ, ◦)
2: Let u1 < · · · < uℓ be the children of vi that belong to free(Q).
3: if vi is a leaf then
4: yield αi
5: else
6: for ι1 ∈ Es◦u1(i, ιˆ) do
7: for α1 ∈ DiffEnum(ι1, ιˆ, ◦) do
8:
. . .
9: for ιℓ ∈ Es◦uℓ(i, ιˆ) do
10: for αℓ ∈ DiffEnum(ιℓ, ιˆ, ◦) do
11: yield αi ∪ α1 ∪ · · · ∪ αℓ
12:
13: for ιˆ ∈ EnumFit(◦, [∅]) do
14: for α ∈ DiffEnum([∅], ιˆ, ◦) do
15: print (α(x1), . . . , α(xℓ), b1, . . . , bℓ)
where
Es◦v(i, ιˆ) :=
⎧⎪⎨⎪⎩
{
[α|vpath[v]]
}
if v ∈ path[vιˆ],
Liv ∪ {ι ∈ (Liv)◦ : fit◦[ι] = true} if v /∈ path[vιˆ] and v > D◦VAR(αι),
Liv \ {ι ∈ (Liv)◦ : fit◦[ι] = true} otherwise .
The set Es◦v(i, ιˆ) will help us to avoid that a tuple will be enumerated twice.
Example 4.27. Recall Example 4.16 and let ι1 := [
3 4
yx1
] and ι2 := [
3 1 2
yx2x3
]. The sets
Es+v (i, ιj) enumerate tuples which coincide only with the assignments α
ιj for j ∈ {1, 2}.
Since Es+y ([∅], ι1) =
{
[ 3y]
}
, the enumeration will be forced to use the assignment [ 3y]
for the enumeration. Then, Es+x1([
3
y], ι1) =
{
[ 3 4yx1 ]
}
, and Es+x2([
3
y], ι1) = L
[ 3y ]
x2 since
x2 > x1 = D
+
VAR(
3 4
yx1
). This ensures that all tuples were enumerated that coincide
with αι1 . Let us now consider ι2. Then, Es
+
y ([∅], ι2) =
{
[ 3y]
}
, Es+x1([
3
y], ι2) =
L[
3
y ]
x1 \
{
ι ∈ (L[
3
y ]
x2 )
◦ : fit◦[ι] = true
}
=
{
[ 3 2yx1 ]
}
, since fit+[ 3 4yx1 ] is true. This ensures
that the tuple (3, 4, 1, 2) will not be enumerated twice.
The next set will help us to describe the set of assignments that will be yielded
by the DiffEnum procedure. For all present items i and all assignments γ and all
◦ ∈ {+,−} let:
(
∆iγ
)◦
:=
⎧⎪⎪⎨⎪⎪⎩β ⊇ αi :
dom(β) =
⋃
ψ∈atoms(vi) vars(ψ),
(D◦, β) |= ψ for all ψ ∈ atoms(vi),
for all v ∈ dom(β) ∩ dom(γ) is β(v) = γ(v),
D◦VAR(β) ⩾ v[γ]
⎫⎪⎪⎬⎪⎪⎭
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Here, γ is the assignment we take into account for the enumeration, i.e., the aim is to
enumerate all assignments β with γ ⊆ β. The set (∆iγ)◦ is the set of assignments that
are extensions of αi that we consider, when enumerating with γ.
Example 4.28. Let us consider the assignments of the two items that gets fits af-
ter the updates in Example 4.16, i.e., γ1 :=
3 4
yx1
and γ2 :=
3 1 2
yx2x3
and let i = [ 3y].
Then, 3 4 1 2yx1x2x3 ∈
(
∆iγ1
)◦
and 3 4 1 2yx1x2x3 /∈
(
∆iγ2
)◦
since D+VAR([
3 4 1 2
yx1x2x3
]) = x1 < x3 =
D+VAR(γ2). Thus, when we first enumerate the tuples that coincide with γ1, the tuple
(3, 4, 1, 2) appears and when we enumerate the tuples that coincides with γ2, we do not
enumerate (3, 4, 1, 2) for a second time.
We now show that this is the set of assignments yielded by theDiffEnum procedure:
Claim 4.29. For all assignments γ with dom(γ) = vpath[v] for a v ∈ vars(Q) and for
all items i, where
• for all v ∈ dom(γ) ∩ dom(αi) we have γ(v) = αi(v),
• D◦VAR(αi) > v[γ] and
• i is fit in D◦,
the following holds for all ◦ ∈ {+,−}. DiffEnum(i, [γ], ◦) enumerates the set (∆iγ)◦.
Proof. Let TQ be the q-tree of Q from which the data structure was constructed from
and let Tfree be the induced subgraph of TQ induced on free(Q). We show this claim
by induction over the height of i in Tfree. For the induction base, let us consider an
item i where vi is a leaf in the q-tree of Q. By assumption and since i is fit in D◦ it
holds
(
∆iγ
)◦
= {αi}.
For the inductive step, let us consider an item of height > 0. Let u1, . . . , us denote
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the children of vi in Tfree. Then, for all assignments β the following holds.
β ∈ (∆iγ)◦ Def. (∆iγ)◦⇐⇒
β ⊇ αi, dom(β) = ⋃ψ∈atoms(vi) vars(ψ),
(D◦, β) |= ψ for all ψ ∈ atoms(vi),
for all v ∈ dom(β) ∩ dom(γ) is β(v) = γ(v),
and D◦VAR(β) ⩾ v[γ]
(∗)⇐⇒
β ⊇ αi, dom(β) = ⋃ψ∈atoms(vi) vars(ψ),
(D◦, β) |= ψ for all ψ ∈ exatoms(vi), and
for all j ∈ [s] holds (D◦, β|vpath[v]∪succ(uj)) |= ψ
for all ψ ∈ atoms(uj),
for all v ∈ dom(β) ∩ dom(γ) is β(v) = γ(v),
and D◦VAR(β) ⩾ v[γ]
⇐⇒
β ⊇ αi, dom(β) = ⋃ψ∈atoms(vi) vars(ψ), i is fit in D◦
and for all j ∈ [s] there is a ι ∈ Es◦uj (i, [γ])
such that β|vpath[v]∪succ(uj) ∈
(
∆ιγ
)◦
and
for all v ∈ dom(β) ∩ dom(γ) is β(v) = γ(v), and D◦VAR(β) ⩾ v[γ]
The equivalence (∗) follows from the fact that
atoms(vi) = exatoms(vi) ∪ atoms(u1) ∪ · · · ∪ atoms(us) .
By the induction hypothesis it follows that β|vpath[v]∪succ(uj) will be enumerated by
DiffEnum(ι, [γ], ◦). It remains to show the last equivalence, i.e., for all u ∈ child(vi)
holds (D◦, βu) |= ψ for all ψ ∈ atoms(u) if and only if for all u ∈ child(vi) there is a
ι ∈ Es◦u(i, [γ]) such that βu ∈
(
∆ιγ
)◦
where βu := β|vpath[u]∪succ(u).
For the “if” direction let u ∈ child(v) be arbitrary and assume that (D◦, βu) |= ψ
for all ψ ∈ atoms(u). In the first step we show [β|vpath[u]] ∈ Es◦u(i, [γ]):
• Case 1: u ∈ path[v[γ]]: Then Es◦u(i, [γ]) =
{
[γ|vpath[u]]
}
. Since β(v) = γ(v)
for all v ∈ dom(β) ∩ dom(γ) it holds that γ|vpath[u] = β|vpath[u] and therefore
[β|vpath[u]] is in Es◦u(i, [γ]).
• Case 2: u /∈ path[v[γ]]: Since (D◦, βu) |= ψ for all ψ ∈ atoms(u) it follows
that βu is fit in D
◦ and, in particular, [β|vpath[u]] belongs to L[β|vpath[u)]u or
{ι ∈ (L[β|vpath[u)]u )◦ : fit◦[[βu]] is true}. Hence, [β|vpath[u]] ∈ Es◦u(i, [γ]) if
v /∈ path[vi] and v > D◦VAR(αιˆ). Let us now consider the case that v < D◦VAR(αιˆ).
Assume for a contradiction that u < D◦VAR(γ) and fit
◦[[β|vpath[u]]] is true.
Then it follows that D◦VAR(βu) ⩽ u and thus D◦VAR(β) ⩽ u < v[γ] (since
β|vpath[v] ⊆ β) and thus β /∈
(
∆iγ
)◦
which violates β ∈ (∆iγ)◦. Hence,
[β|vpath[u]] ∈ Es◦u(i, [γ]) if v /∈ path[vi] and v < D◦VAR(αιˆ).
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Let ι := [β|vpath[u]]. It remains to show that βu ∈
(
∆ιγ
)◦
. It is known that (D◦, βu) |=
ψ for all ψ ∈ atoms(vi). Since for all v ∈ dom(β) ∩ dom(γ) we have β(v) = γ(v) and
because βu ⊆ β for all v ∈ dom(βu) ∩ dom(γ) we have βu(v) = γ(v).
Assume for a contradiction that D◦VAR(βu) < v
[γ]. Then, there is an item i with
αi ⊆ βu with vi = D◦VAR(βu) such that fit◦[i] it true and vi < v[γ]. Since β ⊇ βu,
also αi ⊆ β and therefore D◦VAR(β) < v[γ]. Thus, it follows that β /∈
(
∆iγ
)◦
which
violates β ∈ (∆iγ)◦.
Therefore D◦VAR(βu) ⩾ v[γ] and altogether βu ∈
(
∆ιγ
)◦
.
For the “only if” direction, let us assume that i is fit and for all u ∈ child(vi) there is
an ι ∈ Es◦u such that βu ∈
(
∆ιγ
)◦
. By the definition of
(
∆ιγ
)◦
and since i is fit in D◦, it
follows that (D◦, β) |= ψ for all ψ ∈ ⋃u∈child(v) atoms(u)∪exatoms(v) = atoms(v).
Algorithm 8 does not enumerate a tuple twice since for all ι, ι′ that will be yielded
by Algorithm 7, it holds αι ̸⊆ αι′ and αι′ ̸⊆ αι and therefore (∆ιγ)◦ ∩ (∆ι′γ )◦ = ∅.
Recall, that we have constructed the data structure such that we can efficiently
enumerate the set Liu \ {ι : fit+[i] is true} and the fact, that the delay takes time
O(vars(Q)2) can be shown analogously to the delay time of Algorithm 3.
The next claim shows that Algorithm 8 is correct.
Claim 4.30. The tuples printed in line Algorithm 8 are exactly the tuples that belong
to D◦ \D⊗.
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Proof.
a will be printed in Algorithm 8
(⋆)⇐⇒ there is a ιˆ ∈ EnumFit(◦, [∅]) and a α ∈ DiffEnum([∅, ιˆ, ◦])
such that a = (α(x1), . . . , α(xℓ), b1, . . . , bℓ)
(⋆⋆)⇐⇒
there is an item ιˆ = [β]
such that for all w ∈ vpath[v[β]] is [β|vpath[w]] fit in D◦ and
fit◦[[β]] is true and [β] is not redundant
and a α ∈
(
∆[∅]β
)◦
such that a = (α(x1), . . . , α(xℓ), b1, . . . , bℓ)
(⋆⋆⋆)⇐⇒
there is an item ιˆ = [β]
such that for all w ∈ vpath[v[β]] is [β|vpath[w]] fit in D◦ and
fit◦[[β]] is true and [β] is not redundant
and a α with dom(α) = vars(Q) and (D◦, α) |= Q and
β ⊆ α and D◦VAR(α) ⩾ v[β] such that a = (α(x1), . . . , α(xℓ), b1, . . . , bℓ)
(⋆⋆⋆⋆)⇐⇒
there is an assigment α with dom(α) = vars(Q) and
a = (α(x1), . . . , α(xℓ), b1, . . . , bℓ) and there is an item ιˆ = [β]
with β ⊆ α such that for all w ∈ free(Q) we have
[α|vpath[w]] is fit in D◦, and fit◦ [ˆι] is true
4.18⇐⇒ a = (α(x1), . . . , α(xk), b1, . . . , bℓ) ∈ Q(D◦) \Q(D⊗)
Equation (⋆) follows from the construction of the algorithm, Equation (⋆⋆) by Claim
4.24 and 4.29, Equation (⋆ ⋆ ⋆) by the Definition of
(
∆[∅]β
)◦
. For the “if” direction
in (⋆⋆⋆⋆) Note that for all w ∈ vars(Q) we have [α|vpath[w]] is fit in D◦ follows from
(D◦, α) |= Q. For the “only if” direction of (⋆⋆⋆⋆) note that one can choose an item ιˆ
with D◦VAR(α) = v
ιˆ and by Definition of D◦VAR(α) and the fact that the variables are
sorted in pre-order, it follows that ιˆ is not ◦-redundant.
This concludes the proof of Theorem 3.3(c).
4.8. Outputting the next smallest tuple
In this section we will show that for a lexicographically ordered data structure, we can
do the following routine. Upon input of a tuple a ∈ domk+ℓ, output the following
tuple
max {c : c ⩽lex a, c ∈ Q(D)}
if it exists, and SmallerThanMinimum otherwise.
The result is stated in the following lemma:
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Lemma 4.31. There is a dynamic algorithm that receives a q-hierarchical k-ary CQ
Q and a σ-db D0 of size ||D0||, and computes within preprocessing time poly(Q) ·
O(||D0|| log(||D0||)) a data structure that can be updated in time poly(Q) · O(log(||D||))
and allows the following:
(a) enumerate the tuples in Q(D) in lexicographical order with delay poly(Q) and
(b) upon input of a tuple b ∈ domk+ℓ output the tuple
max
{
a ∈ Q(D) : a ⩽ b}
if it exists, or a SmallerThanMinimum-message otherwise in time tl = poly(Q)
where D is the current database.
We have already seen that updating a lexicographically ordered data structure can
be done in O(log ||D||) and it supports enumerating the query result in lexicographical
order (see Remark 4.9 and 4.15). In particular, this data structure will be used for
Lemma 4.31. Moreover, the routine in Lemma 4.31 (a) is also supported. The aim of
this section is to show that Lemma 4.31 (b) holds. Before we discuss the general case,
let us consider a running example.
Example 4.32. Suppose, we have the lexicographically ordered data structure for Q
on D0 from Example 4.4. Note that we obtain the data structure from Figure 4.3 where
the items [ 2 2 8yx2x3 ] and [
2 2 4
yx2x3
] are inverted in the x3-list of [
2 2 8
yx2x3
].
Assume, we receive as input the tuple a = (1, 2, 3, 1) and the aim is to compute the
maximum tuple c that belongs to the query result and is smaller than a, i.e., the tuple
c = (1, 1, 6, 4). Let α be the assignment that coincides with a, i.e., α = 1 2 3 1yx1x2x3 . In
the first step, we compute two variables v˜ and v. The variable v˜ ∈ {y, x1, x2, x3} is
the minimal variable such that [α|vpath[v˜]] is not in the v˜-list of [α|vpath[v˜)]. In our
example, this is v˜ = x2. Then, we let v ∈ {y, x1, x2} = {w ∈ vars(Q) : w ⩽ x2} be the
maximum variable such that there is an item ι ∈ L[α|vpath[v]]v with aι < α(v), and v is
smaller than or equal to v˜. In our example, v = x1, since there is an item [
1 1
yx1
] that
appears before [ 1 2yx1 ] in the x1-list of [
1
y].
The idea is the following. Since the lists in the data structure are sorted, the enu-
meration algorithm in Algorithm 2 will enumerate the tuples in lexicographical order.
Therefore, we ask for the maximum tuple, the enumeration algorithm will output, that
is smaller than a. Note that we have selected v˜ as the minimum variable, such that
[α|vpath[v˜]] is not in the xv˜-list of [α|vpath[v˜)]. In particular, it follows that in the
for-loop in line 4 we will not iterate [ 1 3yx2 ]. Since this is the minimum variable for
which the condition holds, the for-loop in line 4 is the outermost for-loop where we do
not find a corresponding item of the form [α|path[u]]. Therefore we upwardly try to
find upwardly a for-loop that has a previous step for [ 1 3yx2 ]. This is not in line 4 the
case since the first element in the x2-list of [
1
y] is [
1 4
yx2
]. But the for-loop in line 3
has a previous element for [ 1 2yx1 ] in the x1-list of [
1
y]. This is exactly the condition
that holds for v. Let us assume we set the for-loop in line 3 to the previous step, the set
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the for-loop in line 2 to the configuration that matches with a and the for-loop in line
4 and 5 to the last configuration. Then, the tuple is smaller then a and its successor
tuple in the enumeration is lexicographically greater.
In other words, we construct the following assignment.
• For all v′ < v, we set γ(v′) = α(v). Then, γ(y) = 1.
• Then, we set γ(v) to the constant of the item that appears before [ 1 2yx1 ], i.e.,
γ(x1) = 1.
• For all v′ > v, we set γ(v′) = aι, where ι is the last element of xj-list of
[γ|vpath[xj)], i.e., γ(x2) = 6 and γ(x3) = 4
We obtain c by setting c = (γ(y), γ(x1), γ(x2), γ(x3)) = (1, 1, 6, 4). If a would
appear in the enumeration algorithm, it would be followed by c.
Now we consider the general case. In the reminder of this section we will show that
Lemma 4.31 (b) holds.
For the remainder of this proof we assume that Q(x1, . . . , xk, b1, . . . , bℓ) is a q-hie-
rarchical conjunctive query, vars(Q) = {x1, . . . , xm} with 0 ⩽ k ⩽ m, and Q is of the
form
Q =
{
(x1 . . . xk, b1, · · · , bℓ) : ∃xk+1 · · · ∃xm
(
ψ1 ∧ · · · ∧ ψd
)}
, (4.9)
where b1, . . . , bℓ ∈ dom and ψ1, . . . , ψd are atomic queries of schema σ. Let
φ := ∃xk+1 · · · ∃xm
(
ψ1 ∧ · · · ∧ ψd
)
.
Let a be the tuple we receive as input. The algorithm for computing the tuple
c = max
{
d ∈ Q(D) : d ⩽ a}
is the following. If a is smaller than the minimum element, we output the message
SmallerThanMinimum and stop the algorithm. If a ∈ Q(D) we output a and stop the
algorithm. Let α be the assignment such that α(xj) := aj for all j ∈ [k]. If a /∈ Q(D)
and (D,α) ̸|= φ we construct an assignment γ such that for the number
p := max
{
j ∈ [pˆ] : there is an ι ∈ L[α|vpath[xj)]xj such that aι < ai
}
where
pˆ := min
{
j ∈ [k] : [α|vpath[xj ]] is not in the xj-list of [α|vpath[xj)]
}
the following holds:
• for all j < p is γ(xj) = α(xj) and
• γ(xp) = max
{
aι : ι ∈ L[α|vpath[xℓ)]xℓ , aι < ai
}
and
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• for all j > p is γ(xj) = αι the maximum item ι of the xj-list of [γ|vpath[xj)].
Note that an index p exists since a is not smaller than the minimum. As a re-
mark, note that xp coincides with v in Example 4.32 and xp˜ with v˜. Note that
the elements can be computed if γ will be constructed by traversing through the
nodes of the query tree using the pre-order method. The algorithm outputs c =
(γ(x1), . . . , γ(xk), b1, . . . , bℓ). Note that c < a since by construction of γ follows that
(γ(x1), . . . , γ(xk)) < (a1, . . . , ak).
Let us consider the case a /∈ Q(D) and (D,α) |= φ. If (ak+1, . . . , ak+ℓ) > (b1, . . . , bℓ),
output the tuple c = (a1, . . . , ak, b1, . . . , bℓ). It is straightforward to see that c is the
sought tuple. If (ak+1, . . . , ak+ℓ) < (b1, . . . , bℓ), use the algorithm for the case that
a /∈ Q(D) and (D,α) ̸|= φ, but the number pˆ is the number k (instead of setting pˆ to
the minimum index such that [α|vpath[xp]] is not in the xp-list of [α|vpath[xp)]).
We now show that the choice of the tuple above is correct and that the tuple can
be computed in time O(poly(Q)||D||).
Correctness It is easy to see that the algorithm is correct if a ∈ Q(D) or a is smaller
than the minimum tuple in Q(D). The case that a /∈ Q(D) and (D,α) |= φ and
(ak+1, . . . , ak+ℓ) < (b1, . . . , bℓ) is straightforward.
Let us consider the other cases: Let us first look upon the case that a /∈ Q(D)
and (D,α) ̸|= φ. The constructed tuple c belongs to the query result since the items
[γ|vpath[v]] are fit for all v ∈ vars(Q). Let us assume for a contradiction that there is
a tuple d ∈ Q(D) with c <lex d <lex a where c := (γ(x1), . . . , γ(xp), b1, . . . , bℓ). Then,
there is a p′ ∈ {p, . . . , k + ℓ} such that for all j < p′ is cj = dj and cp′ < dp′ ⩽ ap′ .
(Here p is defined as in the algorithm above) Note that by construction is cj = aj for
all j < p and, in particular, we have cj = dj = aj for all j < p.
• Case 1: p′ = p and dp′ < ap′
In that case, there is an item [α|vpath[xp) ∪ {xp ↦→ dp}] in the xp-list of
[α|vpath[xp)] with cp < dp < ap. This violates the choice of cp.
• Case 2: p′ = p and dp = ap
Since d <lex a there is a p˜ such that for all j < p˜ it holds that dj = aj and
dp˜ < ap˜. Because d ∈ Q(D) it follows that [α|vpath[xp˜) ∪
{
xp˜ ↦→dp˜
}
] is in the
xp˜-list of [α|vpath[xp˜)].
Because d ∈ Q(D) and since [α|vpath[xpˆ]] is not in the xpˆ-list of [α|vpath[xpˆ)] it
holds that p˜ ⩽ pˆ as dp ̸= ap (Note that otherwise, the item [α|vpath[xpˆ]] must be
fit)..
All in all, we have that there is an index p˜ ∈ {p+ 1, . . . , pˆ} such that there is an
item ι in the xp˜-list of [α|vpath[xp˜)] with αι < ap˜. This is a contradiction to the
choice of p.
• Case 3: p′ > p
Then, there is an item [γ|vpath[xp′ ) ∪{xp′ ↦→ dp′}] in the xp′ -list of [γ|vpath[xp′ )]
with cp′ < dp′ . But this is a contradiction to the fact that cp′ is the maximum
element of the xj-list of [γ|vpath[xj)].
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The proof for the case that a /∈ Q(D) and (D,α) |= φ and (ak+1, . . . , ak+ℓ) <
(b1, . . . , bℓ) can be taken verbatim from the case that a /∈ Q(D) and (D,α) ̸|= φ,
by removing the sentence “ Because d ∈ Q(D) and since [α|vpath[xpˆ]] is not in the xpˆ-
list of [α|vpath[xpˆ)] it holds that p˜ ⩽ pˆ as dp ̸= ap (Note that otherwise, the item
[α|vpath[xpˆ]] must be fit).”. Note that the fact p˜ ⩽ pˆ is clear since pˆ = k.
Running time First, we compute the minimum element of Q(D) by starting the
enumeration procedure until the first tuple will be output and test if a is smaller than
the minimum element. This can be done in poly(Q). Then, we test in time poly(Q)
if a ∈ Q(D) and output in that case a. In order to compute the number pˆ, it takes
time poly(Q) to test if [α|vpath[xj ]] is in the xj-list of [α|vpath[xj)], i.e., to test if
[α|vpath[xj ]] is fit. Then, we find in time poly(Q) the maximum index p such that
p˜ ⩽ pˆ and [α|vpath[xp˜]] is not the first item in the xp˜- list of [α|vpath[xp˜)]. To compute
the element cp, it takes time poly(Q) log(||D||) to find the element using the binary
search method if p = pˆ. Otherwise, one can simply take the previous item of the item
ι with aι = α(xp). The other components of c can be computed in constant time.
Thus, it takes time poly(Q) log(||D||) to compute the tuple.
This concludes the proof of Lemma 4.31 (b).
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5. Testing t-hierarchical conjunctive
queries under updates
The aim of this section is to give a precise characterisation of the CQs for which testing
can be done efficiently under updates. In this chapter, a proof for Theorem 3.6 is given.
Theorem 3.6 is restated in the following.
Theorem 3.6 ([21]). There is a dynamic algorithm that receives a t-hierarchical k-ary
CQ Q and a σ-db D0, and computes within tp = poly(Q) ·O(||D0||) preprocessing time
a data structure that can be updated in time tu = poly(Q) and allows to test for an
input tuple a ∈ domk if a ∈ Q(D) within time tt = poly(Q), where D is the current
database.
The remainder of this chapter is based on [21].
Of course, according to Theorem 3.3 (a), the testing problem can be solved with
constant update time and constant testing time for every q-hierarchical CQ. But the
same holds true for the non-q-hierarchical CQ QS-E-T := { (x, y) : Sx ∧ Exy ∧ Ty } .
The corresponding dynamic algorithm simply uses 1-dimensional arrays AS and AT
and a 2-dimensional array AE such that for all a, b ∈ dom we have AE [a, b] = 1
if (a, b) ∈ ED, and AE [a, b] = 0 otherwise, and AR[a] = 1 if a ∈ RD, and AR[a] = 0
otherwise, for R ∈ {S, T}. When given an update command, the arrays can be updated
within constant time. And when given a tuple (a, b) ∈ dom2, the test routine simply
looks up the array entries AS [a], AE [a, b], AT [b] and returns the correct query result
accordingly. To characterise the conjunctive queries for which testing can be done
efficiently under updates, we consider t-hierarchical CQs (see Definition 3.4).
Obviously, it can be checked in time poly(Q) whether a given CQ Q is t-hierarchical.
Note that every q-hierarchical CQ is t-hierarchical, and a Boolean query is t-hierarchi-
cal if and only if it is q-hierarchical. The aim of this chapter is to show Theorem 3.6,
i.e., to show that the t-hierarchical CQs characterise CQs for which the testing problem
can be solved efficiently under updates. In the remainder of this section, we give a
proof for Theorem 3.6.
To avoid notational clutter, and without loss of generality, we restrict attention
to queries Qφ(u1, . . . , uk, b1, . . . , bℓ) where (u1, . . . , uk) is of the form (z1, . . . , zk) for
pairwise distinct variables z1, . . . , zk and b1, . . . , bℓ ∈ dom. We combine the array
construction described above for the example query QS-E-T with the dynamic al-
gorithm provided by Theorem 3.3 (a) and the following Lemma 5.1. To formulate
the lemma, we need the following notation. A k-ary generalised CQ is of the form
{ (z1, . . . , zk, b1, . . . , bℓ) : φ1 ∧ · · · ∧ φm } where k ⩾ 0, z1, . . . , zk are pairwise distinct
variables,m ⩾ 1, φj is a conjunctive formula for each j ∈ [m], free(φ1)∪· · ·∪free(φm) =
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{z1, . . . , zk}, and the quantified variables of φj and φj′ are pairwise disjoint for all
j, j′ ∈ [m] with j ̸= j′ and disjoint from {z1, . . . , zk}. For each j ∈ [m] let z(j) be
the sublist of z := (z1, . . . , zk) that only contains the variables in free(φj) and let b
(j)
be the sublist of b := (b1, . . . , bℓ) that only contains the constant in φj . I.e., z
(j) is
obtained from z by deleting all variables that do not belong to free(φj) and b
(j)
is
obtained from b by deleting all constants that do not appear in φj . Accordingly, for a
tuple a = (a1, . . . , ak) ∈ domk by a(j) we denote the tuple that contains exactly those
ai where zi belongs to z
(j). The query result of Q on a σ-db D is the set
Q(D) :=
{
a, b ∈ domk : D |= φj [a(j)] for each j ∈ [m]
}
,
where D |= φj [a(j)] means that there is a homomorphism βj : Qj → D for the query
Qj := { z(j), b(j) : φj }, with βj(zi) = ai for every i with zi ∈ free(φj) and βj(c) = c
for all c ∈ cons(φj). For example,
Q′E-E-R := { (x, y) : ∃v1Exv1 ∧ ∃v2Eyv2 ∧ ∃v3Rxyv3 }
is a generalised CQ that is equivalent to the CQ QE-E-R. The proof of the following
lemma is given at the end of the section.
Lemma 5.1. Every t-hierarchical CQ Qφ(z1, . . . , zk, b1, . . . , bℓ) is equivalent to a gen-
eralised CQ Q′ = { (z1, . . . , zk, b1, . . . , bℓ) : φ1 ∧ · · · ∧ φm } such that for each j ∈ [m]
the CQ Qj := { z(j) : φj } is q-hierarchical or quantifier-free. Furthermore, there is
an algorithm which decides in time poly(Qφ) whether Qφ is t-hierarchical, and if so,
outputs an according Q′.
When given a t-hierarchical CQ Qφ(z1, . . . , zk), use the algorithm provided by
Lemma 5.1 to compute an equivalent generalised CQ Q′ of the form {(z1, . . . , zk) :
φ1 ∧ · · · ∧ φm} and let Qj := {z(j), b(j) : φj} for each j ∈ [m]. W.l.o.g. assume that
there is a m′ ∈ {0, . . . ,m} such that Qj is q-hierarchical for each j ⩽ m′ and Qj is
quantifier-free for each j > m′. We use in parallel, for each j ⩽ m′, the data structures
provided by Theorem 3.3 (a) for the q-hierarchical CQ Qj . In addition to this, we use
an r-dimensional array AR for each relation symbol R ∈ σ of arity r := ar(R), and we
ensure that for all c ∈ domr we have AR[c] = 1 if c ∈ RD, and AR[c] = 0 otherwise.
When receiving an update command updateR(c), we let AR[c] := 1 if update = insert,
and AR[c] := 0 if update = delete, and in addition to this, we call the update routines
of the data structure for Qj for each j ⩽ m′. Upon input of a tuple (a, d) ∈ domk+ℓ,
the test routine proceeds as follows. We test if d = b. If the test fails, we terminate
the routine and output False. Otherwise we continue as follows. For each j ⩽ m′,
it calls the test routine of the data structure for Qj upon input a
(j). Additionally,
it uses the arrays AR for all R ∈ σ to check if for each j > m′ the quantifier-free
query Qj is satisfied by the tuple a
(j). All this is done within time poly(q), and we
know that a ∈ Q(D) if and only if all these tests succeed. This completes the proof of
Theorem 3.6.
For the remainder of this section we give a proof for Lemma 5.1.
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Proof of Lemma 5.1. Along Definition 3.4 it is straightforward to construct an algo-
rithm that decides in time poly(Q) whether a given CQ Q is t-hierarchical.
Let Q := Qφ(z1, . . . , zk, b1, . . . , bℓ) be a given t-hierarchical CQ. Let A0 be the set of
all atoms ψ of Q with vars(ψ) ⊆ free(Q), and let φ0 be the quantifier-free conjunctive
formula
φ0 :=
⋀
ψ∈A0
ψ .
For each Z ⊆ free(Q) let AZ be the set of all atoms ψ of Q such that Z = vars(ψ) ∩
free(Q) and vars(ψ) ⊋ Z. Let Z1, . . . , Zn (for n ⩾ 0) be a list of all those Z ⊆ free(Q)
with AZ ̸= ∅. For each j ∈ [n] let Aj := AZj and let Yj :=
(⋃
ψ∈Aj vars(ψ)
) \ Zj .
Claim 5.2. Yj ∩ Yj′ = ∅ for all j, j′ ∈ [n] with j ̸= j′.
Proof. We know that Zj ̸= Zj′ . W.l.o.g. there is a z ∈ Zj with z ̸∈ Zj′ .
For contradiction, assume that Yj ∩Yj′ contains some variable y. Then, y ∈ vars(ψ)
for some ψ ∈ Aj and y ∈ vars(ψ′) for some ψ′ ∈ Aj′ . By definition of Aj we know
that vars(ψ) ∩ free(Q) = Zj , and hence z ∈ vars(ψ). By definition of Aj′ we know
that vars(ψ′) ∩ free(Q) = Zj′ , and hence z ̸∈ vars(ψ′). Hence, ψ ∈ atoms(z) and
ψ′ ̸∈ atoms(z). Since ψ ∈ atoms(y) and ψ′ ∈ atoms(y), we obtain that atoms(z) ∩
atoms(y) ̸= ∅ and atoms(y) ̸⊆ atoms(z). But by assumption, Q is t-hierarchical, and
this contradicts condition (ii) of Definition 3.4.
For each j ∈ [n] consider the conjunctive formula
φj := ∃y(j)1 · · · ∃y(j)ℓj
⋀
ψ∈Aj
ψ ,
where ℓj := |Yj | and (y(j)1 , . . . , y(j)ℓj ) is a list of all variables in Yj . Using Claim 5.2, it
is straightforward to see that
Q′ := { (z1, . . . , zk, b1, . . . , bℓ) : φ0 ∧
⋀
j∈[n]
φj }
is a generalised CQ that is equivalent to Q. Furthermore, Q′ can be constructed in
time poly(Q). To complete the proof of Lemma 5.1 we consider for each j ∈ [n] the
CQ
Qj := { z(j) : φj } ,
where z(j) is a tuple of length |Zj | consisting of all the variables in Zj .
Claim 5.3. Qj is q-hierarchical, for each j ∈ [n].
Proof. First of all, note that Qj satisfies condition (ii) of Definition 3.1, since
free(Qj) = Zj , atomsQj (z) = Aj for every z ∈ Zj , and atomsQj (y) ⊆ Aj for ev-
ery y ∈ Yj = vars(Qj) \ free(Qj).
For contradiction, assume that Qj is not q-hierarchical. Then, Qj violates con-
dition (ii) of Definition 3.1. I.e., there are variables x1, x2 ∈ Zj ∪ Yj and atoms
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ψ1, ψ2, ψ12 ∈ Aj such that vars(ψ1) ∩ {x1, x2} = {x1}, vars(ψ2) ∩ {x1, x2} = {x2},
and vars(ψ12) ∩ {x1, x2} = {x1, x2}. Since vars(ψ) ∩ free(Q) = Zj for all ψ ∈ Aj , we
know that x1, x2 ̸∈ free(Q). Therefore, x, x′ ∈ vars(q) \ free(Q), and hence ψ1, ψ2,
ψ12 are atoms of Q which witness that condition (i) of Definition 3.4 is violated. This
contradicts the assumption that Q is t-hierarchical.
This completes the proof of Lemma 5.1.
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6. Answering q-hierarchical
conjunctive queries with aggregates
under updates
This chapter is devoted to q-hierarchical conjunctive queries with aggregates. First of
all, we provide an example that motivates queries with aggregates. In this chapter,
Theorem 3.7, that is restated in the following, will be proven.
Theorem 3.7. There is a dynamic algorithm that receives a q-hierarchical CQ with
aggregates Q with aggregation time ta and a σ-db D0, and computes within ti = O(1)
initialisation time and tp = poly(Q)taO(||D0||) preprocessing time a data structure that
can be updated in time tu = poly(Q)ta and allows to
(a) enumerate Q(D) with delay td = poly(Q),
(b) test for an input tuple a ∈ domk if a ∈ Q(D) within time tt = poly(Q),
(c) enumerate the tuples that join and omit the result set Q(D) after an arbitrary
number of updates on a previous chosen state the database received with delay
tdi = poly(Q) and
(d) compute the cardinality |Q(D)| in time tc = O(1)
where D is the current database.
6.1. Examples for queries with aggregates
Example 6.1. Let us assume we have a database D that consists of two tables SalaryD
and PersonD. In SalaryD we have triples (apid, aproject, asalary) where apid is a personal
id, aproject is the name of a project and asalary is the salary that the person with id apid
receives for project aproject. Here, we assume that a person might be involved in multiple
projects. In PersonD we have pairs (apid, aname) where apid is a personal id and aname
is the name of the person with id apid. Let us consider the following query:
Q =
{
(xpid, xname, xproject, xsalary) :
Person(xpid, xname) ∧
Salary(xpid, xproject, xsalary)
}
This query describes tuples (apid, aname, aproject, asalary) where apid is the id for aname
who receives a salary of asalary for project aproject. In the following, some interesting
database queries are given.
73
6. Answering q-hierarchical conjunctive queries with aggregates under updates
• Output name and id of the people and the sum of their salaries.
• Output the average salary of each individual project.
• Output the project with highest total salary.
To treat such queries we now introduce queries with aggregates. Later, we will
present queries for the statements in Example 6.1.
First, we provide a formal definition for aggregate functions that is similar to the
definition fo aggregate function in [73]. For every set X and every m ∈ N⩾0 and
every tuple (x1, . . . , xm) ∈ Xm let ⦃x1, . . . , xm⦄ be the multiset with the elements
x1, . . . , xm. The number m is the cardinality, denoted by |⦃x1, . . . , xm⦄|. With ⦃X⦄m
we denote the set of the multisets over X with cardinality m. For two multisets⦃x1, . . . , xm⦄ and ⦃y1, . . . , ym′⦄ we define their union as⦃x1, . . . , xm⦄ ∪ ⦃y1, . . . , ym′⦄ := ⦃x1, . . . , xm, y1, . . . , ym′⦄ .
An aggregate function F is a class of functions F = {fn}n∈N such that fn : ⦃X⦄n → X.
Example 6.2. Examples for aggregate functions are:
• sum = {sn}n∈N with X = N and s0 := 0, and sn(⦃x1, . . . , xn⦄) := x1 + · · ·+ xn
for all n ∈ N⩾1,
• prod = {pn}n∈N with X = N and p0 := 1, and pn(⦃x1, . . . , xn⦄) := x1 · · · · · xn
for all n ∈ N⩾1,
• count = {cn}n∈N with X = R and c0 := 0, and cn(⦃x1, . . . , xn⦄) := n for all
n ∈ N⩾1,
• avg = {an}n∈N with X = N and a0 := 0 and for all n ∈ N⩾1 is
an(⦃x1, . . . , xn⦄) := (x1 + · · ·+ xn)/n,
• max = {mn}n∈N with X = N ∪ {−∞} and m0 := −∞, and for all n ∈ N⩾1 is
mn(⦃x1, . . . , xn⦄) := max{x1, . . . , xn}.
We often write fx instead of f(x) for all x ∈ ⦃X⦄.
In the remainder of this section we give examples for queries with aggregates. A
formal definition of the syntax and semantics of queries with aggregates is given in
Section 6.3.
To describe queries with aggregates, we introduce expressions that describes how
to aggregate over the database elements. Let us assume, we have the query and the
database from Example 4.4. Now, we want to define a query, that for every a ∈ φ(D)
we have the first three components of a and a fourth component which is the sum over
every corresponding fourth component in φ(D) for the first three components, i.e.⎧⎪⎪⎪⎨⎪⎪⎪⎩(α(y), α(x1), α(x2), n) : n =
∑
β⊇α|{y,x1,x2},
(D,β)|=φ
β(x3), (D,α) |= φ
⎫⎪⎪⎪⎬⎪⎪⎪⎭ . (6.1)
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y x1 x2 sum(x3)
1 1 4 1
1 1 5 2
1 1 6 7
1 2 4 1
1 2 5 2
1 2 6 7
1 3 4 1
1 3 5 2
1 3 6 7
2 4 2 13
2 8 2 13
2 9 2 13
3 2 1 1
y x1 max(prod(x2, sum(x3)))
1 1 42
1 2 42
1 3 42
2 4 26
2 8 26
2 9 26
3 2 1
y count(x1) max(prod(x2, sum(x3)))
1 3 42
2 3 16
3 1 1
Table 6.1.: Enumeration of Qsum(D0), Qmax(D0) and Qcount(D0) on the database from
Example 4.4.
To describe a query for the set (6.1), we can define
Qsum := {(y, x1, x2, sum(x3)) : Eyx1 ∧ Fyx2x3 ∧ Gyx2x3}
The query result of Qsum on the database of Example 4.4 is given in Table 6.1. Another
example is a query that generates triple such that for every a = (a1, a2, a3, a4) ∈
Qsum(D), we output the first component a1 and the second component a2 and as a
third component the maximum of the product a3 and a4, i.e.,⎧⎪⎪⎪⎨⎪⎪⎪⎩(α(y), α(x1), n) : n = maxγ⊇α|{y,x1},(D,γ)|=φ
⎧⎪⎪⎪⎨⎪⎪⎪⎩γ(x2) ·
∑
β⊇γ|{y,x1,x2},
(D,β)|=φ
β(x3)
⎫⎪⎪⎪⎬⎪⎪⎪⎭ , (D,α) |= φ
⎫⎪⎪⎪⎬⎪⎪⎪⎭ .
(6.2)
A query for the set (6.2) can be defined as:
Qmax := {(y, x1,max(prod(x2, sum(x3)))) : Eyx1 ∧ Fyx2x3 ∧ Gyx2x3}.
Furthermore, we can create a query with count aggregates. For example, we can
define a query Qcount that outputs, evaluated on a database D, all triples of the form
(a1,m, a3) where the following condition holds.
• There is a a2 such that (a1, a2, a3) ∈ Qmax and
• m is the number of elements a2 ∈ adom(D) with (a1, a2, a3) ∈ Qmax,
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i.e., Qcount(D) is the set{
(α(x1),m, α(x3)) : m = |{β : β ⊇ α|{x1,x3}, (D,β) |= Qmax}|, (D,α) |= Qmax
}
.
The query Qcount can be described as
Qcount := {(y, count(x1),max(prod(x2, sum(x3)))) : Eyx1 ∧ Fyx2x3 ∧ Gyx2x3}.
See Table 6.1 for the query results of Qsum and Qmax and Qcount on the database of
Example 4.4. As we see in our examples all queries Q are of the form
{(x1, · · · , xℓ, expr1, · · · , exprm, b1, . . . , bℓ) : φ}
The enumeration results are grouped by x1, · · · , xp. The expressions expr1, · · · , exprm
are expressions that contain aggregate functions, such as sum,max, prod, count and
variables. We will later give a formal definition of syntax and semantics of aggregate
expressions. The expressions will be defined such that for all expressions exprj there
exists a variable vj ∈ vars(Q) such that the expression is inductively defined over the
height of the variables in the subtree of Tfree induced on succ(vj) where Tfree is the
subtree of the q-tree of Q induced on free(Q).
Note that the form of the queries depends on an existing q-tree of a query. A query
that is not allowed is the following
Q3 := {(count(y), x1, x2, x3) : Eyx1 ∧ Fyx2x3 ∧ Gyx2x3} .
Such a query cannot be maintained under updates in our notion. Let us assume, there
is a dynamic algorithm A that receives Q3 and a σ-db D0, computes within arbitrary
preprocessing time a data structure that can be updated in time tu = poly(Q)·O(n1−ε)
and allows to enumerate Q3(D) with delay td = O(n
1−ε) for all ε > 0. Such an
algorithm enumerates the set{
(n, α1(x1), α(x2), α(x3)) : n =
⏐⏐{β ⊇ α|{x1,x2,x3} : (D,β) |= φ}⏐⏐ , (D,α) |= φ}
where φ := Eyx1 ∧ Fyx2x3 ∧ Gyx2x3. If we delete the first component in every output
tuple, we receive the set {(α1(x1), α(x2), α(x3)) : (D,α) |= φ}. This is the result set
of the query Q′ = {(x1, x2, x3) : ∃yφ}. Note that we output these tuples without
repetition. For a contradiction, let us assume that we output a tuple a = (a1, a2, a3)
twice. Then, A enumerates (n, a1, a2, a3) and (m, a1, a2, a3) with n ̸= m.
Note that by definition of Q3(D), both tuples can not belong to the set. All in all, we
have an algorithm that computes within arbitrary preprocessing time a data structure
that can be updated in sublinear time that allows to enumerate the set Q′(D) with
sublinear delay. Since Q′ is not q-hierarchical this is a contradiction to Theorem 3.13.
In the next section we give a formal model to evaluate aggregates under updates.
6.2. A model to evaluate aggregations
To evaluate aggregates under updates, we define the aggregate implementation. The
model we introduce here relies on the concept of a MUD-algorithm described in [41].
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An aggregate implementation is a triple (ξ, ◦, η) where ξ : dom → M is a function
that maps a database entry to a message, ◦ : M×M → M is a binary operation
on M such that (M, ◦) is an Abelian group and η : M → dom is a function that
maps the message to a database entry. The main idea is that we use the aggregate
implementation to evaluate aggregate functions in the following way. For a multiset⦃a1, . . . , an⦄ we use the function ξ to map the database entries to messages, then we
connect them with the binary function ◦ and use the solution as input on η to receive
an output. An aggregate implementation computes an aggregate function {fn}n∈N if
for all n ∈ N⩾1 and for all a1, . . . , an ∈ dom the following holds:
fn(⦃a1, . . . , an⦄) = η(ξ(a1) ◦ · · · ◦ ξ(an))
and f0 = η(e) where e is the neutral element in the group (M, ◦).
Example 6.3. We consider now examples for aggregate implementations where
dom = N:
• Let Isum := (ξsum, ◦sum, ηsum) with
– M = Z,
– ξsum(a) := a for all a ∈ dom,
– ◦sum = + and
– ηsum(a) = a.
Isum computes sum. Note that ηsum(ξsum(a1)◦sum· · ·◦sumξsum(an)) = a1+· · ·+an ∈
N if a1, . . . , an ∈ N.
• Let Iprod := (ξprod, ◦prod, ηprod) with
– M = Q,
– ξprod(a) := a for all a ∈ dom,
– ◦prod is the multiplication operator of Q and
– ηprod(a) = a.
Iprod computes prod. Note that ηprod(ξprod(a1) ◦prod · · · ◦prod ξprod(an)) = a1 · · · · ·
an ∈ N if a1, . . . , an ∈ N.
• Let Icount := (ξcount, ◦count, ηcount) with
– M = Z,
– ξcount(a) := 1 for all a ∈ dom,
– ◦count = + and
– ηcount(a) = a.
Icount computes count.
• Let Iavg := (ξavg, ◦avg, ηavg) with
– M = Z2,
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– ξavg(a) := (a, 1) for all a ∈ dom,
– (a1, n1) ◦avg (a2, n2) = (a1+a2, n1+n2) for all (a1, n1), (a2, n2) ∈M and
– ηavg((a, n)) = a/n.
Iavg computes avg.
• For the aggregate function max it is not sufficient to simply ”remember” the
maximum element of a list. If we remove every occurrence of the maximum
element in the list during update steps, there is no information what the current
maximum element is. To get rid of that problem, we use the following idea. To
define an aggregate implementation (ξmax, ◦max, ηmax) for the aggregate function
max we set M as the set of functions that maps elements from N ∪ {−∞} to
Z. The main idea is that for a multiset ⦃a1, . . . , an⦄ the current message is a
function that maps every a ∈ N ∪ {−∞} to the number of occurrences of a in⦃a1, . . . , an⦄. We call such a function the occurrence function of ⦃a1, . . . , an⦄.
For every a ∈ N ∪ {−∞}, the value ξmax(a) is the function f with f(a) = 1 and
f(b) = 0 for all b ∈ (N ∪ {−∞}) \ {a}. This is the occurrence function of ⦃a⦄.
The binary operation ◦max outputs on input of f, g ∈M the function u such that
u(a) = f(a) + g(a) for all a ∈ N ∪ {−∞}. In other words, if f is the occurrence
function of ⦃a1, . . . , an⦄ and g the occurrence function of ⦃b1, . . . , bm⦄, then the
function f ◦max g is the occurrence function of ⦃a1, . . . , an, b1, . . . , bm⦄.
It remains to show, that (M, ◦max) is an Abelian group.
– ◦max is associative. Let p, q, r ∈ M. Then, for all a ∈ N ∪ {−∞} the
following holds: [(p ◦max q) ◦max r](a) = [p ◦max q](a)+ r(a) = (p(a)+ q(a))+
r(a) = p(a)+ (q(a)+ r(a)) = p(a)+ [q ◦max r](a) = [p ◦max (q ◦max r)](a) and,
in particular, is (p ◦max q) ◦max r = p ◦max (q ◦max r).
– The neutral element e ∈ M is the function e(a) = 0 for all a ∈ N ∪ {−∞}
since for all q ∈ M and for all a ∈ N ∪ {−∞} holds [q ◦max e](a) = q(a) +
e(a) = q(a).
– For every q ∈ M there is an inverse element q−1 ∈ M where q−1(a) =
−q(a) for all a ∈ N ∪ {−∞} since [q ◦max q−1](a) = q(a) + q−1(a) = 0 for
all a ∈ N ∪ {−∞}, i.e., q ◦max q−1 = e.
– ◦max is commutative. Let p, q ∈M. For all a ∈ N∪{−∞} let [p◦max q](a) =
p(a) + q(a) = q(a) + p(a) = [p ◦max q](a). In particular, p ◦max q = q ◦max p.
The post-processing function returns the maximum a ∈ N ∪ {−∞} that appears
in the multiset, i.e.,
η(q) :=
{
max {a : a ∈ N ∪ {−∞} , q(a) ̸= 0} if q ̸= e
−∞ otherwise
It is straightforward to see that (ξmax, ◦max, ηmax) computes the aggregation func-
tion max.
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For an aggregate implementation (ξ, ◦, η) a data structure that maintains the aggre-
gation function under updates represents the current message mcurrent ∈ M and the
value η(mcurrent), i.e., the value η(mcurrent) = fn(⦃a1, . . . , an⦄) if ⦃a1, . . . , an⦄ is the
current multiset.
To initialise the data structure, we initialisemcurrent to the neutral element of (M, ◦)
and compute η(mcurrent). If we insert an element a to the multiset, we updatemcurrent
to the result of mcurrent ◦ ξ(a) and compute the new value η(mcurrent). If we delete an
element a from the multiset, we compute ξ(a)−1 (the inverse element of ξ(a) in the
group (M, ◦)) and update mcurrent to the result of mcurrent ◦ ξ(a)−1 and compute the
new value η(mcurrent). It is straightforward to verify that η(mcurrent) always represents
the value fn(⦃a1, · · · , an⦄).
To design suitable data structures for Isum and Iprod and Icount and Iavg it is sufficient
to simply declare variables that store the values mcurrent and η(mcurrent).
For (ξmax, ◦max, ηmax) we represent mcurrent via an ordered list L with the values
{(a,mcurrent(a)) : a ∈ N ∪ {−∞} , mcurrent(a) ̸= 0}. The values are ordered descend-
ing by the first value of the tuples, i.e., if (a2, b2) is the successor element of (a1, b1) in L,
then a1 > a2. To lookup, insert and remove elements in the list fast, we use AVL-trees
(see [65]). This takes time O(log n) where n is the number of elements in the current
multiset. To initialise the data structure, we simply initialise an empty list. This rep-
resents the neutral element of (M, ◦max). To update the data structure for mcurrent to
mcurrent◦maxp where p ∈ ξ(N∪{−∞})∪ξ−1(N∪{−∞}) let b ∈ N∪{−∞} be the unique
element with p(b) ∈ {1,−1}. Note that, since p ∈ ξ(N ∪ {−∞}) ∪ ξ−1(N ∪ {−∞}),
it holds that p(a) = 0 for all a ∈ (N ∪ {−∞}) \ {b}. Then, we do the following
steps. We lookup b in the AVL-tree. If it is not present, we insert (b, p(b)) to L.
Otherwise, we modify (b, n) to (b, n + p(b)). If n + p(b) = 0 remove (b, 0) from L.
The value of η(mcurrent) is the first component of the first element in the list. It is
straightforward to verify, that after an operation the list L represents mcurrent and
η(mcurrent) is the maximum element a ∈ N ∪ {−∞} with mcurrent(a) ̸= 0. In particu-
lar, it takes time O(log n) to compute mcurrent ◦max p from mcurrent and for an element
p ∈ ξ(N ∪ {−∞}) ∪ ξ−1(N ∪ {−∞}).
For an aggregate implementation (ξ, ◦, η) let tξ be the time it takes to compute ξ(a)
for an a ∈ dom, tξ−1 be the time it takes to compute ξ−1(a) for a a ∈ dom, t◦ be
the time to compute mcurrent ◦ p if we receive mcurrent and p ∈ ξ(dom) ∪ ξ−1(dom)
as input and tη the time it takes to compute η(mcurrent). For an aggregation function
{fn}n∈N let ta({fn}n∈N) be defined as follows. Let A be the set of all aggregate
implementations that compute {fn}n∈N, then
ta({fn}n∈N) := min
(ξ,◦,η)∈A
tξ + tξ−1 + t◦ + tη,
i.e., it is the time it takes to perform an update in the multiset for the aggregate.
For the aggregate functions in Example 6.2, it follows that tξagg = tξ−1agg = O(1) for
agg ∈ {sum, prod, count, avg,max} and tηagg = t◦agg = O(1) for
agg ∈ {sum, prod, count, avg} and tηmax = t◦max ⩽ O(log n). In particular is ta(max) =
O(log n) and ta(agg) = O(1) for
agg ∈ {sum, prod, count, avg}.
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We will now give syntax and semantics of aggregation expressions.
6.3. Syntax and semantics of aggregation expressions
In this section, we give a precise definition of the syntax and semantic of aggregation
expressions. The notion relies on the notion of conjunctive queries with aggregates [31]
but we will define aggregate expressions that relies on the q-tree of the q-hierarchical
query. Let AGGR be the set of aggregate functions.
Definition 6.4 (Syntax of aggregate expression). Let Q be a q-hierarchical query and
let T be a q-tree of Q and Tfree be the induced subtree of T on free(Q). For all v ∈ V
we define the set AGGEXPRTfreev of aggregate expressions over v, inductively over the
height of a node in Tfree.
• Let v be a leaf in Tfree and F ∈ AGGR. Then, F(v) ∈ AGGEXPRTfreev .
• Let v be a node of height ⩾ 1 in Tfree and F ,G ∈ AGGR and let u1, . . . , us be the
children of v in Tfree and exprj ∈ AGGEXPRTfreeuj for all j ∈ [s]. Then,
– G(F(expr1, . . . , exprs)) ∈ AGGEXPRTfreev and
– G(F(v, expr1, . . . , exprs)) ∈ AGGEXPRTfreev and
– G(⟨v, expr1, . . . , exprs⟩) ∈ AGGEXPRTfreev
The last expression G(⟨v, expr1, . . . , exprs⟩) allows us to construct an aggregate that
operates over the solution of all children of the current node (see Example 6.7).
If we consider the query φ from Example 4.4 and the corresponding q-tree T , and
its induced subgraph Tfree on free(Q) then sum(x3) ∈ AGGEXPRTfreex3 and count(x1) ∈
AGGEXPRTfreex1 and max(prod(x2, sum(x3))) ∈ AGGEXPRTfreex2 .
Definition 6.5 (q-hierarchical query with aggregates). A q-hierarchical query with
aggregates is a conjunctive query of the form
Q := {(x1, . . . , xs, expr1, . . . , exprr, b1, . . . , bℓ) : ∃xk+1 · · · ∃xmφ}
such that the query
Q′ = {(x1, . . . , xk, b1, . . . , bℓ) : ∃xk+1 · · · ∃xmφ}
with s ⩽ k is q-hierarchical and x1, . . . , xk ∈ vars and b1, . . . , bℓ ∈ dom and there is a
q-tree T of Q′ and an induced subtree Tfree of T on free(Q′) such that for all j ∈ [r] is
exprj ∈ AGGEXPRTfreevj with vj ∈ free(φ) and
{x1, . . . , xs} ∪
r⋃
j=1
succ(vj) = free(Q
′) .
The q-tree of Q is the q-tree of Q′ and free(Q) := free(Q′).
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The queries Qsum, Qmax and Qcount, we considered at the beginning of this chapter,
are examples for q-hierarchical queries with aggregates.
Now, we give a precise definition of the semantics of an aggregate expression.
Definition 6.6 (Semantics of an aggregate expression). Let Q be a q-hierarchical
query with aggregates, let T be a q-tree of Q and let Tfree be the induced subgraph of T
on free(Q).
For all σ-databases D and all v ∈ V (Tfree) and all α : vpath[v) → adom(D) letJ·K(D,α) : AGGEXPRTfreev → dom be a function that is defined inductively over the
height of v as follows:
• If v is a leaf in Tfree and F = {fn}n∈N ∈ AGGR. Then,
JF(v)K(D,α) := fn ⦃aι : ι ∈ L[α]v ⦄
The variable of F(v) is v.
• If v is a node of height h ⩾ 1 in Tfree and let u1, . . . , us be the children of v and
F = {fn}n∈N ∈ AGGR and G = {gn}n∈N ∈ AGGR. Then,
JG(F(expr1, . . . , exprs))K(D,α) :=
gn
⦃
fs
⦃q
exprj
y(D,αι)
: j ∈ [s]
⦄
: ι ∈ L[α]v
⦄
JG(F(v, expr1, . . . , exprs))K(D,α) :=
gn
⦃
fs+1
(⦃aι⦄ ∪⦃qexprjy(D,αι) : j ∈ [s]⦄) : ι ∈ L[α]v ⦄
JG(⟨v, expr1, . . . , exprs⟩)K(D,α) :=
gn
⦃
⟨aι, Jexpr1K(D,αι) , . . . , JexprsK(D,αι)⟩ : ι ∈ L[α]v ⦄
The variable of these expressions above is v.
For all databases D and all queries with aggregates
Q = {(x1, . . . , xm, expr1, . . . , exprr, b1, . . . , bℓ) : φ}
is
Q(D) :=
{
(α(x1), . . . , α(xm), n1, . . . , nr, b1, . . . , bℓ) :
nj =
q
exprj
y(D,α|vpath[vj)) for all j ∈ [r] and (D,α) |= φ
}
.
A single result query with aggregates is a query of the form
Q = {(expr) : φ}
where expr is of the form F(expr1, · · · , exprs) with F ∈ AGGR and exprj ∈ AGGEXPRTfreeuj
for all j ∈ [s] and u1, . . . , us are the children of vroot in Tfree. For all σ-databases D let
Q(D) := fs
⦃q
exprj
y(D,∅)
: j ∈ [s]
⦄
.
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The aggregation time ta of a query with aggregates Q is defined as ta(Q) :=
maxF∈A ta(F) where A is the set of the aggregation function that occur in the expres-
sions expr1, . . . , exprr. For example, for the query Qcount is ta(Qcount) = O(log(n)) and
for the query Qsum is ta(Qsum) = O(1).
Example 6.7. Recall the scenario from Example 6.1. We will now give queries for
the statements given in the example:
• Output name and id of the people and the sum of their salaries:
Q1 = {(xpid, xname, sum(xsalary)) : ∃xproject φ}
where
φ := Person(xpid, xname) ∧ Salary(xpid, xproject, xsalary)
• Output the average salary of each individual project.
Q2 = {(xproject, a˜vg(⟨xsalary, count(xpid)⟩)) : Salary(xpid, xproject, xsalary)}
where a˜vg = (an)n∈N is the aggregate
an(⟨x1, y1⟩, . . . , ⟨xn, yn⟩) :=
∑
i∈[n] xiyi∏
i∈[n] yi
.
• Output the project with highest total salary:
Q3 = {(max2(⟨xproject, sum(xsalary)⟩)) : ∃xpidSalary(xpid, xproject, xsalary)}
where max2 := {mn}n∈N is defined as
mn(⟨x1, y1⟩, . . . , ⟨xn, yn⟩) = yi
where i is an index such that xi = maxj∈[n] xj.
An aggregate implementation (ξa˜vg, ◦a˜vg, ηa˜vg) for a˜vg is the following: Let M :=
Z×Q. For every ⟨x, y⟩ is ξa˜vg(⟨x, y⟩) = (x · y, y) and for all (z1, q1), (z2, q2) ∈ Z×Q is
(z1, q1)◦a˜vg (z2, q2) = (z1+z2, q1∗q2). The postprocessing function is ηa˜vg((z, q)) = z/q.
It is easy to verify that the aggregate implementation (ξa˜vg, ◦a˜vg, ηa˜vg) computes a˜vg.
An aggregate implementation for max2 can be constructed very similar to the ag-
gregate implementation for max.
In Section 6.4 we show how to compute the q-tree of a q-hierarchical conjunctive
query with aggregates is q-hierarchical. In the Section 6.5 we give an application for
queries with aggregates. We show how to modify a q-hierarchical conjunctive query Q
to a Boolean q-hierarchical query Qc with aggregates such that Qc(D) is the number
of tuples in the result set Q(D), i.e., Qc(D) = |Q(D)|. Afterwards, we show, in the
next section, how to enrich the data structure described in Section 4.1 to maintain
queries with aggregates. Finally, we show how to reduce queries with aggregates to
queries without aggregates such that we obtain routines like enumerate, test and
count for queries with aggregates.
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6.4. How to compute the q-tree of a q-hierarchical
conjunctive query with aggregates
In this section we show how to compute the q-tree of a q-hierarchical conjunctive query
with aggregates.
Lemma 6.8. Let
Q = {(x1, . . . , xs, expr1, . . . , exprr, b1, . . . , bℓ) : φ}
be a query where φ is a conjunctive formula, exprj for all j ∈ [r] is an aggregate
expression, x1, . . . , xs ∈ vars and b1, . . . , bℓ ∈ dom. There is an algorithm that tests
in time poly(Q) whether Q is a q-hierarchical CQ with aggregates and, if it is the case,
computes the q-tree of Q.
The remainder of this section is devoted to the proof of 6.8
Note that we defined the expressions over the q-tree of the aggreagte expression free
version Q′. Thus, we have to find out if there is a q-tree for the query
Q′ = {(x1, . . . , xs, expr1, . . . , exprr, b1, . . . , bℓ) : φ}
that coincides with the expressions given in the query Q. In order to compute a
corresponding q-tree we compute a tree Texprq for the aggregates expression exprq for
all q ∈ [r]. The tree Texprq is defined inductively.
• Let expr be an expression of the form F(v), then the tree Texpr is the tree that
consists of the node v and has no edge, i.e., V (Texpr) = {v} and E(Texpr) = ∅.
• Let expr be an expression of the form G(F(expr1, . . . , exprs)),
G(v,F(expr1, . . . , exprs)) or G(⟨expr1, . . . , exprs⟩). Then, the tree Texpr, is the
following.
V (Texpr) := V (Texpr1) ∪ · · · ∪ V (Texprs) ∪ {v}
E(Texpr) := E(Texpr1) ∪ · · · ∪ E(Texprs) ∪
{
(v, vj) :
vj is the variable of
exprj for all j ∈ [r]
}
Note that it follows from the definition of aggregate expression that Texprj has to be
a subtree in the q-tree of Q for all j ∈ [r]. In the following we define vj as the
variable of exprj for all j ∈ [r]. If there are j, j′ ∈ [r] with vj ∈ succ(vj′), then
Texprj = Texprj′ |succ(vj). Clearly, this can be tested in poly(Q). Let us now consider the
set Φj of atoms in φ where the variable vj appears. We will show in the following
that for all u ∈ vars(Q) \ V (Texprj ) with u ∈ vars(Φj) we have that u occurs in
every atom in Φj . Assume for a contradiction that there is a u ∈ vars(Q) \ V (Texprj )
with atoms(v) ̸⊆ atoms(u). Because of the fact that Q is q-hierarchical we have that
atoms(u) ⊂ atoms(v) or atoms(u) ⊆ atoms(v) = ∅. Note that since u ∈ vars(Φj) and v
appears in every atom in Φj we have that atoms(u) ⊆ atoms(v) = ∅ is not possible. If
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atoms(u) ⊂ atoms(v) it follows that u ∈ succ(v) and then u ∈ V (Texprj ) which violates
u ∈ vars(Q) \ V (Texprj ) .
Let Q˜ be the query
{(w1, . . . , wp, b1, . . . , bℓ) : φ˜}
we obtain if we modify Q in the following way.
• Remove every aggreagte expression.
• Remove in φ every variable that belongs to ⋃rj=1 succ(vj). The conjunctive
formula we obtain is φ′.
• w1, . . . , wp are the remaining free variables in φ˜.
The algorithm for testing if Q is a valid q-hierarchical conjunctive query with aggre-
gates works as follows.
1. For all j ∈ [r] compute the tree Texprr .
2. For all j, j′ ∈ [r] test if Texprj = Texprj′ |succ(vj) or V (Texprj ) ∩ Texprj′ = ∅. If the
result of one of these tests is false, return false.
3. Compute the query Q˜ and test if Q˜ is q-hierarchical. If the query is not q-hie-
rarchical, return false.
4. Compute the q-tree T˜ of Q˜.
5. For all j ∈ [r] such that there is no j′ ∈ [r] \ {j} with vj′ ∈ succ(vj) \ {vj} do the
following. If vars(Φj) \ succ(vj) = ∅, concatenate the tree Texprj to the root, i.e.,
add to T˜ the nodes and the edges of Texprj and an edge from vroot to the root of
Texprj . If vars(Φj) \ succ(vj) ̸= ∅, choose the variable of u ∈ vars(Φj) \ succ(vj)
with the lowest hight in T˜ . Add the tree Texprj as an child of v, i.e., we add to
T˜ the nodes and edges of Texprj and an edge from u to the root of Texprj .
6. Test if T˜ is a q-tree for Q′. Then, Q is a valid q-hierarchical conjunctive query
with aggregates and T˜ the the corresponding q-tree. Otherwise, the algorithm
return false.
Note that every step in the algorithm can be done in O(poly(Q)). In the following
claim we will show that the algorithm is correct.
Claim 6.9. The algorithm returns true and a q-tree if and only if Q is a q-hierarchical
conjunctive query with aggregates.
Proof. The algorithm returns true if T˜ (in the last step) is a q-tree for Q′. Note that
Texprj is a subtree of T˜ . Thus, the query Q is q-hierarchical and T˜ is the corresponding
q-tree.
Let us now consider the case that the algorithm returns false. If the algorithm
returns false in Step 2, there are j, j′ ∈ [r] with Texprj ̸= Texprj′ |succ(vj) and V (Texprj ) ∩
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V (Texprj′ ) ̸= ∅. It follows form the definition of aggregate expressions that Texprj and
Texprj′ can not appear in the same q-tree. Therefore, the query is not q-hierarchical.
If the algorithm returns false in Step 3 the query Q˜ is not q-hierarchical. Then, there
are two variables x, y ∈ vars(Q˜) with atoms(x) ̸⊆ atoms(y), atoms(y) ̸⊆ atoms(x) and
atoms(x)∩atoms(y) ̸= ∅. Then, we have that there is an atom ψx ∈ atoms(x)\atoms(y)
and an atom ψy ∈ atoms(y) \ atoms(x) and atom ψxy ∈ atoms(x) ∩ atoms(y). Query
Q˜ is obtained from Q by removing variables in the atom. Note that the variable
that has been removed, are removed in every atom. Hence, there are atoms in Q
with ψx ∈ atoms(x) \ atoms(y) and an atom ψy ∈ atoms(y) \ atoms(x) and atom
ψxy ∈ atoms(x) ∩ atoms(y). Thus, Q′ is not q-hierarchical.
If the algorithm returns false in step 6, T˜ is not a valid q-tree. Assume for a
contradiction that Q is q-hierarchical. Consider that case that T˜ is not a q-tree since
there is an atom ψ in Q where vars(ψ)∪ {vroot} does not form a path in T˜ . Since Q is
q-hierarchical there is a q-tree Tˆ for Q′. In particular, vars(ψ)∪{vroot} forms a path in
Tˆ . If there is a variable v ∈ {v1, . . . , vr} ∩ vars(ψ) then by definition of the aggregate
expressions, the path has the following form. Every node that appears before v in the
path does not belong to V (Texpr) (where expr is the expression where v is the variable
of) and thus there is a path from vroot to u where u is the previous variable of v in the
path. The path from vroot to u does also appear in the q-tree of Q˜. Then, it will be
followed by v. Since Texpr must be appear identical in T˜ and in Tˆ , there must also be
a path from v to the rest of the nodes in the path. This is a contradiction.
Let us consider the case that T˜ violates (2) in Definition 4.1. Then free(Q) ̸= ∅
and there are at least two connected components of T˜free where T˜free is the induced
subgraph of T˜ of free(Q). Without loss of generality, let T1 and T2 be two connected
components and let T1 be the connected component with vroot ∈ V (T1).
Let u be the root of the subtree T2. Let w be the parent node of u in T˜ . If
w ∈ succ(vj) for a j ∈ [r] we have that a contradiction to the fact that Q is q-
hierarchical since Texprj must be contained in the q-tree of Q and hence, the subtree
of the q-tree of Q induced on free(Q) has two connected components. If w /∈ succ(vj)
for a j ∈ [r], i.e., w /∈ ⋃rj=1 succ(vj) let us consider two cases.
• Case 1: u /∈ ⋃rj=1 succ(vj). Since the q-tree of Q˜ is a subgraph of T˜ this is a
contradiction to the fact that (˜Q) is q-hierarchical. Thus, false has to be output
in step 3.
• Case 2: u ∈ {v1, . . . , vr}. Since u is free and atoms(v) ⊆ atoms(v) it follows that
in every path from vroot to u there is the quantified variable v. Thus, there can
no q-tree for Q exists and thus, Q is not q-hierarchical.
This concludes the proof of Lemma 6.8.
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6.5. Counting the number of tuples in Q(D)
In this section we show how to use queries with aggregates to output the number of
tuples in the result set Q(D). To realise this, we define inductively over the height of
the variables in the induced subtree Tfree of a q-tree of Q on free(Q) the expression cv.
Definition 6.10 (Expression for Counting). Let Q be a q-hierarchical query and let
Tfree be the induced subtree of a q-tree of Q on free(Q). If v is a leaf in Tfree, then
cv := count(v). Otherwise, let u1, . . . , uℓ be the children of v in Tfree. Then, cv :=
sum(prod(cu1 , . . . , cuℓ)).
In the next lemma, we show that the expression cv describes the number of tuples
in the result.
Lemma 6.11. Let
Q = {(x1, . . . , xk, b1, · · · , bℓ) : φ}
be a q-hierarchical query and let Tfree be the subtree of a q-tree of Q induced on free(Q).
Let x1, · · · , xm be the children of vroot in Tfree. The query
Qc := {(prod(cx1 , . . . , cxm)) : φ}
describes the number of the tuples in φ(D), i.e., Qc(D) = {|Q(D)|}.
To prove Lemma 6.11, the following claims (Claim 6.12 and Claim 6.13) will be
convenient.
Claim 6.12. Let Q be a q-hierarchical query and let Tfree be the induced subtree of the
q-tree of Q on free(Q) and let D be a σ-db. Let ι be an arbitrary fit item in the data
structure for Q on D. Then the following equation holds.
⏐⏐⏐E˜ ι⏐⏐⏐ = ℓ∏
j=1
⏐⏐⏐⏐⏐⏐⏐
⋃
ι˜∈Lιwj
E˜ ι˜
⏐⏐⏐⏐⏐⏐⏐ (6.3)
where w1, . . . , wℓ are the children of v
ι in Tfree.
Proof. From Lemma 4.12 we obtain:
⏐⏐⏐E˜ ι⏐⏐⏐ =
⏐⏐⏐⏐⏐⏐
⎧⎨⎩
ℓ⋃
j=1
αj ∪ αι :
for all wj ∈ child(u) ∩ free(Q) there is a ι˜ ∈ Lιwj
such that αj ∈ E˜ ι˜
⎫⎬⎭
⏐⏐⏐⏐⏐⏐
(+)
=
⏐⏐⏐⏐{(α1, · · · , αℓ) : for all wj ∈ child(u) ∩ free(Q) there is a ι˜ ∈ Lιwjsuch that αj ∈ E˜ ι˜
}⏐⏐⏐⏐
(++)
=
⏐⏐⏐{α1 ∈ E˜ ι˜ : ι˜ ∈ Lιw1}× · · · × {αℓ ∈ E˜ ι˜ : ι˜ ∈ Lιwℓ}⏐⏐⏐
=
ℓ∏
j=1
⏐⏐⏐{αj ∈ E˜ ι˜ : ι˜ ∈ Lιwj}⏐⏐⏐ = ℓ∏
j=1
⏐⏐⏐⏐⏐⏐⏐
⋃
ι˜∈Lιwj
E˜ ι˜
⏐⏐⏐⏐⏐⏐⏐ .
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In equation (+) we use the following fact. Every assignment α ∈ E˜ ιˆ can be identified
with a tuple (α1, · · · , αℓ) where for all wj ∈ child(u) ∩ free(Q) there is a ι˜ ∈ Lιˆwj and
an αj ∈ E˜ ι˜ with αj ⊆ α, and, in particular, the number of assignments in E˜ ιˆ is equal
to the number of tuples (α1, · · · , αℓ) of the form described above. In (++) we rewrite
the set to a Cartesian product.
Claim 6.13. Let Q be a q-hierarchical query and let Tfree be the induced subtree of the
q-tree of Q on free(Q) and let D be a σ-db. For all items i in the data structure of Q
on D and for all u ∈ child(vi) ∩ free(Q) holds
JcuK(D,αi) =
⏐⏐⏐⏐⏐⏐
⋃
ι∈Liu
E˜ ι
⏐⏐⏐⏐⏐⏐ .
Proof. We show this claim inductively over the height of an item in Tfree.
For the induction base, let us consider an item i of height 1. Then, for all u ∈
child(vi) the following holds.
JcuK(D,αi) = Jcount(u)K(D,αi) = ⏐⏐⦃aι : ι ∈ Liu⦄⏐⏐ (⋆)=
⏐⏐⏐⏐⏐⏐
⋃
ι∈Liu
{aι}
⏐⏐⏐⏐⏐⏐ (⋆⋆)=
⏐⏐⏐⏐⏐⏐
⋃
ι∈Liu
E˜ ι
⏐⏐⏐⏐⏐⏐
The equation marked with (⋆) follows from the fact that every element in the multiset
appears once. The equations marked with (⋆⋆) follows from the fact that E˜ ι = {αι}
for all ι ∈ Liu.
For the inductive step, let us consider an item i of height > 1. For all u ∈ child(vi)
which are leafs in Tfree the claim can be shown analogously to the induction base. Let
us now consider a child u ∈ child(vi) with height ⩾ 1. Let w1, · · · , ws be the children
of u in Tfree. Then, it follows that
JcuK(D,αi) = Jsum(prod(cw1 , . . . , cws))K(D,αi)
= sn
⦃
ps
⦃q
cwj
y(D,αι)
: j ∈ [s]
⦄
: ι ∈ Liv
⦄
=
∑
ι∈Liv
s∏
j=1
q
cwj
y(D,αι) (IH)
=
∑
ι∈Liv
s∏
j=1
⏐⏐⏐⏐⏐⏐⏐
⋃
ι˜∈Lιwj
E˜ ι˜
⏐⏐⏐⏐⏐⏐⏐
(⋆)
=
∑
ι∈Liv
⏐⏐⏐E˜ ι⏐⏐⏐ (⋆⋆)=
⏐⏐⏐⏐⏐⏐
⋃
ι∈Liu
E˜ ι
⏐⏐⏐⏐⏐⏐
Equation (IH) follows from the induction hypothesis. The equation (⋆⋆) follows
from the fact that E˜ ι1 ∩ E˜ ι2 = ∅ for two ι1, ι2 ∈ Liu with ι1 ̸= ι2, i.e., the union in the
last line is a disjoint union. The equation (⋆) follows from Claim 6.12.
This concludes the proof of Claim 6.13.
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Proof of Lemma 6.11. Note that the number of tuples in φ(D) is equal to
⏐⏐⏐E˜[∅]⏐⏐⏐. The
aim is to show that Qc(D) =
⏐⏐⏐E˜[∅]⏐⏐⏐.
It follows that
Qc(D) = ps
⦃q
cxj
y(D,∅)
: j ∈ [s]
⦄
=
m∏
j=1
q
cxj
y(D,∅)
(6.13)
=
m∏
j=1
⏐⏐⏐⏐⏐⏐⏐
⋃
ι∈Lixj
E˜ ι
⏐⏐⏐⏐⏐⏐⏐
(6.12)
=
⏐⏐⏐E˜[∅]⏐⏐⏐
This concludes the proof of Lemma 6.11.
The next section shows how to enrich the data structure for q-hierarchical queries
to maintain queries with aggregates.
6.6. The data structure for queries with aggregates
First of all, we give an example how to construct a data structure that maintains the
query Qcount on the database given in Example 4.4. Recall the query Qcount:
Qcount := {(y, count(x1),max(prod(x2, sum(x3)))) : Eyx1 ∧ Fyx2x3 ∧ Gyx2x3}.
On every present item i in the data structure with vi = x2, we store two values
w
sum(x3)
list (i) and w
prod(x2,sum(x3))
item (i) where
w
sum(x3)
list (i) :=
∑
ιˆ∈Lix3
aιˆ and w
prod(x2,sum(x3))
item (i) := a
i · wsum(x3)list (i),
i.e., w
sum(x3)
list (i) is the sum of the constants of the items in the x3-list of i and
w
prod(x2,sum(x3))
item (i) stores the product of the sum and its constant. Furthermore, we
store for every item i with vi = y a value w
count(x1)
list (i) and w
max(prod(x2,sum(x3)))
list (i),
where w
count(x1)
list (i) is the number of items in the x1-list of i and w
max(prod(x2,sum(x3)))
list (i)
is the maximum over the w
prod(x2,sum(x3))
item (ιˆ)-values for all items ιˆ in the x2-list of i, i.e.
w
count(x1)
list (i) :=
⏐⏐Lix1 ⏐⏐
and
w
max(prod(x2,sum(x3)))
list (i) := max
{
w
prod(x2,sum(x3))
item (ιˆ) : ιˆ ∈ Lix2
}
.
See Figure 6.1 for an illustration of the data structure together with the values.
Every red (blue) number on an item i with vi = x2 shows the value w
sum(x3)
list (i)
(w
prod(x2,sum(x3))
item (i)), the red (blue) number above an item i with v
i = y shows the
value w
count(x1)
list (i) (w
max(prod(x2,sum(x3)))
list (i)).
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Figure 6.1.: Illustration of Example 4.4 with aggregates.
[∅]
[ 1y]
3/42
[ 1 1yx1 ] [
1 2
yx1
] [ 1 3yx1 ]
[ 1 4yx2 ]1/4 [
1 5
yx2
]
2/10
[ 1 6yx2 ]
7/42
[ 1 4 1yx2x3 ] [
1 5 2
yx2x3
] [ 1 6 3yx2x3 ] [
1 6 4
yx2x3
]
[ 2y]
3/26
[ 2 4yx1 ] [
2 8
yx1
] [ 2 9yx1 ]
[ 2 2yx2 ]13/26
[ 2 2 1yx2x3 ] [
2 2 8
yx2x3
] [ 2 2 4yx2x3 ]
[ 3y]
1/1
[ 3 2yx1 ]
[ 3 1yx2 ]1/1
[ 3 1 1yx2x3 ]
[ 4y]
0/30
nil
[ 4 5yx2 ]6/30
[ 4 5 6yx2x3 ]
y
x1
x2
x1
x2
x1
x2
x1
x2
x3 x3 x3
x3
x3 x3
Now, suppose that (4, 1) was inserted to E. As we know from our example the item
[ 4y] is going to be fit and we insert [
4 1
yx1
] to the x1-list of [
4
y]. Therefore, we simply
have to update the value w
count(x1)
list (i) to 1. See Figure 6.2 for an illustration.
Different to the running example in Section 4.1 we now suppose that we delete
(1, 6, 4) from F . As a consequence, the item [ 1 6 4yx2x3 ] loses his fit-status. Therefore, we
subtract the value 4 from w
sum(x3)
list ([
1 6
yx2
]) to obtain 3 and compute w
prod(x2,sum(x3))
item ([
1
x2
]) =
6 · 3 = 18. Now, we have to update wmax(prod(x2,sum(x3)))list ([ 1y]). We know that
w
max(prod(x2,sum(x3)))
list ([
1
y
]) = max⦃4, 10, 42⦄
To obtain the new value, we compute from max⦃4, 10, 42⦄ the value max⦃4, 10, 42⦄ \⦃42⦄ = max⦃4, 10⦄ and then from max⦃4, 10⦄ the value max⦃4, 10, 18⦄. Note that
this can be done in O(log n) since the aggregation time for max is at most O(log(n))
where n := |adom(D)|.
See Figure 6.3 for an illustration after the update step.
Let us now go into technical details for arbitrary q-hierarchical queries with aggre-
gates and databases. Let Q = {(x1, . . . , xs, expr1, . . . , exprr) : φ} be the input query.
Let TQ be a q-tree of Q and let Tfree be the subtree of TQ induced on free(Q). Let D
be a σ-db. For every v ∈ V (T ′) let AE(v) be the set of subexpressions that appear in
one of the expressions exprt for t ∈ [r] and exprt is an expression with the variable v.
To maintain queries with aggregates, we have to ensure that the following condition
holds.
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Figure 6.2.: Illustration of 4.4 with aggregates after (4, 1) was inserted to E.
[∅]
[ 1y]
3/42
[ 1 1yx1 ] [
1 2
yx1
] [ 1 3yx1 ]
[ 1 4yx2 ]1/4 [
1 5
yx2
]
2/10
[ 1 6yx2 ]
7/42
[ 1 4 1yx2x3 ] [
1 5 2
yx2x3
] [ 1 6 3yx2x3 ] [
1 6 4
yx2x3
]
[ 2y]
3/26
[ 2 4yx1 ] [
2 8
yx1
] [ 2 9yx1 ]
[ 2 2yx2 ]13/26
[ 2 2 1yx2x3 ] [
2 2 8
yx2x3
] [ 2 2 4yx2x3 ]
[ 3y]
1/1
[ 3 2yx1 ]
[ 3 1yx2 ]1/1
[ 3 1 1yx2x3 ]
[ 4y]
1/30
[ 4 1yx1 ]
[ 4 5yx2 ]6/30
[ 4 5 6yx2x3 ]
y
x1
x2
x1
x2
x1
x2
x1
x2
x3 x3 x3
x3
x3 x3
Figure 6.3.: Illustration of 4.4 with aggregates after (4, 1) was inserted to E and (1, 6, 4)
deleted from F .
[∅]
[ 1y]
3/18
[ 1 1yx1 ] [
1 2
yx1
] [ 1 3yx1 ]
[ 1 4yx2 ]1/4 [
1 5
yx2
]
2/10
[ 1 6yx2 ]
3/18
[ 1 4 1yx2x3 ] [
1 5 2
yx2x3
] [ 1 6 3yx2x3 ] [
1 6 4
yx2x3
]
[ 2y]
3/26
[ 2 4yx1 ] [
2 8
yx1
] [ 2 9yx1 ]
[ 2 2yx2 ]13/26
[ 2 2 1yx2x3 ] [
2 2 8
yx2x3
] [ 2 2 4yx2x3 ]
[ 3y]
1/1
[ 3 2yx1 ]
[ 3 1yx2 ]1/1
[ 3 1 1yx2x3 ]
[ 4y]
1/30
[ 4 1yx1 ]
[ 4 5yx2 ]1/30
[ 4 5 6yx2x3 ]
y
x1
x2
x1
x2
x1
x2
x1
x2
x3 x3 x3
x3
x3 x3
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Condition 6.14. For all present items i in the data structure for Q on D, where vi is
not a leaf in Tfree, we store for every u ∈ child(vi) and every expr ∈ AE(u) variables of
the form wexprlist (i) and w
expr′
item(i) (if expr is of the form G(expr′)) such that the following
is satisfied.
• if expr is of the form F(u) then
w
F(u)
list (i) = fn
⦃
aιˆ : ιˆ ∈ Liuj
⦄
• and if expr is of the form G(expr′) then
w
G(expr′)
list (i) = gn
⦃
wexpr
′
item(ι) : ι ∈ Liu
⦄
whereas if expr′ is of the form F(expr1, . . . , exprℓ′) then
wexpr
′
item(ι) = fℓ′
⦃
w
exprj
list (ι) : j ∈ [ℓ′]
⦄
,
and if expr′ is of the form F(u, expr1, . . . , exprℓ′) then
wexpr
′
item(ι) = fℓ′+1
(⦃aι⦄ ∪⦃wexprjlist (ι) : j ∈ [ℓ′]⦄) ,
and if expr′ is of the form ⟨u, expr1, . . . , exprℓ′⟩ then
w
G(expr′)
item (ι) = ⟨aι, wexpr1list (ι), . . . , wexprℓlist (ι)⟩
The main idea is that these values are partial solutions of the aggregate values in the
sense that wexprlist (i) = JexprK(D,αi). These values can be computed using a bottom-up
algorithm. Such a value for i has to be changed only if there is an item in one of
the u-lists of i, which value was changed, or the fit status of i changes. Therefore,
whenever the fit status of an item changes, we can change all the partial solutions of
wexprlist (i) and, afterwards we recompute the partial solution for the parent item. We
recompute the partial solutions of the corresponding parent item from the item we
changed the values the last time, again and again, until we receive an parent item that
has no aggregate or the item is the start-item.
In the following lemma, we show that the values stored in wexprlist (i) are the partial
solutions.
Lemma 6.15. Let Q be a q-hierarchical CQ with aggregates and D be a σ-db and
Tfree be the induced subgraph of the q-tree of Q on free(Q). For every fit item i in the
data structure for Q on D (that corresponds to TQ), of height ⩾ 1 in Tfree and every
u ∈ succ(vi) and every expr ∈ AE(u) the following holds: wexprlist (i) = JexprK(D,αi).
Proof. We prove this lemma by induction over the height of an item in Tfree. For the
induction base, let i be a fit item i of height 1 in Tfree. Then, for every u ∈ child(vi)
has the expression expr the form F(u). Then,
w
F(u)
list (i) = fn
⦃
aιˆ : ιˆ ∈ Liu
⦄
= JexprK(D,αi) .
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For the inductive step, let us consider an item i of height h > 1 and let u ∈ child(vi)
arbitrary and expr be an arbitrary expression in AE(u). If expr is of the form F(u),
the claim follows from the same argument as the induction base. If expr is of the form
G(F(expr1, . . . , exprs′)) where s′ := |child(u)| then
wexprlist (i) = gn
⦃
w
F(expr1,...,exprs′ )
item (ι) : ι ∈ Liu
⦄
= gn
⦃
fs′
⦃
w
exprj
list (ι) : j ∈ [s′]
⦄
: ι ∈ Liu
⦄
(IH)
= gn
⦃
fs′
⦃q
exprj
y(D,αι)
: j ∈ [s′]
⦄
: ι ∈ Liu
⦄
= JexprK(D,αi)
Note that the equation marked with (IH) follows by the induction hypothesis. The
case that expr is of the form G(F(u, expr1, . . . , exprs′)) or G(⟨u, expr1, . . . , exprs′⟩) can
be shown by an analogous way.
To update the data structure we do the following. Every time we create a new item
i during the update procedure, we set for all u ∈ succ(vi) and for all expr ∈ AE(u)
the value f0 if expr has the form F(u) and the value g0 if expr has the form G(expr′).
Whenever the the fit status of an item i is changed we execute Algorithm 9.
Algorithm 9 The fit status of [
v1,...,vp
b1,...,bp
] has changed.
1: For all j ∈ {0, . . . , p} let ιj = [x1,...,xjb1,...,bj ].
2: for all expr ∈ AE(vp) do
3: if expr is of the form F(vp) then
4: wexprlist (ιp−1)← fn+1
⦃
aιˆ : ιˆ ∈ Lιp−1vp
⦄
.
5: if expr is of the form G(expr′) then
6: wexprlist (ιp−1) = gn+1
⦃
wexpr
′
item(ιˆ) : ιˆ ∈ Lιp−1vp
⦄
.
7: for all j = p−2 to 0 do ▷ Here v0 will be identified as vroot
8: for all expr ∈ AE(vj) do ▷ expr is of the form G(expr′))
9: Let exprq ∈ AE(vj+1) be the subexpression of expr.
10: Let ℓ′ := |child(vj+1)|.
11: if expr′ is of the form F(expr1, . . . , exprℓ′) then
12: Set w
exprq
item (ιj+1) = fℓ′
⦃
w
exprs
list (ιj+1) : s ∈ [ℓ′]
⦄
.
13: if expr′ is of the form F(vj+1, expr1, . . . , exprℓ′) then
14: Set w
exprq
item (ιj+1) = fℓ′
(⦃aιj+1⦄ ∪ ⦃wexprslist (ιj+1) : s ∈ [ℓ′]⦄).
15: if expr′ is of the form ⟨vj+1, expr1, . . . , exprℓ′⟩ then
16: Set w
exprq
item (ιj+1) = ⟨aιj+1 , wexpr1list (ιj+1), . . . , wexprℓ′list (ιj+1)⟩.
17: Set wexprlist (ιj) = gn
(⦃
w
exprq
item (ιˆ) : ιˆ ∈ Lιjvj+1
⦄)
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Lemma 6.16. Let Q be a q-hierarchical CQ with aggregates and let D be a σ-db. For
all present items i in the data structure for Q on D the following holds.
1. After the data structure is initialised for the empty database, Condition 6.14
holds for i and
2. if Condition 6.14 holds for i, the condition still holds after the data structure was
updated and Algorithm 9 was applied.
Proof. When initialising the data structure for the empty database, we initialise a
start item with empty lists and nothing else. In particular, Condition 6.14 holds.
Let us suppose that we have a data structure for a database D such that for all
items Condition 6.14 holds for all present items in the data structure. Now the fit
status of an item changed (or it is created or deleted). Then, it is straightforward to
verify that the algorithm ensures for all j ∈ {0, . . . , p}, all possible wexprlist (ιj) and all
wexpritem(ιj) are correct where expr are appropriate aggregate expressions.
Let us assume for a contradiction that there is an item ιˆ /∈ {ι1, . . . , ιp} where the
wexprlist (ιˆ) or the w
expr
item(ιˆ)-value is not correct and for all u ∈ child(vιˆ) ∩ free(Q) and
all ι˜ ∈ Lιˆu is the wexprlist (ι˜) and the wexpritem(ι˜) value is correct where expr are appropriate
aggregate expressions. Then the corresponding multisets for wexprlist (ιˆ) and w
expr
item(ιˆ)
must be changed. But this can only happen if an item gets fit or unfit. Since ιp is
the only item whose fit status was changed, this violates the fact that there is an item
ιˆ /∈ {ι1, . . . , ιp} where the wexprlist (ιˆ) or the wexpritem(ιˆ)-value is not correct. In particular it
follows that the values are correct for all present items. This concludes the proof.
We now analyse the running time of Algorithm 9:
Lemma 6.17. Let Q be a q-hierarchical CQ with aggregates and let ta be the aggrega-
tion time of Q. Algorithm 9 takes time poly(Q)ta on a data structure for an arbitrary
σ-db D.
Proof. Let us first consider line 4. The item ιp changes the fit status, therefore
it is added to or removed from the vp-list of ιp−1. Therefore, the value stored in
wexprlist (ιp−1) (before the fit status of ιp changed) is equal to fn−1
⦃
aιˆ : ιˆ ∈ Liuj \ {ιp}
⦄
or fn+1
⦃
aιˆ : ιˆ ∈ Liuj ∪ {ιp}
⦄
. To obtain the correct wexprlist (ιp−1) value update the
value in time O(ta(F)) by adding or removing a ιp to/from the multiset. With the
same trick, we can update the value in line 6. Let us now consider line 12, 14 and
16). Since the values for the arguments aιj+1 and w
exprs
item (ιˆ) for all s ∈ [ℓ′] are al-
ready stored and the number of these arguments are bounded by ℓ′ + 1, it takes at
most (|child(vj+1)| + 1)ta to compute wexprqitem (ιj+1) from scratch. To update wexprlist (ιj)
in line 17 it takes at most 2ta to update the value, since we have to remove the ”old”
w
exprq
item (ιj+1) and insert the ”new” value. Since the number of aggregate expressions is
bounded by |Q| it follows for the running time of Algorithm 9:
|Q| · 2ta +
p−2∑
j=0
O(|Q|)[(|child(vj+1)|+ 1)ta + 2ta] ⩽ poly(Q)ta
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All in all, we have shown that there is a data structure that maintains queries with
aggregates under updates with update time tu = poly(Q)ta, since at most |vars(Q)|
items change the fit status during an update.
6.7. A reduction to q-hierarchical queries without
aggregates
To obtain an enumeration algorithm for queries with aggregates, we define for every
q-hierarchical CQ Q with aggregates a q-hierarchical CQ Q˜ without aggregates and
for every database D a database D˜ such that Q(D) = Q˜(D˜). Then, we can use already
known routines such as enumerate, test and diff for Q˜(D˜) to obtain corresponding
results for Q(D). Furthermore, we guarantee that whenever the database D receives
an update we have to update the data structure for Q˜(D˜) very quickly (this will depend
on the aggregation time of Q).
Before we go into technical details, we show on an example how the reduction works.
Let us recall the example from Section 6.6. We consider the query
Qcount := {(y, count(x1),max(prod(x2, sum(x3)))) : Eyx1 ∧ Fyx2x3 ∧ Gyx2x3}.
and the database from Example 4.4. See Figure 6.1 for an illustration of the data
structure together with count(x1) (the red values above the items i with v
i = y) and
prod(x2, sum(x3)) (the blue values above the items i with v
i = y).
Now from Qcount, we construct the following query by replacing the aggregate expres-
sions sum(x3) and prod(x2, sum(x3)) by variables xcount(x1) and xprod(x2,sum(x3)). Fur-
thermore we introduce for every aggregate expression relationsRprod(x2,sum(x3))yxcount(x1)
and Rcount(x1)yxprod(x2,sum(x3)). We obtain the following q-hierarchical query:
Q˜count :=
{
(y, xcount(x1), xprod(x2,sum(x3))) :
Rcount(x1)yxcount(x1) ∧
Rprod(x2,sum(x3))yxprod(x2,sum(x3))
}
of schema σ˜ =
{
Rcount(x1), Rprod(x2,sum(x3))
}
. We will now define a σ˜-db D˜. For every
expr ∈ {count(x1), prod(x2, sum(x3))} we define the binary relation Rexpr as follows.
There is a pair (a, b) ∈ Rexpr(D˜) if and only if the item i := [ay] is present in the data
structure for Q(D) (here, we mean the data structure described in Section 6.6) and
Liv ̸= ∅ where v is the variable of expr and b = wexprlist (i). In our example, we obtain the
following database.
RD˜count(x1) = {(1, 3), (2, 3), (3, 1)}
RD˜prod(x2,sum(x3)) = {(1, 42), (2, 26), (3, 1), (4, 30)}
See Figure 6.4 for an illustration of Q˜(D˜). A red dotted (blue dashed) arrow from
an item i to an item ι depicts that ι is in the xcount(x1)-list (xprod(x2,sum(x3))-list) of i.
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[∅]
[ 1y]
[ 1 3yxcount(x1)
][ 1 42yxprod(x2,sum(x3))
]
[ 2y]
[ 2 3yxcount(x1)
][ 2 26yxprod(x2,sum(x3))
]
[ 3y]
[ 3 1yxcount(x1)
][ 3 1yxprod(x2,sum(x3))
]
[ 4y]
nil [
4 30
yxprod(x2,sum(x3))
]
y
Figure 6.4.: Data structure for Q˜(D˜).
It is straightforward to see: When enumerating the tuples with the data structure in
Figure 6.4, we get the result table shown in Table 6.1.
Let us assume that we insert (4, 1) to E. This forces that L[
4
y ]
x1 is not empty after
the update in the data structure for Q˜ on D˜. That is the reason why we have to
insert the tuple (4, 1) to RD˜count(x1). We use the data structure from Section 6.6 to
compute the new value w
count(x1)
list ([
4
y]) (see Figure 6.2 for the data structure after the
update) and then we insert (4, 1) to RD˜count(x1) using the known algorithm for updating
data structures for q-hierarchical queries. See Figure 6.5 for an illustration of the data
structure.
As a last update step in our example, we delete (1, 6, 4) from F . As a conse-
quence, the value w
count(x1)
list ([
1
y]) changes from 42 to 18 (See Figure 6.3). Therefore,
we delete the tuple (1, 42) from Rprod(x2,sum(x3))(D˜) and insert the tuple (1, 18) to
Rprod(x2,sum(x3))(D˜). See Figure 6.6 for the resulting data structure.
In the following lemma we will show that this idea works in general.
Lemma 6.18. For every schema σ, every q-hierarchical query Q with aggregates of
schema σ and every σ-db D, there is a schema σ˜ and a q-hierarchical query Q˜ without
aggregates of schema σ˜ and a σ˜-db D˜ such that the following conditions hold:
(a) Q(D) = Q˜(D˜) and
(b) Q˜ can be computed from Q in time O(poly(Q)) and
(c) an algorithm that maintains a data structure for Q˜ on σ˜-dbs with initialisation time
t˜i and update time t˜u can be used to obtain an algorithm for maintaining a data
structure for Q on σ-dbs with initialisation time t˜i and update time poly(Q)(t˜u+ta)
where ta is the aggregation time of Q.
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[∅]
[ 1y]
[ 1 3yxcount(x1)
][ 1 42yxprod(x2,sum(x3))
]
[ 2y]
[ 2 3yxcount(x1)
][ 2 26yxprod(x2,sum(x3))
]
[ 3y]
[ 3 1yxcount(x1)
][ 3 1yxprod(x2,sum(x3))
]
[ 4y]
[ 4 1yxcount(x1)
][ 4 30yxprod(x2,sum(x3))
]
y
Figure 6.5.: Data structure for Q˜(D˜) after inserting (4, 1) to E.
[∅]
[ 1y]
[ 1 3yxcount(x1)
][ 1 18yxprod(x2,sum(x3))
]
[ 2y]
[ 2 3yxcount(x1)
][ 2 26yxprod(x2,sum(x3))
]
[ 3y]
[ 3 1yxcount(x1)
][ 3 1yxprod(x2,sum(x3))
]
[ 4y]
[ 4 1yxcount(x1)
][ 4 30yxprod(x2,sum(x3))
]
y
Figure 6.6.: Data structure for Q˜(D˜) after inserting (4, 1) to E and deleting (1, 6, 4)
from F .
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Proof. Let
Q = {(x1, . . . , xs, expr1, . . . , exprr, b1, . . . , bℓ) : ∃xk+1 · · · ∃xm φ}
be the input query and let
Q′ = {(x1, . . . , xk, b1, . . . , bℓ) : ∃xk+1 · · · ∃xm φ}
be the corresponding q-hierarchical query.
Definition of σ˜, Q˜ and D˜. The schema σ˜ consists of relations Rp for every p ∈ [r]
of arity ar(Rp) = |vpath[vp]| where vp is the variable of exprp and of relations R ∈ σ
such that there is an atom Ry1 . . . yar(R) in Q such that
{
y1, . . . , yar(R)
} ∩ var ⊆
{x1, . . . , xs, xk+1, . . . , xm}. Let φ˜ be the conjunction with the following atoms
• every atom ψ ∈ atoms(Q) where vars(ψ) ⊆ {x1, . . . , xs, xk+1, . . . , xm} is an atom
in φ˜ and
• for every p ∈ [r] there is an atom Rp(u1, . . . , uq, xexprp) in Q˜ where {u1, . . . , uq} =
vpath[vp) in which vp is the variable of exprp.
Let xj1 , . . . , xjq be the variables in {xk+1, . . . , xm} ∩ vars(φ˜) and let c1, . . . , cp be the
constants that appear in atoms(φ) ∩ atoms(φ˜). The query Q˜ is the following:
Q˜ :=
{
(x1, . . . , xs, xexpr1 , . . . , xexprr , c1, · · · , cp) : ∃xj1 · · · ∃xjq φ˜
}
.
We now define the database D˜. For all R ∈ σ ∩ σ˜ let R(D˜) := R(D) and for all
p ∈ [r] is
Rp(D˜) :=
⎧⎪⎪⎨⎪⎪⎩
(α(u1), · · · , α(uq), wexprlist ([α])) :
dom(α) = {u1, . . . , uq}, and
[α] is present in the data structure for Q′(D), and
L[α]vp ̸= ∅ where vp is the variable of exprp
⎫⎪⎪⎬⎪⎪⎭ .
The query Q˜ is q-hierarchical. The q-tree for Q˜ can be constructed as follows.
Let T be a q-tree for Q′ and let T ′ = (V ′, E′) be the subgraph of T induced on the
set
{
vroot, x1, · · · , xs, xj1 , . . . , xjq
}
. Note that by definition of queries with aggregates
it follows that T ′ is connected. The tree T˜ = (V˜ , E˜) is defined as follows
V˜ := V ′ ∪˙ {xexprp : p ∈ [r]}
E˜ := E′ ∪ {(w, xexprp) : w is the parent node of the variable of xexprp in T, p ∈ [r]}
Clearly V˜ = vars(Q˜) ∪ {vroot}. It remains to show that for every atom ψ ∈ atoms(Q˜)
the set {vroot} ∪ vars(ψ) forms a path in T˜ . If ψ ∈ atoms(Q), then vars(ψ) ⊆{
x1, . . . , xs, xj1 , . . . , xjq
}
and {vroot} ∪ vars(ψ) forms a path in T . Since T ′ is the
induced subgraph of T on x1, . . . , xs, xj1 , . . . , xjq and T
′ is a subgraph of T˜ , it follows
97
6. Answering q-hierarchical conjunctive queries with aggregates under updates
that {vroot} ∪ vars(ψ) forms a path in T˜ . If ψ /∈ atoms(Q˜), there is a p ∈ [r] such
that ψ is of the form Rp(u1, . . . , uq, xexprp) where {u1, . . . , uq} = vpath[vp) in which
vp is the variable of exprp. Since {u1, . . . , uq} = vpath[vp) the set {vroot, u1, . . . , uq}
forms a path in T ′ and since (uq, xexprp) ∈ E˜, it follows that {vroot} ∪ vars(ψ) forms
a path in T˜ . Clearly, each of these paths starts from vroot. Since T
′ is a induced
subgraph on x1, . . . , xs, xj1 , . . . , xjq and it is a subgraph of T˜ , the set x1, . . . , xs is con-
nected. Since for every p ∈ [r] there is an edge (y, xexprp) for a y ∈ {x1, . . . , xs}, the set
x1, . . . , xs, xexpr1 , . . . , xexprq is connected in T˜ . Therefore, the query Q˜ is q-hierarchical.
Proof of part (a). As an abbreviation, we set α be an assignment such that
a = (α(x1), . . . , α(xs)) and c := (c1, . . . , cp).
s ∈ Q(D) ⇔ s = (a, n1, · · · , nr, b) where nj =
q
exprj
y(D,α|vpath[vj))
for all j ∈ [r], and there is a β ⊇ α
with (D,β) |= φ and dom(β) = vars(Q′)
⇔ s = (a,wexpr1list ([α|vpath[v1)]), · · · , wexprrlist ([α|vpath[vr)]), b)
and there is a β ⊇ α with
(D,β) |= ψ for all ψ ∈ atoms(Q′) and dom(β) = vars(Q′)
(⋆)⇔ s = (a,wexpr1list ([α|vpath[v1)]), · · · , wexprrlist ([α|vpath[vr)]), c)
and (D,α) |= ψ for all ψ ∈ atoms(Q) ∩ atoms(Q˜)
and for all Rp(u1, . . . , ut, xexprp) ∈ atoms(Q˜)
holds (α(u1), . . . , α(ut), w
exprp
list ([α|vpath[vr)])) ∈ Rp(D˜)
⇔ s ∈ Q˜(D˜)
To prove that equation (⋆) is correct, we show that there is a β ⊇ α such that
(D,β) |= ψ for all ψ ∈ atoms(Q′) if and only if (D,α) |= ψ for all ψ ∈ atoms(Q′) ∩
atoms(Q˜) and for all atoms of the form Rp(u1, . . . , ur, xexprp) we have
(α(u1), . . . , α(ur), w
exprp
list ([α|vpath[vr)])) ∈ Rp(D˜).
For the “if” direction, note that (D,α) |= ψ for all ψ ∈ atoms(Q′)∩ atoms(Q˜) holds
since vars(ψ) ⊆ dom(α) for all ψ ∈ atoms(Q′) ∩ atoms(Q˜). It remains to show the
second part. Let Rp(u1, . . . , ut, xexprp) be an arbitrary atom in atoms(Q˜). Since there
is a β ⊇ α such that (D,β) |= ψ for all ψ ∈ atoms(Q′) it follows that [γ] for all
γ ⊆ α, where dom(γ) forms a path in T ′, is fit. It follows from Lemma 4.7 that for
all u ∈ child(v[γ]) that L[γ]u is not empty. Since the variable of exprp is included
in one of the sets child(v[γ]) for one of those γ, it follows by definition of D˜ that
(α(u1), . . . , α(ur), w
exprp
list ([α|vpath[vr)])) ∈ Rp(D˜).
We consider now the “only if” direction. Let T˜ be the induced subgraph of T˜ on
{x1, . . . , xs} = dom(α). We show by an induction over the height of the variables in T˜
that the items ιv := [α|vpath[v]] for all v ∈ V (T ′) ∩ V (T˜ ) are fit in the data structure
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for Q′ and D. Then, it follows that there is a β ⊇ α such that (D,β) |= ψ for all
ψ ∈ atoms(Q′).
For the induction base let us consider an item ιv of height 0. Then, v is ei-
ther a leaf in T˜ or the successor nodes of v are the nodes from {x1, . . . , xq}. Since
v ∈ vars(Q˜)∩vars(Q′) we have exatoms(v) ⊆ atoms(Q′)∩atoms(Q˜). Since exatoms(v) ⊆
atoms(Q′) ∩ atoms(Q˜) , it follows by assumption that for all ψ ∈ exatoms(v) holds
(D,α) |= ψ. For every child xp ∈ child(v) (child(v) might be empty) it follows
that xp ∈ {x1, . . . , xq} and there is a tuple in Rp with (α(u1), . . . , α(ur), np) ∈ RD˜p
where vroot, u1, . . . , ur is the path from vroot to xp in T
′. By definition, we have that
L[α|vpath[u]]xp ̸= ∅. It follows from Lemma 4.7 that ιv is fit.
For the inductive step let us consider an item ιv of height h. By the induction
hypothesis we obtain that for all u ∈ child(v) the item ιu is fit and in particular, the
lists Lιvu are not empty. Since exatoms(v) ⊆ atoms(Q′) ∩ atoms(Q˜) , it follows by
assumption that for all ψ ∈ exatoms(v) holds (D,α) |= ψ. It follows from Lemma 4.7
that ιv is fit.
Proof of part (b). It is straightforward to see that such a query can be easily
computed in time O(poly(Q)) after the q-tree of Q was computed.
Proof of part (c). To maintain Q on D under updates, we use two data structures
in parallel. The data structure D1 is the data structure in Section 6.6 for Q on D and
a data structure D2 for evaluation Q˜ on σ˜-db D˜ (with initialisation time ti and update
time tu).
When initialising the data structure for the empty database, we initialise D1 and D2
for the empty database. This takes time O(ti).
When the database D receives an update, we update the data structure D1. If the
update command contains a relation R ∈ σ ∩ σ˜, we update D2. During the update
in D1, we store for every item i where a w
exprp
list (i)-value was changed, the old value
old(w
exprp
list (i)) (or nil if it does not exists) and the new value new(w
exprp
list (i)) (or nil if
it does not exists). Note that during an update step there are at most poly(Q) items,
where the fit status is changing. In particular poly(Q)ta aggregate values are changing
in time poly(Q)ta. For every change, we have to update the data structure for Q˜ on D˜
in time tu by doing the updates deleteRp(α
i(u1), · · · , αi(uq), old(wexprplist (i)), b1, . . . , bp),
if old(w
exprp
list (i)) ̸= nil and insertRp(αi(u1), · · · , αi(uq), new(w
exprp
list (i)), b1, . . . , bp) if
new(w
exprp
list (i)) ̸= nil for every item i where the w
exprp
list (i) changes. All the update
steps take time 2 poly(Q)tu = poly(Q)tu. In particular an update step takes time
poly(Q)(ta + tu).
Now, we can give a proof for Theorem 3.7.
Proof of Theorem 3.7. Suppose that we receive as input a q-hierarchical CQ with ag-
gregates Q. To initialise the data structure for Q on database D, the algorithm,
we obtain from Lemma 6.18(b), computes a corresponding schema σ˜ and a q-hierar-
chical query Q˜ (without aggregates) and the q-tree using Lemma 6.8. Using Theo-
rem 3.3, we obtain that there is a data structure for Q˜ and σ˜-dbs that can be ini-
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tialised for the empty database in time t˜i = O(poly(Q)) and can be updated in time
t˜u = poly(Q˜) ⩽ poly(Q). Using Lemma 6.18(c) we obtain an algorithm for Q with
initialisation time ti = O(poly(Q)) and update time tu = poly(Q)ta. Note that the
data structure from Theorem 3.3 for Q˜ on D˜ is present.
The enumerate-routine can be done as follows: Use the enumerate-routine from
Theorem 3.3(b) for Q˜ and D˜. Since Q(D) = Q˜(D˜) (Lemma 6.18(a)), it follows that
we enumerate the tuples in Q(D).
The test-routine can be done as follows: Use the test-routine from Theorem 3.3(a)
for Q˜ and D˜. Since Q(D) = Q˜(D˜) (Lemma 6.18(a)), it follows that we test upon input
of a tuple a if a ∈ Q(D).
The difference routine can be done as follows: Use the diff-routine from Theorem
3.3(c) for Q˜ and D˜. Since Q(D−) = Q˜(D˜−) and Q(D+) = Q˜(D˜+) (Lemma 6.18(a)),
it can enumerate the sets Q(D+) \Q(D−) and Q(D−) \Q(D+) with delay poly(Q).
The count-routine can be done as follows: Use the count-routine from Theorem
3.3(a) for Q˜ and D˜. Since Q(D) = Q˜(D˜) (Lemma 6.18(a)), it follows that we test on
input of a tuple a if a ∈ Q(D).
Using the counting expression in Section 6.5 and Theorem 3.7(a) we can give a proof
for Theorem 3.3(d):
Proof of Theorem 3.3(d). On input of a Q and a database D compute the q-tree TQ
and the corresponding query Qc with the counting expression. This can be computed
in poly(Q). Then use Theorem 3.7 to additionally maintain a data structure for Qc
and D. Clearly, since ta = O(1), we can maintain the data structure with initialisation
time ti = poly(Q) and tu = poly(Q). Additionally, we store a variable value where we
store the result Qc(D) after every update. This can done by using the enumerate
routine for Qc andD in Theorem 3.7(a). The count routine can be done by outputting
value. This can be done in O(1).
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polynomial regression models over
q-hierarchical queries
In this chapter we show how to use aggregate queries from the previous chapter to
efficiently prepare the training data (which is here the result set of a q-hierarchical con-
junctive query) for learning a polynomial regression function, i.e., we prove Theorem
3.8 that is restated in the following.
Theorem 3.8. For every d ∈ N⩾1 there is a dynamic algorithm that receives a q-hie-
rarchical conjunctive query Q and a σ-db D0 and computes within ti = O(poly(Q)
2d+1)
initialisation time and tp = poly(Q)
2d+1·O(||D0||) preprocessing time a data struc-
ture that can be updated in time tu = poly(Q)
2d+1 and allows to prepare the learn-
ing of the parameters of a polynomial hypothesis function hΘ of degree d in time
tl = O(poly(Q)
2d+1) where D is the current database.
We consider a problem, described by a function F : domk−1 → dom where we
receive as input a (k−1)-ary tuple a of dom and map this to F (a). In the regression
task of machine learning we try to approximate the function F from a set{
(b(1), a
(1)
1 , . . . , a
(1)
k−1), . . . , (b
(m), a
(m)
1 , . . . , a
(m)
k−1)
}
.
This ultimate set is called training set and consists of tuples containing the input
values a
(i)
1 , . . . , a
(i)
k−1 together with their results b
(i). The a-values (the input) are
called features and the b-value (the output) is called label. In our setting, the training
set is taken from a query result Q(D) for a q-hierarchical conjunctive query
Q = {(y, x1, . . . , xk−1, b1, . . . , bℓ) : φ}
where {y, x1, . . . , xk−1} = free(φ) and b1, . . . , bℓ ∈ dom. Note that the training set we
use is not exactly the query result. We delete in every tuple the components that are
constants. Using a feature or a label as constant, i.e., the value in every tuple in the
result set is the same, forces that the trained model does not depend on the feature of
the constant. This is the reason why we simply ignore constants in this context.
The goal is to define a function hΘ which is based on the training set and approx-
imates a label for an arbitrary (k−1)-ary tuple of features. This is called hypothesis
function.
Before we start, let us first consider an example that describes an application for
machine learning and databases [85].
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Example 7.1. Let us assume that our aim is to consult companies, that have web
pages, to get a better visibility in search engines by improving their positions. For
most companies this is a very interesting question since most users often recognise the
first few results of a search engine only. A feasible solution might be the following.
We design a database D that consists of a relation RPosition of arity 4 and a relation
Rtextlength of arity 3.
Some software crawls the search engine on input of a keyword akeyword and inserts
for every position aPos the tuple (adate, aurl, akeyword, aPos) into the relation RPosition(D)
where aurl is the url of the website at position aPos when requesting the result in the
search engine for the keyword akeyword and adate is the current date.
Another software analyses the websites and counts their number of words in the site.
The software stores the result in the database by inserting the tuple (adate, aurl, blength)
to Rtextlength(D) where blength is the length of the web page, i.e., the number of words in
the site, with url aurl and adate is the current date.
Let us consider the following q-hierarchical conjunctive query
QSEO :=
{
(ylength, xdate, xurl, xPos) : ∃xkeyword
(
RPositionxdatexurlxkeywordxPos ∧
Rtextlengthxdatexurlylength
)}
.
The query result QSEO(D) is the set of tuples (blength, adate, aurl, aPos) such that on adate
for the website with url aurl and length blength there is a keyword such that aurl was in
position aPos in the search engine on input of the keyword.
Taking the length as label and the other components as features, we can learn a
function F where F (xdate, xurl, xPos) approximates the length of the website xurl on
position xPos on xdate. Moreover, we can use the function to check for another position,
which text length we need, if we want to get a higher position in the future and we can
consult the companies to change the length (In fact, there are a lot of other properties
that may change the position in a search engine. For these properties, we can operate
in the same manner as for the text length). Another useful application for this function
is that we can take the first derivation of the function to receive correlations, such as
a correlation between the position and the length.
Regression functions try to minimize the error between the value of the function and
the training data. In particular, it might be possible that some tuples in the training
data have too much influence in leaning the hypothesis function such that the polyno-
mial does not give a good approximation for most of the training data, e.g. if the text
length of the websites on position 1 to 9 and 11 to 20 is between 100 and 200 and the
text length of the page in position 10 has length 5000000, the training data for position
10 will approximate the function F such that most of the values of F are over 200.
That is the reason why the training data has to be smoothed, i.e. in our example we
would delete the text length for the web page in position 10. To smooth the training
data, we simply have to delete the corresponding tuples.
For convenience, we assume in this chapter that dom = R and we use for the
aggregates prod and sum variants where dom = R, i.e., the binary relations ◦sum and
◦prod operate over real numbers.
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We consider in Section 7.2 the case that the function hΘ is a polynomial function.
As a warm up, we deal in Section 7.1 with linear hypothesis functions using examples.
7.1. Linear regression
The first part of this section describes the theoretical background of linear regression.
In the linear regression task the hypothesis function is a linear function of the form
hΘ(a) := θ0 + θ1a1 + · · ·+ θk−1ak−1.
To approximate the parameters Θ := (θ0, . . . , θk−1) we minimize the least squares
regression error function
ξ(Θ) :=
1
2
m∑
i=1
(
hΘ(a
(i))− y(i)
)2
=
1
2
m∑
i=1
⎛⎝θ0 + k−1∑
j=1
θja
(i)
j − b(i)
⎞⎠2 .
Introducing new constants θk := −1 and a(i)0 := 1 and variables a(i)k := b(i) for all
i ∈ [m], we can rewrite the error function in a compact way
ξ(Θ) =
1
2
m∑
i=1
⎛⎝ k∑
j=0
θja
(i)
j
⎞⎠2 .
To compute the minimum of ξ(Θ) we have to compute the jacobi matrix J(ξ) of ξ(Θ).
For all ℓ ∈ {0, . . . , k−1} the (1, (ℓ+1))th element of J(ξ) is:
J(ξ)1,ℓ+1 =
δ
δθℓ
1
2
m∑
i=1
⎛⎝ k∑
j=0
θja
(i)
j
⎞⎠2 = m∑
i=1
⎛⎝ k∑
j=0
θja
(i)
j
⎞⎠ a(i)ℓ
=
m∑
i=1
k∑
j=0
θja
(i)
j a
(i)
ℓ =
k∑
j=0
m∑
i=1
θja
(i)
j a
(i)
ℓ =
k∑
j=0
θj
m∑
i=1
a
(i)
j a
(i)
ℓ .
In the algorithmic task of learning the parameters, we divide the algorithm into two
passes. In the first pass, the forward pass, one has to compute the sums
∑m
i=1 a
(i)
j a
(i)
ℓ
and in the second pass, the backward pass, where one uses a numerical method to learn
the parameters Θ.
To learn the parameters Θ we can use a numerical method such as batch gradient
descent-method (BGD for short). In the backward pass, using the batch gradient
descend method, we set for all ℓ ∈ {0, . . . , k − 1} the parameter θℓ to θℓ − αJ(ξ)1,ℓ.
This will be repeated until convergence. The number α is called the learning rate. It
represents the step size of the gradient descent. If it is not small enough, ξ(Θ) may
not be smaller after an iteration and if α is too small one need a lot iterations until
convergence. The number α may change after an iteration.
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We focus here on the forward pass. There, a naive algorithm has to compute the
sum
∑m
i=1 a
(i)
j a
(i)
ℓ for all ℓ ∈ {0, . . . , k − 1}. This takes time O(m). Note that since
the training set is taken from the query result, the number m is polynomial in the size
of the database. We will show now that if the query is q-hierarchical, we can construct
a data structure that can be updated in O(poly(Q)) and allows to output the sum in
time O(1). For all u,w ∈ vars(Q) let
Cofactor[u,w] :=
∑
β∈E˜[∅]
β(u) · β(w)
and Cofactor[u, x0] := Cofactor[x0, u] :=
∑
β∈E˜[∅]
β(u) .
Note that since the training set is Q(D) it holds that
Cofactor[xj , xℓ] =
m∑
i=1
a
(i)
j a
(i)
ℓ for all j, ℓ ∈ {0, . . . , k} .
To compute the cofactor efficiently we use for all u,w ∈ vars(Q) the following q-
hierarchical queries with aggregates:
Qu,w := {(prod(lre(u1), . . . , lre(uℓ)) : φ}
and for all v ∈ vars(Qu,w) is lre(v) defined as follows: Let u1, . . . , uℓ be the children
of v in Tfree and for all i ∈ [ℓ] is ei := lre(ui) if ui ∈ path[u] ∪ path[w] and ei := cui
otherwise, where cui is the aggregate expression for counting from Definition 6.10. For
all m, ℓ ∈ N let Amℓ = {(hmℓ )n}n∈N be the aggregate with
(hmℓ )n(
⦃⟨a1,1, a1,2, . . . , a1,ℓ⟩, . . . , ⟨an,1, an,2, . . . , an,ℓ⟩⦄) := n∑
i=1
(ai,1)
m ·
ℓ∏
k=2
ai,k.
Note that the aggregate takes at most O(1) time.
• If v ∈ {u,w} we have lre(v) := Amℓ+1(⟨v, e1, . . . , eℓ⟩) where m = 2 if u = w and
m = 1 otherwise and
• if v /∈ {u,w} we have sum(prod(e1, . . . , eℓ)).
To show that for all x, y ∈ vars(Q) is Qx,y(D) = Cofactor[x, y], one can show that the
following claim holds.
Claim 7.2. Let Q be a q-hierarchical CQ and let D be a σ-db. For all items i in the
data structure for Q on D, with vi ∈ path[u) ∪ path[w) holds for all p ∈ (path[u] ∪
path[w]) ∩ child(vi) the following is satisfied.
• If p ∈ path[u] \ path[w] then Jlre(p)K(D,αi) =∑β∈E˜i β(u).
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Figure 7.1.: Illustration of Qx1,x3 on the database D of Example 4.4.
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• If p ∈ path[w] \ path[u] then Jlre(p)K(D,αi) =∑β∈E˜i β(w).
• If p ∈ path[u] ∩ path[w] then Jlre(p)K(D,αi) =∑β∈E˜i β(u) · β(w).
Note that Qu,w(D) = Cofactor[u,w] follows from Claim 7.2 for i = [∅] since vroot ∈
path[u) ∩ path[w).
A proof of Claim 7.2 can be obtained by the proof of Lemma 7.3 for polynomial
function by considering the special case that d = 1.
To get an idea how it works let us consider the database and the query from Ex-
ample 4.4. For the example, we are interested in Cofactor[x1, x3] and Cofactor[x3, x3].
The corresponding queries are the following.
Qx1,x3 =
{
(prod(sum(prod(A11(⟨x1⟩), sum(prod(A11(⟨x3⟩))))))) : φ
}
Qx3,x3 =
{
(prod(sum(prod(count(x1), sum(prod(A21(⟨x3⟩)))))) : φ
}
where φ := Eyx1 ∧ Fyx2x3 ∧ Gyx2x3
See Figure 7.1 for an illustration of Qx1,x3 on the database D0 of Example 4.4. A red
number on the left or above an item i with vi = x2 represents the number w
A11(⟨x3⟩)
list (i),
i.e., the number of the sum over ι ∈ Lix3 of their constants aι. Since x2 has only one
child it follows that w
prod(A11(⟨x3⟩))
item (i) = w
A11(⟨x3⟩)
list (i) for all items i with v
i = x2.
The three numbers n1/n2/n3 above an item i with v
i = y represents that n1 =
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y x1 x2 x3 x1 · x3 (x3)2
1 1 4 1 1 1
1 1 5 2 2 4
1 1 6 3 3 9
1 1 6 4 4 16
1 2 4 1 2 1
1 2 5 2 4 4
1 2 6 3 6 9
1 2 6 4 8 16
1 3 4 1 3 1
1 3 5 2 6 4
1 3 6 3 9 9
1 3 6 4 12 16
2 4 2 1 4 1
2 4 2 8 32 64
2 4 2 4 16 16
2 8 2 1 8 1
2 8 2 8 64 64
2 8 2 4 32 16
2 9 2 1 9 1
2 9 2 8 72 64
2 9 2 4 36 16
3 2 3 1 2 1∑
= 335
∑
= 334
Table 7.1.: Enumeration of Q(D0) from Example 4.4 together with the product x1 ·x3
and x3 ·x3 for every result tuple and the sum over all result tuples of these
products.
w
A11(⟨x1⟩)
list (i), i.e., n1 is the number of the sum of a
ι over ι ∈ Lix1 , the number n2 =
w
sum(prod(A11(⟨x3⟩)))
list (i), i.e., the sum over ι ∈ Lix2 of their w
prod(A11(⟨x3⟩))
item (ι) values. The
number n3 is w
prod(A11(⟨x1⟩),sum(prod(A11(⟨x3⟩))))
list (i), i.e., the product of n1 and n2. The
red number above the start item depicts w
sum(prod(A11(⟨x1⟩),sum(prod(A11(⟨x3⟩))))
list ([∅]). Note
that since the node vroot has only one child in the q-tree of Qx1,x2 , the number is also
the query result Qx1,x2(D).
See Table 7.1 for the query result of Q(D) and the product β(x1)·β(x3) and (β(x3))2
for every tuple in the result set. These products are given in the line of the correspond-
ing tuple. At the bottom of the columns of x1 ·x3 and (x3)2 the sum over all products
is given, which is equal to
∑
β∈E˜[∅] β(x1) · β(x3) (resp.
∑
β∈E˜[∅] β(x3)
2)
Let us consider the item i = [ 1y]. Recall the value n3 of i from the previous
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Figure 7.2.: Illustration of Qx3,x3 on the database D of Example 4.4.
334
[∅]
[ 1y]
3/30/90
[ 1 1yx1 ] [
1 2
yx1
] [ 1 3yx1 ]
[ 1 4yx2 ]1 [
1 5
yx2
]
4
[ 1 6yx2 ]
25
[ 1 4 1yx2x3 ] [
1 5 2
yx2x3
] [ 1 6 3yx2x3 ] [
1 6 4
yx2x3
]
[ 2y]
3/81/243
[ 2 4yx1 ] [
2 8
yx1
] [ 2 9yx1 ]
[ 2 2yx2 ]81
[ 2 2 1yx2x3 ] [
2 2 8
yx2x3
] [ 2 2 4yx2x3 ]
[ 3y]
1/1/1
[ 3 2yx1 ]
[ 3 1yx2 ]1
[ 3 1 1yx2x3 ]
[ 4y]
0/36/0
nil
[ 4 5yx2 ]36
[ 4 5 6yx2x3 ]
y
x1
x2
x1
x2
x1
x2
x1
x2
x3 x3 x3
x3
x3 x3
description:
n3 = (1 + 2 + 3)(1 + 2 + (3 + 4))
= 1 · 1 + 1 · 2 + 1 · 3 + 1 · 4 + 2 · 1 + 2 · 2 + 2 · 3 + 2 · 4 + 3 · 1 + 3 · 2 + 3 · 3 + 3 · 4
Compare these values with those in Table 7.1, we see, that n3 is the sum over all
assignments β ∈ E˜[∅] with β(y) = 1 of β(x1) · β(x3). The number n3 is equal to∑
β∈E˜[
1
y
] β(x1) · β(x3) since the decomposition lemma (Lemma 4.12) states that each
assignment in E˜[ 1y ] is the union of assignments β1 and β2 where for β1 there is an item
ι1 ∈ L[
1
y ]
x1 such that β1 ∈ E˜ ι1 and for β2 there is an item ι2 ∈ L
[ 1y ]
x2 such that β2 ∈ E˜ ι2
and thus
∑
β∈E˜[
1
y
] β(x1)·β(x3) =
∑
ι1∈L
[ 1
y
]
x1
∑
β1∈E˜ι1 β1(x1)
∑
ι2∈L
[ 1
y
]
x2
∑
β1∈E˜ι2 β2(x2) =
n1 · n2.
The same can be shown for the items [ 2y] and [
3
y]. Since
w
sum(prod(A11(⟨x1⟩),sum(prod(A11(⟨x3⟩))))
list ([∅])
is the sum of all the n3 values of [
1
y], [
2
y] and [
3
y] it follows that the query result is∑
β∈E˜[∅] β(x1) · β(x3).
Let us now consider the query Qx3,x3 and the corresponding Figure 7.2.
A red number on the left or above an item i with vi = x2 depicts the number
w
A21(⟨x3⟩)
list (i), i.e., the number of the sum over ι ∈ Lix3 of the square of their constants
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aι. Note that since x2 has only one child it follows that w
prod(A21(⟨x3⟩))
item (i) = w
A21(⟨x3⟩)
list (i)
for all items i with vi = x2. The three numbers n1/n2/n3 above an item i with v
i = y
depict that n1 = w
count(x1)
list (i), i.e., is the number of item in the Lix1-list, the number
n2 = w
sum(prod(A21(⟨x3⟩)))
list (i), i.e., the sum over ι ∈ Lix2 of their w
prod(A21(⟨x3⟩))
item (ι) values.
The number n3 is w
prod(count(x1),sum(prod(A21(⟨x3⟩))))
list (i), i.e., the product of n1 and n2.
The red number above the start item depicts w
sum(prod(count(x1),sum(prod(A21(⟨x3⟩))))
list ([∅]).
Note that since the node vroot has only one child in the q-tree of Qx3,x3 , the number
is equivalent to the query result Qx3,x3(D).
Let us consider the item i = [ 1y]. Recall that the n3-value of i is computed the
following way:
n3 := 3 · (1 + 4 + (9 + 16))
Comparing this with Table 7.1 we see, that the values (x3)
2 will be repeated 3 times.
This depends on the fact that the values for x3 will be repeated since every item
in all assignments β1 ∈ E˜ ι1 for every ι1 ∈ Lix1 has to be compared with β2 ∈ E˜ ι2
for every ι2 ∈ Lix2 to receive an assignment in E˜ i. In particular, every β2 ∈ E˜ ι2 for
every ι2 ∈ Lix2 will be enumerated three times since there are three assignments in⏐⏐⏐⏐⋃
ι1∈L
[ 1
y
]
x1
E˜ ι1
⏐⏐⏐⏐. This is the number given by n1. Analogously, this can be shown for
the items [ 2y] and [
3
y] and it is straightforward to see that their sums are equal to∑
β∈E˜[∅] β(x3)
2.
7.2. Polynomial regression
In this section we enrich the idea for maintaining linear regression to polynomial re-
gression, i.e., we show the result for polynomial regression of degree d. The hypothesis
function for a polynomial of degree d is the following.
hΘ(a1, · · · , ak) =
k∑
j1=0
k∑
j2=j1
· · ·
k∑
jd=jd−1
θ(j1,··· ,jd) · aj1 · · · · · ajd
where a0 := 1 and Θ = (θi)i∈Id such that Id denotes the index set for d which
is defined as Id := {(j1, · · · , jd) : j1, . . . , jd ∈ {0, . . . , k} , j1 ⩽ · · · ⩽ jd}. Using the
least squares error function we receive
ξ(Θ) :=
1
2
m∑
i=1
(
hΘ(a
(i))− b(i))
)2
=
1
2
m∑
i=1
⎛⎝ ∑
(j1,...,jd)∈Id
θ(j1,··· ,jd) · a(i)j1 · · · · · a
(i)
jd
− b(i)
⎞⎠2
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To compute the minimum of the error function, we consider the Jacobi matrix J(ξ) of
ξ(Θ). The (1, (ℓ1, · · · , ℓd))th component of the Jacobi matrix is
J(ξ)1,(ℓ1,··· ,ℓd) =
m∑
i=1
⎛⎝ ∑
(j1,...,jd)∈Id
θ(j1,··· ,jd) · a(i)j1 · · · · · a
(i)
jd
− b(i)
⎞⎠ · a(i)ℓ1 · · · · · a(i)ℓd
=
m∑
i=1
∑
(j1,...,jd)∈Id
θ(j1,··· ,jd) · a(i)j1 · · · · · a
(i)
jd
· a(i)ℓ1 · · · · · a
(i)
ℓd
−
m∑
i=1
b(i) · a(i)ℓ1 · · · · · a
(i)
ℓd
=
∑
(j1,...,jd)∈Id
θ(j1,··· ,jd)
m∑
i=1
a
(i)
j1
· · · · · a(i)jd · a
(i)
ℓ1
· · · · · a(i)ℓd
−
m∑
i=1
b(i) · a(i)ℓ1 · · · · · a
(i)
ℓd
To learn the parameters in the backward pass, one can use the batch gradient descent
method (see Algorithm 10).
Algorithm 10 Learn the parameters Θ using the batch gradient descent method on
polynomial regression.
1: repeat
2: for all (ℓ1, · · · , ℓd) ∈ Id do
3: Set θ(ℓ1,··· ,ℓd) to θ(ℓ1,··· ,ℓd) − αJ(ξ)1,(ℓ1,··· ,ℓd)
4: until convergence
The number α is once again the learning rate. We discuss how to efficiently maintain
the sums of the form
∑m
i=1 a
(i)
j1
· · · · · a(i)jd · a
(i)
ℓ1
· · · · · a(i)ℓd under updates. Since the
training set is taken from the query result, we obtain that
m∑
i=1
a
(i)
j1
· · · · · a(i)jd · a
(i)
ℓ1
· · · · · a(i)ℓd =
∑
β∈E˜[∅]
d∏
p=1
β(xjp) · β(xℓp)
and
m∑
i=1
b(i) · a(i)ℓ1 · · · · · a
(i)
ℓd
=
∑
β∈E˜[∅]
β(y)
d∏
p=1
β(xℓp)
Here, we set β(x0) := 1 for all β ∈ E˜[∅]. The following lemma shows that these sums
can be maintained under updates.
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Lemma 7.3. There is a dynamic algorithm that receives a q-hierarchical CQ Q and a
σ-db D0 and computes within ti = poly(Q)
2d initialisation time, and tp = poly(Q)
2d||D||
preprocessing time a data structure that can be updated in time tu = poly(Q) and allows
upon input of a tuple (w1, . . . , wd˜) ∈ vars(Q)d˜ for d˜ ⩽ 2d the value
∑
β∈E˜[∅]
d˜∏
p=1
β(wp)
in time O(1).
Proof. To handle these sums under updates, we define for every d˜ ⩽ 2d and every
(w1, · · · , wd˜) ∈ vars(Q)d˜ a query Q(w1,··· ,wd˜) such that
Q(w1,··· ,wd˜)(D) =
∑
β∈E˜[∅]
d˜∏
p=1
β(wp).
In the following we show now how to define a query Qw for an arbitrary tuple
w = (w1, . . . , wd˜). Let Tfree be the subgraph of the q-tree of Q induced on free(Q)
and let T˜w be the subgraph of Tfree induced on
⋃d˜
i=1 path[wi]. For all v ∈ vars(Q) we
define #v as the number of appearance of v in the tuple w.
Definition 7.4. The aggregate expression regw is defined as follows. For all v ∈ V (T˜w)
let u1, · · · , us be the children of v in Tfree and ei := regw(ui) if ui ∈ V (T˜w) and ei := cui
otherwise where cui is the counting expression from Definition 6.10. Then,
• if v ∈ {w1, . . . , wd} then regw(v) := A#vs+1(⟨v, e1, · · · , es⟩) and
• if v /∈ {w1, . . . , wd} then regw(v) := sum(prod(e1, · · · , es)).
For any q-hierarchical conjunctive query Q = {(x1, . . . , xk) : φ} the query Qw =
{(prod(e1, . . . , es)) : φ} where z1, . . . , zs are the children of the root in the q-tree of
Q and ej := regw(zj) if zj ∈ V (T˜w) and ej := czj otherwise.
Our aim is to show that
Q(w1,··· ,wd˜)(D) =
∑
β∈E˜[∅]
d˜∏
p=1
β(wp).
The following notation and the following claim will be convenient for the proof.
For all v ∈ V (T˜w) let
Mv := succ(v) ∩ V (T˜w) and Wv := Mv ∩ {w1, . . . , wd} .
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Claim 7.5. For all items i with vi ∈ V (T˜w) we have
Jregw(u)K(D,αi) = ∑
ι∈Liu
∑
β∈E˜ι
∏
z∈Wu
β(z)#z
for all u ∈Mvi ∩ child(vi).
We show this claim by induction of the height of an item in T˜w.
For the induction base let us consider an item i where vi has height 1 in T˜w. Then,
for all u ∈ Mvi it holds that u ∈ {w1, . . . , wd}. Let z1, · · · , zs where s ⩾ 0 be the
children of vi in Tfree. Note that ej = czj for all j ∈ [s] since zj /∈ V (T˜w).
Jregw(u)K(D,αi) = ∑
ι∈Liu
(aι)#u ·
∏
j∈[s]
q
cvj
y(D,αι)
(⋆)
=
∑
ι∈Liu
(aι)#u ·
∏
j∈[s]
⏐⏐⏐⏐⏐⏐⏐
⋃
ιˆ∈Lιvj
E˜ ιˆ
⏐⏐⏐⏐⏐⏐⏐
(⋆⋆)
=
∑
ι∈Liu
(aι)#u ·
⏐⏐⏐E˜ ι⏐⏐⏐
(⋆⋆⋆)
=
∑
ι∈Liu
∑
β∈E˜ι
β(u)#u
(⋆⋆⋆⋆)
=
∑
ι∈Liu
∑
β∈E˜ι
∏
z∈Wu
β(z)#z
Equation (⋆) follows from Claim 6.13, and Equation (⋆⋆) from Claim 6.12, and Equa-
tion (⋆⋆⋆) from the fact that
⏐⏐⏐E˜ ι⏐⏐⏐ =∑β∈E˜ι 1 and for all ι ∈ Liu and for all β ∈ E˜ ι we
have β(u) = αι. Equation (⋆⋆⋆⋆) follows from the fact that Wu = {u}.
For the inductive step we consider an item i where vi has height h > 1 in T˜w. Let
u ∈Mvi be arbitrary and let v1, . . . , vs be the children of u in T . Let us consider the
case that u ∈ {w1, . . . , wd}. Then, it follows that
Jregw(u)K(D,αi) = ∑
ι∈Liu
(aι)#u ·
∏
j∈[s]
vj /∈Mu
q
cvj
y(D,αι) · ∏
j∈[s]
vj∈Mu
Jregw(vj)K(D,αι)
(⋆)
=
∑
ι∈Liu
(aι)#u ·
∏
j∈[s]
vj /∈Mu
⏐⏐⏐⏐⏐⏐⏐
⋃
ι∈Lιvj
E˜ ι
⏐⏐⏐⏐⏐⏐⏐ ·
∏
j∈[s]
vj∈Mu
∑
ιˆ∈Lιvj
∑
γ∈E˜ ιˆ
∏
z∈Wvj
γ(z)#z
(⋆⋆)
=
∑
ι∈Liu
∑
β∈E˜ι
∏
z∈Wu
β(z)#z
Equation (⋆) follows from Claim 6.13 and the induction hypothesis.
Equation (⋆⋆) follows from the following fact. From the decomposition lemma
(Lemma 4.12) we know that for every ι ∈ Liu every assignment β ∈ E˜ ι can be de-
composed into β = βu ∪ β1 ∪ · · · ∪ βs such that there is a ιj ∈ Lιvj where βj ∈ E˜ ιj for
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all j ∈ [s]. Therefore, it follows∑
ι∈Liu
∑
β∈E˜ι
∏
z∈Wu
β(z)#z
4.12
=
∑
ι∈Liu
∑
ι1∈Lιv1
∑
β1∈E˜ι1
· · ·
∑
ιs∈Lιvs
∑
βs∈E˜ιs
∏
z∈Wu
β(z)#z
where β := αι ∪ β1 ∪ · · · ∪ βs
=
∑
ι∈Liu
β(u)#u
∑
ι1∈Lιv1
∑
β1∈E˜ι1
∏
z∈Wu∩succ(v1)
β(z)#z · · ·
∑
ιs∈Lιvs
∑
βs∈E˜ιs
∏
z∈Wu∩succ(vs)
β(z)#z
=
∑
ι∈Liu
(aι)#u
∏
j∈[s]
vj /∈Mu
∑
ιj∈Lιvj
∑
βj∈E˜ιj
∏
z∈Wvj
βj(z)
#z ·
∏
j∈[s]
vj∈Mu
∑
ιs∈Lιvs
∑
βs∈E˜ιs
∏
z∈Wvj
βj(z)
#z
(7.1)
The last equation holds since βj ⊆ β and dom(βj) ⊇Wvj and Wvj = (Wu ∩ succ(vj)).
For all j ∈ [s] with vj /∈Mu it follows that the product
∏
z∈Wu∩succ(vj) β(z)
#z is empty
since vj /∈Mu and thus Wu ∩ succ(vj) = ∅ and therefore we obtain∑
ιj∈Lιvj
∑
βj∈E˜ιj
∏
z∈Wvj
β(z)#z =
∑
ιj∈Lιvj
∑
βj∈E˜ιj
1 =
∑
ιj∈Lιvj
⏐⏐⏐E˜ ιj ⏐⏐⏐
=
⏐⏐⏐⏐⏐⏐⏐
⋃
ιj∈Lιvj
E˜ ιj
⏐⏐⏐⏐⏐⏐⏐
(7.2)
The last equation follows from the fact that E˜ ι1∩E˜ ι2 = ∅ for ι1, ι2 ∈ Liu with ι1 ̸= ι2.
Comparing equations (7.1) and (7.2) we obtain that∑
ι∈Liu
∑
β∈E˜ι
∏
z∈Wu
β(z)#z
=
∑
ι∈Liu
(aι)#u
∏
j∈[s]
vj /∈Mu
⏐⏐⏐⏐⏐⏐⏐
⋃
ιj∈Lιvj
E˜ ιj
⏐⏐⏐⏐⏐⏐⏐ ·
∏
j∈[s]
vj∈Mu
∑
ιs∈Lιvs
∑
βs∈E˜ιs
∏
z∈Wvj
βj(z)
#z
This concludes the proof of the correctness of (⋆⋆). Let us now consider the last case
that u /∈ {w1, . . . , wd˜}. Then,
Jregw(u)K(D,αi) = ∑
ι∈Liu
∏
j∈[s]
vj /∈Mu
q
cvj
y(D,αι) · ∏
j∈[s]
vj∈Mu
Jregw(vj)K(D,αι)
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The proof for that case can be taken verbatim from the case where u ∈ {w1, . . . , wd˜}
and u with the following modification. Remove every appearance of (aι)#u and
(β(u))#u. This concludes the proof of Claim 7.5.
It remain to show that
Q(w1,··· ,wd˜)(D) =
∑
β∈E˜[∅]
d˜∏
p=1
β(wp).
By definition it follows:
Q(w1,··· ,wd˜)(D) = Jprod(e1, . . . , es)K(D,∅)
=
∏
j∈[s]
yj /∈V (T˜w)
q
czj
y(D,∅) · ∏
j∈[s]
zj∈V (T˜w)
Jregw(zj)K(D,∅)
Claim 7.5
=
∏
j∈[s]
yj /∈V (T˜w)
⏐⏐⏐⏐⏐⏐⏐
⋃
ιj∈L[∅]zj
E˜ ιj
⏐⏐⏐⏐⏐⏐⏐ ·
∏
j∈[s]
zj∈V (T˜w)
∑
ι∈L[∅]yj
∑
β∈E˜ι
∏
q∈Wzj
β(q)#q
(7.3)
Furthermore, we have
∑
β∈E˜[∅]
d˜∏
p=1
β(wp)
(⋆)
=
∑
β∈E˜[∅]
∏
q∈Wvroot
β(q)#q
(⋆⋆)
=
∑
ι1∈L[∅]y1
∑
β1∈E˜ι1
· · ·
∑
ιs∈L[∅]zs
∑
βs∈E˜ιs
∏
q∈Wvroot
β(q)#q
where β := β1 ∪ · · · ∪ βs
(⋆⋆⋆)
=
∏
j∈[s]
zj /∈V (T˜w)
∑
ιj∈L[∅]zj
∑
βj∈E˜ιj
∏
q∈Wzj
βj(q)
#q ·
∏
j∈[s]
zj∈V (T˜w)
∑
ιj∈L[∅]zj
∑
βj∈E˜ιj
∏
q∈Wwj
βj(q)
#q
(⋆⋆⋆⋆)
=
∏
j∈[s]
zj /∈V (T˜w)
⏐⏐⏐⏐⏐⏐⏐
⋃
ιj∈Lιzj
E˜ ιj
⏐⏐⏐⏐⏐⏐⏐ ·
∏
j∈[s]
zj∈V (T˜w)
∑
ιj∈L[∅]zj
∑
βj∈E˜ιj
∏
q∈Wzj
βj(q)
#q
(7.3)
= Q(w1,··· ,wd˜)(D)
For Equation (⋆) note that every element z ∈Wvroot occurs in the tuple w exactly #z
times. In (⋆⋆) we applied the decomposition lemma (Lemma 4.12). Every assignment
β belongs to E˜[∅] if and only if it can be decomposed into assignment β = β1∪ · · ·∪βs
such that there is an item ιj ∈ L[∅]yj with βj ∈ E˜ ιj . In (⋆⋆⋆) we use the distributive
law and the fact that βj ⊆ β and dom(βj) ⊇ Wyj . In (⋆⋆⋆⋆) we apply the fact from
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Equation 7.2. Note that the condition for Equation 7.2 are given above. This concludes
the correctness proof of Q(w1,··· ,wd˜)(D).
We show now how to use these queries to obtain the result for Lemma 7.3. Let
S := {w ∈ vars(Q)d˜, d˜ ⩽ 2d}. Note that |S| ⩽ (|vars(Q)|+1)2d. We use in parallel for
every query Qw for every w ∈ S on the database D the data structure from Theorem
3.7. Note that ta = O(1) for each such query.
For the initialisation routine we initialise the data structure for every query Qw for
every w ∈ S. This takes time O((|vars(Q)|+ 1)2d) = poly(Q)2d+1.
Every time the database receives an update, we update each data structure for Qw
for all w ∈ S. This takes time O((|vars(Q)|+1)2d poly(Q)) = poly(Q)2d+1.
When we receive as input a tuple w ∈ S then we enumerate the tuple in time O(1).
Clearly,
Q(w1,··· ,wd˜)(D) =
∑
β∈E˜[∅]
d˜∏
p=1
β(wp)
#wp .
It takes time poly(Q) to output the value. This concludes the proof of Lemma 7.3.
The proof of Theorem 3.8 follows from Lemma 7.3.
Proof of Theorem 3.8. Recall that for all (s1, · · · , sd) ∈ Id is
J(ξ)1,(s1,··· ,sd) =
∑
(j1,...,jd)∈Id
θ(j1,··· ,jd)
∑
β∈E˜[∅]
d∏
p=1
β(xjp) · β(xsp)−
∑
β∈E˜[∅]
β(y)
d∏
p=1
β(xjp)
We use additionally the data structure of Lemma 7.3 for Q and D that can be ini-
tialised in time ti = O((|vars(Q)|+1)2d+1) and updated in time tu = O(poly(Q)2d+1).
To receive the J(ξ)1,(s1,··· ,sd) very fast, we compute
∑
β∈E˜[∅] β(y)
∏d
p=1 β(xjp) and∑
β∈E˜[∅]
∏d
p=1 β(xjp)β(xsp). Let w
s (wj) be the tuple, we obtain, if we remove ev-
ery 0 from (s1, · · · , sd) ((j1, · · · , jd)). Clearly,
∑
β∈E˜[∅] β(y)
∏d
p=1 β(xjp) = Qws and∑
β∈E˜[∅]
∏d
p=1 β(xjp)β(xsp) = Qwj . This can be done in time O(1) and to compute
the complete jacobi-matrix it takes time |Id|2 = poly(Q)2d+1. Thus, it takes time
poly(Q)2d+1 to do the forward pass.
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q-hierarchical conjunctive queries
under updates
In this chapter, we show how the data structure for q-hierarchical conjunctive queries
can be used to enhance for a given number j ∈ N, the jth tuple in the enumeration
with respect to a set of linear order {⩽v}v∈V . Here, we will achieve logarithmic (rather
the constant) update time and answering time.
We will prove Theorem 3.9 that is restated in the following.
Theorem 3.9. There is a dynamic algorithm that receives a q-hierarchical k-ary CQ
with aggregates Q with aggregation time ta and a σ-db D0 of size ||D0||, and computes
within preprocessing time poly(Q) · O(||D0|| log(||D0||))ta a data structure that can be
updated in time poly(Q) ·O(log(||D||))ta and allows the following:
(a) output the query result size |Q(D)| in time O(1) and
(b) enumerate the tuples in Q(D) in lexicographical order with delay poly(Q) and
(c) test for an input tuple a ∈ domk+ℓ if a ∈ Q(D) within time tt = poly(Q) and
(d) upon input of a tuple b ∈ domk+ℓ output the tuple
max
{
a ∈ Q(D) : a ⩽ b}
if it exists, or a SmallerThanMinimum-message otherwise in time tl = poly(Q) and
(e) upon input of an arbitrary number j, take time poly(Q)·O(log(||D||)) to immediately
output the jth tuple that the enumeration procedure of (b) would output and
(f) upon input of an arbitrary tuple a ∈ Q(D), take time poly(Q) · O(log(||D||)) to
immediately output the number j such that a is the jth tuple the enumeration
procedure of (b) would output,
where D is the current database.
In the next lemma, we consider the special case for the jth problem and for the jth-
reverse problem and for queries without aggregates. Using this lemma in combination
with Lemma 4.31, we will receive that result in Theorem 8.1 by applying the reduction
lemma (Lemma 6.18).
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Lemma 8.1. There is a dynamic algorithm that receives a q-hierarchical k-ary CQ
Q (without aggregates) and a σ-db D0 of size ||D0|| and computes within preprocessing
time poly(Q) ·O(||D0|| log(||D0||)) a data structure that can be updated in time poly(Q) ·
O(log(||D||)) and allows the following:
(a) output the query result size |Q(D)| in time O(1),
(b) enumerate the tuples in Q(D) in lexicographical order with delay poly(Q),
(c) test for an input tuple a ∈ domk+ℓ if a ∈ Q(D) within time tt = poly(Q),
(d) upon input of an arbitrary number j, take time poly(Q) · O(log(||D||)) to immedi-
ately output the jth tuple that the enumeration procedure of (b) would output if
j ⩽ |Q(D)| and otherwise an OutOfRange-message,
(e) upon input of an arbitrary tuple a ∈ Q(D), take time poly(Q) · O(log(||D||)) to
immediately output the number j such that a is the jth tuple the enumeration
procedure of (b) would output,
where D is the current database.
A description of the data structure of Lemma 8.1 and a proof for part (d) is given
in Section 8.1 and a proof for part (e) is given in Section 8.3.
In the Section 8.4 we give a proof for Theorem 3.9.
In the last section of this chapter (Section 8.5) we prove the lower bound stated in
Theorem 3.16.
8.1. Output the jth solution
This section is devoted to the proof of Lemma 8.1(d).
We start with an example. We consider the q-hierarchical query
Q = {(x, y1, z1, y2, z2, z3, y3) : R(x, y1, z1) ∧ S(x, y2, z2) ∧ T (x, y2, z3) ∧ U(x, y3)}.
Let D be the database with
RD := {(1, 4, 1), (1, 4, 2), (1, 5, 1), (1, 5, 2), (2, 4, 9), (2, 4, 5),
(3, 1, 4), (3, 2, 5), (3, 3, 6)}
SD := {(1, 1, 3), (1, 2, 5), (2, 1, 2), (3, 7, 7), (3, 7, 8)}
TD := {(1, 1, 4), (1, 2, 6), (2, 1, 3), (3, 7, 9), (3, 7, 10)}
UD := {(1, 7), (2, 8), (2, 9), (3, 1)}
Table 8.1 shows the tuples that will be output by the enumeration algorithm. See
Figure 8.1 for a q-tree of Q and Figure 8.2 for an illustration of the data structure
generated for Q and D. In Figure 8.2, the red number above an item i is the number⏐⏐⏐E˜ i⏐⏐⏐ (in Section 6.5 it is described how to compute such values).
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Table 8.1.: Output of the enumeration of Q(D).
No. x y1 z1 y2 z2 z3 y3
1 1 4 1 1 3 4 7
2 1 4 1 2 5 6 7
3 1 4 2 1 3 4 7
4 1 4 2 2 5 6 7
5 1 5 1 1 3 4 7
6 1 5 1 2 5 6 7
7 1 5 2 1 3 4 7
8 1 5 2 2 5 6 7
9 2 4 9 1 2 3 8
10 2 4 9 1 2 3 9
11 2 4 5 1 2 3 8
12 2 4 5 1 2 3 9
13 3 1 4 7 7 9 1
14 3 1 4 7 7 10 1
15 3 1 4 7 8 9 1
16 3 1 4 7 8 10 1
17 3 2 5 7 7 9 1
18 3 2 5 7 7 10 1
19 3 2 5 7 8 9 1
20 3 2 5 7 8 10 1
21 3 3 6 7 7 9 1
22 3 3 6 7 7 10 1
23 3 3 6 7 8 9 1
24 3 3 6 7 8 10 1
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Figure 8.1.: q-tree for the example query
vroot
x
y1 y2 y3
z1 z2 z3
In this running example, we are now interested in the question: What is the jth
tuple that will be output by the enumeration algorithm? Upon input of a number j,
we want to quickly provide an answer to the question. For the rest of this example,
let us assume that j = 20.
The value
⏐⏐⏐E˜ i⏐⏐⏐ of the first item in the x-list of the start-item is 8. Therefore, we
know that the enumeration procedure starts with 8 valuations α where α(x) = 1.
Afterwards, the enumeration algorithm jumps to the next item in the start list to
enumerate all the tuples where x is assigned to 2. As we know from its count value,
there are 4 such tuples. Therefore, the component for x in the first 20 tuples in the
enumeration are not assigned with 1 or 2. But in the enumeration there will follow
12 tuples where x is assigned to 3 and since 8 + 4 < 20 ⩽ 8 + 4 + 12 (these values
are taken from the
⏐⏐⏐E˜ i⏐⏐⏐ values from the items in the x-list of [∅]), we know that x
must be assigned with 3. Note that the 20th tuple in the enumeration is exactly the
20− 12 = 8th tuple in the enumeration from [ 3x]. So, we try to find the 8th tuple in
the enumeration from [ 3x].
Now, we continue with the item [ 3x] and check in its lists how many assignments
they will enumerate. We start with the y3-list (on the right) and we see that there is
only one assignment, namely β(y3) = 1. Now, we know that for all 12 tuples which
are enumerated from [ 3x], the variable y3 will be assigned with 1. Then, we consider
the y2-list in the middle and we see that it has 4 assignments to enumerate. The
assignments are β1 =
7 7 9
y2z2z3
, β2 =
7 7 10
y2z2z3
, β3 =
7 8 9
y2z2z3
, β4 =
7 8 10
y2z2z3
. Now, in the first
tuple of the enumeration from [ 3x] the variables y2, z2, z3 are assigned with the values
of β1, the second tuple with the values of β2, the third tuple with the values of β3,
the fourth tuple with the values of β4 and this repeats for three times. To find out
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which is the right assignment for tuple number 8, we simply compute 8 modulo 4.
We receive 0 and then we know that β4 is the correct assignment, since for every
4th tuple in the enumeration the variables y3, z2, z3 are assigned with the values of
β4. Finally, we have to take into account the y1-list. It has the three assignments
γ1 =
1 4
y1z1
, γ2 =
2 5
y1z1
, γ3 =
3 6
y1z1
. The enumeration will output for 4 times γ1 (in
combination with every βj), then output for 4 times γ2 and afterwards 4 times γ3. It
is straightforward to see that γ2 is the assignment, we are looking for. To compute the
right solution we divide 8 by 4 and we receive the information that we need to output
γ2. (Note that we have to round up the solution of the division). Thus, we obtain the
solution tuple (3, 2, 5, 7, 8, 10, 1).
By using the idea illustrated in this example, we can enrich the data structure in
Theorem 3.3 to obtain a proof for Lemma 8.1.
For the remainder of this section we assume that Q(x1, . . . , xk, b1, . . . , bℓ) is a q-hie-
rarchical conjunctive query, vars(Q) = {x1, . . . , xm} with 0 ⩽ k ⩽ m, and Q is of the
form
Q =
{
(x1 . . . xk, b1, · · · , bℓ) : ∃xk+1 · · · ∃xm
(
ψ1 ∧ · · · ∧ ψd
)}
, (8.1)
where b1, . . . , bℓ ∈ dom and ψ1, . . . , ψd are atomic queries of schema σ.
We need that data structure from Section 6.6 for the counting query
Qc := {(prod(cx1 , . . . , cxm)) : φ}
from Lemma 6.11 available.
We need the following variants of the modulo operation and the division operation.
For all integers a, b ∈ N let
a mˆod b :=
{
b if a mod b ≡ 0
a mod b otherwise
and
a dˆiv b := ⌈a/b⌉ .
To compute for a given number j ∈ N the jth tuple of the enumeration of Q(D),
we start the procedure GetAssign of Algorithm 11 with j and the start-item as
arguments.
To implement line 10 we use the following lemma:
Lemma 8.2. There is a dynamic algorithm that receives as input a list ⟨n1, . . . , ns⟩ of
type N and computes within tp = O(s · log s) preprocessing time a data structure that
can be updated in time tu = O(log s) and allows on input of a number m ∈ N either
• output the index p ∈ [s] such that ∑p−1i=1 ni < m ⩽ ∑pi=1 ni and the number∑p−1
i=1 ni if m ⩽
∑s
i=1 ni or
• output the message OutOfRange if m >∑si=1 ni.
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Algorithm 11 Algorithm to output the j tuple.
1: function GetAssign(j, i.{<v}v∈succ(vi))
2: Input: Number j ∈ [
⏐⏐⏐E˜ i⏐⏐⏐], item i
3: Output: The assignment for the jth tuple of enumerating E˜ i.
4: if vi is a leaf in the q-tree then return αi
5: Let u1 <
vi · · · <vi ud be the children of vi in Tfree.
6: for all p ∈ [d] do
7: cp ←
∏d
q=p+1
∑
ι∈Liuq
⏐⏐⏐E˜ ι⏐⏐⏐
8: mp = j dˆiv cp
9: np = mp mˆod
∑
ι∈Liuq
⏐⏐⏐E˜ ι⏐⏐⏐
10: For the list ⟨i1, · · · , is⟩ = Liu compute the q ∈ [d] such that
∑q−1
r=1
⏐⏐⏐E˜ ir ⏐⏐⏐ <
np ⩽
∑q
r=1
⏐⏐⏐E˜ ir ⏐⏐⏐.
11: Let jˆ be np −
∑q−1
r=1
⏐⏐⏐E˜ ir ⏐⏐⏐.
12: αp ← GetAssign(jˆ, iq, {<v}v∈succ(up))
13: return α1 ∪ · · · ∪ αd
and upon input of an item nr from the list, output the number
∑r
i=1 ni.
Note an update means here, an update on a list as described in page 13.
A proof for this lemma is given in Section 8.2.
To realise the algorithm, we need to get fast access to the values
⏐⏐⏐E˜ i⏐⏐⏐ and to∑
ι∈Liu
⏐⏐⏐E˜ i⏐⏐⏐ for every child u of vi in Tfree. This can be done by using the data structure
we obtain from the aggregate query that outputs the number of results in Section 6.5.
Note that the data structure stores the numbers for each item on the item. Further-
more, we store for every item i and for every child u of vi a list that contains the values
⟨
⏐⏐⏐E˜ ι⏐⏐⏐ : ι ∈ Liu⟩ and the data structure from Lemma 8.2. The order of the elements in
the list corresponds to the order of the items in the list, i.e., the mth element in the
list is |
⏐⏐⏐E˜ ι⏐⏐⏐ | if and only if ι is the mth element in Liu. The data structure can be used
to get fast access to q in line 10 and to compute the value jˆ in line 11.
If we update the database we insert/delete a constant number of items and modify
a constant number of
⏐⏐⏐E˜ i⏐⏐⏐ values. For every item we modify in the data structure, we
update the corresponding element in the data structure with Lemma 8.2. In particular,
we need poly(Q) × O(log(||D||)) since we have to update poly(Q) lists in O(log(||D||))
time.
We show now that Algorithm 8.1 is correct.
Claim 8.3. Upon input of an item i and j ∈ [
⏐⏐⏐E˜ i⏐⏐⏐] and a family of linear orderings
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{<v}v∈succ(vi) the function GetAssign(j, i, {<v}v∈succ(vi)) in Algorithm 11 outputs
the jth assignment yielded by the function Enum(i, {<v}v∈succ(vi)) in Algorithm 3.
Furthermore, Algorithm 11 takes time O(
⏐⏐succ(vi)⏐⏐ (⏐⏐succ(vi)⏐⏐+ log(|adom(D)|))).
Proof. We show this claim by induction over the height of an item in Tfree.
For the induction base, let us consider an item of height 0. Then, vi is a leaf in Tfree
and E˜ i = {αi} and j = 1 = ⏐⏐⏐E˜ i⏐⏐⏐ and the function in GetAssign outputs αi, that is
the unique assignment yielded by Enum(i, ∅). This takes time O(1).
For the induction step let us consider an item of height h and let u1 <
vi · · · <vi ud
be the children of vi in Tfree and <
vi be a linear order we receive as input. Note
by the decomposition lemma (Lemma 4.12) the jth assignment can be decomposed to
α1∪· · ·∪αd where αp ∈ E˜ ιp with ιp ∈ Liup for all p ∈ [d]. For all p ∈ [d] it holds that αp is
taken as an element from the loops for ιp ∈ Liup do for αp ∈ Enum(ιp, {<v}v∈succ(vιp ))
do. By construction of the algorithm, the number of assignments β with β ⊇ αp
that will be yielded is cp. Thus, the assignment we need is in the mpth iteration.
Note that there might be for-loops that force to restart the for-loops. But, the for-
loops mentioned above have exactly
∑
ι∈Liuq
⏐⏐⏐E˜ ι⏐⏐⏐ iterations. Thus, the assignment
we need, is the npth assignment in the iteration of the for-loops mentioned above.
In the next lines, the algorithm picks from the for-loops the item iq that will be
supposed in the npth iteration. Then, we subtract the number of iterations with the
item that appears before iq and take this number to receive the assignment αp from
GetAssign(jˆ, iq, {<v}v∈succ(up)) that works by induction hypothesis correctly. Note
that 1 ⩽ np ⩽
⏐⏐⏐E˜ ip ⏐⏐⏐.
Line 7 takes time O(d) and line 10 and 11 takes O(log(|adom(D)|)) time, since we
use Lemma 8.2 to compute the values. By induction hypothesis line 12 takes time
O(|succ(up)| (|succ(up)| + log(n))). The other lines in the body of the for-loop takes
time O(1). Since we use the data structure from Section 6.6 for the query Qc we have
constant access to the
⏐⏐⏐E˜ i⏐⏐⏐ values. All in all, the time needed for the whole for-loop is
∑
p∈[d]
O(d) +O(log(|adom(D)|)) +O(|succ(up)| (|succ(up)|+ log(|adom(D)|)))
= O(
⏐⏐succ(vi)⏐⏐ (⏐⏐succ(vi)⏐⏐+ log(|adom(D)|)))
Therefore, it takes time O(
⏐⏐succ(vi)⏐⏐ (⏐⏐succ(vi)⏐⏐ + log(|adom(D)|))) to return the as-
signment.
To conclude the proof of Lemma 8.1 we check upon input of a number j ∈ N if
j ⩽ |φ(D)| using the data structure for output the number |φ(D)|. This can be done
in O(1). If this is not the case, we output the OutOfRange message. Otherwise, we use
Algorithm 11 with input j and the start item [∅] to obtain the jth assignment α of
enumeration of φ(D) in time O(
⏐⏐succ(vi)⏐⏐ (⏐⏐succ(vi)⏐⏐ + log(n))) and output the tuple
(α(x1), . . . , α(xk), b1, . . . , bℓ). This concludes the proof of Lemma 8.1(d).
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17
7 10
3 4 6 4
1 2 3 1 4 2 3 1
1 2 3 1 4 2 3 1
Figure 8.3.: Example of a sumtree.
8.2. Proof of Lemma 8.2
Let L be a list of integers of size s. The data structure we use is an enrichment of the
data structure in Theorem 2.1, i.e., for the list L we have an balanced tree available,
where every leaf is associated with an item in the list and the leafs are sorted as the
elements in the list. Additionally, we store for every vertex v a field num(v) that is
defined as follows: For all leafs v the number num(v) is the number of the item in the
list it is indicated to. For all internal vertices v the number num(v) is the sum of the
number values of its children. For all vertices v, we let Fv ⊆ [s] be the set of indices j
such that there is a path from v to a leaf that indicates j. Note that it easily follows
that num(v) =
∑
j∈Fv L[j]. With L[j] we denote the jth element in the list L[j]. See
Figure 8.3 for the balanced tree for a list, where the numbers in the nodes v depict
the number num(v).
We show on an example: upon input of the number 12 and the data structure in
Figure 8.3, we show how to find the index p such that
∑p−1
i=1 ni < 12 ⩽
∑p
i=1 ni. First
of all we check on the root v whether its number is greater than 17. Since it is not the
case, we now consider the root and check the number of its children. As we see, the
left child vleft has the number 7. Since 7 =
∑
j∈Fv L[j], it follows that the sum of the
first 4 elements in the list is 7. Thus, the index p, we search, must be greater than 4.
In such a case we continue with the right vertex vright and its left child wleft and its
right child wright. We also store the number 7 from vleft in a variable current. We
consider now wleft and see that current + num(wleft) = 7 + 6 = 13 > 12. In such a
case we know that the sum of the first six elements in the list is greater than 12 and
therefore for the p we search is p ⩽ 6. Note that num(wleft) is the sum L[5] + L[6].
Then, we jump in the next step to the node wleft and consider its left child uleft and
right child uright. We do not change the current value. It still stores the sum of the
values of the first four elements in the list. Again, we add current and num(uleft) to
123
8. Outputting the jth solution for q-hierarchical conjunctive queries under updates
get the sum of the first five elements in the list 11. Since
current+ num(uleft) =
5∑
i=1
L[i] < 12 ⩽
6 (=p)∑
i=1
L[i] = 13 = current+ num(wleft)
we have found the searched index p = 6.
Algorithm 8.2 shows how to solve this problem with the data structure. First of all,
we check if the input number n is greater than the number value of the root. Note
that the number on the root is
∑s
i=1 L[i]. In that case, we output the OutOfRange
message. Otherwise we start the procedure Find in Algorithm 12 with input values 0
for current, m for j and the root node for v.
Algorithm 12 Procedure to find the index.
1: function Find(current,m, v)
2: Input: current,m ∈ N and vertex v
3: if v is a leaf then
4: return p is the index of element indicated by v and current.
5: Let vleft be the left child of v
6: Let vright be the right child of v
7: if m ⩽ current+ num(vleft) then
8: return Find(current,m, vleft)
9: else
10: return Find(current+ num(vleft),m, vright)
For all vertices v let first(v) := minFv and last(v) := maxFv. To show the correct-
ness of the algorithm, we show by induction of the recursion depth of Find that by
calling the Find(current,m, v) procedure the following invariant holds:
•
first(v)−1∑
i=1
L[i] < m ⩽
last(v)∑
i=1
L[i]
•
current =
first(v)−1∑
i=1
L[i]
Induction base d = 1. When we call Find(0,m, vroot) at the beginning, we have
made sure that m ⩽
∑s
i=1 L[i]. Note that since first(vroot) = 1 and last(vroot) = s, we
have
first(vroot)−1∑
i=1
L[i] = 0 < m ⩽
s∑
i=1
L[i] =
last(vroot)∑
i=1
L[i]
and
current =
first(vroot)−1∑
i=1
L[i] = 0 .
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Inductive step d−1 → d. We call Find(current,m,w) during the execution of
Find(current′,m, u) that have called by the algorithm in recursion depth d−1. By
induction hypothesis we have
first(u)−1∑
i=1
L[i] < m ⩽
last(u)∑
i=1
L[i]
and
current′ =
first(u)−1∑
i=1
L[i]
• Case 1: Find(current,m,w) was called by Find(current′,m, u) since m ⩽
current′ + num(w) where w is the left child of u. Then current = current′.
Since w is the left child of u, it follows that first(w) = first(u) and therefore we
have
current = current′ =
first(u)−1∑
i=1
L[i] =
first(w)−1∑
i=1
L[i]
and
first(w)−1∑
i=1
L[i] =
first(u)−1∑
i=1
L[i] < m ⩽ current′ + num(w)
=
first(w)−1∑
i=1
L[i] +
last(w)∑
i=first(w)
L[i] =
last(w)∑
i=1
L[i]
• Case 2: Find(current,m,w) was called by Find(current′,m, u) since m >
current′ + num(v) where v is the left child of u. Then current = current′ +
num(v) and w is the right child of u. Since w is the right child of u, it follows
that last(w) = last(u). Therefore, we have
m ⩽
last(u)∑
i=1
L[i] =
last(w)∑
i=1
L[i]
By
m > current′ + num(v) =
first(u)−1∑
i=1
L[i] +
last(v)∑
i=first(v)
L[i]
first(v)=first(u)
=
last(v)∑
i=1
L[i] =
first(w)−1∑
i=1
L[i]
and
current = current′ + num(v) =
first(w)−1∑
i=1
L[i]
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it follows that the invariant holds before Find(current,m,w) is called.
This concludes the induction.
Let v be a leaf and let p be the index of the element indicated by v. Then, we
have first(v) = last(v) = p. In particular, we have
first(v)−1∑
i=1
L[i] =
p−1∑
i=1
L[i] < m ⩽
last(v)∑
i=1
L[i] = m =
p∑
i=1
L[i]
and
current =
first(v)−1∑
i=1
L[i] =
p−1∑
i=1
L[i]
This is exactly the index and current is the value we are searching for and this
concludes the proof of the correctness of Algorithm 8.2.
To implement the routine that upon input of an item nr from the list, outputs
the number
∑r
i=1 ni, we use Algorithm 13 on input of the leaf w in the sum tree
that is associated to nr and sum = num(w).
Algorithm 13 Procedure to compute the sum
∑r
i=1 ni.
1: function GetSum(current,m,w)
2: Input: current ∈ N and vertex w.
3: if w is the root of the sum tree then
4: return current
5: else
6: Let u be the parent of w.
7: if w is the left child of u or the only child of u then
8: GetSum(current, w).
9: else
10: Let uleft be the left child of u.
11: GetSum(current+ num(uleft), v).
For all vertices v let first(v) := minFv and last(v) := maxFv. To show the
correctness of the algorithm, we prove the following. When we start Get-
Sum(num(v), v) where v is a leaf in the sum tree, then in every recursive step
the following invariant holds. If GetSum(current, u) will be executed, we have
current =
last(v)∑
i=first(u)
L[i].
We show this by an induction over the recursive depth. For the induction base
let us consider the case that we start with GetSum(num(v), v). Then the claim
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holds since v is a leaf and thus
current = num(v) =
last(v)∑
i=first(v)
L[i].
For the inductive step, let us consider a recursive step with depth d+ 1.
– Case 1: GetSum(current, w) was executed in GetSum(current, u) (with
recursive depth d) in line 8. Then w is the left child of u or the only child
of u and thus first(u) = first(w). We obtain from the induction hypothesis
the following.
current =
last(v)∑
i=first(u)
L[i] =
last(v)∑
i=first(w)
L[i].
– Case 2: GetSum(current, w) was executed in GetSum(current, u) (with
recursive depth d) in line 11. Then w is the right child of u and thus
first(w) = last(uleft) + 1 where uleft is the left child of u. We obtain from
the induction hypothesis and the definition of num(uleft) the following.
current+ num(uleft) =
last(v)∑
i=first(w)
L[i] +
last(uleft)∑
i=first(uleft)
L[i]
=
last(v)∑
i=last(uleft)+1
L[i] +
last(uleft)∑
i=first(uleft)
L[i]
=
last(v)∑
i=first(uleft)
L[i].
Thus, it follows that the number returned by GetSum(num(v), v) where v is
the leaf for nr is equal to
∑r
i=1 ni. Since the recursion depth is bounded by the
depth of the tree which is O(log(s)), Algorithm 13 takes time O(log(s)).
We show now how to maintain sum trees under updates.
Recall, that the data structure is an enrichment of the data structure of Theorem
2.1. In particular, the tree with the sums is a AVL-tree and during an update
operation, one has to rotate the tree to get a balanced tree (see Figures 2.1 and
2.2). We enrich the implementation of the update steps as follows.
– When we insert or delete a node to/from the list, we update the num(v)
value to all nodes on the path from the root to the corresponding left. This
takes O(s) time.
– After a closer look to the rotations operations (see [65]), we see that an
rotation changes the children of at most three nodes. We change the al-
gorithm for updating such that we recompute the number num(v) values.
The operations for such an update takes time O(1).
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Therefore updating the data structure can be done in O(log (s)).
This concludes the proof of Lemma 8.2.
8.3. jth reverse
In this section, we consider the jth reverse problem, i.e., we prove Lemma 8.1(e). For
the remainder of this section we assume that Q(x1, . . . , xk, b1, . . . , bℓ) is a q-hierarchical
conjunctive query, vars(Q) = {x1, . . . , xm} with 0 ⩽ k ⩽ m, and Q is of the form
Q =
{
(x1 . . . xk, b1, · · · , bℓ) : ∃xk+1 · · · ∃xm
(
ψ1 ∧ · · · ∧ ψd
)}
, (8.2)
where b1, . . . , bℓ ∈ dom and ψ1, . . . , ψd are atomic queries of schema σ. Let Q be a
q-hierarchical query and let D be a database. We receive as input an assignment α
and we request the number j such that (α(x1), . . . , α(xk), b1, . . . , bℓ) is the jth tuple
in the enumeration of Q(D).
To compute the number, we define the number jth(v) for all v ∈ vars(Q) such that
jth(v) is the number of steps until we output the assignment α|vpath[v] ∪ α|succ(v) in
the procedure Enum([α|vpath[v]], {<w}w∈succ(v[α|vpath[v]])). The number of steps means
here number of assignments that will be yielded. The number jth(v) can be defined
inductively over the height of v.
• If v has height 0, we have jth(v) = 0.
• If v has height h > 0: Let u1, . . . , us be the children of v in Tfree and for all
j ∈ [s] let Ij be the set of items that appear before [α|vpath[uj ]] in the uj-list of
[α|vpath[v]]. We count the number of steps in the procedure
Enum([α|vpath[v]], {<w}w∈succ(v[α|vpath[v]])) until we receive αi = α|succ(ui) for all
i ∈ [s]. By construction of the algorithm, we run the first two for-loops until
α1 = α|succ(u1), then the next two for-loops until α2 = α|succ(u2) and so on, i.e.,
the number can be expressed as
jth(v) =
s∑
j=1
“number of steps until αj = α|succ(uj) ”.
To compute the number of steps until αj = α|succ(uj) for all j ∈ [s], we count
the number of steps until we reach one step before αj = α|succ(uj) for all j ∈ [s].
We add then 1 to obtain the number of steps until αj = α|succ(uj). We need∑
ι∈Ij
⏐⏐⏐E˜ ι⏐⏐⏐ steps until the for loop for ιˆj ∈ Liuj do reaches ιˆj = [α|vpath[uj ]].
Then, by induction hypothesis, we need jth(uj) steps until the for loop for αj ∈
Enum(ιˆj , {<v}v∈succ(uj)) do reaches αj = α|succ(uj). For every iteration we have
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∏s
jˆ=j+1
∑
ι∈Luj
[α|vpath[v]]
⏐⏐⏐E˜ ι⏐⏐⏐ steps that run over the other for loops. We obtain
jth(v) =
s∑
j=1
⎛⎜⎜⎝
⎛⎝∑
ι∈Ij
⏐⏐⏐E˜ ι⏐⏐⏐+ jth(uj)− 1
⎞⎠ · s∏
jˆ=j+1
∑
ι∈L[α|vpath[v]]u
jˆ
⏐⏐⏐E˜ ι⏐⏐⏐+ 1
⎞⎟⎟⎠
To compute the numbers jth(v) we us a bottom up algorithm on the q-tree of Q.
The numbers
∑
ι∈Ij
⏐⏐⏐E˜ ι⏐⏐⏐ and ∑
ι∈L[α|vpath[v]]uj
⏐⏐⏐E˜ ι⏐⏐⏐ can be computed from the sum tree
described the first section of this chapter. Note that we have for every item i and for
every u ∈ child(vi) a list with a sum tree available that contains for every ι ∈ Liu the
number
⏐⏐⏐E˜ ι⏐⏐⏐. From Lemma 8.2 it follows that there is a routine where we can output
the sum
∑
ι∈Ij
⏐⏐⏐E˜ ι⏐⏐⏐ in time O(log(adom(D))).
All in all, we need O(poly(Q) log(adom(D))) time to compute the jth(v) values for
all v ∈ vars(Q). This concludes the poof of Lemma 8.1(e).
8.4. Proof for Theorem 3.9
In the following corollary we combine data structure of Lemma 4.31 with the data
structure of Lemma 8.1. Recall that the data structure of Lemma 4.31 is simply a
lexicographically ordered data structure. The logarithmic factor in the update time
comes from the fact, that one has to insert the items to the designated position since
every list in the data structure is sorted. The number of items that we consider during
an update step is equal to the number of items we would consider if the data structure
was not lexicographically ordered. The logarithmic factor in the update step of Lemma
4.31 comes from the fact that we need logarithmic time to insert or delete an element
to/from the corresponding sum tree. This has to be done for every item whose fit status
changes during an update step. If the data structure is lexicographically ordered this
has also to be done for the same number of items as in the non-lexicographically ordered
structure. Thus, it follows, when considering a lexicographically ordered version of the
data structure of Lemma 8.1, we obtain the following result.
Corollary 8.4. There is a dynamic algorithm that receives a q-hierarchical k-ary
CQ (without aggregates) Q(x1, . . . , xk, b1, . . . , bℓ) and a σ-db D0 of size ||D0||, and
computes within preprocessing time poly(Q) · O(||D0|| log(||D0||)) a data structure that
can be updated in time poly(Q) ·O(log(||D||)) and allows the following:
(a) output the query result size |Q(D)| in time O(1),
(b) enumerate the tuples in Q(D) in lexicographical order with delay poly(Q),
(c) test for an input tuple a ∈ domk+ℓ if a ∈ Q(D) within time tt = poly(Q), and
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(d) upon input of a tuple b ∈ domk+ℓ output the tuple
max
{
a ∈ Q(D) : a ⩽ b}
if it exists, or a SmallerThanMinimum-message otherwise in time tl = poly(Q),
(e) upon input of an arbitrary number j, take time poly(Q)·O(log(||D||)) to immediately
output the jth tuple that the enumeration procedure of (b) would output.
(f) upon input of an arbitrary tuple a ∈ Q(D), take time poly(Q) · O(log(||D||)) to
immediately output the number j such that a is the jth tuple the enumeration
procedure of (b) would output,
where D is the current database.
Theorem 3.9 is the result of applying Lemma 6.18 on Corollary 8.4:
Suppose that we receive as input a q-hierarchical CQ with aggregates Q. To initialise
the data structure forQ on databaseD the algorithm we obtain from Lemma 6.18(b) to
compute a corresponding schema σ˜ and a q-hierarchical query Q˜ (without aggregates).
Using Corollary 8.4, we obtain that there is a data structure for Q˜ and σ˜-dbs that
can be initialised for the empty database in time t˜i = poly(Q) and can be updated
in time t˜u = poly(Q˜) · O(log(||D˜||)) ⩽ poly(Q) · O(log(||D||)). Using Lemma 6.18(c)
we obtain an algorithm for Q with initialisation time ti = poly(Q) and update time
tu = poly(Q) · O(log(||D||))ta. Note that the data structure from Corollary 8.4 for Q˜
on D˜ is present.
The count-routine can be done as follows. Use the count-routine from Corollary
8.4(a) for Q˜ and D˜. Since Q(D) = Q˜(D˜) (Lemma 6.18(a)), it follows that we output
the number Q˜(D˜).
The enumerate-routine can be done as follows. Use the enumerate-routine from
Corollary 8.4(b) for Q˜ and D˜. Since Q(D) = Q˜(D˜) (Lemma 6.18(a)), it follows
that we enumerate the tuples in Q(D). Moreover, the tuples will be enumerated
lexicographically.
The test-routine can be done as follows. Use the test-routine from Corollary 8.4(b)
for Q˜ and D˜. Since Q(D) = Q˜(D˜) (Lemma 6.18(a)), it follows that we test for the
tuples in Q(D) upon input of an tuple.
The routine in Theorem 3.9(d) for computing the next smaller tuple can be done
as follows. Use the corresponding routine form from Corollary 8.4(e). Since Q(D) =
Q˜(D˜) (Lemma 6.18(a)), it follows that we obtain the next smaller one from Q(D).
The jth-routine can be done as follows. Use the jth-routine from Corollary 8.4(e).
Since we use the enumerate routine from Corollary 8.4(b) it follows that we output
the jth tuple the enumeration routine would output.
The jth-reverse-routine can be done as follows. Use the jth-reverse-routine from
Corollary 8.4(f). Since we use the enumerate routine from Corollary 8.4(b) it follows
that we output the jth tuple the enumeration routine would output.
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8.5. Lower bounds
This section is devoted to the proof of Theorem 3.16.
For proving the theorem the following lemma will be convenient:
Lemma 8.5. Let Q be a CQ and let D be a database and ⩽ be a linear order on the
result set Q(D). Suppose that there is an Algorithm A⩽ that outputs in time tj on
input of a number j ∈ N the tuple a ∈ Q(D) such that a is the jth tuple with respect
to ⩽ if j ⩽ |Q(D)| or outputs the OutOfRange-Message otherwise. Then, there is an
algorithm B that enumerates Q(D) with delay td = tj.
Proof. See Algorithm 14 for Algorithm B.
Algorithm 14 Algorithm B.
1: j = 1
2: Let a be the output of A⩽ on input j.
3: while a is not the OutOfRange-Message do
4: Output a.
5: j ← j + 1
6: Let a be the output of A< on input j.
7: Output end-of-enumeration message EOE.
Clearly, B enumerates Q(D) with delay tj .
Proof of Theorem 3.16. Suppose for a contradiction that there is an algorithm that
receives a self join free conjunctive query Q that is not q-hierarchical and a database
D, and computes with arbitrary preprocessing time a data structure that can be
updated in time O(n1−ε) and outputs in time O(n1−ε) on input of a j ∈ N the tuple
a ∈ Q(D) such that a is the jth tuple with respect to a linear order ⩽ on Q(D) if
j ⩽ |Q(D)| or outputs the OutOfRange-Message otherwise for any linear order of the
result set Q(D). Applying Lemma 8.5, we can enumerate the tuples in Q(D) with
delay O(n1−ε). This violates to Theorem 3.13.
This concludes the proof of Theorem 3.16.
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queries under updates
In this chapter we consider dynamic query evaluation for UCQs. The syntax and
semantics of UCQs are given in page 20. To transfer our notions of hierarchical queries
from CQs to UCQs, we say that a UCQ Q(u) of the form Q1(u1) ∪ · · · ∪ Qd(ud) is
q-hierarchical (t-hierarchical) if every CQ Qi(ui) in the union is q-hierarchical (t-
hierarchical). Note that for Boolean queries (CQs as well as UCQs) the notions of
being q-hierarchical and being t-hierarchical coincide, and for a k-ary UCQ Q it can
be checked in time poly(Q) if Q is q-hierarchical or t-hierarchical.
In the next section we consider the task of testing and enumerating UCQs. In
Section 9.2 we identify the UCQs for which the task of reporting the jth query result
can be done efficiently under updates.
9.1. Enumerating and testing UCQs
Testing. This paragraph is based on [21]. Theorem 3.10 generalises the statement of
Theorem 3.6 from CQs to UCQs. Its proof follows easily from the Theorems 3.2 and
3.6. Theorem 3.10 is restated in the following.
Theorem 3.10 ([21]). There is a dynamic algorithm that receives a t-hierarchical k-
ary UCQ Q and a σ-db D0, and computes within tp = poly(Q) ·O(||D0||) preprocessing
time a data structure that can be updated in time tu = poly(Q) and allows to test for
an input tuple a ∈ domkk if a ∈ Q(D) within time tt = poly(Q). Furthermore, the
algorithm allows to answer a t-hierarchical Boolean UCQ within time tans = O(1).
Proof of Theorem 3.10. It follows immediately from Theorem 3.6 (and Theorem 3.2 for
the statement on Boolean UCQs), as we can maintain all CQs in the union in parallel
and then decide whether at least one of them is satisfied by the current database and
the given tuple.
Enumerating. It turns out that q-hierarchical UCQs, like q-hierarchical CQs, allow
for efficient enumeration under updates. This is stated in Theorem 3.11 restated in
the following.
Theorem 3.11 ([21]). There is a dynamic algorithm that receives a q-hierarchical k-
ary UCQ Q and a σ-db D0, and computes within tp = poly(Q) ·O(||D0||) preprocessing
time a data structure that can be updated in time tu = poly(Q) and allows to enumerate
Q(D) with delay td = poly(Q).
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In contrast to Theorem 3.10, the result does not follow immediately from the
tractability of the enumeration problem for q-hierarchical CQs, because one has to
ensure that tuples from result sets of two different CQs are not reported twice while
enumerating their union.
In the following an alternative proof of Theorem 3.11 as in [21] is given.
To prove Theorem 3.11, we first show a general method for enumerating the union
of sets which is stated in Lemma 9.1. This idea relies on the algorithm for enumerating
the union of two sets in [39].
Lemma 9.1. Let S1, . . . , Sm be m sets. Suppose that there is for every i ∈ [m] an
algorithm Aienum that enumerates the elements in Si with delay td, and an algorithm
Aitest that can test in time tt for a given element a whether a ∈ Si. Then, there is
an algorithm that enumerates the elements in
⋃
i∈[m] Si without repetition with delay
O(n(tt + td)).
To illustrate the idea of Lemma 9.1 we consider the following example.
Example 9.2. Let us consider the three sets S1 := {1, 4, 5}, S2 := {2, 4}, S3 :=
{2, 3, 4, 5} and we have for each i ∈ [3] an algorithm Aienum that enumerates the set Si
with delay td and an algorithm A
i
test which upon input of a natural number n tests if
n ∈ Si. The aim is to enumerate S1 ∪ S2 ∪ S3 without repetition. The algorithm for
the general case is given in Algorithm 15. First of all, we set for all i ∈ [3] the element
si to the first element of Si, i.e. s1 = 1, s2 = 2, s3 = 2. Then, we start with the set
S1 (with ℓ = 1 in the for-loop in line 2) and start with output(1). In the procedure
we check in the for-loop if there is a K ∈ {2, 3} with 1 ∈ SK , i.e., if 1 ∈ S2 ∪ S3.
Since this is not the case, we print 1 and set s1 to 4 and since s1 ̸= EOE we again
execute output(1). Since 4 ∈ S2 the if-condition in line 9 holds for K = 2. Thus,
we continue with setting s1 to 5 and start with output(2). Since s2 = 2 ∈ S3, the
if condition in line 9 holds for K = 3 and set s2 to 4 and continue with output(3).
This procedure prints s3 = 2 and sets s3 to 3. Then, we continue with the while-loop
since s1 ̸= EOE and since 5 ∈ S3 we set s1 to EOE and execute output(3) which prints
3 and sets s3 to 4. Since s1 = EOE, the for-loop in line 2 sets ℓ to 2 and thus, we
consider the set S2. Since 4 ∈ S3, we print s3 = 4 and set s3 to the next element in
S3, which is 5 and s2 gets the value EOE and afterwards we enumerate 5 from S3 and
then the algorithm terminates since all elements in S3 were printed and s3 = EOE.
The elements that were printed in output(1) belong to S1 \ (S2 ∪S3), the elements
that were printed in output(2) belong to S2 \S3 and the elements in output(3), that
were printed, belong to S3. Altogether, we enumerated the set S1 ∪ S2 ∪ S3.
We consider now the general case.
Proof of Lemma 9.1. Algorithm 15 shows how to enumerate the set S1∪S2∪· · ·∪Sm.
Correctness Every time we call output(ℓ), we print the element sℓ if and only if
there is no K ∈ {ℓ+ 1, · · · ,m} such that sℓ ∈ SK , i.e., sℓ /∈
⋃m
K=ℓ+1 SK . The fact
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Algorithm 15 Algorithm for enumerating S1 ∪ S2 ∪ · · · ∪ Sm.
1: For all i ∈ [m] let si be the first element of Si.
2: for ℓ = 1 to m do
3: while sℓ ̸= EOE do
4: output(ℓ)
5: print EOE
6:
7: procedure output(ℓ)
8: for K = ℓ+ 1 to m do
9: if sℓ ∈ SK then
10: Set sℓ to the successor element of sℓ in Sℓ
11: output(K)
12: return
13: print sℓ
14: Set sℓ to the successor element in Sℓ
that we initialise sℓ to the first element and then we set sℓ to its successor element
in every call of output(ℓ) and that the for and while loop at the beginning ensures
that we repeat the call output(ℓ) until sℓ = EOE for all ℓ ∈ [m], guarantees that we
consider every element in Sℓ exactly once. All in all, the elements that are printed in
the whole algorithm are
S1 \
(
m⋃
K=2
SK
)
∪ · · · ∪ Sm =
m⋃
ℓ=1
[
Sℓ \
(
m⋃
K=ℓ+1
SK
)]
=
m⋃
ℓ=1
Sℓ
To show that we enumerate the elements without repetition, let us assume for a con-
tradiction that there are ℓ1, ℓ2 ∈ [m] with ℓ1 < ℓ2 and an element s ∈ Sℓ1 ∩ Sℓ2 such
that s will be printed during a call of output(ℓ1) and a call of output(ℓ2). Since
s ∈ Sℓ2 and ℓ2 > ℓ1 this will not be print by a call of output(ℓ1). Furthermore, since
we enumerate the sets themselves without repetition, we enumerate the disjunction
without repetition.
Running time First of all, we show that every time we call output(ℓ) it holds that
sℓ ̸= EOE. If output(ℓ) will be called in line 4 this is guaranteed by the condition of
the while loop, and if it is called in line 11 there is a k < ℓ and an element s ∈ Sk such
that m ∈ Sℓ and s /∈ Sk+1 ∪ . . .∪Sℓ−1 (since otherwise the algorithm calls output(p)
[instead of output(ℓ)] for the smallest p ∈ {k + 1, . . . , ℓ − 1} with m ∈ Sp). The
number of times that the procedure output(ℓ) will be called in line 11 is at most
|(S1 ∪ · · · ∪ Sℓ−1) ∩ Sℓ| ⩽ |Sℓ| (since there must be an element sℓ ∈ Sℓ and a k ∈ [ℓ−1]
such that sℓ ∈ Sk \ (Sk+1 ∪ · · · ∪ Sℓ−1). In particular, every element in Sℓ will be
mentioned in S1 ∪ · · · ∪ Sℓ−1 once). Therefore sℓ ̸= EOE if it is called in line 11.
When we call output(ℓ), we either output an element or there is a K > ℓ such that
output(K) will be called. Since K ⩽ m, we need at most m steps until we output
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an element, after a call of output(ℓ). During the call, we have at most K − ℓ tests in
time O(tt) and we jump to the next element in a set in time O(td). Therefore, it takes
time O(m(td + tt)) after a call of the output procedure until we output an element.
By construction of the algorithm, we have O(m(td + tt)) delay.
Using Lemma 9.1 we obtain a proof for Theorem 3.11:
Proof of Theorem 3.11. Let Q = Q1 ∪ · · · ∪ Qm be the input query. Note that
||Qi|| ⩽ ||Q||. We store in parallel for every i ∈ [m] the data structure from Theorem 3.3
for the q-hierarchical query Qi on D0. Every time the database receives an update we
update the data structure for every i ∈ [m] using the update procedure from Theorem
3.3. This takes time O(m ·poly(Q)) = O(poly(Q)). To enumerate the result sets Qi(D)
use the enumeration algorithm from Theorem 3.3(b) to enumerate the tuples with delay
td = O(poly(Q)). Furthermore, with Theorem 3.3(a) we can test time tt = O(poly(Q)),
whether a tuple belongs to the result set Qi(D). Applying the enumeration and testing
routines to Lemma 9.1 we obtain an enumeration algorithm for Q(D) that enumerates
the tuples without repetition and with delay O(m(poly(Q) + poly(Q))) = O(poly(Q)).
This concludes the proof of Theorem 3.11.
9.2. Reporting the jth solution
In this section we identify a class of UCQs for which we can maintain the jth solution
problem under updates. Here we consider strongly exhaustively q-hierarchial queries.
Recall that a union of conjunctive queries
⋃
i∈[m]Qi is strongly exhaustively q-
hierarchial if there is a q-hierarchical query Q′ with Q′(D) =
⋂
i∈[m]Qi(D) for all
σ-dbs D.
Let Q = Q1 ∪ · · · ∪ Qm be an arbitrary strongly exhaustively q-hierarchial union
of conjunctive queries.
In the following Theorem 3.12 is restated.
Theorem 3.12. There is a dynamic algorithm that receives a strongly exhaustively
q-hierarchial k-ary UCQ Q and a σ-db D0 of size ||D0||, and computes within prepro-
cessing time exp(Q) · O(||D0|| log(||D0||)) a data structure that can be updated in time
exp(Q) ·O(log(||D||)) and allows the following:
(a) enumerate the tuples in Q(D) with delay poly(Q) and
(b) upon input of an arbitrary number j, take time exp(Q)·O(log(||D||)) to immediately
output the jth tuple that the enumeration procedure of (a) would output,
where D is the current database.
To prove Theorem 3.12 we use the following lemma that enables to output the jth
solution when using the algorithm from Lemma 9.1.
Lemma 9.3. Let X be a set and let S1, . . . , Sm be m subsets of X and for all ∅ ̸=
I ⊆ [m] let SI :=
⋂
i∈I Si. Assume that for all ∅ ̸= I ⊆ [m] we have the following
algorithms available.
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(a) An algorithm AIenum that enumerates elements in SI with delay td in lexicographical
order and
(b) an algorithm AIcount that outputs the number |SI | in time tc and
(c) an algorithm AItest that upon input of an element x ∈ X tests in time tt if x ∈ SI
and
(d) an algorithm AIjth that upon input of a number j ∈ N returns the jth element in SI
that the algorithm AIenum will output in time tj if it exists or a OutOfRange-message
otherwise and
(e) an algorithm AIjth-rev that upon input of an element a ∈ SI outputs the number j in
time tjr such that a is the jth element algorithm A
I
enum will output and
(f) an algorithm AIlex that upon input of an element x ∈ X outputs in time tl the
element max{a : a ∈ SI , a ⩽ x} if it exists or a SmallerThanMinimum message
otherwise.
Then, there is an algorithm that upon input of a number j ∈ N outputs the jth ele-
ment that the algorithm in Lemma 9.1 for enumerating S1 ∪ · · · ∪ Sm, by applying the
enumeration algorithms A
{i}
enum and testing algorithms A
{i}
test for all i ∈ [m], will output if
j ⩽ |S1 ∪ · · · ∪ Sm| or output an OutOfRange-message otherwise. The algorithm takes
time O
(
m22m(tj + tl + tjr + tc) + n(tt + tj)
)
.
The jth step is the fragment of Algorithm 15 that enumerates the jth element. To
be precise, the jth step starts, when we start the output(ℓ) procedure in line 4 in
Algorithm 15 that ends by printing the jth element.
To prove Lemma 9.3, we try to simulate the jth step of Algorithm 15, i.e., the
fragment of the algorithm that enumerates the jth element. To do this, we need to
compute the current elements si for all i ∈ [m] and the current number ℓ ∈ [m] in
Algorithm 15 before the jth step starts.
To compute these elements we define for all k ∈ [m] and j ∈ N numbers Pk(j) such
that the following holds. The elements sk (this is the current element of the set Sk in
Algorithm 15) is set to the (Pk(j)+1)th element in Sk for all k ∈ [m] when the jth step
starts. In particular, the number of elements in Sk we have already considered, i.e.,
printed or skipped is Pk(j). Note that the element sk, i.e., the (Pk(j)+1)th element of
Sk, was neither printed nor skipped. See Figure 9.1 for an illustration of the numbers
Pk(j) when the jth step starts. We will later describe how to compute the number
Pk(j). To determine the number ℓ in the for-loop in line 2 in Algorithm 15 we use the
number j in the following way. For all i ∈ [j] one has to check if |S1 ∪ · · · ∪ Si−1| < j ⩽
|S1 ∪ · · · ∪ Sk|. The number i for which this condition holds true is the sought number
for ℓ. The set Sℓ is the current set which is considered since already |S1 ∪ · · · ∪ Sℓ−1|
elements were printed by the algorithm and, in particular, all elements in S1∪· · ·∪Sℓ−1
were either printed or skipped by the algorithm, but not all elements in Sℓ.
The algorithm that simulates the jth step of Algorithm 15 is given in Algorithm 16.
We will later describe how to implement the lines of Algorithm 15.
137
9. Answering unions of conjunctive queries under updates
Figure 9.1.: Illustration of how the numbers Pk(j) are set at the beginning of the jth
step (for the special case where ℓ = 1).
S1: · · · · · ·
s1
P1(j) + 1
first P1(j) elements
S2: · · · · · ·
s2
P2(j) + 1
first P2(j) elements
...
...
Sm: · · · · · ·
sm
Pm(j) + 1
first Pm(j) elements
Algorithm 16 Algorithm to output the jth element of S1 ∪ · · · ∪ Sm.
1: Input: j ∈ N.
2: if j > |S1 ∪ · · · ∪ Sm| then
3: Output OutOfRange-message
4: Let ℓ be the number such that |S1 ∪ · · · ∪ Sℓ−1| < j ⩽ |S1 ∪ · · · ∪ Sℓ|.
5: Let a be the (Pℓ(j)+1)th element of Sℓ.
6: Let k := ℓ.
7: while there is a K > k such that a ∈ SK do
8: k := min {K : K > k and a ∈ SK}
9: Let a be the (Pk(j)+1)th element of Sk.
10: Output a
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In the jth step, we iterate over the elements in Sℓ and therefore we consider
the (Pℓ(j)+1)th element of Sℓ. (Note that by definition of ℓ we have Pℓ(j) + 1 ⩽
|S1 ∪ · · · ∪ Sℓ|.) This is the ℓ of the first for-loop in Algorithm 15 when enumerating
the jth element. Then, the enumeration algorithm checks (in the Output procedure
in Algorithm 15) for k ∈ {ℓ+ 1, · · · ,m} in ascending order if a ∈ Sk holds. If we
find such a k, we jump to the next element in Sk that was not output or skipped
by the enumeration algorithm. This is exactly the (Pk(j)+1)th element of Sk. The
enumeration algorithm repeats this until we cannot find an element that appears in a
set with a higher index. This is exactly the element that is output by Algorithm 16
upon input of the number j.
The hard part is to compute the numbers Pk(j). We will use the following notation.
For all k ∈ [m] let aPk(j) be the Pk(j)th element in the enumeration of Sk. Furthermore,
let
S˜k :=
{
{s ∈ Sk : s ⩽ aPk(j)} if k ⩾ ℓ
Sk otherwise
.
In other words: S˜k is the set of the elements in Sk that Algorithm 15 already printed
or skipped until it started the jth step. Before we go into detail for the general case
let us consider the following example.
Example 9.4. Recall Example 9.2. Our aim is now to output the 3rd element. Algo-
rithm 16 sets ℓ = 1 and since we iterate over the elements in S1, we have to consider
the 3rd element in S1, i.e., P1(j) = j = 3. We consider 5 which is the 3rd element
in S1 and since 5 ∈ S3 we jump to the set S3. Now we count how often we jumped
to Output(3) during the enumeration of the first two elements. There are two cases
why this could happen. The first case is that there is an element a in S˜1 (one of the
elements in S1 we already considered) which appears in S3 but not in S2. Note that
if a appeared in S2 we would first jump to output(2) and not to S3. This is exactly
the case when considering 5 ∈ S1 in Example 9.2. The case can be written as follows.
There is an element a ∈ (S˜1 \ S2)∩ S3. The second case is that there is an element in
S2, which we already considered, that also appears in S3, i.e., there is an element in
the set S˜2 ∩ S3. All in all, we can express the number P3(j) as
P3(j) =
⏐⏐⏐((S˜1 \ S2) ∩ S3) ∪ (S˜2 ∩ S3)⏐⏐⏐
(⋆)
=
⏐⏐⏐(S˜1 \ S2) ∩ S3⏐⏐⏐+ ⏐⏐⏐S˜2 ∩ S3⏐⏐⏐
(⋆⋆)
=
⏐⏐⏐(S˜1 ∩ S3) \ (S˜1 ∩ S2 ∩ S3)⏐⏐⏐+ ⏐⏐⏐S˜2 ∩ S3⏐⏐⏐
(⋆⋆⋆)
=
⏐⏐⏐S˜1 ∩ S3⏐⏐⏐− ⏐⏐⏐S˜1 ∩ S2 ∩ S3⏐⏐⏐+ ⏐⏐⏐S˜2 ∩ S3⏐⏐⏐
Equation (⋆) follows from the fact that the unions are disjoint, equation (⋆⋆) by the de
Morgan’s law and (⋆⋆⋆) from the fact that (S˜1 ∩ S2 ∩ S3) is a subset of (S˜1 ∩ S3).
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It remains to show how to compute these cardinalities. In the following we show
how to compute the number
⏐⏐⏐(S˜1 ∩ S2 ∩ S3)⏐⏐⏐. Suppose that we know the number P1(j).
Then, we use algorithm A
{1}
jth to compute the P1(j)th element a of S1. Then, us-
ing algorithm A
{1,2,3}
lex we compute the maximum element b ∈ (S˜1 ∩ S2 ∩ S3) which
is lexicographically smaller than or equal to a. If such an element does not exist,⏐⏐⏐(S˜1 ∩ S2 ∩ S3)⏐⏐⏐ = 0. Otherwise, we obtain the number ⏐⏐⏐(S˜1 ∩ S2 ∩ S3)⏐⏐⏐ by applying
A
{1,2,3}
jth-rev upon input of b. This is the number of elements in S1∩S2∩S3 that are smaller
than the current s1 value (the P1(j)th element in S1) . The number
⏐⏐⏐S˜2 ∩ S3⏐⏐⏐ can be
computed by a similar way and the cardinality of S2 ∩ S3 can simply be determined by
using the A
{2,3}
count algorithm.
We consider now the general case. To compute the number Pk(j) it is necessary to
have the Pi(j) value available for all i < k. Hence, we compute the number Pi(j) in
ascending order, i.e., for i = 1, 2, . . . , k. In the following it is described how to obtain
a formula to compute the number Pj(k) for k > ℓ. We have to count the number of
elements in Sk we have jumped to, when considering the previous elements. An element
in Sk will only be considered if there is an u ⩽ k such that there is an element a ∈ Su
which also appears in Sk but not in Su+1 ∪ · · · ∪ Sk−1 (since otherwise the output
operation would jump to the corresponding set Sq with q ∈ {u+ 1, . . . , k − 1}). In
other words, there is an i < k such that there is an element a ∈ (Su \
⋃k−1
j=u+1 Sj)∩Sk.
To describe the number Pk(j) one has to count the number of element for which the
conditions above holds. Therefore, we obtain for k > ℓ the following
Pk(j) =
⏐⏐⏐⏐⏐
k−1⋃
u=1
(
S˜u \
k−1⋃
i=u+1
Si
)
∩ Sk
⏐⏐⏐⏐⏐ . (9.1)
By using some transformations of the formula above, we obtain the following for-
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mula.
Pk(j) =
⏐⏐⏐⏐⏐
k−1⋃
u=1
(
S˜u \
k−1⋃
i=u+1
Si
)
∩ Sk
⏐⏐⏐⏐⏐ (9.2)
=
⏐⏐⏐⏐⏐
k−1⋃
u=1
(
(S˜u ∩ Sk) \
(
k−1⋃
i=u+1
Si ∩ S˜u ∩ Sk
))⏐⏐⏐⏐⏐ (9.3)
(⋆)
=
k−1∑
u=1
⏐⏐⏐⏐⏐(S˜u ∩ Sk) \
(
k−1⋃
i=u+1
Si ∩ S˜u ∩ Sk
)⏐⏐⏐⏐⏐ (9.4)
(⋆⋆)
=
k−1∑
u=1
(⏐⏐⏐S˜u ∩ Sk⏐⏐⏐−
⏐⏐⏐⏐⏐
k−1⋃
i=u+1
Si ∩ S˜u ∩ Sk
⏐⏐⏐⏐⏐
)
(9.5)
(⋆⋆⋆)
=
k−1∑
u=1
⎛⎝⏐⏐⏐S˜u ∩ Sk⏐⏐⏐− ∑
∅̸=I⊆{u+1,...,k−1}
(−1)|I|−1
⏐⏐⏐⏐⏐⋂
i∈I
Si ∩ S˜u ∩ Sk
⏐⏐⏐⏐⏐
⎞⎠ (9.6)
=
k−1∑
u=1
⎛⎝⏐⏐⏐S˜u ∩ Sk⏐⏐⏐+ ∑
∅̸=I⊆[k−1]\[u]
(−1)|I|
⏐⏐⏐⏐⏐⋂
i∈I
Si ∩ S˜u ∩ Sk
⏐⏐⏐⏐⏐
⎞⎠ (9.7)
The equation (⋆) follows from the fact that the unions are disjoint and (⋆⋆) from
the fact that set
⋃k−1
i=u+1 Si ∩ S˜u ∩ Sk is a subset of (S˜u ∩ Sk). In (⋆⋆⋆) we used the
inclusion-exclusion principle (see Equation 2.2).
Claim 9.5. Let ℓ be the number such that |S1 ∪ · · · ∪ Sℓ−1| < j ⩽ |S1 ∪ · · · ∪ Sℓ|.
Then, the following holds.
•
Pℓ(j) = j −
∑
∅̸=I⊆[ℓ]
(−1)|I|+1
⏐⏐⏐⏐⏐⋂
i∈I
Si
⏐⏐⏐⏐⏐ (9.8)
and
• for all k > ℓ we have
Pk(j) =
k−1∑
u=1
⎛⎝⏐⏐⏐S˜u ∩ Sk⏐⏐⏐+ ∑
∅̸=I⊆[k−1]\[u]
(−1)|I|
⏐⏐⏐⏐⏐⋂
i∈I
Si ∩ S˜u ∩ Sk
⏐⏐⏐⏐⏐
⎞⎠ . (9.9)
Proof. The case for Pk(j) with k ∈ [m] \ [ℓ] follows immediately from Equation (9.7).
Sℓ is the set which is iterated during the jth step. The number j− |S1 ∪ · · · ∪ Sℓ−1|
is the number of elements we have to consider in Sℓ until we reach the jth element in
S1 ∪ · · · ∪ Sℓ, after the elements in |S1 ∪ · · · ∪ Sℓ−1| were enumerated. The number of
elements in Sℓ we considered until we enumerated the elements in S1 ∪ · · · ∪ Sℓ−1 is⏐⏐⏐(⋃ℓ−1u=1 Su \⋃ℓ−1i=u+1 Si) ∩ Sℓ⏐⏐⏐.
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In summary, the number Pℓ(j) can be determined as follows.
Pℓ(j) = j − |S1 ∪ · · · ∪ Sℓ−1|+
⏐⏐⏐⏐⏐
(
ℓ−1⋃
u=1
Su \
ℓ−1⋃
i=u+1
Si
)
∩ Sℓ
⏐⏐⏐⏐⏐
= j −
∑
∅̸=I⊆[ℓ−1]
(−1)|I|+1
⏐⏐⏐⏐⏐⋂
i∈I
Si
⏐⏐⏐⏐⏐ +
⏐⏐⏐⏐⏐
(
ℓ−1⋃
u=1
[Su ∩ Sℓ] \
ℓ−1⋃
i=u+1
[Si ∩ Sℓ ∩ Su]
)⏐⏐⏐⏐⏐
(⋆)
= j −
∑
∅̸=I⊆[ℓ−1]
(−1)|I|+1
⏐⏐⏐⏐⏐⋂
i∈I
Si
⏐⏐⏐⏐⏐ +
ℓ−1∑
u=1
⏐⏐⏐⏐⏐
(
[Su ∩ Sℓ] \
ℓ−1⋃
i=u+1
[Si ∩ Sℓ ∩ Su]
)⏐⏐⏐⏐⏐
(⋆⋆)
= j −
∑
∅̸=I⊆[ℓ−1]
(−1)|I|+1
⏐⏐⏐⏐⏐⋂
i∈I
Si
⏐⏐⏐⏐⏐ +
ℓ−1∑
u=1
|Su ∩ Sℓ| −
⏐⏐⏐⏐⏐
ℓ−1⋃
i=u+1
[Si ∩ Sℓ ∩ Su]
⏐⏐⏐⏐⏐
(⋆⋆⋆)
= j −
∑
∅̸=I⊆[ℓ−1]
(−1)|I|+1
⏐⏐⏐⏐⏐⋂
i∈I
Si
⏐⏐⏐⏐⏐ +
ℓ−1∑
u=1
|Su ∩ Sℓ|
−
∑
∅̸=I⊆[ℓ−1]
(−1)|I+1|
⏐⏐⏐⏐⏐⋂
i∈I
Si ∩ Sℓ ∩ Su
⏐⏐⏐⏐⏐
The equation (⋆) follows from the fact that the unions are disjoint and (⋆⋆) from
the fact that set
⋃k−1
i=u+1 Si ∩ Sℓ ∩ Su is a subset of (Sℓ ∩ Su). In (⋆⋆⋆) we used the
inclusion-exclusion principle (see Equation 2.2).
To avoid notational clutter, we define for every non-empty set I ⊆ [m] the following
set.
SI :=
⋂
i∈I
Si
We obtain the numbers |SI | from AIcount in time tc. Since we compute the numbers
|SI | for all ∅ ≠ I ⊆ [ℓ] it takes time 2ℓtc to compute Pℓ(j).
To compute Pk(j) for all k > ℓ we use the formula from Claim 9.5. To compute
the cardinality of sets of the form
⏐⏐⏐⋂i∈I Si ∩ S˜u⏐⏐⏐ for u ∈ [m] and I ⊆ [m] we do the
following. If Si is of the form S˜i = Si, we simply use algorithm A
I∪{u}
count . In the other
case, we use Algorithm 17.
Let a1, . . . , aPu(j) be the first Pu(j) elements of Su enumerated by A
{u}
enum. In partic-
ular, we have a1 < . . . < aPu(j). Note that⋂
i∈I
Si ∩ S˜u =
{
c ∈ {a1, . . . , aPu(j)} : c ∈ SI}
Clearly, by definition of SI ∩ S˜u all elements in the set are smaller than or equal to
aPu(j). Then, for b in line 2 of Algorithm 17 we have
b = max
{
c ∈ {a1, . . . , aPu(j)} : c ∈ SI}
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Algorithm 17 Algorithm for computing
⏐⏐⏐⋂i∈I Si ∩ S˜u⏐⏐⏐.
1: Use A
{u}
jth to get the Pu(j)th element of Su. Let aPu(j) be the element.
2: Use A
I∪{u}
lex to get b, the maximum element in SI∪{u} which is smaller than (or
equal to) aPu(j).
3: if b == SmallerThanMinimum then
4: return 0
5: Use A
I∪{u}
jth−rev to get the number jˆ, such that b is the jˆth element in the enumeration
of SI∪{u}
6: return jˆ
If such an element does not exists,
⏐⏐⏐Si ∩ S˜u⏐⏐⏐ = 0. Since AI∪{u}enum enumerates the
elements in lexicographical order, the number we obtain in A
I∪{u}
jth−rev is equal to the
cardinality of SI ∩ S˜u (since we enumerate all elements in c ∈
{
a1, . . . , aPu(j)
}
with
c ∈ SI until b will be enumerated).
Algorithm 17 takes time O(tj + tl + tjr) to compute cardinalities of sets of the
form
⋂
i∈I Si ∩ S˜u. The number of sets of such a form in the formula of Pu(j) (see
Equation 9.8 and 9.9) is at most (k − 1)2k−1. All in all, the algorithm takes time
O((k − 1)2k−1(tj + tl + tjr + tc).
To execute Algorithm 16, we have to compute Pk(j) for all k ∈ {ℓ, . . . , n}. Therefore,
it takes time at most O(m(m− 1)2m−1(tj + tl+ tjr + tc)) to compute all these values.
In summary, Algorithm 16 takes time
O(m(m− 1)2m−1(tj + tl + tjr + tc)  
compute Pk(j) for all k∈[m]\[ℓ]
+m2mtc  
line 4
+ tj
line 5
+m(tt + tj)  
while-loop
)
= O(m22m(tj + tl + tjr + tc) +m(tt + tj))
This concludes the proof of Lemma 9.3 .
In the remainder of this section we will prove Theorem 3.12 where we apply Theorem
3.9 on Lemma 9.1 and 9.3.
To use Theorem 3.9 on Lemma 9.1, we will show that for a strongly exhaustively
q-hierarchial query
⋃m
i=1Qi it holds that for every ∅ ̸= I ⊆ [m] the query QI that
expresses that
QI(D) =
⋂
i∈I
Qi(D) for all σ-dbs D
is also q-hierarchical. This fact follows from the following claim
Claim 9.6. Let the query
Q := {(x1, . . . , xk, b1, . . . , bℓ) : ∃y1 · · · ∃yℓR1z1 ∧ · · · ∧Rmzm}
be a q-hierarchical query. Then, the query
Q′ :=
{
(xi1 , . . . , xik′ , bu1 , . . . , buℓ′ ) : ∃yj1 · · · ∃yjℓ′R1z1 ∧ · · · ∧Rm−1zm−1
}
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where
• {xi1 , . . . , xik′} = {x1, . . . , xk} ∩ ⋃M∈[m−1] {z : z is in zM} and
• {yj1 , . . . , yjℓ′} = {y1, . . . , yℓ} ∩ ⋃M∈[m−1] {z : z is in zM} and
• {bu1 , . . . , buℓ′} = {b1, . . . , bℓ} ∩ ⋃M∈[m−1] {z : z is in zM} and
let T be a q-tree of Q and T ′ be the induced subtree of T on vars(Q′). Then, T ′ is a
q-tree for Q′. In particular, Q′ is q-hierarchical.
In particular, we obtain the query QI by removing atoms from the query Q[m].
Before we prove Claim 9.6 we show how to use the fact to apply Theorem 3.9 on
Lemma 9.1 and 9.3 to obtain proof for Theorem 3.12.
Proof for Theorem 3.12. We use in parallel for every ∅ ̸= I ⊆ [m] the data structures
DI from Theorem 3.9 for QI and D.
Whenever the database receives an update, we update the data structures DI in
time poly(Q) · O(log(||D||)) for all ∅ ̸= I ⊆ [m]. All in all, this can be done in time
exp(Q) ·O(log(||D||)).
From Theorem 3.9 we have for all ∅ ̸= I ⊆ [m] corresponding algorithms available
(obtained from the assumption of Lemma 9.3). For all ∅ ≠ I ⊆ [m] the algorithm AIenum
has delay td = O(poly(Q)) (see Theorem 3.9(b)), A
I
count can be done in time tc = O(1)
(see Theorem 3.9(a)) , AItest can be done in time tt = O(poly(Q)) (see Theorem 3.9(c),
AIjth can be done in time tj = poly(Q) ·O(log(||D||)) (see Theorem 3.9(e)),
AIjth-rev can be done in time tjr = poly(Q) ·O(log(||D||)) (see Theorem 3.9(f)),
AIlex can be done in time tl = poly(Q) (see Theorem 3.9(d)).
To enumerate the tuples in
⋃m
i=1Qi(D), we use the enumeration algorithm from
Lemma 9.1 with the enumeration algorithms A
{i}
enum and testing algorithms A
{i}
test for all
i ∈ [m]. Clearly, the tuples can be enumerated with delay poly(Q).
Furthermore, we can apply Lemma 9.3 to obtain an algorithm that upon input of a
number j ∈ N outputs the tuple a ∈ ⋃mi=1Qi such that a will be the jth tuple in the
enumeration in time exp(Q)O(log(||D||)).
This concludes the proof of Theorem 3.12.
In the remainder of this section we prove Claim 9.6:
Proof of Claim 9.6. We have to show that the following conditions holds:
(1) for all atoms ψ in Q′ the set vars(ψ) forms a directed path in T ′ that starts from
the root and
(2) if free(Q′) ̸= ∅, then free(Q′) is a connected subset in T ′ that contains the root.
Let ψ be an arbitrary atom in Q′. Clearly, since ψ is an atom in Q and Q is q-
hierarchical, the set vars(ψ) forms a directed path in T (and since vars(ψ) ⊆ vars(Q′),
in particular, in T ′) that starts from the root. Therefore, Condition (1) holds.
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To show that Condition (2) holds, we assume for contradiction that there are (at
least) two connected components in free(Q′) in T ′. Let the free variables z1 and z2
be arbitrary variables of the connected components. Since z1, z2 ∈ V (T ′) = vars(Q′),
there are M,M ′ ∈ [m − 1] such that z1 is in zM and z2 is in zM ′ . Since Q is q-
hierarchical there is a path in T (and in T ′) from the root to z1 and from the root to z2
that only use free variables. These paths only contain variables in ({z : z is in zM} ∩
free(Q′))∪ ({z : z is in zM ′}∩ free(Q′)). In particular there is a path from the root to
z1 and a path from the root to z2 and therefore, z1 and z2 do not belong to different
connected components.
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Part II.
Answering FO+MOD Queries
under Updates on Bounded
Degree Databases
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10. Further preliminaries and main
results in Part II
This part of the thesis is based on [20]. Here, we consider the task of answering
FO+MOD queries under updates on bounded degree databases.
In this section we start with further preliminaries that are necessary for this part.
Then the second part’s main result is given and at the end the organization of this
part is given.
Gaifman graph. The Gaifman graph of a σ-db D is the undirected simple graph
GD = (V,E) with vertex set V := adom(D), where there is an edge between vertices
u and v whenever u ̸= v and there are R ∈ σ and (a1, . . . , aar(R)) ∈ RD such that
u, v ∈ {a1, . . . , aar(R)}. A σ-db D is called connected if its Gaifman graph GD is
connected; the connected components of D are the connected components of GD. The
degree of a database D is the degree of its Gaifman graph GD, i.e., the maximum
number of neighbours of a node of GD.
Throughout this part of the thesis we fix a number d ∈ N and restrict attention to
d-bounded databases, i.e., to databases of degree at most d.
Further notes for updates. Note that update commands may change the data-
base’s degree. In this part of this thesis, we restrict attention to databases of degree
at most d. Therefore, when applying an insertion command to a σ-db D of degree
⩽ d, the command is carried out only if the resulting database D′ still has degree ⩽ d;
otherwise D remains unchanged and instead of carrying out the insertion command,
an error message is returned.
Queries. We fix a countably infinite set var of variables. In this part of the thesis, we
consider the extension FO+MOD of first-order logic FO with modulo-counting quanti-
fiers. For a fixed schema σ, the set FO+MOD[σ] is built from atomic formulas of the
form x1=x2 and R(x1, . . . , xar(R)), for R ∈ σ and variables x1, x2, . . . , xar(R) ∈ var,
and is closed under Boolean connectives ¬, ∧, existential first-order quantifiers ∃x, and
modulo-counting quantifiers ∃imodm x, for a variable x ∈ var and integers i,m ∈ N
with m ⩾ 2 and i < m. The intuitive meaning of a formula of the form ∃imodm xψ
is that the number of witnesses x that satisfy ψ is congruent i modulo m. Note that
FO+MOD is strictly more expressive than first-order logic without counting quanti-
fiers, since it can express that the number of elements in a unary relation is even,
which is not possible to express in FO (cf., e.g., [72]). As usual, ∀x, ∨, →, ↔ will
be used as abbreviations when constructing formulas. It will be convenient to add
the quantifiers ∃⩾mx, for m ∈ N⩾1; a formula of the form ∃⩾mxψ expresses that the
number of witnesses x which satisfy ψ is ⩾ m. Though these quantifiers allow more
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succinct definitions, we will treat them as syntactic sugar since they do not increase
the expressive power of FO+MOD.
The quantifier rank qr(φ) of a FO+MOD-formula φ is the maximum nesting depth
of quantifiers that occur in φ. By free(φ) we denote the set of all free variables of φ,
i.e., all variables x that have at least one occurrence in φ that is not within a quantifier
of the form ∃x, ∃⩾mx, or ∃imodm x. A sentence is a formula φ with free(φ) = ∅.
An assignment for φ is a partial mapping α from var to dom, where free(φ) ⊆
dom(α). We write (D,α) |= φ to indicate that φ is satisfied when evaluated in D
with respect to active domain semantics while interpreting every free occurrence of
a variable x with the constant α(x). Recall from [2] that “active domain seman-
tics” means that quantifiers are evaluated with respect to the database’s active do-
main. In particular, (D,α) |= ∃xψ if and only if there exists an a ∈ adom(D) such
that (D,α ax ) |= ψ, where α ax is the assignment α′ with α′(x) = a and α′(y) =
α(y) for all y ∈ dom(α) \ {x}. Accordingly, (D,α) |= ∃⩾mx ψ if and only if⏐⏐ { a ∈ adom(D) : (D,α ax ) |= ψ } ⏐⏐ ⩾ m, and (D,α) |= ∃imodm x ψ if and only
if
⏐⏐ { a ∈ adom(D) : (D,α ax ) |= ψ } ⏐⏐ ≡ i mod m .
A k-ary FO+MOD query of schema σ is of the form Q(x1, . . . , xk) where k ∈ N,
Q ∈ FO+MOD[σ], and free(Q) ⊆ {x1, . . . , xk}. We will often assume that the tuple
(x1, . . . , xk) is clear from the context and simply write Q instead of Q(x1, . . . , xk)
and
(
D, (a1, . . . , ak)
) |= Q instead of (D, a1,...,akx1,...,xk ) |= Q, where a1,...,akx1,...,xk denotes the
assignment α with α(xi) = ai for all i ∈ [k]. When evaluated in a σ-db D, the k-ary
query Q(x1, . . . , xk) yields the k-ary relation
Q(D) :=
{
(a1, . . . , ak) ∈ adom(D)k :
(
D, a1,...,akx1,...,xk
) |= Q} .
Boolean queries are k-ary queries with k = 0. As usual, for Boolean queries we will
write Q(D) = no instead of Q(D) = ∅, and Q(D) = yes instead of Q(D) ̸= ∅; and we
write D |= Q to indicate that (D,α) |= Q for any assignment α.
Sizes and Cardinalities of Queries. The size ||σ|| of a schema σ is the sum
of the arities of its relation symbols. The size ||Q|| of an FO+MOD query Q of
schema σ is the length of Q when viewed as a word over the alphabet σ ∪ var ∪
N ∪ {=,∧,¬,∃,mod,⩾, (, )} ∪ {, }. For a k-ary query Q(x1, . . . , xk) and a σ-db D, the
cardinality of the query result is the number |Q(D)| of tuples in Q(D). The cardinality
|D| of a σ-db D is defined as the number of tuples stored in D, i.e., |D| :=∑R∈σ |RD|.
The size ||D|| of D is defined as ||σ||+ |adom(D)|+∑R∈σ ar(R)·|RD| and corresponds
to the size of a reasonable encoding of D. Throughout this part of the thesis we let
f(Q, d) stand for a function of the form
f(Q, d) = 2d
2O(||Q||)
. (10.1)
For our purposes it will be convenient to assume that dom = N⩾1.
Our algorithms in this part will take as input a k-ary FO+MOD-query Q(x1, . . . , xk),
a parameter d, and an initial σ-db D0 of degree ⩽ d.
Hanf Normal Form for FO+MOD. Our algorithms for evaluating FO+MOD
queries rely on a decomposition of FO+MOD queries into Hanf normal form. To
describe this normal form, we need some more notation.
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Two formulas φ and ψ of schema σ are called d-equivalent (in symbols: φ ≡d ψ)
if for all σ-dbs D of degree ⩽ d and all assignments α for φ and ψ in D we have
(D,α) |= φ ⇐⇒ (D,α) |= ψ.
For a σ-db D and a set A ⊆ adom(D) we write D[A] to denote the restriction of D
to the domain A, i.e., RD[A] =
{
a ∈ RD : a ∈ Aar(R)}, for all R ∈ σ. For two σ-dbs
D and D′, an isomorphism π : D → D′ is a bijection from adom(D) to adom(D′) with
(b1, . . . , br) ∈ RD ⇐⇒ (π(b1), . . . , π(br)) ∈ RD′ for all R ∈ σ, for r := ar(R), and
for all b1, . . . , br ∈ adom(D). For two k-tuples a = (a1, . . . , ak) and a′ = (a′1, . . . , a′k)
of elements in adom(D) and adom(D′), resp., we write
(
D, a
) ∼= (D′, a′) to indicate
that there is an isomorphism π from D to D′ that maps ai to a′i for all i ∈ [k].
The distance distD(a, b) between two elements a, b ∈ adom(D) is the minimal length
(i.e., the number of edges) of a path from a to b in D’s Gaifman graph GD (if no such
path exists, we let distD(a, b) = ∞; note that distD(a, a) = 0). For r ⩾ 0 and
a ∈ adom(D), the r-ball around a in D is the set
NDr (a) :=
{
b ∈ adom(D) : distD(a, b) ⩽ r
}
.
For a σ-db D and a tuple a = (a1, . . . , ak) we let N
D
r (a) :=
⋃
i∈[k]N
D
r (ai). The
r-neighbourhood around a in D is defined as the σ-db NDr (a) := D[NDr (a)]. For
r ⩾ 0 and k ⩾ 1, a type τ (over σ) with k centres and radius r (for short: r-type with k
centres) is of the form (T, t), where T is a σ-db, t ∈ adom(T )k, and adom(T ) = NTr (t).
The elements in t are called the centres of τ . For a tuple a ∈ adom(D)k, the r-type of
a in D is defined as the r-type with k centres
(NDr (a), a).
For a given r-type with k centres τ = (T, t) it is straightforward to construct a first-
order formula sphτ (x) (depending on r and τ) with k free variables x = (x1, . . . , xk)
which expresses that the r-type of x is isomorphic to τ , i.e., for every σ-db D and all
a = (a1, . . . , ak) ∈ adom(D)k we have(
D, a
) |= sphτ (x) ⇐⇒ (NDr (a), a) ∼= (T, t).
The formula sphτ (x) is called a sphere-formula (over σ and x); the numbers r and k
are called locality radius and arity, resp., of the sphere-formula.
A Hanf-sentence (over σ) is a sentence of the form
∃⩾mx sphτ (x) or ∃imodm x sphτ (x) ,
where τ is an r-type (over σ) with 1 centre, for some r ⩾ 0. The number r is called
locality radius of the Hanf-sentence. A formula in Hanf normal form (over σ) is a
Boolean combination1 of sphere-formulas and Hanf-sentences (over σ). The locality
radius of a formula ψ in Hanf normal form is the maximum of the locality radii of the
Hanf-sentences and the sphere-formulas that occur in ψ. The formula is d-bounded if
all types τ that occur in sphere-formulas or Hanf-sentences of ψ are d-bounded, i.e.,
T is of degree ⩽ d, where τ = (T, t). Our query evaluation algorithms for FO+MOD
rely on the following result by Heimberg, Kuske, and Schweikardt [55].
1Throughout this thesis, whenever we speak of Boolean combinations we mean finite Boolean com-
binations.
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Theorem 10.1 ([55]). There is an algorithm which receives as input a degree bound
d ∈ N and an FO+MOD[σ]-formula φ, and constructs a d-equivalent formula ψ in
Hanf normal form (over σ) with the same free variables as φ. For any d ⩾ 2, the
formula ψ is d-bounded and has locality radius ⩽ 4qr(φ), and the algorithm’s runtime
is 2d
2O(||φ||+||σ||)
.
The first step of all our query evaluation algorithms is to use Theorem 10.1 to
transform a given query Q(x) into a d-equivalent query ψ(x) in Hanf normal form.
The following lemma summarises standard facts, that we will apply at several places
throughout Part II to evaluate the sphere-formulas that occur in ψ.
Lemma 10.2. Let d ⩾ 2 and let D be a σ-db of degree ⩽ d. Let r ⩾ 0, k ⩾ 1, and
a = (a1, . . . , ak) ∈ adom(D)k.
(a)
⏐⏐NDr (a)⏐⏐ ⩽ k∑ri=0 di ⩽ kdr+1.
(b) Given D and a, the r-neighbourhood NDr (a) can be computed in time
(
kdr+1
)O(||σ||)
.
(c) NDr (a1, a2) is connected if and only if distD(a1, a2) ⩽ 2r+1.
(d) If NDr (a) is connected, then NDr (a) ⊆ NDr+(k−1)(2r+1)(ai), for all i ∈ [k].
(e) Let D′ be a σ-db of degree ⩽ d and let b = (b1, . . . , bk) ∈ adom(D′)k. It can be
tested in time (kdr+1)O(||σ||+kd
r+1) ⩽ 2O(||σ||k2d2r+2) whether
(NDr (a), a) ∼=(ND′r (b), b).
Proof. Parts (a)–(d) are straightforward. Concerning Part (e), a brute-force approach
is to loop through all mappings from NDr (a) to N
D′
r (b) that map ai to bi for every
i ∈ [k] and check whether this mapping is an isomorphism. Each such check can
be accomplished in time nO(||σ||) for n := kdr+1, and the number of mappings that
have to be checked is ⩽ nn. Thus, the isomorphism test is accomplished in time
nO(n+||σ||) = (kdr+1)O(||σ||+kd
r+1).
The time bound stated in part (e) of Lemma 10.2 is obtained by a brute-force
approach. When using Luks’ polynomial time isomorphism test for bounded degree
graphs [75], the time bound of Lemma 10.2(e) can be improved to
(
kdr+1
)poly(d||σ||)
.
However, the asymptotic overall runtime of our algorithms for evaluating FO+MOD-
queries won’t improve when using Luks’ algorithm instead of the brute-force isomor-
phism test of Lemma 10.2(e).
Main Results. The aim of this part is to show the following:
On input of an initial database D0, and a degree bound d, and a FO+MOD-query
Q we can construct in a linear time f(||Q||, d)||D|| preprocessing phase a data structure
that can be updated in time f(||Q||, d) and allows to
• immediately answer Q on D if Q is a Boolean query (Theorem 11.1),
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• test for a given tuple whether if belongs to the result set in time O(k2) (Theorem
12.5),
• immediately output the number of tuples in the result set Q(D) (Theorem 12.11),
• enumerate the tuples in the result set Q(D) with delay O(k2) (Theorem 12.14),
and
• enumerate the tuples in Q(D−) \Q(D+) and Q(D+) \Q(D−) with delay O(k2),
where D− and D+ denote the database before and after performing the update
operation, respectively (Theorem 12.24).
Organization. After some basic definitions in this chapter we obtain a dynamic algo-
rithm for Boolean FO+MOD-queries in Chapter 11. After some preparations for non-
Boolean queries in Chapter 12.1, we present the algorithm for testing in Chapter 12.2.
In Chapter 12.3 we reduce the task of counting and enumerating FO+MOD-queries in
the dynamic setting to the problem of counting and enumerating independent sets in
graphs of bounded degree. We use this reduction to provide efficient dynamic counting
and enumeration algorithms in Chapter 12.4 and 12.5, respectively. In Chapter 12.6
we generalise this to be able to efficiently enumerate particular subsets of the query
result, and we use this in Chapter 12.7 to obtain an efficient dynamic algorithm for
enumerating the difference between the old and the new query result. We conclude in
Chapter 13.
153

11. Answering Boolean FO+MOD
Queries Under Updates
In [44], Frick and Grohe showed that in the static setting (i.e., without database
updates), Boolean FO-queries Q can be answered on databases D of degree ⩽ d in
time f(Q, d)·||D||. Our first main theorem extends their result to FO+MOD-queries
and the dynamic setting.
Theorem 11.1. There is a dynamic algorithm that receives a schema σ, a degree
bound d ⩾ 2, a Boolean FO+MOD[σ]-query Q and a σ-db D0 of degree ⩽ d, and
computes within tp = f(Q, d) · ||D0|| preprocessing time a data structure that can be
updated in time tu = f(Q, d) and allows to return the query result Q(D) with answer
time tans = O(1).
If Q is a d-bounded Hanf-sentence of locality radius r, then f(Q, d) improves to
f(Q, d) = 2O(||σ||d
2r+2), and the initialisation time is ti = O(||Q||).
The proof will be an easy consequence of Theorem 10.1 and the following lemma.
Lemma 11.2. There is a dynamic algorithm that receives a schema σ, a number
s ∈ N⩾1, a list (rj)j∈[s] of non-negative integers, a list (ρj)j∈[s] where each ρj is a
rj-type with 1 centre (over σ), a degree bound d ⩾ 2 and a σ-db D of degree ⩽ d. The
algorithm computes within ti = O(s) initialisation time a data structure that can be
updated in time tu =
∑s
j=1
(
drj+1
)O(||σ||+drj+1)
. Upon input of a number j ∈ [s] the
algorithm returns within time O(1) the number
⏐⏐⏐{a ∈ adom(D) : (NDrj (a), a) ∼= ρj}⏐⏐⏐.
In particular, the update time tu is at most s·2O(||σ||·d2r+2), for r := maxj∈[s] rj.
Proof. For each j ∈ [s] our data structure will store the number A[j] of all elements a ∈
adom(D) whose rj-type is isomorphic to ρj , i.e., (NDrj (a), a) ∼= ρj . The initialisation
for the empty database D∅ lets A[j] = 0 for all j ∈ [s].
To update our data structure upon a command updateR(a1, . . . , ak), for k = ar(R)
and update ∈ {insert, delete}, we proceed as follows. The idea is to remove from the
data structure the information on all the database elements whose rj-neighbourhood
(for some j ∈ [s]) is affected by the update, and then to recompute the information
concerning all these elements on the updated database.
Let D− be the database before the update is received and let D+ be the database
after the update has been performed. We consider each j ∈ [s]. All elements whose rj-
neighbourhood might have changed, belong to the set Uj := N
D′
rj (a), where D
′ := D+
if the update command is insert R(a), and D′ := D− if the update command is
delete R(a).
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To remove the old information from A[j], we compute for each a ∈ Uj the neigh-
bourhood Ta := ND−rj (a), check whether (Ta, a) ∼= ρj , and if so, decrement the value
A[j].
To recompute the new information for A[j], we compute for all a ∈ Uj the neigh-
bourhood T ′a := ND
+
rj (a), check whether (T
′
a, a)
∼= ρj , and if so, increment the value
A[j].
Using Lemma 10.2 we obtain for each j ∈ [s] that |Uj | ⩽ kdrj+1. For each a ∈ Uj ,
the neighbourhoods Ta and T
′
a can be computed in time
(
drj+1
)O(||σ||)
, and testing for
isomorphism with ρj can be done in time
(
drj+1
)O(||σ||+drj+1)
. Thus, the update of
A[j] is done in time k·(drj+1)O(||σ||+drj+1). Recall that k = ar(R) ⩽ ||σ||. Hence, the
entire update time is tu =
∑s
j=1
(
drj+1
)O(||σ||+drj+1)
. Finally, note that
(
dr+1
)O(||σ||+dr+1) ⩽ 2dr+1·O(||σ||+dr+1) ⩽ 2O(||σ||·d2r+2).
This completes the proof of Lemma 11.2.
Proof of Theorem 11.1.
W.l.o.g. we assume that all the symbols of σ occur in Q (otherwise, we remove from
σ all symbols that do not occur in Q). In the preprocessing routine, we first use
Theorem 10.1 to transform Q into a d-equivalent sentence ψ in Hanf normal form;
this takes time f(Q, d). The sentence ψ is a Boolean combination of d-bounded Hanf-
sentences (over σ) of locality radius at most r := 4qr(Q). Let ρ1, . . . , ρs be the list of
all types that occur in ψ. Thus, every Hanf-sentence in ψ is of the form ∃⩾kx sphρj (x)
or ∃imodm x sphρj (x) for some j ∈ [s] and k, i,m ∈ N with k ⩾ 1, m ⩾ 2, and i < m.
For each j ∈ [s] let rj be the radius of sphρj (x). Thus, ρj is an rj-type with 1 centre
(over σ).
We use the dynamic data structure provided by Lemma 11.2, and in addition, we
also store a Boolean value Ans where Ans = Q(D) is the answer of the Boolean query
Q on the current database D. This way, the query can be answered in time O(1) by
simply outputting Ans.
The initialisation for the empty database D∅ computes Ans as follows. Every Hanf-
sentence of the form ∃⩾kx sphρj (x) in ψ is replaced by the Boolean constant false.
Every Hanf-sentence of the form ∃imodm x sphρj (x) is replaced by true if i = 0 and by
false otherwise. The resulting formula, a Boolean combination of the Boolean constants
true and false, then is evaluated, and we let Ans be the obtained result. The entire
initialisation takes time at most ti = ||ψ|| = f(Q, d) = 2d2
O(||Q||)
.
To update our data structure upon a command updateR(a1, . . . , ak), we first per-
form the update routine of the data structure provided by Lemma 11.2. Afterwards,
we recompute the query answer Ans as follows. Every Hanf-sentence of the form
∃⩾kx sphρj (x) in ψ is replaced by the Boolean constant true if⏐⏐⏐{a ∈ adom(D) : (NDrj (a), a) ∼= ρj}⏐⏐⏐ ⩾ k,
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and by the Boolean constant false otherwise. Every Hanf-sentence of the form
∃imodm x sphρj (x) is replaced by true if⏐⏐⏐{a ∈ adom(D) : (NDrj (a), a) ∼= ρj}⏐⏐⏐ ≡ i mod m,
and by false otherwise. The resulting formula, a Boolean combination of the Boolean
constants true and false, then is evaluated, and we let Ans be the obtained result. Thus,
recomputing Ans takes time poly(||ψ||).
Noting that rj ⩽ 4qr(Q) ⩽ 2O(||Q||)) and s ⩽ ||ψ||, we obtain that the entire update
time is
tu ⩽
s∑
j=1
(
drj+1
)O(||σ||+drj+1)
+ poly(||ψ||) ⩽ 2d2
O(||Q||)
= f(Q, d) .
This completes the proof of Theorem 11.1.
In [44], Frick and Grohe obtained a matching lower bound for answering Boolean
FO-queries of schema σ = {E} on databases of degree at most d := 3 in the static
setting. They used the (reasonable) complexity theoretic assumption FPT ̸= AW[∗]
and showed that if this assumption is correct, then there is no algorithm that answers
Boolean FO-queries Q on σ-dbsD of degree ⩽ 3 in time 222
o(||Q||) · poly(||D||) in the static
setting (see Theorem 2 in [44]). As a consequence, the same lower bound holds in the
dynamic setting and shows that in Theorem 11.1, the 3-fold exponential dependency
on the query size ||Q|| cannot be substantially lowered (unless FPT = AW[∗]):
Corollary 11.3. Let σ := {E} and let d := 3. If FPT ̸= AW[∗], then there is
no dynamic algorithm that receives a Boolean FO[σ]-query Q and a σ-db D0, and
computes within tp ⩽ f(Q)· poly(||D0||) preprocessing time a data structure that can be
updated in time tu ⩽ f(Q) and allows to return the query result Q(D) with answer
time tans ⩽ f(Q), for a function f with f(Q) = 22
2o(||Q||)
.
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12. Answering non-Boolean FO+MOD
Queries Under Updates
12.1. Technical Lemmas on Types and Spheres Useful
for Handling Non-Boolean Queries
For our algorithms for evaluating non-Boolean queries it will be convenient to work
with a fixed list of representatives of d-bounded r-types, provided by the following
lemma.
Lemma 12.1. There is an algorithm which upon input of a schema σ, a degree bound
d ⩾ 2, a radius r ⩾ 0 and a number k ⩾ 1, computes a list Lσ,dr (k) = τ1, . . . , τℓ (for
a suitable ℓ ⩾ 1) of d-bounded r-types with k centres (over σ), such that for every
d-bounded r-type τ with k centres (over σ) there is exactly one i ∈ [ℓ] such that τ ∼= τi.
The algorithm’s runtime is 2(kd
r+1)O(||σ||) . Furthermore, upon input of a d-bounded
r-type τ with k centres (over σ), the particular i ∈ [ℓ] with τ ∼= τi can be computed in
time 2(kd
r+1)O(||σ||) .
Taking into account the statements of Lemma 10.2 (in particular, the time bound
provided by Lemma 10.2(e)), the proof of Lemma 12.1 is straightforward. Throughout
the remainder of this part, Lσ,dr (k) will always denote the list provided by Lemma 12.1.
The following lemma will be useful for evaluating Boolean combinations of sphere-
formulas.
Lemma 12.2. Let σ be a schema, let r ⩾ 0, k ⩾ 1, d ⩾ 2 and let Lσ,dr (k) = τ1, . . . , τℓ.
Let x = (x1, . . . , xk) be a list of k pairwise distinct variables. For every Boolean
combination ψ(x) of d-bounded sphere-formulas of radius at most r (over σ), there is
an I ⊆ [ℓ] such that ψ(x) ≡d
⋁
i∈I sphτi(x).
Furthermore, given ψ(x), the set I can be computed in time poly(||ψ||) · 2(kdr+1)O(||σ||) .
Proof. As a first step, we consider each sphere-formula ζ that occurs in ψ and replace
it by a d-equivalent disjunction of sphere-formulas sphτj (x) with τj in Lσ,dr (k): if ζ has
arity k′ ⩽ k and radius r′ ⩽ r and is of the form sphρ(x′) with x′ = (xν1 , . . . , xνk′ ) for
1 ⩽ ν1 < · · · < νk′ ⩽ k and ρ = (S, s) with s = (s1, . . . , sk′), then we replace ζ by the
formula ζ ′ :=
⋁
j∈J sphτj (x), where J consists of all those j ∈ [ℓ] where for (T, t) = τj
with t = (t1, . . . , tk) and for t
′
:= (tν1 , . . . , tνk′ ) we have
(
S, s
) ∼= (T [NTr′ (t′)], t′ ).
It is straightforward to see that ζ ′ and ζ are d-equivalent.
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Let ψ1 be the formula obtained from ψ by replacing each ζ by ζ
′. By the Lem-
mas 12.1 and 10.2, ψ1 can be constructed in time O(||ψ|| · 2(kdr+1)O(||σ||)). Note that ψ1
is a Boolean combination of formulas sphτj (x) for j ∈ [ℓ].
In the second step, we repeatedly use de Morgan’s law to push all ¬-symbols in ψ1
directly in front of sphere-formulas. Afterwards, we replace every subformula of the
form ¬ sphτj (x) by the d-equivalent formula
⋁
i∈[ℓ]\{j} sphτi(x). Let ψ2 be the formula
obtained from ψ1 by these transformations. Constructing ψ2 from ψ1 takes time at
most O(||ψ1||) · 2(kdr+1)O(||σ||) = O(||ψ|| · 2(kdr+1)O(||σ||)).
In the third step, we eliminate all the ∧-symbols in ψ2. By the definition of the
sphere-formulas τ1, . . . , τℓ we have
sphτi(x) ∧ sphτi′ (x) ≡d
{
sphτi(x), if i = i
′
⊥, if i ̸= i′ (12.1)
where ⊥ is an unsatisfiable formula. Thus, by the distributive law we obtain for all
m ⩾ 1 and all I1, . . . , Im ⊆ [ℓ] that⋀
j∈[m]
( ⋁
i∈Ij
sphτi(x)
)
≡d
⋁
i1∈I1
· · ·
⋁
im∈Im
(
sphτi1 (x) ∧ · · · ∧ sphτim (x)
)
≡d
⋁
i∈I
sphτi(x)
for I := I1∩· · ·∩Im. We repeatedly use this equivalence during a bottom-up traversal
of the syntax-tree of ψ2 to eliminate all the ∧-symbols in ψ2. The resulting formula
ψ3 is obtained in time polynomial in the size of ψ2. Furthermore, ψ3 is of the desired
form
⋁
i∈I sphτi(x) for an I ⊆ [ℓ]. The overall time for constructing ψ3 and I is
poly(||ψ||) · 2(kdr+1)O(||σ||) . This completes the proof of Lemma 12.2.
For evaluating a Boolean combination ψ(x) of sphere-formulas and Hanf-sentences
on a given σ-db D, an obvious approach is to first consider every Hanf-sentence χ
that occurs in ψ, to check if D |= χ, and to replace every occurrence of χ in ψ with
true (resp., false) if D |= χ (resp., D ⊭ χ). The resulting formula ψ′(x) is then
transformed into a disjunction ψ′′(x) :=
⋁
i∈I sphτi(x) by Lemma 12.2, and the query
result ψ(D) = ψ′′(D) is obtained as the union of the query results sphτi(D) for all
i ∈ I.
While this works well in the static setting (i.e., without database updates), in the
dynamic setting we have to take care of the fact that database updates might change
the status of a Hanf-sentence χ in ψ, i.e., an update operation might turn a database
D with D |= χ into a database D′ with D′ ⊭ χ (and vice versa). Consequently, the
formula ψ′′(x) that is equivalent to ψ(x) on D might be inequivalent to ψ(x) on D′.
To handle the dynamic setting correctly, at the end of each update step we will use
the following lemma, which is an extension of Lemma 12.2 and is proved in a similar
way.
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Lemma 12.3. Let σ be a schema. Let s ⩾ 0 and let χ1, . . . , χs be arbitrary formulas
of schema σ. Let r ⩾ 0, k ⩾ 1, d ⩾ 2 and let Lσ,dr (k) = τ1, . . . , τℓ. Let x = (x1, . . . , xk)
be a list of k pairwise distinct variables. For every Boolean combination ψ(x) of the
formulas χ1, . . . , χs and of d-bounded sphere-formulas of radius at most r (over σ),
and for every J ⊆ [s] there is a set I ⊆ [ℓ] such that
ψJ(x) ≡d
⋁
i∈I
sphτi(x),
where ψJ is the formula obtained from ψ by replacing every occurrence of a formula
χj with true if j ∈ J and with false if j ̸∈ J (for every j ∈ [s]).
Given ψ and J , the set I can be computed in time poly(||ψ||) · 2(kdr+1)O(||σ||) .
To evaluate a single sphere-formula sphτ (x) for a given r-type τ with k centres
(over σ), it will be useful to decompose τ into its connected components as follows.
Let τ = (T, t) with t = (t1, . . . , tk). Consider the Gaifman graph G
T of T and let
C1, . . . , Cc be the vertex sets of the c connected components of G
T . For each connected
component Cj of G
T , let tj be the subsequence of t consisting of all elements of t that
belong to Cj , and let kj be the length of tj . Since (T, t) is an r-type with k centres,
we have T = N Tr (t), and thus c ⩽ k and kj ⩾ 1 for all j ∈ [c]. To avoid ambiguity, we
make sure that the list C1, . . . , Cc is sorted in such a way that for all j < j
′ we have
i < i′ for the smallest i with ti ∈ Cj and the smallest i′ with ti′ ∈ Cj′ .
For each Cj consider the r-type with kj centres ρj =
(
T [Cj ], tj
)
. Let νj be the
unique integer such that ρj is isomorphic to the νj-th element in the list Lσ,dr (kj), and
let τj,νj be the νj-th element in this list.
It is straightforward to see that the formula sphτ (x) is d-equivalent to the formula
conn-sphτ (x) :=
⋀
j∈[c]
sphτj,νj
(xj) ∧
⋀
j ̸=j′
¬ distkj ,kj′⩽2r+1(xj , xj′), (12.2)
where xj is the subsequence of x obtained from x in the same way as tj is obtained
from t, and dist
kj ,kj′
⩽2r+1(xj , xj′) is a formula of schema σ which expresses that for some
variable y in xj and some variable y
′ in xj′ the distance between y and y′ is ⩽ 2r+1.
I.e., for a = (a1, . . . , akj ) and b = (b1, . . . , bkj′ ) we have (a, b) ∈ dist
kj ,kj′
⩽2r+1(D) ⇐⇒
distD(a; b) ⩽ 2r+1, where
distD(a; b) ⩽ 2r+1 means that distD(ai, bi′) ⩽ 2r+1 for some i ∈ [kj ] and i′ ∈ [kj′ ].
(12.3)
Using the Lemmas 10.2 and 12.1, the following lemma is straightforward.
Lemma 12.4. There is an algorithm which upon input of a schema σ, numbers r ⩾
0, k ⩾ 1 and d ⩾ 2 and a r-type τ with k centres (over σ) computes the formula
conn-sphτ (x), along with the corresponding parameters c and kj, νj, xj, τj,νj for all
j ∈ [c].
The algorithm’s runtime is 2(kd
r+1)O(||σ||) .
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We define the signature of τ w.r.t. r to be the tuple sgnr(τ) built from the parameters
c and
(
kj , νj , {µ ∈ [k] : xµ belongs to xj}
)
j∈[c] obtained from the above lemma. The
signature sgnDr (a) of a tuple a in a database D w.r.t. radius r is defined as sgnr(ρ) for
ρ :=
(NDr (a), a). Note that a ∈ sphτ (D) ⇐⇒ sgnDr (a) = sgnr(τ).
12.2. Testing Non-Boolean FO+MOD Queries Under
Updates
This section is devoted to the proof of the following theorem.
Theorem 12.5. There is a dynamic algorithm that receives a schema σ, a degree
bound d ⩾ 2, a k-ary FO+MOD[σ]-query Q(x) (for some k ∈ N), and a σ-db D0
of degree ⩽ d, and computes within tp = f(Q, d) · ||D0|| preprocessing time a data
structure that can be updated in time tu = f(Q, d) and allows to test for any input
tuple a ∈ domk whether a ∈ φ(D) within testing time tt = O(k2).
For the proof, we use the lemmas provided in Section 12.1 and the following lemma.
Lemma 12.6. There is a dynamic algorithm that receives a schema σ, a degree bound
d ⩾ 2, numbers r ⩾ 0 and k ⩾ 1, a r-type τ with k centres (over σ), and a σ-db D0
of degree ⩽ d, and computes within tp = 2(kd
r+1)O(||σ||) · ||D0|| preprocessing time a data
structure that can be updated in time tu = 2
(kdr+1)O(||σ||) and allows to test for any
input tuple a ∈ domk whether a ∈ sphτ (D) within testing time tt = O(k2).
Proof. The preprocessing routine starts by using Lemma 12.4 to compute the formula
conn-sphτ (x), along with the according parameters c and kj , νj , xj , τj,νj for each
j ∈ [c]. This is done in time 2(kdr+1)O(||σ||) . We let sgnr(τ) be the signature of τ
(defined directly after Lemma 12.4). Recall that conn-sphτ (x) ≡d sphτ (x), and
recall from equation (12.2) the precise definition of the formula conn-sphτ (x). Our
data structure will store the following information on the database D:
• the set Γ of all tuples b ∈ adom(D)k′ where k′ ⩽ k and NDr (b) is connected, and
• for every j ∈ [c] and every tuple b ∈ Γ of arity kj , the unique number νb such
that ρb :=
(NDr (b), b) is isomorphic to the νb-th element in the list Lσ,dr (kj).
We want to store this information in such a way that for any given tuple b ∈ domk′ it
can be checked in time O(k) whether b ∈ Γ. To ensure this, we use a k′-ary array Γk′
1 that is initialised to 0, and where during update operations the entry Γk′ [b] is set to
1 for all b ∈ Γ of arity k′. In a similar way we can ensure that for any given j ∈ [c]
and any b ∈ Γ of arity kj , the number νb can be looked up in time O(k).
The test routine upon input of a tuple a = (a1, . . . , ak) proceeds as follows.
First, we partition a into a1, . . . , ac′ (for c
′ ⩽ k) such that Cj := NDr (aj) for j ∈
[c′] are the connected components of NDr (a). As in the definition of the formula
1This array requires nonlinear but polynomial space
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conn-sphτ (x), we make sure that this list is sorted in such a way that for all j < j
′ we
have i < i′ for the smallest i with ai ∈ Cj and the smallest i′ with ai′ ∈ Cj′ . All of
this can be done in time O(k2) by first constructing the graph H with vertex set [k]
and where there is an edge between vertices i and j iff the tuple (ai, aj) belongs to Γ
(i. e., NDr (ai, aj) is connected), and then computing the connected components of H.
Afterwards, for each j ∈ [c′] we use time O(k) to look up the number νaj . We then
let sgnDr (a) be the tuple built from c
′ and
(|aj |, νaj , {µ ∈ [k] : aµ belongs to aj} )j∈[c′].
It is straightforward to see that a ∈ conn-sphτ (D) iff sgnDr (a) = sgnr(τ). Therefore,
the test routine checks whether sgnDr (a) = sgnr(τ) and outputs “yes” if this is the
case and “no” otherwise. The entire time used by the test routine is tt = O(k
2).
To finish the proof of Lemma 12.6, we have to give further details on the preprocess
routine and the update routine. The preprocess routine initialises Γ as the empty
set ∅ and then performs |D0| update operations to insert all the tuples of D0 into the
data structure. The update routine proceeds as follows.
Let D− be the database before the update is received and let D+ be the database
after the update has been performed. Let the update command be of the form
updateR(a1, . . . , aar(R)). We let r
′ := r + (ar(R)−1)(2r+1). All elements whose r′-
neighbourhood might have changed belong to the set U := ND
′
r′ (a), where D
′ := D+
if the update command is insertR(a), and D′ := D− if the update command is
deleteR(a).
According to Lemma 10.2(d), all tuples b that have to be inserted into or deleted
from Γ are built from elements in U . To update the information stored in our data
structure, we loop through all tuples of arity ⩽ k that are built from elements in U .
Using Lemma 10.2(a), we obtain that |U | ⩽ ar(R)·dr′+1. The number of can-
didate tuples b built from elements in U is at most
(
ar(R)·dr′+1)k+1. Using the
Lemmas 10.2 and 12.1, it is not difficult to see that the entire update time is at most
tu = 2
(kdr+1)O(||σ||) . The initialisation time ti is of the same form, and hence the prepro-
cessing time is as claimed in the lemma. This completes the proof of Lemma 12.6.
Using Lemma 12.6 and Lemma 12.3, we can show the following.
Lemma 12.7. Let σ be a schema and let d ⩾ 2 be a degree bound. Let s ⩾ 0 and let
χ1, . . . , χs be arbitrary sentences of schema σ, and assume we have available for each
j ∈ [s] a dynamic algorithm with initialisation time t′i and update time t′u that allows
to check within answer time t′ans whether or not D |= χj for d-bounded σ-dbs D.
Then, there is a dynamic algorithm for d-bounded σ-dbs which receives as input
numbers r ⩾ 0 and k ⩾ 1, a tuple x = (x1, . . . , xk) of pairwise distinct variables,
and a Boolean combination ψ(x) of the sentences χ1, . . . , χs and of d-bounded sphere-
formulas of radius at most r (over σ). Within initialisation time
ti = s(t
′
i + t
′
ans) + poly(||ψ||)2(kd
r+1)O(||σ||) (12.4)
the algorithm builds a data structure that can be updated within time
tu = s(t
′
u + t
′
ans) + poly(||ψ||)2(kd
r+1)O(||σ||) (12.5)
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and allows to test for any input tuple a ∈ adom(D)k whether a ∈ ψ(D) within testing
time
tt = O(k
2). (12.6)
Proof. We use Lemma 12.1 to compute the list Lσ,dr (k) = τ1, . . . , τℓ. For each i ∈ [ℓ],
we use the dynamic algorithm provided by Lemma 12.6 for τ := τi. Furthermore,
for each j ∈ [s], we use the dynamic algorithm provided by the lemma’s assumption
for checking whether or not D |= χj . In addition to the components used by these
dynamic algorithms, our data structure also stores
• the set J := {j ∈ [s] : D |= χj},
• the particular set I ⊆ [ℓ] provided by Lemma 12.3 for ψ(x) and J , and
• the set K = {sgnr(τi) : i ∈ I}, where for each type τ , sgnr(τ) is the signature
of τ defined directly after Lemma 12.4.
The test routine upon input of a tuple a = (a1, . . . , ak) proceeds in the same way
as in the proof of Lemma 12.6 to compute in time O(k2) the signature sgnDr (a) of
the tuple a. For every i ∈ [ℓ] we have a ∈ sphτi(D) ⇐⇒ sgnDr (a) = sgnr(τi).
Thus, a ∈ φ(D) ⇐⇒ sgnDr (a) ∈ K. Therefore, the test routine checks whether
sgnDr (a) ∈ K and outputs “yes” if this is the case and “no” otherwise. To ensure
that this test can be done in time O(k2), we use an array construction for storing K
(similar to the one for storing Γ in the proof of Lemma 12.6).
The update routine runs the update routines for all the used dynamic data struc-
tures. Afterwards, it recomputes J by calling the answer routine for χj for all j ∈ [s].
Then, it uses Lemma 12.3 to recompute I. The set K is then recomputed by ap-
plying Lemma 12.4 for τ := τi for all i ∈ I. It is straightforward to verify that the
initialisation time ti, the update time tu, and the testing time tt are as claimed by the
lemma.
Theorem 12.5 is now obtained by combining Theorem 10.1, Lemma 12.7, and The-
orem 11.1.
Proof of Theorem 12.5.
For k = 0, the theorem immediately follows from Theorem 11.1. Consider the case
where k ⩾ 1. As in the proof of Theorem 11.1, we assume w.l.o.g. that all the symbols
of σ occur in φ. We start the preprocessing routine by using Theorem 10.1 to transform
φ(x) into a d-equivalent query ψ(x) in Hanf normal form; this takes time 2d
2O(||φ||)
. The
formula ψ is a Boolean combination of d-bounded Hanf-sentences and sphere-formulas
(over σ) of locality radius at most r := 4qr(φ), and each sphere-formula is of arity at
most k. Let χ1, . . . , χs be the list of all Hanf-sentences that occur in ψ.
From Theorem 11.1 we have available for each j ∈ [s] a dynamic algorithm with
initialisation time t′i = O(maxj∈[s] ||χj ||) and update time t′u = 2O(||σ||d
2r+2) that allows
to check within answer time t′ans = O(1) whether D |= χj for d-bounded σ-dbs D. The
proof of Theorem 12.5 therefore immediately follows from Lemma 12.7.
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12.3. Representing Databases by Coloured Graphs
To obtain dynamic algorithms for counting and enumerating query results, it will be
convenient to work with a representation of databases by coloured graphs that is sim-
ilar to the representation. The main advantage of this representation is that it unveils
the combinatorial core of evaluating non-Boolean queries. In Theorem 12.8 we provide
a general reduction from evaluating FO+MOD[σ]-queries to finding coloured indepen-
dent sets in coloured graphs, which allows us to focus on this combinatorial graph
problem when presenting the algorithms for counting (Section 12.4) and enumeration
(Section 12.5).
For defining this representation, let us consider a fixed d-bounded r-type τ with
k centres (over a schema σ). Use Lemma 12.4 to compute the formula conn-sphτ (x)
(for x = (x1, . . . , xk)) and the according parameters c and kj , νj , xj , τj,νj , and let
sgnr(τ) be the signature of τ . To keep the notation simple, we assume w.l.o.g. that
x1 = x1, . . . , xk1 , x2 = xk1+1, . . . , xk1+k2 etc.
Recall that sphτ (x) is d-equivalent to the formula
conn-sphτ (x) :=
⋀
j∈[c]
sphτj,νj
(xj) ∧
⋀
j ̸=j′
¬ distkj ,kj′⩽2r+1(xj , xj′).
To count or enumerate the results of the formula sphτ (x) we represent the database D
by a c-coloured graph GD. Here, a c-coloured graph G is a database of the particular
schema
σc := {E, T1, . . . , Tc} ,
where E is a binary relation symbol and T1, . . . , Tc are unary relation symbols. We
define GD in such a way that the task of counting or enumerating the results of the
query sphτ (x) on the databaseD can be reduced to counting or enumerating the results
of the query
φc(z1, . . . , zc) :=
⋀
j∈[c]
Tj(zj) ∧
⋀
j ̸=j′
¬E(zj , zj′) (12.7)
on the c-coloured graph GD. The vertices of GD correspond to kj-tuples over adom(D)
(for some kj ∈ {k1, . . . , kc} ⊆ [k]) whose r-neighbourhood is connected; a vertex has
colour Tj if its associated tuple a is in sphτj,νj
(D); and an edge between two vertices
indicates that distD(a; b) ⩽ 2r+1, for their associated tuples a and b. The following
theorem allows to translate a dynamic algorithm for counting or enumerating the
results of the query φc(z1, . . . , zc) on c-coloured graphs into a dynamic algorithm for
counting or enumerating the result of an FO+MOD-query Q(x) on D.
Theorem 12.8. Suppose for any d′, c ∈ N that the counting problem (the enumeration
problem) for φc(z) on σc-dbs of degree at most d
′ can be solved by a dynamic algorithm
with initialisation time ti(c, d
′), update time tu(c, d′) and counting time tc(c, d′) (delay
td(c, d
′)). Then for every schema σ and every d ⩾ 2 the following holds. The counting
problem (the enumeration problem) for k-ary FO+MOD[σ]-queries Q(x) on σ-dbs of
degree at most d can be solved with counting time O(1) (delay O(tˆd+k)), initialisation
time tˆi · f(Q, d) and update time
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• (tˆu + tˆc) · f(Q, d) for the counting problem and
• tˆu · f(Q, d) for the enumeration problem
where tˆx = max
k
c=1 tx
(
c, d2
O(||φ||))
for tx ∈ {ti, tu, tc, td}.
The proof will be obtained as an easy consequence of Theorem 10.1, Theorem 11.1
and the following lemma.
Lemma 12.9. Suppose that the counting problem (the enumeration problem) for φc(z)
on σc-dbs of degree at most d
′ can be solved by a dynamic algorithm with initialisation
time ti(c, d
′), update time tu(c, d′) and counting time tc(c, d′) (delay td(c, d′)).
Then for every schema σ and every d ⩾ 2 the following holds. Let r ⩾ 0, k ⩾ 1, and
fix d′ := d2k
2(2r+1) and t˜x := max
k
c=1 tx(c, d
′) for tx ∈ {ti, tu, tc, td}.
(1) Let τ be a d-bounded r-type with k centres. The counting problem (the enumeration
problem) for sphτ (x) on σ-dbs of degree at most d can be solved by a dynamic
algorithm with counting time t˜c (delay O(t˜d+k)), initialisation time t˜i, and update
time at most t˜ud
O(k2r+k||σ||) + 2O(||σ||k
2d2r+2).
(2) Let s ⩾ 0 and let χ1, . . . , χs be arbitrary sentences of schema σ, and assume
we have available for each j ∈ [s] a dynamic algorithm with initialisation time t′i
and update time t′u that allows to check within answer time t
′
ans whether or not
D |= χj for d-bounded σ-dbs D.
Let x = (x1, . . . , xk) be a tuple of pairwise distinct variables, and let ψ(x) be a
Boolean combination of the sentences χ1, . . . , χs and of d-bounded sphere-formulas
of radius at most r (over σ).
Then, the counting problem (the enumeration problem) for ψ(x) on σ-dbs D of
degree at most d can be solved by a dynamic algorithm with counting time O(1)
(delay O(t˜d + k)), initialisation time s(t
′
i + t
′
ans) + 2
(kdr+1)O(||σ||)(poly(||ψ||) + t˜i),
and update time at most
• s(t′u+ t′ans)+2(k
2d2r+2)O(||σ||)(poly(||ψ||)+ t˜c+ t˜udO(k2r+k||σ||)) for the counting
problem, and
• s(t′u+ t′ans)+2(k
2d2r+2)O(||σ||)(poly(||ψ||)+ tudO(k2r+k||σ||)) for the enumeration
problem.
Proof. We prove part (1) by a reduction from conn-sphτ (x) to φc. We use the notation
introduced at the beginning of Section 12.3, and we let τj := τj,νj for every j ∈ [c].
For a σ-db D of degree at most d we let GD be the σc-db with
TGDj :=
{
va : a ∈ adom(D)kj with
(NDr (a), a) ∼= τj } , for all j ∈ [c], and
EGD :=
{
(va, vb) ∈ V 2 : distD(a; b) ⩽ 2r+1
}
,
where V :=
⋃
j∈[c] T
GD
j . We will shortly write E and Tj instead of E
GD and TGDj .
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Using Lemma 10.2 and the fact that τj is connected we obtain that (va, vb) ∈
E iff NDr (a, b) is connected. If NDr (a, b) is connected, then by Lemma 10.2(d) b ∈(
ND
r+(|a|+|b|−1)(2r+1)(a1)
)|b|
. It follows that the degree of GD is bounded by d2k2(2r+1).
Furthermore, by the definition of GD and φc we get that (a1, . . . , ac) ∈ sphτ (D) ⇐⇒
(va1 , . . . , vac) ∈ φc(GD), for all tuples a1, . . . , ac where aj has arity kj for each j ∈ [c].
As a consequence, |sphτ (D)| = |φc(GD)| , and we can therefore use the count routine
for φc on GD to count the number of tuples in sphτ (D). Furthermore, by annotating
every vertex va with its tuple a, we can translate every tuple (va1 , . . . , vac) ∈ φc(GD)
to (a1, . . . , ac) in time O(k). Therefore, given an enumerate routine for φc(GD) with
delay td we can produce an enumeration of sphτ (D) with delay O(td + k).
It remains to show how to construct and maintain GD when the database D is
updated. As initialisation for the empty database D∅ we just perform the init routine
of the dynamic algorithm for φc(z) on σc-dbs of degree at most d
′. The update routine
of the dynamic algorithm for sphτ (x) on σ-dbs of degree at most d is provided by the
following claim.
Claim 12.10. If D+ is obtained from D− by one update step, then GD+ can be obtained
from GD− by dO(k2r+k||σ||) update steps and additional computing time 2O(||σ||k2d2r+2).
Proof. Let the update command be of the form updateR(a1, . . . , aar(R)) with a =
(a1, . . . , aar(R)). Let D
′ ∈ {D−, D+} be the database whose relation R contains the
tuple a (either before deletion or after insertion). Let r′ := r+ (k−1)(2r+1) and note
that all elements in the active domain whose r′-neighbourhood in the database might
have changed, belong to the set U := ND
′
r′ (a).
For every j ∈ [c] and every tuple b of arity at most k of elements in U , we check
whether the r-type
(ND+r (b), b) of b is isomorphic to τj . Depending on the outcome of
this test, we include or exclude vb from the relation Tj . Note that it indeed suffices to
consider the tuples b built from elements in U : The r-type of some tuple b is changed
by the update command only if ND
′
r (b) contains some element from a. Furthermore,
we only have to consider tuples b whose r-neighbourhood ND′r (b) is connected. Using
Lemma 10.2(d), we therefore obtain that each component of b belongs to ND
′
r′ (a) = U .
Afterwards, we update the coloured graph’s edge relation E. There is an edge
(vb, vb′) ∈ ED
+
, if and only if there are j, j′ ∈ [c] such that vb ∈ Cj , vb′ ∈ Cj′ and
distD
+
(b; b
′
) ⩽ 2r+1. Note that if distD
+
(b; b
′
) ⩽ 2r+1, then there is some component
bi in b and some component b
′
i′ in b
′
such that distD
+
(bi, b
′
i′) ⩽ 2r+1; and in case
that vb′ ∈ Cj′ , we know that ND
+
r (b
′
) is connected, and hence every component of the
tuple b
′
belongs to ND
+
r+(k−1)(2r+1)(b
′
i′) ⊆ ND
+
r+k(2r+1)(bi) ⊆ ND
+
r+k(2r+1)(b). Moreover,
for correctly updating the edge relation E it suffices to consider only those pairs of
tuples b and b
′
where for at least one of the two tuples, at least one component belongs
to ND
′
r (a), and hence all components belong to N
D′
r′ (a), since these are the tuples
where the r-neighbourhood or the condition distD(b; b
′
) ⩽ 2r+1 might be affected by
the database update. Overall, the algorithm proceeds as follows: We compute for all
tuples b of arity at most k in ND
′
r′ (a), all tuples b
′
of arity at most k in ND
′
r+k(2r+1)(b)
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(later on, we will call these tuples candidate tuples) and check whether (1) there is
a j ∈ [c] such that vb ∈ Tj , (2) there is a j′ ∈ [c] such that vb′ ∈ Tj′ , and (3)
distD
+
(b; b
′
) ⩽ 2r+1. If all three checks return the result “yes”, then we insert the
tuple
(
vb, vb′
)
into E, otherwise we remove it from E.
It remains to analyse the runtime of the described update procedure. By
Lemma 10.2, |U | ⩽ ar(R)dr′+1 ⩽ ||σ||dr+(k−1)(2r+1)+1 ⩽ dO(kr+lg ||σ||) ⩽ dO(kr+||σ||).
Furthermore, U can be computed in time
(
ar(R)dr
′+1
)O(||σ||) ⩽ dO(kr||σ||+||σ||2).
The number of tuples b that we have to consider is at most
∑k
i=1 |U |i ⩽ |U |k+1 ⩽
dO(k
2r+k||σ||).
For each such b we use Lemma 10.2(e) to check in time 2O(||σ||k
2d2r+2) whether the
r-type of b in D+ is isomorphic to τj , for some j ∈ [c]. In summary, for updating the
sets T1, . . . , Tc we use at most c|U |k+1 ⩽ dO(k2r+k||σ||) calls of the update routine of
the dynamic algorithm on coloured graphs, and in addition to that we use computation
time at most 2O(||σ||k
2d2r+2).
To update the edge relation, we compute for each of the dO(k
2r+k||σ||) tuples b
a list of all its candidate tuples b
′
; using Lemma 10.2 this can be done in time(
ar(R)dr+k(2r+1)+1
)O(||σ||) ⩽ dO(kr||σ||+||σ||2). By Lemma 10.2, the number of can-
didate tuples is ⩽ dO(k2r+k||σ||). By Lemma 10.2(e), it takes time 2O(||σ||k2d2r+2) to
check if
(ND+r (b), b) is isomorphic to τj and (ND+r (b′), b′) is isomorphic to τj′ , for some
j, j′ ∈ [c]. We can use and maintain an additional array that allows us to check, for
any ai and bj , in constant time whether dist
D(ai, bj) ⩽ 2r+1. Overall, we obtain that
also the edge relation E can be updated by at most dO(k
2r+k||σ||) calls of the update
routine of the dynamic algorithm on coloured graphs and additional computation time
at most 2O(||σ||k
2d2r+2).
This completes the proof of Claim 12.10.
Finally, the preprocess routine of the dynamic algorithm for sphτ (x) proceeds in
the obvious way by first calling the init routine for D∅ and then performing |D0|
update steps to insert all the tuples of D0 into the data structure. This completes the
proof of part (1) of Lemma 12.9.
We now turn to the proof of part (2) of Lemma 12.9. We use Lemma 12.1 to
compute the list Lσ,dr (k) = τ1, . . . , τℓ within time 2(kd
r+1)O(||σ||) . For each i ∈ [ℓ], we use
the dynamic algorithm for sphτi(x) provided from the lemma’s part (1). Furthermore,
for each j ∈ [s], we use the dynamic algorithm for answering whether or not D |= χj ,
provided by the assumption of part (2) of Lemma 12.9. In addition to the components
used by these dynamic algorithms, our data structure also stores
• the set J := {j ∈ [s] : D |= χj} and
• the particular set I ⊆ [ℓ] provided by Lemma 12.3 for ψ(x) and J .
For the case that we want to solve the counting problem, our data structure also stores
• the cardinality n = |φ(D)| of the query result.
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The count routine simply outputs the value n in time O(1).
The enumerate routine runs the enumerate routine on sphτi(D) for every i ∈
I. Note that this enumerates, without repetition, all tuples in φ(D), because by
Lemma 12.3, φ(D) is the union of the sets sphτi(D) for all i ∈ I, and this is a union
of pairwise disjoint sets.
The update routine runs the update routines for all used dynamic data structures.
Afterwards, it recomputes J by calling the answer routine for χj for all j ∈ [s]. Then,
it uses Lemma 12.3 to recompute I. For the case that we want to solve the counting
problem, we afterwards recompute the number n by letting n =
∑
i∈I ni, where ni is
the result of the count routine for τi.
By using the statement of part (1) and the assumptions of part (2) of the lemma,
it is straightforward to verify that the initialisation time, the update time, and the
counting time (the delay) are as claimed by the lemma.
Theorem 12.8 is now obtained by combining Theorem 10.1, part (2) of Lemma 12.9,
and Theorem 11.1.
Proof of Theorem 12.8.
For k = 0, the result follows immediately from Theorem 11.1. Consider the case where
k ⩾ 1. W.l.o.g. we assume that all the symbols of σ occur in Q (otherwise, we remove
from σ all symbols that do not occur in Q). We start the preprocessing routine by
using Theorem 10.1 to transform φ(x) into a d-equivalent query ψ(x) in Hanf normal
form; this takes time 2d
2O(||Q||)
. The formula ψ is a Boolean combination of d-bounded
Hanf-sentences and sphere-formulas (over σ) of locality radius at most r := 4qr(φ),
and each sphere-formula is of arity at most k. Note that for d′ := d2k
2(2r+1) as used
in the lemma’s part (1), it holds that d′ = d2
O(||φ||)
. Let χ1, . . . , χs be the list of all
Hanf-sentences that occur in ψ, and note that s ⩽ 2d2
O(||φ||)
.
From Theorem 11.1 we have available for each j ∈ [s] a dynamic algorithm with
initialisation time t′i = O(maxj∈[s] ||χj ||) and update time t′u = 2O(||σ||d
2r+2) that allows
to check within answer time t′ans = O(1) whether D |= χj for d-bounded σ-dbs D.
Applying part (2) of Lemma 12.9, we obtain a dynamic algorithm that solves the
counting problem (the enumeration problem) for φ(x) on σ-dbs of degree at most d
with counting time O(1) (delay O(t˜d + k) = O(tˆd + k)), initialisation time
s(t′i + t
′
ans) + 2
(kdr+1)O(||σ||)(poly(||ψ||) + t˜i) ⩽ tˆi · 2d2
O(||φ||)
and update time at most
s(t′u + t
′
ans) + 2
(k2d2r+2)O(||σ||)(poly(||ψ||) + t˜c + t˜udO(k2r+k||σ||))
⩽
(
tˆu + tˆc
) · 2d2O(||φ||)
when dealing with the counting problem and update time at most
s(t′u + t
′
ans) + 2
(k2d2r+2)O(||σ||)(poly(||ψ||) + t˜udO(k2r+k||σ||)) ⩽ tˆu · 2d2
O(||φ||)
when dealing with the enumeration problem.
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12.4. Counting Results of FO+MOD Queries Under
Updates
This section is devoted to the proof of the following theorem.
Theorem 12.11. There is a dynamic algorithm that receives a schema σ, a degree
bound d ⩾ 2, a k-ary FO+MOD[σ]-query Q(x) (for some k ∈ N) and a σ-db D0 of
degree ⩽ d and computes within tp = f(Q, d) · ||D0|| preprocessing time a data structure
that can be updated in time tu = f(Q, d) and allows to return the cardinality |Q(D)|
of the query result within time O(1).
The theorem follows immediately from Theorem 12.8 and the following dynamic
counting algorithm for the query φc(z).
Lemma 12.12. There is a dynamic algorithm that receives a number c ⩾ 1, a de-
gree bound d ⩾ 2 and a σc-db G0 of degree ⩽ d, and computes |φc(G)| with dO(c2)
initialisation time, O(1) counting time, and dO(c
2) update time.
Proof. Recall from (12.7) that φc(z1, . . . , zc) =
⋀
i∈[c] Ti(zi) ∧
⋀
j ̸=j′ ¬E(zj , zj′).
For all j, j′ ∈ [c] with j ̸= j′ consider the formula θj,j′(z1, . . . , zc) := E(zj , zj′) ∧⋀
i∈[c] Ti(zi). Furthermore, let α(z1, . . . , zc) :=
⋀
i∈[c] Ti(zi). Clearly, for every σc-db
G we have
α(G) = TG1 × · · · × TGc ,
φc(G) = α(G) \
( ⋃
j ̸=j′
θj,j′(G)
)
,
and hence, |φc(G)| = |α(G)| −
⏐⏐⏐ ⋃
j ̸=j′
θj,j′(G)
⏐⏐⏐.
By the inclusion-exclusion principle (see Equation 2.2) we obtain for
J := {(j, j′) : j, j′ ∈ [c], j ̸= j′}
that⏐⏐⏐ ⋃
j ̸=j′
θj,j′(G)
⏐⏐⏐ = ∑
∅̸=K⊆J
(−1)|K|−1
⏐⏐⏐ ⋂
(j,j′)∈K
θj,j′(G)
⏐⏐⏐ = ∑
∅̸=K⊆J
(−1)|K|−1 ⏐⏐φK(G)⏐⏐
for the formula φK(z1, . . . , zc) :=
⋀
i∈[c] Ti(zi) ∧
⋀
(j,j′)∈K E(zj , zj′).
Our data structure stores the following values:
• |TGi |, for each i ∈ [c], and n1 := |α(G)| =
∏
i∈[c] |TGi |,
• |φK(G)|, for each K ⊆ J with K ̸= ∅, and
• n2 :=
∑
∅̸=K⊆J(−1)|K|−1
⏐⏐φK(G)⏐⏐ and n3 := n1 − n2.
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Note that n3 = |φc(G)| is the desired size of the query result. Therefore, the count
routine can answer in time O(1) by just outputting the number n3.
It remains to show how these values can be initialised and updated during updates
of G. The initialisation for the empty graph initialises all the values to 0. In the
update routine, the values for |TGi | and n1 can be updated in a straightforward way
(using time O(c)). For each K ⊆ J , the update of |φK(G)| is provided within time
dO(c
2) by the following Claim 12.13.
Claim 12.13. For every K ⊆ J , the cardinality |φK(G)| of a σc-db G of degree at
most d can be updated within time dO(c
2) after dO(c
2) · |G0| preprocessing time.
Proof. Consider the directed graph H := (V,K) with vertex set V := [c] and edge set
K. Decompose the Gaifman graph of H into its connected components. Let V1, . . . , Vs
be the connected components (for a suitable s ⩽ c). For each i ∈ [s] let Hi := H[Vi]
be the induced subgraph of H on Vi. We write Ki to denote the set of edges of Hi.
For every i ∈ [s] let ℓi = |Vi| and let t(i, 1) < t(i, 2) < · · · < t(i, ℓi) be the ordered list
of the vertices in Vi. Consider the query
φKi(zt(i,1), . . . , zt(i,ℓi)) :=
⋀
j∈Vi
Tj(zj) ∧
⋀
(j,j′)∈Ki
E(zj , zj′). (12.8)
Note that φK is the conjunction of the formulas φKi for all i ∈ [s]. Since the variables
of the formulas φKi for i ∈ [s] are pairwise disjoint, we have φK(G) = φK1(G)× · · · ×
φKs(G) (modulo permutations of the tuples), and thus |φK(G)| =
∏
i∈[s] |φKi(G)|.
For each i ∈ [s], the value |φKi(G)| can be computed as follows. For every
v ∈ adom(G) we consider the set Svi :=
{
(wt(i,1), . . . , wt(i,ℓi)) ∈ φKi(G) : wt(i,1) = v
}
.
Since the Gaifman graph of Hi is connected and has ℓi nodes, it follows that each
component of every tuple in Svi is contained in the (ℓi − 1)-neighbourhood of v in G,
and this neighbourhood contains at most dℓi elements. Therefore, |Svi | ⩽ d(ℓi)
2
, and
using breadth-first search starting from v, the set Svi can be computed in time d
O(c2).
Note that φKi(G) is the disjoint union of the sets Svi for all v ∈ adom(G). Therefore,
|φKi(G)| =
∑
v∈adom(G) |Svi |.
In our data structure we store for every i ∈ [s] and every v ∈ adom(G) the number
µi,v = |Svi |. Moreover, for every i ∈ [s] we store the sum µi =
∑
v∈adom(G) µi,v =
|φKi(G)|.
The initialisation for the empty σc-db G0 sets all these values to 0. Whenever the
colour of a vertex of G is updated or an edge is inserted or deleted, we update all
affected numbers accordingly. Note that a number µi,v changes only if v is in the
(c− 1)-neighbourhood around the updated edge or vertex in the graph G. Hence, for
at most 2dc vertices v, the numbers µi,v are affected by an update, and each of them
can be updated in time dO(c
2). Moreover, for each i ∈ [s], the sum µi can be updated
in time O(dc) by subtracting the old value of µi,v and adding the new value of µi,v
for each of the at most 2dc relevant vertices v. Finally, it takes time O(c) to compute
the updated value |φK(G)| =
∏
i∈[s] µi. The overall time used to produce the update
is dO(c
2).
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Once we have available the updated numbers |φK(G)| for all K ⊆ J , the value
n2 can be computed in time O(|2J |) ⩽ 2O(c2). And n3 is then obtained in time
O(1). Altogether, performing the update routine takes time at most dO(c
2). The
preprocess routine initialises all values for the empty graph and then uses |G0| update
steps to insert all the tuples of G0 into the data structure. This completes the proof
of Lemma 12.12.
12.5. Enumerating Results of FO+MOD Queries Under
Updates
In this section we prove — and afterwards improve — the following theorem.
Theorem 12.14. There is a dynamic algorithm that receives a schema σ, a degree
bound d ⩾ 2, a k-ary FO+MOD[σ]-query Q(x) (for some k ∈ N) and a σ-db D0 of
degree ⩽ d, and computes within tp = f(Q, d)·||D0|| preprocessing time a data structure
that can be updated in time tu = f(Q, d) and allows to enumerate Q(D) with d
2O(||φ||)
delay.
The theorem follows immediately from Theorem 12.8 and the following dynamic
enumeration algorithm for the query φc(z).
Lemma 12.15. There is a dynamic algorithm that receives a number c ⩾ 1, a degree
bound d ⩾ 2 and a σc-db G0 of degree ⩽ d, and computes within tp = dpoly(c) · |G0|
preprocessing time a data structure that can be updated in time dpoly(c) and allows to
enumerate the query result φc(G) with O(c3d) delay.
Proof. For a σc-db G and a vertex v ∈ adom(G) we let NG(v) be the set of all neigh-
bours of v in G. I.e., NG(v) is the set of all w ∈ adom(G) such that (v, w) or (w, v)
belongs to EG .
The underlying idea of the enumeration procedure is the following greedy strategy.
We cycle through all vertices u1 ∈ TG1 , u2 ∈ TG2 \NG(u1), u3 ∈ TG3 \
(
NG(u1)∪NG(u2)
)
,
. . . , uc ∈ TGc \
⋃
i⩽c−1N
G(ui) and output (u1, . . . , uc). This strategy does not yet lead
to a constant delay enumeration, as there might be vertex tuples (u1, . . . , ui) (for i < c)
that do extend to an output tuple (u1, . . . , uc), but where many possible extensions
are checked before this output tuple is encountered. We now show how to overcome
this problem and describe an enumeration procedure with O(c3d) delay and update
time dpoly(c).
Note that for every J ⊆ [c] we have ⏐⏐⋃j∈J NG(uj)⏐⏐ ⩽ cd. Hence, if a set TGi contains
more than cd elements, we know that every considered tuple has an extension ui ∈ TGi
that is not a neighbour of any vertex in the tuple. Let I :=
{
i ∈ [c] : ⏐⏐TGi ⏐⏐ ⩽ cd} be
the set of small colour classes in G and to simplify the presentation we assume without
loss of generality that I = {1, . . . , s}. In our data structure we store the current index
set I and the set
S := { (u1, . . . , us) ∈ TG1 × · · · × TGs : (uj , uj′) /∈ EG , for all j ̸= j′ } (12.9)
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of tuples on the small colours. Note that a tuple (u1, . . . , us) ∈ TG1 × · · · × TGs extends
to an output tuple (u1, . . . , uc) ∈ φc(G) if and only if it is contained in S. We store the
current sizes of all colours and this enables us to keep the set I of small colours updated.
Moreover, as |S| ⩽ (cd)c, we can update the set S in time dpoly(c) after every update
by a brute-force approach. The enumeration procedure is given in Algorithm 18.
Algorithm 18 Enumeration procedure with delay O(c3d).
1: for all (u1, . . . , us) ∈ S do
2: Enum(u1, . . . , us).
3: Output the end-of-enumeration message EOE.
4:
5: function Enum(u1, . . . , ui)
6: if i = c then
7: Output the tuple (u1, . . . , uc).
8: else
9: for all ui+1 ∈ TGi+1 do
10: if ui+1 /∈
⋃i
j=1N
G(uj) then Enum(u1, . . . , ui, ui+1).
It is straightforward to see that this procedure enumerates φc(G). Let us anal-
yse the delay. Since for all i > s we have
⏐⏐TGi ⏐⏐ > cd, it follows that every call of
Enum(u1, . . . , ui) leads to at least one recursive call of Enum(u1, . . . , ui, ui+1). Fur-
thermore, there are at most cd iterations of the loop in line 9 that do not lead to a
recursive call. As every test in line 10 can be done in time O(c), it follows that the
time spans until the first recursive call, between the calls, and after the last call are
bounded by O(c2d). As the recursion depth is c, the overall delay between two output
tuples is bounded by O(c3d).
By using similar techniques as in [38], we obtain the following improved version of
Lemma 12.15 where the delay is independent of the degree bound d.
Lemma 12.16. There is a dynamic algorithm that receives a number c ⩾ 1, a degree
bound d ⩾ 2 and a σc-db G0 of degree ⩽ d, and computes within tp = dpoly(c) · |G0|
preprocessing time a data structure that can be updated in time dpoly(c) and allows to
enumerate the query result φc(G) with O(c2) delay.
Before proving Lemma 12.16, let us first point out that Lemma 12.16 in combination
with Theorem 12.8 directly improves the delay in Theorem 12.14 from d2
O(||φ||)
to
O(k2), immediately leading to the following theorem.
Theorem 12.17. There is a dynamic algorithm that receives a schema σ, a degree
bound d ⩾ 2, a k-ary FO+MOD[σ]-query φ(x) (for some k ∈ N) and a σ-db D0 of
degree ⩽ d, and computes within tp = f(Q, d)·||D0|| preprocessing time a data structure
that can be updated in time tu = f(Q, d) and allows to enumerate φ(D) with O(k
2)
delay.
The rest of the section is devoted to the proof of Lemma 12.16.
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Proof of Lemma 12.16. Consider Algorithm 18, which enumerates φc(G) with O(c3d)
delay. To enumerate the tuples with only O(c2) delay, we replace the loop in lines
9–10 by a precomputed “skip” function that allows to iterate through all elements in
TGi+1 \
⋃i
j=1N
G(uj) with O(c) delay.
For every i ∈ [c] we store all elements of TGi in a doubly linked list and let void
be an auxiliary element that appears at the end of the list. We let firsti be the
first element in the list and succi(u) the successor of u ∈ TGi . We denote by ⩽i the
linear order induced by this list. We let E˜G be the symmetric closure of EG , i.e.,
E˜G = EG ∪ {(v, u) : (u, v) ∈ EG}. For every i ∈ [c] we define the function
skipi(y, V ) := min
{
z ∈ TGi ∪ {void} : y ⩽i z and for all v ∈ V, (v, z) /∈ E˜G
}
,
which assigns to every V ⊆ adom(G) with |V | ⩽ c−1, and every y ∈ TGi the next node
in TGi that is not adjacent to any vertex in V .
Using these functions, our improved enumeration algorithm is given in Algorithm 19.
Below, we show that we can access the values skipi(y, V ) in time O(c). By the same
analysis as given in the proof of Lemma 12.15 it then follows that Algorithm 19 enu-
merates φc(G) with O(c2) delay.
Algorithm 19 Enumeration procedure with delay O(c2).
1: for all (u1, . . . , us) ∈ S do
2: Enum(u1, . . . , us).
3: Output the end-of-enumeration message EOE.
4:
5: function Enum(u1, . . . , ui)
6: if i = c then
7: output the tuple (u1, . . . , uc).
8: else
9: y ← skipi+1(firsti+1, {u1, . . . , ui})
10: while y ̸= void do
11: Enum(u1, . . . , ui, y).
12: y ← skipi+1(succi+1(y), {u1, . . . , ui}).
What remains to show is that we can access the values skipi(y, V ) for all i, y, V in
time O(c) and maintain them with dpoly(c) update time. At first sight, this is not clear
at all, because the domain of skipi has size Ω(|adom(G)|c). In what follows, we show
that for every y, the number of distinct values that skipi(y, V ) can take is bounded by
dpoly(c) and that we can store them in a look-up table with update time dpoly(c).
To illustrate the main idea, let us start with a simple example. We want to enumerate
φ4 on a coloured graph H with four vertex colours blue, red, yellow and green (in this
order) and analyse the call of Enum(b, r, y), which is supposed to enumerate all green
nodes gi that are not adjacent to any of the nodes b, r and y. The relevant part of H
is depicted in Figure 12.1.
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g1 g2 g3 g4 g5 g6
b r y
Figure 12.1.: Illustration of the relevant part of graph H.
The enumeration procedure starts by considering the first element g1 in the list of
green vertices, but the first element in the actual output is g5 = skip4(g1, {b, r, y})
Therefore, we have to skip the irrelevant vertices g1, . . . , g4.
To do this, we want to know the neighbours of the vertices that we skip (b and r in
our example) when looking at g1. For this purpose, we define inductively new sorts of
edges E14 ⊆ E24 ⊆ · · · that connect green vertices g ∈ {g1, . . . , g6} with E˜-neighbours
of skipped vertices. In our example, we first have to skip g1, because it is E˜-connected
to b and to be able to handle this, we let E14 be the set of tuples (gi, v) ∈ E˜H (see
Figure 12.2).
g1 g2 g3 g4 g5 g6
b r y
E˜
E14
Figure 12.2.: E˜-edges and E14 -edges in our example.
After realising that even more vertices (g2 and g3) are excluded by b, the next try
would be g4. However, this vertex is excluded by its E˜-neighbour r, so we have to
take r into account when computing the skip value for g1 and indicate this by the
E24 -edge (g1, r) (see Figure 12.3). This immediately leads to an inductive definition:
E24 contains all pairs of vertices that are already in E
1
4 or connected by a path as shown
in Figure 12.4.
The idea outlined above can be formalised as follows. For i, j ∈ [c], we define
inductively the auxiliary edge sets Eji :
E1i :=
{
(y, u) : y ∈ CGi and (y, u) ∈ E˜G
}
and
Ej+1i := E
j
i ∪
{
(y, u) :
there are v, z with (y, v) ∈ Eji ,
(v, z) ∈ E˜G , and (succi(z), u) ∈ E˜G
}
Now we define for every y ∈ CGi the set
Syi := {u : (y, u) ∈ Eci } .
175
12. Answering non-Boolean FO+MOD Queries Under Updates
g1 g2 g3 g4 g5 g6
b r y
E˜
E14
E24 \ E14
Figure 12.3.: E˜-edges, E14 -edges and E
2
4 -edges in our example.
g1 b g3 g4 r
(g1, b) ∈ E14
(1)
(b, g3) ∈ E˜H
(2)
g4 = succ4(g3)
(3)
(g4, r) ∈ E˜H
(4)
E24 -edge
Figure 12.4.: Introducing an E24 -edge between g1 and r.
Note that |Syi | = O(d2c). The following claim states that the elements of Syi are the
only ones we need to take into account when computing skipi(y, V ).
Claim 12.18. For all i ⩽ c, y ∈ CGi ∪ {void} and V ⊆ adom(G) with |V | ⩽ c−1 it
holds that
skipi(y, V ) = skipi(y, V ∩ Syi ) . (12.10)
Proof. The proof is identical to the proof of Claim 1 in [38]. For the reader’s conve-
nience, the proof is included here. If c = 1 or y = void, the claim is trivial. Hence
assume that c ⩾ 2, y ̸= void and let z := skipi(y, V ∩ Syi ). By definition we have
y ⩽i z ⩽i skipi(y, V ) and therefore we have to show z ⩾i skipi(y, V ), which holds if
and only if (u, z) /∈ E˜G for all u ∈ V \ Syi . If z = y, the claim clearly holds as all
E˜G-neighbours of y are contained in Syi . Hence we have z >
i y and let z′ ⩾i y be
the predecessor of z, i.e., z = succi(z
′). Now assume for contradiction that there is
an u ∈ V \ Syi such that (∗) (u, z) ∈ E˜G . Note that since z′ <i z = skipi(y, V ∩ Syi ),
there is a v ∈ V ∩ Syi such that (∗∗) (v, z′) ∈ E˜G . In the following we show that
(∗∗∗) (y, v) ∈ Ec−1i . Note that this finishes the proof of the claim, as by the defini-
tion of Eci , the statements (∗), (∗∗) and (∗∗∗) imply that u ∈ Syi , contradicting the
assumption that u ∈ V \ Syi .
To show that (y, v) ∈ Ec−1i , let
Vj :=
{
v′ ∈ V : (y, v′) ∈ Eji
}
(12.11)
for all j ∈ [c]. Note that Vc = V ∩Syi . Furthermore, if there is a j < c with Vj = Vj+1,
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then we have
Vj = Vj+1 = · · · = Vc = V ∩ Syi . (12.12)
Since |V | ⩽ c−1 and u ∈ V \Syi , we have |V ∩ Syi | ⩽ c− 2. In particular, it holds that
Vc−1 = V ∩ Syi . Since v ∈ V ∩ Syi , it holds that v ∈ Vc−1 and thus (y, v) ∈ Ec−1i .
In our dynamic algorithm we maintain an array that allows random access to the
values skipi(y, S
′) for all y ∈ CGi and all S′ ⊆ Syi of size at most c−1. By Claim 12.18
we can then compute skipi(y, V ) by first computing S
′ = V ∩ Syi and then looking
up skipi(y, S
′). This can be done in time O(c). The next claim states that we can
efficiently maintain the sets Syi .
Claim 12.19. There is a data structure that
1. stores the elements from the sets Syi and all subsets S
′ ⊆ Syi of cardinality at
most c−1,
2. allows to test membership in these sets in time O(1) and
3. can be updated in time dpoly(c) after every update of the form insert Ci(v),
delete Ci(v), insert E(u, v), and delete E(u, v).
Proof. Note that u ∈ Syi ⇐⇒ (y, u) ∈ Eci . We store the edge sets Eci for all i ∈ [c] in
adjacency lists and additionally maintain arrays to allow constant-time access to all
list entries. In particular, the adjacency list contains for all y ∈ V a list of elements
from Syi and access the elements in S
y
i in constant time. Moreover, as the size of S
y
i
is bounded by O(d2c), the number of subsets S′ ⊆ Syi of cardinality at most c−1 is
bounded by O(d2c
2
). Consequently, we can provide constant-time access to all these
subsets S′.
On every insertion or deletion of an edge in EG , as well as every insertion or deletion
of a vertex in CGi , we update the edge sets E
c
i according to their inductive definition
(see Algorithm 20 for a function computing the Eci -edges). To do this efficiently, we
use a breadth-first search starting from u and v, for every tuple (u, v) that has changed
in relation EG (or for every u that has changed the membership in CGi ), up to depth 3c
to identify the relevant nodes that are affected by the change. For all such nodes y we
first delete the Eci -edges where y is the first component and then we insert the edges
Eci that are enumerated by ComputeE(y, i, c) in Algorithm 20. It is straightforward
to see that the tuples yield in ComputeE(y, i, c) belongs to Eci and that this can be
done in time dpoly(c) as the degree of the edge sets is bounded by dpoly(c). For every
vertex y where the set Syi is recomputed we compute the set S
′ ⊆ Syi of cardinality at
most c− 1. This can be done in time dpoly(c).
In our data structure we store the values skipi(y, S
′) for every i ∈ [c], y ∈ TGi and
for all sets S′ ⊆ Syi of cardinality at most c−1. On every insertion or deletion of
an edge, we update the sets Syi and their subsets S
′ of cardinality at most c−1 and
update affected values of skipi(y, S
′). According to Claim 12.19 this can be done in
time dpoly(c).
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Algorithm 20 Compute the sets Eji .
1: function ComputeE(y, i, j)
2: if j = 1 then
3: if y ∈ CGi then
4: for (y, u) ∈ E˜G do
5: yield (y, u)
6: else ▷ i > 1
7: for (y, v) in ComputeE(y, i, j − 1) do
8: yield (y, v) ▷ This tuple belongs to Ej−1i
9: for (v, z) ∈ E˜G do
10: for (succi(z), u) ∈ E˜G do
11: yield (y, u)
We do the same on updates of the form insert Ci(v) and delete Ci(v), but have
to do some additional work, as v might occur in the image of skip-functions. Upon
insert Ci(v), we insert v at the beginning of the list Ci. This ensures that existing
skip values will not be affected. Afterwards, we compute the set Svi and the values
skipi(v, S
′) for all S′ ⊆ Svi of cardinality at most c−1. Again, this can be done in time
dpoly(c).
If we receive the update delete Ci(v), then we have to recompute all skip values
skipi(y, S
′) that point to v. Note that (since G has degree ⩽ d) this is only the case for
nodes y ⩽i v whose distance from v w.r.t. succi is at most (c−1)d. Hence, it suffices to
recompute skipi(y, S
′) for at most (c−1)d vertices y and all S′ ⊆ Syi of cardinality at
most c−1. This can be done in time dpoly(c). By Claim 12.18, all this suffices to access
the value for skipi(y, V ) in time O(c). This concludes the proof of Lemma 12.16.
12.6. Refining the enumeration routine
In the previous section we have presented a dynamic algorithm that allows to enumer-
ate with delay O(k2) the result Q(D) of a k-ary FO+MOD-query Q(x1, . . . , xk) on a
database D of degree at most d (see Theorem 12.17). In this section, we generalise this
to provide the following functionality. Upon input of a tuple a = (a1, . . . , aℓ) ∈ domℓ
for some ℓ ∈ [k], we would like to be able to enumerate all tuples b = (b1, . . . , bk) in
Q(D) whose first ℓ components coincide with a. In fact, since we already know that
the first ℓ components of b coincide with a, we only output the remaining components
(bℓ+1, . . . , bk) of b.
Upon input of the tuple a, our algorithm spends some preparation time tprep, after
which it outputs all the desired result tuples with delay td.
For formulating this chapter’s main result, the following notation will be convenient.
Given k ⩾ 1 and ℓ ∈ [k], we let m := k−ℓ. For a tuple x = (x1, . . . , xk) of k pairwise
distinct variables we let z = (z1, . . . , zℓ) := (x1, . . . , xℓ) and y = (y1, . . . , ym) :=
(xℓ+1, . . . , xk).
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For a k-ary FO+MOD[σ]-query Q(x) = Q(z, y) and a tuple a = (a1, . . . , aℓ) ∈ domℓ
we let Q(a, y) be the m-ary query which, when evaluated on a σ-db D returns the
result set
{ (b1, . . . , bm) : (a1, . . . , aℓ, b1, . . . , bm) ∈ Q(D) } .
This section is devoted to the proof of the following theorem.
Theorem 12.20. There is a dynamic algorithm that receives a schema σ, a degree
bound d ⩾ 2, a k-ary FO+MOD[σ]-query Q(x) (for some k ∈ N⩾1), a number ℓ ∈ [k]
and a σ-db D0 of degree ⩽ d, and computes within tp = f(Q, d)·||D0|| preprocessing time
a data structure that can be updated in time tu = f(Q, d) and provides the following
functionality: Upon input of an arbitrary tuple a = (a1, . . . , aℓ) ∈ domℓ, after tprep =
f(Q, d) preparation time it enumerates with delay O(k2) all result tuples of Q(a, y) on
D.
For proving Theorem 12.20, we will use the following variant of Lemma 12.16, which
deals with the queries
φJ(zj1 , . . . , zjc) :=
⋀
j∈J
Tj(zj) ∧
⋀
j,j′∈J, j ̸=j′
¬E(zj , zj) (12.13)
for all sets J = {j1, . . . , jc} ⊆ [2c] of cardinality |J | = c.
Lemma 12.21. There is a dynamic algorithm that receives a number c ⩾ 1, a degree
bound d ⩾ 2 and a σ2c-db G0 of degree ⩽ d, and computes within tp = dpoly(c) · |G0|
preprocessing time a data structure that can be updated in time dpoly(c) and provides
the following functionality. Upon input of an arbitrary set J ⊆ [2c] of size c, after
dpoly(c) preparation time it enumerates φJ(G) with delay O(c2).
Proof. We use the dynamic algorithm provided by the proof of Lemma 12.16 for input
2c instead of c. When receiving an update command, we apply this algorithm’s update
routine.
Recall that the dynamic data structure constructed in the proof of Lemma 12.16
(for 2c instead of c) stores the set I ⊆ [2c] of small colour classes in G, i.e., i ∈ I iff
|CGi | ⩽ 2cd.
Upon input of a set J we proceed as follows. Compute the set I ′ := I ∩ J of all
small colour classes that are relevant for the query φJ . For simplicity, let us assume
that I ′ = {1, . . . , s} for some s ⩽ c and J \ I ′ = {s+1, . . . , c} (otherwise, we rename
the colours accordingly). Within preparation time dpoly(c) we can compute the set
S :=
{
(u1, . . . , us) ∈ CG1 × · · · × CGs :
(uj , uj′) ̸∈ EG ,
for all j, j′ ∈ [s] with j ̸= j′
}
.
To enumerate the query result φJ(G), we then use Algorithm 19 for this set S (without
any changes; in particular, in lines 6 and 7 we don’t replace c by 2c, but keep the value
c).
Revisiting the proof of Lemma 12.16 it is straightforward to verify that the re-
sulting dynamic data structure provides the desired functionality within the claimed
preparation time and delay.
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Based on the above lemma, we can prove the following variant of Lemma 12.9.
Lemma 12.22. For d′, c ∈ N let ti(c, d′) := (d′)poly(c), tu(c, d′) := (d′)poly(c) and
td(c, d
′) := O(c2).
For every schema σ and every d ⩾ 2 the following holds. Let r ⩾ 0, k ⩾ 1 and fix
d′ := d2k
2(2r+1) and t˜x := max
k
c=1 tx(c, d
′) for tx ∈ {ti, tu, tc, td}.
(1) Let τ be a d-bounded r-type with k centres and let ℓ ∈ [k]. There is a dynamic
algorithm which within initialisation time t˜init builds a data structure that can
be updated in time at most t˜updated
O(k2r+k||σ||) + 2O(||σ||k
2d2r+2) and provides the
following functionality for σ-dbs of degree at most d. Upon input of an arbitrary
tuple a ∈ domℓ, after t˜update2O(||σ||k2d2r+2) preparation time it enumerates with
delay O(t˜delay + k) all result tuples of sphτ (a, y) on D.
(2) Let s ⩾ 0 and let χ1, . . . , χs be arbitrary sentences of schema σ, and assume
we have available for each j ∈ [s] a dynamic algorithm with initialisation time t′i
and update time t′u that allows to check within answer time t
′
ans whether or not
D |= χj for d-bounded σ-dbs D.
Let x = (x1, . . . , xk) be a tuple of pairwise distinct variables and let ψ(x) be a
Boolean combination of the sentences χ1, . . . , χs and of d-bounded sphere-formulas
of radius at most r (over σ).
There is a dynamic algorithm which within initialisation time
s(t′i + t
′
ans) + 2
(kdr+1)O(||σ||)(poly(||ψ||) + t˜init),
builds a data structure that can be updated in time
s(t′u + t
′
ans) + 2
(k2d2r+2)O(||σ||)(poly(||ψ||) + t˜updatedO(k2r+k||σ||))
and provides the following functionality. Upon input of a tuple a ∈ domℓ, after
2(k
2d2r+2)O(||σ||) · t˜update preparation time it enumerates with delay O(t˜delay + k) all
result tuples of ψ(a, y) on D.
Proof. For the proof of Part (1) we proceed in a similar way as in the proof of
Lemma 12.9(1) and utilise the dynamic algorithm provided by Lemma 12.21.
Upon input of a tuple a = (a1, . . . , aℓ) ∈ domℓ we want to enumerate all tuples
b ∈ domm such that D |= sphτ (a, b). We use the same notation as in the proof of
Lemma 12.9(1). In particular, recall that we consider the formula
conn-sphτ (x) :=
⋀
j∈[c]
sphτj,νj
(xj) ∧
⋀
j ̸=j′
¬ distkj ,kj′⩽2r+1(xj , xj′)
and the coloured graph GD of degree at most d′ with
TGDj :=
{
vb : b ∈ adom(D)kj with
(NDr (b), b) ∼= τj } , for all j ∈ [c], and
EGD :=
{
(vb, vb′) ∈ V 2 : distD(b; b
′
) ⩽ 2r+1
}
,
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where V :=
⋃
j∈[c] T
GD
j and recall that τj := τj,νj is a connected r-type for each j ∈ [c].
Recall that (x1, . . . , xℓ) = (z1, . . . , zℓ) = z are the variables the input tuple a will be
assigned to. W.l.o.g. we assume that there is a number κ ∈ {1, . . . , c} such that the
following is true. For each j ∈ [κ], the tuple xj contains at least one of the variables
in z and for each j ∈ [k] \ [κ], the tuple xj contains none of the variables in z, i.e., it
only consists of variables in y = (y1, . . . , ym) = (xℓ+1, . . . , xk).
For an input tuple a, we extend GD by c further colours Cc+1, . . . , C2c to obtain the
following σ2c-db GD,a. The edge relation E and the colours C1, . . . , Cc of GD,a are the
same as those of GD. For each j ∈ {1, . . . , κ} we let
C
GD,a
c+j :=
{
vb ∈ CGDj :
for every position ν in xj which consists of a vari-
able zi in z, the entry of b at position ν is ai
}
,
and for each j ∈ {κ+1, . . . , c} we let CGD,ac+j := ∅.
To enumerate the result tuples of sphτ (a, y) we use the enumerate routine provided
by Lemma 12.21 upon input
J := {c+1, . . . , c+κ} ∪ {κ+1, . . . , c}
to enumerate the set φJ(GD,a). Note that according to the definition of the sets
C
GD,a
c+j , the set φJ(GD,a) contains exactly those tuples in (vb1 , . . . , vbc) ∈ φJ(GD) where
for every position ν in some xj that consists of a variable zi in z, the entry of bj at
position ν is ai. Therefore, after suitably re-ordering the components of the tuples
(b1, . . . , bc) and dropping the components that correspond to a, we obain the desired
result tuples for sphτ (a, y) on D.
It remains to show how to construct and maintain GD,a when the database is updated
or when a new tuple a is given as input.
The update routine proceeds in exactly the same way as in the proof of
Lemma 12.9(1), uses the update routine provided by Lemma 12.21, but does not
bother to update the colours Cc+1, . . . , C2c.
Upon input of a tuple a, we use the preparation time to first delete all elements
from the colours Cc+1, . . . , C2c, and then insert all the elements that belong to the sets
C
GD,a
c+1 , . . . , C
GD,a
c+κ . The details can be carried out as follows.
Note that according to the definition of C
GD,a
c+j , the following is true for each j ∈ [κ]:
For every element vb in C
GD,a
c+j , some component of the tuple b is equal to a component ai
of the tuple a. Since
(NDr (b), b) ∼= τj and τj is a connected r-type, every component
of the tuple b belongs to NDr′ (ai) for r′ := r + (k−1)(2r+1). In particular, from
Lemma 10.2 we obtain that
⏐⏐⏐CGD,ac+j ⏐⏐⏐ ⩽ ⏐⏐NDr′ (ai)⏐⏐k ⩽ dk2(2r+1). Thus, the first step
of deleting all elements that are still present in Cc+j (as an artifact of a previous
enumeration request) can be accomplished in time dO(k
2r)t˜update.
Afterwards, we proceed as follows to insert into Cc+j all elements that do belong to
C
GD,a
c+j . We compute the set U := NDr′ (ai) and test for every tuple b ∈ U |xj | whether
the following two conditions hold:
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(1) The r′-type (NDr′ (b), b) is isomorphic to τj , and
(2) for every position ν in xj which consists of a variable zµ in z, the entry of b at
position ν is aµ.
If both conditions are met, we insert the vertex vb into Cc+j by using the update
routine provided by Lemma 12.21. Note that this constructs the correct set C
GD,a
c+j .
To analyse the time needed for this construction, note that by Lemma 10.2, |U | ⩽
dr
′+1 ⩽ dk(2r+1) ⩽ dO(kr). Furthermore, U can be computed in time
(
dr
′+1
)O(||σ||) ⩽
dO(kr||σ||). The number of tuples b that we consider is at most |U |k ⩽ dO(k2r). To check
if the first condition for b is met, we use Lemma 10.2(e) to check in time 2O(||σ||k
2d2r+2)
whether the r-type of b is isomorphic to τj . The second condition can be checked in
time O(k). In summary, we compute the sets C
GD,a
c+j for all j ∈ [κ] in time dO(k
2r||σ||) ·
2O(||σ||k
2d2r+2) · t˜update ⩽ 2O(||σ||k2d2r+2) · t˜update.
This completes the proof of part (1).
Let us now turn to the proof of part (2). The proof can be taken verbatim from
the proof of Lemma 12.9(2), with the following changes. Instead of using the dynamic
algorithms for sphτi(x) provided from Lemma 12.9(1), we now use the dynamic algo-
rithms for sphτi(z, y) provided by Lemma 12.22(1). Upon input of a tuple a ∈ domℓ,
we run the preparation phase of the dynamic algorithms for sphτi(a, y) for all i ∈ I,
and afterwards, we loop through all i ∈ I and enumerate the result tuples of sphτi(a, y)
on D. This completes the proof of Lemma 12.22.
By using Lemma 12.22(2) instead of Lemma 12.9(2), we obtain the following ana-
logue to Theorem 12.8.
Lemma 12.23. For d′, c ∈ N let ti(c, d′) = (d′)poly(c), tu(c, d′) = (d′)poly(c), and
td(c, d
′) = O(c2). There is a dynamic algorithm that receives a schema σ, a degree
bound d ⩾ 2, a k-ary FO+MOD[σ]-query Q(x) (for some k ∈ N⩾1), and a number
ℓ ∈ [k]. Within initialisation time tˆinit·f(Q, d), this algorithm builds a data structure
that can be updated in time tˆupdate·f(Q, d) and provides the following functionality
for σ-dbs of degree at most d. Upon input of an arbitrary tuple a ∈ domℓ, after
tˆupdate·f(Q, d) preparation time it enumerates with delay O(tˆdelay + k) all result tuples
of Q(a, y) on D, where tˆx = max
k
c=1 tx
(
c, d2
O(||φ||))
for tx ∈ {ti, tu, td}.
Proof. The proof can be taken verbatim from the proof of Theorem 12.8, with the
following change. Instead of applying part (2) of Lemma 12.9, we now use the dynamic
algorithm provided by part (2) of Lemma 12.22.
Proof of Theorem 12.20.
The result is an immediate consequence of Lemma 12.23.
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12.7. Enumerating the Difference
In this chapter we consider the update routine called update and report diff which,
immediately after performing the database update, reports the difference between
the new query result and the old query result, i.e., it first enumerates all tuples in
Q(D+) \ Q(D−) (terminated by the end-of-enumeration message EOE) and then all
tuples in Q(D−) \Q(D+) (again, terminated by the message EOE), where D− and D+
denote the database before and after performing the given update command. This
chapter’s main result reads as follows.
Theorem 12.24. There is a dynamic algorithm that receives a schema σ, a degree
bound d ⩾ 2, a k-ary FO+MOD[σ]-query Q(y) (for some k ∈ N) and a σ-db D0 of
degree ⩽ d, and computes within tp = f(Q, d)·||D0|| preprocessing time a data struc-
ture providing an update and report diff routine which, upon input of a command
updateR(a) for update ∈ {insert, delete}, R ∈ σ and a ∈ domar(R), updates the data
structure within time tu = f(Q, d) and then enumerates the difference between the new
and the old query result with delay O(k2).
Proof. We use Theorem 12.20 for the following queries. For each R ∈ σ and each
update ∈ {insert, delete} we let ℓ := ar(R) and fix a tuple z = (z1, . . . , zℓ) of pairwise
distinct variables that do not occur in Q(x). We construct (ℓ+k)-ary FO+MOD[σ]-
queries
Q+updateR(z, x) and Q
−
updateR(z, x)
such that the following is true for all σ-dbs D and all a ∈ domℓ: if D+ is the σ-db
obtained from D− ̸= D+ by performing the update operation updateR(a), then
• the set of result tuples of Q+updateR(a, x) on D+ is exactly the set Q(D+)\Q(D−),
and
• the set of result tuples of Q−updateR(a, x) on D+ is exactly the set Q(D−)\Q(D+).
Before constructing these queries let us explain how they can be used to finish the
proof of Theorem 12.24. Let Ψ be the set consisting of the queries Q+updateR and
Q−updateR for update ∈ {insert, delete} and R ∈ σ. We use in parallel for each ψ in Ψ the
dynamic algorithm provided by Theorem 12.20. Upon input of an update operation
updateR(a), the update and report diff routine proceeds as follows. Let D = D−
be the database before executing the update command.
In case that the given update command does not change the database (i.e., the
operation intends to delete a tuple that does not belong to the database relation RD
or it intends to insert a tuple that already belongs to RD or it intends to insert a tuple
that would result in a database that exceeds the given degree bound d), then all the
data structures remain unchanged and the routine just outputs “EOE”.
Otherwise, we proceed as follows. First, consider each query ψ in Ψ and perform
the update routine upon input “updateR(a)” of the dynamic algorithm provided by
Theorem 12.20 for the query ψ. Let D+ be the updated database. We then use the
functionality provided by Theorem 12.20 to perform in parallel the preparation phase
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for the queries Q+updateR(z, x) and Q
−
updateR(z, x) upon input of the tuple a. Afterwards,
we first enumerate the result tuples of Q+updateR(a, x) on D
+ and then enumerate the
result tuples of Q−updateR(a, x) on D
+.
All that remains to be done to finish the proof of Theorem 12.24 is to construct the
queries Q+updateR(z, x) and Q
−
updateR(z, x). The idea is straightforward: we let
Q+updateR(z, x) := Q(x) ∧ ¬QoldupdateR(z, x) and
Q−updateR(z, x) := Q
old
updateR(z, x) ∧ ¬Q(x) ,
where QoldupdateR(z, x) is a formula for which the following is true: if D
+ ̸= D− is
obtained from D− by performing the update command updateR(a), then evaluating
QoldupdateR(a, x) on D
+ simulates the evaluation of Q(x) on D−. A somewhat annoying
technical detail in the construction of these formulas is that the semantics of quantifiers
takes into account the database’s active domain, and the database’s active domain
might be changed by the update command.
Let us first consider the (easier) case that update = insert. We let
α(z, y) := ∃y1 · · · ∃yℓ
( ℓ⋁
i=1
y=yi ∧ R(y1, . . . , yℓ) ∧ ¬
ℓ⋀
i=1
yi=zi
)
∨
⋁
S∈σ\{R}
∃y1 · · · ∃yar(S)
( ar(S)⋁
i=1
y=yi ∧ S(y1, . . . , yar(S))
)
.
If D+ ̸= D− is obtained from D− by performing the update command insertR(a), then
the result set of α(a, y) on D+ is exactly the active domain of D−. Therefore, we can
choose QoldinsertR(z, x) to be the query obtained from the input query Q(x) by replacing
every atomic subformula of the form R(u1, . . . , uℓ) with the formula
(
R(u1, . . . , uℓ) ∧
¬⋀ℓi=1 ui=zi ) and by relativising every quantification to a variable y to those y that
satisfy α(z, y), i.e., we replace every subformula of the form ∃y ϑ (or ∃imodm y ϑ) with
the formula ∃y (α(z, y) ∧ ϑ) (or ∃imodm y (α(z, y) ∧ ϑ)). It is straightforward to verify
that the resulting formula QoldinsertR(z, x) expresses the desired property.
Let us now turn to the case where update = delete. The problem here is that
adom(D−) contains all the elements in a = (a1, . . . , aℓ), while some (or, all) of these
elements might be missing in adom(D+), and due to the active domain semantics of
FO+MOD, there is no explicit means of enabling quantifiers to range over elements
that do not belong to the active domain. To overcome this, let J ⊆ [ℓ] be a set of
indices such that |J | = | {a1, . . . , aℓ} | and {a1, . . . , aℓ} = {aj : j ∈ J}. By induction
on the construction of formulas we define for every FO+MOD[σ]-query ϑ(y) that does
not contain any of the variables in z = (z1, . . . , zℓ) an FO+MOD[σ]-query ϑˆJ(z, y) such
that the set of result tuples of ϑˆJ(a, y) on D
+ is exactly the set ϑ(D−). To achieve
this, we proceed as follows:
• if ϑ is of the form R(y1, . . . , yℓ), then ϑˆJ :=
(
R(y1, . . . , yℓ) ∨
⋀ℓ
i=1 yi=zi
)
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• if ϑ is of the form y1=y2 or of the form S(y1, . . . , yar(S)) with S ∈ σ \ {R}, then
ϑˆJ := ϑ
• if ϑ is of the form ¬θ, then ϑˆJ := ¬θˆJ
• if ϑ is of the form (θ′ ∨ θ′′), then ϑˆJ := (θˆ′J ∨ θˆ′′J)
• if ϑ is of the form ∃y θ, then ϑˆJ :=
(
ϑ ∨ ⋁j∈J θˆJ zjy ), where θˆJ zjy is the formula
obtained from θˆJ by replacing every free occurrence of the variable y by the
variable zj
• if ϑ is of the form ∃imodm y θ, then ϑˆJ :=
⋁
(i1,i2)∈I ξ(i1,i2), where I is the set of
all (i1, i2) ∈ {0, . . . ,m−1}2 with i1 + i2 ≡ i mod m, and
ξ(i1,i2) := ∃i1modm y
(
θˆJ∧
⋀
j∈J
¬ y=zj
) ∧ ⋁
J′⊆J
|J′|=i2
( ⋀
j∈J′
θˆJ
zj
y ∧
⋀
j∈J\J′
¬θˆJ zjy
)
.
It is straightforward to verify that the query ϑˆJ(z, y) indeed has the desired meaning.
Thus, we can choose
QolddeleteR(z, x) :=
⋁
J⊆[ℓ]
(
QˆJ ∧
⋀
i,j∈J
i̸=j
¬ zi=zj ∧
⋀
i∈[ℓ]\J
⋁
j∈J
zi=zj
)
.
This completes the proof of Theorem 12.24.
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The main results in the first part show that we can maintain the results of q-hierarchical
queries under updates, and they can be tested and counted in constant time and
enumerated with constant delay, after a linear time preprocessing, they can be updated
in constant time. Furthermore, it was shown that for the testing problem, there is
a data structure that can be maintained with constant update time for the more
expressive language of t-hierarchical conjunctive queries. Moreover, we showed that
if we spend more update time, i.e., logarithmic time in the size of the database, we
can also support the jth routine. The results for conjunctive queries have been lifted
to so called q-hierarchical (t-hierarchical) unions of conjunctive queries, for which we
can support the enumeration and the testing problem under updates and moreover,
we considered a subset of q-hierarchical unions of conjunctive queries, the strongly
exhaustively q-hierarchial union of conjunctive queries for which we can support the
jth problem under updates.
In the papers [16] and [21] it is shown that there are lower bounds for conjunc-
tive queries in the task of dynamic query evaluation. If a self-join free conjunctive
query is not q-hierarchical then there is no algorithm with arbitrary preprocessing
time and update time sublinear in the size of the databases’s active domain, that enu-
merates sublinear delay, unless the OMv-conjecture (a conjecture on the hardness of
online matrix-vector problem [57]) fails. Similar results exist for answering a Boolean
conjunctive query and for the counting problem for non-Boolean conjunctive queries.
Moreover, there is still no characterisation of the conjunctive queries with aggregates
that cannot be maintained under updates. Furthermore, for the jth problem there is
no lower bound for unions of conjunctive queries.
Another task we considered is that the preparation of learning a polynomial regres-
sion function can be done in constant update time if the training data is taken from
a query result of a q-hierarchical query. An obvious future task is to investigate if
there are other machine learning models where the training data can be taken from
the query, where the data structure is maintained under updates.
In this thesis we considered running times with respect to data complexity. A further
future task is to figure out the fine grained complexity of answering conjunctive queries
under updates in the combined complexity, i.e., additionally in the size of the query.
Moreover, another interesting task is to give an amortized analysis on how the delay
depends on the query.
The main results in the second part show that in the dynamic setting (i.e., allowing
database updates), the results of k-ary FO+MOD-queries on bounded degree databases
can be tested and counted in constant time and enumerated with constant delay, after
linear time preprocessing and with constant update time. Here, “constant time” refers
to data complexity and is of size poly(k) concerning the delay and the time for testing
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and counting. The time for performing a database update is 3-fold exponential in the
size of the query and the degree bound, and is worst-case optimal.
The starting point of our algorithms is to decompose the given query into a query
in Hanf normal form, using a recent result of [55]. This normal form is only available
for the setting with a fixed maximum degree bound d, i.e., the setting considered in
this part.
Recently, Kuske and Schweikardt [70] introduced a new kind of Hanf normal form
for a variant of first-order logic with counting that contains and extends Libkin’s logic
FO(Cnt) [72] and Grohe’s logic FO+C [48]. As an application it is shown in [70] that
the techniques presented in Part II (Chapter 10 - 12) can be lifted from FO+MOD to
first-order logic with counting terms and numerical predicates FOC(P).
An obvious future task is to investigate to which extent further query evaluation
results that are known for the static setting can be lifted to the dynamic setting.
More specifically: are there efficient dynamic algorithms for evaluating (i.e., answering,
testing, counting or enumerating) results of first-order queries on other sparse classes
of databases (e.g. planar, bounded treewidth, bounded expansion, nowhere dense) or
databases of low degree, lifting the “static” results accumulated in [61, 49, 38, 93] to
the dynamic setting?
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