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A NOVEL MRA-BASED FRAMEWORK FOR THE DETECTION OF CHANGES IN 
CEREBROVASCULAR BLOOD PRESSURE 
Yitzhak Atakilt Gebru 
April, 2017 
Background: High blood pressure (HBP) affects 75 million adults and is the primary or 
contributing cause of mortality in 410,000 adults each year in the United States. Chronic HBP 
leads to cerebrovascular changes and is a significant contributor for strokes, dementia, and 
cognitive impairment. Non-invasive measurement of changes in cerebral vasculature and blood 
pressure (BP) may enable physicians to optimally treat HBP patients. This manuscript describes a 
method to non-invasively quantify changes in cerebral vasculature and BP using Magnetic 
Resonance Angiography (MRA) imaging.  
 
Methods: MRA images and BP measurements were obtained from patients (n=15, M=8, F=7, 
Age= 49.2 ± 7.3 years) over a span of 700 days.  A novel segmentation algorithm was developed 
to identify brain vasculature from surrounding tissue. The data was processed to calculate the 
vascular probability distribution function (PDF); a measure of the vascular diameters in the brain. 
The initial (day 0) PDF and final (day 700) PDF were used to correlate the changes in cerebral 
vasculature and BP. Correlation was determined by a mixed effects linear model analysis. 
 
Results: The segmentation algorithm had a 99.9% specificity and 99.7% sensitivity in identifying 
and delineating cerebral vasculature. The PDFs had a statistically significant correlation to BP 
changes below the circle of Willis (p-value = 0.0007), but not significant (p-value = 0.53) above 
the circle of Willis, due to smaller blood vessels. 
 
Conclusion: Changes in cerebral vasculature and pressure can be non-invasively obtained through 
MRA image analysis, which may be a useful tool for clinicians to optimize medical management 
of HBP. 
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The World Health Organization has proclaimed stress to be the “Health Epidemic of the 
21st Century.” Stressors have profound impact on mood, behavior, and health. The correlations 
between stressors and disease can be affected by the nature, number, and persistence of the 
stressors. The individual’s genetics can play a role in how vulnerable they are while psychosocial 
factors and learned patterns of coping can reduce vulnerability. It has been shown that reducing 
long term stress can increase quality of life and reduce the course of chronic diseases[1].  
Research has shown that excessive amounts of stress and the perception that it impacts 
health negatively is associated with poor physical and mental health. It was shown that individuals 
who perceived that stress affects their health negatively and that reported a large amount of stress 
had an increased risk of premature death[2]. 
Unlike short-term stress, which can be relieved by directly removing the stressor, chronic 
long-term stress cannot be relieved by a fight or flight response. This results in harmful reactions 
by the body and mind to deal with the stress to achieve homeostasis. The mental consequences 
have been identified to include such things as increases in smoking, substance abuse, accidents, 
sleep problems, eating disorders, etc. Populations that live in more stressful areas (communities 
that experience higher rates of natural disasters, divorce, business failures, etc.) smoke more 
heavily and experience higher mortality from lung cancer and chronic obstructive pulmonary 
disorder. It has also been proposed that those with chronic stress may use alcohol as self-
medication for disorders such an anxiety or Post-Traumatic Stress Disorder (PTSD)[1]. 
When the body feels threated, or stressed, the nervous system responds by releasing stress 
hormones such as adrenaline and cortisol which heighten the body’s senses to prepare for 
emergency action.  Senses become sharper, hearth rate increases, blood pressure rises, rate of 
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breathing increases, etc. This natural response is important as it can be a lifesaving response in the 
face of danger. The same response over a long period, however, can result in negative outcomes 
affecting the cardiovascular system. 
The sympathetic nervous system (SNS) stimulated chronically due to stress leads to 
increases in blood pressure and vascular hypertrophy. The constricting muscles of the vasculature 
thicken and produce an elevated resting blood pressure. The response stereotypy is also increased 
which is a tendency to respond to stressors with a vascular response. Chronically elevated blood 
pressure forces the heart to work harder which will lead to hypertrophy of the left ventricle. In 
time, the elevated and quickly shifting blood pressure levels will lead to damaged arteries[1]. 
 
Figure 1 - Hierarchy of stress and its effects. 
Approximately 1 in 3 adults in the U.S. has high blood pressure (HBP). HBP is the primary 
or contributing cause of mortality in 410,000 adults each year with associated healthcare costs of 
$46 billion[3]. Chronic stress[4], high sodium intake[5], and renal dysfunction[6] are the primary 
causes for HBP. Chronic HBP, alters the structure of cerebral blood vessels and disrupts cerebral 
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vasoregulatory mechanisms. Significantly, HBP induces hypertrophic and eutrophic remodeling 
in cerebral blood vessels[7]. In hypertrophic remodeling, HBP induces increases in wall thickness 
and reduction in the vessel lumen in cerebral blood vessels. In eutrophic remodeling, smooth 
muscles cells undergo a rearrangement that leads to a reduction of the vessel lumen without 
changes in total vascular mass or wall thickness. These cerebrovascular changes are hypothesized 
to be a significant contributor for strokes, brain lesions, cerebral ischemic injury, dementia, and 
cognitive impairment[7-9]. 
Currently, HBP is diagnosed and medically managed when systemic BP measurements 
using sphygmomanometer are greater than 140/90 mmHg. However, BP measurement via 
sphygmomanometer cannot quantify the cerebrovascular or cerebral blood pressure changes that 
can increase the risk of cerebral adverse events. Importantly, cerebrovascular changes and high 
cerebral BP are hypothesized to occur prior to the onset of systemic HBP and are thought to be the 
driver of systemic blood pressure changes[10-12]. Thus, quantification of cerebrovascular and 
cerebral BP changes may help identify and stratify patients at risk of cerebral adverse events, 
enable medical treatment prior to the onset of systemic hypertension, and optimize medical 
management of HBP patients.  
Imaging techniques including Magnetic Resonance Imaging (MRI) and Magnetic 
Resonance Angiography (MRA) scans have been traditionally used in the quantification of organ 
structural changes[13]. In literature, MRI scanning has been used for volumetric measurement of 
the ventricular cavities and myocardium[14], and to determine intravascular pressures from MR 
velocity data in large vessels like the aorta or pulmonary artery [15]. MRA scanning has been used 
to quantify flow measurements in the collateral arteries of patients with internal carotid artery 
occlusions[16] but has not been utilized for the estimation of vascular pressure changes in the 
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brain, to our knowledge. Detection of cerebrovascular or cerebral BP changes using MRA analysis 
has not been accomplished due to the lack of accurate segmentation algorithms that can delineate 
the smaller blood vessels in the brain (in comparison to aorta or pulmonary arteries) from the 
surrounding soft tissue. Further, there are no methods to quantify cerebrovascular changes and to 
correlate them to changes in cerebral BP from MRI/MRA imaging. This manuscript presents novel 
methodologies to delineate cerebral blood vessels from the surrounding tissue, quantify 
cerebrovascular changes, and correlate the cerebrovascular changes to BP. 
 
METHODS                                                                                                                                   . 
 
The goal of this manuscript is to develop a new MRA-based framework for the detection 
of changes in Cerebrovascular BP. Patient demographics, and details about the proposed 
methodology and data analysis are presented next. 
 
Patient Demographics 
This study was approved by the Institutional Review board (IRB) at the University 
of Pittsburgh. MRA data and BP measurements obtained from patients (n=15, M=8, F=7, 
Age= 49.2 ± 7.3) over a 700-day study period were retrospectively analyzed. MRA 
imaging data and systemic BP measurements were obtained on the same day using a 3T 
Trio TIM scanner using a 12-channel phased-array head coil and using 
sphygmomanometers, respectively. The volume of scans composed of 3D multi-slab high 
resolution images with 160 slices, thickness of 0.5mm, resolution of 384 x 448, a flip angle 
of 15 degrees, repetition time of 21ms, and echo time of 3.8ms. 
The subjects had an average day 0 systolic pressure of 122 ± 6.9 mmHg, an average day 0 
diastolic pressure of 82 ± 3.8 mmHg, an average day 700 systolic pressure of 118.9 ± 12.4 
mmHg, and an average day 700 systolic pressure of 79.9 ± 11.0mmHg. 
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The 15 subjects were selected to represent a range of blood pressure changes over 
the 700 days and the data was analyzed blind to the patient BPs. 
Data Analysis 
The analysis of patient MRA data consists of five key steps (Figure 1) consisting 
of: 1) manual segmentation of training slices to identify ground truth, 2) automatic 
segmentation for all slices delineates the blood vessels from the surrounding soft tissue by 
combining the segmented ground truths with the Linear Combination of Discrete Gaussians 
(LCDG) models for grey level distribution, 3) voxel matching for obtaining temporal 
subtraction images enhances the ability to see cerebrovascular and the created distance map 
quantifies the changes in patients between day 0 and day 700, 4) generation of a probability 
distribution function (PDF) which describes the distribution of pixel distances from 
vascular edges and is used to statistically correlate to BP and 5) estimation of the 
cumulative distribution function (CDF) to observe the summated probability of 
cerebrovascular changes in the same patient from day 0 and day 700. 
 
Figure 2 - Framework of the data analysis procedure for quantifying cerebrovascular changes 
from imaging data. 
 
Manual Segmentation of Training Slices. MRA data from a patient consists of 160 MRA 
slices. Every tenth slice is manually segmented to extract the blood vessels from 
surrounding tissue using Adobe Photoshop (Adobe Systems, CA). This methodology 
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allows for delineation of the blood vessel from the surrounding tissue at a pixel level 
accuracy where the largest limitation is the resolution of the MRI machine itself. The 
manually segmented training binary (black for surround tissue and white for target 
vasculature) slices are referred to as a ground truths (GT) as the images are correct and free 
from artifacts or noise (Figure 2). The manual segmentation of select slices is used for the 
initialization and optimization of the segmentation algorithm. The segmentation algorithm 
is subsequently used for segmenting all obtained slices.  
 
Figure 3 - Original MRA image slice of sample patient at day 0 (left image). Manually 
segmented ground truth (GT) image from image on left (right image). 
Automatic Segmentation. One of the most important problems relating to common 
computer-assisted diagnostics is the segmentation of accurate 3D cerebrovascular system 
information from MRA images. A good choice for the suppression of background signals 
and for quantifying blood flow velocity vectors for each voxel is phase contrast magnetic 
resonance angiography (PC-MRA). Time of Flight magnetic resonance angiography (TOF-
MRA) is fast and provides images with high contrast but is less quantitative. Statistical, 
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deformable, scale-space filtering, centerline-based, and hybrid are some of the more 
popular methods for extracting vasculature structures from MRA data. 
Entwining an image with Gaussian filters at multiple scales, a process referred to 
as multiscale filtering, enhances curvilinear structures in 3-D medical images. The 
eigenvalues of the Hessian at each voxel are inspected to conclude the 3D structures’ local 
shapes (because of the eigenvalues, blood vessels which are linear structures will differ 
from plane structures, unstructured objects, and speckle noise). The output of the multiscale 
filter output forms a new image in which the curvilinear structures become brighter 
whereas other parts (planar structure and speckle noise for example) become darker[17]. 
Segmentation and visualization can be directly implemented on such an image using a 
deformable model. The eigenvalues can also define a set of voxels relating to the 
centerlines of the target vasculature[18]. The multiscale filter responses at each of the voxel 
sets will decide the probability that a voxel belongs to a vessel of a specific diameter. Each 
voxel has an assigned max response over all diameters. From the estimated centerlines and 
diameters, a surface model of the vasculature is reconstructed. Post segmentation of the 
filtered MRA image using thresholding, anisotropic diffusion techniques preserve small 
vessels and remove noise[19]. A multiscale technique based on Markov marked point 
processes to extract coronary vasculature from X-Ray angiograms was proposed by [20]. 
The coronary vessels would be modeled locally as piece-wise linear segments of varying 
widths, lengths, orientations, and locations. The centerlines of the vasculature are isolated 
using a Markov object process specified by a uniform Poisson process. 
Representing two-point centerline extractions as the minimum cost integrated along 
the centerline path can be formulated with centerline minimal path-based techniques. A 
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study used multi-scale medialness filters to compute the cost of graph edges in a graph-
based minimal path detection method to extract the vessels’ centerlines. Considering the 
length and scale of the centerlines of the vessels, a post processing step was conducted to 
extract a full tree of vasculature centerlines[21]. Another study used the shortest paths to 
extract tubular structures from 2-D images by means of an automatic framework. The 
framework used orientation and multiscale optimization to propagate 4-D (orientation, 
space, scale) paths onto 2-D images[22]. Another study took the 3-D model and reduced it 
to a curve, albeit in 4-D, with an extra dimension of the non-spatial variety that describe 
the thickness of the vessel. A minimal path approach was used to find the shortest path 
between user defined end points on the 4D curve. Simultaneously, the detected path 
described both the surface and the vessel centerline[23]. Extending that approach, another 
study looked at considering vessel orientation based on an anisotropic optimally oriented 
flux (OOF) descriptor[24]. A problem for shortest path techniques is that a false straight 
shortcut path might occur instead of following the vessel. To overcome that issue, another 
study employed the use of a minimum average-cost path model to look at CT images and 
segment the 3D coronary arteries from them. The average edge cost was reduced along 
paths in the 4-D graph constructed by voxels and related radii[25]. 
The approach in that which one approximates the boundary surface of the 
vasculature is referred to as a deformable model. An example of one method involves a 
‘snake’; the initial boundary which evolves for the sake of optimization of the surface 
energy. That surface energy will depend on the smoothness of the surface and on image 
gradients[26, 27]. A study by Xu and Prince used a gradient vector flow (GVF) field to 
steer snakes into the concavities of objects. This increased the capture range of the evolving 
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boundary[27]. Guided by the GVF field, the deformable model has been employed in the 
segmentation of 2D and 3D computer tomographic angiography (CTA)[28] and 3D 
MRA[25]. Deformable models are made more efficient for segmentation of vessels in the 
brain when using topologically adaptable surfaces[29]. Geodesic active contours[30] 
implemented with level set techniques offer flexible topological adaptability to segment 
the MRA images[26] including more efficient adaptation to local geometric structures 
represented (tensor eigenvalues, for example[31]). Quick segmentation of blood vessel 
surfaces is obtained by inflating a 3D balloon with fast marching methods[32]. The two-
step segmentation of a 3-D vascular tree in[33] is first carried out locally in a small volume 
of interest. A global topology is then estimated to initialize a new volume of interest. 
Holtzman-Gazit et al.[34] extracted vasculature in CTA images based on varying 
principles. The framework they used combined the Chan-Vese minimal variance model 
with a geometric edge alignment measure and the geodesic active surface model. 
Manniesing et al.[33] proposed a level set-based vascular segmentation method for finding 
vessel boundaries in CTA images. The level set function is attracted to the vessel 
boundaries based on a dual object (vessels) the distribution of background intensity, which 
are estimated from the intensity histogram. 
Forkert et al.[35] employed the use of a vesselness filter to direct a level set to 
extract vessels from TOF-MRA data. Deformable models produce much better results from 
experiments compared to scale-space filtering, however, they both share a common 




Extracting the statistical data from a vascular tree is a completely automatic 
process. The accuracy, however, depends on the framework of the probability models. The 
MRA images are multi-modal so that the intensity or gray-level signals in the target region 
(blood vessels, brain tissue, etc.) is related to a dominant mode of the sum marginal 
probability of the signals[36]. Extraction of blood vessels via adaptive statistical 
approaches were proposed by [37] for the PC-MRA data and [38] for the TOF-MRA data. 
In [38] the Gaussians were replaced with a more suitable Rician distribution. The marginal 
data distribution was represented in [37] with two Gaussians and one component that is 
uniform for the motionless cerebrospinal fluid (CSF), arteries, and brain tissue. To estimate 
all the relevant parameters, an expectation-maximization (EM) algorithm was used in both 
studies. For the TOF-MRA data set, a “modified EM” was used by replacing gray levels in 
pixels considered by their starting EM arrangement with a small gray level distribution. 
According to Webb [39], however, the modified EM includes changes that make it more 
similar to the classic ones used for many years for the estimation of density. It makes it so 
that pixels appeared in their starting arrangement as an exact copy of a general EM 
framework. 
There have been attempts to combine parts of these mentioned approaches to create 
hybrids. A region-based deformable contour for the segmentation of cylindrical objects 
was formulated in [40] through a combination of shape information and signal statistics. 
Another hybrid approach, used by [41], lead a deformable surface model second order 
intensity statistics and surface geometry to segment vasculature from PC- and TOF-MRA 
images. To repeatedly extract vasculature from images acquired via rotational 
angiography, a hybrid of a Gaussian statistical model with the maximum intensity 
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projection (MIP) images need to be collected at three orthogonal directions [42]. As an 
alternative to that, [43] used an extraction of the object boundaries by fusing an iterative 
thresholding approach with component label analysis and region growing. 
  These previously used approached have several limitations, however. 
1 – Most can only be applied to 1 image type; TOF- or PC-MRA. 
  2 – To initialize a vessel of interest, a designation is required by the user. 
 3 – Some of the models require an assumption that the patient has uniformly 
circular vessels. These models would not hold true for patients with irregular vessel shapes, 
such as those with an aneurysm of a stenosis. 
4 – Besides the statistics approaches, the other models require much processing 
power and time to complete analysis. 
5 – The statistical approaches use predefined probability models. These models 
wouldn’t fit all cases because intensity distributions of blood vessels can vary between 
patients, scanning apparatus, and the parameters used[36]. 
 
Our approach is to rapidly and accurately extract the blood vessel data by defining 
the probability models of each region of interest within the statistical approach and not 
predefining the probability models[36-38]. The empirical gray level distribution for each 
MRA slice is closely approximated with a LCDG, then it is split into three individual 
LCDGs, one per region of interest. These regions are associated with three dominant 
modes: darker bones and fat, gray brain tissues, and bright blood vessels, respectively. The 
models identified specify an intensity threshold for extracting blood vessels in that slice. A 
3-D connectivity filter is then applied to the extracted voxels (voxel = volume x element; 
a representation for a 3-D pixel) to select the desired vascular tree. This method results in 
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more precise region models with better segmentation accuracy compared to other 
methods[36]. 
Adapting the EM based technique to the LCDG allows for precise identification of 
the LCDG-model including the number of its positive and negative components[44] and 
for identification of a continuous LCDG-model that contains the probability distribution.  
An expected log-likelihood is used as a model identification criterion in [36]. Let 
X = (Xs : s = 1,...,S) denote a 3-D MRA image containing S co-registered 2-D slices Xs = 
(Xs (i,j): (i,j) ∈ R; Xs (i,j) ∈ Q). Here, R and Q = {0, 1,...,Q − 1} are a rectangular arithmetic 
lattice supporting the 3-D image and a finite set of Q-ary intensities (gray levels), 
respectively. Let Fs = (fs (q): q ∈ Q; ∑q∈Q fs (q)=1, where q denotes the gray level, be an 
empirical marginal probability distribution of gray levels for the MRA slice Xs . 
In accordance with [44], each such slice is considered as a K-modal image with a 
known number K of the dominant modes related to the regions of interest. To segment the 
slice by separating the modes, an estimation of the individual probability distributions of 
the signals associated with each mode from Fs is necessary. In contrast to a conventional 
mixture of Gaussians, one per region, or slightly more flexible mixtures involving other 
simple distributions, one per region, we closely approximate Fs with LCDG. The LCDG of 
the image is then partitioned into submodels related to each dominant mode [27, 34, 35]. 
The discrete Gaussian (DG) is defined as the probability distribution Ψθ = (ψ(q|θ): 
q ∈ Q) on Q of gray levels such that each probability ψ(q|θ) relates to the cumulative 
Gaussian probability function Φθ (q) as follows (here, θ is a shorthand notation for the 




Φ𝜃 (0.5) for q = 0               for q = 1
Φ𝜃 (q + 0.5) −  Φ𝜃(q − 0.5)          for q = 1, … , Q − 2
1 − Φ𝜃(Q − 1.5)                      for q = Q − 1
     
 
 The LCDG with Cp positive and Cn negative components such that Cp ≥ K  
 





𝑙=1 ψ(q|θn,l )                        (1) 
 
has obvious restrictions on its weights w = [wp,.,wn,.], namely, all the weights are 
nonnegative and 





𝑙=1 = 1                                                      (2) 
 
Generally, the true probabilities are nonnegative: pw,Θ (q) ≥ 0 for all q ∈ Q. 
Therefore, the probability distributions comprise only a proper subset of all the LCDGs in 
(1), which may have negative components pw,Θ (q) < 0 for some q ∈ Q.  
Our goal is to find a K-modal probability model that closely approximates the 
unknown marginal gray level distribution. Given Fs, its Bayesian estimate F is as 
follows[39]: f(q)=(|R|fs (q) + 1)/(|R| + Q), and the desired model has to maximize the 
expected log-likelihood of the statistically independent empirical data by the model 
parameters:  
𝐿(𝒘, 𝚯)  =  ∑ f(q) log 𝑝𝒘,𝚯 (𝑞)q∈𝐐                                             (3) 
 
  The entire segmentation algorithm is as follows[36]. 
1) For each successive MRA slice Xs, s=1,…..S, 
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a) First is to gather the marginal empirical probability distribution Fs of gray levels. 
b) Find a starting LCDG-model that is nearing Fs by using the initializing algorithm to 
approximate the values of Cp−K, Cn, and the parameters w, Θ (weights, means, and 
variances) of the negative and positive discrete Gaussians (DG). 
c) Refine the LCDG-model with the fixed Cp and Cn by manipulating the other 
parameters with the modified EM algorithm. 
d) Separate the final LCDG-model into K submodels, one for each dominant mode, by 
minimizing the predicted errors of misclassification and select the LCDG-submodel 
with the greatest average value (i.e., the submodel linking to the brightest pixels) as the 
model of the desired vasculature. 
e) Extract the blood vessels’ voxels in the MRA slice using intensity threshold t 
separating their LCDG-submodel from the background ones. 
2) Eliminate artifacts from the whole set of the extracted voxels with a connection filter 











 Algorithm 1 summarizes the adopted segmentation approach: 
Algorithm 1 Main Steps of the Segmentation Approach 
For each slice 𝐗𝐬, do the following: 
1. LCDG Initialization: 
• Find the marginal empirical probability distribution of gray levels 𝐅𝐬. 
• Estimate 𝐶𝑝 − 𝐾, 𝐶𝑛, 𝐖, and Θ of the positive and negative DGs. 
• Find the initial LCDG-model that approximates 𝐅𝐬. 
2- LCDG Refinement: 
• Refine the LCDG-model with the fixed 𝐶𝑝and  𝐶𝑛 by manipulating the other parameters 
with the modified EM algorithm. 
3- Initial Segmentation: 
• Split the final LCDG-model into K submodels by minimizing the expected errors of 
misclassification. 
• Select the LCDG-submodel with the largest mean value as the model of the desired 
vasculature. 
• Extract the blood vessels’ voxels in the MRA slice using intensity threshold t separating 
their LCDG-submodel from the background ones. 
4- Final Segmentation: 
• Eliminate artifacts from the whole set of the extracted voxels with a connection filter 




The aim for this procedure is to decipher the threshold for each MRA slice that will 
allow the full extraction of the bright blood vessels while removing the darker unwanted 
tissue while also separating surrounding non-vasculature tissue that may be of similar 
brightness and along the same boundaries. Step 1b’s initialization creates the LCDG with 
the non-negative starting probabilities pw,Θ (q). The refinement in 1c increases the 
likelihood, but the probabilities continue to be non-negative. The experiments presented in 
[36] show the opposite situations were never met. 
The automatic segmentation’s accuracy is evaluated by calculating total error 
compared to the ground truths. True positive (TP), true negative (TN), false positive (FP), 
& false negative (FN) segmentations are measured for evaluation. 
 
Figure 4 - Illustration shows the segmentation errors between the ground truth, G, and the proposed automatic 
segmentation, C [5]. 
From Figure 4, C, G, and R denotes the segmented region, the referenced “ground 
truth”, and the whole image frame, respectively. Then, the TP = |C ∩G|, the TN = |R − C 
∪G|, the FP = |C − C ∩G|; and the FN = |G− C ∩G|. The total error is defined as ε = 
(FN+FP)/(TP+FN) = (FN+FP)/G [46].  
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Voxel Matching. Voxels are an array of volume elements that constitute a notional 
three-dimensional space. A 3D affine registration is used to handle the pose, orientation, 
and the data spacing changes and other scanning parameter changes between day 0 and day 
700[47]. In this step, the determined Euclidian radii are converted into diameter values. 
The output is then converted into a distance map. 
Generation of Probability Distribution Function and Validation. The EM-based 
technique is adapted to the LCDG-model and the distribution of pixel distances is extracted 
from the distance map to calculate the probability distribution of the cerebrovascular 
changes. The PDF marks the distribution of white pixels as a true value and black pixels 
being ignored for the data set. The diameters of the blood vessels are determined by 
estimating Euclidian center point distances from the edge of a vessel. The data points in 
the generated PDFs are then extracted and compared to the blood pressure data using 
statistical analysis. 
 
Calculation of Cumulative Distribution Function. The integral of the PDF is used 
to generate the CDF (The CDF FX of a random variable X is calculated from its PDF fX  
using 𝐹𝑋(𝑥) = ∫ 𝑓𝑋(𝑡)𝑑𝑡 )
𝑥
−∞
 The CDF shows the total summated probability that a blood 
vessel will take a value less than or equal to a diameter value. It shows the cumulative 
distribution of the PDF with an upper limit of 1. The more quickly the CDF line approaches 
1, the more certain that the diameter of the blood vessel is smaller compared to a CDF that 







Statistical analysis was performed using R software, version 3.3. A mixed effects 
linear model was used to test the relationship of MRA data with clinical BP measurements. 
Brain slices were separated into upper (above circle of Willis) and lower (below circle of 
Willis) compartments to determine correlation with clinical BP readings. The circle of 
Willis, near the brain base, is where the intracranial cerebral arteries take off from and give 
rise to progressively smaller vessels[7]. The BP measurements were combined into a single 
value, the estimated mean arterial pressure MAP = (2 × DBP + SBP) / 3, which was a 
covariate in the model. Also included in the model were patient age, gender, and a random 
intercept per patient. The dependent variable was the mean of the Euclidean distance map 
over the entire vascular tree within each compartment. (Two separate models were fit to 
the upper and lower compartments.) Statistical significance of fixed effects in the fitted 
models was determined using likelihood ratio chi-square tests. 
3D Reconstruction of Cerebral Vasculature                                                                                                             
A growing tree model, that eliminates any unwanted segmented voxels by choosing 
the greatest connected vascular tree system, coupled with a smoothing algorithm, was used 
to generate a 3-D model based on segmented slices [45]. An example for the resultant 
vascular system is visualized and illustrated in the results section. 
 
RESULTS . 
     
Specificity and sensitivity values were obtained from the segmented images as shown 
below in Table 1. The automatically segmented slices for all 15 patients were compared to the 
manually segmented GTs to determine accuracy of algorithm (Figure 5). The segmentation 
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algorithm resulted in the cumulative sensitivity of 0.997 ± 0.008 (sensitivity range = 0.969 to 1) 
and the cumulative specificity of 0.9998 ± 0.0001 (specificity range = 0.9994 to 1). 
The results of the statistical analysis revealed inverse statistical significance with vessels 
below the circle of Willis (p-value = 0.0007) with respect to MAP (table 2). The PDF below circle 
of Willis was not statistically significant based on the age or gender of the patient. The PDF of 
vessels above circle of Willis only showed statistical significance with age (p-value = 0.0005) 
(table 2).  
In the analysis, 13 out of 15 patients showed correlation between BPs and vessel diameters, 
however, 2 patients did not show correlation. A depiction of multiple CDFs from below the circle 
of Willis from 4 patients (A, B, C, and D) are depicted along with the corresponding BPs (Figure 
6, Table 3). Patients A and B (Figure 6, Table 3) are examples from the 13 patients showing 
correlation and patients C and D (Figure 6, Table 3) are outliers that did not show correlation. 
Patient C shows a shift in CDF in the opposite direction of BP changes, and patient D 
shows a large shift in CDF compared to the BP change (Figure 6 - C, Figure 6 - D). The 3-D 
cerebrovascular model reconstruction of patient C (Figure 6 - C, Figure 7) and patient D (Figure 6 
- D 7) indicated significant vascular changes between day 0 and day 700. 
Table 1 - Sensitivity and specificity values for automatically segmented images at day 0, day 700, and both combined. 
Time Sensitivity Specificity 
Day 0 0.997 ± 0.006 0.9998 ± 0.0001 
Day 700 0.996 ± 0.008 0.9998 ± 0.0001 






Figure 5 - Example of segmentation algorithm output; (a) Image slices of sample patient at day 0. Automatically 
segmented from original MRA images by the algorithm based on LCDG determined threshold values from GT slices 
(b) The 3D reconstruction of the segmented cerebrovascular system. 
 
 
Table 2 – Mixed effects linear model statistical evaluation. p-values < 0.05 show statistical 
significance with regards MAP. Diameter denotes size of vasculature in segmentation images. Age 
and sex are clinically acquired data. 
 
Mean Diameter of Vessels below circle of Willis 
Effect χ2 p-value 
Age 3.2 μm/y 0.356 0.551 
Gender F > M by 12.8 μm 0.026 0.872 
Mean Arterial Pressure −5.3 μm/mmHg 11.63 0.0007 
 
Mean Diameter of Vessels above circle of Willis 
Effect χ2 p-value 
Age −16.5 μm/y 12.29 0.0005 
Gender F > M by 16.0 μm 0.199 0.655 






Figure 6 – Set of graphs depicting various patient CDFs. The graphs indicate the probability 
that blood vessels may be of a certain diameter or less. The closer to 1 on the y-axis a CDF 
curve is, the greater the chance for vessels to be that diameter or less. The closer to 0 on the y-
axis a curve is, the more likely that the diameter of vessels is larger. 
 
Table 3 - Set of BP measurements that correspond to patients in figure 6. 











A 120 80.5 93.7 103.5 66.5 78.8 
B 130.5 83 98.8 143.5 94 110.5 
C 118 80.5 93 105.3 69 81.1 





Figure 7 - Applying a 3-D growing algorithm to the volume of binary segmented images allows 
for visualization of the automatically segmented MRA data. Day 0 of patient C (top left). Day 
700 of patient C (top right). Day 0 of patient D (bottom left). Day 700 of patient D (bottom 
right). Some apparent differences between vascular constructions in areas below the circle of 




The average cumulative segmentation algorithm’s sensitivity was 0.997 ± 0.008 and the 
specificity was 0.9998 ± 0.001. This high level of accuracy shows the benefit of using a manual 
input to initialize automatic segmentation. Manual segmentation alone would be too time intensive 
to be used in a practical healthcare setting while using automatic segmentation alone would not 
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provide sufficient segmentation accuracy to delineate and quantify the diameters of the smaller 
cerebral blood vessels. Our segmentation algorithm combines the accuracy of manual 
segmentation with the benefit of automated and less time intensive approach and provides 
segmentation with a high degree of accuracy while also minimizing the required time and effort. 
The high degree of sensitivity and specificity of our approach in accurately delineating 
blood vessels from surrounding brain tissue enables the quantification of cerebrovascular changes. 
The PDFs show the total blood vessel diameter change in time from day 0 and day 700. Below the 
circle of Willis, there is a statistical correlation between PDFs and BPs (p-value = 0.0007), 
demonstrating that the MAP decreases with increase in average vessel diameter and PDF. The 
non-invasive PDF data correlates well with most patients’ BP measurements below the circle of 
Willis. Given that cerebral hypertension is hypothesized to precede systemic hypertension[10], our 
methodology presents a unique tool for potentially initiating early treatment of systemic HBP. The 
correlation of PDF to MAP was independent of patient gender. The difference in PDF of vessels 
above circle of Willis was statistically significant with age, which indicates that older patients have 
constricted cerebral vessels, which may put them at a higher risk of strokes.  
In some patients (patients C and D) the change in CDF did not correlate to changes in MAP 
or BP, which may indicate impaired auto regulation of cerebral blood flow potentially due to 
cerebrovascular remodeling [7, 10]. The 3-D cerebrovascular model reconstruction of these 
patients demonstrated significant vascular changes between day 0 and day 700. These results 
demonstrate that drug therapies prescribed using systemic BP alone may not provide optimal 
medical management. Lack of correlation between CDF and MAP may indicate a higher risk of 
cerebrovascular adverse events which necessitates more frequent monitoring and/or optimization 
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of medical management despite having normal systemic BPs. Using a combination of BP and CDF 





While our segmentation algorithm significantly improves on automatic 
segmentation methodologies, it is limited by the resolution limit of the MRI machine 
performing the MRA scanning. The CDF diameters (Figure 5) start at 0.5 mm because the 
distance map calculations determine radius from the edge of a blood vessel and a pixel in 
the MRA imaging represented 0.25mm. Any value less than that would not be accurately 
represented due to the resolution limit. Subsequently, the accuracy of the statistical analysis 
decreases with decreasing blood vessel size (smaller blood vessels above the circle of 
Willis). 
There were also various over-the-counter medications, vitamins, and supplements 
the subjects were on during the duration of the study. Tylenol, Aleve, Ibuprofen, Motrin, 
Omeprazole, and Bayer were some of the over-the-counter medications the subjects used. 
Supplements such as Calcium, Magnesium, and Vitamin C were also being used during 
the study. It’s unlikely that blood pressures would be affected by these supplements and 
medications, but there are occurrences of that happening with drugs such as ibuprofen. 







CONCLUSION                                                                                                                        . 
 
Changes in cerebral vasculature and blood pressure can be non-invasively obtained through 
MRA image analysis. The improved segmentation algorithm coupled with the calculation of CDFs 
and PDFs can indicate cerebrovascular and cerebral blood pressure changes, which may be a useful 
tool for clinicians to optimize medical management of HBP.  
 
Future Work 
Future work in this subject should include improvements to the segmentation 
algorithm in order to find statistical correlation with small blood vessels found above the 
circle of Willis. Steps should also be taken to ensure day 0 and day 700 MRA imaging is 
conducted in a manner that lines up imaging slices from both days exactly for accurate 
comparisons. Studying the effects of blood pressure changes in vessels above the circle of 
Willis prove difficult and any future work regarding these methodologies will need to 
consider that when imaging patients for this type of study. 
The segmentation algorithm and metrics for vascular and blood pressure changes 
(CDF, PDF) are not limited to cerebral vasculature. These methodologies may also be used 
to quantify vascular changes in other end organs that are/could be sensitive to blood 
pressure. Understanding the blood pressure changes in those local regions may give better 
insight into the progression and mechanisms of various diseases. Coupling this data with 
information about the several types of stress patients experience in their lives may provide 
a better framework to manage their risk for medical complications through proper lifestyle 
changes and optimization of drug therapy. Data from a large pool of patients may be used 
to generate a working algorithm of all factors to determine those who may be at most risk. 
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Several possibilities for the future work of this thesis include, but are not limited to, the 
following: 
- Extending the presented segmentation and analysis techniques to better understand how 
dyslexia and autism are effected by cerebrovascular blood pressures and 
cerebrovascular remodeling[7, 10, 12, 35, 45, 48-79]. This process will be of a great 
importance to extract and quantify the changes to brain structures caused by 
cerebrovascular remodeling. 
- Extending the functionality to be suitable for application to the heart[6, 14, 15, 80-99] 
to be able to diagnose heart patients (e.g., after stem cell therapy). 
- Extending the functionality to study the feasibility of applying motion correction 
registration techniques to study kidney behavior before and after renal transplant[6, 
100-124]. 
- Exploring the functionality and benefits of being able to detect blood pressure changes 
in the prostate and extending analysis techniques to be applied in the diagnosis of 
prostate cancer[125-136]. 
- Exploring the functionality and benefits of being able to detect blood pressure changes 
in blood vessels of the lung and extending analysis techniques to be applied in the 
diagnosis of lung cancer[43, 137-175]. Analysis of local changes in pulmonary 
structures may also reveal results beneficial for advancing the techniques used to treat 
diseases of the lungs. 
- Exploring the functionality and benefits of being able to detect blood pressure changes 




APPENDIX I – Segmentation Initialization & LCDG refinement 
A. Sequential EM-Based Initialization 
The initial LCDG model, closely approximating a given marginal gray level distribution 
F, is built using a conventional EM-algorithm, adapted to the discreet Gaussians (DG)[39, 182]. 
The approximation involves the following steps: 
1) The distribution F is approximated with a mixture PK of K positive discreet Gaussians 
relating to a dominant mode. 
2) Deviations between F and PK are approximated with the alternating “subordinate” 
components of the LCDG as follows. 
a) The positive and the negative deviations are separated and scaled up to form 
two seemingly “probability distributions” Dp and Dn. 
b) The same conventional EM algorithm is used iteratively to find a subordinate 
mixture of positive or negative DGs that approximates best Dp or Dn, 
respectively (i.e., the sizes Cp − K and Cn of the mixtures are found by 
minimizing sequentially the total absolute error between each “distribution” Dp 
or Dn and its mixture model by the number of the components).  
c) The obtained positive and negative subordinate mixtures are scaled down and 
then added to the dominant mixture yielding the initial LCDG model of the size 
C = Cp + Cn. 
The resulting initial LCDG has K dominant weights wp,1, . . ., wp, K such that ∑ 𝑤𝑝,𝑟
𝐾
r=1 =
1, and several subordinate weights of smaller values such that ∑ 𝑤𝑝,𝑟−
𝐶𝑝
𝑟=𝐾+1







B. Modified EM Algorithm for Refining LCDGs 
The initial LCDG is refined by approaching the local maximum of the log-likelihood in (3) 
with the EM process adapting that in [44] to the DGs. The latter extends in turn the conventional 
EM-process in [39] and [182] onto the alternating components.  
Let 𝑝𝑤,θ








𝑙=1  denote the current LCDG at 
iteration m. Relative contributions of each signal q ∈ Q to each positive and negative DG at 
iteration m are specified by the respective conditional weights 
π𝑝

















            (4) 




𝑟=1 −  ∑ π𝑛
[𝑚](𝑙|𝑞)
𝐶𝑛
𝑙=1 = 1; 𝑞 = 0, … , 𝑄 − 1.             (5) 
 
The following two steps iterate until the log-likelihood is increasing and its changes become small: 
E-step[m]: Find the weights of (4) under the fixed parameters w[m−1], Θ[m−1] from the 
previous iteration m − 1, and M-step[m]: Find conditional maximum likelihood estimates (MLEs) 
w[m], Θ[m] by maximizing L(w, Θ) under the fixed weights of (4). 
Considerations closely similar to those in [39] and [182] show this process converges to a 
local log-likelihood maximum. The further evidence in [44] demonstrates it is a block relaxation 
minimization-maximization process (in a very general way, this is also shown in [182]). Let the 
log-likelihood of (3) be rewritten in the equivalent form with the constraints of (5) as unit factors: 
 
L(w[m], Θ[m]) = ∑ 𝑓(𝑞)𝑄𝑞=0 [∑ π𝑝
[𝑚]𝐶𝑝
𝑟=1
(𝑟|𝑞) log 𝑝[𝑚](𝑞) − ∑ π𝑛
[𝑚]𝐶𝑛
𝑙=1 (𝑙|𝑞) log 𝑝




Let the terms log p[m](q) in the first and second brackets be replaced with the equal terms 
log w𝑝,𝑟
[𝑚] + log ψ (𝑞|θ 𝑝,𝑟
[𝑚]) − log π𝑝
[𝑚] (𝑟|𝑞) and log 𝑤𝑛,𝑙
[𝑚] + log ψ (𝑞|θ𝑛,𝑙
[𝑚]) − log π𝑛 
[𝑚] (𝑙|𝑞), 
respectively, which follow from (4). At the E-step, the conditional Lagrange maximization of the 
log-likelihood of (6) under the Q restrictions of (5) results just in the weights π𝑝
[𝑚+1](𝑟|𝑞) and 
π𝑛
[𝑚+1](𝑙|𝑞) of (4) for all r = 1, . . ., Cp; l = 1, . . . , Cn and q ∈ Q. At the M-step, the DG weights 
𝑤𝑝,𝑟
[𝑚+1] =  ∑ 𝑓(𝑞)𝑞∈Q π𝑝
[𝑚+1](𝑟|𝑞) and 𝑤𝑛,𝑙 
[𝑚+1] =  ∑ 𝑓(𝑞)𝑞∈Q π𝑛
[𝑚+1](𝑙|𝑞) follow from the 
conditional Lagrange maximization of the loglikelihood in (6) under the restriction of (2) and the 
fixed conditional weights of (4). Under these latter, the conventional MLEs of the parameters of 
each DG stem from maximizing the loglikelihood after each difference of the cumulative 
Gaussians is replaced with its close approximation with the Gaussian density (below “c” stands 


























This modified EM-algorithm is valid until the weights w are strictly positive. The iterations 
should be terminated when the log-likelihood of (3) almost does not change or begins to decrease 
due to accumulation of rounding errors. 
The final mixed LCDG-model 𝑝𝐶 (q) is partitioned into the K LCDG-submodels 𝑷[𝐾] =
[𝑝(𝑞|𝑘): 𝑞 ∈  𝐐], one per class k = 1, . . ., K, by associating the subordinate DGs with the dominant 
terms so that the misclassification rate is minimal. 
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APPENDIX II – Data Tables 











































































Patient ID Day 0 Systolic BP Day 0 Diastolic BP Day 700 systolic BP Day 700 diastolic BP
1 121.5 85.5 118.5 69
2 125.5 88.5 129.5 93
3 130.5 82.5 120.5 78
4 118 80.5 105.5 69
5 130.5 83 143.5 94
6 121 88.5 130.5 100.5
7 120 80.5 103.5 66.5
8 129 78.5 134.5 86
9 114 84.5 120 88
10 119 84.5 115.5 76
11 124.5 73 101 69
12 133.5 85 123.5 79.5
13 124 81.5 106.5 70.5
14 105.5 85 132.5 95.5
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