We consider large time behavior of typical paths under the Anderson polymer measure. If P x κ is the measure induced by rate κ, simple, symmetric random walk on Z d started at x, this measure is defined as
Introduction
In this paper we consider a polymer model related to the parabolic Anderson equation. In particular, we give quantitative bounds on the overlap of the polymer measure in terms of an inverse temperature parameter. This gives a quantitative expression for the extent to which the polymer measure concentrates its weight near a particular path at low temperature. The Anderson polymer model is a measure on simple, symmetric, continuous-time random walks influenced by a random field, W = {W x : x ∈ Z d }, of iid Brownian motions defined on some probability space (Ω, F t , Q) where the filtration is given by F t = σ({W x (s) : 0 ≤ s ≤ t, x ∈ Z d }). (Expectation with respect to Q will be denoted by E.) This measure and related quantities have motivated a huge number of research papers from many different perspectives. In the seminal reference [9] the model is used to give a mathematical account to intermittency, i.e. the existence of spots where most of the mass is concentrated. Those spots correspond to favorable configurations of the field. The model is also very appealing, with time-space iid environment (the Brownian increments) replaced by the configuration of an interacting particle system [16] , modeling a chemical reaction with moving catalysers. It has non trivial large deviation properties [13] , as a particular random growth model. The one-dimensional totally asymmetric case, where the walker only jumps to the right, has a lower complexity than the symmetric case, as shown by the computations of annealed Lyapunov exponents [4] ; In this case an explicit solution was given in [23] , with the strongly asymmetric case as a small perturbation [21] . We consider the symmetric case and, like [5] , [7] , [26] and [27] , our focus is to view the parabolic Anderson model as a particular model of directed polymers in random medium, and a host of other references which may be found in [11] for a general picture.
In order to describe this model, start with the measure P x κ to be the measure on the canonical probability space, D([0, ∞), Z d ) of right continuous paths which possess left limits everywhere, with a finite number of jumps of size one only on any finite interval. These are the typical sample paths of the simple symmetric rate κ random walk. Here, as is usual, P x κ (X 0 = x) = 1 and with respect to P for bounded measurable f : D T → R. The model has three parameters, the inverse temperature β ∈ R measuring the fluctuations of the environment, the polymer length T and the diffusivity κ ∈ (0, ∞) of the path under the a priori measure P 
where •dW denotes the Stratonovich differential of W . In the space-continuous model, the logarithm of u formally solves the Kardar-Parisi-Zhang equation (KPZ), which is expected to be the scaling limit of our model in a weak noise limit. In dimension d = 1, its distribution has been recently computed in [1] , and a better understanding of the KPZ universality class is being achieved; see [12] for a review. The functions u(t, x) and Z κ,β,t (x) thus have the same distribution and we will make use of the properties of u(t, x) derived in [14] and apply them to Z κ,β,t (x). We shall use the notation E κ , µ κ,β,T and Z κ,β,T when x = 0. By spatial homogeneity of the field W we may confine ourselves to the study of the case x = 0. Our results concern the behavior of µ κ,β,T for β 2 /κ and T large in arbitrary dimension. It will be shown that this measure concentrates its mass near a particular favorite path as β 2 /κ → ∞. In a sense this means that there is a channel in the media in which most of the polymer paths reside. The establishment of the concentration is done by examining the overlap defined as
where µ ⊗2 κ,β,T is the product measure of µ κ,β,T with itself. The paths X and X appearing in (2) are thus independent samples of paths drawn according to the measure µ κ,β,T . The quantity J κ,β,T is, for two independent samples sharing the same environment, the proportion of time spent together. We also study another version of the overlap. Define
This version of the overlap measures the amount of time up to T that the endpoint of independent samples drawn with respect to the measure µ κ,β,t agree.
In statistical mechanics, counterparts of these overlaps can be found, for the Sherrington-Kirkpatrick model and other ones for disordered systems. Coming via integration by parts, the first overlap revealed most successful in the last decade ( [18] , [19] , [28] , [29] ) to study the low temperature regime.
Below, we shall see that the overlap in our polymer model arises in a similar fashion. By taking the logarithmic Malliavin derivative of the partition function with respect to W x (t) one arrives at J κ,β,T . By taking the logarithmic Itô derivative of the partition function one arrives at I κ,β,T . Both these overlaps take values in [0,1], they vanish in the limit of large T 's under the free measure, i.e. for β = 0, and positivity of each one implies a specific form of localization. It is known that positivity of I κ,β,T is equivalent to positivity of the difference between the annealed and the quenched free energies. Here, we show that positivity of J κ,β,T essentially amounts to this difference being strictly increasing as a function of |β|. Then, using the logarithmic asymptotics of the partition function from [14] , we find that both versions of the overlap converge to 1 as β 2 /κ → ∞, hence achieving its upper bound. This allows us to give a precise account of path localization by identifying the favourite end-point, and the favourite path for the polymer. We introduce here a sequence of measurable functions y *
such that the proportion of time when the polymer is equal to the favourite path is positive in the localized phase, and converges to 1 as
The function y * T , defined in (20) , depends on κ, β and on the environment, it is called the favourite path. Our statement improves on the literature on polymers by concerning the path itself, not only the terminal location at time T as in [6] and [10] . Also, we can obtain, in this model, complete localization in the limit, in the sense of (4) where the right hand side is equal to its maximum value 1.
We now mention related results on complete localization. Strong concentration for the directed polymer in a random environment for parabolic Anderson model (space dependent only) with a Pareto potential was established in [15] . The main difference is that there, the favourable sites in the environment have a simple characterization in terms of the potential. In the time-discrete case with heavy tailed potentials (timespace dependent), see [2] for similar conclusions. When the tails are less heavy, the favourite corridors can no longer be characterized by maxima of the potential, they depend in a much more subtle manner on the environment; Though they are not anymore explicit, site localization can still be proved [32] . Note that in the discrete case, only little is known on the random geodesics [24] in first passage percolation, which are the zero-temperature favourite paths. In our parabolic Anderson model, the potential has strong decay, but we can prove strong localization. For the solution of the KPZ equation in one dimension, the distribution of the favourite end-point has been recently computed in [22] , it is the arg max of an Airy 2 process minus a parabola.
The parabolic Anderson model, compared to other directed polymers, has some nice scaling properties, it also decouples some parameters due to its Poissonian structure. With a Gaussian potential, it allows a simple integration by parts formula, which comes from the Malliavin calculus.
The organization of this paper is as follows, in Section 2 we present our main results. Section 3 contains preliminaries from the Malliavin calculus giving a first version of the overlap. Section 4 gives an Ito calculus derivation of the second version of the overlap, and contains the proofs for localization. In Section 5 we prove the results for the distribution of the number of jumps under the polymer measure, and regularity properties of the favourite end-point and path in Section 6.
Main Results
From now on, we adopt the notation
Thermodynamic limits
Our first goal is to determine the large deviation rate for the number of jumps of paths with respect to the measure µ κ,β,T . We begin with the exponential growth rate of Z κ,β,T conditioned on the number of jumps of the process X up to time T which we denote by N(T, X).
Proposition 2.1. For r ≥ 0, the limit
exists a.s. and in L p , p ∈ [1, ∞). The limit is deterministic, symmetric and convex in β, continuous in (β, r), independent of κ, and satisfies the scaling relation
Let I κ be the Cramér transform (i.e. the large deviation rate function) of the Poisson distribution with parameter κ,
We will see that the function r → Γ(β, r) − I κ (r) is concave on R + , and tends to −∞ as r → +∞.
Proposition 2.2 (Free energy). The limit
, and is equal to
In particular, for all positive a,
From this we obtain the quenched large deviation rate function for the distribution of the number of jumps of the polymer.
Theorem 1 (Large deviations). Define I κ,β to be the convex function
Moreover, for a.e. realization of the environment W = {W x (·) : x ∈ Z d }, and all subsets B ⊂ R + ,
Remark 2.1. (i) Annealed bound. By Jensen's inequality, it is readily checked that both
hold. These, in addition to (9) , imply that
and, in such a case, I κ,β (r) has a unique minimum at r = κ.
(ii) Weak versus strong disorder. From (31), (32) it follows that
for some critical value Υ c ∈ [0, ∞) depending only on the dimension; finiteness of Υ c can be seen from (25) below. In dimension d ≥ 3, it is known by second moment method [7] that Z κ,β,T exp{−T β 2 /2} converges to a positive limit, so that the equality holds in the left member of (12) for β 2 /κ small. Hence, Υ c > 0 in that case. In dimension d = 1, 2, it has recently been proved [3] that Υ c = 0, by extending the techniques introduced in [17] for discrete models.
Overlaps and phase transition
Recall the definitions (3) of I κ,β,T and (2) of J κ,β,T . Even though the quantity J κ,β,T places more restriction on the paths, measuring the fraction of time together from 0 to T with respect to µ ⊗2 κ,β,T , for large β 2 /κ it is essentially the same size as I κ,β,T . The advantage of J κ,β,T is that it involves a single Gibbs measure and therefore contains pathwise information. We will prove the following result in Sections 3 and 4. We remark that (15) was also proven in [7] . Also, discrete time versions of (17) were established in [6] and in [17] .
Proposition 2.3. (Overlaps) (i) For all β and κ the limit
exists almost surely and is nonrandom, and is equal to
(ii) The limit
exists for all κ and all β except for an at most countable set of values of β 2 /κ, and
The first step for (i) is an Itô calculation, and for (ii) it's an integration by parts formula, which relies on the Malliavin calculus.
We say that a function f : R → R is non-constant around b ∈ R if, in all neighborhoods of b there is some
. Define the subsets of R,
− Ψ(κ, β) is non-constant around every point in NC κ , and only there. Note that, by (17) , this function is non-decreasing as |β| is increased. Also, if β is not in the subdifferential of Ψ(κ, ·) at β, then β ∈ NC κ . Corollary 2.1. (i) We have, with Υ c from (13),
(ii) Similarly, for all κ > 0,
Moreover, if β ∈ NC κ , there exists a sequence β n converging to β such that J κ,βn,∞ > 0. Finally, if the derivative of Ψ(κ, ·) at β exists and is different from β, then J κ,β,∞ > 0.
We also have asymptotic estimates on the overlaps.
and (ii)
End-point and path localization
For fixed κ, β we define the favourite end-point x * (t) for the polymer at time t by
taking the first argument x in the lexicographic order in case of multiple maxima. By definition, x * (t) maximizes the distribution µ κ,β,t (X(t) = x) of the end-point location. Noting that for t ≤ T,
is almost surely finite, we see that there is at least one maximizer. We will see in Proposition 2.4 (i) that, in fact, the spatial rate of decay is superexponential. We introduce for each T ≥ 0 a new object, the favourite path with time horizon T , defined as
At each time t ∈ [0, T ], it maximizes µ κ,β,T (X(t) = x); it does exist by a similar argument. The path t → y * T (t) is a.s. piecewise constant on [0, T ]. Indeed, if at time t there is only one maximizer x of f (x, t, T ) = E κ [exp{βH t (X)}δ x (X(t))] , then by continuity x will the be the unique maximizer for times close to t. In Proposition (2.4), (iv) below, we show that t → f (x, t, T ) is C 1 a.s. (denote by f' the derivative in t.) Now, assume that for x = y, f ′ (x, t, T ) − f ′ (y, t, T ) has a density. Then it is different from 0 a.s., and so one maximizer will win over the other ones for times close to t. We won't go into the details of the existence of the density, since we won't explicitly use the just stated claims. Otherwise, we know very little about the path t → y * T (t). We start with technical results. Denote
(ii) For a < ln 2 there exists
(iii) The function t → f (x, t) is almost surely Hölder continuous of every order less than 1/2.
We comment on some observations on the favourite attributes x * and y * T . Both depend on κ, β (also T for the second one) and on the environment W. Both have long jumps: x * / ∈ D ∞ a.s., and y * T / ∈ D T with positive probability for all T . By time continuity in (iii-iv) and since for a measurable F (ω, x), the (smallest) maximizer is a measurable function of ω, both (t, ω) → y * T (t) and (t, ω) → x * (t) are measurable functions from [0, T ]×Ω to Z d . Observe that the functions y * T and x * are equal at time t = T , but they are not related otherwise. In general,
The other one , being only F T -measurable, is anticipating. Now, here is a fundamental difference between the two. The mapping t → x * (t) has oscillations at those times t when there are many maximizers: in view of Proposition 2.4 (iii), the set of jump times then looks locally like the set of zeros of Brownian motion. In contrast, from differentiability in Proposition 2.4 (iv), we see that t → y * T (t) has no oscillations. The favourite path is much smoother than the favourite end-point viewed as a process.
Coming to our main results, we prove that the polymer concentrates on the favorite end-point and path in the strong disorder region (loosely speaking), and overwhelmingly as β 2 /κ → ∞.
Theorem 2. (favourite site and path)
On the contrary, for β 2 /κ ≤ Υ c , the left-hand side of (21) converges to 0. Finally, for all ǫ > 0, for all β 2 /κ large enough, we have a.s.,
(ii) For all κ > 0 and β ∈ NC κ , there exists a sequence β n → β such that
On the contrary, for
T (t))dt = 0 for all β in a neighborhood of β 0 . Finally, for all ǫ > 0, for all β 2 /κ large enough, we have a.s.,
In words, the proportion of time the polymer sticks to the favourite path is positive in the long run if and only if the difference between annealed and quenched free energies is strictly increasing with |β|. Moreover, this proportion tends to 1 as the ratio β 2 /κ becomes large. In the case (23) we say that path localization holds at (κ, β). In the case of (24), precisely when the overlap of the polymer with the favourite path tends to 1, we say that complete path localization takes place as β 2 /κ → ∞. Very little can be said so far on the favourite path y * T , which determines the corridor where most of the mass is concentrated. Both x * and y * T are complicated functions of the environment. However, from the above theorem, it is approximated, in the distance dist T (x, y) = T −1 T 0 δ 0 (x(t)−y(t))dt, within order of 1/ ln 2 (β 2 /κ)) accuracy, by a path γ from D T , with jump density T −1 N(T, γ) ∈ (r max (κ, β) − ǫ, r max (κ, β) + ǫ) by Theorem 1. Since
the path y * T becomes wilder as β 2 /κ increases, but within certain limits. We end with a conjecture, which holds for polymer models on trees.
Conjecture 2.1.
Asymptotics of Lyapunov exponents for parabolic Anderson model
The existence of the quenched Lyapunov exponent Ψ(κ, 1) is well-known in parabolic Anderson model literature, see for example [5] , [8] , [9] and [14] . In [8] and [14] it was shown that
where ∼ means that the ratio of the two sides tends to one. A few words about the constant α are in order. Define the space of paths
The superadditive functional
is the supremum of a Gaussian field
indexed by the set Γ [0,n],n . This set has a suitably bounded entropy, which allows the conclusion, see [8] and [14] , that there is a finite, positive constant α such that
This is the constant α appearing in (25) . Thus, by the scaling relation (10), it follows that
In particular, for k > 0,
We give a streamlined approach to (25) and (26) . Obviously, since L p norms approach the L ∞ norm as p → ∞,
By taking the limit as T → ∞ and interchanging the limits T → ∞ and β → ∞, a step to be justified later, see (50), we get
Now, by the Brownian scaling, A T,r L = √ rA T , making the previous limit equal to α √ r. Let r max (κ, β) be the set of maximizers of the right-hand side of (9) . This set is a non-empty, compact interval included in R * + , and we conjecture it reduces to a single point. Observe by scaling that
Parts (i) and (ii) of the following proposition were established in [8] , [14] and [20] .
Proposition 2.5. (i) Almost surely,
locally uniformly for r ∈ (0, +∞).
(ii) As β 2 /κ → ∞,
Recall r max is defined as an interval, the last statement means that both endpoints are equivalent to the right-hand side. The behavior in (iii) for the typical number of jumps (r max (κ, β) >> κ) is drastically different from that in the weak disorder regime in Remark 2.1, (i).
Preliminaries from Malliavin calculus.
Express minus the Hamiltonian for a fixed path X as
This has the form
where h(t, x) depends on X by the relation h(t,
} is called a centered, isonormal Gaussian family, and defines an abstract Wiener space as in [25] or [31] . The Malliavin derivative DF of a square integrable random variable F defined on this space is, when it exists, a random element of
, that we will view as a stochastic process DF = (D t,x F ) t,x indexed by time and space. The Malliavin derivative D t,x is heuristically equal to
and can be formally computed as such. The Malliavin derivative of
Then taking f (y) = e y and applying the chain rule, we find the Malliavin derivative of f (βH T (X)) is given by
Taking the average over paths X and then differentiating yields
Note that we need to invoke not only linearity but also continuity to get this identity. Using again the chain rule, we obtain
The crucial point is that
The integration by parts formula
is the central tool in Malliavin calculus, see [25] .
Lemma 3.1.
Proof. Differentiating inside the integral, we obtain
Then, we write
from Gaussian integration by parts, see [25] . (A less pedestrian -though equivalent -computation is to apply directly the formula (30)). Then,
We will use the concentration of measure phenomenon in our analysis. The use of Malliavin calculus for concentration appeared in [26] in the study of polymers, and earlier in [30] in the study of mean-field disordered systems. Then, for all u > 0,
Proof. Of course, Z κ,β,T (A) = Z κ,β,T when A is the full space. Following the above computations for Z κ,β,T , we see that the derivative is equal to
and, as in (29), its norm L
The lemma follows from Theorem B.8.1 in [31] .
Next observe from (31) that
Define
, and
By (10), β → Ψ(κ, β) is differentiable on D κ for all κ, and by convexity, and the complement of D κ is at most countable. By standard convexity arguments, the derivative
exists for all κ and β ∈ D κ , with
and moreover β → β 1 − J κ,β,∞ is non decreasing. Proof. The first statement is straightforward from (26) and (34). By (35), we have for β ≥ 0,
Then, combining this with the first statement, we obtain
yielding the same bound for J κ,β,∞ . This completes the proof.
An Itô Calculation
In this section we use the Itô calculus to obtain results on the overlap. We refer to [7] for the use of stochastic calculus in the study of the parabolic Anderson model. Recall
and that
where
and therefore,
withX an independent copy of X. Thus,
and upon integration we get
where M t is a square-integrable martingale with quadratic variation M given by
As a consequence we derive from (37) both the existence of the limit (14) and the relation (15),
Thus, lim t→∞ 1 t M t = 0 and the rest is clear.
Proof of Proposition 2.3. We have just proved statements (i). By (33), and since the complement of D κ is at most countable, we obtain the claims (ii).
Proof of Corollary 2.1. (i) is a consequence of (15) and of the definition (13) of Υ c .
(ii) follows from the integral formula (34). For instance, for 0
, the first term is smaller than the second one by monotonicity, and the difference
so that there exists r ∈ (β, β 1 ) such that J κ,r,∞ > 0. From this and similar considerations, we easily obtain the second statement. Under the assumption of the last claim, the equality (17) holds, proving the claim.
Proof of Proposition 2.2. The claim (i) is a consequence of (26) and (15) .The claim in (ii) is simply the second part of Proposition 3.1.
Proof of Theorem 2. Letting a T = 1 − I κ,β,T for a short notation, we have
Let us denote
By splitting off the term for x = x * (t) from the sum of the terms for x = x * (t) in (39) we get,
Clearly, it implies that a T ≤ 2b T , but also an estimate in the reverse direction. Since
Therefore, (i) in Theorem 2 follows from points (i) of Corollary 2.1 and of Proposition2.2. We now turn to the proof of (ii). Repeating the same steps with µ κ,β,T instead of µ κ,β,t , except for the splitting according to x = y * T (t) or not, we see that
are such thatb 
Jump Distribution
Let E S denote the expectation for the simple, discrete time random walk S = {S(i); i ∈ N} on Z d with discrete time, and, for n ∈ N, T n,T = {(t 1 , . . . , t n ) : 0 < t 1 < . . . t n < T }. The quantity
does not depend on κ and is equal to
where we have set t 0 = 0, t n+1 = T . Under the law on path space defined by (39), the jump times and jump values are independent, with respective distributions, uniform on [0, T ], and P S .
Proposition 5.1. The following limits exist a.s. and in L p , p ∈ [1, ∞), and are equal:
= lim
T →∞,n/T →r
The limit is deterministic, convex in β, and concave in r.
We will use the following observation, which has been found to be useful in similar situations, where the subadditive (or superadditive) ergodic theorem does not apply.
Lemma 5.1 (Stochastic superadditive lemma). Let U t be an integrable random process indexed by t in N or R + , such that (i) EU t+s ≥ EU t + EU s , s, t ≥ 0, and The claims now follows from (ii).
Proof of Proposition 5.1. For r ∈ Q + , we now check that Lemma 5.1 applies to the sequence U t = ln E κ e βHt(X) ; N(t, X) = rt , t ∈ N with rt ∈ N. First, define a probability measure on the set of paths D ∞ by µ (r) κ,β,t (·) = µ κ,β,t (· |N(t, X) = rt), we have for s ∈ r −1 N,
Since {W x : x ∈ Z d } are independent Brownian motions,
which, together with (41), proves (i).
To show (ii) with a.s. convergence, we combine concentration and martingale inequalities. Let 1/2 < a < 1, and {T n } n≥1 be the sequence defined by T 1 = 1, T n+1 = T n + T a n . Then T n = n 1 1−a +o(1) as n → ∞. By Lemma 3.2 with A = {N(t, X) = rt}, it is easily seen that (ii) holds along the sequence T n using the Borel-Cantelli lemma. We now bridge the gaps. By Itô's formula,
for some continuous martingale M with (d/dt) M t ≤ β 2 for all t ≥ 0. Fix a sequence ǫ n → 0 with ǫ
For n large, β 2 T a n < ǫ n T n+1 , and then
Q sup
Tn≤T ≤T n+1
which defines a summable series if we choose a ∈ (1/2, 1) large enough. By BorelCantelli, this completes the proof of (ii).
The limit Λ is convex in β as a limit of convex functions. We now check concavity in r. First note that
which is equal to U T with r = T /n, satisfies
Proceeding as in (41), and letting T, T ′ , n, n ′ → ∞ in such a way that n/T → r, n
i.e, the desired concavity.
Proof of Proposition 2.1. Writing the conditional expectation as a ratio, we now see that the limit lim
exists, and is equal to Λ(κ, β, r)+I κ (r) by Cramér's theorem. This shows the existence of Γ, and also that Λ(κ, β, r) = Γ(β, r) − I κ (r) .
We now turn to the scaling relation. Under
has n jumps on [0, T ] the values and times of which are independent, uniformly distributed. Then, with X (a) : s → X(s/a), the following image laws are equal
Also, W (a)
of independent standard Brownian motions. Denoting by t i , i = 1, . . . n, the jump times of X and t 0 = 0, t n+1 = T , we have by definition,
aT (X (a) ), and also,
by (44). The first scaling relation follows from taking the limit T → ∞, n/T → r. The convexity in β follows from Hölder's inequality. For continuity we need to establish lim a→1 Γ(β, ar) = Γ(β, r). But, by scaling, Γ(β, ar) = aΓ(β/ √ a, r) and the result follows from continuity in β.
Here is a direct consequence of (43) and of the scaling.
Corollary 5.1. For all r, Λ is jointly convex in (κ, β), and
Proof of Proposition 2.2. For a, b > 0, write
By the concentration inequality in Lemma 3.2, as T → ∞,
a.s. and in L p . By Jensen's inequality,
which can be made arbitrarily negative by taking b large. Similarly,
which can be made arbitrarily negative by taking a small. Thus, for a sufficiently small and b sufficiently large,
which is a convex function of β converging point-wise to Γ(β, r) which is also convex in β. The conditional version of the concentration inequality holds due to cancellation, that is
Write r = sa with s ranging over C ≡ [1,
Since the number of points in C grows like n, we conclude by Borel-Cantelli that
We also note that by convexity of both Γ T and Γ that Γ T (β, r) converges uniformly for β in a compact interval to Γ(β, r). By (45) it follows that Γ T (β, ar) = aΓ aT (a −1/2 β, r) which implies uniform convergence of Γ T (β, r) to Γ(β, r) for r in a compact interval.
Finally, for 0 < a < b < ∞,
Thus,
by the standard Laplace method.
Remark 5.1. We have shown that Ψ(κ, β) = sup{Λ(κ, β, r); r ≥ 0}.
Since I κ is non negative and zero if r = κ, and by (43), we have Γ(β, r) = sup{Λ(κ, β, r); κ > 0}.
Proof of Theorem 1. The first statement directly follows from the previous results. The large deviation principle (12) is proved in a manner similar to Proposition 2.2
Proof of Proposition 2.5. By (7),
We claim lim
i.e., (27) holds for r = 1, and that for all β, β
Following the developments in [14] , given ǫ > 0, one can find a path γ ∈ D T with N(T, γ) = T and the jump times of γ are separated by ǫ and H T (γ) > (α − δ)T where δ → 0 as ǫ → 0. Moreover, writing η ∼ γ to mean that the jump times of η are within ǫ/3 of the jump times of γ and the two paths jump to the same sites at these jump times we have
In addition, for X ∼ γ one has eventually, H T (X) ≥ (α − δ)T with δ → 0 as ǫ → 0. Thus, 
Combining ( for some positive δ, δ ′ .
Regularity of the favourite attributes
In this section, we give the Proof of Proposition 2.4. We denote by x = max i≤d |x i | the supremum norm on the lattice. Let 0 < a < b < ln 2.
(i) Observe that provided n is sufficiently large that 2 n /t > κ, P sup
f (x, t) > e 
f (x, t) > e −bn2 n ) < ∞, and consequently, given almost any realization of W, there is an N 1 such that f (x, t) ≤ e −bn2 n , for x ≥ 2 n , n ≥ N 1 .
This implies that for some N 1 = N 1 (W),
f (x, t), which implies the desired property.
(ii) Setting τ x = inf{s ≥ 0 : X(s) = x}, we have bn2 n e β 2 T /2 e −2 n log(2 n /κT )+(2 n /T −κ)T .
