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LYN D. ENGLISH 
CHILDREN’S STRATEGIES FOR SOLVING 
TWO- AND THREE-DIMENSIONAL 
COMBINATORIAL PROBLEMS1 
The study investigated the strategies that 7- to 12-year-old children 
spontaneously apply to the solution of novel combinatorial problems. The 
children were individually administered a set of six problems involving the 
dressing of toy bears in all possible combinations of tops and pants (two-
dimensional) or tops, pants, and tennis rackets (three-dimensional). Two sets 
of solution procedures were identified, each comprising a series of five 
increasingly complex strategies ranging from trial-and-error approaches to 
sophisticated odometer procedures. Results suggested that experience with 
the two-dimensional problems enabled children to adopt and subsequently 
transform their efficient 2-D odometer strategy (where one item is held 
constant) into the most sophisticated 3-D odometer strategy, which involved 
working simultaneously with two constant items. The study highlights the 
importance of discrete mathematics as a source of problem-solving activities 
in which children are motivated to create, modify, and extend their own 
theories. 
 
Research on children’s mathematical problem solving has focused largely on their 
ability to solve routine problems that call for a standard method of solution and that 
offer little opportunity for observing the processes of learning (e.g., Baranes, Perry, 
& Stigler, 1989; Riley & Greeno, 1988). Although the mathematics education 
community has espoused the importance of problem solving during the past two 
decades (e.g., National Council of Teachers of Mathematics, 1989), comparatively 
little research has addressed novel mathematical problem solving where children 
do not have an efficient solution procedure and must develop their own strategies 
for goal attainment. If mathematical thinking and problem solving are to achieve 
the status they deserve in instruction, teachers need to be cognizant of the different 
skills children bring to a novel task and the ways in which they independently 
develop more sophisticated and more diverse solution processes. 
–––––––––––––– 
1 This research was supported by a grant from the Australian Research Council. I wish to thank Ms 
Sharyn Clements for the many hours she spent in data collection and Graeme Halford for his helpful 
comments on an earlier draft of this paper. 
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 Current theories on children’s learning and development strongly support the 
call for novel problem solving in the mathematics curriculum. One such theory is 
that children come equipped with a propensity to extend their knowledge by 
systematically monitoring variations in their environment and the results of their 
own active experimentation (e.g., Brown & Palincsar, 1989; Gelman & Brown, 
1986). Children are seen as self-directed learners whose problem-solving efforts 
are likened to those of a scientist, creating theories-in-action that they challenge, 
modify, and extend on their own (Brown & Palinscar, 1989; Burton, 1992; Carey, 
1985; Karmiloff-Smith, 1984). Studies of very young learners show that they 
possess some powerful problem-solving skills. For example, they are able to direct 
their attention to tasks that interest them, they independently monitor their progress 
toward goal attainment and modify their actions accordingly, and they persist in 
working at a problem while moving through increasingly sophisticated levels of 
solution procedures (Andreassen, Kelly, & Waters, 1991; Brown & Reeve, 1987; 
DeLoache, Sugarman, & Brown, 1985; Gelman & Greeno, 1989; Klahr, 1985). If 
young children display these skills, it could be assumed that older children will 
demonstrate similar abilities in novel situations provided they are motivated to do 
so. By selecting an appropriate set of mathematical problems in which children are 
given responsibility for their progress, it should be possible to identify the 
processes children bring to a novel situation and the ways in which these processes 
develop during the course of problem solution. 
 Of relevance here is Vygotsky’s concern for capturing the dynamic components 
of children’s cognitive processes: “Any psychological process, whether the 
development of thought or voluntary behavior, is a process undergoing changes 
right before one’s eyes” (Vygotsky, 1978, p. 61). Vygotsky designed an 
“experimental-developmental” method to create a “process of psychological 
development” experimentally (Vygotsky, 1978, p. 61). This facilitated a measure 
of a child’s “zone of proximal development,” which is the distance between the 
actual developmental level, as determined by the child’s independent problem-
solving ability, and the potential developmental level, as identified from the child’s 
performance in collaborative or guided problem solving. In other words, the zone 
of proximal development marks the boundaries of competence within which a child 
can operate, with and without assistance (Brown & Reeve, 1987). The lower 
boundary indicates the child’s existing developmental state, and the upper 
boundary represents estimates of emerging competencies that are created by the 
child’s interactions within a supportive context. Whereas Vygotsky emphasized the 
importance of social interactions for creating zones of proximal development, 
Brown and Reeve (1987) point out that children can create and extend their own 
zones of competence without assistance from others. Evidence of self-motivated 
learning can be obtained from situations in which children are given time and 
freedom to work on a problem without external pressure and “seemingly with no 
motivation but to improve the theory on which they are working” (Brown & 
Reeve, 1987, p. 199). 
 Previous studies (e.g., English, 1988, 1991a) had shown that 4- to 9-year-olds 
can generate their own strategies for solving novel, two-dimensional (X x Y) 
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combinatorial problems set within a meaningful context (dressing toy bears in 
different combinations of clothing items). It was hypothesized that problems 
designed to have familiar settings but unfamiliar parameters (Sternberg, 1985) 
would enable children to apply their existing knowledge to initial problem solution. 
Because the children would not have an expert procedure at the outset, it was 
hypothesised that they would employ a sequence of strategies in the course of 
mastering the problems (Anzai & Simon, 1979). These hypotheses were confirmed 
in the studies. Analyses of the children’s responses revealed a series of increasingly 
sophisticated strategies, ranging from trial-and-error behavior to a systematic 
combinatoric procedure. The purpose of the present study was to extend both the 
problems and the age group (7 to 12 years). Children’s performance on the two-
dimensional examples was to be revisited and their responses to more difficult, 
three-dimensional problems (X x Y x Z) were to be examined. 
 The mathematical topic of combinatorics, involving the selection and 
arrangement of objects in a finite set, was chosen as the problem domain for two 
reasons. First, combinatorics comprises a rich structure of significant mathematical 
principles that underlie several areas of the mathematics curriculum, including 
counting, computation, and probability. In simple terms, combinatorics may be 
viewed as the operation of cross product. The cross product of two sets, A and B, is 
the set of combinations obtained by systematically pairing each member of A in 
turn with each member of B. Combinatorics is also defined in terms of the 
fundamental counting principle, which asserts that if one task can be performed in 
n ways and a second task can be performed in m ways, then the number of ways of 
completing the two tasks is mn (DeGuire, 1991, p. 59). This principle can be 
applied in several different ways to a broad range of tasks, allowing for multiple 
levels of solution. 
 The second reason for choosing combinatorics pertains to its prominence in 
cognitive developmental theory. The establishment of a combinatorial system plays 
a significant role in Piaget’s theory of cognitive growth, heralding the onset of 
formal thought (e.g., Inhelder & Piaget, 1958; Piaget, 1957; Piaget & Inhelder, 
1975). This system is evident in a subject’s ability to “link a set of base 
associations or correspondences with each other in all possible ways so as to draw 
from them the relationships of implication, disjunction, exclusion, etc.” (Inhelder 
& Piaget, 1958, p. 107). Piaget and his associates claimed that preoperational 
children form combinations only in an empirical manner by randomly associating 
two elements at a time; there is no systematic method in their actions. It is not until 
the concrete-operational period that children are seen to attempt some systematic 
procedure for forming X x Y combinations. The emergence of the formal 
combinatorial system defines the formal-operations stage. The important cognitive 
strategies here are isolation or control of variables, and systematic combination. As 
the formal-operational period is entered, there is considered to be a change not only 
in children’s combinatorial methods but also in their associated reasoning. That is, 
they can now reason propositionally in forming combinations with such reasoning, 
entertaining the possible rather than the real (Flavell, 1963). 
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 The study reported here focused on changes in children’s combinatorial 
methods, rather than their propositional reasoning. This point needs to be kept in 
mind when making comparisons with Piaget’s work. The issues of particular 
interest in the present study include the following: 
 
1. What strategies do 7- to 12-year-old children apply to the solution of three-
dimensional combinatorial problems? 
2. How do these strategies change with experience in problem solution? 
3. To what extent does experience in solving two-dimensional examples facilitate 
strategy development on the three-dimensional problems? 
METHOD  
Subjects 
Ninety-six children participated in the study. None of these had been subjects of 
previous studies involving combinatorial problems and none had been taught 
combinatorics in school. The children were randomly selected from one large state 
school and three small nonstate schools located in middle class suburbs of 
Brisbane, Australia. There were 12 children in each of six age groups: 7 years 0 
months to 7 years 6 months, 8 years 0 months to 8 years 6 months ... 12 years 0 
months to 12 years 6 months. An additional 24 children, 12 eleven-year-olds and 
12 twelve-year-olds, served as a control group. There were approximately equal 
numbers of girls and boys in each of the six age groups. 
Materials and Procedure 
Each child was individually administered a series of six combinatorial problems, 
the first three of which had been used in previous studies (English, 1988). The 
children were required to dress toy bears in all possible combinations of colored 
tops and pants (first three problems) or colored tops, pants, and tennis rackets 
(remaining three problems). Problems 1 to 3 were two-dimensional problems (tops 
x pants), and problems 4 to 6 were three-dimensional (tops x pants x tennis 
rackets). 
 Problems 1 and 2 involved 6 combinations, namely, 2 sets of tops x 3 sets of 
pants (problem 1) and 3 sets of tops x 2 sets of pants (problem 2). Problem 3 
extended the number of combinations to 9 (3 sets of tops x 3 sets of pants) and was 
designed to investigate children’s transfer from the easier to the harder two-
dimensional problems. Problems 4 and 5 incorporated 8 combinations (2 sets of 
tops x 2 sets of pants x 2 sets of tennis rackets). The final problem was the most 
complex, incorporating 12 combinations (2 sets of tops x 3 sets of pants x 2 sets of 
tennis rackets). It served as the transfer task for the three-dimensional problem set. 
 The bears were made of thin wood and were placed on a stand. Once the bears 
had been dressed, they were arranged in a line so that the child could clearly see 
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the completed outfits. The clothing items were made of colored card and were 
backed with adhesive material to facilitate the dressing process. 
 A familiarization task was administered to each child prior to the six problems. 
The goal for this task was simply to dress the bears. The task was designed to test 
the children’s color recognition, as well as to establish an understanding of the 
terms outfit and same/different outfits. The latter term was crucial in the 
interpretation of the problem goal, especially when a common item was present. 
For example, the outfits red top/blue pants and red top/yellow pants are different 
from each other even though they have a common item. During this familiarization 
period, the children were not given any information that could bias their 
performance on the problems. For each of the remaining problems, the children 
were given more materials (both bears and items) than were needed. This was to 
ensure that the children did not rely on item depletion as an indication of problem 
completion. The children were expected to complete each problem without 
assistance and were asked to explain their procedure for each of the last three prob-
lems. All responses were videotaped. 
Identification of Performance Variables 
Analyses of children’s performance on previous studies (e.g., English, 1988, 
1991b) had revealed a number of key features in their behavior of which 
empirically independent measures could be taken. These features were selected 
because they most clearly reflected children’s underlying cognitive actions as they 
attempted to gain mastery of the problem domain (Ericsson & Oliver, 1988). Of 
relevance to the present paper are the children’s methods of item selection and 
combination, referred to here as their solution strategies. An initial analysis of the 
ways in which children selected the clothing items for the two-dimensional 
examples indicated that some used a random, trial-and-error approach whereas 
others followed a particular order or pattern in the selection of one item type or 
both. Some children generated a procedure for forming all possible combinations 
by following a uniform pattern throughout their item selection. Others attempted 
some form of pattern but could not carry it through to completion. To clearly dis-
tinguish among these different procedures, each child’s response on each problem 
was converted to a tree diagram. Since tree diagrams provide an effective visual 
tool for the generation of combinations (DeGuire, 1991; Graham, 1991), they were 
considered a suitable means of representing the children’s strategies. These 
diagrams showed that the children’s strategies for solving the two-dimensional 
examples formed a series of five increasingly complex procedures (see Figure 1). 
These are referred to here as two-dimensional strategies and are labeled 1 through 
5 for ease of reference. Descriptions of these are presented in the next section prior 
to an analysis of how children applied their strategies across the problems. 
 The children’s responses on the three-dimensional examples were also con-
verted to tree diagrams and a second series of five strategies (labeled 6 through 10) 
became evident. Like the previous procedures, these three dimensional strategies 
ranged from trial-and-error behavior to an efficient procedure for generating all 
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possible combinations of three items. These strategies are detailed in the next 
section prior to an analysis of children’s strategy use across the problems. In 
describing each of the strategies, reference is made to the corresponding tree 
diagrams displayed in Figures 1 and 2. Each diagram represents just one example 
of the strategy in question, with the exception of strategies 5 and 10 that represent 
the expert strategies and hence have one unique tree representation each. 
RESULTS 
Children’s Solution Strategies  
Two-Dimensional Strategies 
 
Strategy 1. This is a trial-and-error approach to problem solution, as shown in 
Figure 1. Children select items in a random fashion and reject those that prove 
unsuitable. Children’s scanning actions play a vital role here, with the effectiveness 
of their scanning largely determining goal attainment. The nature of children’s 
scanning actions is addressed in English (1992). 
 An interesting feature of this strategy (and the next two) is the children’s 
reluctance to select an item more than once in succession. One possible explanation 
for this is that children interpret different to mean different in all ways and thus see 
the goal of all different outfits as an indication to make each new outfit completely 
different from the previous outfit(s). It could be that children avoid repeating the 
selection of an item because they see it as going against the problem goal. Such 
behavior reflects the difference-reduction method of problem solving (Anderson, 
1985) where problem solvers attempt to make the current state as similar as 
possible to the desired goal state. However, as Anderson (1985) points out, a 
correct solution frequently involves going against the grain of similarity. In this 
instance, selecting the same item in succession is a key feature of the most efficient 
combinatorial strategies. 
 
Strategies 2 and 3. Strategies 2 and 3 (refer to Figure 1) are transitional in nature in 
that they are more efficient than the previous trial-and-error procedure but are not 
as efficient as strategies 4 and 5. The distinguishing feature of strategies 2 and 3 is 
the appearance of a pattern in item selection. This pattern is designed to generate a 
solution and is usually of a cyclic or alternating nature (e.g., red top, green top, 
blue top, red top, green top, ...). However, for strategy 2, the pattern is only 
emerging and is not applied consistently throughout the problem execution. That is, 
at some point during problem solution, the pattern is lost or is occasionally 
changed (as illustrated in Figure 1: X1, X2, X3, …, X2, X3, X1). When their pattern can 
no longer generate the required combinations, children revert to the trial-and-error 
strategy. 
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 Strategy 3 however, is characterized by a consistent and complete pattern in 
item selection (as indicated in Figure 1: X1, X2, X3, X1, X2, X3, X1, ...). A cyclic 
pattern is used to generate all the required combinations, with the pattern usually 
applied to one item type only (e.g., all the tops, such as red top / yellow pants, 
green top / blue pants, blue top / blue pants, red top / blue pants, green top / yellow 
pants, blue top / yellow pants). 
 
Strategies 4 and 5. These are the most efficient of the two-dimensional strategies, 
due to the presence of an odometer pattern in item selection. This pattern, so 
named because of its similarity to the odometer in a vehicle (Scardamalia, 1977),  
retains the cyclic property of strategy 3 but incorporates a  new feature, namely a 
constant or pivotal item. This item is repeatedly selected until all possible 
combinations containing that item have been formed. On exhaustion of this item, a 
new constant item is chosen and the process repeated (e.g., red top / blue pants, red 
top / yellow pants, red top / green pants, blue top / blue pants, blue top / yellow 
pants, blue top / green pants, yellow top / blue pants, yellow top / yellow pants, 
yellow top / green pants). 
 
 
Note. X1-X3 refer to tops, Y1-Y3 refer to pants. 
Figure 1. Tree diagrams for the five 2-dimensional strategies. 
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Whereas strategy 5 is characterized by a consistent and complete application of the 
odometer pattern, strategy 4 displays one of several weaknesses (refer to Figure 1). 
These include a failure to exhaust a constant item (frequently the omitted 
combination is formed at the end of task execution), an over-exhaustion of a 
constant item (the child normally detects the duplicated combination and corrects 
this without requesting assistance), or a failure to recognize problem completion on 
exhaustion of all constant items (in this instance, the child attempts to create 
further combinations but soon realizes this cannot be done). 
Three-Dimensional Strategies 
The key feature of the three-dimensional strategies is the children’s ability to 
operate simultaneously with two constant items (in contrast to just one constant 
item for the two-dimensional problems). For ease of reference, these constant items 
are labeled major and minor, as indicated in the tree diagram of Figure 2. The 
major constant items are so named because they are changed least frequently; that 
is, they are used repeatedly with each of the minor items. The most efficient 
method of solving the three-dimensional problems involves changing the major 
and minor constant items the least number of times possible. This is in contrast to a 
novice strategy where these items are changed frequently, with each X item 
normally not being used more than once in succession. The expert three-
dimensional strategy “exhausts” each set of major and minor items. That is, X1 is 
systematically matched with each of Y1, Y2, and Y3. Each of these, in turn, is 
matched with each of Z1 and Z2. This process is repeated with X2. 
 The majority of children were able to explain clearly the strategies they 
followed in solving the three-dimensional problems. Some of their comments are 
reproduced here to enhance the observed accounts of their actions. 
 
Strategy 6. This initial three-dimensional strategy may be likened to the trial-and-
error procedure of the two-dimensional strategies (strategy 1). It is the least 
efficient of the three-dimensional strategies and is prone to error. Here, children 
exhaust less than half of the minor constant items. They do not exhaust any 
complete sets of major and minor constant items, as indicated in Figure 2. 
 The comments of children who used strategy 6 reflected the trial-and-error 
nature of their actions. Typical comments included:  
What I did, well, first I did any outfits I wanted to. Then I looked at them and 
then I changed the color of the pants and I just kept changing them. (Rachel, 
8 years) 
I dressed them up in any colors and I put a tennis racket on and saw if any 
others were different and I tried to change it if it wasn’t different. (Christine, 
10 years) 
One 7-year-old child realized at the end of the fourth problem that she could 
improve on her inefficient method and did so on the next problem. She explained 
her procedure thus: 
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Well, I did one (outfit) and then I looked up at it and then I did another one 
and as I went, I kept looking at all the other clothes that were different and in 
case it was the same, I’d look at it and change it. Oh, now I know what I 
could have done. I could have put all the blues in a line and all the yellows in 
a line. 
 
Figure 2. Tree diagrams for the five three-dimensional strategies 
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Strategy 7. This strategy is more efficient than the previous one in that children 
exhaust half or more of the minor constant items. However, they do not exhaust all 
of the minor constant items, as shown in Figure 2. In terms of efficiency, this 
procedure parallels strategy 2, where children adopt a pattern in item selection but 
fail to apply it throughout problem execution. 
 Children’s description of this strategy typically referred to the use of both a 
systematic procedure and a trial-and-error approach. For example, Alan, 10 years, 
stated, “I just mixed up the outfits to start with. Then I did the same outfits and 
changed the rackets.” Christopher, 7 years, commented, “I used the same clothes 
for two outfits but not the same tennis racket, and some outfits I did exactly 
different. I mean completely different.” 
 
Strategy 8. Children displaying this strategy exhaust all of the minor constant 
items, as depicted in Figure 2. However, they fail to exhaust a complete set of 
minor and major constant items. This procedure is of comparable efficiency to 
strategy 3 where children follow a consistent cyclic pattern in item selection but do 
not make use of a constant item. 
 The observed improvement in efficiency of this eighth strategy is reflected in 
the children’s explanations of how they formed pairs of outfits and alternated the 
rackets. For example, Clare (11 years) stated, “I would just get two bears, dress 
them, and add different colored rackets. I just did this with all the bears.” Simon 
(10 years) explained, “I just used two colors in tops and pants and used it twice and 
used different colored rackets.” 
 
Strategy 9. The distinguishing feature of this and the next (final) strategy is the 
exhaustion of a complete set of major and minor constant items. Children using 
strategy 9 exhaust only one set, whereas children using strategy 10 exhaust both 
sets of major and minor constant items (refer to Figure 2). These final two 
strategies are the most efficient of this series and correspond in efficiency to the 
two-dimensional odometer procedures (4 and 5). 
 Although children’s descriptions of strategies 9 and 10 referred to the formation 
of pairs of outfits with alternating tennis rackets (as for strategy 8), there were 
added comments on how many times this could be done, and for the children using 
strategy 10, an emphasis on exhausting a complete set of major and minor constant 
items. For example, 10-year-old Jason (strategy 9) explained, “I dressed two bears 
with the same clothing and different colored tennis rackets and I did that four 
times.” Marc, 8 years, (strategy 9) stated, “I did the same colored clothes on two 
bears with different colored rackets, then I did the same colored clothes on the next 
two bears and different colored rackets, and I did that to the end.” Explanations 
from the strategy 10 children included: 
I did six with orange and then I knew how many I could do with purple pants 
and I changed the tennis rackets. (Quentin, 7 years) 
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For the first four I used all yellow pants, two of each colored top and changed 
the color of the tennis racket and I did the same with all of them with pink 
pants. (Andrew, 12 years) 
I used one pants with one top and one tennis racket, then repeated sets of 
clothes with the tennis rackets. (Ileya, 9 years) 
Greater insight into the children’s strategy use can be gained by examining the 
ways in which they changed their strategies across the problems. Prior to 
addressing these changes, consideration is given to the children’s overall 
performance as indicated by their frequency of strategy use on each problem and 
by their success rate on the two- and three-dimensional problem sets. 
Overall Performance 
The frequencies of strategy use by age and problem (two- and three- dimensional 
problems) appear in Table 1. The results of a Kruskal-Wallis test indicated 
significant effects of age on strategy use for problems 4 and 5 (three-dimensional), 
χ2 = 14.23, p < .05 and χ2 = 10.93, p < .05, respectively. No significant effects 
were recorded for any of the other problems. The ages were collapsed over 7 to 9 
years and 10 to 12 years and a Mann-Whitney U-Wilcoxon test was conducted to 
compare the strategy use of the two age groups on each of the problems. The 
results showed significant differences for problems 4, 5, and 6, p < .05 (two-tailed), 
with the older group using more sophisticated strategies than the younger group. 
Table 1. Frequency of Solution Strategy Use by Age and Problem 
 
 
Not surprisingly, it was the more sophisticated strategies that facilitated goal 
attainment. Eighty-three percent of the older children and 80% of the younger 
children successfully solved all the two-dimensional problems using predominantly 
strategies 4 and 5. However, a few children also succeeded with the less efficient 
strategies. In these cases, the thoroughness of the children’s checking actions was a 
major determinant of problem success (this is discussed more fully in English, 
1992). Children were not as successful on the three-dimensional problems as they 
were on the two-dimensional examples. Sixty-four percent of the older children 
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and 47% of the younger children solved this set of more difficult examples. Once 
again, the successful children employed mainly strategies 9 and 10 whereas those 
who failed to solve one or more of these problems used the less efficient strategies. 
However, several of the younger children solved these problems by using strategies 
6 and 7 and by carefully monitoring their actions. Their self-monitoring was 
particularly important here, especially when 12 different combinations were 
generated. 
Changes in Strategy Use 
Children’s strategy changes across problems were analysed initially in terms of the 
number who improved, who remained stable, and who showed a decline in 
performance. Table 2 shows the frequencies of these types of changes within the 
two- and three-dimensional problem sets. 
Table 2. Strategy Changes Within the Two- and Three-dimensional Problem Sets 
 
The older age group made significantly more improvement than would be expected 
by chance between problems 1 and 2 (two-dimensional), suggesting the presence 
of a learning effect, χ2 (2) = 8.67, p < .05. No other significant improvements 
within the two-dimensional set were recorded for either age group. Both age 
groups tended to remain with their existing strategy when the more difficult 
problem 3 (9 combinations) was introduced. Significantly more of the older 
subjects were in this no-change category, χ2 (2) = 6.17, p < .05. 
 A significant improvement in the solution strategies of the younger age group 
was found between problems 4 and 5(three-dimensional), suggesting some learning 
had occurred, χ2 (2) = 6.0, p < .05. The older age group showed a tendency toward 
retaining its solution strategy on problem 5, with a significantly greater number in 
this no-change category, χ2 (2) = 11.7, p < .01. There was also a tendency for both 
age groups to remain with their existing strategies as they progressed to the final, 
most difficult problem (12 combinations). Significantly more of the older subjects 
displayed this behavior, χ2 (2) = 6.5, p < .05. Few subjects in either age group 
improved their strategies on this final problem, however, this finding includes chil-
dren who had previously adopted the most sophisticated strategy and remained 
with it. This point is revisited shortly. 
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 At this point, it is worth reviewing those responses in the no-change category 
(Table 2) that refer to children who applied sophisticated strategies across one or 
both sets of problems. For the two-dimensional problems (numbers 1 to 3), only 4 
of the younger subjects (N = 36) and 4 of the older subjects (N = 36) demonstrated 
exclusive use of strategy 5 (the most sophisticated of the two-dimensional 
procedures). The older children performed significantly better than their younger 
counterparts on the three-dimensional problems, χ2 (1) = 4.6, p < .05, with 10 older 
subjects making exclusive use of the most sophisticated strategy (strategy 10). 
Only 3 of the younger children displayed this behavior. Very few children in either 
age group employed strategies 5 and 10 across the entire set of problems. However, 
when strategies 4 and 9 are included here, a significantly greater number of older 
children (N = 11) than younger children (N = 3) used strategy 4 or 5 and strategy 9 
or 10 across all problems, χ2 (1) = 5.67, p < .05. 
 A more detailed record of children’s strategy changes across selected problems 
appears in Table 3. 
 Table 3. Specific Strategy Changes Across Problems 
 
  
Of interest here are those children who transformed their sophisticated two-
dimensional procedures (strategies 4 or 5) into comparable three-dimensional 
procedures (strategies 9 or 10) as they progressed from problems 3 to 4. Half the 
older subjects (N = 18) demonstrated this ability to accommodate the new three-
dimensional structure,’ whereas only eight of the younger children displayed this 
ability. A change from the less efficient to the more efficient three-dimensional 
strategies (6/7 → 9/10) in solving problems 4 to 6 was demonstrated by several 
children in both age groups, although the differences between the groups were not 
significant. 
 The older children’s performance on problems 4 to 6 raises the question of 
whether experience in solving the two-dimensional problems contributed to their 
continued use of sophisticated strategies. To address this issue, the responses of the 
11- and 12-year-olds on problems 5 and 6 were compared with those of a control 
group. The control group comprised twelve 11-year-olds and twelve 12-year-olds 
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who were given these two problems only. The responses of the two groups appear 
in Table 4. 
 The data of Table 4 clearly show that the experimental group outperformed the 
control group on problem 5, with relatively few children in the control group 
applying advanced strategies to solve this problem. The results of a chi-square test 
on the children’s use of strategies 9 and 10 (versus strategies 6 to 8) showed a 
significant difference between the two groups, χ2 (1) = 13.58, p < .001. By 
contrast, the two groups had comparable performance on problem 6. As indicated 
in Table 4, the control group switched to more sophisticated strategies on this final 
problem, with the result that there was no significant difference between the 
strategies used by the two groups. This suggests that experience in solving just one 
of the three-dimensional problems was sufficient for the children in the control 
group to adopt efficient procedures. 
Table 4. Strategy Use on Problems 5 and 6 by the Control and Experimental Groups 
 
  
CONCLUSIONS AND DISCUSSION 
This study traced the development of children’s solution strategies in solving two- 
and three-dimensional, hands-on combinatorial problems. The investigation 
included the ways in which children changed their strategies over the course of the 
problems and the extent to which experience in solving two-dimensional examples 
facilitated their strategy development on the more complex, three-dimensional 
problems. In reviewing the findings, two issues of significance to mathematics 
education are evident, namely, the diversity of children’s problem-solving 
strategies and children’s potential for independent learning in a discrete 
mathematical domain. 
 With no prior instruction and receiving feedback only through their interaction 
with the physical materials, the children were able to apply their informal 
knowledge of the problem domain to their initial solution attempts. Although a 
small percentage of children applied an expert strategy from the outset (although 
they had not been formally taught this), the majority used less efficient procedures 
in solving the first problem. With experience in solving the two-dimensional 
problems, children were able to refine their strategies. An interesting feature of 
these strategies was their diverse nature, reflecting varying levels of children’s 
combinatorial understanding. Children with only a limited knowledge of the 
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domain applied error-prone, trial-and-error methods that necessitated careful self-
monitoring. Other children appeared to realize that a procedure for generating all 
possible combinations could be established by selecting items according to some 
pattern or order. The 9- to 12-year-olds, in particular, demonstrated this by the 
second problem. They quickly realized that the use of a constant item increases 
solution efficiency and subsequently applied the more sophisticated odometer 
procedure to the remaining two-dimensional problems. Previous studies (e.g., 
English, 1988) had shown that children who adopt this expert strategy demonstrate 
an explicit or stable understanding of their procedure and are also able to explain 
why it is the most effective for problem solution. Despite their different levels of 
sophistication, all of the children’s strategies had the potential to solve the 
problems, provided they were accompanied by appropriate monitoring procedures 
(English, 1992). 
 Children’s performance on the three-dimensional problems highlights their 
ability to adapt their strategies to accommodate increased problem demands. These 
tasks incorporated up to 12 combinations and required children to select from up to 
50 items of clothes and tennis rackets. Even with inefficient procedures, a 
considerable number of children were able to solve the problems by carefully 
monitoring their actions and making the necessary repairs when duplicated or 
omitted combinations occurred. Children who changed to the more advanced 
strategies, however, did not need to make such repairs. These children were able to 
work simultaneously with two constant items, having had experience with one 
constant item in the two-dimensional problems. It appears that experience in 
working the two-dimensional problems enabled the older children, in particular, to 
transform their efficient odometer strategies into the more sophisticated ones 
demanded by the three-dimensional problems. Furthermore, it would seem that 
experience in solving just one three-dimensional problem is sufficient for older 
children to adopt expert procedures. 
 At this point, it is worth comparing the findings of this study with those of the 
Piagetian experiments on children’s development of combinatoric operations 
(Piaget & Inhelder, 1975). Their experiments indicated that concrete-operational 
children attempt some systematic method in forming combinations. However, these 
children do not succeed in applying the combinatorial procedure in its entirety until 
they reach the formal operations period, around 11 years. The findings of this study 
suggest that, under appropriate learning conditions, concrete-operational children 
can independently acquire a systematic method for forming two- and three-
dimensional combinations. The use of concrete materials within a meaningful 
problem context appears conducive to children adopting efficient combinatorial 
procedures at an earlier age than indicated by the Piagetian experiments. However, 
because this study did not include an investigation of Piaget’s propositional 
reasoning, that is, children’s ability to consider “the relationships of implication, 
disjunction, exclusion, etc.” (Inhelder & Piaget, 1958, p. 107), it cannot be 




 An aspect of Piaget’s combinatoric experiments worth noting is his analysis of 
subjects’ responses, particularly in the intermediary stage where there is a “search 
for a system.” Subjects in Piaget’s first stage (“empirical combinations”) and final 
stage (“discovery of a system”) employed methods comparable to the first and fifth 
strategies, respectively, of the present study. However, the subjects in his 
intermediary stage did not display the patterning procedures observed here. Rather, 
they used strategies that Piaget defined in terms of mathematical properties such as 
intersection (e.g., AB, BC, CD, DE) and symmetry (e.g., AB, FE, BC, ED, CD). It 
is not clear whether his subjects demonstrated the patterning procedures noted here 
or whether his form of analysis concealed this feature. And yet, the design of his 
tasks did not motivate subjects to search for patterns of this nature. 
 In contrast, the present study enabled children to interact effectively with the 
problem materials with the result that children were able to develop and modify 
their solution strategies, detect and correct their errors, and develop generative 
procedures on their own. The children’s actions suggest that they were constructing 
their own knowledge of the problem structures and in so doing, increased their 
knowledge of the combinatorial domain (cf. Anzai & Simon, 1979; Kuhn, 1989; 
Sinclair, 1991). The children’s achievements in this domain reflect the findings of 
other studies (e.g., Burton, 1992; Gelman & Brown, 1986; Karmiloff-Smith, 1984) 
and support the notion of a “general learning mechanism” that characterizes cross-
age descriptions of children’s initial attacks on a problem (Gelman & Brown, 1986, 
p. 188). 
 It would appear that for the younger children at least, experience in solving the 
problems enabled them to move towards their “level of potential development” 
(Vygotsky, 1978, p. 86) in the combinatorial domain. In a classroom context, these 
children would benefit from further experience with two-dimensional problems in 
order to gain better control over their newly developed strategies. Such experience 
would include working collaboratively with others in a supportive context where 
they can test their strategies on related tasks. For example, instead of making color 
combinations, children could form number combinations from clothing items of the 
one color but with varying numbers of buttons (the goal would be to form all 
possible combinations of button totals). Additional constraints placed on the task 
goal can encourage flexible use of procedures, for example, “Dress all the bears so 
they have different outfits, but this time give the third bear a blue top.” 
 The performance of the 11- and 12-year-olds suggests that their optimal 
competence level was not reached. Because it took the control group only one 
example to match the strategy sophistication of the experimental group, it is 
apparent that children of this age are ready to move on to activities exploring some 
written means of generating combinations. Activities with tree diagrams and 
systematic lists can lead children to derive the basic formula for combinations. 
 Returning to Vygotsky’s (1978) notion of the zone of proximal development, it 
may be argued that much of what we test in the mathematics classroom measures 
skills that children have already developed. In other words, we are testing the end 
products of children’s learning. Whether or not these end products are the intended 
results of our teaching is another issue. The point to be made is that the gap 
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between children’s existing mathematical competence and what they might be 
capable of achieving through appropriate problem-solving experiences warrants 
greater attention. Children need to be challenged with problems that do not require 
factual recall for their solution but rather the mathematical thinking processes that 
so often go undetected in classroom assessment procedures (Silver & Kilpatrick, 
1989). Discrete domains such as combinatorics provide a suitable context for 
promoting children’s problem-solving skills while at the same time enabling them 
to discover important mathematical principles. 
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