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Abstract
We develop the theory of patterns on numerical semigroups in
terms of the admissibility degree. We prove that the Arf pattern
induces every strongly admissible pattern, and determine all patterns
equivalent to the Arf pattern. We study patterns on the numerical
duplication S ⋊⋉d E when d ≫ 0. We also provide a definition of
patterns on rings.
Introduction
A numerical semigroup S is an additive submonoid of N with finite com-
plement in N. The set of values of a Noetherian, one-dimensional, analytically
irreducible, local, domain is a numerical semigroup, therefore the study of
numerical semigroups is related to the study of this class of rings. In [14],
Lipman introduces and motivates the study of Arf rings, which constitute
an important class of rings for the classification problem of singular curve
branches. A good reference for the study of Arf rings in the analytically
irreducible case is [2]. The value semigroup of an Arf ring is an Arf numer-
ical semigroup. We say that a numerical semigroup S is Arf if for every
x, y, z ∈ S with x ≥ y ≥ z we have x + y − z ∈ S. There are several works
in the literature about Arf numerical semigroups, see for instance [18], [11].
Note that Arf semigroups are related to the polynomial x + y − z. In [6],
Bras-Amo´ros and Garc´ıa-Sa´nchez generalize the definition of Arf semigroup
to any linear homogeneous polynomial, introducing the theory of patterns
on numerical semigroups [20], [7], [21], [22].
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In this manner, Arf numerical semigroups are the semigroups that admit
the Arf pattern x + y − z. In addition, Arf numerical semigroups can be
characterized in terms of their additive behaviour (see for instance [4], [5]).
Therefore, one can translate similar characterizations for certain classes of
patterns.
Given a numerical semigroup S we can consider the quotient of S by a
positive integer d ∈ N
S
d
= {x ∈ N : dx ∈ S}.
In [9], D’Anna and Strazzanti define a semigroup construction, called the
numerical duplication, that is, in a certain sense, the reverse operation of the
quotient by 2. If A ⊆ N, the set of doubles is denoted by 2 ·A = {2a : a ∈ A}
(note that 2 ·A 6= 2A = A+A). Given a numerical semigroup S, a semigroup
ideal of S is a subset E ⊆ S such that E+S ⊆ E. If d ∈ S is an odd integer,
the numerical duplication of S with respect to the semigroup ideal E and d
is
S ⋊⋉d E = 2 · S ∪ (2 · E + d).
The numerical duplication can be seen as the value semigroup of a quadratic
quotient of the Rees algebra, see for instance [1], [3]. This construction
generalizes Nagata’s idealization and the amalgamated duplication (see [8]),
and it is one of the main tools used in [15] to give a negative answer to a
problem of Rossi [19].
In [3] it was characterized when the numerical duplication S ⋊⋉d E is
Arf. The characterization is given in terms of the multiplicity sequence of
the Arf semigroup S. A natural question is how this characterization can be
generalized to any pattern. This paper deals with this question.
In particular, in Section 2 and 3 we develop the theory of patterns on
numerical semigroups in terms of the admissibility degree, generalizing some
results of [6] proved for Boolean patterns. Further, we prove that the Arf pat-
tern induces every strongly admissible pattern and we determine the family
of patterns equivalent to the Arf pattern. In Section 4 we characterize when
the numerical duplication S ⋊⋉d E admits a monic pattern for d≫ 0 and give
some examples of the general case. In Section 5 we give some observations
and trace possible future work about pattern on rings.
Several computations are performed by using the GAP system [16] and,
in particular, the NumericalSgps package [10].
2
1 Preliminaries
Let S be a numerical semigroup, the multiplicity of S is the integer
m(S) = min(S \ {0}), the conductor of S is c(S) = min{x ∈ N : x+N ⊆ S}.
If E ⊆ S is a semigroup ideal of S, set c(E) = min{x ∈ N : x + N ⊆ E}.
Note that, if d ∈ S is an odd integer, from [9, Proposition 2.1] the conductor
of the numerical duplication is c(S ⋊⋉d E) = 2 c(E) + d− 1.
A pattern p(x1, . . . , xn) of length n is a linear homogeneous polynomial
in n variables with non-zero integer coefficients. The pattern of length zero
is the zero polynomial p = 0. A numerical semigroup S admits a pattern
p if for every s1, . . . , sn ∈ S with s1 ≥ · · · ≥ sn we have p(s1, . . . , sn) ∈ S.
The family of all numerical semigroups admitting p is denoted by S (p).
Given two patterns p1, p2, we say that p1 induces p2 if S (p1) ⊆ S (p2); we
say that p1 and p2 are equivalent if they induce each other, or equivalently
S (p1) = S (p2). Let p be a pattern of length n, set
p(x1, . . . , xn) =
n∑
i=1
aixi,
and bi =
∑
j≤i aj , we will keep this notation throughout. Note that we can
write
p(x1, . . . , xn) = a1x1 + · · ·+ anxn =
= b1(x1 − x2) + · · ·+ bn−1(xn−1 − xn) + bnxn,
we will use frequently this decomposition in the sequel. The pattern p is
admissible if S (p) 6= ∅, that is, p is admitted by some numerical semigroup.
Set
p′ =
{
p− x1 if a1 > 1
p(0, x1, . . . , xn−1) if a1 = 1,
and define recursively p(0) = p and p(i) = (p(i−1))′ for i ∈ N \ {0}. The
admissibility degree of p, denoted by ad(p), is the least integer k such that
p(k) is not admissible, if such integer exists, otherwise is∞. If p′ is admissible,
p is strongly admissible. With this definitions, p is admissible if ad(p) ≥ 1,
strongly admissibile if ad(p) ≥ 2.
Proposition 1.1. [6, Theorem 12] For a pattern p the following conditions
are equivalent
1. p is admissible,
2. N admits p,
3
3. bi ≥ 0 for all i ∈ {1, . . . , n}.
Corollary 1.2. If p has admissibility degree 1, then there exists i ∈ {1, . . . , n}
such that bi = 0.
Proof. By hypothesis p′ is not admissibile, then from Proposition 1.1 there
exists i such that (a1 − 1) +
∑i
j=2 aj = −1⇒ bi =
∑i
j=1 aj = 0.
The trivializing pattern is x1 − x2, note that S (x1 − x2) = {N}, so from
Proposition 1.1 it induces every admissibile pattern, in other words it induces
every pattern p with ad(p) ≥ 1. The Arf pattern is x1+x2−x3, it is equivalent
to 2x1−x2 (see [6, Example 5]). The family S (x1+x2−x3) is the family of
Arf numerical semigroups. More in general, the subtraction pattern of degree
k is the pattern x1+x2+ · · ·+xk −xk+1. So the trivializing pattern and the
Arf pattern are the subtraction patterns of degree 1 and 2. Note that the
admissibility degree of a subtraction pattern is equal to its degree.
Following [17, Chapter 6], a Frobenius variety is a nonempty family F of
numerical semigroups such that
1. S, T ∈ F ⇒ S ∩ T ∈ F ,
2. S ∈ F \ {N} ⇒ S ∪ {F (S)} ∈ F .
Proposition 1.3. [17, Proposition 7.17] If p is a strongly admissible pattern,
then S (p) is a Frobenius variety.
Given a Frobenius variety F , it is possible to define the closure of a nu-
merical semigroup S as the smallest (with respect to set inclusion) numerical
semigroup in F that contains S. From this idea, we can define the notion
of system of generators with respect to the variety. In addition, we can con-
struct a tree of all numerical semigroups in F rooted in N and such that T
is a son of S if and only if T = S ∪ {F (S)}.
From Proposition 1.3, these definitions generalize many notions given in
[6], for instance p-closure or p-system of generators.
2 Patterns and their admissibility degree
In [20] and [22] it was noted that a pattern p is strongly admissibile (i.e.
ad(p) ≥ 2) if and only if bi ≥ 1 for all i ∈ {1, . . . , n}. Of course if bi ≥ k for
all i ∈ {1, . . . , n} then ad(p) ≥ k + 1.
Proposition 2.1. If a pattern p has admissibility degree at least k+1, then
bi ≥ min{i, k} for all i ∈ {1, . . . , n}.
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Proof. Let a′i be the coefficients of p
′ and b′i =
∑
j≤i a
′
j . We proceed by
induction on k. The base case follows from Proposition 1.1. For the inductive
step, firstly we assume that p is monic. For all i ∈ {1, . . . , n − 1} we have
bi+1 = b
′
i + 1, then
ad(p) ≥ k + 1⇒ ad(p′) ≥ k ⇒ b′i ≥ min{i, k − 1} ⇒ bi+1 ≥ min{i+ 1, k},
in addition b1 = 1 ≥ min{1, k}. On the other hand, if p is not monic, for all
i ∈ {1, . . . , n} we have bi = b
′
i + 1, then
ad(p) ≥ k + 1⇒ ad(p′) ≥ k ⇒
⇒ b′i ≥ min{i, k − 1} ⇒ bi ≥ min{i+ 1, k} ≥ min{i, k}.
Example 2.2. Proposition 2.1 cannot be inverted. For instance consider
the pattern p = x1 + 3x2 − x3, then bi ≥ min{i, k} for all k ∈ N, but p has
admissibility degree 4.
The next result generalizes [6, Lemma 42] and the proof is similar.
Lemma 2.3. An admissible pattern p with finite admissibility degree can be
written uniquely as
p(x1, . . . , xn) = Hp(x1, . . . , xh) + Cp(xh, . . . , xt) + Tp(xt+1, . . . , xn),
where either Hp = 0 or all the coefficients of Hp are positive and their sum
is equal to ad(p) − 1, Cp is admissible and the sum of all its coefficients is
zero, ad(Tp) > 1.
Proof. Set ad(p) = k + 1, then p can be written uniquely as the sum
p(x1, . . . , xn) = Hp(x1, . . . , xh) + p
(k)(xh, . . . , xn)
where Hp is a pattern with positive coefficients and their sum is equal to
k = ad(p)−1, and p(k) is admissible with ad(p(k)) = 1. If a′i are the coefficients
of p(k), by Corollary 1.2 there exists an integer i such that
∑i
j=h a
′
j = 0, set
t to be the largest of such integers. Set
Cp(xh, . . . , xt) =
t∑
i=h
a′ixi, Tp(xt+1, . . . , xn) =
n∑
i=t+1
a′ixi.
By the choice of t it follows
∑m
i=t+1 a
′
i =
∑m
i=h a
′
i > 0 for allm ∈ {t+1, . . . , n},
hence ad(Tp) > 1.
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If the pattern p has admissibilty degree ∞, we set Hp = p and Cp = Tp = 0.
Therefore, we can write every pattern as
p(x1, . . . , xn) = Hp(x1, . . . , xh) + Cp(xh, . . . , xt) + Tp(xt+1, . . . , xn) (1)
we will keep this notation throughout.
Definition 2.4. Let p be a pattern. With the notation of Lemma 2.3 we
call Hp the head, Cp the center and Tp the tail of p. The decomposition (1)
is the standard decomposition of p.
Example 2.5. Let p = x1+3x2+x3−2x4+x5+x6, the admissibility degree
of p is 4, the standard decomposition of p is
Hp(x1, x2) = x1 + 2x2,
Cp(x2, x3, x4) = x2 + x3 − 2x4,
Tp(x5, x6) = x5 + x6.
Corollary 2.6. Any non-zero strongly admissible pattern p can be decom-
posed into the sum
p = p1 + q1 + p2 + q2 + · · ·+ pm + qm,
where the coefficients of the pattern pi are positive, the pattern qi is admissible
and the sum of its coefficients is zero, for all i ∈ {1, . . . , m}.
Proof. It follows by recursively applying Lemma 2.3 on the tail of p.
Remark 2.7. Note that the head of every pattern of admissibility degree 1 is
zero. Further, if p is an admissible pattern in which the sum of all coefficients
is zero (i.e. bn = 0), the tail of p is zero. In addition, by Proposition 2.1, the
admissibility degree of p is 1, so the head of p is also zero, consequently p is
equal to its center. Therefore, an admissible pattern is equal to its center if
and only if the sum of all its coefficients is equal to zero.
The next result follows a similar idea of [22, Proposition 2.4].
Proposition 2.8. Let p be an admissible pattern such that the sum of its
coefficients is zero. A numerical semigroup S admits p if and only if the
monoid generated by the integers b1, . . . , bn is a subset of S.
Proof. Necessity. Let i ∈ {1, . . . , n} and λ ∈ N such that λ, λ+1 ∈ S. Then
p(λ+ 1, . . . , λ+ 1︸ ︷︷ ︸
i
, λ, . . . , λ) =
n∑
j=1
ajλ+
i∑
j=1
aj = bnλ+ bi = bi ∈ S.
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Sufficiency. It is enough to write
p(x1, . . . , xn) = a1x1 + · · ·+ anxn =
= b1(x1 − x2) + · · ·+ bn−1(xn−1 − xn) + bnxn.
Proposition 2.9. If p has admissibility degree 1, then a numerical semigroup
S admits p if and only if it admits Cp and Tp.
Proof. Sufficiency follows from p = Cp + Tp. For the necessity it is enough
to write
p(x1, . . . , xt, 0, . . . , 0) = Cp(x1, . . . , xt),
p(xt+1, . . . , xt+1, xt+2, . . . , xn) = Tp(xt+1, . . . , xn),
where t is the same index used in the proof of Lemma 2.3.
Corollary 2.10. If p has admissibility degree 1, then a numerical semigroup
S admits p if and only if S admits Tp and contains the monoid generated by
b1, . . . , bt.
By iterating on the tail, the previous Corollary 2.10 with [6, Lemma 14]
gives us an algorithm to determine if a numerical semigroup admits an ad-
missible pattern. Further, the previous result allows us to extend Proposition
1.3 to (not necessarily strongly) admissible patterns.
Proposition 2.11. If p is monic and has admissibility degree 2 with
p(x1, . . . , xn) = x1 + Cp(x2, . . . , xt) + Tp(xt+1, . . . , xn),
then S admits p if and only if it admits pi(x1, x2, x3) = x1+ (bi− 1)(x2−x3)
for all i ∈ {2, . . . , n}, and x1 + Tp.
Proof. First, write
p(x1, . . . , xn) = x1 +
t∑
i=2
(bi − 1)(xi − xi+1) + Tp(xt+1, . . . , xn).
Necessity. Let i ∈ {2, . . . , n}, we have
p(x1, x2, . . . , x2︸ ︷︷ ︸
i−1
, x3, . . . , x3︸ ︷︷ ︸
t−i
, 0, . . . , 0) = x1 + (bi − 1)(x2 − x3),
p(x1, . . . , x1︸ ︷︷ ︸
t
, xt+1, . . . , xn) = x1 + Tp(xt+1, . . . , xn).
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Sufficiency. Let λ1, . . . , λn ∈ S with λ1 ≥ . . . λn. We can write
p(λ1, . . . , λt, 0, . . . , 0) = λ1 +
t∑
i=2
(bi − 1)(λi − λi+1).
By hypothesis λ1+(b2−1)(λ2−λ3) ∈ S and it is greater than λ1. Thus also(
λ1 + (b2 − 1)(λ2 − λ3)
)
+ (b3 − 1)(λ3 − λ4) ∈ S. By iterating this process
we obtain p(λ1, . . . , λt, 0, . . . , 0) ∈ S and it is greater than λ1. Finally, since
S admits x1 + Tp, we have
p(λ1, . . . , λn) = p(λ1, . . . , λt, 0, . . . , 0) + Tp(λt+1, . . . , λn) ∈ S.
3 Patterns equivalent to the Arf pattern
The next result is a straightforward generalization of [6, Proposition 34].
Lemma 3.1. A numerical semigroup S admits every pattern of admissibility
degree greater or equal than ⌈ c(S)
m(S)
⌉+ 1.
Proof. Write
p(x1, . . . , xn) = Hp(x1, . . . , xh) + Cp(xh+1, . . . , xt) + Tp(xt+1, . . . , xn),
and recall that the coefficients of Hp are positive and their sum is equal to
ad(p) − 1 ≥ ⌈ c(S)
m(S)
⌉. Let s1, . . . , sn ∈ S with s1 ≥ · · · ≥ sn. If sh+1 < m(S),
then sh+1 = sh+2 = · · · = sn = 0 and
p(s1, . . . , sn) =
h∑
i=1
aisi ∈ S.
On the other hand, if sh+1 ≥ m(S), then s1 ≥ . . . sh ≥ m(S), therefore
p(s1, . . . , sn) ≥ Hp(s1, . . . , sh) ≥ (ad(p)− 1)m(S) ≥
≥
⌈
c(S)
m(S)
⌉
m(S) ≥ c(S).
Proposition 3.2. If p has admissibility degree k, then there exists a numer-
ical semigroup S that admits every pattern of admissibility degree k + 1 but
it does not admit p.
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Proof. If k = 0 take S = N. Assume k ≥ 1. The sum of the coefficients of
Cp si zero, therefore we can write
p(x1, . . . , xn) = Hp(x1, . . . , xh) +
t∑
i=h+1
ci(xi − xi+1) + Tp(xt+1, . . . , xn)
for some ci ∈ N. Note that there exists r ∈ {h + 1, . . . , t} such that cr > 0.
Now let q ∈ N such that q > cr + k − 1. Set S = 〈q, q + 1〉 ∪ (kq + N), then
p(q + 1, . . . , q + 1︸ ︷︷ ︸
r
, q, . . . , q︸ ︷︷ ︸
t−r
, 0, . . . , 0) = (k − 1)(q + 1) + cr = λ,
with (k − 1)q + k − 1 < λ < kq, therefore λ /∈ S, so S does not admit p.
Nonetheless, since c(S) = kq = km(S), from the preceding lemma S admits
every pattern of admissibility degree k + 1.
Corollary 3.3. Let p and q be two patterns.
1. If p induces q, then ad(p) ≤ ad(q).
2. If p and q are equivalent, then ad(p) = ad(q).
Lemma 3.4. The Arf pattern induces the pattern x1 + n(x2 − x3) for every
n ∈ N.
Proof. We prove this by induction on n. The case n = 0 is the pattern x1,
the case n = 1 is the Arf pattern itself. For the inductive step, suppose that
the Arf pattern induces x1 + n(x2 − x3), then it is enough to write
x1 + (n+ 1)(x2 − x3) =
(
x1 + n(x2 − x3)
)
+ x2 − x3.
Recall that a pattern p is strongly admissible if and only if it has admis-
sibility degree at least 2.
Proposition 3.5. The Arf pattern induces every strongly admissible pattern.
Proof. Let p be a strongly admissible pattern, so ad(p) ≥ 2. We proceed
by induction on the number of variables n of the pattern p. If n = 1 then
p is equivalent to the zero pattern, so the Arf pattern induces p. Now,
for the inductive step, suppose that the Arf pattern induces every pattern
of admissibility degree at least 2 with at most n − 1 variables. Since p′
induces p, it is enough to prove that the Arf pattern induces every pattern
of admissibility degree 2 with n variables. So assume ad(p) = 2. Suppose
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that S admits the Arf pattern. Let s1, . . . , sn ∈ S with s1 ≥ · · · ≥ sn. From
Lemma 2.3 we have
p(s1, . . . , sn) = s1 +
t−1∑
i=1
(bi − 1)(si − si+1) + Tp(st+1, . . . , sn),
note that bt−1 = 0 and t > 1. From Lemma 3.4 the Arf pattern induces the
pattern x1+(b1−1)(x2−x3), so s
′
1 = s1+(b1−1)(s1− s2) ∈ S with s
′
1 ≥ s1.
Similarly, since the Arf pattern induces the pattern x1 + (b2 − 1)(x2 − x3),
then
s′2 = s
′
1 + (b2 − 1)(s2 − s3) = s1 + (b1 − 1)(s1 − s2) + (b2 − 1)(s2 − s3) ∈ S,
with s′2 ≥ s1. Iterating this process we obtain that
s = s1 +
t−1∑
i=1
(bi − 1)(si − si+1) ∈ S.
Since t > 1, the number of variables of the pattern x1+Tp is less than n. By
the inductive hypothesis, the Arf pattern induces x1 + Tp(xt+1, . . . , xn), so
p(s1, . . . , sn) = s+ Tp(st+1, . . . , sn) ∈ S.
What we have so far is that for k = 1, 2, the subtraction pattern of degree
k induces all patterns of admissibility degree at least k. As [6, Example 50]
shows, this cannot be extended to k ≥ 3.
Theorem 3.6. A pattern p =
∑n
i=1 aixi is equivalent to the Arf pattern if
and only if it has admissibility degree 2 and there exists i ∈ {1, . . . , n} such
that bi =
∑i
j=1 aj = 2.
Proof. From Corollary 3.3, we can assume that ad(p) = 2. Now from Propo-
sition 3.5, the Arf pattern induces p. If there exists i such that bi = 2,
then
p(x1, . . . , xn) = x1 +
t∑
i=1
(bi − 1)(xi − xi+1) + Tp(xt+1, . . . , xn)⇒
⇒ p(x1, . . . , x1︸ ︷︷ ︸
i
, x2, . . . , x2︸ ︷︷ ︸
t−i
, 0, . . . , 0) = x1 + (bi − 1)(x1 − x2) = 2x1 − x2.
Therefore p induces the pattern 2x1 − x2 which is equivalent to the Arf
pattern. On the other hand, suppose that bi 6= 2 for all i ∈ {1, . . . , n}.
Then, from Proposition 2.1, either bi = 1 or bi ≥ 3. Let q > 1 and S =
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{q, q+1, q+3,→}. From Lemma 3.1, S admits every pattern of admissibility
degree greater or equal than 3. In particular, S admits x1 + Tp. Now let
s1, . . . , sn ∈ S with s1 ≥ · · · ≥ sn. If for every i ∈ {1, . . . , t} either bi = 1 or
si = si+1, then
p(s1, . . . , sn) = s1 + Tp(st+1, . . . , sn) ∈ S.
Otherwise, there exists i ∈ {1, . . . t} such that si > si+1 and bi ≥ 3, then
s1 ≥ si > si+1 ≥ q ⇒ s1 ≥ q + 1, and
p(s1, . . . , sn) ≥ s1 + (bi − 1)(si+1 − si) ≥ q + 3 = c(S).
Clearly, S is not Arf since 2(q + 1) − q = q + 2 /∈ S, therefore p is not
equivalent to the Arf pattern.
Note that Corollary 2.10 and Theorem 3.6, generalize and provide another
proof of [6, Proposition 48], since if p is a Boolean pattern of admissiblity
degree k, then bk = k.
4 Patterns on the numerical duplication
In this section S will be a numerical semigroup, E will be an ideal of
S, d ∈ S will be an odd integer and p =
∑n
i=1 aixi will be an admissible
pattern. We say that the numerical duplication S ⋊⋉d E admits p eventually
with respect to d if there exists d′ ∈ N such that S ⋊⋉d E admits p for all
d ≥ d′.
Proposition 4.1. If S admits p then also S
k
admits p for every k ≥ 1.
Proof. If λ1 ≥ · · · ≥ λn are elements of
S
k
, then kλ1 ≥ · · · ≥ kλn are in S.
Therefore
p(kλ1, . . . , kλn) = kp(λ1, . . . , λn) ∈ S ⇒ p(λ1, . . . , λn) ∈
S
k
.
For the next result, recall that S⋊⋉
dE
2
= S.
Corollary 4.2. If S ⋊⋉d E admits p then S admits p.
Throughout we will assume that S admits the pattern p. Note that if p
has admissibility degree 2, then by applying Corollary 1.2 to the center of p,
we obtain that the set B = {i : bi − 1 = 0} is nonempty.
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Proposition 4.3. Suppose that p has admissibility degree 2 and set
B = {i : bi − 1 = 0}, r = minB, t = maxB.
If S ⋊⋉d E admits p eventually with respect to d, then
1. for every 1 ≤ i ≤ t, ⌊ bi
2
⌋ ∈ E − E;
2. for every r ≤ i ≤ t, if bi is even then bi/2 ≥ c(E)−min(E).
Proof. From Lemma 2.3, we can write p in the following manner
p = x1 +
t−1∑
i=1
(bi − 1)(xi − xi+1) + Tp(xt+1, . . . , xn).
Now, assume d ≥ 2 c(S)− 2min(E) + 1, then we have that
(2min(E) + d− 1) + 2 · N ⊆ 2 c(S) + 2 · N ⊆ 2 · S ⊆ S ⋊⋉d E.
Let i ∈ {1, . . . , t− 1}, e ∈ E and fix λ = 2e + d − 1. By the assumption on
d we have that λ ∈ S ⋊⋉d E. If bi is odd, it follows that
p(λ+ 1, . . . , λ+ 1︸ ︷︷ ︸
i
, λ, . . . , λ
︸ ︷︷ ︸
t
, 0, . . . , 0) = λ + 1 + (bi − 1) =
= 2e+ d+ bi − 1 = 2(e + (bi − 1)/2) + d ∈ S ⋊⋉
d E,
hence e + (bi − 1)/2 ∈ E, so by the arbitrary choice of e ∈ E we have
(bi − 1)/2 ∈ E − E. On the other hand, if bi is even, then
p(λ+ 2, . . . , λ+ 2︸ ︷︷ ︸
i
, λ+ 1, . . . , λ+ 1
︸ ︷︷ ︸
r
, 0, . . . , 0) = λ+ 2 + (bi − 1) =
= 2e+ d+ bi = 2(e+ bi/2) + d ∈ S ⋊⋉
d E
hence e+bi/2 ∈ E, so as before bi/2 ∈ E−E. This proves that ⌊
bi
2
⌋ ∈ E−E.
Now let i ∈ {r, . . . , t} such that bi is even and set λ = 2min(E) + d+ 1. Let
x ∈ N and set µ = λ + 2x. Again by the assumption on d we have that
µ, λ ∈ S ⋊⋉d E. Thus
p(µ, . . . , µ︸ ︷︷ ︸
r
, λ . . . , λ
︸ ︷︷ ︸
i
, λ− 1, . . . , λ− 1
︸ ︷︷ ︸
t
, 0, . . . , 0) = µ+ (bi − 1) =
12
= λ+ 2x+ bi − 1 = 2(min(E) + bi/2 + x) + d ∈ S ⋊⋉
d E,
hence min(E) + bi/2 + x ∈ E. By the arbitrary choice of x we have that
min(E) + bi/2 ≥ c(E)⇒ bi/2 ≥ c(E)−min(E).
Proposition 4.4. If p has admissibility degree 2 and is monic, then S ⋊⋉d E
admits p eventually with respect to d if and only if
1. for every i ∈ {1, . . . , t}
• if bi is odd then (bi − 1)/2 ∈ E − E;
• if bi is even then bi/2 ≥ c(E)−min(E).
2. S ⋊⋉d E admits x1 + Tp.
Proof. Necessity. The first condition follows from Proposition 4.3 since we
have b1 − 1 = 0. Further, if we take x2 = x3 = · · · = xt, then
p(x1, x2 . . . , x2, xt+1, . . . , xn) = x1 + Tp(xt+1, . . . , xn).
Sufficiency. From Proposition 2.11 it is enough to show that S ⋊⋉d E admits
pi(x1, x2, x3) = x1+(bi−1)(x2−x3) for all i ∈ {2, . . . , n}. Let i ∈ {2, . . . , n}
and λ1, λ2, λ3 ∈ S ⋊⋉
d E with λ1 ≥ λ2 ≥ λ3. If λ2 = λ3, then pi(λ1, λ2, λ3) =
λ1 ∈ S ⋊⋉
d E, so we can assume λ2 > λ3. Since S admits p, it admits
also pi, so if λ1 < 2min(E) + d then λ1, λ2, λ3 ∈ 2 · S and pi(λ1, λ2, λ3) ∈
2 · S ⊆ S ⋊⋉d E. Now assume that λ1 ≥ 2min(E) + d. If bi is even then,
bi ≥ 2(c(E)−min(E)) and we have
pi(λ1, λ2, λ3) = λ1 + (bi − 1)(λ2 − λ3) ≥ λ1 + bi − 1 ≥
≥ 2min(E) + d+ 2(c(E)−min(E))− 1 =
= 2 c(E) + d− 1 = c(S ⋊⋉d E),
therefore pi(λ1, λ2, λ3) ∈ S ⋊⋉
d E. On the other hand, if bi is odd, then
µ = (bi − 1)(λ2 − λ3) ∈ 2(E − E) since E − E is a semigroup. Now if λ1 is
even, then λ1+µ is also even, so for d≫ 0 we have λ1+µ ∈ 2 ·S ⊆ S ⋊⋉
d E.
If λ1 = 2e+ d ∈ 2 ·E + d, then λ1+µ = 2(e+µ/2)+ d ∈ 2 ·E + d ⊆ S ⋊⋉
d E
since µ ∈ 2(E −E).
Proposition 4.5. If p has admissibility degree at least 3 and it is not monic
(i.e. a1 ≥ 2), then S ⋊⋉
d E admits p eventually with respect to d.
Proof. Let λ1, . . . , λn ∈ S ⋊⋉
d E with λ1 ≥ · · · ≥ λn. Since S admits p,
if λ1 < 2min(E) + d then λi ∈ 2 · S for all i ∈ {1, . . . , n} and we have
p(λ1, . . . , λn) ∈ 2 · S ⊆ S ⋊⋉
d E. Now assume that λ1 ≥ 2min(E) + d.
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Note that, since p has admissibility degree at least 3, p′′ is admissible, so
p′′(λ1, . . . , λn) ≥ 0. Now if we take d ≥ 2 c(E)− 4min(E), then
p(λ1, . . . , λn) = 2λ1 + p
′′(λ1, . . . , λn) ≥ 4min(E) + 2d ≥
≥ 2 c(E) + d ≥ c(S ⋊⋉d E),
hence p(λ1, . . . , λn) ∈ S ⋊⋉
d E.
Proposition 4.6. If p is monic with admissibility degree at least 3, then
p′(S) ⊆ E − E if and only if S ⋊⋉d E admits p eventually with respect to d.
Proof. Necessity. Let λ1, . . . , λn ∈ S ⋊⋉
d E with λ1 ≥ · · · ≥ λn. First assume
that λ2 < 2min(E)+d, so λi = 2si with si ∈ S for all i ≥ 2. Now if λ1 ∈ 2·S,
then p(λ1, . . . , λn) ∈ 2 · S ⊆ S ⋊⋉
d E. Otherwise, if λ1 = 2e + d ∈ 2 · E + d,
then fix g = p′(s2, . . . , sn) ∈ p
′(S) ⊆ E − E, we have g + e ∈ E, hence
p(λ1, . . . , λn) = 2e+ d+ p
′(2s2, . . . , 2sn) =
= 2e+ d+ 2p′(s2, . . . , sn) =
= 2(e+ g) + d ∈ 2 · E + d ⊆ S ⋊⋉d E.
On the other hand, if λ2 ≥ 2min(E) + d, take d ≥ 2 c(E)− 4min(E). Since
p has admissibility degree at least 3, p′′ is admissible, so p′′(λ2, . . . , λn) ≥ 0,
then
p(λ1, . . . , λn) = λ1 + λ2 + p
′′(λ2, . . . , λn) ≥ 4min(E) + 2d ≥
≥ 2 c(E) + d ≥ c(S ⋊⋉d E),
hence p(λ1, . . . , λn) ∈ S ⋊⋉
d E.
Sufficiency. Let g = p′(s1, . . . , sn−1) ∈ p
′(S), with s1, . . . , sn−1 ∈ S and
s1 ≥ · · · ≥ sn−1. Let e ∈ E, it is enough to prove that g + e ∈ E. If
2s1 < 2min(E) + d ≤ 2e+ d, it follows that
p(2e+ d, 2s1, . . . , 2sn−1) = 2e+ d+ p
′(2s1, . . . , 2sn−1) =
= 2e+ d+ 2p′(s1, . . . , sn−1) =
= 2(e+ g) + d ∈ S ⋊⋉d E ⇒ e+ g ∈ E.
On the other hand, if 2s1 ≥ 2min(E) + d, take d ≥ 2 c(E)− 2min(E), then
2g = p′(2s1, . . . , 2sn−1) =
= 2s1 + p
′′(2s1, . . . , 2sn−1) ≥ 2s1 ≥ 2min(E) + d ≥ 2 c(E),
hence g ≥ c(E)⇒ g ∈ E − E.
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Assembling Corollary 2.10, Proposition 4.4 and Proposition 4.6 and iter-
ating these results on Hp+Tp, we are able to characterize when the numerical
duplication S ⋊⋉d E admits a monic pattern p for d≫ 0.
Theorem 4.7. Let p be a monic pattern, written as
p(x1, . . . , xn) = Hp(x1, . . . , xh) + Cp(xh+1, . . . , xt) + Tp(xt+1, . . . , xn).
Then S ⋊⋉d E admits p eventually with respect to d if and only if one of the
following cases occurs:
1. ad(p) = 1, S ⋊⋉d E = N.
2. ad(p) = 2, for every i ∈ {1, . . . , t}
• if bi is odd then (bi − 1)/2 ∈ E − E;
• if bi is even then bi/2 ≥ c(E)−min(E);
and S ⋊⋉d E admits x1 + Tp.
3. ad(p) ≥ 3 and p′(S) ⊆ E −E.
From Proposition 4.3, Proposition 4.5 and Corollary 2.10, in order to
extend the previous theorem to not monic patterns, we would need just a
sufficient condition in the case ad(p) = 2.
In the general case, that is when d can be small, we can extend the char-
acterization of [3, Theorem 2.4] by combining it with Theorem 3.6. Nonethe-
less, as the following examples show, it seems complicated to find a sort of
characterization for a generic pattern.
Example 4.8. The following tables show for which values of d the numerical
duplication S ⋊⋉d E admits p.
S = 〈3, 19, 20〉
E = 3 + S
p(x1, x2) = 3x1 − x2.
d admits p
3 X
9 X
15 X
19
21 X
23
25
27 X
29 X
S = 〈5, 8, 19, 22〉
E = 5 + S
p(x1, x2, x3) = 4x1 − x2 − x3.
d admits p
5
13 X
15
19 X
21
23
25 X
27 X
29 X
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5 Patterns on rings
In this section, (R,m) will be a one-dimensional, Noetherian, Cohen-
Macaulay, local ring, R will be the integral closure of R in its total ring of
fractions Q(R). An ideal I of R is open if it contains a regular element. We
will assume that the residue field k = R/m is infinite. From [13, Proposition
1.18, pag 74], the last condition assures that every open ideal I has an I-
transversal element, namely an element x ∈ I such that xIn = In+1 for
n ≫ 0. On R we define the following preorder (namely a reflexive and
transitive relation): let x, y ∈ R, then x ≤R y if y/x ∈ R. Let p be the
pattern
p(x1, . . . , xn) =
n∑
i=1
aixi.
Definition 5.1. The ring R admits the pattern p if for every y1, . . . , yn ∈ R
with y1 ≥R · · · ≥R yn, we have
ya11 y
a2
2 . . . y
an
n ∈ R.
With this definition, when the relation ≤R is a total order, R is an Arf ring
if and only if it admits the Arf pattern. Note that R admits the trivializing
pattern if and only if R = R.
Remark 5.2. The ring R admits the pattern n(x1− x2), with n ∈ N, if and
only if for every z ∈ R it results zn ∈ R. In fact, for every z ∈ R ⊆ Q(R),
there exist x, y ∈ R such that z = y/x, and by definition y ≥R x.
From the previous remark we can determine when a ring R admits a
pattern of admissibility degree 1 applying, mutatis mutandis, Corollary 2.10.
Corollary 5.3. The ring R admits a pattern p of admissibility degree 1 if and
only if it admits Tp and for every z ∈ R it results z
bi ∈ R for all i ∈ {1, . . . n}.
Similarly, if p is monic and ad(p) = 2, we can apply, mutatis mutandis,
Proposition 2.11
Now we make additional assumptions on R. Following [2], let V be a
discrete valuation domain with valuation v : V → N, and let V be the set
of all subrings R of V such that R is a local, Noetherian, one-dimensional,
analytically irreducible, residually rational, domain and its integral closure
R is equal to V . Set V (p) be the family of rings in V that admit the pattern
p. If p1 and p2 are two patterns, then it is clear that if V (p1) ⊆ V (p2) then
S (p1) ⊆ S (p2), i.e. p1 induces p2. A question naturally arise.
Question 5.4. Is the implication S (p1) ⊆ S (p2)⇒ V (p1) ⊆ V (p2) true?
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Now fix R ∈ V, note that, since R is a valuation ring, ≤R is a total
preorder. Further, x ≤R y if and only if v(x) ≤ v(y). In this setting, the
integral closure of an ideal I of R is
I = IR ∩ I = {x ∈ R : v(x) ≥ min v(I)},
(see [12, Proposition 1.6.1, Proposition 6.8.1]). It is not difficult to prove
(see for instance [14, Theorem 2.2] or [2, Theorem II.2.13]) that R is an Arf
ring if and only if I2 = xI for every integrally closed ideal I ⊆ R and some
x ∈ I of minimum value. Actually, the inclusion xI ⊆ I2 is always true, so
what we actually prove is that I2 ⊆ xI. We can generalize this idea to any
subtraction pattern of degree k.
Proposition 5.5. The ring R admits the subtraction pattern of degree k if
and only if Ik ⊆ xI for every integrally closed ideal I ⊆ R and some x ∈ I
of minimum value.
Proof. Necessity. Let i1, i2, . . . , ik ∈ I, since ≤R is a total preorder, we can
assume that i1 ≥R · · · ≥R ik. If x ∈ I is an element of minimum value, then
ik ≥R x. By hypothesis i1i2 . . . ikx
−1 ∈ I, hence i1i2 . . . ik ∈ xI.
Sufficiency. Let y1, . . . , yk+1 ∈ R with y1 ≥R · · · ≥R yk+1. Set I to be
the integral closure of Ryk+1. Since v(y1) ≥ v(y2) ≥ · · · ≥ v(yk+1) and
I is integrally closed, then yi ∈ I for all i ∈ {1, . . . , k}. By hypothesis
y1 . . . yk ∈ I
k ⊆ yk+1I, then y1 . . . yky
−1
k+1 ∈ I ⊆ R.
In [2, Theorem II.2.13] it was proved that R is Arf if and only if v(R) is
Arf and the multiplicity sequence of R and v(R) coincides.
Question 5.6. For an arbitrary pattern p are there any characterization
similar to the previous one?
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