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Introduction
Free resolutions and syzygies occur already in the fundamental article ”U¨ber die
Theorie der algebraischen Formen” published by Hilbert in 1890. Later on during
the formalization of homological algebra in the 1950’s one studied the slightly
more general projective resolutions. This lead to striking results in commutative
algebra like the characterization of regular local noetherian rings by Auslander,
Buchsbaum and Serre.
For finite dimensional algebras and their representations the homological point
of view motivated the invention of almost split sequences - which are of central
importance nowadays - but it also produced some interesting homological conjec-
tures. Two of these, the finitistic dimension conjectures and the various no loop
conjectures, are the theme of this dissertation.
For simplicity, we will always work with a finite dimensional associative algebra
Λ over an algebraically closed field k. We will deal with finite dimensional right
Λ-modules except otherwise stated. By Morita-equivalence and by an observation
of Gabriel we can assume that Λ is isomorphic to kQ /I for some quiver Q with
path algebra kQ and some two-sided ideal I generated by linear combinations of
paths of length at least two.
The (little) finitistic dimension findim Λ of Λ is defined to be the supremum
of the projective dimensions of all finitely generated modules of finite projective
dimension. Similarly, the big finitistic dimension Findim Λ is defined allowing
arbitrary right Λ-modules. In 1960, Bass [2] formulated two so-called finitistic
dimension conjectures. The first one asserts that
findim Λ = Findim Λ ,
while the second one claims that
findim Λ <∞ .
A counterexample to the first conjecture was first given by Zimmerman-Huisgen
in [14]. Later on Smalø [22] gave another example showing in addition that the
difference Findim Λ−findim Λ can be arbitrarily large. We reproduce Smalø’s
example in chapter 6 thereby making some of his arguments more transparent.
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The second finitistic dimension conjecture is still open and we refer to it as
the finitistic dimension conjecture. It is known for:
• algebras Λ where the subcategory of all modules with finite projective di-
mension is contravariantly finite in mod- Λ (by Auslander, Reiten [1]),
• monomial algebras (by Green, Kirkman, Kuzmanovich [10]),
• algebras where the cube of the radical is zero (by Green, Huisgen-Zimmermann
[12]),
• algebras of representation dimension at most three (by Igusa, Todorov [16]),
• some special kinds of algebras (by Wang [23] and Xi [24, 25, 26, 27]).
This conjecture is also related to many other homological conjectures (e.g.,
the Gorenstein symmetry conjecture, the Wakamatsu tilting conjecture and the
generalized Nakayama conjecture).
As our main result in that direction we construct in chapter 5 from a given alge-
bra Λ = kQ /I a new algebra Λ˜ = k Q˜/I˜ with findim Λ ≤ findim Λ˜ ≤ findim Λ +2
such that Q˜ has neither multiple arrows nor loops. Λ˜ is then called single-
arrowed and it suffices to prove the finitistic dimension conjecture for single-
arrowed algebras.
Let Λ = kQ /I be given with a point x in Q. Denote the corresponding simple
by Sx. The strong no loop conjecture is due to Zacharia [15]. It says that
there is no loop at x provided the projective dimension pdimΛ Sx is finite.
The conjecture is known for
• monomial algebras (by Igusa [15]),
• truncated extensions of semi-simple rings (by Marmaridis, Papistas [20]),
• bound quiver algebras kQ /I such that for each loop α ∈ Q there exists an
n ∈ N with αn ∈ I \ (IJ + JI), where J denotes the ideal generated by the
arrows (by Green, Solberg, Zacharia [11]),
• special biserial algebras (by Liu, Morin [19]),
• two point algebras with radical cube zero (by Jensen [17]).
The stronger no loop conjecture says that Exti(Sx, Sx) 6= 0 for infinitely
many indices i. In [11] and [19] this stronger assertion was proven for the cases
where the loop behaves as in the third case above.
Note that the existence of a loop at x just means Ext1(Sx, Sx) 6= 0. This
implies easily Ext2(Sx, Sx) 6= 0, but Ext3(Sx, Sx) = 0 occurs for a representation-
finite example of Happel stated in [11, Section 4].
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Observe that the finitistic dimension conjecture is obviously true for represen-
tation-finite algebras, whereas the truth of the strong no loop conjecture is not
clear for these algebras. In chapter 3 we will prove it for an even bigger class of
algebras containing all representation-finite algebras. The author has published
this in [21].
To state the main result precisely we introduce for any point x in Q its neigh-
borhood Λ(x) = eΛ e. Here e is the sum of all primitive idempotents ez ∈ Λ
such that z belongs to the support of the projective Px := ex Λ or such that there
is an arrow z → x in Q or a configuration y′ ← x  y ← z with 4 pairwise
distinct points x, y, y′ and z.
Recall that an algebra Λ is called distributive if it has a distributive lattice
of two-sided ideals and mild if it is distributive and any proper quotient Λ /J is
representation-finite.
Our main result reads as follows:
Theorem 1
Let Λ = kQ /I be a finite dimensional algebra over an algebraically closed field k.
Let x be a point in Q such that the corresponding simple Λ-module Sx has finite
projective dimension. If Λ(x) is mild, then there is no loop at x.
Of course, it follows immediately that the strong no loop conjecture holds for
all mild algebras, in particular for all representation-finite algebras.
Corollary 2
Let Λ be a mild algebra over an algebraically closed field. Let S be a simple Λ-
module. If the projective dimension of S is finite, then Ext1Λ(S, S) = 0.
To prove the theorem we do not look at projective resolutions. Instead, in
chapter 2, we slightly refine the K-theoretic arguments of Lenzing [18, Satz 5],
also used by Igusa in his proof of the strong no loop conjecture for monomial
algebras [15, Corollary 6.2].
Chapter 4 is devoted to show that for a representation-finite algebra Λ the
stronger no loop conjecture is invariant under passing to the standard form Λ of
Λ. Moreover we prove that the extensions of the simple Λ-modules coincide with
the extensions of the corresponding simple Λ-modules.
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Chapter 1
Basic notations and facts
1.1 Preliminaries
Throughout this paper, k stands for an algebraically closed field. Let Q be a finite
quiver with Q0 = {1, . . . , n} the set of points and Q1 = {α1, . . . , αr} the set of
arrows in Q. The starting point of an arrow αi is denoted by s(αi) and its ending
point is e(αi). Let kQ be the path algebra of Q over k, this is the vector space
over k having as a basis W the set of all directed paths in Q. For any point i in
Q there is a path ei of length 0 such that
∑
i∈Q0 ei = 1kQ.
The multiplication in kQ is the concatenation of paths if the starting and
ending points match. Since we work with right modules, the product of two paths
v and w with e(v) = s(w) is vw and zero otherwise. An element w ∈ kQ is called
uniform if w = eiwej for some suitable idempotents ei, ej .
An ideal I ⊂ kQ is admissible if kQ+m ⊂ I ⊂ kQ+2 for some m ≥ 2. Here
kQ+m is the k-vector space with basis Wm, the set of all paths of length at least
m. The algebra kQ /I is finite dimensional and associative.
Let w1, . . . , wr be pairwise distinct paths of Q from a vertex x to a vertex y,
and let λ1, . . . , λr ∈ k be non-zero scalars. We call
ρ =
r∑
i=1
λiwi
a relation onQ if ρ ∈ I while∑ri∈N λiwi /∈ I for all proper subsets N ⊂ {1, . . . , r}.
In this case w1, . . . , wr are called the components of ρ. Moreover, ρ is called
monomial or polynomial if r = 1 or r ≥ 2 respectively.
The quotient Λ = kQ /I is called the algebra of the bound quiver (Q, I). Let
mod- Λ denote the category of finite dimensional right Λ-modules. It is well known
that mod- Λ is equivalent to the category repk(Q, I) of k-linear representations of
the bound quiver (Q, I).
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The radical, the top and the socle of an Λ-module M will be denoted by
radM, topM and socM . We call m ∈M a top element of M if m /∈ radM .
The indecomposable projective Λ-modules are Pi = ei Λ for i ∈ Q0. The
simple modules are Si = Pi/ radPi. For every module M ∈ mod- Λ there exists a
projective module PM and an epimorphism pi : PM → M with kernel contained
in the radical of PM ; this module is called the projective cover of M . It is unique
up to isomorphism.
A projective resolution of an Λ-module M is an exact sequence of projective
Λ-modules together with an epimorphism d0 : P0 →M :
. . .→ Pn dn→ Pn−1 dn−1→ . . . d3→ P1 d1→ P0 d0→M → 0 .
A projective resolution is called minimal if dj : Pj → Im dj is a projective cover
for all j ≥ 0. By Ω(M) we denote the kernel of a projective cover d0 : P0 → M
and call it the first syzygy of M . The higher syzygies are defined inductively;
Ωi+1(M) = ker di if di is the i’th morphisms in a minimal projective resolution of
M .
Every k-algebra Λ we consider as a k-category which has the idempotents ei ∈
Λ as objects and the ei Λ ej as the morphism spaces. Then a finite dimensional Λ-
module M is a covariant k-linear functor from Λ to the category of k-vectorspaces
such that the sum of the dimensions of all M(ei) is finite.
The modules arising in our examples can be represented by directed graphs
of a format which is intuitively suggestive. We use the conventions from [13].
For the convenience of the reader we briefly review the construction on a simple
example.
Example 1.1.1
Let Λ = kQ /I be an algebra of a bound quiver (Q, I) as follows.
Q = x
α
99
β
&& y
γ
ff
A generating set for the relation ideal I can be communicated by way of graphs
of the indecomposable projective right Λ-modules. Presenting M = ex Λ by way
of the directed graph:
ex
?
??
??
??

α
 ?
??
??
??
βγ
 



α2 αβ
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holds the following information. The right ideal exI ⊆ kQ is generated by
α3, α2β and λα2 + βγ for some λ ∈ k \{0}. Moreover, topM = M/ radM ∼= Sx,
radM/ rad2M ∼= Sx ⊕ Sy ∼= rad2M and rad3M = 0.
1.2 Calculating syzygies is worthless
Some obvious method to prove the strong no loop conjecture is detecting repeti-
tions in the sequence Ω(S),Ω2(S),Ω3(S), . . . of syzygies of a simple Λ-module S.
The objective of this section is to give, for each natural number n, an example of
a finite dimensional k-algebra Λn such that the sequence of syzygies of a simple
Λn-module with non-trivial self extensions becomes periodic at the 2n+ 2’th step
for the first time. Since the algebras Λn are of finite representation type with
radical cube zero it appears to have no prospect of success to prove the strong
no loop conjecture by this method even for such ’simple’ algebras. This example
emerged at the investigation of projective resolutions for representation-finite al-
gebras with radical cube zero. As a result which we won’t prove here it came out
that the stronger no loop conjecture is true for such algebras.
The algebra Λn is given as a bound quiver algebra. Namely, let Qn be the
following quiver:
1α
%%
β2
##
2
β3
##
γ1
cc 3
β4
##
γ2
cc 4
γ3
cc . . . . . . n
βn+1
%%
n+ 1
γn
cc
let k be any field, and Λn = kQn /In with relation ideal In such that the inde-
composable projective Λn-modules are given by the following graphs:
P1 : e1
 
??
??
??
?
α

β2
 


α2
Pn+1 : en+1
 



γn
?
??
??
??
γnβn+1
Pi : ei
 



?
??
??
??
γi−1
?
??
??
??
βi+1
 


βi+1γi
i = 2, . . . , n
Consider the Λn-modules Vi,Wj , X given by the graphs:
V0 = W0 : α2 V1 : α

β2
 


α2
W1 : α+ γ1
 ?
??
??
?
α2 γ1β2
Vi : α+ γ1
 ''OO
OOO
OOO
β2 + γ2
wwooo
ooo
oo
''OO
OOO
OO
β3 + γ3
wwooo
ooo
o
. . . . . . . βi−1 + γi−1
''OO
OOO
OO
βi
wwooo
ooo
ooo
βi+1
wwooo
ooo
o
α2 γ1β2 γ2β3 . . . . . . . γi−2βi−1 γi−1βi
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Wj : α+ γ1
 ''OO
OOO
OOO
β2 + γ2
wwooo
ooo
oo
''OO
OOO
OO
β3 + γ3
wwooo
ooo
o
. . . . . . .βj−1 + γj−1
''OO
OOO
O
βj + γj
wwooo
ooo
''OO
OOO
O
α2 γ1β2 γ2β3 . . . . . . . γj−2βj−1 γj−1βj γjβj+1
for i, j = 2, . . . , n.
X : α+ γ1
 ''OO
OOO
OOO
β2 + γ2
wwooo
ooo
oo
''OO
OOO
OO
β3 + γ3
wwooo
ooo
o
. . . . . . .βn−1 + γn−1
''OO
OOO
OO
βn + γn
wwooo
ooo
o
''OO
OOO
OO
βn+1
wwooo
ooo
o
α2 γ1β2 γ2β3 . . . . . . . γn−2βn−1 γn−1βn γnβn+1
These modules are indecomposable. They are pairwise not isomorphic except
W0 = V0. An easy computation shows that Ω(Vi) = Vi+1 for i = 0, . . . , n − 1;
Ω(Wj) = Wj−1 for j = 1, . . . , n; Ω(Vn) = X, Ω(X) = Wn. Hence Ω2n+2(S1) ∼= S1
since S1 ∼= V0 = W0.
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Chapter 2
Lenzing’s result
Let R be a ring with 1R and mod-R the category of all finitely generated right
R-modules. Let P(R) be the full subcategory of projective R-modules and denote
by P∞(R) the full subcategory in mod-R consisting of modules of finite projective
dimension.
In this chapter we present some slight generalization of a result of Lenzing [18]
giving us a tool at hand to prove the strong no loop conjecture for some special
types of algebras. The great advantage of this tool is that we don’t have to cal-
culate any projective resolutions in order to make assertions about the projective
dimension of the simple modules in view.
Following Igusa [15] we introduce the relative K-theory groups K1(R) resp.
K ′1(R) first.
2.1 The relative K-theory group K1(R)
Definition 2.1.1
Let K1(R) resp. K
′
1(R) be the additive group given by generators and relations
as follows. The generators are pairs (M,f) where M ∈ P(R) resp. M ∈ P∞(R)
and f ∈ EndR(M). The relations are:
a) (M,f) + (M, g) = (M,f + g),
b) (M,f) + (N, g) = (L, h) for every commutative diagram with exact rows:
0 //M
f

// L
h

// N
g

// 0
0 //M // L // N // 0
,
9
c) (M,fg) = (N, gf) for every sequence M
f→ N g→M f→ N .
As a main result it will turn out that in fact K1(R) and K
′
1(R) are both
isomorphic to the zeroth Hochschild homology group H0(R) of R.
Lemma 2.1.2 a) (M ⊕N,
[
0 f
g 0
]
) = 0 in K1(R) resp. K
′
1(R).
b) (P, f) + (Q, g) = (P ⊕Q,
[
f 0
0 g
]
) in K1(R).
c) For (P, f) ∈ K1(R) there exists rf ∈ R such that (P, f) = (R, λrf ). Here
λr : R→ R is the left multiplication with r.
d) (R, λrλr′) = (R, λr′λr) for all r, r
′ ∈ R. Moreover (R, λ(rr′−r′r)) = 0 in
K1(R).
Proof. a) Since [
0 f
0 0
] [
0 0
0 idN
]
=
[
0 f
0 0
]
and [
0 0
0 idN
] [
0 f
0 0
]
= 0 ,
we have by 2.1.1 c) :
(M ⊕N,
[
0 f
0 0
]
) = 0 .
Hence (M ⊕N,
[
0 f
g 0
]
) = (M ⊕N,
[
0 f
0 0
]
) + (M ⊕N,
[
0 0
g 0
]
) = 0.
b) The claim holds by 2.1.1 b) since every exact sequence ending in a projective
module splits.
c) Since P is a projective R-module, there is a complement Q and an isomor-
phism α : P ⊕Q→ Rn. Now we set
f ⊕ 0Q :=
[
f
0Q
]
: P ⊕Q→ P ⊕Q .
Hence α−1(f ⊕ 0Q)α : Rn → Rn is represented by a left multiplication with
an n× n matrix [rij ]i,j having entries in R. Using 2.1.1 a,b,c) and 2.1.2 a)
we derive
(P, f) = (P⊕Q, f⊕0Q) = (Rn, α−1(f⊕0Q)α) = (Rn, [λrij ]i,j) = (R,
n∑
i=1
λrii) .
Thus rf =
∑n
i=1 rii does the job.
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d) The claim is trivial.
By H0(R) we denote the zeroth Hochschild homology group of R. It is well
known that H0(R) = R/[R,R] is the quotient of R by the additive subgroup
[R,R] generated by all elements of the form rs− sr where r, s ∈ R.
Definition 2.1.3
Let the trace map Tr : K1(R)→ H0(R) be defined as follows:
i) For f : Rn → Rn, f = (fij) we define tr(f) :=
∑n
i=1 fii(1R). Then
Tr(Rn, f) := tr(f) is the residue class of tr(f) in H0(R).
ii) For f : F → F , α : F ∼→ Rn we define Tr(F, f) := Tr(Rn, α−1fα).
iii) For f : P → P , P ⊕Q ' Rn we define Tr(P, f) := Tr(P ⊕Q, f ⊕ 0Q).
Lemma 2.1.4
Tr : K1(R)→ H0(R) is a well defined homomorphism.
Proof. Let α : P ⊕ Q → Rn and β : P ⊕ Q′ → Rm be isomorphisms. Without
loos of generality we can assume that m = n and Q = Q′ since
tr(α−1(f ⊕ 0Q)α) = tr(α−1(f ⊕ 0Q)α⊕ 0Rk)
= tr((α−1 ⊕ idRk)(f ⊕ 0Q ⊕ 0Rk)(α⊕ idRk)) .
It is well known that for matrices A,B ∈ Rn×n one has tr(AB) = tr(BA) modulo
[R,R]. Hence
tr(β−1(f ⊕ 0Q)β) = tr((α−1β)(β−1(f ⊕ 0Q)β)(β−1α)) = tr(α−1(f ⊕ 0Q)α)
modulo [R,R].
i) Tr(P, f) + Tr(P, g) = Tr(P, f + g) holds since tr is additive.
ii) If we have a commutative diagram with exact rows:
0 // P
f

// T
h

// Q
g

// 0
0 // P // T // Q // 0
,
then T = P ⊕Q and h = f ⊕ g. Moreover there are complements P ′ and Q′
with α : P ⊕ P ′ ⊕Q⊕Q′ ∼→ Rn. For
γ :=

idP
0 idQ
idP ′ 0
idQ′
 : P ⊕Q⊕ P ′ ⊕Q′ ∼→ P ⊕ P ′ ⊕Q⊕Q′
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we have
γ−1(f ⊕ g ⊕ 0P ′ ⊕ 0Q′)γ = (f ⊕ 0P ′ ⊕ g ⊕ 0Q′) .
Now we derive
α−1(f ⊕ 0P ′ ⊕ 0Q ⊕ 0Q′)α
+α−1(0P ⊕ 0P ′ ⊕ g ⊕ 0Q′)α = α−1(f ⊕ 0P ′ ⊕ g ⊕ 0Q′)α
= α−1γ−1(f ⊕ g ⊕ 0P ′ ⊕ 0Q′)γα
= (γα)−1(h⊕ 0P ′⊕Q′)(γα) .
Thus Tr(P, f) + Tr(Q, g) = Tr(T, h).
iii) Let f : P → Q, g : Q → P , α : P ⊕ P ′ ∼→ Rn and β : Q ⊕ Q′ ∼→ Rm be
homomorphisms. Then modulo [R,R] we have:
tr(α−1(fg ⊕ 0P ′)α) = tr(α−1(f ⊕ 0)ββ−1(g ⊕ 0)α)
= tr(β−1(g ⊕ 0)αα−1(f ⊕ 0)β)
= tr(β−1(gf ⊕ 0Q′)β)
Thus Tr(P, fg) = Tr(Q, gf).
Theorem 2.1.5
For any ring R we have an isomorphism Tr : K1(R)→ H0(R).
Proof. Tr is surjective since Tr(R, λr) = r ∈ H0(R) for all r ∈ R.
To show that Tr is injective let (P, f) satisfy Tr(P, f) = 0. By Lemma 2.1.2 c)
(P, f) = (R, λrf ), hence tr(λrf ) = rf ∈ [R,R]. Thus (P, f) = 0 in K1(R) holds by
2.1.2 d).
2.2 Lenzing’s Theorem
Theorem 2.2.1
For any ring R the inclusion functor P(R) → P∞(R) induces an isomorphism
K1(R)→ K ′1(R).
Proof. Let φ : K1(R) → K ′1(R) be the homomorphism induced by the inclusion
P(R) → P∞(R). We construct the inverse map ψ : K ′1(R) → K1(R). First of
all we define ψ as a map from the free additive group given by generators (M,f)
with pdimM <∞ to K1(R). Let
P∗ : 0→ Pn dn→ Pn−1 → . . .→ P1 d1→ P0(→M → 0)
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be a projective resolution of M . Given a morphism f : M → M we choose a
lifting of f to a chain map f∗ : P∗ → P∗. We define ψ(M,f) :=
∑n
i=0(−1)i(Pi, fi).
First we show that ψ is well defined.
i) If g∗ : P∗ → P∗ is another lifting of f , then there are maps hi : Pi → Pi+1
such that
gi = fi + hidi+1 + dihi−1.
Thus
n∑
i=0
(−1)i(Pi, gi) =
n∑
i=0
(−1)i((Pi, fi) + (Pi, hidi+1) + (Pi, dihi−1))
=
n∑
i=0
(−1)i(Pi, fi) +
n∑
i=0
(−1)i(Pi, hidi+1)−
n−1∑
i=−1
(−1)i(Pi+1, di+1hi)
=
n∑
i=0
(−1)i(Pi, fi) +
n−1∑
i=0
(−1)i((Pi, hidi+1)− (Pi+1, di+1hi))
+ (−1)n(Pn, hndn+1) + (P0, d0h−1)
=
n∑
i=0
(−1)i(Pi, fi)
ii) If Q∗ is another projective resolution of M let α∗ : P∗ → Q∗ be a lifting of
idM and f∗ : Q∗ → P∗ a lifting of f . Then α∗f∗ and f∗α∗ are liftings of f .
Actually we have Pi
αi→ Qi fi→ Pi αi→ Qi thus (Pi, αifi) = (Qi, fiαi) holds for
all i = 0, . . . , n and
n∑
i=0
(−1)i(Pi, αifi) =
n∑
i=0
(−1)i(Qi, fiαi) .
Now we have to check that the relations given in definition of K ′1(R) are in the
kernel of ψ.
a) Obviously f∗ + g∗ is a lifting of f + g if f∗, g∗ : P∗ → P∗ are liftings of f, g.
b) For a commutative diagram with exact rows:
0 //M
f

// L
h

// N
g

// 0
0 //M // L // N // 0
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let f∗ : P∗ → P∗ resp. g∗ : Q∗ → Q∗ be a lifting of f resp. g. It is well known
[8, see V.2.3] that there exist γi : Qi → Pi such that
h∗ =
[
f∗ 0
γ∗ g∗
]
: P∗ ⊕Q∗ → P∗ ⊕Q∗
is a lifting of h. Thus ψ(L, h) = ψ(M,f) + ψ(N, g) by Lemma 2.1.2.
c) Since a lifting of a composition fg : M →M is the composition f∗g∗ of liftings
f∗ : P∗ → P∗, g∗ : Q∗ → Q∗ the equality
ψ(M,fg) =
∑
(−1)i(Pi, figi) =
∑
(−1)i(Qi, gifi) = ψ(N, gf)
holds.
Therefore ψ induces a morphism ψ : K ′1(R) → K1(R). Trivially ψ ◦ φ = idK1(R)
holds, thus it remains to verify that φ ◦ ψ = idK′1(R). Let
0→ Pn dn→ Pn−1 → . . .→ P1 d1→ P0 →M → 0
be a projective resolution of M . Then
(φ ◦ ψ)(M,f) = φ(
n∑
i=0
(−1)i(Pi, fi)) =
n∑
i=0
(−1)i(Pi, fi).
We proceed by induction on n. For n = 0 the claim is trivial. Now let U be the
kernel of the projective cover P0 →M then
0→ Pn dn→ Pn−1 → . . .→ P1 d1→ U → 0
is a projective resolution of U and there is a commutative diagram
0 // U
f ′

// P0
f0

//M
f

// 0
0 // U // P0 //M // 0
.
By the induction hypothesis we have (U, f ′) =
∑n
i=1(−1)i(Pi, fi) and (P0, f0) =
(U, f ′) + (M,f) by 2.1.1 b). Thus
(M,f) = (P0, f0) +
n∑
i=1
(−1)i(Pi, fi) = (φ ◦ ψ)(M,f)
holds.
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Definition 2.2.2
Let M ∈ mod-R, f : M →M . An f-filtration of M is a finite filtration
M = M0 ⊃M1 ⊃ . . . ⊃Mn = 0
by submodules with
f(Mi) ⊂Mi+1 ∀ i = 0, . . . , n− 1.
The f -filtration has finite projective dimension if pdimRMi < ∞ holds for all
i = 0, . . . , n− 1.
Proposition 2.2.3
Suppose that M ∈ P∞(R) has an f -filtration of finite projective dimension. Then
(M,f) = 0 in K ′1(R).
Proof. We proceed by induction on n. When n = 0 the claim is trivial. If
n ≥ 1 we consider the map f1 : M1 → M1 induced by the restriction of f , then
(M1, f1) = 0 in K
′
1(R) by induction hypothesis. Since f(M) ⊂ M1 we have the
following commutative diagram with exact rows:
0 //M1
f1

//M
f

//M/M1
0

// 0
0 //M1 //M //M/M1 // 0
.
Thus (M,f) = (M1, f1) + (M/M1, 0) = 0.
Theorem 2.2.4
Let R be a ring with 1R and e ∈ R a primitive idempotent. Let α ∈ eRe be a
nilpotent element and denote by λα : eR → eR the left multiplication with α. If
eR has a λα-filtration of finite projective dimension, then α is in [R,R].
Proof. By Proposition 2.2.3 (eR, λα) = 0 in K
′
1(R); hence by Theorem 2.2.1
(eR, λα) = 0 in K1(R) and 0 = Tr(eR, λα) = α in H0(R). That means α ∈
[R,R].
Definition 2.2.5
In the sequel we shortly say α-filtration and mean a λα-filtration as in theorem
2.2.4.
Corollary 2.2.6
Let Λ = kQ /I be a finite dimensional algebra, x a point in Q and α an oriented
cycle at x. If Px has an α-filtration of finite projective dimension, then α is not
a loop.
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Proof. Consider the following commutative diagram of Z-modules with exact
rows:
0 // I ′
ε|

// [kQ,kQ]
ε

pi| // [Λ,Λ]
ε

// 0
0 // I // kQ pi // Λ // 0
.
Since ε and ε are injective, ε| is injective too. By Theorem 2.2.4 pi(α) ∈ [Λ,Λ]
holds. Hence there is w ∈ [kQ,kQ] such that pi(w) = pi(α). That means α−w ∈
I. Since I is generated by paths of length at least two, either α has length ≥ 2 or
α = w ∈ [kQ,kQ]. But the loops have length one and the elements of length one
in [kQ,kQ] are linear combinations of arrows which are not loops. Therefore α
can’t be a loop in both cases.
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Chapter 3
The strong no loop conjecture
is true for mild algebras
In this chapter we will use Corollary 2.2.6 as an essential tool to prove the strong
no loop conjecture for the algebras considered in Theorem 1. Our strategy is as
follows: We consider the point x with pdimΛ Sx <∞ and its mild neighborhood
A := Λ(x). We assume in addition that there is a loop α in x. Then we deduce a
contradiction either by showing that pdimΛ Sx =∞ or by constructing a certain
α-filtration F of Px having finite projective dimension in mod- Λ and implying
that α is not a loop by Proposition 2.2.6. Since Λ(x) contains the support of
Px, these filtrations coincide for Px as a Λ-module and as a Λ(x)-module. Thus
we are dealing with a mild algebra, and we use in an essential way the deep
structure theorems about such algebras given in [3] and [5] to obtain the wanted
α-filtrations. In particular, we show that we always work in the ray-category
attached to Λ(x). This makes it much easier to use cleaving diagrams. But still
the construction of the appropriate α-filtrations depends on the study of several
cases and it remains a difficult technical problem. The α-filtrations are always
built in such a way that they have finite projective dimension in mod- Λ provided
pdimΛ Sx <∞.
To illustrate the method by two examples we define 〈w1, . . . , wk〉 as the sub-
module of Px generated by elements w1, . . . , wk ∈ Px.
Example 3.0.7
Let Λ be an algebra such that Λ(x) is given by the quiver
Q = x
α 
β1

γ1
 




z
γ2 // y1
β2 // y2
β3
__?????????
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and a relation ideal I such that the projective module Px is described by the
following graph:
ex
?
??
??
??
 




γ1
γ2

α
 



β1

αβ1 α2 β1β2oo
.
Notice that the picture means that there are relations α2 − λ1 β1β2β3, αβ1 −
λ2 γ1γ2 ∈ I for some λi ∈ k \{0}. From the obvious exact sequences
0→ radPx → Px → Sx → 0
0→ 〈β1, γ1〉 → radPx → Sx → 0
0→ 〈α2, γ1〉 → 〈α, γ1〉 → Sx → 0
we see that pdimΛ Sx < ∞ leads to pdimΛ radPx < ∞ and pdimΛ〈β1, γ1〉 < ∞.
Since 〈β1, γ1〉 = 〈β1〉 ⊕ 〈γ1〉 and 〈α2, γ1〉 = 〈α2〉 ⊕ 〈γ1〉 in this example, both
pdimΛ〈γ1〉 and pdimΛ〈α, γ1〉 are finite. Then the following α-filtration F : Px ⊃
〈α, γ1〉 ⊃ 〈α2〉 ⊃ 0 has finite projective dimension in mod- Λ.
In the next example we see that this method may not work if the neighborhood
Λ(x) is not mild, even if the support of Px is mild.
Example 3.0.8
Let Λ(x) = kQ /I be given by the quiver
Q = x
α
99
β1
((
γ

y
β2
hh
		
z
δ
99
))
z′hh
HH
and by a relation ideal I such that Px is represented by
ex
?
??
??
??
 




γ
δ

α
 



β1
β2 


αγ α2
.
Here we get stuck because the uniserial module with basis {γ, αγ} allows only
the composition series as an α-filtration. Since we do not know pdimΛ Sz, which
depends on Λ and not only on Λ(x), our method does not apply.
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In the next section we recall some facts about ray-categories and we show how
to reduce the proof to standard algebras without penny-farthings. This case is
then analyzed in the last section.
3.1 The reduction to standard algebras
3.1.1 Ray-categories and standard algebras
We recall some well-known facts from [3], [9].
Let A := Λ(x) = kQA /IA be a basic distributive k-algebra. Then every space
exAey is a cyclic module over exAex or eyAey and we can associate to A its ray-
category
−→
A . Its objects are the points of QA. The morphisms in −→A are called
rays and
−→
A (x, y) consists of the orbits −→µ in exAey under the obvious action of the
groups of units in exAex and eyAey. The composition of two morphisms
−→µ and −→ν
is either the orbit of the composition µν, in case this is independent of the choice
of representatives in −→µ and −→ν , or else 0. We call a non-zero morphism η ∈ −→A
long if it is non-irreducible and satisfies νη = 0 = ην ′ for all non-isomorphisms
ν, ν ′ ∈ −→A . One crucial fact about ray-categories frequently used in this paper is
that A is mild iff
−→
A is so [9, see Theorem 13.17].
The ray-category is a finite category characterized by some nice properties.
For instance, given λµκ = λ νκ 6= 0 in −→A , µ = ν holds. We shall refer to this
property as the cancellation law.
Given
−→
A , we construct in a natural way its linearization k(
−→
A ) and obtain a
finite dimensional algebra
A =
⊕
x,y∈QA
k(
−→
A )(x, y),
the standard form of A. In general, A and A are not isomorphic, but they are if
either A is minimal representation-infinite [5, Theorem 2] or representation-finite
with char k 6= 2 [9, Theorem 13.17].
Similar to A, the ray-category
−→
A admits a description by quiver and relations.
Namely, there is a canonical full functor → : P QA → −→A from the path category
of QA to −→A . Two paths in QA are interlaced if they belong to the transitive
closure of the relation given by v ∼ w iff v = pv′q, w = pw′q and −→v′ = −→w′ 6= 0,
where p and q are not both identities.
A contour of
−→
A is a pair (v, w) of non-interlaced paths with −→v = −→w 6= 0. Note
that these contours are called essential contours in [3, 2.7]. Throughout this paper
we will need a special kind of contours called penny-farthings. A penny-farthing
P in
−→
A is a contour (σ2, ρ1 . . . ρs) such that the full subquiver QP of QA that
supports the arrows of P has the following shape:
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σρ2
•z3
•z1
ρ1
•z2
•zs
ρs
•zs−1
ρs−1
Moreover, we ask the full subcategory AP ⊂ A living on QP to be defined by QP
and one of the following two systems of relations
(1) 0 = σ2 − ρ1 . . . ρs = ρsρ1 = ρi+1 . . . ρsσρ1 . . . ρf(i),
(2) 0 = σ2 − ρ1 . . . ρs = ρsρ1 − ρsσρ1 = ρi+1 . . . ρsσρ1 . . . ρf(i),
where f : {1, 2, . . . , s− 1} → {1, 2, . . . , s} is some non-decreasing function (see [3,
2.7]. For penny-farthings of type (1) AP is standard, for that of type (2) AP is
not standard in case the characteristic is two.
A functor F : D → −→A between ray categories is cleaving ([9, 13.8]) iff it
satisfies the following two conditions and their duals:
a) F (µ) = 0 iff µ = 0.
b) If η ∈ D(y, z) is irreducible and F (µ) : F (y) → F (z′) factors through F (η)
then µ factors already through η.
The key fact about cleaving functors is that
−→
A is not representation-finite if D is
not. In this paper D will always be given by its quiver QD, that has no oriented
cycles and some relations. Two paths between the same points give always the
same morphism, and zero relations are indicated by a dotted line. As in [9, section
13], the cleaving functor is then defined by drawing the quiver of D with relations
and by writing the morphism F (µ) in
−→
A close to each arrow µ.
By abuse of notation, we denote the irreducible rays of
−→
A and the correspond-
ing arrows of QA by the same letter.
3.1.2 Getting rid of penny-farthings
Using the above notations let P = (σ2, ρ1 . . . ρs) be a penny-farthing in
−→
A . We
shall show now that x = z1. Therefore σ = α and P is the only penny-farthing in−→
A by [9, Theorem 13.12].
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Lemma 3.1.1
If there is a penny-farthing P = (σ2, ρ1 . . . ρs) in
−→
A , then z1 = x.
Proof. We consider two cases:
i) x ∈ QP : Hence QP has the following shape:
z1σ 77
ρ1...ρl
(( x
ρl+1...ρs
hh αee
But this can be the quiver of a penny-farthing only for z1 = x.
ii) x /∈ QP : Since A is the neighborhood of x, only the following cases are
possible:
a) exAez 6= 0: Since x /∈ QP we can apply the dual of [4, Theorem 1] or
[9, Lemma 13.15] to
−→
A and we see that the following quivers occur as
subquivers of QA:
z1σ 77
ρ1
$$
z2
ρ2
dd
xα 99
OO resp. z1σ 77
ρ1
$$
z2
ρ2
dd
xα 99
OO .
Moreover, there can be only one arrow starting in x. This is a contra-
diction to the actual setting.
b) ∃ z1 → x: By applying [4, Theorem 1] or the dual of [9, Lemma 13.15]
we deduce that the following quiver occurs as a subquiver of QA:
z1σ 77
ρ1
$$

z2
ρ2
dd
xα 99
and there can be only one arrow ending in x contradicting the present
case.
c) ∃ y′ ← x y ← z1: If y /∈ QP , then
z1σ 77
ρ1
$$

z2
ρ2
dd
y
##
xcc
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is a subquiver of QA leading to the same contradiction as in b).
If y ∈ QP , then y = z2 and the quiver
xα 99
β1
$$
γ

z2
β2
cc z1 σgg
ρ1oo
y′
is a subquiver of QA. Since x /∈ QP , all morphisms occurring in the
following diagram
D := • •ρ2oo β2 // • •αoo
γ

β1 // • •ρ1oo σ // •
•
are irreducible and pairwise distinct. Therefore D is a cleaving diagram
in
−→
A . Moreover, some long morphism η = νσ3ν ′ does not occur in
D; hence D is still cleaving in
−→
A/η by [5, Lemma 3]. Since D is
of representation-infinite Euclidean type E˜7,
−→
A/η is representation-
infinite contradicting the mildness of A.
Now, we show that, provided the existence of a penny-farthing in
−→
A , there
exists an α-filtration of Px having finite projective dimension.
Lemma 3.1.2
Let A = Λ(x) be mild and standard. If there is a penny-farthing in
−→
A , then there
exists an α-filtration F of Px having finite projective dimension.
Proof. If there is a penny-farthing P in
−→
A , then P = (α2, ρ1 . . . ρs) is the only
penny-farthing in
−→
A by the last lemma. Since A is standard and mild, there are
three cases for the graph of Px which can occur by [4, Theorem 1] or the dual of
[9, Lemma 13.15].
i) There exists an arrow γ : x→ z, γ 6= ρ1. Then s = 2, the quiver
xα 99
ρ1
##
γ

y
ρ2
cc
z
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is a subquiver of QA, and Px is represented by the following graph:
ex
?
??
??
??
 



γ α
 ?
??
??
??
ρ1
 



α2

αρ1
 



α3
.
Let M be a quotient of Px defined by the following exact sequence:
0→ 〈γ〉 ⊕ 〈ρ1, αρ1〉 → Px →M → 0.
Then M has Sx as the only composition factor. Hence pdimΛM < ∞ and
pdimΛ〈ρ1, αρ1〉 <∞. Now, we consider the exact sequence
0→ 〈α3〉 → 〈ρ1, αρ1〉 → 〈ρ1〉/〈α3〉 ⊕ 〈αρ1〉/〈α3〉 → 0.
But 〈α3〉 ∼= Sx and pdimΛ Sx < ∞, hence 〈αρ1〉/〈α3〉 ∼= Sy has finite pro-
jective dimension in mod- Λ. Finally, the α-filtration Px ⊃ 〈α〉 ⊃ 〈α2〉 ⊃
〈α3〉 ⊃ 0 has finite projective dimension since all filtration modules  Px
have Sx and Sy as the only composition factors.
ii) In the second case there exists a point z /∈ QP such that A(x, z) 6= 0. Then
s = 2, the quiver
xα 99
ρ1
##
y
ρ2
cc
δ

z
is a subquiver of QA, and Px is represented by:
ex
?
??
??
??

α
 ?
??
??
??
ρ1
 



?
??
??
??
α2

αρ1
 



ρ1δ
α3
.
With similar considerations as in I) we obtain that the same filtration fits.
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iii) In the last possible case we have A(x, z) = 0 for all points z /∈ QP . Hence
Px is represented by:
ex

// ρ1

αρ1

α

oo ρ1ρ2
 O
O
O
αρ1ρ2
 O
O
O
α2

ρ1ρ2 . . . ρs−1oo
αρ1ρ2 . . . ρs−1 // α3
.
As a Λ-module, M := Px/〈α2〉 has finite projective dimension since 〈α2〉 has
Sx as the only composition factor. Let K be the kernel of the epimorphism
M → 〈α2〉, ex 7→ α2, then K = 〈ρ1〉/〈α2〉 ⊕ 〈αρ1〉/〈α3〉 has finite projective
dimension. Moreover, pdimΛ〈ρ1〉,pdimΛ〈αρ1〉 <∞. Since
0→ 〈αρ1〉 → 〈α〉 λα→ 〈α2〉 → 0
is exact, pdimΛ〈α〉 < ∞. Thus the same filtration as in the first two cases
fits again.
Lemma 3.1.3
With above notations let A = Λ(x) be mild and non-standard. There exists an
α-filtration F of Px having finite projective dimension.
Proof. If A is non-standard, then A is representation-finite by [5], char k = 2
and there is a penny-farthing in
−→
A by [9, Theorem 13.17]. Since Lemma 3.1.1
remains valid, the penny-farthing (α2, ρ1 . . . ρs), ρi : zi → zi+1, z1 = zs+1 = x, is
unique. By [9, 13.14, 13.17] the difference between A and A in the composition
of the arrows shows up in the graphs of the projectives to z2, . . . , zs only. Thus
the graph of Px remains the same in all three cases of the proof of Lemma 3.1.2
and the filtrations constructed there still do the job.
3.2 The proof for standard algebras without penny-
farthings
3.2.1 Some preliminaries
If there is no penny-farthing in
−→
A , then A = A is standard by Gabriel, Roiter
[9, Theorem 13.17] and Bongartz [5, Theorem 2]. By a result of Liu, Morin [19,
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Corollary 1.3], deduced from a proposition of Green, Solberg, Zacharia [11], a
power of α is a summand of a polynomial relation in I = IΛ. Otherwise pdimΛ Sx
would be infinite contradicting the choice of x. Furthermore, α is a summand of a
polynomial relation in IA by definition of A. But IA is generated by paths and dif-
ferences of paths in QA. Hence we can assume without loss of generality that there
is a relation αt−β1β2 . . . βr in IA for some t ∈ N and arrows β1, β2, . . . , βr. Among
all relations of this type we choose one with minimal t. Hence (αt, β1β2 . . . βr)
is a contour in
−→
A with t, r ≥ 2. Let y = e(β1) be the ending point of β1 and
β˜ = β2 . . . βr.
By the structure theorem for non-deep contours in [3, 6.4] the contour (αt, β1β2 . . . βr)
is deep, i.e. we have αt+1 = 0 in A. Since A is mild, the cardinality of the set
x+ of all arrows starting in x is bounded by three. Before we consider the cases
|x+| = 2 and |x+| = 3 separately we shall prove some useful general facts.
The following trivial fact about standard algebras will be essential hereafter.
Lemma 3.2.1
Let A = A be a standard k-algebra. Consider rays vi, wj ∈ −→A \ {0} for i =
1, . . . , n and j = 1, . . . ,m such that vl 6= vk and wl 6= wk for l 6= k. If there are
λi, µj ∈ k \{0} such that
∑n
i=1 λivi =
∑m
j=1 µjwj, then n = m and there exists a
permutation pi ∈ S(n) such that vi = wpi(i) and λi = µpi(i) for i = 1, . . . , n.
Proof. Since the set of non-zero rays in
−→
A forms a basis of A, it is linearly inde-
pendent and the claim follows.
In what follows we denote by L the set of all long morphisms in −→A . By µ we
denote some long morphism ναtν ′ which exists since αt 6= 0.
Lemma 3.2.2
Using the above notations we have:
〈β1〉 ∩ 〈αβ1〉 = 0
Proof. We assume to the contrary that 〈β1〉 ∩ 〈αβ1〉 6= 0. Then, by Lemma 3.2.1,
there are rays v, w ∈ −→A such that β1v = αβ1w 6= 0. We claim that
D := •
αt−1

β1w
''OO
OOO
OOO
OOO
OOO •
v

β˜
wwooo
ooo
ooo
ooo
oo
• •
is a cleaving diagram in
−→
A . It is of representation-infinite, Euclidean type A˜3.
Since all morphisms occurring in D are not long, the long morphism µ = ναtν ′
does not occur in D and D is still cleaving in
−→
A/µ by [5, Lemma 3]. Thus
−→
A/µ
is representation-infinite contradicting the mildness of A.
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Now we show in detail, using [5, Lemma 3 d)], that D is cleaving. First of all
we assume that there is a ray ρ with ρβ˜ = αt−1. Then we get 0 6= αt = αρβ˜ = β1β˜,
whence αρ = β1 by the cancellation law. This contradicts the fact that β1 is an
arrow. In a similar way it can be shown that ραt−1 = β˜, ρv = β1w and ρβ1w = v
are impossible.
The following four cases are left to exclude.
i) αt−1ρ = β1w: Left multiplication with α gives us αtρ = αβ1w 6= 0. Hence
there is a non-deep contour (αt−1ρ1 . . . ρk, β1w1 . . . wl) in
−→
A . Here ρ =
ρ1 . . . ρk resp. w = w1 . . . wl is a product of irreducible rays (arrows). Since
the arrow β1 is in the contour, the cycle β1β˜ and the loop α belong to the
contour. Hence it can only be a penny-farthing by the structure theorem for
non-deep contours [3, 6.4]. But this case is excluded in the current section.
ii) β˜ρ = v: We argue as before and deduce β1β˜ρ = β1v = α
tρ = αβ1w 6= 0.
Hence there is a non-deep contour (αt−1ρ1 . . . ρk, β1w1 . . . wl) leading again
to a contradiction.
iii) β1wρ = α
t−1: Since t− 1 < t we have a contradiction to the minimality of t.
iv) vρ = β˜: Then β1vρ = β1β˜ = α
t = αβ1vρ 6= 0. Using the cancellation law we
get αt−1 = β1vρ a contradiction as before.
Lemma 3.2.3
If t ≥ 3 and L * {α3, α2β1}, then α2β1 = 0.
Proof. If α2β1 6= 0, then
D := • α // •
α

β1 // •
• •αoo β1 // •
is a cleaving diagram of Euclidian type D˜5 in
−→
A . It is cleaving since:
i) α2 = β1ρ 6= 0 contradicts the choice of t ≥ 3.
ii) αβ1 = β1ρ 6= 0 contradicts Lemma 3.2.2.
It is also cleaving in
−→
A/η for η ∈ L \ {α3, α2β1} 6= ∅ contradicting the mildness
of A.
Lemma 3.2.4
If 〈α2〉 ∩ 〈αβ1〉 = 0 = 〈β1〉 ∩ 〈αβ1〉, then 〈α2, β1〉 ∩ 〈αβ1〉 = 0.
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Proof. Let α2u+ β1v = αβ1w 6= 0 be an element in 〈α2, β1〉 ∩ 〈αβ1〉. By Lemma
3.2.1 we can assume that u, v, w are rays and the following two cases might occur:
i) β1v = αβ1w 6= 0: This is a contradiction since 〈β1〉 ∩ 〈αβ1〉 = 0.
ii) α2u = αβ1w 6= 0: This is impossible because 〈α2〉 ∩ 〈αβ1〉 = 0.
3.2.2 The case |x+| = 2
Lemma 3.2.5
If x+ = {α, β1} and L ⊆ {α3, α2β1}, then there exists an α-filtration F of Px
having finite projective dimension.
Proof. We treat two cases:
i) αβ1 = 0: Then for 〈αk〉 with k ≥ 1 only Sx is possible as a composition
factor; hence pdimΛ〈αk〉 < ∞. Thus Px ⊃ 〈α〉 ⊃ 〈α2〉 ⊃ 〈α3〉 ⊃ 0 is the
wanted α-filtration.
ii) αβ1 6= 0: Since α3 and α2β1 are the only morphisms in −→A which can be long,
we have t = 3, 0 6= α3 ∈ L, 〈αβ1〉 = kαβ1 ∼= Sy and 〈α2β1〉 ∈ {kα2β1, 0}.
Now we show that 〈α2〉 ∩ 〈αβ1〉 = 0. If there are rays v = v1 . . . vs, w ∈ −→A
with irreducible vi, i = 1 . . . , s such that α
2v = αβ1w 6= 0, then s > 0
because s = 0 would contradict the irreducibility of α. Therefore v1 = α or
v1 = β1.
• If v1 = α, then v′ = v2 . . . vs = id since α3 is long and 0 6= α2v = α3v′.
Hence 0 6= α3 = α2v = αβ1w and α2 = β1w contradicts the minimality
of t.
• If v1 = β1, then 0 6= α2v = α2β1v′ = αβ1w; hence 0 6= αβ1v′ = β1w ∈
〈β1〉 ∩ 〈αβ1〉 = 0.
Since 〈β1〉 ∩ 〈αβ1〉 = 0 = 〈α2〉 ∩ 〈αβ1〉, we deduce 〈β1, α2, αβ1〉 = 〈β1, α2〉 ⊕
〈αβ1〉 by Lemma 3.2.4. Therefore the graph of Px has the following shape:
ex
?
??
??
??

α
 ?
??
??
??
〈β1〉

G
G
G
G
G
G
G
G
α2
 ?
??
??
? αβ1
α3 α2β1
.
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Here 〈β1〉 stands for the graph of the submodule 〈β1〉 which is not known
explicitly. Consider the module M defined by the following exact sequence:
0→ 〈β1, α2, αβ1〉 → Px →M → 0
Then pdimΛM <∞ since M is filtered by Sx and pdimΛ(〈β1, α2〉⊕〈αβ1〉) =
pdimΛ〈β1, α2, αβ1〉 < ∞. Thus pdimΛ(〈αβ1〉 ∼= Sy) is finite too and the
wanted α-filtration is Px ⊃ 〈α〉 ⊃ 〈α2〉 ⊃ 〈α3〉 ⊃ 0.
Lemma 3.2.6
If x+ = {α, β1}, t ≥ 3 and L * {α3, α2β1}, then α2ρ = 0 for all rays ρ /∈
{ex, α, . . . , αt−2}. Moreover, 〈α2〉 ∩ 〈αβ1〉 = 0.
Proof. Let ρ ∈ −→A with α2ρ 6= 0 be written as a composition of irreducible rays
ρ = ρ1 . . . ρs. Then the following two cases are possible:
i) ρ = αs: Since 0 6= α2ρ = α2+s and αt+1 = 0 we have s ≤ t − 2 and
ρ = αs ∈ {ex, α, . . . , αt−2}.
ii) There exists a minimal 1 ≤ i ≤ s such that ρi 6= α. Since x+ = {α, β1}, we
have ρi = β1 and 0 6= α2ρ = α2+i−1β1ρi+1 . . . ρs = 0 by Lemma 3.2.3.
If 0 6= α2v = αβ1w, then v = αs with 0 ≤ s ≤ t − 2. Hence 0 = α2v = αs+2 =
αβ1w and α
s+1 = β1w by cancellation law. This contradicts the minimality of
t.
Corollary 3.2.7
If x+ = {α, β1}, t ≥ 3 and L * {α3, α2β1}, then 〈α2, β1〉 ∩ 〈αβ1〉 = 0.
Proof. The claim is trivial using Lemmas 3.2.2, 3.2.4 and 3.2.6.
Proposition 3.2.8
If x+ = {α, β1}, then there exists an α-filtration F of Px having finite projective
dimension.
Proof. If L ⊆ {α3, α2β1}, then the claim is the statement of Lemma 3.2.5. If
L * {α3, α2β1}, then we consider the value of t:
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i) t = 2: Then the graph of Px has the following shape:
ex
?
??
??
??

α
 ?
??
??
??
〈β1〉
 


α2
?
??
??
? 〈αβ1〉
〈α2β1〉
.
Let a subquotient M of Px be defined by the following exact sequence:
0→ 〈β1, αβ1〉 → Px →M → 0
Then M and 〈β1, αβ1〉 have finite projective dimension in mod- Λ. By Lemma
3.2.2 we have 〈β1, αβ1〉 = 〈β1〉⊕〈αβ1〉; hence pdimΛ〈β1〉 and pdimΛ〈αβ1〉 are
both finite.
Let K be the kernel of the epimorphism λα : 〈β1〉 → 〈αβ1〉, λα(ρ) = αρ.
Then pdimΛK < ∞ and for the α-filtration F we take the following: Px ⊃
〈α, β1〉 ⊃ 〈β1〉 ⊕ 〈αβ1〉 ⊃ 〈αβ1〉 ⊕K ⊃ K ⊃ 0.
ii) t ≥ 3: Consider the following exact sequences:
0→ 〈α, β1〉 → Px → Sx → 0
0→ 〈α2, β1, αβ1〉 → 〈α, β1〉 → Sx → 0
Hence pdimΛ〈α, β1〉 and pdimΛ〈α2, β1, αβ1〉 are finite. By Corollary 3.2.7
〈α2, β1, αβ1〉 = 〈α2, β1〉 ⊕ 〈αβ1〉, that means pdimΛ〈αβ1〉 is finite too. With
Lemma 3.2.6 it is easily seen that for 2 ≤ k ≤ t the module 〈αk〉 is a uniserial
module with Sx as the only composition factor. Hence pdimΛ〈αk〉 is finite
for 2 ≤ k ≤ t. Thereby we have the wanted α-filtration
Px ⊃ 〈α, β1〉 ⊃ 〈α2〉 ⊕ 〈αβ1〉 ⊃ 〈α3〉 ⊃ 〈α4〉 ⊃ . . . ⊃ 〈αt〉 ⊃ 0.
3.2.3 The case |x+| = 3
With previous notations x+ = {α, β1, γ}, (αt, β1β2 . . . βr) is a contour in −→A , t ≥ 2,
αt+1 = 0, β˜ := β2 . . . βr and µ = να
tν ′ is a long morphism in
−→
A .
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The α-filtrations will be constructed depending on the set L of long morphisms
in
−→
A . The case L ⊆ {α2, αβ1, αγ} is treated in Lemma 3.2.17, the case L ⊆
{αt, α2β1} in 3.2.18 and the remaining case in 3.2.19.
But first, we derive some technical results.
The following well known result is straight forward and holds for arbitrary Λ.
Lemma 3.2.9
Let B be a full convex subcategory of Λ i.e. any path in Λ with source and target in
B lies entirely in B. The canonical restriction functor maps a projective resolution
of a simple Λ-module with support in B to a projective resolution in mod-B.
Lemma 3.2.10
If r = 2 and δ : z′ → z is an arrow in QA ending in z = e(γ), then δ = γ.
Proof. Assume to the contrary that γ 6= δ : z′ → z, then there is no arrow β1 6= ε :
y′ → y in QΛ. If there is such an arrow, then by the definition of a neighborhood
ε belongs to QA. This arrow induces an irreducible ray β1 6= ε : y′ → y in −→A and
D := • δ // • •
α

γoo β1 // • •εoo
•
•
β2
OO
is a cleaving diagram in
−→
A/µ of Euclidian type E˜6.
In a similar way an arrow α, β2 6= ε : x′ → x in QΛ leads to a cleaving diagram of
type D˜5 in
−→
A/µ. Hence the full subcategory B of Λ supported by the points x, y
is a convex subcategory of Λ. Therefore the projective dimensions of Sx is finite
in mod-B since it is finite in mod- Λ. But in B we have x+ = {α, β1}, whence we
can apply Proposition 3.2.8 together with 2.2.6 to get the contradiction that α is
not a loop.
Lemma 3.2.11
If αγ 6= 0, then β1v 6= αγ 6= γw for all rays v, w ∈ −→A .
Proof. i) Assume that there exists a ray v ∈ −→A such that β1v = αγ 6= 0. Then
D := •
γ

αt−1
''OO
OOO
OOO
OOO
OOO •
β˜

v
wwooo
ooo
ooo
ooo
oo
• •
is a cleaving diagram of Euclidian type A˜3 in
−→
A/µ.
30
• For γρ = αt−1 or vρ = β˜ we have αγρ = β1vρ = β1β˜ = αt 6= 0. Thus
αt−1 = γρ contradicts the choice of t.
• If αt−1ρ = γ or β˜ρ = v, then αtρ = β1β˜ρ = β1v = αγ 6= 0. Then
αt−1ρ = γ contradicts the irreducibility of γ.
ii) Assume that there exists a ray w = w1 . . . ws : z  z ∈ −→A with irreducible
wi such that γw = αγ 6= 0.
r = 2: Since ws is an irreducible ray ending in z, ws = γ by Lemma 3.2.10.
Thus we get a contradiction γw1 . . . ws−1 = α.
r ≥ 3: We look at the value of s. If s = 1, then w = w1 is a loop and
D := • w1=w // •
(1)
##
•γoo
β1

α // •
(2)
{{
•βroo
•
β2
•
is a cleaving diagram in
−→
A/µ.
If s ≥ 2, then
D := • ws−1 //
(3)
<<• ws // • •γoo
β1

α // • •βroo •βr−1oo
(4)
bb
•
is cleaving in
−→
A/µ.
We still have to show that not any morphisms indicated by the dotted
lines make the diagrams commute.
(1): γρ = β1β2, with ρ = ρ1 . . . ρl. If ρ = w
l
1 = w
l, then β1β2 =
γρ = γwl = αγwl−1 and β1β2 . . . βr = αt = αγwl−1β3 . . . βr 6= 0.
Therefore αt−1 = γwl−1β3 . . . βr is a contradiction. If ρ 6= wl1, then
one of the irreducible rays ρi 6= w1 starts in z and
D := • •ρioo w1 // • •γoo
β1

α // • •βroo •βr−1oo
(4)
bb
•
is cleaving in
−→
A/µ.
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(2): If αρ = β1β2, then αρβ3 . . . βr = β1β2 . . . βr = α
t 6= 0 and αt−1 =
ρβ3 . . . βr contradicts the minimality of t.
(3): If ργ = ws−1ws, then γw1 . . . ws−2ργ = γw = αγ 6= 0 and α =
γw1 . . . ws−2ρ contradicts the irreducibility of α.
(4): If ρα = βr−1βr, then β1β2 . . . βr−2ρα = β1β2 . . . βr = αt 6= 0 and
αt−1 = β1β2 . . . βr−2ρ contradicts the minimality of t.
Lemma 3.2.12
If t ≥ 3, then αγ = 0.
Proof. Assume that αγ 6= 0, then
D := • •γoo β1 //
α

•
• •γoo α // •
is a cleaving diagram of Euclidian type in
−→
A/µ. It is cleaving since:
i) γρ = αγ or β1ρ = αγ contradicts Lemma 3.2.11,
ii) γρ = α2 or β1ρ = α
2 contradicts the minimality of t ≥ 3.
Lemma 3.2.13
a) If L * {α2, αβ1, αγ}, then αβ1 = 0 or αγ = 0.
b) If α2β1 6= 0, then γw 6= αβ1 for all w ∈ −→A .
Proof. a) If αβ1 6= 0 and αγ 6= 0, then
D := •
α
• •
γ
oo β1 //
α

•
•
is a cleaving diagram of Euclidian type D˜4 in
−→
A . It is still cleaving in
−→
A/η for
η ∈ L \ {α2, αβ1, αγ} 6= ∅.
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b) Since α2β1 6= 0, we have αγ = 0 by a). But γw = αβ1 leads to the contradic-
tion 0 6= α2β1 = αγw = 0.
Lemma 3.2.14
If t = 2 or L * {αt, α2β1}, then:
a) α2β1 = 0 = α
2γ, α2ρ = 0 for all rays ρ /∈ {ex, α, . . . , αt−2}.
b) 〈β1〉 ∩ 〈αγ〉 = 0.
c) If 〈γ〉 ∩ 〈β1〉 = 0, then 〈γ〉 ∩ 〈α2〉 = 0.
d) 〈γ〉 ∩ 〈αt〉 = 0 or 〈γ〉 ∩ 〈αβ1〉 = 0.
e) 〈γ〉 ∩ 〈αβ1〉 = 0 or 〈γ〉 ∩ 〈β1〉 = 0.
f) 〈αβ1〉 ∩ 〈α2〉 = 0 and 〈αγ〉 ∩ 〈α2〉 = 0.
Proof. a) Consider the case t = 2.
i) If α2β1 6= 0, then βrβ1 6= 0 and
• •
α

γoo β1 // •
• •β1oo •βroo
is a cleaving diagram of Euclidian type D˜5 in
−→
A/µ. The diagram is
cleaving because:
• β1ρ = αβ1 6= 0 is a contradiction of Lemma 3.2.2,
• γρ = αβ1 6= 0 contradicts Lemma 3.2.13 b).
ii) If α2γ 6= 0, then βrγ 6= 0 and
• •
α

γoo β1 // •
• •γoo •βroo
is a cleaving diagram in
−→
A/µ. It is cleaving since β1ρ = αγ resp.
γρ = αγ contradicts Lemma 3.2.11.
In the case t ≥ 3, α2γ = 0 by Lemma 3.2.12. If t = 3, then L * {α3, α2β1}
by assumption. If t > 3, then µ = ναtν ′ ∈ L \ {α3, α2β1}. Hence α2β1 = 0
by Lemma 3.2.3 in both cases.
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b) If v, w are rays in
−→
A such that β1v = αγw 6= 0, then the diagram
D := •
γw

αt−1
''OO
OOO
OOO
OOO
OOO •
β˜

v
wwooo
ooo
ooo
ooo
oo
• •
is a cleaving diagram in
−→
A/µ.
i) If γwρ = αt−1 or vρ = β˜, then β1vρ = β1β˜ = αt = αγwρ 6= 0. Hence
γwρ = αt−1 contradicts the minimality of t.
ii) If αt−1ρ = γw or β˜ρ = v, then 0 6= β1v = β1β˜ρ = αγw = αtρ = 0 by
a).
c) Let v, w be rays such that γv = α2w 6= 0. By a) we have w = αk with
0 ≤ k ≤ t− 2, that means γv = α2+k. Since t is minimal, we have t = 2 + k
and 0 6= γv = αt = β1β˜ ∈ 〈γ〉 ∩ 〈β1〉 = 0.
d) Let v, w, v′, w′ be rays in
−→
A such that γw = αtv 6= 0 and γw′ = αβ1v′ 6= 0.
Then
D := •
w

w′
''OO
OOO
OOO
OOO
OOO •
β1v′

αt−1v
wwooo
ooo
ooo
ooo
oo
• •
is a cleaving diagram in
−→
A/µ.
i) If wρ = w′ or αt−1vρ = β1v′, then γwρ = γw′ = αtvρ = αβ1v′ 6= 0.
Hence there is a non-deep contour (αt−1v1 . . . vkρ1 . . . ρl, β1v′1 . . . v′s) in−→
A which can only be a penny-farthing by the structure theorem for
non-deep contours. But this case is excluded in the current section.
ii) If w′ρ = w or β1v′ρ = αt−1v, then γw′ρ = γw = αβ1v′ρ = αtv 6= 0.
Again, we have a non-deep contour (αt−1v1 . . . vk, β1v′1 . . . v′lρ1 . . . ρs)
which leads to a contradiction as before.
e) Let v, w, v′, w′ be rays such that β1v = γw 6= 0 and αβ1v′ = γw′ 6= 0. Then
•
w

w′
''OO
OOO
OOO
OOO
OOO • β˜
''OO
OOO
OOO
OOO
OOOv
wwooo
ooo
ooo
ooo
oo •
αt−1

β1v′
wwooo
ooo
ooo
ooo
oo
• • •
is a cleaving diagram in
−→
A/µ.
i) If wρ = w′, we get the contradiction 0 6= γwρ = γw′ = β1vρ = αβ1v′ ∈
〈β1〉 ∩ 〈αβ1〉 = 0.
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ii) If w′ρ = w, then 0 6= γw′ρ = γw = αβ1v′ρ = β1v ∈ 〈β1〉 ∩ 〈αβ1〉 = 0.
iii) If vρ = β˜, then 0 6= β1vρ = β1β˜ = γwρ = αt ∈ 〈γ〉 ∩ 〈αt〉 = 0 by d).
iv) If β˜ρ = v, then 0 6= β1β˜ρ = β1v = αtρ = γw ∈ 〈γ〉 ∩ 〈αt〉 = 0 by d).
v) If αt−1ρ = β1v′, then 0 6= αtρ = αβ1v′ = γw′ ∈ 〈γ〉 ∩ 〈αt〉 = 0 by d).
vi) The case β1v
′ρ = αt−1 contradicts the minimality of t.
f) If v, w are rays in
−→
A such that αβ1v = α
2w 6= 0 resp. αγv = α2w 6= 0, then
w = αk with 0 ≤ k ≤ t − 2 and β1v = α1+k resp. γv = α1+k. Since t is
minimal, we get the contradiction t = 1 + k < t.
Lemma 3.2.15
If L * {α2, αβ1, αγ}, then 〈γ〉 ∩ 〈αγ〉 = 0.
Proof. In the case t ≥ 3, the claim is trivial since αγ = 0 by 3.2.12.
Consider the case t = 2. Assume that there exist rays v, w in
−→
A such that
γv = αγw 6= 0. First of all, we deduce that w 6= id by Lemma 3.2.11 and v 6= id
since γ is an arrow. Therefore we can write v = v1 . . . vs, w = w1 . . . , wq with
irreducible rays vi, wj ∈ −→A . Consider the value of q:
a) If q = 1, then the diagram
• vs // • •w1=woo •γoo β1 //
α

•
•
γ

•βroo k


•
is a cleaving diagram of Euclidian type E˜7 in
−→
A/µ (see [9, 10.7]).
b) If q ≥ 2, then the diagram
• •w2...wqoo •w1oo •γoo β1 //
α

•
•
γ

•βroo k


•
is cleaving in
−→
A/µ.
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The diagrams are cleaving because:
i) αρ = γw 6= 0: Then 0 6= αγw = α2ρ = 0 by Lemma 3.2.14 a).
ii) γρ = αγ 6= 0 contradicts Lemma 3.2.11.
iii) β1ρ = γw 6= 0: Then 0 6= αγw = αβ1ρ = 0 since αβ1 = 0 by Lemma 3.2.13.
iv) ρvs = γw 6= 0: Then αρvs = αγw 6= 0. If ρ = β1ρ′, then 0 = αβ1ρ′vs =
αγw 6= 0. If ρ = γρ′, then αγρ′vs = αγw and w1 = w = ρ′vs. Hence ρ′ = id
and vs = w1. Therefore 0 6= γv = γv1 . . . vs−1w1 = αγw1 and γv1 . . . vs−1 =
αγ contradicting Lemma 3.2.11. If ρ = αρ′, then 0 6= αγw = α2ρ′vs = 0 by
Lemma 3.2.14 a).
v) β1ρ = αγ 6= 0 contradicts Lemma 3.2.11.
Lemma 3.2.16
Let L * {αt, α2β1} and L * {α2, αβ1, αγ}.
a) If 〈αγ〉 = 0 = 〈γ〉 ∩ 〈αβ1〉, then 〈β1, γ, α2〉 ∩ 〈αβ1〉 = 0.
b) If 〈αγ〉 = 0 = 〈γ〉 ∩ 〈β1〉, then 〈β1, α2〉 ∩ 〈γ, αβ1〉 = 0.
c) If 〈αβ1〉 = 0, then 〈β1, γ, α2〉 ∩ 〈αγ〉 = 0.
Proof. We only prove b); the other cases are proven analogously. Let v, v′, w, w′ ∈
A be such that β1v+α
2v′ = γw+αβ1w′ 6= 0. That means we have rays vi, wj ∈ −→A ,
numbers λi, µj ∈ k and integers s1, s2 ≥ 0, n1, n2 ≥ 1 such that
s1∑
i=1
λi β1vi +
n1∑
i=s1+1
λi α
2vi =
s2∑
j=1
µjγwj +
n2∑
j=s2+1
µjαβ1wj
and β1vi 6= β1vj , α2vi 6= α2vj , γwi 6= γwj , αβ1wi 6= αβ1wj for i 6= j. Without
loss of generality we can assume that all λi, µj are non-zero, that β1vi 6= α2vj for
i = 1, . . . , s1, j = s1 + 1, . . . , n1 and γwi 6= αβ1wj for i = 1, . . . , s2, j = s2 +
1, . . . , n2. Then by Lemma 3.2.1 we have n1 = n2 and there exists a permutation
pi such that β1vi = γwpi(i) ∈ 〈β1〉 ∩ 〈γ〉 = 0 or β1vi = αβ1wpi(i) ∈ 〈β1〉 ∩ 〈αβ1〉 = 0
by Lemma 3.2.2. Hence s1 = 0. Moreover, by Lemma 3.2.14 we have α
2vi =
γwpi(i) ∈ 〈α2〉 ∩ 〈γ〉 = 0 or α2vi = αβ1wpi(i) ∈ 〈α2〉 ∩ 〈αβ1〉 = 0; this is possible for
n1 − s1 = 0 only. Hence n1 = 0, contradicting the choice of n1.
Lemma 3.2.17
If L ⊆ {α2, αβ1, αγ}, then there exists an α-filtration F of Px having finite pro-
jective dimension.
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Proof. Since L ⊆ {α2, αβ1, αγ}, µ = α2 is long and t = 2. Now it is easily
seen that 〈α2〉 = kα2 ∼= Sx, 〈αγ〉 = kαγ, 〈αβ1〉 = kαβ1 and 〈α〉 has a k-basis
{α, α2, αβ1, αγ}. Using Lemma 3.2.2 and 3.2.11 we conclude 〈β1〉∩〈αβ1〉 = 0 and
〈γ〉 ∩ 〈αγ〉 = 0 = 〈β1〉 ∩ 〈αγ〉.
By Lemma 3.2.14 d) 〈γ〉 ∩ 〈α2〉 = 0 or 〈γ〉 ∩ 〈αβ1〉 = 0. Thus the graph of Px has
one of the following shapes:
ex
?
??
??
??
 



〈γ〉
,,
α
 



?
??
??
??
〈β1〉
rrαγ α2 αβ1
or ex
?
??
??
??
 



〈γ〉

α
 



?
??
??
??
〈β1〉
rrαγ α2 αβ1
.
In the first case we consider the following exact sequence:
0→ 〈α2〉 → 〈α, β1, γ〉 → 〈α, β1, γ〉/〈α2〉 → 0
Since 〈α〉 has k-basis {α, α2, αβ1, αγ〉 and L ⊆ {α2, αβ1, αγ} we have 〈α, β1, γ〉/〈α2〉 =
〈α〉/〈α2〉 ⊕ 〈β1, γ〉/〈α2〉. Hence pdimΛ〈α〉 < ∞ and Px ⊃ 〈α〉 ⊃ 〈α2〉 ⊃ 0 is the
wanted filtration.
In the second case we have 〈α, β1, γ〉/〈α2〉 = 〈α, γ〉/〈α2〉 ⊕ 〈β1〉/〈α2〉. Thus
pdimΛ〈α, γ〉 <∞. Now we consider
0→ 〈β1, γ, αγ〉 → 〈α, β1, γ〉 → Sx → 0.
Since 〈β1, γ, αγ〉 = 〈β1, γ〉 ⊕ 〈αγ〉, we have pdimΛ〈αγ〉 < ∞ and Px ⊃ 〈α, γ〉 ⊃
〈α2, αγ〉 ⊃ 0 is a suitable filtration.
Lemma 3.2.18
If L ⊆ {αt, α2β1}, then there exists an α-filtration F of Px having finite projective
dimension.
Proof. If t = 2, then α2β1 = 0 by Lemma 3.2.14 a). Hence L ⊆ {α2} and the
filtration exists by Lemma 3.2.17.
If t ≥ 3, then αγ = 0 by Lemma 3.2.12. From the assumption L ⊆ {αt, α2β1} it
is easily seen that 〈αβ1〉 = kαβ1 and 〈α2β1〉 = kα2β1.
i) If α2β1 = 0, then α
t is the only long morphism in
−→
A ; hence αβ1 = 0 and
〈αk〉, k ≥ 1, is uniserial of finite projective dimension. Thus Px ⊃ 〈α〉 ⊃
〈α2〉 ⊃ . . . ⊃ 〈αt〉 ⊃ 0 is a suitable α-filtration.
ii) If α2β1 6= 0, then 〈αβ1〉 = kαβ1 ∼= Sy ∼= 〈α2β1〉. By 3.2.2 and 3.2.13 b)
〈β1〉 ∩ 〈αβ1〉 = 0 = 〈γ〉 ∩ 〈αβ1〉. Therefore the graph of Px has the following
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shape:
ex
?
??
??
??
 



〈γ〉
((
''
α
 ?
??
??
??
〈β1〉
vv
α2
 ?
??
??
? αβ1
α3

α2β1
αt
.
Moreover, 〈αβ1〉 ∼= Sy is a direct summand of the module 〈α2, β1, γ, αβ1〉,
which has finite projective dimension. Since the modules 〈α〉, 〈α2〉, . . . , 〈αt〉
have Sx and Sy as the only composition factors, they are of finite projective
dimension. Thus Px ⊃ 〈α〉 ⊃ 〈α2〉 ⊃ . . . ⊃ 〈αt〉 ⊃ 0 is a suitable α-filtration.
Proposition 3.2.19
If x+ = {α, β1, γ}, then there exists an α-filtration F of Px having finite projective
dimension.
Proof. By lemmata 3.2.17 and 3.2.18 we can assume that L * {αt, α2β1} and
L * {α2, αβ1, αγ}. Then pdimΛ〈αk〉 <∞ for 2 ≤ k ≤ t since 〈αk〉 has only Sx as
a composition factor by 3.2.14 a). Moreover, pdimΛ〈α, β1, γ〉 < ∞ since it is the
left hand term of the following exact sequence:
0→ 〈α, β1, γ〉 → Px → Sx → 0.
By Lemma 3.2.13 a) only the following two cases are possible:
i) αβ1 = 0: Consider the following exact sequence:
0→ 〈β1, γ, α2, αγ〉 → 〈α, β1, γ〉 → Sx → 0.
Then pdimΛ〈β1, γ, α2, αγ〉 < ∞. By 3.2.16 c) we have 〈β1, γ, α2, αγ〉 =
〈β1, γ, α2〉 ⊕ 〈αγ〉; hence pdimΛ〈αγ〉 < ∞. Therefore Px ⊃ 〈α, β1, γ〉 ⊃
〈α2〉 ⊕ 〈αγ〉 ⊃ 〈α3〉 ⊃ . . . ⊃ 〈αt〉 ⊃ 0 is a suitable α-filtration.
ii) αγ = 0: Then pdimΛ〈β1, γ, α2, αβ1〉 <∞ since we have the exact sequence
0→ 〈β1, γ, α2, αβ1〉 → 〈α, β1, γ〉 → Sx → 0.
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If 〈γ〉 ∩ 〈αβ1〉 = 0, then by 3.2.16 a) we have 〈β1, γ, α2, αβ1〉 = 〈β1, γ, α2〉 ⊕
〈αβ1〉; hence pdimΛ〈αβ1〉 <∞. Therefore Px ⊃ 〈α, β1, γ〉 ⊃ 〈α2〉 ⊕ 〈αβ1〉 ⊃
〈α3〉 ⊃ . . . ⊃ 〈αt〉 ⊃ 0 is a suitable α-filtration.
By Lemma 3.2.14 e) it remains to consider the case 〈γ〉 ∩ 〈β1〉 = 0: Then
〈β1, γ, α2, αβ1〉 = 〈β1, α2〉⊕〈γ, αβ1〉 by 3.2.16 b). Thus pdimΛ〈γ, αβ1〉 <∞.
Now Px ⊃ 〈α, β1, γ〉 ⊃ 〈α2〉 ⊕ 〈γ, αβ1〉 ⊃ 〈α3〉 ⊃ . . . ⊃ 〈αt〉 ⊃ 0 is a suitable
α-filtration.
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Chapter 4
Reduction to standard algebras
Let Λ be a representation-finite, connected k-algebra with standard form Λ. In
this chapter we prove that the extensions of the simple Λ-modules coincide with
the extensions of the corresponding simple Λ-modules.
4.1 Coverings of k-categories
Let Λ be a representation-finite, connected k-algebra and let Γ be the Auslander-
Reiten quiver of Λ. By Bretscher, Gabriel [7, 3.1] the standard form Λ of Λ is
isomorphic as k-category to the full subcategory of the projective objects in the
mesh-category k(Γ) [6, see 2.2, 5.1].
A functor F : A → B between k-categories is called a covering functor if the
induced maps∐
F (y)=b
A(a, y)→ B(F (a), b) and
∐
F (y)=b
A(y, a)→ B(b, F (a))
are bijective for all a ∈ A and b ∈ B.
Let pi : Γ˜→ Γ be the universal cover of Γ as defined in [6, 1.3], then pi induces a
universal covering of mesh-categories k(pi) : k(Γ˜)→ k(Γ) [6, 2.5]. Let Λ˜ ⊂ k(Γ˜) be
the full subcategory of projectives, then the restriction of k(pi) to Λ˜ gives a covering
G : Λ˜→ Λ [6, 3.1]. Moreover there is another covering k(Γ˜)→ ind- Λ which maps
y ∈ Γ˜ onto pi(y) and by restriction induces a covering F : Λ˜ → Λ, identifying Λ
with the full subcategory of the projective modules in ind- Λ. Applying [6, 3.2] we
get well behaved exact functors Fλ : mod- Λ˜→ mod- Λ and Gλ : mod- Λ˜→ mod- Λ
which ’coincide’ on the simple modules. In which sense these functors are well
behaved is summarized in the next proposition.
Proposition 4.1.1 ([6] 3.2)
Let F : A → B be a covering of k-categories. Then there exists an exact functor
Fλ : mod-A→ mod-B with the following properties:
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a) dimM = dimFλ(M) for all M ∈ mod-A.
b) Fλ(P ) is projective iff P is projective.
Fλ(S) is (semi-)simple iff S is (semi-)simple.
c) Fλ(radM) = radFλ(M) and Fλ(topM) = topFλ(M) for all M ∈ mod-A.
d) Fλ is dense on the (semi-)simple modules.
As a trivial consequence of this proposition we get the following.
Corollary 4.1.2
Let F : A → B be a covering of k-categories. Then there exists an exact functor
Fλ : mod-A→ mod-B which preserves minimal projective resolutions.
4.2 Extensions of simples are invariant under passing
to the standard form
Using the above notations we are now able to prove the main result of this chapter.
Proposition 4.2.1
Let S˜, T˜ be simple Λ˜-modules, then we have:
dim ExtiΛ(FλS˜, FλT˜ ) = dim Ext
i
Λ
(GλS˜, GλT˜ ) ∀i ∈ N
Proof. Let . . . → Q˜i → Q˜i−1 → . . . → Q˜1 → Q˜0 → S˜ → 0 be a minimal
projective resolution in mod- Λ˜. Then by the above corollary we get minimal
projective resolutions
. . .→ F λQ˜i → F λQ˜i−1 → . . .→ F λQ˜1 → F λQ˜0 → F λS˜ → 0
. . .→ GλQ˜i → GλQ˜i−1 → . . .→ GλQ˜1 → GλQ˜0 → GλS˜ → 0
of the simple Λ resp. Λ-modules S := F λS˜ resp. S := GλS˜. Set T := F λT˜
resp. T := GλT˜ . It is well known that m = dim Ext
i
Λ(S, T ) is maximal with the
property that Tm is a direct summand of topFλQ˜i. Let top Q˜i =
⊕s
j=1 T˜j be a
decomposition in simple modules. Since Fλ commutes with top, m is maximal
such that Tm is a direct summand of Fλ
⊕
j T˜j =
⊕
j FλT˜j . Hence we can assume
FλT˜ = T ∼= FλT˜j for j = 1, . . . ,m and FλT˜j  T for j = m + 1, . . . , s. Since Fλ
and Gλ coincide on the simple modules we get GλT˜j ∼= GλT˜ = T for j = 1, . . . ,m
and GλT˜j  T for j = m + 1, . . . , s, hence T
m
is a direct summand of topGλQ˜i
and m is maximal with that property. This proves that
dim Exti
Λ
(GλS˜, GλT˜ ) = m = dim Ext
i
Λ(FλS˜, FλT˜ ) .
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As an application of this proposition we get:
Corollary 4.2.2
Let Λ be a representation-finite k-algebra. Then the stronger no loop conjecture
holds for Λ iff it holds for the standard form Λ of Λ.
Remark 4.2.3
Since Λ is a degeneration of Λ in the sense of algebraic geometry it would be
interesting to know how the strong(-er) no loop conjecture behaves under arbitrary
degenerations.
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Chapter 5
Reduction to single-arrowed
algebras
In this chapter we introduce some technique allowing us to reduce the proof of
the finitistic dimension conjecture for arbitrary algebras to single-arrowed algebras
i.e. algebras having neither multiple arrows nor loops in their quiver. It will be
discussed as well how this is useful for the stronger no loop conjecture.
5.1 Getting rid of double arrows and loops
Definition 5.1.1
Let Λ = kQ /I be a finite dimensional algebra. I an admissible ideal. For x, y ∈
Q0 with α an arrow or a loop from x to y, we set
Q˜ = (Q\{α}) ∪ {α1 : x→ x′ , α2 : x′ → y}
and define an injective non-unital algebra homomorphism f : kQ → kQ˜ by
f(ez) = ez, ∀ z ∈ Q0 ;
f(α) = α1α2 ;
f(β) = β, ∀β 6= α ∈ Q1 .
Now we can define I˜ to be the two sided ideal in kQ˜ generated by f(I) and set
Λ˜ := kQ˜ / I˜ .
Lemma 5.1.2 a) I˜ is an admissible ideal in kQ˜.
b) For ρ ∈ I˜ uniform there exists ξ ∈ I, i, j ∈ {0, 1} such that ρ = αi2f(ξ)αj1.
Proof. a) Let J resp. J˜ be the ideal generated by the arrows in kQ resp. kQ˜
then there exists t ≥ 2 such that J t ⊂ I ⊂ J2. From the definition of f it
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is clear that f(I) ⊂ J˜ 2. Now let w 6= 0 be a path in J˜ 2t+2, we can write
w = αi2w
′αj1 for some i, j ∈ {0, 1} and w′ ∈ J˜
2t
. By the construction we
know that each α1 in w
′ must be followed by α2, otherwise w would be zero.
Now we can replace each α1α2 in w
′ by α to get a path v ∈ kQ such that
f(v) = w′. Since the length of w′ decreases by 1 for each replacement and
there are maximal t replacements possible the least possible length of v is
2t − t = t. Hence we have v ∈ J t ⊂ I, w = αi2w′αj1 = αi2f(v)αj1 ∈ I˜ and
J˜
2t+2 ⊂ I˜ .
b) Let ρ ∈ I˜ be uniform. Then there exists a set W of paths from some z to
some z′ in Q˜ such that ρ = ∑w∈W λww with λw 6= 0 for all w ∈W . If α1 is
a right divisor of some w then it is a right divisor of all w ∈W since z′ = x′
in this case and α1 is the single one arrow to x
′. α2 can be a left divisor
in the same way. Hence we can assume that there are i, j ∈ {0, 1} and for
each w ∈W paths w′ ∈ Q˜ with w = αi2w′αj1. Replacing α1α2 in each w′ by
α gives paths vw in Q such that f(vw) = w′ ∀w ∈W . Set ξ =
∑
w∈W λwvw
then we get αi2f(ξ)α
j
1 = α
i
2f(
∑
w∈W λwvw)α
j
1 =
∑
w∈W λwα
i
2f(vw)α
j
1 =∑
w∈W λwα
i
2w
′αj1 =
∑
w∈W λww = ρ.
Definition 5.1.3
Define a covariant functor F : mod- Λ→ mod- Λ˜. On objects M ∈ mod- Λ set:
F (M)(z) :=
{
M(x), z = x′;
M(z), z 6= x′. F (M)(β) :=

idM(x), β = α1;
M(α), β = α2;
M(β), β 6= α1, α2 ,
on morphisms ϕ : M → N :
F (ϕ)z :=
{
ϕx, z = x
′;
ϕz, z 6= x′.
Let C := {M ∈ mod- Λ˜ | M(α1) is bijective} be a full subcategory in mod- Λ˜.
Lemma 5.1.4 a) For ξ ∈ kQ, M ∈ mod- Λ we have F (M)(f(ξ)) = M(ξ).
b) Im(F ) = {N ∈ mod- Λ˜ | N(α1) = idN(x)} ⊂ C.
c) C is closed under direct summands and extensions.
Proof. a) F (M)(f(β)) = F (M)(β) = M(β) ∀β 6= α,
F (M)(f(α)) = F (M)(α1α2) = F (M)(α1)F (M)(α2) = idM(x)M(α) = M(α) .
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b) Let ρ ∈ I˜ be uniform, then we can write ρ = af(ξ)b with a, b ∈ kQ˜, ξ ∈ I.
Since F (M)(f(ξ)) = M(ξ) and M(ξ) = 0 for ξ ∈ I we compute:
F (M)(ρ) = F (M)(af(ξ)b) = (F (M)(a))(F (M)(f(ξ)))(F (M)(b)) = 0 .
Thus F (M) is a Λ˜-module.
Let N ∈ mod- Λ˜ satisfy N(α1) = idN(x). We define M ∈ mod- Λ by
M(z) := N(z) for z ∈ Q0 and
M(α) := N(α2),
M(β) := N(β).
Then F (M) = N and M is a Λ-module since for ξ ∈ I we have
0 = N(f(ξ)) = M(ξ) .
The last equality it suffices to check on arrows:
N(f(α)) = N(α1α2) = N(α1)N(α2) = N(α2) = M(α) .
c) For N ∈ C let N = X ⊕ Y be a direct sum of Λ˜-modules, that means
N(α1) =
[
X(α1) 0
0 Y (α1)
]
.
Since N(α1) : N(x) → N(x′) is an isomorphism by definition of C, X(α1)
and Y (α1) have to be isomorphisms too. Hence X,Y ∈ C.
Let 0 → X f→ N g→ Y → 0 be an exact sequence of Λ˜-modules with
X,Y ∈ C. Since f, g are Λ˜-module homomorphism we get the following
commutative diagram of vector spaces:
0

0

0 // X(x)
X(α1)

fx // N(x)
N(α1)

gx // Y (x)
Y (α1)

// 0
0 // X(x′)

fx′ // N(x′)
gx′ // Y (x′)

// 0
0 0
By the Snake-Lemma N(α1) has to be an isomorphism.
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Lemma 5.1.5
F : mod- Λ → mod- Λ˜ is a full, faithful and exact functor. F induces an equiva-
lence of categories mod- Λ→ C.
Proof. a) For a morphism ϕ : M → N we have
F (M)(α1)F (ϕ)x′ = idM(x) ϕx = ϕx idN(x) = F (ϕ)xF (N)(α1),
F (M)(α2)F (ϕ)y = M(α)ϕy = ϕxN(α) = F (ϕ)x′F (N)(α2).
For an arrow β : z → z′ in Q˜ not equal to α1, α2 we have z, z′ 6= x′. Thus
F (M)(β)F (ϕ)z′ = M(β)ϕz′ = ϕzN(β) = F (ϕ)zF (N)(β)
and F (ϕ) : F (M)→ F (N) is a morphism of Λ˜-modules.
Let ϕ′ : N → K be another morphism of Λ-modules. Then
F (ϕϕ′)x′ = (ϕϕ′)x = ϕxϕ′x = F (ϕ)x′F (ϕ
′)x′ ,
F (ϕϕ′)z = (ϕϕ′)z = ϕzϕ′z = F (ϕ)zF (ϕ
′)z ∀ z 6= x′.
b) F is full: Let ϕ˜ : F (M)→ F (N) be a morphism in mod- Λ˜. Then
idM(x) ϕ˜x′ = F (M)(α1)ϕ˜x′ = ϕ˜xF (N)(α1) = ϕ˜x idN(x)
and ϕ˜x′ = ϕ˜x holds. Define ϕ : M → N by ϕz = ϕ˜z for all z 6= x′, then
F (ϕ) = ϕ˜.
F is faithful: Let ϕ : M → N be such that F (ϕ) = 0, then F (ϕ)z = 0 for all
z ∈ Q˜0. Hence 0 = F (ϕ)z = ϕz for all z 6= x′ and ϕ = 0.
c) F is dense in C: For M ∈ C M(α1) : M(x)→M(x′) is an isomorphism. Define
N ∈ mod- Λ˜ by N(x) := M(x′), N(z) := M(z) for z 6= x.
x 6= y : N(β) =

idM(x′), β = α1;
M(α1)
−1M(β), β : x→ y;
M(β)M(α1), β : z → x;
M(β), else.
x = y : N(β) =

idM(x′), β = α1;
M(α1)
−1M(β)M(α1), β : x→ y;
M(β)M(α1), β : z → x, z 6= x;
M(α1)
−1M(β), β : x→ z, z 6= x;
M(β) , else.
Then M
ϕ∼= N with ϕx := M(α1), ϕz := idM(z) for z 6= x. And N ∈ Im(F )
since N(α1) = idN(x).
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e) F is exact: Let 0 → M ϕ→ N ψ→ K → 0 be an exact sequence in mod- Λ,
that means 0 → M(z) ϕz→ N(z) ψz→ K(z) → 0 is exact for all z ∈ Q0. Hence
0→ F (M)(z) F (ϕ)z→ F (N)(z) F (ψ)z→ F (K)(z)→ 0 is exact for all z ∈ Q˜0.
Lemma 5.1.6 a) For M := PzΛ˜ = ez Λ˜, z ∈ Q˜0, M(α1) : M(x) → M(x′) is
injective.
b) The indecomposable projective Λ˜-modules PzΛ˜, z 6= x′ form a complete rep-
resentative system of the indecomposable projective objects in C.
c) F (PzΛ) ∼= PzΛ˜ for all z 6= x′.
Proof. a) For M := PzΛ˜ by definition M(α1) : M(x)
−·α1−→ M(x′) is the right
multiplication with α1 in Λ˜ and M(x) resp. M(x
′) has the residue classes
of paths from z to x resp. x′ as a basis. Let ρ ∈ kQ˜ be uniform such that
ρ ∈ kerM(α1), then ρα1 ∈ I˜ implies ρα1 = αi2f(ξ)α1 for suitable i ∈ {0, 1}
and ξ ∈ I. Thus ρ = αi2f(ξ) ∈ I˜ holds implying ρ = 0.
b) Since α1 is the single arrow which ends in x
′, all paths from z 6= x′ to x′
have to end by α1. Hence M(α1) is surjective and an isomorphism since it
is injective by a).
Since mod- Λ and C are equivalent categories, they have the number of | Q0 |
indecomposable projective objects, hence the PzΛ˜ for z 6= x′ are the right
number of indecomposable projectives in mod- Λ˜ which are indecomposable
projective in C too.
c) For z 6= x′ we have M := F (PzΛ) is indecomposable projective in C. Since C
is closed under direct summands M is indecomposable projective in mod- Λ˜
too. For z 6= x, x′ we have F (SzΛ) ∼= SzΛ˜ by definition and since F is exact
SzΛ˜ is the top of M . For z = x F (SxΛ) is not the simple SxΛ˜ but it is easily
seen that it has SxΛ˜ in the top, hence in this case SxΛ˜ is the top of M .
Theorem 5.1.7
With above notations we have ΩΛ˜(F (M))
∼= F (ΩΛ(M)) for all Λ-modules M .
In particular: pdimΛM = pdimΛ˜ F (M) and findim Λ ≤ findim Λ˜.
Proof. Let 0 → Ω(M) → P → M → 0 be exact with P a projective cover of M .
Since F is exact 0 → F (Ω(M)) → F (P ) → F (M) → 0 is exact with projective
middle term. If F (P ) is not the projective cover of F (M) we get a projective
direct summand Q 6= 0 of F (Ω(M)) = X ⊕Q ∈ mod- Λ˜. As C ⊂ mod- Λ˜ is closed
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under direct summands and F is an equivalence on C, Q induces a projective direct
summand F−1(Q) of Ω(M). Hence F−1(Q) = 0 and Q = 0 a contradiction.
Iteration of the previous construction leads to a new algebra Λ˜ which arises
from Λ by replacing all multiple arrows and loops xi
αi→ yi by xi αi1→ x′i
αi2→ yi
for i = 1, . . . , t. Generalization of the above results to this situation provides a
subcategory C = {M ∈ mod- Λ˜ | M(αi1) bijective ∀ i = 1, . . . , t} ⊂ mod- Λ˜, an
equivalence F : mod- Λ˜→ C and the following result:
Theorem 5.1.8
For Λ and Λ˜ as above we have:
a) findim Λ ≤ findim Λ˜ ≤ findim Λ + 2, and these bounds are sharp.
b) gldim Λ˜ =
{
gldim Λ +1, | Q0 | = 1;
gldim Λ, | Q0 | > 1.
Proof. a) Let M be a submodule of the radical of a projective Λ˜-module Q. As
Q(αi1) is injective and M is a submodule of Q, M(αi1) has to be injective
too. Now we look at the following exact sequence:
0→ N ϕ→ P ψ→M → 0
with P a Λ˜-projective cover of M . Since the only indecomposable projective
Λ˜-modules which are not in C are Px′i and radPx′i = Pyi ∈ C for i = 1, . . . , t
there exists a module V ∈ C such that
N ⊂ radP ⊂ V ⊂ P
and for i ∈ {1, . . . , t} V (αi1) : V (xi)→ V (x′i) is bijective. Moreover V (αi1)
is the restriction of P (αi1) to V (xi) = V exi . Let v = vex′i ∈ N be right
uniform, then
ϕ(v) = ϕ(v)ex′i ∈ V ex′ = ImV (αi1).
Hence there exists p ∈ V exi ⊂ Pexi such that
ϕ(v) = V (αi1)(p) = P (αi1)(p).
Now we derive
0 = ψ(ϕ(v)) = ψ(P (αi1)(p)) = M(αi1)(ψ(p))
and deduce that p ∈ kerψ = Imϕ since M(αi1) is injective. Hence there
exists w = wexi ∈ Nexi such that ϕ(w) = p and
ϕ(N(αi1)(w)) = P (αi1)(ϕ(w)) = V (αi1)(ϕ(w)) = ϕ(v).
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As ϕ is injective we have N(αi1)(w) = v. This shows that N(αi1) is surjec-
tive. Trivially N(αi1) is injective since N is a submodule of P and P (αi1) is
injective. Hence the second syzygy of every Λ˜-module is in C and the upper
bound follows.
The sharpness of the lower bound we see for hereditary algebras. For the
upper bound set Λ = k x
α

/(α2). Then findim Λ = 0. For Λ˜ we get the quiver
Q˜ = x
α1
$$
x′
α2
cc and the minimal projective resolution of the indecom-
posable injective Ix′ is 0→ Px → Px′ → Px′ → Ix′ → 0 hence findim Λ˜ = 2.
b) Since 0 → Pyi → Px′i → Sx′i → 0 is exact, we have pdimSx′i = 1 for all
i = 1, . . . , t.
Corollary 5.1.9
The finitistic dimension conjecture holds in general if it holds for all finite dimen-
sional single-arrowed algebras.
5.2 Use for the stronger no loop conjecture
Now we would like to get some analogous results for the stronger no loop con-
jecture. But the problem is that for the simple module SxΛ ∈ mod- Λ we have
F (SxΛ)  SxΛ˜. Hence we have to know something about the self-extensions of
F (SxΛ) to get information about those of SxΛ. Nevertheless for all other simple
Λ-modules SzΛ, z 6= x, we have by Theorem 5.1.7:
dim ExtiΛ(SzΛ, SzΛ) = dim Ext
i
Λ˜
(SzΛ˜, SzΛ˜).
The equality holds since F (SzΛ) ∼= SzΛ˜ and F (PzΛ) ∼= PzΛ˜.
To solve the problem we define an analogous functor G : mod- Λ → mod- Λ˜.
On objects M ∈ mod- Λ we set:
G(M)(z) :=
{
M(y), z = x′;
M(z), z 6= x′. G(M)(β) :=

idM(y), β = α2;
M(α), β = α1;
M(β), β 6= α1, α2.
On morphisms ϕ : M → N :
G(ϕ)z :=
{
ϕy, z = x
′;
ϕz, z 6= x′.
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Define D := {M ∈ mod- Λ˜ | M(α2) is bijective}. Then we get analogous results:
Lemma 5.2.1 a) D is closed under direct summands and extensions.
b) The indecomposable injective Λ˜-modules IzΛ˜, z 6= x′ form a complete repre-
sentative system of the indecomposable injective objects in D.
c) G : mod- Λ → mod- Λ˜ is a full, faithful and exact functor. G induces an
equivalence of categories mod- Λ→ D.
d) G(IzΛ) = IzΛ˜ for all z 6= x′.
Now the advantage is that for x 6= y i.e. α is not a loop, the image of SxΛ
under G is SxΛ˜. Hence dim Ext
i
Λ(SxΛ, SxΛ) = dim Ext
i
Λ˜
(SxΛ˜, SxΛ˜) for all i ≥ 0.
And we can formulate the desired result.
Corollary 5.2.2
The stronger no loop conjecture holds in general if it holds for all algebras without
multiple arrows, multiple loops are allowed.
5.3 Generalization
The following generalization is due to Xi [27].
Let A be an artin algebra and e an idempotent element of A. Then eA is an
(eAe,A)-bimodule and we get functors F := ⊗eAe eA : mod- eAe → mod-A,
H := HomA(eA, ) : mod-A→ mod- eAe.
Lemma 5.3.1 a) F is left adjoint to H and H ◦ F ∼= idmod- eAe
b) H is exact and F maps projective eAe-modules to projective A-modules.
c) If eA is projective in eAe -mod, then F is exact and H maps projective
A-modules to projective eAe-modules.
Proof. a) Well known.
b) Since eA ∈ mod-A is projective H is exact. For e′ = e′e an idempotent
element of A let e′′ be the complement of e′ in e i.e. e = e′ + e′′, e′e′′ = 0.
Then we have F (e′Ae) = e′Ae ⊗eAe eA ∼= e′A as A-module, since e′A =
e′(eA) = e′(eAe⊗eAe eA) = e′(e′Ae⊗eAe eA⊕e′′Ae⊗eAe eA) = e′Ae⊗eAe eA.
c) F is exact since eA ∈ mod-A is projective. For P ∈ mod-A projective we
have HomeAe(−, H(P )) ∼= HomA(F (−), P ) is an exact functor, hence H(P )
is projective eAe-module.
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Proposition 5.3.2
Let e be such that eA is projective in eAe -mod. Then: findim eAe ≤ findimA.
Proof. Set m = findimA and take M ∈ mod- eAe of finite projective dimension.
If s := pdimeAeM ≤ m we have nothing to show hence we can assume s > m. As
the projective eAe-modules are of the form H(P ) = Pe for projective P ∈ mod-A
we get
0→ Pse→ Ps−1e→ · · · → P1e→ P0e→M → 0
as minimal projective resolution of M . Since F is exact
0→ F (Pse)→ F (Ps−1e)→ · · · → F (P1e)→ F (P0e)→ F (M)→ 0
is exact as well and a projective resolution of F (M) in mod-A. Since findimA = m
the kernelN of the morphism F (Pm−1)→ F (Pm−2) has to be projective in mod-A
and leads to the exact sequence:
0→ N → F (Pm−1e)→ · · · → F (P1e)→ F (P0e)→ F (M)→ 0 .
By applying H to the last sequence we get
0→ H(N)→ Pm−1e→ · · · → P1e→ P0e→M → 0
with H(N) projective in mod- eAe. Hence s = pdimeAeM ≤ m a contradiction.
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Chapter 6
The first finitistic dimension
conjecture fails
In the first section of this chapter we present the example of Smalø [22] showing
that the first finitistic dimension conjecture fails. In the second section the fini-
tistic dimension of tensor algebras will be computed following the arguments of
Rickard.
But first we state some easy fact:
Definition 6.0.3
For a Λ-module M we call a subspace U ⊂M characteristic if f(U) ⊂ U holds
for all f ∈ EndΛ(M).
Remark 6.0.4
Let U ⊂M be characteristic and a ∈ Λ, then
Ua := {ua|u ∈ U}
and
Ua−1 := {m ∈M |ma ∈ U}
are characteristic in M .
6.1 The Smalø example
Definition 6.1.1
Let Qn be the following quiver:
n
ρn
σn //
τn
AAn− 1
ρn−1
σn−1//
τn−1
AAn− 2 . . . . . . 2
ρ2
σ2 //
τ2
BB 1
ρ1
σ1 //
τ1
BB 0
α
RR
β

52
and let In be the ideal in kQ generated by the following elements:
α2, β2, αβ, βα, σ1α, ρ1α, τ1β ,
xi+1yi for x 6= y x, y ∈ {ρ, σ, τ}, i = 1, . . . , n ,
xi+1xi − yi+1yi for x, y ∈ {ρ, σ, τ}, i = 1, . . . , n .
Theorem 6.1.2
For Λn := kQn /In, n ≥ 1 we have
findim Λn = 1 and Findim Λn = n.
Proof. First of all we look at the graphs of the indecomposable projective Λn-
modules.
e0
 



?
??
??
??
α β
e1
 



 ?
??
??
??
ρ1

σ1

τ1

ρ1β σ1β τ1α
e2
 



 ?
??
??
??
ρ2
?
??
??
??
σ2

τ2
 



ρ2ρ1
ei+1
 



 ?
??
??
??
ρi+1
?
??
??
??
σi+1

τi+1
 



∀i = 1, . . . , n− 1.
ρi+1ρi
Hence the radical lengths rlPi of the projective modules Pi = ei Λn are 3 except
for P0, which has radical length 2. Remark that for i = 0, . . . , n Λi-Mod embeds
into Λn-Mod.
a) First we show that findim Λn = 1. Let M be a Λn-module of finite projective
dimension. Then the last two terms
0→ Qm → Qm−1 → . . .
of a minimal projective resolution of M induce an inclusion f of a projective
module P = Qm ∈ mod- Λn into the radical of another projective Λn-module
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Q = Qm−1. Since the radical length of the radical of a projective Λn-module
is less than 3, P has to be a finite product of copies of P0, namely P = P
m
0 .
As P0 has non-trivial morphisms only to P0, P1 and P2 we can assume that
Q = Pm00 ⊕ Pm11 ⊕ Pm22 . Hence
f = (f0, f1, f2) : P
m
0 → Pm00 ⊕ Pm11 ⊕ Pm22
with Im(fi) ⊂ radPmii for i = 0, 1, 2. Inspection of the graphs of the
indecomposable projectives reveals that
f0(P
m
0 ) ⊂ radPm00 = socPm00 ,
f2(P
m
0 ) ⊂ rad2 Pm22 = socPm22
thus
fi(socP
m
0 ) = fi(radP
m
0 ) ⊂ rad socPmii = 0 for i = 0, 2.
Now let u 6= 0 be an element in the socle of Pm0 , then
0 6= f(u) = (f0(u), f1(u), f2(u)) = (0, f1(u), 0) ,
that means f1 is injective on the socle of P
m
0 , hence f1 : P
m
0 → Pm11 is an
inclusion and induces an inclusion αPm0 → αPm11 . This is possible only for
m = dimαPm0 ≤ dimαPm11 = m1.
Since
dim rad2 Pm11 ∩ Imf = 2m < 3m1 = dim rad2 Pm11
there exists u ∈ rad2 Pm11 \Imf . Hence 0 6= u ∈ rad2 coker f and rl coker f =
3. That means that the cokernel of any inclusion P → Q of finitely generated
projective Λn-modules P andQ with the image in the radical ofQ has radical
length three and can’t embed in the radical of any projective Λn-module.
Therefore a minimal projective resolution of finitely generated Λn-modules
has maximally the length 1, which shows that findim Λn = 1 for n ≥ 1.
b) Now we show that Findim Λn = n holds. An easy observation is that for
i = 1, . . . , n, M ∈ mod- Λi the first syzygy N := ΩΛi(M) of M is a Λi−1-
module and the projective resolutions of N as Λi- or Λi−1-module coincide.
Therefore ΩnΛn(M) is an Λ0-module and hence projective or of infinite projec-
tive dimension as Λ0-module. Therefore pdimΛnM ≤ n or pdimΛnM =∞.
That means Findim Λn ≤ n.
To show that Findim Λn ≥ n let for i ∈ N, j ∈ {0, 1}, ej,i be the coordinates
of P
(N)
j with ej in the i’th place and zero otherwise. Now let ϕ : P
(N)
0 → P (N)1
be given by
ϕ(e0,2i−1) = e1,2i−1τ1 + e1,iσ1 ,
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ϕ(e0,2i) = e1,2iτ1 + e1,iρ1 ,
where τ1, σ1, ρ1 denote the related residue classes in P1. To show that ϕ is
an inclusion it suffices to verify that it is injective on the socle. But this is
clear since the coordinates e0,i form a basis of the socle of P
(N)
0 and there
images under ϕ are linearly independent. An easy calculation provides that〈 e1,iτ1α
e1,iρ1β | i ∈ N
e1,iσ1β
〉
⊂ Imϕ
hence cokerϕ is annihilated by the residue classes of α and β and we get:
X1 := cokerϕ =
〈 e1,i
e1,iρ1
e1,iσ1 | i ∈ N
e1,iτ1
〉
/
〈
e1,2i−1τ1 + e1,iσ1
e1,2iτ1 + e1,iρ1 | i ∈ N
〉
.
Therefore
i) rlX1 = 2,
ii) socX1 = S
(N)
0 .
Moreover X1 is a A := Λ1 /(α, β)-module and we can embed X1 in his mini-
mal injective envelope I0
(N)
A . But since I0A = radP2Λn we get an embedding
ψ : X1 → P (N)2 as Λn-module such that socP (N)2 ⊂ Imψ ⊂ radP (N)2 . This
leads to a quotient module X2 := cokerψ which is annihilated by α, β and,
under the assumption
iii) X1 indecomposable
we deduce that
i) rlX2 = 2,
ii) socX2 = S
(N)
1 and
iii) X2 is indecomposable.
Since socP
(N)
2 ⊂ Imψ we have rlX2 ≤ rl(P (N)2 / socP (N)2 ) = 2. Imψ ⊂
radP
(N)
2 hence X1 is the first syzygy of X2 as Λn-module. If we assume
X2 = Y ⊕Y ′ as Λn-module then X1 = Ω(X2) = Ω(Y )⊕Ω(Y ′) and since X1
is indecomposable we can assume Ω(Y ) = 0. That means Y is a projective
direct summand of X2. Since rlX2 ≤ 2 and all indecomposable projectives
which are annihilated by α, β have radical length 3, Y has to be zero.
55
As an infinite dimensional indecomposable module X2 can’t have radical
length 1 hence rlX2 = 2. By construction socX2 ∈ add(S1 ⊕ S2), assume
S2
ι
↪→ X2. Inspection of S2 ι↪→ X2 on the level of representations provides
that S2 has to be a direct summand of X2. This is impossible since X2 is
indecomposable of radical length 2. Therefore socX2 = S
(N)
1 . Proceeding
by induction we construct an exact sequence
0→ P (N)0
f1:=ϕ−→ P (N)1
f2:=ψ−→ . . . fn−→ P (N)n → Xn → 0
with Xi = coker fi such that
i) rlXi = 2,
ii) socXi = S
(N)
i−1 and
iii) Xi is indecomposable.
Therefore this is a minimal projective resolution of Xn and pdimXn = n
which proves the claim.
To complete the proof we have to verify that X1 is indecomposable. First
of all we derive
0(τ1 + σ1)
−1 = ker(x 7→ xτ1 + xσ1) = k e1,1 ⊂ X1.
Hence
k e1,1 ⊂ X1, (k e1,1)τ1 = k(e1,1τ1), (k e1,1)ρ1 = k(e1,2τ1) ⊂ X1 ,
k e1,2 = (k e1,2τ1)τ
−1
1 ⊂ X1
are characteristic in X1. Proceeding by induction we get that
k e1,i, k e1,iτ1 ⊂ X1
are characteristic in X1 for all i ∈ N. Now let f be an endomorphism of X1,
then
f(k e1,i) ⊂ k e1,i ,
f(k e1,iτ1) ⊂ k e1,iτ1 for all i ∈ N .
Hence
f(e1,i) = λie1,i ,
f(e1,iτ1) = λie1,iτ1
for λi ∈ k and since
0 = f(e1,2i−1τ1+e1,iσ1) = λ2i−1e1,2i−1τ1+λi e1,iσ1︸ ︷︷ ︸
−e1,2i−1τ1
= (λ2i−1−λi)e1,2i−1τ1
we have λ2i−1 = λi =: λ for all i ∈ N>0, therefore f = λ · id and X1 is
indecomposable.
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6.2 Finitistic dimension of tensor algebras
In this section we show that the big resp. little finitistic dimension of the tensor
algebra A ⊗k B equals the sum of the corresponding finitistic dimensions of A
and B. Using this and the first example of Huisgen-Zimmermann [14] of a finite
dimensional algebra where the two dimensions do not coincide one can construct
an algebra with an arbitrary large difference between these dimensions.
Remark 6.2.1
Consider the following commutative diagram of Λ-modules:
0

0

0

0 // A1
α1 //
ϕ1

A2
α2 //
ϕ2

A3 //
ϕ3

0
0 // B1
β1 //
ψ1

B2
β2 //
ψ2

B3 //
ψ3

0
0 // C1
γ1 //

C2
γ2 //

C3 //

0
0 0 0
Then we get the following exact sequences:
a) 0→ A1
 α1
ϕ1

−→ A2 ⊕B1
[
ϕ2, −β1
]
−→ B2 ψ3◦β2−→ C3 → 0,
b) 0→ A1 ϕ2 ◦α1−→ B2
 β2
ψ2

−→ B3 ⊕ C2
[
ψ3, −γ2
]
−→ C3 → 0.
Using this easy remark we can prove the following:
Lemma 6.2.2
For M ∈ Mod-A, N ∈ Mod-B we have
pdimA⊗BM ⊗N = pdimAM + pdimB N .
Proof. If one of the projective dimensions pdimM , pdimN is infinite, then the
equation holds, since an A ⊗ B projective resolution of M ⊗ N restricts to an
A resp. B projective resolution. Now we can assume that n = pdimN ≤ m =
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pdimM <∞.
For n = 0, let
0→ Pm → Pm−1 → · · · → P1 → P0 →M → 0
be a minimal projective resolution in Mod-A. Then
0→ Pm ⊗N → Pm−1 ⊗N → · · · → P1 ⊗N → P0 ⊗N →M ⊗N → 0
is exact with Pi ⊗N projective in Mod-A⊗B for all i = 0, . . . ,m. Since
Pm ⊗N ⊂ (radPm−1)⊗N ⊂ rad(Pm−1 ⊗N)
the last sequence is a minimal projective resolution, hence pdimM ⊗ N = m.
Now we proceed by induction on d = m+ n.
i) If d ≤ 2 the only non-trivial case is (m,n) = (1, 1). Let
0→ P1 → P0 →M → 0
resp.
0→ Q1 → Q0 → N → 0
be a minimal projective resolution in Mod-A resp. Mod-B. We tensor these
two sequences to the following commutative diagram:
0

0

0

0 // P1 ⊗Q1 //

P0 ⊗Q1 //

M ⊗Q1 //

0
0 // P1 ⊗Q0 //

P0 ⊗Q0 //

M ⊗Q0 //

0
0 // P1 ⊗N //

P0 ⊗N //

M ⊗N //

0
0 0 0
Using the above remark we get the exact sequence
0→ P1 ⊗Q1 → (P0 ⊗Q1)⊕ (P1 ⊗Q0)→ P0 ⊗Q0 →M ⊗N → 0
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which is a minimal projective resolution since
P1 ⊗Q1 ⊂ ((radP0)⊗Q1)⊕ (P1 ⊗ (radQ0)) ⊂ rad((P0 ⊗Q1)⊕ (P1 ⊗Q0)).
ii) Now we conclude from d to d + 1 for d ≥ 2. Consider the following exact
sequence
0→ L→ P →M → 0
with P projective in Mod-A and pdimL = m− 1. Then
0→ L⊗N → P ⊗N →M ⊗N → 0
is exact and we have
pdimM ⊗N ≤ max{pdimP ⊗N, pdimL⊗N + 1} ≤ m+ n = d+ 1
by induction. Now we look at the related homological sequence
Extd(P ⊗N,−)→ Extd(L⊗N,−)→ Extd(M ⊗N,−).
Since m+ n = d+ 1 > 2 we can assume m ≥ 2. Then by induction we get
pdimP ⊗N = n < m− 1 + n = d = pdimL⊗N .
Hence
Extd(P ⊗N,−) = 0 6= Extd(L⊗N,−)
and pdimM ⊗N = d+ 1 .
Lemma 6.2.3
Let X ∈ Mod-A ⊗ B with pdimAX ≤ m < ∞ and M ∈ A -Mod, N ∈ B -Mod.
Then
TorA⊗kBi (Ω
m
A⊗kB(X),M ⊗k N) ∼= TorBi (ΩmA⊗kB(X)⊗AM,N)
holds for all i ∈ N.
Proof. The claim is a special case of [8, Theorem IX.2.8], but we will use some
arguments of the proof in the proof of the next theorem. Set Λ = A ⊕k B. For
projective P ∈ Mod- Λ we have the well known isomorphism
(P ⊗AM)⊗B N ∼= P ⊗Λ (M ⊗k N)
which is functorial in P,M,N [8, see IX.2.1]. Thus (P ⊗AM) ⊗B − is an exact
functor and P ⊗AM is projective in Mod-B. Let
. . .→ Pj → Pj−1 → . . .→ P0 → X → 0
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be a projective resolution in Mod- Λ. By restriction it becomes a projective reso-
lution in Mod-A hence ΩmΛ (X) is projective in Mod-A and
. . .→ Pj → Pj−1 → . . .→ Pm → ΩmΛ (X)→ 0
is a split-exact sequence in Mod-A. Thus
. . .→ Pj ⊗AM → Pj−1 ⊗AM → . . .→ Pm ⊗AM → ΩmΛ (X)⊗AM → 0 (6.1)
is a projective resolution in Mod-B. Finally using the above isomorphism we get
the following commutative diagram of complexes:
. . . // Pj ⊗Λ (M ⊗k N)
o

// Pj−1 ⊗Λ (M ⊗k N)
o

// . . . // Pm ⊗Λ (M ⊗k N)
o

// 0
. . . // (Pj ⊗AM)⊗B N // (Pj−1 ⊗AM)⊗B N // . . . // (Pm ⊗AM)⊗B N // 0
Since TorΛi (Ω
m
Λ (X),M ⊗k N) is the i’th homology group of the upper complex
and TorBi (Ω
m
Λ (X)⊗AM,N) of the lower one the claim follows.
Theorem 6.2.4
Let A and B be finite dimensional algebras over an algebraically closed field k.
Then
a) FindimA⊗k B = FindimA+ FindimB.
b) findimA⊗k B = findimA+ findimB.
Proof. By Lemma 6.2.2 we have FindimA ⊗k B ≥ FindimA + FindimB. Set
Λ = A ⊕k B,m = FindimA and n = FindimB. Let X ∈ Mod- Λ be of finite
projective dimension. Since every Λ-projective resolution of X restricts to an
A-projective resolution, pdimAX ≤ m holds. Since pdimΛX is finite the B-
projective resolution (6.1) is finite too. Thus ΩmΛ (X) ⊗AM has finite projective
dimension in Mod-B. By Lemma 6.2.3 we have:
TorΛi (Ω
m
Λ (X),M ⊗k N) ∼= TorBi (ΩmΛ (X)⊗AM,N) = 0 ∀ i ≥ n.
Since the simple Λ-modules are of type S⊗kT with simple modules S ∈ A -Mod, T ∈
B -Mod, TorΛi (Ω
m
Λ (X), V ) = 0 for all i ≥ n and V ∈ Λ -Mod. Hence
pdimΛX = m+ pdimΛ(Ω
m
Λ (X) ≤ m+ n .
The proof of part b) is analogous.
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