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SCHWARZ LEMMA FOR HYPERBOLIC HARMONIC MAPPINGS
IN THE UNIT BALL
JIAOLONG CHEN AND DAVID KALAJ
Abstract. Assume that p ∈ [1,∞] and u = Ph[φ], where φ ∈ Lp(Sn−1,Rn) and
u(0) = 0. Then we obtain the sharp inequality |u(x)| 6 Gp(|x|)‖φ‖Lp for some
smooth function Gp vanishing at 0. Moreover, we obtain an explicit form of the
sharp constant Cp in the inequality ‖Du(0)‖ 6 Cp‖φ‖Lp . These two results gener-
alize and extend some known result from harmonic mapping theory ([4, Theorem
2.1]) and hyperbolic harmonic theory ([2, Theorem 1]).
1. Introduction
For n ≥ 1, let Rn be the standard Euclidean space with the norm |x| =√∑ni=1 x2i .
We use Bn and Bn to denote the unit ball in R
n and the unit ball in Cn ∼= R2n,
respectively. For A =
(
aij
)
n×n ∈ Rn×n, the matrix norm of A is defined by ‖A‖ =
sup{|Aξ| : ξ ∈ Sn−1}.
A mapping u = (u1, · · · , un) ∈ C2(Bn,Rn) is said to be hyperbolic harmonic if
∆hu = (∆hu1, · · · ,∆hun) = 0,
that is, for each j ∈ {1, · · · , n}, uj satisfies the hyperbolic Laplace equation
∆huj(x) = (1− |x|2)2∆uj(x) + 2(n− 2)(1− |x|2)
n∑
i=1
xi
∂uj
∂xi
(x) = 0,
where ∆ denotes the usual Laplacian in Rn. For convenience, in the rest of this
paper, we call ∆h the hyperbolic Laplacian operator.
When n = 2, we easily see that hyperbolic harmonic mappings coincide with
harmonic mappings. In this paper, we focus our investigations on the case when
n ≥ 3.
For p ∈ (0,∞], the Hardy space Hp(Bn,Rn) consists of all those mappings f :
Bn → Rn such that f is measurable,Mp(r, f) exists for all r ∈ (0, 1) and ‖f‖Hp <∞,
where
‖f‖Hp = sup
0<r<1
{
Mp(r, f)
}
and
Mp(r, f) =


(∫
Sn−1
|f(rξ)|pdσ(ξ)
) 1
p
, if p ∈ (0,∞),
sup
ξ∈Sn−1
{|f(rξ)|}, if p =∞.
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Here and hereafter, dσ always denotes the normalized surface measure on the unit
sphere Sn−1 in Rn so that σ(Sn−1) = 1.
Similarly, for p ∈ (0,∞], we use Hp(Bn,Cn) to denote the Hardy space of map-
pings from Bn into C
n.
If φ ∈ L1(Sn−1,Rn), we define the invariant Poisson integral or Poisson-Szego¨
integral of φ in Bn by (cf. [8, Definition 5.3.2])
Ph[φ](x) =
∫
S
Ph(x, ζ)φ(ζ)dσ(ζ),
where
Ph(x, ζ) =
(
1− |x|2
|x− ζ |2
)n−1
is the Poisson-Szego¨ kernel with respective to ∆h satisfying∫
S
Ph(x, ζ)dσ(ζ) = 1
(cf. [8, Lemma 5.3.1(c)]). Similarly, if µ is a finite signed Borel measure in Sn−1,
then invariant Poisson integral of µ will be denoted by Ph[µ], that is,
Ph[µ](x) =
∫
S
Ph(x, ζ)dµ(ζ).
Furthermore, both Ph[φ] and Ph[µ] are hyperbolic harmonic in B
n (cf. [2, 8]).
It is known that if ∆hu = 0 and u ∈ Hp(Bn,Rn) with 1 < p ≤ ∞, then u has the
following integral representation (cf. [8, Theorem 7.1.1(c)])
u(x) = Ph[φ](x),
where φ ∈ Lp(Sn−1,Rn) is the boundary value of u and
(1.1) ‖φ‖Lp = ‖u‖Hp.
If ∆hu = 0 and u ∈ H1(Bn,R), then u has the representation u = Ph[µ], where µ is
a signed Borel measure in Bn. Further, the similar arguments as [1, Page 118] show
that ‖u‖H1 = ‖µ‖, where ‖µ‖ is the total variation of µ on Sn−1.
In [7], Macintyre and Rogosinski proved the following result: Let p ∈ [1,∞] and f
be a holomorphic mapping in the unit disk B1 such that f(0) = 0 and ‖f‖Hp <∞,
then for z ∈ B1,
|f(z)| 6 |z|
(1− |z|2)1/p ‖f‖Hp
with extremal functions f(w) = Aw
(1−z¯w)2/p . This is a generalization of Schwarz lemma
(for p =∞ it coincides with the classical Schwarz lemma). For the high dimensional
case, see [11, Theorem 4.17].
The classical Schwarz lemma for harmonic mappings ([1, Lemma 6.24]) states
that if f : Bn → Rn is a bounded harmonic mapping with f(0) = 0, then
|f(x)| 6 U(|x|en)‖f‖H∞ .
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Here en = (0, . . . , 0, 1) ∈ Sn−1 and U is a harmonic function of Bn into [−1, 1] defined
by
U(x) = P [χ
S
n−1
+
− χ
S
n−1
−
](x),
where χ is the indicator function, Sn−1+ = {x ∈ Sn−1 : xn ≥ 0}, Sn−1− = {x ∈ Sn−1 :
xn ≤ 0} and P [χSn−1
+
−χ
S
n−1
−
] is the Poisson integral of χ
S
n−1
+
−χ
S
n−1
−
with respective
to ∆. If f : Bn → R is a harmonic or hyperbolic harmonic mapping with |f(x)| ≤ 1
and f(0) ∈ (−1, 1), Burgeth [2, Theorem 1] proved the following inequality
mnc (|x|) ≤ f(x) ≤Mnc (|x|),
where c = f(0)+1
2
, mnc (|x|) and Mnc (|x|) are two functions in Bn. Recently, in [4,
Theorem 2.1], the author find a sharp function gp for harmonic mappings f in
Hp(Bn,Rn) with f(0) = 0: For p ∈ [1,∞] and x ∈ Bn,
|f(x)| 6 gp(|x|)‖f‖Hp and ‖Df(0)‖ 6 n
(
Γ
[
n
2
]
Γ
[
1+q
2
]
√
piΓ
[
n+q
2
]
) 1
q
‖f‖Hp,
where q is the conjugate of p and Df(0) : Rn → Rn is the formal derivative. See
also [6] for related discussions.
In this paper, we will establish the following counterpart of [4, Theorem 2.1] in
the setting of hyperbolic harmonic mappings in Hp(Bn,Rn).
Theorem 1.1. Let p ∈ [1,∞], q be its conjugate and for r ∈ [0, 1), define
(1.2) Gp(r) =
{
infa∈[0,∞) supη∈Sn−1 |Ph(ren, η)− a|, if q =∞;
infa∈[0,∞)
(∫
Sn−1
|Ph(ren, η)− a|qdσ(η)
)1/q
, if q ∈ [1,∞).
Suppose that u = Ph[φ] and u(0) = 0, where φ ∈ Lp(Sn−1,Rn). Then for any x ∈ Bn,
(1.3) |u(x)| 6 Gp(|x|)‖φ‖Lp
and
(1.4) ‖Du(0)‖ 6 2(n− 1)
(
Γ
[
n
2
]
Γ
[
1+q
2
]
√
piΓ
[
n+q
2
]
) 1
q
‖φ‖Lp.
Both inequalities (1.3) and (1.4) are sharp
In particular, if p ∈ [1,∞), then Gp is a increasing diffeomorphism of [0, 1) onto
[0,∞) with Gp(0) = 0; if p = ∞, then G∞(r) = Uh(ren) and G∞ is an increasing
diffeomorphism of [0, 1) onto itself, where Uh = Ph[χSn−1
+
− χ
S
n−1
−
].
Remark 1.1. (1) It seems unlikely that we can explicitly express the function
Gp(r) for general p. However we demonstrate some special cases p = 1, 2,∞
in Section 3.
(2) Theorem 1.1 is generalization of [2, Theorem 1 and Corollary 2].
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2. Proof of the main result
The aim of this section is to prove the part of Theorem 1.1 when p ∈ (1,∞). In
fact, it can be derived directly from Lemmas 2.5∼2.8. Before the proofs of these
lemmas, we need some preparation which also consists of four lemmas. The first one
reads as follows.
Lemma 2.1. For q ∈ [1,∞), r ∈ [0, 1) and a ∈ R,
∂
∂a
∫
Sn−1
|Ph(ren, η)− a|q dσ(η) =
∫
Sn−1
q
(
a− Ph(ren, η)
)|Ph(ren, η)− a|q−2 dσ(η).
Proof. We consider the case when q ∈ [1, 2) and the case when q ∈ [2,∞), separately.
Case 2.1. q ∈ [1, 2).
For (r, a) ∈ [0, 1)× R, since∫
Sn−1
∂
∂a
|Ph(ren, η)− a|q dσ(η) =
∫
Sn−1
q
(
a− Ph(ren, η)
)|Ph(ren, η)− a|q−2 dσ(η)
and ∫
Sn−1
|Ph(ren, η)− a|q−1 dσ(η) ≤
(
1 + r
1− r
)(n−1)(q−1)
+ |a|q−1,
then by [5, Proposition 2.4] or [10], we obtain that
∂
∂a
∫
Sn−1
|Ph(ren, η)− a|q dσ(η) =
∫
Sn−1
q
(
a− Ph(ren, η)
)|Ph(ren, η)− a|q−2 dσ(η).
Case 2.2. p ∈ [2,∞).
By direct calculations, we have
∂
∂a
|Ph(ren, η)− a|q = q
(
a− Ph(ren, η)
)|Ph(ren, η)− a|q−2.
Obviously, the mappings
(r, a, η) 7→ |Ph(ren, η)− a|q and (r, a, η) 7→ ∂
∂a
|Ph(ren, η)− a|q
are continuous in [0, 1)× R× Sn−1. Therefore, for any (r, a) ∈ [0, 1)× R,
∂
∂a
∫
Sn−1
|Ph(ren, η)− a|q dσ(η) =
∫
Sn−1
∂
∂a
|Ph(ren, η)− a|q dσ(η).
as required. The proof of the lemma is completed. 
For q ∈ (1,∞), r ∈ (0, 1) and a ∈ R, let
(2.1) F (r, a) =
∫
Sn−1
(
Ph(ren, η)− a
)|Ph(ren, η)− a|q−2dσ(η).
Then we have the following results on F (r, a).
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Lemma 2.2. For q ∈ (1,∞), r ∈ (0, 1) and a ∈ R,
(2.2) ∂aF (r, a) = (1− q)
∫
Sn−1
|Ph(ren, η)− a|q−2dσ(η)
and
(2.3) ∂rF (r, a) = (q − 1)
∫
Sn−1
∂rPh(ren, η) · |Ph(ren, η)− a|q−2dσ(η).
Furthermore, for any [µ1, µ2] ⊂ (0, 1) and [ν1, ν2] ⊂ (0,∞), both ∂aF (r, a) and
∂rF (r, a) are uniformly convergent w.r.t. (r, a) ∈ [µ1, µ2]× [ν1, ν2].
Proof. In order to prove this lemma, we only need to prove (2.2) and the uniformly
convergence of ∂aF (r, a) since (2.3) and the uniformly convergence of ∂rF (r, a) can
be proved in a similar way. For this, we consider the case when q ∈ (1, 2) and the
case when q ∈ [2,∞), separately.
Case 2.3. q ∈ (1, 2).
For fixed r ∈ (0, 1) and η = (η1, . . . , ηn) ∈ Sn−1, by calculations, we know that
−
∫
Sn−1
∂
∂a
(Ph(ren, η)− a)|Ph(ren, η)− a|q−2 dσ(η)(2.4)
= (q − 1)
∫
Sn−1
|Ph(ren, η)− a|q−2dσ(η) ≤ 4n−1I(r, a),
where
I(r, a) =
∫
Sn−1
∣∣(1− r2)n−1 − a(1 + r2 − 2rηn)n−1∣∣q−2 dσ(η).
If a ≤ 0, then
I(r, a) =
∫
Sn−1
(
(1− r2)n−1 + |a|(1 + r2 − 2rηn)n−1
)q−2
dσ(η)(2.5)
≤ ((1− r2)n−1 + |a|(1− r)2n−2)q−2.
If a > 0, by using the spherical coordinates (cf. [3, Section 2.2]), we obtain
I(r, a) =
∫ pi
0
sinn−2 θ
∣∣(1− r2)n−1 − a(1 + r2 − 2r cos θ)n−1∣∣q−2 dθ(2.6)
= I1(r, a) + I2(r, a),
where
I1(r, a) =
∫ pi
2
0
sinn−2 θ
∣∣(1− r2)n−1 − a(1 + r2 − 2r cos θ)n−1∣∣q−2 dθ
and
I2(r, a) =
∫ pi
pi
2
sinn−2 θ
∣∣(1− r2)n−1 − a(1 + r2 − 2r cos θ)n−1∣∣q−2 dθ.
In the following, we estimate I1(r, a) and I2(r, a), respectively.
Claim 2.1. I1(r, a) is convergent in (0, 1) × (0,∞) and uniformly convergent in
[µ1, µ2]× [ν1, ν2] for any [µ1, µ2] ⊂ (0, 1) and [ν1, ν2] ⊂ (0,∞).
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For (r, a) ∈ (0, 1)× (0,∞), obviously,
I1(r, a) =
∫ 1
0
(1− x2)n−32
∣∣∣∣(1− r2)n−1 − (a 1n−1 (1 + r2 − 2rx))n−1
∣∣∣∣
q−2
dx
≤
∫ 1
0
∣∣∣∣(1− r2)n−1 − (a 1n−1 (1 + r2 − 2rx))n−1
∣∣∣∣
q−2
dx.
Moreover, for x ∈ [0, 1], r ∈ (0, 1) and a ∈ (0,∞),∣∣∣∣(1− r2)n−1 − (a 1n−1 (1 + r2 − 2rx))n−1
∣∣∣∣
=
∣∣∣1− r2 − a 1n−1 (1 + r2 − 2rx)∣∣∣ · n−2∑
i=0
(1− r2)i
(
a
1
n−1 (1 + r2 − 2rx)
)n−2−i
≥ A(a, r) ·
∣∣∣1− r2 − a 1n−1 (1 + r2 − 2rx)∣∣∣ ,
where A(a, r) = (n−1)min{an−2n−1 , 1}(1−r)2n−4. Then for any (r, a) ∈ (0, 1)×(0,∞),
elementary calculations lead to
I1(r, a)(2.7)
≤ A
q−2(a, r)
2r(q − 1)a 1n−1
(∣∣∣1− r2 − a 1n−1 (1− r)2∣∣∣q−1 + ∣∣∣1− r2 − a 1n−1 (1 + r2)∣∣∣q−1) .
Let
1− r2 − a 1n−1 (1 + r2 − 2rλ1) = 0.
Then
λ1 =
1 + r2
2r
− 1− r
2
2r
a
1
1−n .(2.8)
For any δ > 0, r ∈ (0, 1) and a > 0, since
Aq−2(a, r) ·
∫ λ1
λ1−δ
∣∣∣1− r2 − a 1n−1 (1 + r2 − 2rx)∣∣∣q−2 dx
≤ Aq−2(a, r)(2ra 1n−1)q−2 ∫ λ1
λ1−δ
|x− λ1|q−2dx = Aq−2(a, r)
(
2ra
1
n−1
)q−2
δq−1/(q − 1)
and
Aq−2(a, r) ·
∫ λ1+δ
λ1
∣∣∣1− r2 − a 1n−1 (1 + r2 − 2rx)∣∣∣q−2 dx
≤ Aq−2(a, r)(2ra 1n−1)q−2 ∫ λ1+δ
λ1
|x− λ1|q−2dx = Aq−2(a, r)
(
2ra
1
n−1
)q−2
δq−1/(q − 1),
we see that I1(r, a) is uniformly convergent w.r.t. (r, a) ∈ [µ1, µ2] × [ν1, ν2] for any
[µ1, µ2] ⊂ (0, 1) and [ν1, ν2] ⊂ (0,∞). Hence, Claim 2.1 is proved.
Claim 2.2. I2(r, a) is convergent in (0, 1) × (0,∞) and uniformly convergent in
[µ1, µ2]× [ν1, ν2] for any [µ1, µ2] ⊂ (0, 1) and [ν1, ν2] ⊂ (0,∞).
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Similar arguments as in the proof of Claim 2.1 guarantee that
I2(r, a) ≤
∫ 1
0
∣∣∣∣(1− r2)n−1 − (a 1n−1 (1 + r2 + 2rx))n−1
∣∣∣∣
q−2
dx.
Moreover, for x ∈ [0, 1], r ∈ (0, 1) and a ∈ (0,∞),∣∣∣∣(1− r2)n−1 − (a 1n−1 (1 + r2 + 2rx))n−1
∣∣∣∣ ≥ B(a, r) ·
∣∣∣1− r2 − a 1n−1 (1 + r2 + 2rx)∣∣∣ ,
where B(a, r) = (n− 1)min{an−2n−1 , 1}(1− r2)n−2. Therefore, by elementary calcula-
tions, we obtain
I2(r, a)(2.9)
≤ B
q−2(a, r)
2r(q − 1)a 1n−1
(∣∣∣1− r2 − a 1n−1 (1 + r)2∣∣∣q−1 + ∣∣∣1− r2 − a 1n−1 (1 + r2)∣∣∣q−1) .
for any r ∈ (0, 1) and a ∈ (0,∞).
Let
1− r2 − a 1n−1 (1 + r2 + 2rλ2) = 0.
Then
λ2 =
1− r2
2r
a
1
1−n − 1 + r
2
2r
.
For any δ > 0, r ∈ (0, 1) and a > 0, since
Bq−2(a, r) ·
∫ λ2
λ2−δ
∣∣∣1− r2 − a 1n−1 (1 + r2 + 2rx)∣∣∣q−2 dx
≤ Bq−2(a, r)(2ra 1n−1)q−2 ∫ λ2
λ2−δ
|x− λ2|q−2dx = Bq−2(a, r)
(
2ra
1
n−1
)q−2
δq−1/(q − 1)
and
Bq−2(a, r) ·
∫ λ2+δ
λ2
∣∣∣1− r2 − a 1n−1 (1 + r2 + 2rx)∣∣∣q−2 dx
≤ Bq−2(a, r)(2ra 1n−1)q−2 ∫ λ2+δ
λ2
|x− λ2|q−2dx = Bq−2(a, r)
(
2ra
1
n−1
)q−2
δq−1/(q − 1),
we see that I2(r, a) is uniformly convergent w.r.t. (r, a) ∈ [µ1, µ2] × [ν1, ν2] for any
[µ1, µ2] ⊂ (0, 1) and [ν1, ν2] ⊂ (0,∞). Hence, Claim 2.2 is proved.
Now, we prove (2.2). For any r ∈ (0, 1) and a ∈ (0,∞), by (2.6), (2.7) and (2.9),
we get
I(r, a) ≤ I1(r, a) + I2(r, a)
≤ 2
(
Aq−2(a, r) +Bq−2(a, r)
)
(q − 1)a 1n−1 r
(
(1− r2)q−1 + a q−1n−1 (1 + r)2q−2
)
.
From this, together with (2.5) and [5, Proposition 2.4] or [10], we see that (2.2)
is true. By (2.2), (2.4), Claims 2.1 and 2.2, we obtain that ∂aF (r, a) is uniformly
convergent w.r.t. (r, a) ∈ [µ1, µ2] × [ν1, ν2] for any [µ1, µ2] ⊂ (0, 1) and [ν1, ν2] ⊂
(0,∞).
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Case 2.4. p ∈ [2,∞).
By direct calculations, we have
∂
∂a
(Ph(ren, η)− a)|Ph(ren, η)− a|q−2 = (1− q)|Ph(ren, η)− a|q−2.
Obviously, the mappings
(r, a, η) 7→ (Ph(ren, η)− a)|Ph(ren, η)− a|q−2
and
(r, a, η) 7→ (1− q)|Ph(ren, η)− a|q−2
are continuous in (0, 1) × R × Sn−1. Therefore, for any (r, a) ∈ (0, 1) × R, (2.2) is
true and ∂aF (r, a) is uniformly convergent w.r.t. (r, a) ∈ [µ1, µ2] × [ν1, ν2] for any
[µ1, µ2] ⊂ (0, 1) and [ν1, ν2] ⊂ (0,∞). The proof of the lemma is completed. 
Lemma 2.3. For q ∈ (1,∞), both ∂aF (r, a) and ∂rF (r, a) are continuous w.r.t.
(r, a) ∈ (0, 1)× (0,∞).
Proof. In order to prove this lemma, we only need to prove the continuity of ∂aF (r, a)
since the continuity of ∂rF (r, a) can be proved in a similar way. For this, we consider
the case when q ∈ (1, 2) and the case when q ∈ [2,∞), separately.
Case 2.5. q ∈ (1, 2).
In order to check the continuity of ∂aF (r, a), we only need to prove that ∂aF (r, a)
is continuous at every fixed point (r0, a0) ∈ (0, 1)× (0,∞). Assume that (r0, a0) ∈
(µ1, µ2)× (ν1, ν2) ⊂ (0, 1)× (0,∞) and (r0 +∆r, a0 +∆a) ∈ (µ1, µ2)× (ν1, ν2).
For (r, a, x) ∈ [µ1, µ2]× [ν1, ν2]× [−1, 1], let
λ3(r, a, x) =
(q − 1)(1− x2)n−32 · (1 + r2 − 2rx)(n−1)(2−q)(∑n−2
i=0 a
i
n−1 (1− r2)n−2−i(1 + r2 − 2rx)i
)2−q(2.10)
and
λ4(r, a, x) =
(
2ra
1
n−1
)(2−q)(n−1)(
x− λ1
)2−q
,(2.11)
where λ1 = λ1(r, a) is the constant from (2.8) and λ1(r, a) means that the constant
λ1 depends only on r and a. Obviously, λ3(r, a, x) is continuous in [µ1, µ2]× [ν1, ν2]×
[−1, 1]. It follows from spherical coordinate transformation and (2.2) that
−∂aF (r, a) = (q − 1)
∫
Sn−1
|Ph(ren, η)− a|q−2dσ(η) = J1(r, a) + J2(r, a),
where
J1(r, a) =
∫ 1
0
(q − 1)(1− x2)n−32 · (1 + r2 − 2rx)(n−1)(2−q)
|(1− r2)n−1 − (a 1n−1 (1 + r2)− 2ra 1n−1x)n−1|2−q
dx =
∫ 1
0
λ3(r, a, x)
λ4(r, a, x)
dx
and
J2(r, a) =
∫ 1
0
(q − 1)(1− x2)n−32 · (1 + r2 + 2rx)(n−1)(2−q)
|(1− r2)n−1 − (a 1n−1 (1 + r2) + 2ra 1n−1x)n−1|2−q
dx =
∫ 1
0
λ3(r, a,−x)
λ4(r, a,−x) dx.
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By Claim 2.1, we know that J1(r, a) is uniformly convergent in [µ1, µ2]×[ν1, ν2] for
any [µ1, µ2] ⊂ (0, 1) and [ν1, ν2] ⊂ (0,∞). Without loss of generalization, we assume
that λ1(r0, a0) ∈ (0, 1). Then for any ε1 > 0, there exist constants ι1 = ι1(ε1)→ 0+
and ι2 = ι2(ε1)→ 0+ such that for any (r, a) ∈ [µ1, µ2]× [ν1, ν2],∣∣∣∣∣
∫ λ1(r0,a0)+ι2
λ1(r0,a0)−ι1
λ3(r, a, x)
λ4(r, a, x)
dx
∣∣∣∣∣ < ε1.
Then
|J1(r0 +∆r, a0 +∆a)− J1(r0, a0)|(2.12)
=
∣∣∣∣∣
∫ λ1(r0,a0)−ι1
0
(
λ1(r0 +∆r, a0 +∆a, x)
λ2(r0 +∆r, a0 +∆a, x)
− λ1(r0, a0, x)
λ2(r0, a0, x)
)
dx
+
∫ λ1(r0,a0)+ι2
λ1(r0,a0)−ι1
(
λ1(r0 +∆r, a0 +∆a, x)
λ2(r0 +∆r, a0 +∆a, x)
− λ1(r0, a0, x)
λ2(r0, a0, x)
)
dx
+
∫ 1
λ1(r0,a0)+ι2
(
λ1(r0 +∆r, a0 +∆a, x)
λ2(r0 +∆r, a0 +∆a, x)
− λ1(r0, a0, x)
λ2(r0, a0, x)
)
dx
∣∣∣∣
≤
∣∣∣∣∣
∫ λ1(r0,a0)−ι1
0
(
λ1(r0 +∆r, a0 +∆a, x)
λ2(r0 +∆r, a0 +∆a, x)
− λ1(r0, a0, x)
λ2(r0, a0, x)
)
dx
+
∫ 1
λ1(r0,a0)+ι2
(
λ1(r0 +∆r, a0 +∆a, x)
λ2(r0 +∆r, a0 +∆a, x)
− λ1(r0, a0, x)
λ2(r0, a0, x)
)
dx
∣∣∣∣+ ε1.
By (2.8), it is easy to see that λ1(r, a) is uniformly continuous in [µ1, µ2]× [ν1, ν2].
Then for any ι′ ∈ (0,min{ι1, ι2}), there exist a constant ι3 = ι3(ι′) → 0+ such that
for any (r, a) ∈ [r0 − ι3, r0 + ι3]× [a0 − ι3, a0 + ι3] ⊂ [µ1, µ2]× [ν1, ν2],
λ1(r, a) ∈
(
λ1(r0, a0)− ι
′
2
, λ1(r0, a0) +
ι′
2
)
⊂ (λ1(r0, a0)− ι1, λ1(r0, a0) + ι2).
This, together with (2.10) and (2.11), implies that the mapping (r, a, x) 7→ λ3(r,a,x)
λ4(r,a,x)
is continuous (also uniformly continuous) in
[r0 − ι3, r0 + ι3]× [a0 − ι3, a0 + ι3]× [0, λ1(r0, a0)− ι1]
and
[r0 − ι3, r0 + ι3]× [a0 − ι3, a0 + ι3]× [λ1(r0, a0) + ι2, 1],
respectively. Therefore, there exists ι4 = ι4(ε1) ≤ ι3 such that for all |∆r| < ι4,
|∆a| < ι4 and for all x ∈ [0, λ1(r0, a0)− ι1] ∪ [λ1(r0, a0) + ι2, 1],∣∣∣∣λ3(r0 +∆r, a0 +∆a, x)λ4(r0 +∆r, a0 +∆a, x) −
λ3(r0, a0, x)
λ4(r0, a0, x)
∣∣∣∣ < ε1.(2.13)
Then by (2.12) and (2.13), we obtain
|J1(r0 +∆r, a0 +∆a)− J1(r0, a0)| ≤ 2ε1,
which means that J1 is continuous at (r0, a0).
Case 2.6. q ∈ [2,∞).
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Obviously, the mapping
(r, a, η) 7→ (1− q)|Ph(ren, η)− a|q−2
is continuous in (0, 1) × (0,∞) × Sn−1. Then by (2.2), we know that ∂aF (r, a) is
continuous w.r.t. (r, a) ∈ (0, 1)× (0,∞). 
For q ∈ [1,∞), r ∈ [0, 1) and a ∈ R, define
(2.14) Φq,r(a) =
(∫
Sn−1
|Ph(ren, η)− a|qdσ(η)
)1/q
.
Then by Lemmas 2.1∼2.3, we obtain the following result for Φq,r(a).
Lemma 2.4. For q ∈ (1,∞) and r ∈ [0, 1), there is a unique constant a∗ = a(r) ∈
(0,∞) such that
Φq,r(a
∗) = min
a∈R
Φq,r(a),
where a(0) = 1 and a(r) is a smooth function in (0, 1).
Proof. When r = 0, it follows from (2.14) that a∗ = 1. Hence, to prove the lemma,
it remains to consider the case when r ∈ (0, 1).
For r ∈ (0, 1), t ∈ (0, 1) and b, c ∈ R with b 6= c, by Minkowski inequality, we
obtain
Φq,r
(
λb+ (1− t)c) < tΦq,r(b) + (1− t)Φq,r(c),
which means that Φq,r(a) is strictly convex in R. Furthermore, by Lemma 2.1, we
know that for q ∈ (1,∞), r ∈ (0, 1) and a ∈ R,
(2.15)
d
da
Φq,r(a) = −
(∫
Sn−1
|Ph(ren, η)− a|qdσ(η)
)1/q−1
F (r, a),
where F (r, a) is the mapping from (2.1). Therefore,
d
da
Φq,r(0) = −
∫
Sn−1
|Ph(ren, η)|q−1dσ(η)
(∫
Sn−1
|Ph(ren, η)|qdσ(η)
)1/q−1
< 0.
These, together with the fact lima→∞Φq,r(a) = ∞, show that for any r ∈ (0, 1),
Φq,r(a) has only one stationary point in (0,∞) which is its minimum, i.e., a∗ = a(r).
By (2.15), we see that for any r ∈ (0, 1), d
da
Φq,r
(
a(r)
)
= 0 is equivalent to
(2.16) F
(
r, a(r)
)
= 0.
Furthermore, Lemmas 2.2 and 2.3 tell us that both ∂aF (r, a) and ∂rF (r, a) are
continuous w.r.t. (r, a) ∈ (0, 1) × (0,∞) and that ∂aF (r, a) < 0. Therefore, it
follows from (2.16) and the implicit function theorem that a∗ = a(r) is a smooth
function w.r.t. r ∈ (0, 1) and
da(r)
dr
= −
∂F (r,a)
∂r
∂F (r,a)
∂a
.
The proof of the lemma is completed. 
Based on Lemma 2.4, we have the following estimate on |u|.
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Lemma 2.5. For p ∈ (1,∞), suppose u = Ph[φ] and u(0) = 0, where φ ∈
Lp(Sn−1,Rn). Then
(2.17) |u(x)| 6 Gp(|x|)‖φ‖Lp
in Bn, where Gp is the mapping from Theorem 1.1 and it is smooth in (0, 1) with
Gp(0) = 0 . The inequality is sharp.
Proof. Let p ∈ (1,∞) and q be its conjugate. For any x ∈ Bn and a ∈ Rn, it follows
from the assumption u = Ph[φ] and u(0) = 0 that
u(x) =
∫
Sn−1
(Ph(x, η)− a)φ(η)dσ(η).
If x = ren for some r ∈ [0, 1), then by using Ho¨lder’s inequality, we have
(2.18) |u(x)| ≤
(∫
Sn−1
|Ph(ren, η)− a|qdσ(η)
)1/q
‖φ‖Lp = Φq,r(a) · ‖φ‖Lp
for any a ∈ R, where Φq,r(a) is the mapping from (2.14).
If for any r ∈ [0, 1), x 6= ren, then we choose a unitary transformation A such
that A(|x|en) = x. For y ∈ Bn, let W (y) =: u(A(y)). Then by [8, Theorem 5.3.5],
we have
W = Ph[φ] ◦ A = Ph[φ ◦ A].
Since ‖φ ◦ A‖Lp = ‖φ‖Lp, by replacing u with u ◦ A and replacing φ with φ ◦ A,
respectively, the similar reasoning as above shows that (2.18) holds true.
Further, for r ∈ [0, 1) and q ∈ (1,∞), by (1.2), (2.14) and Lemma 2.4, we get
min
a∈R
Φq,r(a) = Φq,r(a
∗) = Φq,r
(
a(r)
)
= Gp(r).
This, together with (2.18), implies that (2.17) holds true. Further, by Lemma 2.4
and (2.15), we know that Gp(0) = 0 and Gp(r) is smooth in (0, 1).
Now, we show that the inequality (2.17) is sharp. Since u(0) = 0 and Gp(0) = 0,
then the equality in (2.17) holds for x = 0. If x ∈ Bn\{0}, let
(2.19) φx(η) = |Ph(x, η)− a(|x|)|q/psign
(
Ph(x, η)− a(|x|)
)
in Sn−1 and define
ux(y) = Ph[φx](y)
in Bn. It follows from (2.1) and (2.16) that for any ρ = |x| ∈ (0, 1),
F
(
ρ, a(ρ)
)
=
∫
Sn−1
(
Ph(x, η)− a(ρ)
)|Ph(x, η)− a(ρ)|q−2dσ(η) = 0.
Therefore, ux(0) = Ph[φx](0) = F
(
ρ, a(ρ)
)
= 0, and so, for any y ∈ Bn,
ux(y) = Ph[φx](y) =
∫
Sn−1
(
Ph(y, η)− a
)
φx(η)dσ(η).
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Let y = x. Then by spherical coordinate transformation (1.2) and (2.19), we get
ux(x) =
∫
Sn−1
|Ph(x, η)− a(ρ)|qdσ(η) =
∫
Sn−1
|Ph(ρen, η)− a(ρ)|qdσ(η)
=
(∫
Sn−1
|Ph(ρen, η)− a(ρ)|qdσ(η)
)1/q
‖φx‖Lp = Gp(|x|)‖φx‖Lp,
which means that (2.17) is an equality for ux at x. The sharpness of inequality
(2.17) follows. 
Lemma 2.6. For p ∈ (1,∞], suppose u = Ph[φ] and u(0) = 0, where φ ∈
Lp(Sn−1,Rn). Then
(2.20) ‖Du(0)‖ 6 2(n− 1)α
1
q
q ‖φ‖Lp,
where αq =
Γ[n2 ]Γ[
1+q
2 ]√
piΓ[n+q2 ]
. The inequality is sharp.
Proof. Let φ = (φ1, . . . , φn) and u = (u1, . . . , un). For r ∈ [0, 1) and i ∈ {1, . . . , n},
the similar reasoning as in the proof of [3, Lemma 4.3] shows the gradients
∇ui(ren) =
∫
Sn−1
∇Ph(ren, η)φi(η)dσ(η),
where
∇Ph(ren, η) =
2(n− 1)(1− r2)n−2((1− r2)(η − ren)− ren|η − ren|2)
|η − ren|2n .
Then for any ξ ∈ Sn−1, we have
Du(0)ξ =
(〈∇u1(0), ξ〉, . . . , 〈∇un(0), ξ〉)T = 2(n− 1)
∫
Sn−1
〈η, ξ〉φ(η)dσ(η),
where T is the transpose. Since
max
ξ∈Sn−1
∣∣∣∣
∫
Sn−1
〈η, ξ〉φ(η)dσ(η)
∣∣∣∣ ≤ maxξ∈Sn−1
(∫
Sn−1
|〈η, ξ〉|qdσ(η)
)q
‖φ‖Lp
=
(∫
Sn−1
|ηn|qdσ(η)
)q
‖φ‖Lp
= α
1
q
q ‖φ‖Lp,
where η = (η1, . . . , ηn) ∈ Sn−1. Therefore,
‖Du(0)‖ = max
ξ∈Sn−1
|Du(0)ξ| ≤ 2(n− 1)α
1
q
q ‖φ‖Lp.
To prove the sharpness of inequality (2.20), for any i ∈ {1, . . . , n}, let
φ(η) = |ηi|
q
p · sign(ηi).
Then u = Ph[φ] is a mapping from B
n into R. By using spherical coordinate trans-
formation, we obtain
u(0) =
∫
Sn−1
φ(η)dσ(η) =
∫
Sn−1
|ηn|
q
p ·
(
χ
S
n−1
+
− χ
S
n−1
−
)
dσ(η) = 0
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and
|∇u(0)| = 2(n− 1) · max
ξ∈Sn−1
∣∣∣∣
∫
Sn−1
〈η, ξ〉φ(η)dσ(η)
∣∣∣∣
≥ 2(n− 1)
∣∣∣∣
∫
Sn−1
〈η, ei〉φ(η)dσ(η)
∣∣∣∣ = 2(n− 1)α 1qq ‖φ‖Lp.
So the sharpness of (2.20) follows. 
The following two results are some properties of Gp.
Lemma 2.7. For p ∈ (1,∞), Gp : [0, 1) → [0,∞) is a increasing diffeomorphism
with Gp(0) = 0, where Gp is the mapping from Theorem 1.1
Proof. By (1.2), it is easy to see that Gp(0) = 0. In order to prove limr→1− Gp(r) =
∞, we let u ∈ Hp(Bn,Rn) \ H∞(Bn,Rn). Then (1.1) yields that φ ∈ Lp(Sn−1,Rn) \
L∞(Sn−1,Rn). These, together with, Lemma 2.5, imply that Gp(r) is smooth in
(0, 1) and
(2.21) sup
r∈[0,1)
Gp(r) >
supx∈Bn |u(x)|
‖φ‖Lp =∞.
Claim 2.3. For p ∈ (1,∞), Gp is strictly increasing in [0,1).
For p ∈ (1,∞), r ∈ (0, 1) and η ∈ Sn−1, define
φ∗(η) =
|Ph(ren, η)− a(r)|q/psign(Ph(ren, η)− a(r))(∫
Sn−1
|Ph(ren, η)− a(r)|qdσ(η)
) 1
p
.
Then ‖φ∗‖Lp = 1. For y ∈ Bn, we let u∗(y) = Ph[φ∗](y). By replacing ux with u∗ and
replacing φx with φ∗, respectively, the similar reasoning as in the proof of Lemma
2.5 shows that u∗(0) = 0 and Gp(r) = |u∗(ren)|. Further, (1.3) and ‖φ‖Lp = 1 imply
that Gp(r) ≥ max|x|≤r |u∗(x)|. Therefore,
Gp(r) = max|x|≤r
|u∗(x)| = |u∗(ren)|.
Since u∗(0) = 0, by calculations, we get
u∗(ren) =
(∫
Sn−1
|Ph(ren, η)− a(r)|qdσ(η)
)1
q
.
Obviously, u∗ is not a constant function in any disk Bnρ = {x ∈ Bn : |x| < ρ}, where
ρ ∈ (0, 1). Therefore, the maximum principle (cf. [8, Theorem 4.4.2(a)]) implies
that for any 0 < r < s < 1,
|u∗(0)| = Gp(0) < Gp(r) = max|x|≤r |u∗(x)| < max|x|≤s |u∗(x)| = Gp(s).
Hence Gp is a strictly increasing function in [0,1). This, together with (2.21), implies
that limr→1Gp(r) =∞. The proof of the lemma is completed. 
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Lemma 2.8. For p ∈ (1,∞) and r ∈ [0, 1), Gp(r) is derivable at r = 0 and
G′p(0) = 2(n− 1)α
1
q
q ,
where αq is the constant from Lemma 2.6.
Proof. Let u = Ph[φ], where φ ∈ Lp(Sn−1,R) and u(0) = 0. Then for any x ∈ Bn,
(2.22) u(x) = ∇u(0)x+ o(x),
where o(x) is a vector satisfying lim|x|→0+
|o(x)|
|x| = 0. Then (2.22), together with the
fact u ∈ C2(Bn,R), implies that
|∇u(0)| = |〈∇u(0), ξ0〉| = lim
r→0+
|u(rξ0)|
r
,
where ξ0 =
∇u(0)
|∇u(0)| . Further, by Lemma 2.5, we know that for any x ∈ Bn,
|u(x)| ≤ Gp(r)‖φ‖Lp,
where r = |x| and Gp(r) is a smooth mapping in (0, 1). Then
(2.23) |∇u(0)| = lim
r→0+
|u(rξ0)|
r
= lim inf
r→0+
|u(rξ0)|
r
≤ lim inf
r→0+
Gp(r)
r
‖φ‖Lp.
Let q = p
p−1 , and for η = (η1, . . . , ηn) ∈ Sn−1, define
φ∗(η) = α
− 1
p
q |ηi|
q
p · sign(ηi),
where i ∈ {1, . . . , n}. Obviously, ‖φ∗‖Lp = 1. By the similar reasoning as in the
proof of Lemma 2.6, we know that the mapping u∗ = Ph[φ∗] satisfies u∗(0) = 0 and
|∇u∗(0)| = 2(n− 1)α
1
q
q .
This, together with (2.23), yields
(2.24) 2(n− 1)α
1
q
q = |∇u∗(0)| ≤ lim inf
r→0+
Gp(r)
r
,
On the other hand, since Lemma 2.7 tells us that Gp(r) is a increasing diffeomor-
phism in (0, 1) with Gp(0) = 0, then for x ∈ Bn\{0} and η ∈ Sn−1, we define
φ∗x(η) =
(
Gp(r)
)− q
p · |Ph(x, η)− a(r)|q/psign
(
Ph(x, η)− a(r)
)
where r = |x|. Obviously, ‖φ∗x‖Lp = 1. By the similar reasoning as in the proof of
Lemma 2.5, we know that the mapping u∗x(y) = Ph[φ
∗
x](y) satisfies u
∗
x(0) = 0 and
u∗x(x) = Gp(r).
Then for x ∈ Bn\{0}, by replacing u with u∗x in (2.22), we obtain
(2.25) Gp(r) =
∣∣u∗x(x)∣∣ = ∣∣〈∇u∗x(0), x〉+ o(x)∣∣.
Further, for x ∈ Bn\{0}, by Lemma 2.6, we have
|∇u∗x(0)| ≤ 2(n− 1)α
1
q
q .
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This, together with (2.25), yields
lim sup
r→0+
Gp(r)
r
= lim sup
r→0+
∣∣∣∣
〈
∇u∗x(0),
x
|x|
〉∣∣∣∣ ≤ 2(n− 1)α 1qq .(2.26)
By (2.24) and (2.26), we have
G′p(0) = lim
r→0+
Gp(r)
r
= 2(n− 1)α
1
q
q .
The proof of the lemma is completed. 
As a corollary of our main result, we establish the following counterpart of [4,
Corollary 2.3].
Corollary 2.1. Suppose u = Ph[φ] with φ ∈ L2(Sn−1,Rn). Then
‖Du(0)‖ 6
√
2(n− 1)
√
‖u‖22 − |u(0)|2.
Proof. Let w(x) = u(x)− u(0). Then w = Ph[φ− u(0)] and
‖φ− u(0)‖22 = ‖φ‖22 + |u(0)|2 − 2
∫
Sn−1
〈φ(η), u(0)〉dσ(η) = ‖φ‖22 − |u(0)|2.
Then by (1.1) and (1.4), we get
‖Du(0)‖ = ‖Dw(0)‖ ≤
√
2(n− 1)‖φ− u(0)‖2 =
√
2(n− 1)
√
‖u‖22 − |u(0)|2,
as required. 
3. Special cases
3.1. The case p = ∞. For any x ∈ Bn, let A be an unitary transformation such
that A(ren) = x, where r = |x|. Since u(0) = 0 and u = Ph[φ], we have
u(x) = u(A(ren)) =
∫
Sn−1
(
Ph
(
A(ren), η
)− (1− r2)n−1
(1 + r2)n−1
)
φ(η) dσ(η).
For any η ∈ Sn−1, let ξ = A−1η. Then
|u(x)| ≤ ‖φ‖L∞
∫
Sn−1
∣∣∣∣Ph(ren, ξ)− (1− r2)n−1(1 + r2)n−1
∣∣∣∣ dσ(ξ)(3.1)
= ‖φ‖L∞
∫
S
n−1
+
(
Ph(ren, ξ)− (1− r
2)n−1
(1 + r2)n−1
)
dσ(ξ)
+‖φ‖L∞
∫
S
n−1
−
(
(1− r2)n−1
(1 + r2)n−1
− Ph(ren, ξ)
)
dσ(ξ)
= Uh(ren) · ‖φ‖L∞ ,
where Uh is the mapping in Theorem 1.1. By letting
φ(η) = C · sign
(
Ph
(
ren, A
−1η
)− (1− r2)n−1
(1 + r2)n−1
)
,
in Bn, we obtain the sharpness of (3.1), where C is a constant.
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Further, by Lemma 2.6, we obtain that the inequality (1.4) holds for p =∞ and
this inequality is also sharp.
Next, we discuss the property of G∞. It follows from (3.1) that
G∞(r) =
∫
Sn−1
|Ph(ren, η)− a∗|dσ(η) = Uh(ren),(3.2)
where a∗ = (1−r
2)n−1
(1+r2)n−1
. Obviously, G∞(0)=0. For x ∈ Bn, since Uh(x) is a hyperbolic
harmonic mapping, we see that G∞(r) = Uh(ren) is differentiable in [0,1). Moreover,
by replacing φ∗ = χSn−1
+
− χ
S
n−1
−
and u∗ = Uh, respectively, the similar reasoning as
in the proof of Claim 2.3 shows that G∞(r) is an increasing diffeomorphism in [0,1).
Since (1.1), (3.1) and (3.2) yield
1 ≥ sup
r∈[0,1)
Uh(ren) = sup
r∈[0,1)
G∞(r) ≥ ‖Uh‖H
∞
‖χ
S
n−1
+
− χ
S
n−1
−
‖L∞ = 1,
we see that limr→1− G∞(r) = 1. Therefore, G∞ maps [0, 1) onto [0, 1).
In the following, we compute the values of Uh(ren) (or G∞(r)), where r ∈ [0, 1).
By using spherical coordinate transformation, we obtain that
Uh(ren) = (1− r2)n−1
Γ(n
2
)√
piΓ(n−1
2
)
∫ pi
0
sinn−2 θ
(1 + r2 − 2r cos θ)n−1 (χSn−1+ − χSn−1− ) dθ.
Elementary calculations lead to∫ pi
0
sinn−2 θ
(1 + r2 − 2r cos θ)n−1 (χSn−1+ − χSn−1− ) dθ
=
∫ pi
2
0
(
sinn−2 θ
(1 + r2 − 2r cos θ)n−1 −
sinn−2 θ
(1 + r2 + 2r cos θ)n−1
)
dθ
=
1
(1 + r2)n−1
∞∑
k=0
∫ pi
2
0
sinn−2 θ cosk θdθ ·
( −(n− 1)
k
)
· ((−1)k − 1) · ( 2r
1 + r2
)k
,
where ( −(n− 1)
k
)
=
(−1)kΓ(k + n− 1)
k!Γ(n− 1) .
Since ∫ pi
2
0
sinn−2 θ cosk θdθ =
Γ(1+k
2
)Γ(n−1
2
)
2Γ(n+k
2
)
(cf. [9, Page 19]), then
Uh(ren) =
2r(1− r2)n−1Γ(n
2
)√
pi(1 + r2)nΓ(n− 1)
∞∑
k=0
Γ(k + 1)Γ(2k + n)
Γ(k + n+1
2
)(2k + 1)!
(
2r
1 + r2
)2k
.
By Legendre’s duplication formula (cf. [9, Page 24]), we get
Γ(2k + n)
(2k + 1)!
=
22k+n−1Γ(k + n
2
)Γ(k + n
2
+ 1
2
)√
pi(2k + 1)!
=
2n−1Γ(k + n
2
)Γ(k + n
2
+ 1
2
)√
pi · (3
2
)k · k!
.
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Therefore,
Uh(ren) =
2nr(1− r2)n−1Γ(n
2
)
pi(1 + r2)nΓ(n− 1)
∞∑
k=0
Γ(k + 1)Γ(k + n
2
)Γ(k + n
2
+ 1
2
)
Γ(k + n+1
2
) · (3
2
)j · k!
(
4r2
(1 + r2)2
)k
,
which, together with the fact Γ(k + α) = (α)k · Γ(α) for any α > 0, implies that
Uh(ren) =
2nr(1− r2)n−1Γ2(n
2
)
pi(1 + r2)nΓ(n− 1)
∞∑
k=0
(1)k(
n
2
)k
(3
2
)kk!
(
4r2
(1 + r2)2
)k
=
2nr(1− r2)n−1(Γ(n
2
)
)2
pi(1 + r2)nΓ(n− 1) 2F1
(
1,
n
2
;
3
2
;
4r2
(1 + r2)2
)
.
The following table shows first few functions Uh(ren), where r ∈ [0, 1).
n 2 3 4 5
Uh(ren)
4
pi
arctan r 2r
1+r2
4r(1−r2)
pi(1+r2)2
+ 4
pi
arctan r 3r+2r
3+3r5
(1+r2)3
Table 1. Value of Uh(ren).
3.2. The case p = 2. In this case we deal with the extremal problem
G2(r) =
(
inf
a∈R
∫
Sn−1
|Ph(ren, η)− a|2dσ(η)
)1/2
.
By [3, Equality (2.6) and Theorem G], we obtain that∫
Sn−1
|Ph(ren, η)− a|2dσ(η)
=
∫
Sn−1
P 2h (rN, η)dσ(η) + a
2
∫
Sn−1
dσ(η)− 2a
∫
Sn−1
Ph(ren, η)dσ(η)
= (1− r2)2n−2F
(
2n− 2, 3n− 2
2
;
n
2
; r2
)
+ a2 − 2a.
So a∗ = 1 and(
inf
a
∫
Sn−1
|Ph(ren, η)− a|2dσ(η)
)1/2
=
√
(1− r2)2n−2 · F
(
2n− 2, 3n− 2
2
;
n
2
; r2
)
− 1.
This, together with (2.17), implies that
|u(x)| ≤ G2(r) · ‖φ‖Lp = ‖φ‖Lp
√
(1− r2)2n−2 · F
(
2n− 2, 3n− 2
2
;
n
2
; r2
)
− 1.
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3.3. The case p = 1. In this case we have
G1(r) = inf
a∈R
sup
η∈Sn−1
|Ph(ren, η)− a|
for any r ∈ [0, 1). Since
max
η∈Sn−1
Ph(ren, η) =
(1 + r)n−1
(1− r)n−1 and minη∈Sn−1 Ph(ren, η) =
(1− r)n−1
(1 + r)n−1
,
we easily conclude that
a∗ =
1
2
(
(1 + r)n−1
(1− r)n−1 +
(1− r)n−1
(1 + r)n−1
)
and G1(r) =
1
2
(
(1 + r)n−1
(1− r)n−1 −
(1− r)n−1
(1 + r)n−1
)
.
Observe that G1(r) = |Ph(ren, en) − a∗| = |Ph(ren,−en) − a∗|, and this fact is
important to construct the minimizing sequence. Obviously, G1(r) is an increasing
diffeomorphism from [0, 1) onto [0,∞). Then for any x ∈ Bn with |x| = r, we have
|u(x)| ≤ G1(r) · ‖φ‖L1 = 1
2
(
(1 + r)n−1
(1− r)n−1 −
(1− r)n−1
(1 + r)n−1
)
‖φ‖L1.(3.3)
This, together with the fact u(x) = Du(0)x+ o(x), implies
‖Du(0)‖ ≤ lim sup
x→0
|u(x)|
|x| ≤ lim supr→0+
G1(r)
r
‖φ‖L1 = 2(n− 1)‖φ‖L1.(3.4)
Now, we show the sharpness of (3.3) and (3.4). For i ∈ Z+, η ∈ Sn−1 and x ∈ Bn,
we let
φi(η) =
χΩi(η)
2‖χΩi‖L1
−
χΩ′i
(η)
2‖χΩ′i‖L1
and ui(x) = Ph[φi](x),
where Ωi = {η ∈ Sn−1 : |η− en| ≤ 1i } and Ω
′
i = {η ∈ Sn−1 : |η+ en| ≤ 1i }. Obviously,
‖φi‖L1 = 1,
∫
Sn−1
φi(η)dσ(η) = 0 and ui(0) = 0.
By elementary calculations, we get
lim
i→∞
ui(x) = lim
i→∞
∫
Sn−1
(Ph(x, η)− a∗)
(
χΩi(η)
2‖χΩi‖L1
−
χΩ′i
(η)
2‖χΩ′i‖L1
)
dσ(η)(3.5)
= lim
i→∞
∫
Sn−1
|Ph(x, η)− a∗|
(
χΩi(η)
2‖χΩi‖L1
+
χΩ′i
(η)
2‖χΩ′i‖L1
)
dσ(η).
Claim 3.1. For any r ∈ [0, 1),
lim
i→∞
∫
Sn−1
|Ph(ren, η)− a∗| · χΩi(η)‖χΩi‖L1
dσ(η) = G1(r).
Observe that
lim
i→∞
|Ph(ren, η)− a∗| · χΩi(η) = G1(r).
Then for any ε > 0, there exists a positive integer m1 = m1(ε) such that for any
i ≥ m1, ∥∥Ph(ren, η)− a∗| · χΩi(η)−G1(r)∣∣ < ε.
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Since
∫
Sn−1
χΩi(η)
‖χΩi‖L1
dσ(η) = 1, then for any i ≥ m1 and r ∈ [0, 1),∣∣∣∣
∫
Sn−1
|Ph(ren, η)− a∗| · χΩi(η)‖χΩi‖L1
dσ(η)−G1(r)
∣∣∣∣
=
∫
Sn−1
∥∥Ph(ren, η)− a∗| · χΩi(η)−G1(r)∣∣ · χΩi(η)‖χΩi‖L1 dσ(η) ≤ ε,
which means that the claim is true.
The similar reasoning as in the proof of Claim 3.1 shows that
lim
i→∞
∫
Sn−1
|Ph(ren, η)− a∗| ·
χΩ′i(η)
‖χΩ′i‖L1
dσ(η) = G1(r).
This, together with (3.5), Claim 3.1 and the fact ‖φi‖L1 = 1, shows that
lim
i→∞
|ui(x)| = G1(r) lim
i→∞
‖φi‖L1 .
The sharpness of (3.3) follows.
Further, since the similar reasoning as in the proof of Claim 3.1 implies
lim
i→∞
∫
Sn−1
|ηn| · χΩi(η)‖χΩi‖L1
dσ(η) = lim
i→∞
∫
Sn−1
|ηn| ·
χΩ′i(η)
‖χΩ′i‖L1
dσ(η) = 1,
then by similar similar arguments as in the proof of Lemma 2.6, we get
lim
i→∞
‖∇ui(0)‖ ≥ lim
i→∞
2(n− 1)
∣∣∣∣
∫
Sn−1
〈η, en〉φi(η)dσ(η)
∣∣∣∣
≥ 2(n− 1) lim
i→∞
∫
Sn−1
|ηn| ·
(
χΩi(η)
2‖χΩi‖L1
+
χΩ′i
(η)
2‖χΩ′i‖L1
)
dσ(η)
= 2(n− 1) lim
i→∞
‖φi‖L1,
which shows the sharpness of (3.4).
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