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Abstract
SpikeProp, which is proposed by Bohte, is a kind of spiking neural networks. Booij extends it to handle multiple spikes. As a result,
SpikeProp can perform transformation of spike sequences. On the other hand, a problem is arose: it requires much computation
time. In this article, we solve the problem by approximation: approximate the spike response function by a polynomial. For
approximation, we take care of two issues: (1) minimize approximation error on the ascending slope, (2) smoothly decrease to
zero. We show the eﬀectiveness of the approximation by simple experiments. With the approximated spike response function, we
reduced computation time of less than one tenth of the original model without degrading training ability and generalization ability.
c© 2016 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of KES International.
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1. Introduction
Recently, spiking neural networks (SNNs) attract many researchers attention1. They are based on the fact that
biological neurons communicate by using electrical spikes and perform time series signal processing. Since they are
inspired from the mechanism of the human brain, they would perform human-friendly information processing. SNNs
consist of spiking neurons, which represent information by spikes, i.e., spike density or spike time. Representing
information by spike time is preferred than the method by spike density in the point of view of response speed2.
There are various learning methods for SNNs that encode information by spike time3. Bohte et al. proposed
SpikeProp, which is a kind of multi-layer spiking neural networks and its learning algorithm to adjust timing of the
ﬁrst spike based on the error back propagation algorithm4. It outputs only one spike per one output unit. In other
words, SpikeProp network cannot perform time series signal processing. Booij et al. extended SpikeProp to emit
multiple spikes for each unit5. And, Matsumoto et al. improve the training algorithm to suppress redundant output
spikes6. As a result, SpikeProp can perform time series signal processing, such as a transformation from a spike
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Fig. 1. Typical network structure
sequence to a desired spike sequence. On the other hand, another problem is arose. The problem is long computing
time. To perform a spike sequence transformation, we operate SpikeProp networks for a long time. The computing
time of SpikeProp is increased by the number of spikes, which have already occured. Therefore, it takes too much
time to perform a spike sequence transformation.
In this article, we discuss methods to solve the problem by approximating behavior of each unit. Especially, we
focus on the spike response function which composes the inner potential of each unit. Since behavior of each unit is
deeply related to network behavior, we also discuss the training ability and regularization ability of trained networks
with approximated units.
2. SpikeProp
SpikeProp is a feedforward network of spiking neurons (units) and its training algorithm. It expresses information
by timing of spikes. Inputs and outputs for networks are spike sequence. Booij’s SpikeProp model by adding the
capability to handle multiple spikes on each connection. In this section, we simply explain Booij’s SpikeProp and
point out its problem.
2.1. Network structure and behavior
Fig.1 shows a typical SpikeProp network. To simplify discussion, we treat three-layer networks as showed in Fig.1,
though the learning algorithm for SpikeProp networks requires only feedforward network. Each connection consists
of sub-connections that have individual delay and weight. Here, all weights are adjusted by training, and delays are
ﬁxed values.
Each unit emits spikes based on the spike response model (SRM). Unit i ﬁres when its activity xi reaches threshold
θ. Here activity xi is deﬁned as follows:
xi(t) =
∑
t fi ∈Fi
κ(t − t fi ) +
∑
j∈Γi
∑
t fj ∈F j
m∑
k=1
wki j(t − t fj − dk), (1)
(t) =
⎧⎪⎪⎨⎪⎪⎩
0 (t < 0)
exp
(
− t
τm
)
− exp
(
− t
τs
)
(t ≥ 0) , (2)
κ(t) =
⎧⎪⎪⎨⎪⎪⎩
0 (t < 0)
−θ exp
(
− t
τr
)
(t ≥ 0) . (3)
(t) and κ(t) are the spike response function and the function for refractoriness. τm, τs and τr are time constants for
each exponential. θ is the threshold for ﬁre each unit. When the activity xi(t) reaches to the threshold θ, the unit i
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emits a spike and its activity falls to zero. F j and t
f
j are the set of spike time of unit j and spike time of f th spike on
unit j. Γi is the set of presynaptic units for unit i. wki j, d
k and m are the weight for the kth sub-connection from unit i
to unit j, the delay on kth sub-connection and the number of sub-connections.
Booij et al. proposed the training algorithm5 that minimizes the output error:
E =
1
2
∑
p∈P
∑
j∈J
fˆ j∑
f=1
(
tp, fj − tˆp, fj
)2
. (4)
P is the set of teacher patterns. J, f j and t
f
j are the set of output units, the number of desired spikes for unit j, and
desired spike time of the f th spike on unit j.
Matsumoto et al. proposed AWD (adaptive weight decay)6, which is an extension of the training algorithm to
suppress redundant output spikes. Consequently, we can get SpikeProp network that performs spike sequence trans-
formation.
2.2. Problem of SpikeProp
To perform spike sequence transformation, we would operate SpikeProp networks for a while. It reveals SpikeProp
networks problem: it takes too much time to compute network response. The problem is caused by following two
issues.
The ﬁrst issue is exponential functions in activities. The exponential function is an important component of the
spike response function (t) and the function for refractoriness κ(t): (t) has two exponentials, and κ(t) has one. It
requires considerable computational cost than other operations (addition, subtraction, multiplication and division).
Consequently, calculating the output of SpikeProp networks need considerable computational cost. Fig.2 shows the
average computing time for various operations. It shows computing time of addition, subtraction, multiplication,
division, square root, and exponential for 100,000 cycles. We used Java(jre1.8.0 66) and an Intel CPU (Core i5-
3470). The computational time for exponential is more than 70 times longer than others. To compute the activity, these
functions are calculated many times (the number of spikes that are fed to the unit). Since connections of SpikeProp
networks consist of plural sub-connections, the number of spikes is multiplied by the number of sub-connections. It
aggravates the problem.
The second issue is that the spike response function keeps a positive value after t > 0. The number of the spike
response functions to be calculated is monotonously increased. It is equal to the cumulative number of spikes. The
longer operation time is, the more the cumulative number of spikes is.
In the next section, we discuss a method to solve the problem.
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Fig. 2. Computing time for various operations
1189 Koya Kawanishi et al. /  Procedia Computer Science  96 ( 2016 )  1186 – 1192 
3. Approximating spike response function
To solve the problem, we should decrease the computational cost of exponential functions. There are two methods:
table lookup and approximation. Table lookup is an eﬀective method to decrease the computational cost of complex
functions. It needs a table that keeps values for representative points. The table lookup method requires a large table
because original spike response function keeps a positive valuse after t > 0. Also, when considering parallel distribute
processing, it may be diﬃcult to cope with both a few tables and high computing speed. On the other hand, the
approximation does not have the problem caused by lookup tables because it does not require any table. So, we adopt
approximating spike response function with simple function such as four arithmetic operations.
4. Strategy for approximation
As showed in ﬁg.2, computational time for four arithmetic operations is less enough. Therefore, we try approximate
the spike response function by a polynomial.
First, we investigate import parts of the spike response function, which has much eﬀect on output. We checked all
spike response functions that are used to perform certain spike sequence transformation. Table 1 shows the frequency
of time (t for (t)) when an unit ﬁred. We divided time by 9 points (A–I) as showed in ﬁg.3: A is the time for 0.1max,
B is for 0.368max, C is for 0.632max, D is for 0.9max, and E is for the peak(max). F–J are deﬁned in a similar
manner. Here, the experimental setting is same to the section 5.
Table 1 shows the ratio of the number of spike response functions that the corresponding unit is ﬁred at the speciﬁed
time for three cases. This result indicates that most spike are produced on the ascending slope of spike response
functions. By increasing the interval between input spikes to output spikes, ratios before the point E are decreased.
But, even for the case C, 70% of spike response functions are contributed to ﬁring on the ascending slope. Therefore,
we minimize the approximation error for the ascending slope. We use following conditions for the approximate
function ∗(t): ∗(0) = 0 and it has the same local maximum to the original spike response function (t).
Table 1. Ratio of spike time for each spike response function
0–A 0–B 0–C 0–D 0–E 0–F 0–G 0–H 0–I all
Case A 4.5 16.9 34.5 64.0 90.8 99.7 100.0 100.0 100.0 100.0
Case B 2.9 11.4 24.8 50.4 80.4 98.5 100.0 100.0 100.0 100.0
Case C 2.1 8.2 18.9 41.6 72.0 96.3 100.0 100.0 100.0 100.0
0
100%
90%
63.2%
36.8%
10%
A
B
C D E F G H I
Fig. 3. Ranges of time for the investigation of ﬁre time
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Fig. 4. original and aproximating spike response function.
Next, we discuss other requirement for approximation. As mentioned in section 2.2, keeping positive value is
another problem. To solve the problem, we use the condition for the approximate function ∗(t):
∃t > 0, ∗(t) = 0 and
d
dt
∗(t) = 0. (5)
Consequently, we deﬁned approximate function ∗(t) as follows:
∗(t) = − max
(1 − n)n−1Tpn t
(
t − nTpn−1
)
(6)
n is the maximum degree of polynomial, max is the maximum of original spike response function, Tp is the time for
the maximum of original spike response function (point E on the ﬁg. 3). Fig. 4 shows the original spike response
function and spike response functions approximated as polynomial by 3rd degree, 5th degree and 7th degree.
5. Experiments
We conducted two experiments to discuss the inﬂuence of approximating spike response function ∗(t). In the
subsection 5.2, we discuss the computing time. In the subsection 5.3, we discuss the training ability and regularization
ability.
5.1. Experimental setup
We use four spike response functions: polynomials of 3rd, 5th and 7th degree approximation, and original model.
The training patterns are based on iris problem, which is a famous benchmark problem for pattern classiﬁcation. We
encode iris patterns by spike timing: each input feature is normalized into the range [0, 6] and output classes are
represented by an early spike of corresponding output unit. We also use a bias input that feeds input spike at t = 04.
By varying interval between input spikes and output spikes, we prepare three training pattern sets: case A, B and C
(see table 2). Each pattern set have 75 patterns (25 patterns for 3 classes). We train networks by AWD method6. We
regard training as succeeded if the output error E is less than 2.0 and there are no redundant output spikes. If the
number of training cycles reaches to 10,000, we regard the training as failed.
Parameters for network and training are shown in table 3. We use an original simulator developed in Java language
and Intel CPU (Core i5-3470).
5.2. Computing time
In this subsection, we evaluate the acceleration of computing time.Fig.5 show the average computing time. It is the
average of 10 networks that are succeeded training. Since the number of all spikes in a network tends to be decreased
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Table 2. Iris benchmark problem encoded with spike time.
Output patterns
Input patterns Case A Case B Case C
1.3 3.8 0.4 0.3 10 15 15 13 18 18 16 21 21
: : : : : : : : : : : : :
4.3 2.8 4 3.5 15 10 15 18 13 18 21 16 21
: : : : : : : : : : : : :
3.2 2 3.9 4.3 15 15 10 18 18 13 21 21 16
Table 3. Parameters for experiments
Network structure Spike response function AWD
The number of input units 5 τm 10.0 ρH 0.002
The number of hidden units 8 τs 5.0 ρL 0
The number of output units 3 τs 10.0 ηH 0.05
The number of sub-connections Nsc 8 ηL ηH/4
Interval of delay(dk − dk−1) 1 Eth 225
Thresholdθ 7 Eth 105
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Fig. 5. calculation time when ﬁrst learning and ﬁnishe learning using each spike response function.
by progress of training, we measured time at the ﬁrst stage and the last stage of the training. Regardless of the degree
of the approximation, computation time is reduced to less than one tenth of the original model. It is a great success to
reduce computational time.
5.3. Training ability and regularization ability
In this subsection, we evaluate whether approximation spike response function has a possibility of degrading the
training ability and regularization ability.Table 4, 5, and 6 show the result. We evaluate training ability by successful
training rate and average training cycles. We evaluate generalization ability by recognition rate which is a successful
classiﬁcation rate for 75 patterns that are not used to train the network. They are the result of 100 trials from diﬀerent
initial weights. There is not any signiﬁcant diﬀerence (p < 0.05) on these results. It implies that approximation does
not degrade network characteristics.
6. Conclusion
In this paper, we aimed to reduce the computing time for SpikeProp networks. We focused on exponential functions
in the spike response function. We approximate the spike response function by a polynomial. For approximation, we
take care of two issues: (1) minimize approximation error on the ascending slope, (2) smoothly decrease to zero. With
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Table 4. Training and recognition performance (Case A)
Polynomial Original
3rd 5th 7th model
Successful learning rate[%] 63 61 61 52
Average learning cycles[cycle] 2,598 3,144 3,262 2,879
Recognition rate[%] 92.6 92.7 92.4 93.1
Table 5. Training and recognition performance (Case B)
Polynomial Original
3rd 5th 7th model
Successful learning rate[%] 52 42 45 35
Average learning cycles[cycle] 2,618 2,832 2,711 2,114
Recognition rate[%] 92.6 91.6 92.5 92.2
Table 6. Training and recognition performance (Case C)
Polynomial Original
3rd 5th 7th model
Successful learning rate[%] 13 18 12 10
Average learning cycles[cycle] 3,482 2,907 2,700 4,452
Recognition rate[%] 90.2 90.3 89.9 91.5
approximated spike response function, we succeeded to reduce computing time without degrading other performance.
In future, we discuss the best approximated spike response function.
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