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Over the last five years, a vertical shock tube at the Technical University of the 
Netherlands, Eindhoven Campus (TU/e), has been used by Colorado School of Mines 
students to study the propagation of acoustic waves in porous rock samples, and to 
determine the relationship between the attributes of these waves and the petrophysical 
properties of the rocks.  The slow compressional wave (P-wave) has been experimentally 
measured with these shock tube experiments in natural rock samples.  The slow P-wave 
has been shown to have a relationship with the permeability of the rocks.  However, 
previous attempts to measure the existence of the slow P-wave in rocks with 
permeabilities lower than 200 mD have failed.  The research described by this thesis used 
a new experimental design to measure the slow P-wave directly inside rock samples 
rather than in the gap between the sample and the shock tube wall as done in previous 
experiments.  This new experimental design effectively isolated the measurement of the 
pore pressures, and enabled us to characterize the effects of the gap. Successful 
measurements were made on two cores of Big Hum sandstone with permeabilities of 136 
mD and 169 mD taken from a deepwater Gulf of Mexico well. 
 These experiments were mathematically modeled using a 2½-dimensional 
(cylindrically symmetrical) FORTRAN code based on Biot’s equations written by 
 
 iv
researchers at Keldysh Institute for Applied Mathematics in Moscow.  This code has been 
modified by CSM, and was used to model my experimental setups and investigate the 
slow P-wave phenomena in my samples.  My modeling results agreed well with the 
measured velocities, but the amplitude of the various waves still cannot be predicted 
consistently.  Moreover, the KIAM code did not reproduce the diffusive behavior of the 
slow P-wave below the critical frequency, which is the boundary between diffusive and 
wave propagation of the slow P-wave. 
 My experiments successfully measured the pressure effects of the slow P-wave in 
my samples, in spite of the fact that they were below this critical frequency.  These 
results show that it is possible to record the diffusive phenomena of the slow P-“wave” 
even in low permeability rock, where it does not behave as a propagating wave.  
Measurements taken inside the sample, when compared to measurements taken in the gap 
between the sample and shock tube wall, showed that there is an additional pressure 
increase recorded in the gap likely due to the expansion of the sample.  Although results 
are encouraging, a broader range of more consistent measurements will be required 
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 As the existence of large and relatively easy-to-find hydrocarbon reservoirs has 
dwindled in the last few decades, the oil industry has become increasingly reliant on 
advances in technology to remain economically viable.  The need for accurate reservoir 
characterization is of ever increasing importance, and precise characterization of 
petrophysical parameters, especially permeability, is vital.  As an insightful geoscientist 
once observed, “No one really cares about the rocks - we only really care about the fluids 
in the rocks and how we can get them out!” (Dr. Mike Batzle)  Field permeability 
measurements can be derived from well test and logs, however all of these methods have 
severe limitations.  Even the best modern logging techniques such as Nuclear Magnetic 
Resonance rely on inferred measurements and have various limitations, such as inability 
to measure fracture-induced permeability and inaccuracies in carbonate rocks.  This 
recognized need for an alternate and perhaps more accurate technique is the impetus 
behind this investigation into the slow compressional wave and its relationship with 
permeability.  The propagation of the slow P-wave depends directly upon permeability, 
among other petrophysical parameters, and therefore offers the potential for a direct 
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method of permeability characterization.  A technique for measuring the slow P-wave 
using a wireline formation tester for early prediction of permeabilities in a borehole was 
patented by Peeters (1999). 
 
1.2 Background and problem statement 
 The most generally accepted theory of frequency-dependent wave propagation is 
the one proposed by Maurice Biot in two papers published in the 1950s (Biot, 1956a; 
Biot, 1956b).  During the decades following the original publication, Biot’s theory 
incurred much criticism, and attempts at experimental verification were met with limited 
success.  Of particular interest to most was Biot’s prediction of the existence of a second 
or “slow” compressional wave excited in poroelastic materials.  The existence of this 
wave was not experimentally confirmed until the early 1980s (Plona, 1980), and was not 
measured in natural rock cores until the mid 1990s (Kelder & Smeulders, 1997; Kelder, 
1997).  Numerous follow-up investigations have been conducted into the behavior and 
properties of the slow P-wave, most of which were designed to confirm or question the 
validity of Biot’s theories.  Since 1992 however, research involving the slow P-wave has 
taken a more practical turn – investigating its relationship with permeability.  Various 
attempts to relate permeability to measured acoustic waves have been made in the past 
few decades (Cheng & Cheng, 1996; Burns, et al., 1988; Gibson & Toksoz, 1990; Cheng 
& Tang, 2004), although none of these dealt specifically with the slow P-wave.   




Figure 1.1: Schematic of the shock tube including dimensions. 
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One of the most successful techniques for measuring the slow P-wave has been 
the use of a vertical shock tube.  The shock tube is a hollow steel cylinder about 8 meters 
tall consisting of three sections: at the top, a high pressure section, a middle section at 
atmospheric pressure, and a water-filled measuring section (Figure 1.1).  A plastic 
membrane separating the high pressure section from the rest of the tube can be 
electronically burned, instantaneously creating a shock front which propagates downward 
in the tube.  The fluid wave created in the measuring section by the sharp, high energy 
pulse from the release of the high pressure section in the shock tube provides a much 
better source for exciting the slow P-wave than traditional piezoelectric sources.  A fully 
water-saturated rock core sample is placed in the bottom section for measurements.  The 
shock wave created by the release of the high pressure from the top section is linearized 
into a steep ramp compressional wave when it hits the water in the measuring section.  
This ramp compressional wave in turn excites the various normal incidence modes of 
acoustic waves in the core sample.  Piezoresistive pressure transducers placed in the wall 
of the measuring section record the passage of acoustic waves through the sample.  This 
technique has been used with good success in several experiments (Brown, 2002; Kelder, 
1997; Wisse, 1999; Smeulders, 1992), but also has several limitations. 
 The first limitation is the existence of a small (~1 mm) water-filled gap between 
the measuring surface of the transducer and the sample itself.  Questions about potential 
errors introduced into the measurement by the existence of this gap to date have been 
adequately answered by neither experimentation nor by mathematical modeling.  The 
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presence of this gap does not influence the measurement of some attributes of the slow P-
wave (e.g., travel time or velocity), but it introduces measurement errors when one 
records attributes such as amplitude.  North (2002) conducted two-dimensional modeling 
of previous shock tube experiments using a Fortran modeling code, based on modified 
Biot’s equations, developed by mathematicians at the Keldysh Institute of Applied 
Mathematics in Moscow (KIAM) (Plyushchenkov & Turchaninov, 2000).  His results 
showed the existence of these errors, but he was unable to accurately quantify their 
effects on the data because the modeling code uses only one frequency in each 
calculation, while the pressure ramp source in the shock tube has a bandwidth of 1 to 100 
kHz (North, 2002).   
The second limitation of previous shock tube experiments was the inability to 
detect the slow wave in rock cores with permeabilities less than 200 mD (Brown, 2002).  
Several potential reasons arise for this second limitation, among them the rapid 
attenuation and diffusive nature of the slow wave in low permeability mediums and 
energy losses in the gap.  For these reasons it was necessary to try to remove the gap 
effect from the pressure measurements, and measure solely the response of the pore 
pressure within the core. 
 
1.3 Goals and approach of this research 
 This research was conducted with several specific goals in mind:  first, to measure 
the slow P-wave in rocks with permeabilities less than 200 mD, which previously had 
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been the detection limit; second, to mathematically model and/or experimentally 
characterize the effects on the recorded slow P-wave of the fluid-filled gap between the 
samples and measuring transducers; and finally, to integrate the information obtained 
with that of previous experiments in the shock tube to develop a relationship between the 
attributes of the slow P-wave and the permeability of the medium.  Many producing 
reservoirs have permeabilities in the 1 – 200 mD range, making knowledge of the 
behavior of the slow P-wave in this range essential to the ultimate goal of this research.   
 To address the first goal I cut two sections of three-inch core from a six-inch Big 
Hum sandstone core taken from the deepwater Gulf of Mexico Brazos Block Unocal A-
105 well. These cores had permeabilities of 135 mD and 146 mD respectively, and were 
used in the shock tube experiments to measure the slow P-wave.  In order to 
experimentally characterize the effects of the gap on previous experiments, a new 
experimental setup was developed, which placed the transducers inside the sample and 
eliminated the gap effect entirely.  Measurements were taken on the two Big Hum 
sandstone cores using this new technique, as well as on a Berea sandstone core with a 
permeability of 200 mD, which had been previously used in experiments by Brown 
(2002), using the original transducer configuration.  Measurements on the Berea sample 
were intended to allow a direct comparison of the new measuring configuration with 
previous experiments recorded with the gap in place.  These experiments were 
mathematically modeled using the same 2½-D KIAM code used to model prior shock 




BRIEF REVIEW OF BIOT THEORY 
 
 
2.1 Introduction to Biot’s theory 
 The most widely accepted modern theory of acoustic wave propagation in 
poroelastic materials was put forth by Maurice Biot, a brilliant scientist and prolific 
author, in two papers published in 1956 (Biot, 1956a; Biot, 1956b).  Biot was the first to 
develop a complete theory for acoustic wave propagation in porous elastic solids, which 
he accomplished by coupling equations governing elastic wave propagation and fluid 
flow.  Biot’s theory predicts both high and low frequency regimes, and he published it 
originally in two parts.  The first part describes the dynamics at low frequencies and the 
second part at high frequencies, which are fundamentally different.  What he defined as 
“high” and “low” frequency domains depends on the rock and fluid properties, and will 
be discussed later in this chapter.  Biot found that at low frequencies the system acts as a 
unit, with in phase motion occurring in both the solid frame and the saturating pore 
fluids.  In this low frequency range, an incident compressional wave obliquely striking 
the surface of a poroelastic solid creates both a compressional wave and a shear wave.  At 
high frequencies, the motion of the solid frame is decoupled from the motion of the pore 
fluids, resulting in the excitation of two compressional waves and a shear wave in the 
 8 
medium.  The first compressional wave propagates through the in-phase motion of the 
pore fluids and the solid matrix.  The second compressional wave propagates solely 
through the out-of-phase motion of the pore fluids.  This resulting second wave travels 
through the medium with a velocity always slower than the velocity of a compressional 
wave in the pore fluids, because its path of travel must be along the tortuous pore 
network.  The velocity and characteristics of this second compressional wave, or slow P-
wave, are strongly dependent on the permeability and tortuosity of the medium, as well as 
the viscosity of the pore fluid.  It is this slow P-wave and its relationship to the limiting 
parameter of permeability that my research attempts to quantify.    
 
2.3 Biot’s equations 
 The incident compressional wave front in the shock tube experiments arrives at 
normal incidence (parallel to the sample surface).  Thus, no shear waves are observed in 
the system, and for the sake of simplicity, I will not attempt to cover the Biot’s equations 
governing the propagation of shear waves.  North (2002) covered Biot’s theory for 
compressional waves in a very thorough yet concise manner.  Therefore I will follow 
closely his layout of the governing equations to cover the basics required to understand 
the theory underlying this research. 
 The most important addition to Biot’s theory by later researchers was the 
recognition that certain parameters in Biot’s equations are themselves dependent on 
frequency.  The permeability and tortuosity of the system are dependent on frequency.   
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Johnson et al., (1987) first introduced the concept of frequency dependent permeability 
and tortuosity into Biot’s equations to more correctly describe the system dynamics.  His 
formulation of Biot’s equations governing compressional waves for the homogeneous 
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in which u is the solid displacement and U is the fluid displacement.  The parameters P, 
Q, N, and R describe the elastic modulii of the system, and the terms ρij describe the 
densities in the system.  There is a scaling factor bF(ω) which allows the equations to be 
valid for all frequencies.  The density terms in equations (2.1) and (2.2) can be found in 
the following manner: 
 
sρφρρ )1(1211 −=+                                                  (2.3) 
fφρρρ =+ 1222                                                     (2.4) 
fφραρ )1(12 −−= ∞                                                  (2.5) 
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where ρs is the density of the solid matrix, ρf is the density of the saturating fluid, φ  is the 
porosity of the medium, and α∞ is the high frequency limit of the tortuosity.  Using the 
relationship given by equation (2.5), simple substitution allows us to rewrite equations 
(2.3) and (2.4) giving us ρ11, ρ22, and ρ12 in terms of known material properties.   
 
fs φραρφρ )1()1(11 −+−= ∞                                          (2.6) 
fφραρ ∞=22                                                       (2.7) 
 The remaining unknowns in equations (2.1) and (2.2) are the modulii terms P, Q, 
R, and N.  The relationships of these parameters to known material properties were 
developed by Johnson et al. (1987), Stoll (1974), and Geertsma (Geertsma & Smits, 
1961), and can be written in the following manner: 
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where G is the matrix shear modulus, Kb is the matrix bulk modulus, Ks is the grain bulk 
modulus, and Kf is the fluid bulk modulus.  When the relevant density, tortuosity, and 
elastic modulii are known, it is in principle possible to solve equations (2.1) and (2.2) for 
the fluid and solid displacements. 
 
2.3 Modified Biot’s equations used for modeling 
 The authors of the mathematical modeling code used in my research chose to 
formulate Biot’s equations in a different manner.  Plyushchenkov and Turchaninov 
(2000) wrote their code for a laterally symmetrical inhomogeneous case, and chose to 
express the governing equations in terms of the ui and wi, which are the solid and fluid 
velocities respectively, rather than in terms of displacements.  The latter was used by Biot 
(1956a; 1956b) in his original papers and by Johnson et al. (1987), as shown in equations 
(2.1) through (2.11).  The following equations are written exactly as they are formulated 































t uuGuP ∂+∂⋅+∂+∂−−=∂ δλχσ                     (2.15) 
 12 







=∂ ,                                                  (2.16) 
P is the dynamic pore pressure, φ  is the porosity, σij is the (i,j) component of the full 
waveform stress tensor, and the value vi is the relative velocity between the fluid and the 
solid given by the following equation: 
 
)( iii uwv −=φ                                                     (2.17) 
 
The density term ρ is the combined density of solid and fluid given by: 
 
fs φρρφρ +−= )1(                                                  (2.18) 
 
The tortuosity term α∞ is again the high frequency limit of the dynamic tortuosity, and the 
parameter β is expressed in terms of the grain and fluid bulk modulii: 
 
sf KK
χφφβ −−+= 1                                                  (2.19) 
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The value χ is the bulk cementation factor, χµ is the shear cementation factor, µs is 
the grain shear modulus, and λ, K, and G are the Lame parameters of the medium which 
are given by the following equations: 
 
sb KK χ=                                                       (2.20) 
sG µχµ=                                                        (2.21) 
GK
3
2−=λ                                                      (2.22) 
 
δij is the Kronecker delta function, and Fifr is the friction force between the matrix and 
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The value M is known as the similarity parameter, and was shown by Johnson 
(Johnson et al., 1987) to be equal to one in most cases, and η is the viscosity of the 
saturating fluid.  The value ωib is the critical frequency, also known as the Biot crossover 
frequency.  It is the frequency at which the viscous effects of the fluid and the effects of 
the solid geometry have approximately the same amount of influence on the attenuation, 
resulting in the greatest losses in the system.  It is this frequency that defines the high and 
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low permeability ranges, and thus determines the behavior of the slow P-wave.  Above 
this frequency solid geometry dominates, and the slow P-wave acts as a propagating 
wave. Below this frequency, the viscous effects of the pore fluid dominate, and the slow 
P-wave behaves more like a diffusive phenomenon.  The critical frequency can be 





φηω                                                   (2.24) 
 
 Equations (2.12) through (2.24) give the basis of the mathematical modeling code 
used in my research. 
 
2.4 About frequency dependent parameters 
 As stated previously, the addition of frequency dependent dynamic properties to 
Biot’s theory is critical.  Here are the equations expressing the permeability )(~ ωk  and 
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The low frequency limit of the dynamic permeability is the steady-state permeability 
normally given in scientific literature.  The high frequency limit of the dynamic tortuosity 
is the parameter α∞ often listed for tortuosity. 
 
2.5 Assumptions of Biot’s theory 
 The assumptions behind Biot’s theory must be understood before conclusions can 
be drawn from any of this research.  This particular listing is taken from Attenborough 
(1982), Kelder (1997), and North (2002). 
• The medium is isotropic, relatively homogeneous, and of uniform porosity. 
• The wavelengths are large relative to the pore size. 
• Scattering caused by individual matrix grains can be ignored. 
• All pores are assumed to be interconnected (i.e., there are no isolated pores). 
• Small displacements in the solid and fluid are necessary for linearity of the 
equations to hold. 
• The fluid portion of the system does not transmit or react to shear components in 
the solid portion. 
• The matrix is wholly elastic and isotropic. 
• The effects of any thermo-elastic and chemical reactions are ignorable. 
• The system is adiabatic 
• Mechanical interactions between the matrix and pore fluid are ignorable. 





REVIEW OF PREVIOUS EXPERIMENTS AND MODELING 
 
 
3.1 Overview of previous research 
 The goal of this research is to investigate the possible link between permeability 
and the attributes of the slow P-wave.  In order to accurately characterize any such link, 
one must first measure the slow P-wave in rocks with as broad a spectrum of 
permeabilities as possible.  The first attempts to do this were a series of measurements in 
the shock tube by two former students of CSM’s Center for Petrophysics, who worked in 
the Fluid Dynamics Laboratory at Eindhoven University in the Netherlands.  The first 
round of measurements was made in 1999 by Steensma (Brown, et al, 2000), and the 
second in 2000 by Brown (Brown, 2002).  Both sets of data were modeled by Brown 
using a 1-D Fortran modeling code originally written by Wisse (Wisse, 1999; Brown, 
2002) and later by North using a 2½-D Fortran modeling code purchased from the 
















Lyons 0.32 9.5 4285 2696 
Fox Hills** 97 24.2 1241** 654** 
Berea 200 19 3670 2170 
Other 401 24 3187 2005 
Bentheimer 2740 22 -- -- 
Glass Bead 900000 31 -- -- 










Lyons 2.65 2 19.26 22.99 
Fox Hills 2.48 -- 10.32 24.43 
Berea 2.65 2 10.3 15.7 
Other 2.64 -- 10.61 12.66 
Bentheimer 2.62 2.4 – 2.9 8 17.0 
Glass Bead 2.71 2.7 -- -- 
 
 
Table 3.2.1: Petrophysical parameters of samples used in the shock tube by Brown and 
Steensma (after Brown, 2002).   
 
                                                 
* Steady-state air permeability measured with a point permeameter belonging to the CSM Petroleum  
  Engineering Department. 
** These velocity values were taken from Brown (2002), and appear to be much lower than expected. 
*** The measured tortuosities (α) appear to be low considering that α=F∗φ with F~1/φ2, which would give           
      expected values of α≈5, where F is the formation factor and φ is the porosity (φ≈0.20). 
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3.2 Previous CSM shock tube experiments 
 The samples used in the shock tube experiments by Brown and Steensma varied 






Figure 3.1: Shock tube experiments for measurement of transmitted fast and slow P-
waves using rubber coated samples with one recessed transducer below the 


























addition to natural rock cores, a fused glass bead pack sample was used by Brown in the 
summer of 2000.  The sample called “Other” in Table 3.2.1 is a sample of unknown 
origin that was chosen for its uniform properties.  The permeability, as well as porosity, 
fast compressional wave velocity, shear wave velocity, grain density, tortuosity, bulk 
modulus, and shear modulus of each sample are listed. 
 Without belaboring here the details of the experiments, which will be covered in 
later chapters, I will cover the successes and limitations of these earlier experiments.  
Brown successfully measured the slow P-wave in fully water-saturated natural rock cores 
using transducers placed along the wall of the shock tube.  However, in these 
experiments, the slow P-wave was only measured in the Berea sandstone and other high 
permeability cores (permeabilities ≥ 200 mD).  The slow P-wave was undetectable in all 
cores with permeabilities lower than 200 mD. 
 Attempts were made to measure the slow P-wave in different scenarios in addition 
to the fully water-saturated case.  The slow P-wave was also measured using samples 
coated with rubber to eliminate any gap effect whatsoever between the sample and the 
shock tube wall.  Two transducers were placed underneath the sample, one flush against 
the bottom of the sample, and one recessed slightly in the base of the shock tube (Figure 
3.1).  Taking the difference between the waves recorded by these two transducers gives a 
very good indication of the presence of the slow P-wave.  The transducer in contact with 
the sample recorded the coupled effects of matrix strain and pore pressure fluctuations, 
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while the recessed transducer recorded primarily the pore pressure fluctuations.  Because 
the fast P-wave is caused by the coupled effect of matrix strain and pore fluid pressures, 
and the slow P-wave effects are present only in the pore fluid pressures, the subtraction of 
the two signals gives an indication of the de-coupling that occurs with the arrival of the 
slow P-wave (Brown, 2002). 
 In addition to the successes described above, several other cases were run which 
gave inconclusive results.  Measurements made on partially saturated core samples failed 
to detect the presence of the slow P-wave, further evidencing the extremely rapid 
attenuation of the slow P-wave in the presence of gases which give the transmitting 
medium a high compressibility (Smeulders, 1992).  An attempt was also made to measure 
the effect of fractures on the slow P-wave by comparing results from a fractured and an 
unfractured Berea sandstone core.  Results from this test were inconclusive, because the 
effect was not unique, and did not warrant further testing. 
 It was of interest to measure the matrix strain in the shock tube as well as the pore 
pressures.  Attempts were made to measure the matrix strain using small semiconductor 
strain gauges on the surface of the sample, but grounding problems made the results 
unusable.  Additional experiments attempting to measure the seismo-electric effect by 
placing platinum electrodes inside of and on the surface of one of the samples met with 
more grounding problems.  Brown (2002) explains the results of these attempted 
electrical measurements as follows: 
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Data collected with the electrodes were plagued with inconsistencies and 
results that were not reproducible.  As a consequence, all of the data 
collected were interpreted as nothing more than electrical noise.  With 
hindsight, it is now realized that this experiment was destined to fail.  This 
is due to the fact that the shock tube is a highly conductive metal pipe 
connected to ground for safety purposes. In order to be successful, any 
future seismo-electric experiments would have to be carried out on 




Figure 3.2: 1-D modeled data from 2.74 Darcy and 3.74 Darcy rock and Bentheimer 













1-D modeled slow 
Fast wave arrivals 
Bentheimer Slow  
wave arrival 
Bentheimer 1-D Model k=3.74D 1-D Model k=2.74D
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3.3 1-D and 2½-D modeling 
 The 1-D modeling code used by Brown was successful in predicting the velocities 
of the fast and slow P-waves in the shock tube, but failed to accurately predict the 
pressure amplitudes seen in the shock tube measurements.  Initial 1-D modeling also 
predicted changes in the slow P-wave caused by changing petrophysical parameters.  The 
modeling runs by Brown (2002) predicted an increase in the diffusive nature of the slow 
P-wave with decreasing steady state permeability, saturating fluid density, and tortuosity.  
Figure 3.2 shows a comparison of measured and modeled results for the Bentheimer 
sandstone used by Brown.  Note the close agreement of arrival times, but large 
discrepancy in amplitudes. 
North (2002) used a 2½-D FORTRAN modeling code based on Biot’s theory 
(KIAM modeling code).  This code was originally written to model acoustic logging tools 
in borehole and was modified by North to more accurately model the shock tube 
experiments and attempt to better predict the amplitudes and characterize the gap effects 
on the shock tube experiments.  Using the KIAM modeling code, North was able to show 
that the gap effects qualitatively explained the discrepancies in amplitude between the 
measured slow P-waves in the shock tube and the 1-D modeled slow P-waves.  However 
due to limitations in the code and extensive processing times, no accurate quantification 
of the gap effect was reached, although North was able to show that the difference 
between the pressure in the gap and the pore pressure in the center of the sample could be 
as high as 300%.  The model was also unable to confirm the expected reduction in the 
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SAMPLE SELECTION AND SAMPLE PROPERTIES 
 
 
4.1 Sample selection 
 One of the advantages of using the shock tube to measure the slow P-wave is that 
the shock tube can hold large samples, up to 7.6 cm wide and 0.6 m long, that give results 
that are more representative of real world measurements than the conventional 
measurements with piezoelectric transducers on 1” (2.5 cm) by 2” (5.1cm) samples.  
However, in order to obtain quality results, the sample must be homogeneous on a much 
larger scale than is required for conventional core plugs.  Not only must the samples be a 
sandstone relatively free of clay content and of a very uniform character with regard to 
their petrophysical parameters (little or no anisotropy, fracturing, or layering), but they 
must also be of sufficient size.  The shock tube has an inner diameter of 77 mm, making 
the use of three-inch (~76 mm) diameter core samples ideal for minimizing any gap 
between the sample and the shock tube wall.  The relative velocities of the fast and slow 
compressional waves also place a constraint on the length of sample that can be used in 
the shock tube.  The cores must be long enough to extract a sample in which the high 
amplitude reflected fast P-wave that arrives from the bottom of the sample does not mask 
the arrival of the slow P-wave.  As a general rule, most measurements in the shock tube 
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require a three-inch diameter core sample of at least 10-12 cm in length.  Finding samples 
that fit all the criteria is difficult below the 200 mD mark, and several of the available 
samples were ruled out due to insufficient size or inhomogeneity.  Samples considered 
 
 
Figure 4.1:  Core samples used in the June 2003 shock tube experiments. 
 
Big Hum #2 Big Hum #1 Berea #1 
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for use in my experiments but eventually discarded included several large blocks of 
“Indiana limestone” (which I strongly suspect is mislabeled Berea sandstone due to the 
presence of quartz grains and lack of response to an acid test) stored at the Earth 
Mechanics Institute at Colorado School of Mines, and several smaller sandstone blocks 
and cores stored in the Rock Sample Preparation Lab in the Geophysics department at 
CSM. 
 
4.2 Sample properties 
 Two samples were cut from what was originally a six-inch core from the Unocal 
A-105 well in the Brazos Block area of the deepwater Gulf of Mexico; this core is 
currently held in the Rock Sample Preparation Lab in the Green Center at Colorado 
School of Mines.  The cores were taken from two separate sand layers in the Big Hum 
formation at depths of 13,992 feet (4,264.8 m) and 13,969 feet (4,257.8 m), and were 
machined into cylinders with a three-inch diameter to fit snugly in the 77 mm interior 
diameter of the shock tube.  These cores were cut to lengths of 13.2 cm and 14.3 cm.  For 
the rest of this paper I will refer to these core samples as Big Hum #1 and Big Hum #2 
respectively.  Further details and petrophysical parameters of the two Big Hum cores can 
be seen in Table 4.2.1 on the next page. 
A Berea sandstone core used in previous shock tube experiments by Brown 
(2002) was also selected for use in my experiments.  This core was called Berea #1 in 
Brown’s reports, and therefore I will refer to it by the same name in this paper for the 
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sake of consistency.  The objective of using a repeat sample with the new experimental 
configuration that eliminates the effect of the gap was to calibrate my measurements to 
previous experiments, and to experimentally obtain information on the effect of the gap 


















Big Hum #1 169 20.9 2394 -- 2.63 
Big Hum #2 137 20.3 2885 -- 2.63 


















Big Hum #1 2.6* 14.16 4.58 12.4 0.354 
Big Hum #2 2.5* -- -- -- -- 
Berea #1 2* 15.7 10.3 -- -- 
 
Table 4.2.1: Petrophysical parameters of Berea & Big Hum samples 
 
Following the conclusion of the experiments, a full petrophysical analysis of each 
of the cores was carried out by Karel Heller at the Dietz Lab at the Technical University 
                                                 
∗ The measured tortuosities (α) appear to be low considering that α=F∗φ with F~1/φ2, which would give 
expected values of α≈5, where F is the formation factor and φ is the porosity (φ≈0.20). 
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of the Netherlands, Delft Campus (TU Delft).  Measurements of the following 
petrophysical parameters were done on two core plugs taken from cuttings of the Big 
Hum #2 sample and one core plug taken directly from the Big Hum #1 sample: porosity, 
permeability, tortuosity, formation factor, fast P-wave velocity.  Grain density, Young’s 
modulus, and Poisson’s ratio were measured on one core plug from the Big Hum #2 
sample.  Permeability given is steady state air permeability obtained by measuring the 
pressure gradient and volume flow rate of air through rubber jacketed core plugs.  Grain 
densities and porosities were measured using the standard dry and water-buoyant weight 
comparison method.  Fast P-wave velocities were measured by exciting the fast P-wave 
with a pressure transducer at one end of the sample and recording the arrival time with a 
transducer placed at the opposite end.  Electrical resistance measurements were used to 
first determine the formation factor F, and tortuosity was obtained by multiplication of 
the formation factor with the porosity.  The bulk modulus was obtained by using its 
mathematical relationship to the fast P-wave velocity, while Young’s modulus and 
Poisson’s ratio were determined by measuring stress and strain on plugs taken from the 
samples.  For further details, I refer the reader to Wisse (1999) or Kelder (1997) for a 
detailed discussion of the techniques used to measure the above parameters.  Properties 
for the Berea sandstone were measured by Brown (2002).  Table 4.2.1 gives a full listing 
of the petrophysical parameters of each of the three samples used in the experiments.   
 Two large cores of Rotliegendes sandstone from Germany with permeabilities 
close to 50 mD were obtained from RWE-DEA through the efforts of Joachim Ströbel 
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during the experiments conducted in May/June 2003.  However, they arrived too late to 
machine the samples to fit into the shock tube.  These samples are available for use in 
future experiments, but care should be taken to determine if the apparent layering is 
simply a color variation or whether it represents changes in the petrophysical parameters.  
Analysis by petrophysicists at RWE-DEA indicates that variation in the amounts of 
oxidation is responsible for the visual layering, and that the petrophysical parameters 
remain relatively uniform throughout the samples.  If this is also the case for the acoustic 
properties, measurements on these samples could provide important additional 
information to this research.  Table 4.2.2 shows the measured petrophysical properties of 
the available Rotliegendes sandstone cores.  These two cores are stored in the Fluid 
Dynamics Lab at the Technical University of the Netherlands, Eindhoven Campus, along 





















Rotliegendes -- 38 25 -- 
 





SHOCK TUBE EXPERIMENTS 
 
 
5.1 The shock tube 
The aptly named “shock tube” was created as an experimental apparatus for 
investigations into the behavior of shock waves.  Most shock tubes built for researching 
shock phenomena are horizontal because standard gas phase experiments can be 
conducted more easily using this simple design.  There are few vertical shock tubes in 
existence, but those available are better for measurement of acoustic waves in water-
saturated rock cores.  The power and bandwidth of the source on a shock tube make it an 
ideal source for exciting the slow P-wave, and the stainless steel measuring section 
allows measurements to be made on water-saturated cores. 
 
5.2 Shock tube design and experimental procedure 
 The vertical shock tube used in my experiments is located in the Fluid Dynamics 
Laboratory at the Technical University of the Netherlands, Eindhoven Campus (TU/e).  
Hereafter the term “shock tube” will be used only in reference to the vertical shock tube 






Figure 5.1: View of the entire vertical shock tube in the Fluid Dynamics Lab at TU/e.  





Figure 5.2: The high pressure section of the shock tube.  The long bolts in the center of 
the photo can be removed and the top section pulled up to place in the plastic 









Figure 5.3 (upper right)):  
The measuring section of the shock tube.   
The two columns of knobs are the potential  
locations of measuring transducers in the 
 original setup.  On the table to the right of 

















Figure 5.4 (lower right): 
Close-up of the lowest couple of 
measuring locations on the shock tube.   
Note the bottom location of the right hand  
Column is fitted with the new connector  








into three sections (Figure 5.1).  The top 1.7 meters (the high pressure section, Figure 5.2) 
is initially separated from the rest of the tube by a plastic membrane.  Air is pumped into 
this section until the desired source pressure, in my experiments around 2 bars, is 
reached.  The plastic membrane rests against a circular copper electrode.  Sending a short 
high-current electrical pulse through this loop bursts the membrane, and creates a shock 
wave, which travels 5.2 meters down the length of the middle section (the low pressure 
section) of the tube.  The reason for the long length of the middle section is that it allows 
the shock front to fully develop before it reaches the measuring section.  The lower 1.1 
meters (the measuring section, Figures 5.3 & 5.4) of the vertical shock tube is made of 
stainless steel and holds a water-saturated core sample at its base.  As the shock wave hits 
the water in the lower section, it becomes effectively linearized into a steep ramp-like 
compressional wave.  The water depth in the measuring section is kept around one meter 
which allows the compressional wave front ample time to stabilize before hitting the core 
sample.  Measuring points for pressure transducers are available along the wall and on 
the bottom of the lower section to record the different wave modes excited in the sample 
(Figure 5.4).   
 Complete saturation of the sample is achieved by a multi-step process which can 
take several days to complete, depending on the character of the individual core sample.  
First, the sample is placed into the lower section of the shock tube, and this section is 
slowly filled from the bottom up with deionized water to allow air in the pores of the 
sample to be slowly pushed out as the water rises.  The air above the measuring section is 
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then evacuated by a pump for an hour, creating a vacuum which causes most of the 
remaining air bubbles to “boil” out of the water.  The last step in the process is to seal the 
shock tube and pump air into the middle section to raise the pressure in the shock tube 
well above atmospheric pressure.  The increased pressure causes any remaining trapped 
air bubbles in the core sample to shrink, driving them into solution.  The sample is left at 
this high pressure for a minimum of twenty-four hours, and, for low permeability rock, 
may be left to saturate at high pressure for several days.   
 
5.3 Original configuration of the measuring section 
 The shock tube is designed to allow measuring transducers to be screwed into two 
columns of threaded holes in the walls of the measuring section of the tube.  This limits 
the number of locations where measurements can be taken, and makes it nearly 
impossible to measure at the same relative locations (same distances from the top of the 
sample) on samples of different lengths.  This setup places the measuring surface of the 
transducers flush with the interior wall of the shock tube, creating a gap between the 
actual location of the measurement and the core sample.  Although this gap was generally 
only about one millimeter wide, it still created problems with recorded amplitudes 
(Figure 5.5). 
All previous experiments in the shock tube were run using the existing 
configuration and available transducers.  Several reasons were hypothesized for the 
failure to detect the slow P-wave in samples below 200 mD permeability.  The first 
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hypothesis was the existence of the gap in the measurements.  It is believed that the 
sample expands with the passing of each wave, reducing the gap size and creating an 
additional increase in pressure. The second was the sensitivity of the transducers.  The 
remaining hypothesized reasons for this inability to detect the slow wave at lower 
permeabilities were outside the realm of controlled experimental variables.  These 
reasons are the rapid attenuation and diffusive behavior of the slow wave at low 
permeabilities and possible nonlinear behavior from the interference of combined 
diffusive and wave-like control mechanisms below the critical frequency, which are not 
predicted by Biot’s theory, such as squirt-flow (Gurevich, 1995; Gurevich et al., 1997).  
In my experiments I attempted to correct for the first two possibilities (i.e., sample 
expansion and transducer sensitivity), and tried to determine if the latter two possibilities 
are feasible explanations. 
 
5.4 Reconfigured shock tube measuring section 
First, I addressed the issue of the gap between the measuring head of the transducers and 
core sample and the uniformity of measuring locations on samples.  The original Kistler 
transducers were mounted in such a way that they could be screwed into holes in the wall 
of the shock tube at designated locations along the measuring section (Figures 5.4 and 
5.6).  Because the length of samples used in measurements varied substantially, the 
measuring locations’ relative distances from the top of the sample as well as the number 
of possible measuring locations (the longer the sample the more potential measuring 
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locations were available) varied with each individual sample.  This made comparison of 
results between samples difficult at best.  To solve both of these issues in my design, each 
sample of the Big Hum sandstone was cut as long as possible then machined down to a 




















* Figure not to scale 0.077 m
Gap (~ 1 mm) 
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Five holes in which the new Endevco transducers could fit snugly were drilled at 
two centimeter intervals from the top of each core making regular measuring locations 
available at depths of 2, 4, 6, 8, and 10 centimeters from the top of the sample.  A small 
vertical trough was cut to keep the transducer wiring from being smashed between the 
sample and the shock tube wall (see Figure 4.1).  To isolate the measuring head of the 
transducers, the sides of the holes were threaded with epoxy, allowing the transducers to 
be screwed into the core sample leaving the measuring diaphragm open only to the pore 
fluids, and avoiding direct contact with the matrix material.  
This new setup removed the discrepancies in measuring locations between samples, and 
eliminated any effects of the gap on my measurements.  Unfortunately, it created another 
dilemma.  Since the new transducers were placed completely inside the samples, I had to 
develop a way to allow the wires from the transducers to run from inside the shock tube, 
out through one of the holes in the wall of the shock tube, while maintaining the integrity 
of the pressure seal within the shock tube during sample saturation and experimentation.  
The technicians at the Fluid Dynamics Lab at TU/e machined a two-part brass connector 
piece which solved the problem (Figures 5.7 and 5.8).  One part of the apparatus was 
designed to fit snugly into any of the original transducer locations along the wall of the 
shock tube, with a small hole in the center just large enough for the transducer wires to 
pass through.  The second piece screwed into the back of the first piece tightening down 
on an “O”-ring and a Teflon sealer piece in the center which created an effective pressure 








Figure 5.6: Reconfigured shock tube transducer configuration eliminating the 




























Figure 5.7: Schematic of the transducer setup showing details of how transducers are 
fixed in place in the sample and how the wires are run out of the shock tube 




Figure 5.8: Brass connector created to allow transducer wires to run out of the shock 

















* Figure not to scale 
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 Range       0- 200 bars 
 Overload      350 bars 
 Sensitivity      -5.5 pC/bar 
 Natural Frequency     400 kHz 
 Linearity      ≤ ±1% FSO 
 Acceleration Sensitivity    < 0.0001 bar/g 
 Operating Temperature Range   -196 – 200ºC 
 Temperature Coefficient of Sensitivity  < 2 x ºC-1 
 Weight      1.7 g 
 
Table 5.5.1: Technical specifications of Kistler 603B transducers. 
  
 Range       0- 7 bars 
 Overload      27.6 bars 
 Sensitivity      32.6 mV/bar 
 Natural Frequency     500 kHz 
 Linearity      ≤ ±0.1% FSO 
 Acceleration Sensitivity    0.00001 bar/g 
 Operating Temperature Range   -18 – 93ºC 
 Temperature Coefficient of Sensitivity  0.18 x ºC-1 
 Weight      2.3 g 
 




5.5 Pressure transducers and amplifiers 
 Next, I addressed the issue of recording transducer sensitivity in the experiments.  
The shock tube was originally fitted with Kistler 603B quartz pressure sensors for 
measurements at high frequencies.  The specifications for these transducers can be seen 
in Table 5.5.1.  To increase the measuring sensitivity compared to previous experiments 
in the shock tube, the original Kistler quartz transducers were replaced with 
piezoresistive measuring transducers which have a higher sensitivity.  The transducers 
chosen for these experiments were Endevco 8530C-100 piezoresistive transducers, which 
have sensitivities higher than the Kistler 603Bs.  The technical specifications for the 
Endevco 8530C-100s are given in Table 5.5.2.  The essential difference in the nature of 
the piezoresistive transducers used in my experiments (voltage output) and the 
piezoelectric transducers used in previous experiments (charge output) makes it difficult 
to directly compare their sensitivities. Suffice it to say that I chose the Endevco 8530C-
100 piezoresistive transducers for their very high measuring sensitivities. 
 The original Kistler transducers were paired with amplifiers and calibrated such 
that the conversion of output voltages to pressures was a unit ratio: one Volt equals one 
bar.  The new Endevco transducers were paired with two Tektronix voltage amplifiers 
and calibrated before and after each round of testing in the shock tube to ensure the 
integrity of the recorded amplitudes.  In order to calibrate the transducers after the shock 
tube was set up, it was sealed and air was pumped into the tube.  Output voltages for each 
transducer were recorded at atmospheric pressure and in 0.1 bar steps up to 1.0 bar above 
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atmospheric pressure, then in 0.2 bar steps up to 2.0 bars, and finally in 0.5 bar steps up 
to at least 3.0 bars above atmospheric pressure.  The resulting voltage/pressure pairs were 
plotted against each other, and a regression line fitted.  Figure 5.4 shows the results from 
one of the calibrations for each of the Endevco transducers used in the experiments.  The 
slope and zero offset of the regression line could then be used for converting output 
voltages to pressures during the experiments on the core samples. 
 
Calibration of Endevco 8530C-100 Transducers
y = 287.5x + 18.6
y = 323.6x + 15.1



















Endevco #1 Output (mV) Endevco #2 Output (mV)
Endevco #3 Output (mV) Linear (Endevco #3 Output (mV))
Linear (Endevco #1 Output (mV)) Linear (Endevco #2 Output (mV))
 
Figure 5.9: Calibration test of all Endevco transducers.  The slopes of the regression 
lines are the conversion factors from voltage to pressure, and the intercepts are 
the DC offsets of each transducer. 
 
 45
5.6 Data acquisition system 
 Signals from the transducers in the shock tube are recorded on an eight-channel 
LeCroy 6810 waveform recorder.  The LeCroy recorder is interfaced with a PC which 
runs a Windows-based acquisition software program called Acquire written in 2002, 
which I used in CENPET’s experiments for the first time.  Despite the eight available 
channels on the LeCroy, only four channels can be recorded on the acquisition software 
simultaneously, a fact which did not hamper my experiments, since none of my recording 
configurations used more than four transducers.  The acquisition program records the 
voltage output from the transducers as binary data, which must be converted to ASCII 
format for processing and analysis in Matlab.  The current acquisition software is 
different from the recording software available during earlier experiments (Brown, 2002), 
and is much more convenient in that recorded data may be preliminarily viewed in the 























Figure 5.10: Flow chart showing the acquisition and processing flow for data recorded 
in the shock tube. 
 
Transducers in the Shock Tube
LeCroy Waveform Digitizer
Acquire program on PC 
• Preview shot recordings 
• Convert binary files to ASCII format
Plot and Analyze in Matlab 
• Import data 
• Remove DC offsets 
• Apply transducer calibrations (convert to pressures) 







SHOCK TUBE DATA ANALYSIS 
 
 
6.1 Overview of shock tube experiments 
 During the experiments performed in May and June of 2003, the use of the shock 
tube was shared between my experiments and those of another researcher.  Consequently, 
the actual amount of time the shock tube was available for my work was limited, and the 
choice of measurements reflects the time constraints.  I attempted to configure the 
experiments in such a way that the amount of information obtained from each sample in 
the light of the ultimate goals was maximized.  All three samples chosen for my 
experiments are in the low permeability range in terms of the crossover frequency (ωc) 






=        (6.1) 
where φ  is porosity, η is fluid viscosity, α∞ is the high frequency limit tortuosity, ρf is the 
saturating fluid density, and ko is the dynamic permeability.  Below this frequency, the 
slow P-wave is diffusive and one expects small amplitudes.  Hence, I choose to start my 























































Table 6.1: Names of transducers and amplifiers used in my shock tube experiments. 
 
 Three different Endevco 8530C-100 piezoresistive transducers and two Kistler 
603B quartz pressure sensors were used in my experiments.  Three amplifiers, two 
Tektronix voltage amplifiers, and one amplifier loaned to us by the TU/e researchers 





Each of the Kistler transducers is paired with a specific amplifier for easy calibration of 
results.  These transducers are termed in Table 6.1.1 and will be referred to by these 
 
 
Figure 6.1: Configuration of air test shots.  Kistler #1 is the trigger and is located 49 cm 





Endevco #3 (sealed) 
Endevco #2 (sealed) 
















Gap ~.5 mm 
Berea #1 





names in the remainder of this paper.  Kistler #1 and Amp K1 were used as the triggering 
pair in all my experiments. 
 
6.2 Air saturated test shots 
 Before subjecting any of the samples to the entire saturation process, the 
transducers and amplifiers were tested in a series of air saturated measurements.  The  
 
 
Figure 6.2: Sample air test shot data. The slow P-wave recorded (top) at 2 cm into the 
sample, and (bottom) at 4 cm into the sample, showing the diffusive character at 






main purpose of these test shots was to select the amplification levels that best minimized 
the noise level of the Tektronix amplifiers (Amps 1 and 2 had an inherent noise level of 
+/- 2.5 mV), while maximizing the output voltage levels without any cropping of the 
signal. Amps 1 and 2 had the smallest dynamic recording range at +/- 5 V, making them 
the limiting factor in my recording.   Seven shots were recorded in the Berea #1 sample 
with Endevco #2/Amp 1 placed at 2 cm into the sample and Endevco #3/Amp 2 placed at 
4 cm into the sample (Figure 6.1).  The data recorded in these shots show the expected 
behavior of a low permeability sample in air.  Essentially what one sees is just the slow 
P-wave, although for this case, which is far below the crossover frequency due to the 
high kinematic viscosity of air, it acts as a diffusive expansion rather than as a wave. 
 From the air test shots it was determined that the highest amplification levels to 
which Amps 1 and 2 could be set without causing some clipping of the data was 20x.   In 
all further experiments in which these two amplifiers were used their amplification levels 
were set to 20x.  Each transducer and amplifier pair was calibrated in the shock tube to 
convert the output voltages to pressures for these air saturated measurements.  When 
necessary, transducers and amplifier pairs were recalibrated in later experiments.  It was 
also determined that one of the transducers should be paired with Amp 3 in all further 
experiments since it had a much lower signal-to-noise ratio (SNR) and a larger dynamic 







6.3 Berea #1 test measurement problems 
 The Berea #1 sample was the first of the three samples that I used in the shock 
tube.  The sample was placed in the shock tube with Endevco #3/Amp 3 at 2 cm below 
the sample surface, Endevco #2/Amp 1 at 4 cm below the sample surface, and Kistler 
#2/Amp K2 at 10.5 cm below the sample surface measuring in the gap (Figure 6.3).  The 
apparatus that was constructed to run the wires of the transducers through the wall of the 
shock tube (Figure 5.7 on page 30) was originally fitted with only the teflon piece and no 
“O”-ring.  In the experiments run before the “O”-ring was added, a small amount of 
water was noticed leaking from these connectors at the saturation pressure of 2 bars.  The 
pressure was lowered to 1.5 bars to stop this leakage and the sample was left to saturate at 
this pressure for 24 hours.  After the initial saturation period, five shots were recorded, at 
the following source pressures: two shots at 2 bars and one shot at 2.2 bars, 2.5 bars, and 
3 bars.  The data recorded in these shots looked faulty, especially the data recorded by the 
two Endevco transducers sealed into the sample (Figure 6.4). 
 These experiments were recorded on a Friday, and the sample had to be removed 
from the shock tube to allow another researcher to conduct experiments the following 
week, so further investigation of this sample was postponed.  Careful analysis of the 
available results indicated some air remained in the system, which accounts for the 
overall linear pressure increase seen in the recorded data (Figure 6.4).  The presence of 
this air was likely due to the lower saturation pressure, and prompted us to redesign the 









Figure 6.3: Setup for Berea #1 sample.  Kistler #1 is the triggering transducer and is 
located 49 cm above the base of the shock tube.  Kistler #2 is recording in the gap 




























Endevco #2 (sealed) 










Figure 6.4: Data from the Berea #1 sample.  Note that the pressures recorded inside the 






allowed all future samples to be saturated at the required pressures.  Slight ringing in the 
data is likely due to the presence of an air bubble trapped in the cavity next to the 
transducer measuring surface inside the sample.  Comparing the results from Kistler #2 
measuring in the gap and the two transducers measuring inside the sample (Endevco #2 
and #3) indicates that the air saturation of the sample is not uniform throughout, giving 
further credence to the theory that measurements in the gap do not give a true recording 
of the system dynamics within the sample.  The decision to move on to the Big Hum 
samples was made for the following reason: Brown (2002) had measured the slow P-
wave in the Berea #1 sample, and time constraints made it more important to try to 
measure the slow P-wave in samples of lower permeability. 
 
6.4 Big Hum #2 data 
 Big Hum #2 was chosen for the next round of measurements in the shock tube 
since it was longer and had higher permeability than Big Hum #1.  Ideally, each sample 
should have been recorded first with the transducers fixed in place and sealed into the 
sample, followed by measurements with the transducers in the same measuring locations 
but not fixed in place and open to the effects of pressure in the gap.  The comparison of 
these two different recordings would have given the best characterization of the 
experimental effect of the gap on the recorded pressures.  Unfortunately, I was only able 
to make one round of measurements on each of the Big Hum samples, so each 





 The Big Hum #2 sample was set up for measurements with the two Endevco 
transducers (Figure 6.5).  Endevco #3 was screwed into the threaded hole drilled at 2 cm 
below the sample surface so its measuring surface was isolated from the gap and paired 
with Amp 3 for recording.  Endevco #2 was paired with Amp 2 and placed into an 
unthreaded hole drilled into the sample 6 cm below the top of the sample leaving its 
measuring surface open to the gap between the side of the sample and the shock tube 
wall.  This setup would give us at least one transducer recording in the gap and one 
transducer recording pressure inside the sample for comparison, although they are at 
different positions in the sample.  Eight shots were recorded, of which two shots were 
recorded at each of the following source pressures: 1.5, 2.0, 2.5, and 3.0 bars. 
 Attenuation should cause the amplitudes to decrease with distance into the 
sample, making the amplitudes recorded at 6 cm into the sample lower than those 
recorded at 2 cm into the sample.  If fact, this is exactly opposite of what I observed in 
these experiments.  The pressures recorded by Endevco #2 measuring in the gap at 6 cm 
were higher during every measurement than the pressures recorded by Endevco #3 
measuring inside the sample at 2 cm.   This is the first experimental comparison ever 
done (although admittedly not quantifiable) of pore pressures measured inside the sample 
and pressures measured in the gap.  These results are contrary to the modeling of gap 
pressures done by North (2002).  North’s models indicated that the pressure inside the 
sample was usually higher than pressures measured in the gap. For some locations the 








Figure 6.5: Setup of Big Hum #2 measurements.  Kistler #1 is 49 cm from the base of the 
sample, and the sample height is 14.1 cm.  Measurements were taken at 2 cm 
































 Figure 6.6: Pressure recorded in Big Hum #2 using a 2 bar source. Solid line is the 
transducer measuring pore pressure at 2 cm into the sample, and the dashed line 
is the transducer measuring pressure in the gap at 6 cm below the sample top. 
 
sample.   My measurements confirm that there are some unresolved issues with the way 
the KIAM code models the gap, perhaps due to the inability of the code to model with a 
source with a broad frequency range (1 - 100 kHz), corresponding to the frequency 
content of the pressure step. 
 
Fast P-wave arrivals 







These experiments were successful in measuring the slow P-wave.  The arrival of 
the slow P-wave is best seen at 2 cm into the sample arriving at 262 microseconds.  It can 
also be seen at 6 cm, where it arrives close to 325 microseconds.  At 6 cm the arrival is 
very diffusive in nature and low in amplitude, making the exact arrival time difficult to 
pinpoint.  The amplitude also cannot be accurately determined, because the reflected fast 
P-wave arrives from the bottom of the sample around 345 microseconds, masking any 
additional pressure increase due to the slow P-wave. 
 
6.5 Big Hum #1 data 
 A small base plate 4.75 cm high which fits snugly into the shock tube was 
machined for samples to sit on inside the shock tube.  The height of the sample was 
raised in this manner to allow more transducer locations to be available in the walls of the 
shock tube.  The Big Hum #1 sample was placed on this plate in the shock tube for 
experimentation, which put the sample top at 18.95 cm from the base of the shock tube.  
This allowed us to use three measuring locations in this experiment.  Endevco #3/Amp3 
were screwed into the sample (i.e. – isolated from the gap) at 4 cm; Endevco #2/Amp1 
were screwed into the sample at 6 cm; and Kistler #2/Amp K2 were placed in the gap at 
3.95 cm below the sample surface (Figure 6.7).  This setup was designed to record the 
slow P-wave at distances further into the sample and to allow greater separation in time 
between the fast P-wave and the slow P-wave arrivals.  It also gave us transducers 






Figure 6.7: Setup of Big Hum #1 measurements.  Kistler #1 is 49 cm from the base of the  
sample, and the sample height is 13.2 cm.  Measurements were taken at 4 cm and 
6 cm inside the sample. 
 
 
were only 5 mm apart.  Although not exactly in the same location, this is close enough to 
give an excellent indication of any pressure discrepancies.  Once again, Kistler #1/Amp 





Endevco #3 (sealed) 
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 The measurements in Big Hum #1 with transducers in the sample at 4 cm and in 
the gap at 3.95 cm both showed the slow P-wave.  However, the data recorded at 6 cm 
into the sample did not show the slow P-wave.  If the slow P-wave was present, its 
amplitude was too small to be visually detectable. 
 Direct comparison of the measurements at 4 cm in the sample and 3.95 cm in the 
gap confirmed the results from the Big Hum #2 sample.  The amplitude of the pressure 
measured in the gap was again higher by about 0.5 bar than the amplitude of the pore 
pressures recorded inside the sample.  These two locations are for all practical purposes 
directly comparable due to the diameter of the measuring head of the transducers.  This 
pressure increase is noted for all waves recorded in the gap, including the fast and slow 
P-waves.  At this time I am unable to offer a good explanation of the additional pressure 
measured in the gap, but propose the following theory for future investigation.  Perhaps 
the higher pressures recorded in the gap are due to the lateral expansion of the sample 
created by the acoustic waves passing through the sample itself.  This expansion would 
decrease the width of the gap, thereby decreasing the overall volume and adding an 
additional pressure increase to the one created by the pore pressure response. 
 
6.6 Second attempt with Berea #1 
 With only a few days remaining for this last round of measurements in the shock 
tube, I thought it important in the light of the results from the Big Hum samples to 







Figure 6.8: Pressure recorded in Big Hum #1 with 2 bar source. Dotted line is the 
transducer measuring pressure at 3.95 cm in the gap, the solid line is the 
transducer measuring pore pressure in the sample at 4 cm, and the dashed line is 
the transducer recording in the sample at 6 cm below the sample top. 
 
Good results from the Berea #1 are crucial to any attempt to combine this work with 
previous experiments and develop a relationship between the slow P-wave and any 
petrophysical parameters.  Unfortunately the Berea #1 sample again proved to be 





saturated for one day, and again after four days, both showed the presence of air still in 
the system.  In the end, no usable data were acquired from the Berea #1 sample.  It is my 
suggestion for future work that this sample be fully saturated over a period of more than a 
week and measurements be taken with the transducers sealed inside the sample. 
  
6.7 Shock tube reflection coefficients 
 Most readers are likely familiar with the method of calculating the reflection 









=          (6.2) 
where ρ1 and ρ2 are the densities of the incident and reflecting mediums respectively, and 
v1 and v2 are the fast P-wave velocities of the incident and reflecting mediums 
respectively.  However, when the reflecting medium is a poroelastic solid in which a slow 
P-wave can be excited, the amplitude of the reflection coefficient will be less than 
calculated by Equation 6.2 due to the energy lost at the interface from the excitation of 










where Ai is the measured amplitude of the incident fast P-wave, and Ar is the measured 
amplitude of the reflected fast P-wave.  These are determined graphically from the 
pressure recorded at the triggering transducer as shown in Figure 6.9. 
If the calculated reflection coefficient were higher than the measured shock tube 
reflection coefficient, it would confirm that indeed the slow P-wave was excited in the 
sample.  Table 6.7.1 shows the calculated and measured reflection coefficients from the 
shock tube.  Note that although the slow P-wave was observed in the Big Hum #1 
sample, the measured reflection coefficient is not smaller than the calculated reflection 
coefficient.  This may be due to inaccuracies in the measured densities and velocities 
used in the calculation.  My calculations showed the measured shock tube reflection 
coefficient to be lower than the calculated reflection coefficient for the Big Hum #2, but 
higher for Big Hum #1.  Despite this discrepancy, the slow P-wave was observed in both 
Big Hum samples.  The small difference between the two reflection coefficients of the 
Big Hum #1 sample is within the margin of error of the calculations (more than 20% for 


























Figure 6.9: Shock tube reflected wave amplitude (Ar) and incident wave amplitude (Ai) as 
measured by the triggering transducer above the sample.  
 
 
6.8 The slow P-wave and sample permeability 
In order to make a completely accurate comparison of the slow P-wave amplitude 
and permeability, each experiment should be run with the exact same geometry.  Because 
the available data measuring the slow P-wave in samples with different permeabilities 
were not taken at the same relative distances into the sample, I attempted to investigate 























0.49* 0.77* Yes* 
 
Big Hum #1 
 
0.65 0.62 Yes 
 
Big Hum #2 
 
0.62 0.67 Yes 
 
Table 6.7.1: Comparison of measured and calculated shock tube reflection coefficients 
for both Big Hum and the Berea samples.  *Berea information is from Brown 
(2002) since no usable data was collected from the Berea in my experiments. 
 
the potential relationship as best I could.  Both the ratio of slow P-wave amplitude 
measured in the shock tube to the depth into the sample of each measurement and the 
velocity of the slow P-wave computed from the shock tube data were plotted against the 
permeability of the sample.  Table 6.8.1 shows the results.  Care must be taken with these 
numbers, however, because they are plagued with large relative errors and the 
comparison of amplitudes from measurements taken in the gap and measurements taken 
in the sample is suspect at best.  There is not enough information available in this table to 


















Big Hum #2 
 
137 0.62 750 
 
Big Hum #1 
 












2740 0.04 1032 
 
Table 6.8.1: Comparison of the ratio of measured slow P-wave amplitude versus depth 
and permeability of the medium for data from my experiments and those of Brown 
(2002).  The results compare data measured in the gap with data measured inside 
the sample, and as such should be approached with caution.  Because of the 
graphical method of calculating the velocities and amplitudes from discretely 
sampled data, large relative errors may be present in the individual calculations.  










MATHEMATICAL 2½-D MODELING 
 
 
7.1 KIAM modeling code 
 The mathematical modeling code I have chosen to model my shock tube 
experiments is a 2½-D cylindrically symmetrical finite-difference FORTRAN modeling 
code based on the modified Biot’s equations outlined in Chapter 2 of this thesis.  This 
code was originally developed by researchers at the Keldysh Institute of Applied 
Mathematics (Plyushchenkov & Turchaninov, 2000).  The code was designed to model 
acoustic borehole logging tools in porous formations (see Section 2.3 of this thesis for a 
description of the computational equations and processing scheme of the code).  Testing 
at Schlumberger-Doll Research Lab in Ridgefield, CT, showed that this code gave good 
results for its original configuration.  North (2002) was the first to modify this code and 
use it to model the cylindrical shock tube system.   Although I will cover the important 










Property Units Bentheimer Berea Big Hum #1 Big Hum #2 
 
Density g/cm
3 1.00 1.00 1.00 1.00 
 
Viscosity g/cm·s 1.0e-2 1.0e-2 1.0e-2 1.0e-2 
 
Bulk Modulus dyn/cm
2 2.25e10 2.25e10 2.25e10 2.25e10 
 
Table 7.1.1: Material properties of fluid used in the modeling.  All fluids are assumed to  
 be pure water at STP. 
 
 
Property Units Bentheimer Berea Big Hum #1 Big Hum #2 
 
Permeability (radial) cm
2 2.73e-8 2.00e-9 1.69e-9 1.37e-9 
 
Permeability (vertical) cm
2 2.73e-8 2.00e-9 1.69e-9 1.37e-9 
 
Density g/cm
3 2.62 2.65 2.63 2.63 
 
Bulk Modulus dyn/cm
2 3.650e11 1.570e11 1.416e11 1.416e11 
 
Shear Modulus dyn/cm
2 4.000e11 1.030e11 4.580e10 4.580e10 
 
Porosity -- 0.22 0.19 0.21 0.20 
 
Bulk Cementation Factor -- 0.173 0.413 0.373 0.373 
 
Shear Cementation Factor -- 0.200 0.234 0.104 0.104 
 
Tortuosity (radial)* -- 2.90 2.00 2.60 2.50 
 
Tortuosity (vertical)* -- 2.90 2.00 2.60 2.50 
 
Parameter M -- 1.0 1.0 1.0 1.0 
 
Table 7.1.2: Solid material properties used for modeling. 
                                                 






7.2 Modeling code input and parameters 
 The code is based on the refined Biot’s equations outlined in Chapter 2 
(Plyushchenkov & Turchaninov, 2000), and requires the user to define several input files.  
The main input file to the code, biot.inp, is a graphical input file of the specific geometry 
to be modeled.  In this file, the user builds a radial cross section of the model geometry 
and defines the important physical parameters of the various materials (see Appendix A 
for a sample input file).   The code requires the following material properties for every 
material in the model: fluid density, solid permeability (both radial and vertical), fluid 
viscosity, fluid bulk modulus, solid density, solid bulk modulus, solid shear modulus, 
porosity, bulk cementation factor, shear cementation factor, tortuosity (both radial and 
vertical), and the parameter M.  Tables 7.1.1–7.1.3 on the preceding page give the values 
of each of the material properties used in my modeling.  The similarity parameter M has 
been shown to be equal to one for most cases (Johnson, et al., 1987a).  The bulk (χ) and 
shear (χµ) cementation factors are not commonly measured in rocks, but can be calculated 
from other elastic parameters as shown below.  For the Bentheimer and Berea sandstones, 
I used the values calculated by North (2002), and used the method outlined below (see 













χµ =           (7.2) 
)1(2 ν+
=
EG           (7.3) 
where Kb and Kb are the grain and fluid bulk modulii respectively, µs is the grain shear 
modulus, and one of the Lamé parameters computed from Young’s modulus E and 
Poisson’s ratio ν.  Where the specific grain bulk and shear modulii are not readily 
available from either literature or measurements, I used the values for quartz grains from 
Carmichael (1982). 
 In addition to material properties, the code requires several other important 
parameters to be set in the input file.  The code requires the user to define a 
computational grid in the file biot.inp.  The user must also choose one or more vertical 
receiver lines, and the code calculates the pressures at all vertical grid points along the 
radial grid point closest to the user-defined receiver line(s).  There are two more 
important parameters that must be set by the user in the input files. The first is Tmax, 
which is the time of computation.  The code computes pressures for time equal zero to 
time equal Tmax.  In my computations, Tmax was usually set to 1 millisecond.  The 
second of these last two parameters is jlim, which is essentially a switch parameter telling 
the code if it is operating under the low frequency or high frequency limits of Biot’s 
equations.  The user must also create the file funt.dat, which defines a source for the 





lists a matrix of velocities (the differentiation with respect to time of the desired pressure 
waveform) and a time step.  The shape of the input waveform is defined by the pressure 
amplitude series and the frequency of the waveform can by changed simply by changing 
the time step of the series. 
 
7.3 Model processing flow 
 The KIAM modeling code is divided into two FORTRAN programs.  The first 
program, B2001.F, computes the pressure at all the grid points along the vertical receiver 
line or lines as defined by the user.  This program requires two input files, biot.inp and 
funt.dat.  The contents of these two files are described in the preceding section, and 
collectively they define the model configuration and the input waveform.  B2001.F 
outputs four files: grid.dat, speed.tab, p, and rz.  The file grid.dat lists the vertical and 
radial computational grid points in two lists.  This allows the user to iteratively choose 
the locations of receivers and define the grid parameters so that the receiver locations are 
as close to computational grid points as necessary.  The file speed.tab outputs the 
computed wave velocities and amplitudes for all wave modes excited in each material 
and for surface waves on the interface of materials in the model.  These include the fast 
P-wave and the shear wave, as well as the slow P-wave and the Stoneley wave if they are 
present.  The computed crossover frequency for all poroelastic materials is also output in 
speed.tab.  File rz is a text file which lists on the first line the number of vertical grid 





receiver lines as well as two lists below showing the whole and half grid point for both 
the vertical and radial directions.  File p is a binary file containing the pressures 
computed at all points on the vertical receiver lines.  Samples of all the input, output, and 
processing files associated with my modeling are contained on the CD-ROM attached to 
this thesis. 
 The second program in the modeling code, Bselect.F, uses the file p as input, and 
allows the user to interactively choose receiver locations along the line defined in the 
input file.  The user must interactively choose the receiver line of interest, and then input 
the vertical location of the lowest receiver, the distance between adjacent receivers, and 
the number of receivers in the line.  The program then outputs the waveforms at each 
receiver in the file pn.  Bselect.F also appends the receiver parameters input by the user to 
the first line of file rz.  The output files can then be imported into Matlab for analysis.  It 
is important to note here that the output of the KIAM code is the general solution of the 
finite-difference problem (essentially the spike solution), and the user must convolve the 
output with the input waveform in the frequency domain to generate the results for the 
specific case being modeled.  This can be done with ease in Matlab, however in my 
modeling I chose not to convolve the data with the original waveform.  The absence of 
the forward and reverse Fourier transforms keeps the entire frequency content and should 







7.4 KIAM code assumptions and limitations 
 I assume in my modeling that the steel walls of the shock tube are perfect 
reflectors (i.e. that the deflection of the steel walls created by the passing waves in the 




Figure 7.1: Plot of 100 kHz modeled data in the Big Hum #2 model in the gap at 4 cm 







completely correct assumption, since a study by Wisse (1999) concluded that for a small 
gap the elastic effects of the shock tube walls are important for all frequency ranges.  
However, in the experiments I am modeling (described in Chapter 6), the important 
recording locations were inside the sample and isolated from any effects of the gap.  
Hence, this assumption will likely affect only those modeling runs intended to predict 
pressures in the gap. 
 Another major limitation of the KIAM modeling code is its inability to deal with 
step functions.  The ramp-like incident wave in the shock tube is best approximated by a 
step function containing frequencies in the range of 1-100 kHz (Brown, 2002; North, 
2002).  The code only gave reliable results if the input waveform is of a single dominant 
frequency, and previous attempts to recreate the results from a step function input by 
combination of results from multiple individual frequencies met with limited success due 
to Gibbs phenomenon.  This phenomenon introduces very high amplitude ringing in the 
data which overwhelms the pressure waves of interest (North, 2002).  Therefore I have 
chosen to use in my models multiple sine-waveforms with dominant single frequencies 
over the range of frequencies observed in the shock tube, making sure to model each 
material with frequencies both above and below the crossover frequency.  The results, as 
shown in the next section, were not totally satisfactory, and I recommend that future work 
revisit the ramp-like source function, and attempt to filter out the “ringing” caused by the 






7.5 Modeling of shock tube experiments 
 Although the pressure waveforms predicted by the modeling code do not show the 
step-function pressure increase due to the equalization of pressure within the closed 
system of the shock tube, I first modeled the exact experimental setups described in 
Chapter 6.  My modeling here focused mainly on the two Big Hum samples used in my 
experiments, since the Berea sample had been successfully modeled by North (2002) and 
my experiments using the Berea sample did not produce usable results.  In order to avoid 
any effects of frequency, each sample was modeled with a range of single frequency 
inputs (1, 10, 20, 50, and 100 kHz) since the code does not work well with broad 
frequency spectrum waveforms.  The computed crossover frequencies for all samples are 
less than 100 kHz, hence the frequency range from 1-100 kHz should give information on 
sample responses above and below the crossover frequency.  
 
7.6 Modeling of Big Hum #2 using the experimental configuration 
 My first goal in modeling was to model the pressures recorded by each individual 
transducer location in my experiments in the shock tube.  The shock tube configuration of 
sample Big Hum #2 had one transducer at 2 cm sealed inside the sample, and one at 6 cm 
open to pressures on the gap.  To avoid the long processing time required to model small 
gaps (up to several days of computation time), I split the model into two phases.  First, 





model was run for the transducer at 6 cm in the gap.  I also modeled for comparison the 
pressure at 2 cm in the gap.   
In the shock tube, the source is several meters above the sample in air, but the first 
recording transducer (the triggering transducer) is located in the water-filled section 49 
cm from the base of the shock tube.  Pressure recorded at this location is the best 
information available on the source amplitude near the sample.  For a 2 bar starting 
pressure in the high pressure section of the shock tube, the compressional wave in the 
water has an amplitude consistently averaging about 1.5 bars as it passes the triggering 
transducer (see Figure 6.9 on page 59).  Consequently, for my model I chose a source 
pressure of 1.5 bars and a source location at 50 cm, with waveforms covering a range of 
frequencies (1, 10, 20, 50, and 100 kHz) to closely approximate the shock tube source 
(Figure 7.2). 
The crossover frequency of the Big Hum #2 sample was calculated by the code to 
be 93 kHz.  Although 100 kHz is very close to the crossover frequency, the slow P-wave 
should appear.  Unfortunately, the model does not show a visible slow P-wave for any of 
the input frequencies modeled.  As I will show later, raising the frequency of the input 
waveform even higher does not cause a visible slow P-wave.  In my modeling I have 
found that for source frequencies below the crossover frequency, the KIAM code will not 
show any response from the slow P-wave.  However, my experimental data has shown 
that the presence of the slow P-wave can still be detected.  The slow P-wave does not 





as the frequency is lowered.  As discussed in Section 6.1, the crossover frequency may be 
thought of generally as the frequency at which the slow P-wave behaves half as 
propagating wave and half as a diffusive phenomenon.  My experiments have shown that 
there will still be a significant measurable pressure response of the slow P-wave below 




Figure 7.2: Sample model input waveform (after North, 2002).  The dashed line shows 








Figure 7.3: Zoomed view of 100 kHz modeled data from the Big Hum #2 model in the 
gap at 4 cm and in the sample at 4 cm.  Note that the transducer measuring in the 
gap (solid line) has a higher amplitude than the transducer measuring in the 
sample (dashed line). 
 
 Figure 7.3 shows a close up look at the first arrivals of the data modeled at 4 cm 
in the sample and at 4 cm in the gap.  Contrary to previous modeling results, the modeled 








Figure 7.4: Modeled 100 kHz data from Big Hum #1 sample experiments. 
 
7.7 Modeling of Big Hum #1 using the experimental configuration 
 The recording geometry for the Big Hum #1 sample had two transducers 
measuring inside the sample (at 4 cm and 6 cm) and one transducer measuring in the gap 
at 3.95 cm (see Figure 6.7 on page 55).  The measuring locations of the transducers in the 
shock tube are not discrete points, but rather circular surfaces with diameters of several 





cm negligible in the physical experiments.  However, the KIAM code models at discrete 
points, and North (2002) showed that the pressure in the gap can vary rapidly along the 
length of the sample.  For this reason, in my model I chose to move the location of the 
transducer in the gap from 3.95 cm to 4 cm, making it exactly opposite the transducer 
measuring inside the sample for a more accurate comparison.  The source used in 
modeling the Big Hum #1 experimental configuration was also a series of 1.5 bar 
amplitude pulses generated at 50 cm above the bottom of the sample with frequencies of 
1, 10, 20, 50, and 100 kHz.  Sample data from the model of the experimental setup is 
shown in Figure 7.4. 
 
7.8 Other modeling of samples 
The actual experimental geometries had short enough sample lengths (14.1 cm 
and 13.2 cm) to create problems with interference of various wave modes and reflections 
from the bottom of the sample.  Therefore, I ran a second set of models using the same 
material properties, but with longer sample lengths of 40 cm.  This longer length allows 
better separation of the wave modes.  The model recorded pressures at 0.5 cm vertical 
intervals along the entire model in the sample and the water above.  When these traces 
are plotted together, the system dynamics, most importantly the presence or absence of 
the slow P-wave, are much more easily visualized.   
This model was also run simulating the Bentheimer sandstone used extensively in 





waveforms modeled for a 2730 mD Bentheimer sandstone sample at 0.5 cm intervals 
from 20 cm above the sample top to 20 cm below the sample top.  The sample top is 
located in the very center of the plot at vertical receiver location marked as trace 80.  The 
source shown here is 100 kHz input with an amplitude of 2 bars.  As seen in Figures 7.5 
& 7.6, the model predicts a detectable slow P-wave in the high permeability Bentheimer 
sandstone, but shows no indication of the slow P-wave in the lower permeability Berea.  
The same technique was used for the Big Hum samples, and results again fail to show a 
slow P-wave (Figures 7.7 & 7.8). 
Models with different parameters were run to check several important factors 
which may have been eliminating the slow P-wave from the model.  First, I increased the 
frequency of the input to 200 kHz to see if increasing the frequency well above the 
crossover frequency would cause the slow P-wave to be seen.  Figure 7.9 shows that this 
is not the case.  Second, I increased the amplitude of the input wave.  If the slow P-wave 
were present but with such diminutive amplitude that it was not seen in the standard 2 bar 
source modeling, it should show up more clearly with higher input amplitudes.  Figure 
7.10 shows the results of a 4 bar (theoretical cases with sources with amplitudes up to 









7.9 Modeling results 
The models did show very good agreement between the calculated velocities and 
the velocities measured in the shock tube.  This velocity information is very helpful in 
confirming the slow P-waves picked in the data (see Table 7.8.1).  Although one sees the 
slow P-wave in the experimental data collected from the Big Hum samples, my modeling 
using the Big Hum parameters did not show the slow P-wave.  Although I was not able to 
collect any usable data from the Berea #1 sample, Brown (2002) observed the slow P-
wave in this sample, but I was again unable to reproduce these results in my modeling.  I 
modeled the much higher permeability (2730 mD) Bentheimer sandstone to have a base 
case well above the crossover frequency, and observed the slow P-wave in the results.  
Increasing the frequency content of the input waveform to above the crossover frequency 
did not change the results of my modeling.  Likewise, increasing the amplitude of the 
input waveform had no effect on the modeling results.  I suspect that the KIAM code 
cannot handle the diffusive propagation of the slow P-wave below the crossover 
frequency.  One should recall that I chose not to convolve the output of the solution with 
the input waveform in order not to decimate any diffusive responses the code might 
output below the crossover frequency.  Despite this care, any indication of the slow P-
wave is absent from the modeling results.  These disappointing results suggest that we 
should retry the shock tube pressure ramp as an input function in the code and use 





















Big Hum #1 
 
750 2220 169 
 
Big Hum #2 
 











Big Hum #1 
 
667 2000 169 
 
Big Hum #2 
 
664 2000 137 
 
Table 7.9.1: Velocities output by the KIAM modeling code compared to velocities 









Figure 7.5: Plot of modeled data from the Bentheimer sandstone.  The waves are labeled 
as follows: 1 is the incident fast P-wave, 2 is the fast P-wave reflected from the 
sample top, 3 is the transmitted fast P-wave in the sample, and 4 is the slow P-
wave in the sample.  Note the slow P-wave created as the incident wave hits the 
sample.  The source is a 2 bar 100 kHz pulse created at 40 cm above the sample 
top.  The sample top is located at vertical trace 80 in the center of the plot.  The 
tangents to the angles  Φ, φ, and θ respectively are the velocities of the fast P-












































































Figure 7.6: Plot of modeled data from the Berea sandstone.  Note the absence of a slow 
P-wave created as the incident wave hits the sample.  The source is a 2 bar 100 
kHz pulse created at 40 cm above the sample top.  The sample top is located at 












































Figure 7.7: Plot of modeled data from the Big Hum #1 sandstone.  Note the absence of a 
slow P-wave created as the incident wave hits the sample.  The source is a 2 bar 
100 kHz pulse created at 40 cm above the sample top.  The sample top is located 













































Figure 7.8: Plot of modeled data from the Big Hum #2 sandstone.  Note the absence of a 
slow P-wave created as the incident wave hits the sample.  The source is a 2 bar 
100 kHz pulse created at 40 cm above the sample top.  The sample top is located 















































Figure 7.9: Plot of modeled data from the Berea sandstone.  The source has been raised 
to a 2 bar 200 kHz pulse created at 40 cm above the sample top.  The sample top 
is located at vertical trace 80 in the center of the plot.  Note that the slow P-wave 





































Figure 7.10: Plot of modeled data from the Berea sandstone.  Note the absence of a slow 
P-wave created as the incident wave hits the sample.  The source is a 4 bar 100 
kHz pulse created at 40 cm above the sample top.  The sample top is located at 







































• The slow compressional wave (P-wave) was observed below the critical 
frequency in samples placed in a shock tube.  The diffusiveness of the slow P-
wave is much greater below this critical frequency than above this frequency 
when it behaves more like a propagating wave.1 
• The experimental detection limit of the slow P-wave in natural rocks was lowered 
in my experiments from 200 mD to 137 mD. 
• A new shock tube experimental configuration was developed to seal transducers 
inside the sample.  This method succeeded in isolating the pore pressure from any 
additional pressure influences from the gap between the sample and the 
transducers that plagued previous experiments. 
• The pore pressure measurements taken with the transducers sealed into the sample 
demonstrated that there is an additional pressure increase over the pore pressure in 
                                                 





=  where φ  is porosity, η is fluid viscosity, α∞ is 
the high frequency limit tortuosity, ρf is the saturating fluid density, and ko is the dynamic permeability.   
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the gap, which may be due to the lateral expansion of the sample created by the 
passing of the elastic waves. 
• The finite difference, fully elastic 2½-D KIAM code was used to model the shock 
tube experiments.  The code models the slow P-wave correctly for porous rocks 
with parameters that place the system above the critical frequency 
• The KIAM code fails to model the diffusive behavior of the slow P-wave for 
cases in which the system is below the critical frequency. 
• The present data set is not extensive enough to allow the development of a full 
inversion for permeability from the slow P-wave. 
• Based on limitations in measurement technology, the small amplitude of the slow 
P-wave in low permeability rocks under laboratory conditions, and the increased 
complexity in an actual borehole environment (mudcake, mixed fluid phases, 
etc.), it is unlikely that permeability measurements based on the slow P-wave in a 
borehole are feasible below 200 mD. 
 
8.2 Recommendations for future work 
• Development of a full inversion for permeability could be achieved by taking 
the following steps: 
o Perform a complete set of measurements in the shock tube with the 
following samples and permeabilities: Rotliegendes sandstone (~50 
mD), Big Hum sandstones (137 and 169 mD), Berea sandstone (200 
 95
mD), Bentheimer sandstone (2730 mD), and at least one or two 
samples with permeabilities lying between the values of the Berea and 
Bentheimer sandstones. 
o These measurements should be taken with the samples machined with 
measuring slots to fit the transducers inside the rock according to 
specifications given in this report. 
o This will allow measurements to be made at consistent depths into 
each sample while isolating pore pressure. 
• Results from the above suggestions are expected to give a complete and 
accurate quantification of any relationship between the slow P-wave and 
permeability. 
• Experimental results should be confirmed by modeling using the KIAM code 
to check the accuracy of velocities for all cases, and the amplitude of the slow 
P-waves for cases above the critical frequency. 
• The 1-D modeling code developed by Wisse (1999) should be run for cases 
below the critical frequency to model the diffusive phenomenon that the 
KIAM code apparently cannot handle. 
• A ramp-like pressure input function should be revisited in the modeling, and 
advanced processing techniques tested to filter out the “ringing” in the data 
produced by the Gibbs phenomena. 
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• This research should be expanded to include investigations into other potential 
applications such as: 
o Permeability prediction from surface seismic reflection coefficients 
when the energy loss due to the excitation of the slow P-wave at 
porous interfaces in the subsurface is taken into account.   
o Application to seismic modeling and inversion, which should account 
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 This appendix section (pages 102-104) gives a sample of the input file biot.inp for 
the KIAM modeling code.  This file lists all the relevant parameters as well as their 
descriptions. The first portion of the file is a graphical model of the shock tube 
configuration, the middle portion of the file gives the relevant parameters for the 
modeling case, and the lower text section contains and explanation of the parameters used 






   -----------------------------------------  81.20 
   |          Rigid                        | 
   |------------Z-------------------       |  81.10 
   |                               |       | 
   |------------A----------|       |       |  80.00 
   |                       |       |       | 
   |                       |       |       |   
   |                       |       |       | 
   |          Water        |       |       | 
   |                       |       |       | 
   |                       Z   $   Z       | 
   |                       |       |       | 
   |------------c----------|       |       |   40.00 
   |                       |       |       | 
   |      Biot7            |       |       | 
   |                       |       |       | 
   |--------------Z---------       |       |    0.00 
   |                               |       | 
   |--------------Z-----------------       |   -1.00 
   |                                       | 
   |---------------------------------------|   -2.00 
   0                     3.850   4.860   5.870 
 
          general grid data 
   hrmin    hrmax    r0_qhr    qhr    qhrin 
   0.5      5.0      3.85      1.05   1.20 
   hzmin    hzmax    z0_qhz    qhz    qhzin 
   0.5      5.0      80.0      1.05   1.20 
 
   mudcake membrane stiffness list  [=1e20(dyn/cm^3)=closed; =0(dyn/cm^3)=open pores] 
   a =1.0e20    b=2.5e10    c=0.0   
 
          list of media 
 media   rof    g0r     g0z    eta    akf    ros    aks      amus     am    hi himu albr 
albz bigm 
 Air    1.3e-3 -0      -0      -0   1.42e05  -0    -0        -0      1.00  -0  -0   -0    
-0    -0 
 Biot1  1.0    2.00e-7 2.00e-7 1e-2 2.25e10  2.70  7.113e11 3.556e11 0.20 .460 .126 2.24 
2.24  1.0 
 Biot2  1.0    5.00e-8 5.00e-8 1e-2 2.25e10  2.65  3.600e11 4.000e11 0.33 .172 .114 2.14 
2.14  1.0 
 Biot3  1.0    1.00e-7 1.00e-7 1e-2 2.25e10  2.76  3.660e11 4.000e11 0.24 .344 .254 2.50 
2.50  1.0  
 Biot4  1.0    1.00e-7 1.00e-7 1e-2 2.25e10  2.64  3.660e11 4.000e11 0.30 .182 .100 2.00 
2.00  1.0 
 Biot5  1.0    2.73e-8 2.73e-8 1e-2 2.25e10  2.62  3.650e11 4.000e11 0.22 .173 .200 2.90 
2.90  1.0 
 Biot6  1.0    3.70e-8 3.70e-8 1e-2 2.25e10  2.63  3.650e11 4.000e11 0.23 .183 .175 2.40 
2.40  1.0 
 Biot7  1.0    2.00e-9 2.00e-9 1e-2 2.25e10  2.65  1.570e11 1.030e11 0.19 .413 .234 2.00 
2.00  1.0 
 Biot8  1.0    1.69e-9 1.69e-9 1e-2 2.25e10  2.63  1.416e11 4.580e10 0.21 .373 .104 2.60 
2.60  1.0 
 Biot9  1.0    1.37e-9 1.37e-9 1e-2 2.25e10  2.63  1.416e11 4.580e10 0.20 .373 .104 2.50 
2.50  1.0 
 Rigid  -0     -0      -0      -0     -0     8.00  6.200e12 2.500e12 0.00  -0   -0   -0   
-0    -0 
 Solid  -0     -0      -0      -0     -0     2.36  3.700e11 4.700e10 -0   1.00 1.00  -0   





 Water  1.0    -0      -0      1e-2 2.25e10  1.0   -0       -0       1.00  -0   -0  1.00 
1.00  1.0 
 
   Tmax     Kurant   jlim   Dt_slice   h_slice 
   10.00e-4  1.0      2      2.0e-1     3.0 
 
   Receiver r-coordinate     \ 
   2.500 
 
 Source  type     y1   y2   - it's space parameters (y1,y2,...) 
  C      const    1.0       ! = y1  (=0. - default) 
  A      const   -1.0       ! = y1  (=0. - default) 
  Z      const    0.0       ! = y1  (=0. - default) 
  G      gauss    0.0  10.0 ! = 1./(y2/3.2*sqrt(pi))*exp(-(y-y1)/(y2/3.2))**2) 
  D      delta    0.0       ! = \delta(y-y1) 
 
       END of DATA 
*---------------------------------------------------------------------------------------* 
       Key-words: hrmin, hrmax, mudcake, media, Tmax, Source, Receiver, END 
*---------------------------------------------------------------------------------------* 
*      Source information (see 'funt.dat' for additional information) 
*---------------------------------------------------------------------------------------* 
*   General Grid Data               (Units=cm or dimensionless) 
*   hrmin  - Minimum radial grid spacing 
*   hrmax  - Maximum radial grid spacing 
*   r0_qhr - Radial grid location where grid spacing begins increasing from hrmin to  
*            hrmax 
*   qhr    - Maximum geometrical increase in radial grid spacing above r0_qhr 
*   qhrin  - Maximum geometrical increase in radial grid near a boundary 
*   hzmin  - Minimum vertical grid spacing 
*   hzmax  - Maximum vertical grid spacing 
*   z0_qhr - Vertical grid location where grid spacing begins increasing from hrmin to  
*            hrmax 
*   qhz    - Maximum geometrical increase in vertical grid spacing above r0_qhr 
*   qhzin  - Maximum geometrical increase in vertical grid near a boundary     
*---------------------------------------------------------------------------------------* 
*   Variable  Description               Units                   Range/Conversion/Constant 
Value 
*      rof  - Fluid Density       (Units=g/cc)         (0.00<Range<) 
*      g0r  - Solid (r) Permeability    (Units=Darcy)   (Darcy=1e-8 cm^2) 
*      g0z  - Solid (z) Permeability    (Units=Darcy)   (Darcy=1e-8 cm^2) 
*      eta  - Fluid Viscosity      (Units=Poise)   (Poise=g/(cm*s)) 
*      akf  - Fluid Bulk Modulus     (Units=dyn/cm^2)       (1GPa = 10e9Pa = 10e10 
dyn/cm^2) 
*      ros  - Solid Density       (Units=g/cc)         (<Range<) 
*      aks  - Solid Bulk Modulus      (Units=dyn/cm^2)       (<Range<) 
*      amus - Solid Shear Modulus     (Units=dyn/cm^2)       (<Range<) 
*      am   - Porosity       (Units=dimensionless)  (0.00<Range<1.00) 
*      hi   - Bulk Cementation Factor   (Units=dimensionless) (0.00<Range<1.00) 
*      himu - Shear Cementation Factor  (Units=dimensionless) (0.00<Range<1.00) 
*      albr - Solid (r) Tortuosity     (Units=dimensionless)  (Range>1.00) 
*      albz - Solid (z) Tortuosity      (Units=dimensionless)  (Range>1.00) 
*      bigm - Value of Parameter M     (Units=dimensionless) (Range=1.00) 
*---------------------------------------------------------------------------------------* 
*      P    - Pressure (B2001.x output) (Units=dyn/cm^2)        (Bar=10e-5 dyn/cm^2) 
*      PN   - Pressure (Select.x output)(Units=dyn/cm^2)        (Bar=10e-5 dyn/cm^2) 
*---------------------------------------------------------------------------------------* 
*      Samples: Brown(2002), Woolley(2004),Arntsen&Carcione(2001), 
*               Wisse(1999), Kelder(1997), Kelder&Smeulders(1997), SDR 
*      Variable    Sample Name/Description                         Length(cm)  Radius(cm)                
*      Air         Air at STP                                        
*      Biot1       SDR 'Rock', assumed synthetic numbers 





*      Biot3       Nivelsteiner Sst, Kelder(1997)p54 
*      Biot4       Nivelsteiner Sst, Kelder(1997)p67 
*      Biot5       Bentheimer Sst 1, Wisse(1999)p184,185 
*      Biot6       Bentheimer Sst 2, Wisse(1999)p185 
*      Biot7       Berea Sst 1, Brown(2002)p72                      29.2        76.0 
*      Biot8       Big Hum Sst 1                                    13.2        76.5 
*      Biot9       Big Hum Sst 2                                    14.1        76.5 
*      Rigid       Stainless steel of the shock tube walls  
*      Solid       Wave speeds match those of SDR 'Rock" 
*      Water       Water at STP 
*---------------------------------------------------------------------------------------* 
*     Radius values used by Wisse(1999)   3.330, 3.340, 3.500, 3.650, 3.750, 3.790, 3.845 
*---------------------------------------------------------------------------------------* 
*    Other Model Variables 
*      Tmax     - Maximum recording time(milliseconds) 
*      Kurant   - Courant-Friedrichs-Lewy condition(Range<1) 
*      jlim     - Biot low frequency approximation (Range=1(low frequency),>1) 
*      Dt_slice - Time slice variable that controls creation of file Sigma.rz 
*      h_slice  - Vertical step magnitude, must be greater than hrmax or hzmax to save  
*                 disk space 
*----------------------------------------------------------------------------------------
-------* 
*    Files Used or Created by Modeling Code  
*      File        Description       
*      B2001.x   - executable file, this is the modeling code   
*      Select.x  - executable file, this file picks receiver locations from P and RZ and  
*                  outputs 
*                  file PN and an updated file RZ  
*      Grid.dat  - output of B2001.x, the grid used in the model 
*      Speed.tab - output of B2001.x, wave velocities and resolutions for each material  
*                  and boundary, also Biot crossover frequency 
*      P         - output of B2001.x(binary file), contains pore pressure values at every  
*                  grid point on each receiver line input from file Biot.inp 
*      RZ        - output of B2001.x, contains values of M,K,N,dt,nr; after running  
*                  BSelect.x the values of No_r,z1,dz and nz are added 
*      Funt.dat  - input file, contains the input waveform(velocity vs. time) 
*      Biot.inp  - input file(this file), contains geometry, material properties, grid  
*                  limits, recording time, etc... 
*      Sigma.rz  - output of B2001.x, only exists if Dt_slice<Tmax in Biot.inp, can be  













 This appendix section gives a sample of the input file funt.dat which defines a 
source for the KIAM modeling code.  The code requires the input waveform to be in a 
velocity matrix form.  The first line gives the time step in seconds between each point 
and the total number of points in time.  The frequency of the input waveform is easily 
changed by simply using a different time step.  The remainder of the file is the matrix of 
velocities (time derivatives of the pressure waveform).  This sample file is for a 100 kHz 





1.0000000E-006     101  - dt(s) and number of points(#) 
+4.7153526E-003 +1.5180438E-002 +4.7138994E-002 +1.4115840E-001 
+4.0752817E-001 +1.1340046E+000 +3.0405060E+000 +7.8523835E+000 
+1.9525967E+001 +4.6728943E+001 +1.0757213E+002 +2.3806559E+002 
+5.0614556E+002 +1.0329514E+003 +2.0215441E+003 +3.7893678E+003 
+6.7934343E+003 +1.1626321E+004 +1.8948731E+004 +2.9316367E+004 
+4.2865310E+004 +5.8853161E+004 +7.5121818E+004 +8.7647169E+004 
+9.0443812E+004 +7.6144621E+004 +3.7506183E+004 -3.0151618E+004 
-1.2597322E+005 -2.4093454E+005 -3.5675066E+005 -4.4746949E+005 
-4.8429627E+005 -4.4309555E+005 -3.1274720E+005 -1.0162293E+005 
+1.6056737E+005 +4.2718565E+005 +6.4492844E+005 +7.6731855E+005 
+7.6731855E+005 +6.4492844E+005 +4.2718565E+005 +1.6056737E+005 
-1.0162293E+005 -3.1274720E+005 -4.4309555E+005 -4.8429627E+005 
-4.4746949E+005 -3.5675066E+005 -2.4093454E+005 -1.2597322E+005 
-3.0151618E+004 +3.7506183E+004 +7.6144621E+004 +9.0443812E+004 
+8.7647169E+004 +7.5121818E+004 +5.8853161E+004 +4.2865310E+004 
+2.9316367E+004 +1.8948731E+004 +1.1626321E+004 +6.7934343E+003 
+3.7893678E+003 +2.0215441E+003 +1.0329514E+003 +5.0614556E+002 
+2.3806559E+002 +1.0757213E+002 +4.6728943E+001 +1.9525967E+001 
+7.8523835E+000 +3.0405060E+000 +1.1340046E+000 +4.0752817E-001 
+1.4115840E-001 +4.7138994E-002 +1.5180438E-002 +4.7153526E-003 
+1.4130457E-003 +4.0859097E-004 +1.1402057E-004 +3.0711765E-005 
+7.9857048E-006 +2.0047655E-006 +4.8596661E-007 +1.1375974E-007 
+2.5718956E-008 +5.6161787E-009 +1.1846462E-009 +2.4139677E-010 
+4.7522766E-011 +9.0391964E-012 +1.6612853E-012 +2.9503368E-013 
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