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Abstract
The well-known combinatorial lemma of Karpovsky, Milman and Alon and a very recent one of Kerr and
Li are extended. The obtained lemmas are applied to study the maximal pattern entropy introduced in the
paper. It turns out that the maximal pattern entropy is equal to the supremum of sequence entropies over all
sequences both in topological and measure-theoretical settings. Moreover, it is shown the maximal pattern
entropy of any topological system is logk for some k ∈ N ∪ {∞} with k the maximal length of intrinsic
sequence entropy tuples; and a zero-dimensional system has zero sequence entropy for any sequence if and
only if the maximal pattern with respect to any open cover is of polynomial order.
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1. Introduction
By a topological dynamical system (t.d.s.) we mean a pair (X,T ), where X is a compact
metric space and T : X → X is a homeomorphism from X to X. The set of T -invariant proba-
bility measures defined on Borel sets of X, B = B(X) is denoted by M(X,T ). By a measure-
theoretical dynamical system (m.t.d.s.) we mean a quadruple (Y,C, ν, T ), where Y is a set, C is a
σ -algebra over Y , ν is a probability measure on C, and both T and T −1 are measure preserving
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(X,μ,T ).
In 1958 Kolmogorov associated to any m.t.d.s. (Y,C, ν, T ) an isomorphism invariant, namely
the measure-theoretical entropy, hν(T ). Later on Adler et al. introduced in any t.d.s. an analo-
gous concept, topological entropy htop(T ). It was proved by Goodwyn and Goodman that the
topological entropy is the supremum of all metric entropies over all invariant Borel probability
measures. Systems with positive entropy are random in certain sense, and systems with zero
entropy are said to be deterministic.
There are several ways to distinguish between deterministic systems. One way to do this is
to introduce the concept of entropy with respect to a sequence of natural numbers. Kushnirenko
[19] studied sequence entropy hAμ (T ) of an m.t.d.s. for a sequence A of natural numbers, and
in particular he showed that a system is null, i.e. all sequence entropies are zero if and only if
it has discrete spectrum. The topological sequence entropy was investigated by Goodman [13],
and under the assumption that the space X has a finite covering dimension he showed that the
metric sequence entropy is less than or equal to the topological one. Moreover, the reciprocal is
not true. In this paper we will prove that the assumption that X has a finite covering dimension is
not necessary, that is we have hAμ (T ) hAtop(T ) for each sequence and each μ ∈ M(X,T ). We
remark that for a t.d.s. nullness of a system is not equivalent to topological discrete spectrum.
Huang, Li, Shao and Ye showed that if a minimal system is null then it is an almost one-to-one
extension of an equicontinuous system [16] (see [24,15,10] for some recent results concerning
tame systems).
Another way to do this is to investigate the so-called complexity. For a given sequence on a
finite alphabet we calculate the number of distinct blocks for a given length and see how this
number changes as a function of the length. For an m.t.d.s. a complexity function can also be
defined [9]. In [5] Blanchard, Host and Maass introduced in any t.d.s. the concept of topological
complexity. Namely, they considered for any open cover U and any n ∈ N the smallest number
in subcovers of
∨n−1
i=0 T −iU . It turns out that the number is bounded when n changes for each
given open cover if and only if the system is equicontinuous. It is clear that the complexity for
a sequence on a finite alphabet is just the complexity of the standard open cover consisting of
cylinders of length one. Not only considering the blocks formed by consecutive strings Kamae
and Zamboni [20,21] introduced a concept, maximal pattern complexity, to study the sequence on
a finite alphabet. Namely, for a given n ∈ N this number is defined as (by our notation) p∗
X,U (n),
where X is the orbit closure of the sequence under the shift action and U is the open cover
consisting of cylinders of length one. In this paper we will generalize this notion to all m.t.d.s.
and t.d.s., i.e. we will define maximal pattern entropy with respect to μ, h∗μ(T ) and maximal
pattern entropy h∗top(T ) for a t.d.s. It turns out that h∗top(T ) (resp. h∗μ(T )) is the supremum of
sequence entropies over all sequences. In 1995 Glasner and Weiss [11] (see also [34]) built a
nice connection between the well-known combinatorial lemma of Sauer, Pereles and Shelah and
entropy theory. In the recent work by Kerr and Li [23–25] this connection was further developed.
It is worth to note that in this paper we show that an extended Karpovsky–Milman–Alon lemma
(see Lemma 5.1) can be applied to study sequence entropy. Namely, by extending the lemma
of Karpovsky, Milman and Alon, we show that if X is zero-dimensional, then h∗top(T ) = 0, i.e.
the system is null, if and only if p∗
X,U is of polynomial order for each open cover. It is an open
question if the zero-dimensional assumption is necessary.
To study topological analogs of Kolmogorov systems, Blanchard [3] introduced the notion of
entropy pair and then in [4] the authors defined the concept of entropy pair for a measure. In [18]
the authors were able to extend the notions from pairs to finite tuples (for recent results concern-
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set of entropy tuples is the closure of unions of all entropy tuples with respect to all measures.
Moreover, they proved that if the topological entropy is positive, then there are entropy tuples
consisting of distinct points for any given n ∈ N (such a tuple is called intrinsic). In [16] and [17]
the authors investigated the sequence entropy pairs, and sequence entropy tuples and sequence
entropy tuples for a measure respectively. As there is no variational principle for sequence en-
tropy one only can prove that the set of sequence entropy tuples for a measure is contained in the
set of sequence entropy tuples [17]. It is surprising that there is a deep connection between the
length of intrinsic sequence entropy tuples and the amount of maximal pattern entropies. In fact
we will show in this paper that if h∗μ(T ) > log(n− 1) then there is an intrinsic sequence entropy
tuple for μ of length n, and if μ is ergodic the reciprocal is true. This implies that if μ is ergodic,
then h∗μ(T ) = logk for some k ∈ N∪{∞} which appeared in [30] firstly. Moreover, by extending
a very recent combinatorial lemma of Kerr and Li (see Lemma 4.1) we can prove that for a t.d.s.
h∗top(T ) > log(n− 1) if and only if there is an intrinsic sequence entropy tuple of length n. Thus
for any t.d.s. h∗top(T ) = logk for some k ∈ N ∪ {∞}. Note that some results obtained above hold
for group actions.
2. Definitions and basic properties
Denote by S the set of all increasing sequences of Z+ =: {0} ∪ N. For an A = {0 t1 < t2 <
· · ·} ∈ S and a finite open cover U of X, the topological sequence entropy of T with respect to U
and A is defined by
hAtop(T ,U) = lim sup
n→+∞
1
n
logN
(
n∨
i=1
T −tiU
)
,
where N(#) is the minimal cardinality among all cardinalities of subcovers of #. The topological
sequence entropy of (X,T ) along A is hAtop(T ) = supU hAtop(T ,U), where supremum is taken
over all open covers of X. If A = Z+ we recover standard topological entropy.
Analogously, given an m.t.d.s. (Y,C, ν, T ) and a finite measurable partition α of Y we define
the sequence entropy of T with respect to α along A by
hAν (T ,α) = lim sup
n→+∞
1
n
Hν
(
n∨
i=1
T −ti α
)
,
where Hν(
∨n
i=1 T −ti α) =
∑
A∈∨ni=1 T −ti α −ν(A) logν(A). The sequence entropy of T along A
is hAν (T ) = supα hAν (T ,α), where supremum is taken over all finite measurable partitions. As in
the topological case, when A = Z+ we recover entropy of T with respect to ν. For the classical
theory of measure-theoretical entropy see [28] and classical theory of topological entropy can be
found in [7].
In [20,21] Kamae and Zamboni introduced the notion of maximal pattern complexity. Mo-
tivated by their papers and the useful discussion with Kamae we now introduce the notion of
maximal pattern entropy. For a t.d.s. (X,T ), n ∈ N and a finite open cover U let
p∗X,U (n) = max
(t1<t2<···<tn)∈Zn+
N
(
n∨
T −tiU
)
.i=1
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h∗top(T ,U) = lim sup
n→+∞
1
n
logp∗X,U (n).
It is easy to see that {logp∗
X,U (n)}∞n=1 is a sub-additive sequence. Hence
h∗top(T ,U) = lim
n→+∞
1
n
logp∗X,U (n) = inf
n1
1
n
logp∗X,U (n).
The maximal pattern entropy of (X,T ) is
h∗top(T ) = supU
h∗top(T ,U),
where supremum is taken over all finite open covers of X.
Analogously, given an m.t.d.s. (Y,C, ν, T ) and a finite measurable partition α of Y we define
p∗Y,α,ν(n) = max
(t1<t2<···<tn)∈Zn+
∑
A∈∨ni=1 T −ti α
−ν(A) logν(A)
and the maximal pattern entropy of T with respect to α by
h∗ν(T ,α) = lim sup
n→+∞
1
n
p∗X,α,ν(n).
It is easy to see that {p∗X,α,ν(n)}∞n=1 is a sub-additive sequence. Hence
h∗ν(T ,α) = lim
n→+∞
1
n
p∗X,α,ν(n) = inf
n1
1
n
p∗X,α,ν(n).
The maximal pattern entropy of T is
h∗ν(T ) = sup
α
h∗ν(T ,α),
where supremum is taken over all finite measurable partitions.
Now we begin to investigate the basic properties of maximal pattern entropy. First we have
Theorem 2.1. Let (X,T ) be a t.d.s. and (Y,C, ν, T ) be an m.t.d.s. Then
(1) for each open cover U of X, h∗top(T ,U) = supA hAtop(T ,U) and there is A ∈ S with
h∗top(T ,U) = hAtop(T ,U). Moreover, h∗top(T ) = supA hAtop(T );
(2) for each finite partition α of Y , h∗ν(T ,α) = supA hAν (T ,α) and there is A ∈ S with
h∗ν(T ,α) = hAν (T ,α). Moreover, h∗ν(T ) = supA hAν (T ).
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It is clear that for each A ∈ S and each open cover U of X, h∗top(T ,U)  hAtop(T ,U). Thus
h∗top(T ,U) supA hAtop(T ,U).
Now we show that there is a sequence A such that h∗top(T ,U) = hA(T ,U). Assume that
h∗top(T ,U) = limk→+∞ 1nk logN (
∨
t∈Dk T
−tU), with n1+n2+···+nk
nk+1 <
1
k+1 for each k, where Dk
is a string of nonnegative numbers of length nk .
Let
A = D1 ∪ (D2 + r2)∪ (D3 + r3)∪ · · · ,
where rk = maxDk−1 + 1 for each k  2. We claim that hA(X,U) = h∗(X,U).
In fact for each k
1
n1 + · · · + nk logN
( ∨
t∈⋃ik(Di+ri )
T −tU
)
 1
n1 + · · · + nk logN
( ∨
t∈(Dk+rk)
T −tU
)
= nk
n1 + · · · + nk
1
nk
logN
( ∨
t∈Dk
T −tU
)
→ h∗top(T ,U) when k → +∞.
Thus hAtop(T ,U) = h∗top(T ,U) and hence h∗top(T ,U) = supA hAtop(T ,U).
As h∗top(T ,U) = supA hAtop(T ,U) supA hAtop(T ), we have h∗top(T ) supA hAtop(T ). Since it
is clear that h∗top(T ) hAtop(T ) for each A, we have h∗top(T ) supA hAtop(T ) and thus h∗top(T ) =
supA hAtop(T ). 
Recall that a t.d.s. is null if and only if hAtop(T ) = 0 for each sequence A ∈ S . Null systems
are studied in [13] and [16], see also [24,15]. Now we have
Corollary 2.2. Let (X,T ) be a t.d.s. Then
(1) (X,T ) is null iff h∗top(T ) = 0.
(2) (X,T ,μ) has discrete spectrum iff h∗μ(T ) = 0.
Proof. (1) follows from Theorem 2.1, and (2) follows from Theorem 2.1 and [26]. 
Let (Xi, Ti) be t.d.s. and (Xi+1, Ti+1) be semi-conjugate to (Xi, Ti) through pi+1 for each i.
Let
X = {(x1, x2, . . .): xi ∈ Xi and pi+1(xi+1) = xi}
be equipped with the product topology of Xi . Let πi : X → Xi be the projection, i ∈ N. Define
T : X → X such that
T (x1, x2, . . .) =
(
T1(x1), T2(x2), . . .
)
.
Then (X,T ) is a t.d.s. and is called the inverse limit system of {(Xi, Ti)}.
1694 W. Huang, X. Ye / Advances in Mathematics 220 (2009) 1689–1716By Theorem 2.1 all properties on sequence entropy are inherited by maximal pattern entropy.
Theorem 2.3. Let (X,T ) be a t.d.s and (Y,C, ν, T ) be an m.t.d.s.
(1) h∗top(T ) and h∗μ(T ) are conjugacy and isomorphism invariants respectively.
(2) For each open cover U , h∗top(T k,U) = h∗top(T ,U) for each k ∈ Z \ {0} and thus
h∗top
(
T k
)= h∗top(T )
for each k ∈ Z \ {0}.
(3) For each finite partition α of Y , h∗ν(T k,α) = h∗ν(T ,α) for each k ∈ Z \ {0} and thus
h∗ν
(
T k
)= h∗ν(T )
for each k ∈ Z \ {0}.
(4) If (X,T ) is the inverse limit system of (Xi, Ti), then h∗top(T ) = limih∗top(Ti).
(5) If htop(T ) > 0, then h∗top(T ) = ∞.
(6) If hν(T ) > 0, then h∗ν(T ) = ∞.
Proof. (1) follows from Theorem 2.1. We show (2) for k ∈ N. First by Theorem 2.1 there is a
sequence A such that h∗top(T k,U) = hAtop(T k,U). Thus
h∗top
(
T k,U)= hAtop(T k,U)= hkAtop (T ,U) h∗top(T ,U).
Observe that for each sequence A there are sequences Ai such that A = ⋃k−1i=0 (kAi + i).
Set Din = (kAi + i) ∩ {t1, . . . , tn} for each 0  i  k − 1, where A = {t1 < t2 < · · ·}. For
each open cover U , there is {nj } such that ai = lim
|Dinj |
nj
exists for each i and hAtop(T ,U) =
limj→+∞ 1nj logN (
∨nj
i=1 T −tiU). By Theorem 2.1 there is a sequence A such that h∗top(T ,U) =
hAtop(T ,U). Thus
h∗top(T ,U) = hAtop(T ,U)
k−1∑
i=0
aih
kAi+i
top (T ,U) =
k−1∑
i=0
aih
kAi
top (T ,U)
=
k−1∑
i=0
aih
Ai
top
(
T k,U) k−1∑
i=0
aih
∗
top
(
T k,U)= h∗top(T k,U).
If k is negative we observe that h∗top(T k,U) = h∗top(T −k,U). The proof of (2) is finished.
(3) can be proved in the same fashion as (2). We now show (4). Observe that h∗top(T ) 
h∗top(Ti) and h∗top(Ti+1)  h∗top(Ti) for each i. Thus h∗top(T )  limh∗top(Ti). It remains to show
h∗top(T ) limh∗top(Ti).
For a given i ∈ N let U(i, j) be a basis of Xi , j ∈ N. Observe that {π−1i (U(i, j)): i, j ∈ N}
is a basis of X. Thus for an open cover U of X there are (i1, j1), . . . , (ik, jk) such that V =
{π−1(U(i1, j1)), . . . , π−1(U(ik, jk))} is a refinement of U . Let i = max{i1, . . . , ik}. Observe thati1 ik
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given sequence A ∈ S we have
hAtop(T ,U) hAtop(T ,V) = hAtop
(
Ti, {U1, . . . ,Um}
)
 lim
i
hAtop(Ti).
This implies that hAtop(T ) limhAtop(Ti). Using Theorem 2.1 we get
h∗top(T ) = supA
hAtop(T ) limh∗top(Ti).
Finally, as htop(T ) h∗top(T ), htop(T k) = khtop(T ), it follows by (2) that if htop(T ) > 0, then
h∗top(T ) = ∞. This proves (5). Similarly we prove (6). 
Before ending the section we investigate the relation between h∗top(T ) and h∗μ(T ). Goodman
[13] proved that if (X,T ) is a t.d.s. and X has a finite covering dimension, then for any A ∈ S
and any measure μ in M(X,T ), hAμ (T )  hAtop(T ). We will show that the assumption that X
has a finite covering dimension is not necessary. Moreover, we get h∗μ(T ) h∗top(T ). To do this
we need some lemmas. The first one is well known and the second one is an application of
Theorem 2.1.
Lemma 2.4. Let (X,T ) be a t.d.s and μ ∈ M(X,T ). If α,β be two finite measurable partitions
of X, then |hAμ (T ,α)− hAμ (T ,β)|Hμ(α|β)+Hμ(β|α) for any A ∈ S .
Lemma 2.5. Let (X,T ) be a t.d.s and μ ∈ M(X,T ). Then for any A ∈ S and k ∈ N
hA
μk
(
T (k)
)= khAμ (T ) and hAtop(T (k))= khAtop(T ). (2.1)
Moreover
h∗
μk
(
T (k)
)= kh∗μ(T ) and h∗top(T (k))= kh∗top(T ), (2.2)
where T (k) = T × T × · · · × T (k-times) and uk = μ×μ× · · · ×μ (k-times).
Proof. The first equality of (2.1) is Proposition 2.4 in [13] and the second equality of (2.1) is
Lemma 4 in [26]. Then one gets (2.2) by applying Theorem 2.1. 
Now we show the result of Goodman holds without the assumption that X has a finite covering
dimension.
Theorem 2.6. Let (X,T ) be a t.d.s and μ ∈ M(X,T ). Then hAμ (T )  hAtop(T ) for any A ∈ S .
Moreover, h∗μ(T ) h∗top(T ).
Proof. Let (Y,S) be a t.d.s and ν ∈ M(X,T ). First, we claim that
Claim. hAtop(S) hAν (S)+ log 2 + 1 for any A ∈ S .
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mined later. Since ν is regular there exist compact sets Bj ⊂ Aj ,1 j  k, with ν(Aj \Bj ) < .
Let α = {B0,B1, . . . ,Bk}, where B0 = Y \⋃kj=1 Bj . Now we choose  small enough such that
Hν(β|α)+Hν(α|β) 1. Thus by Lemma 2.4, hAν (S,β) hAν (S,α)+1 for any sequence A ∈ S .
Put U = {B0 ∪B1,B0 ∪B2, . . . ,B0 ∪Bk}. Since for each i 	= 0, B0 ∪Bi = Y \⋃j /∈{0,i} Bj is an
open set, U is an open cover of Y . We have, if n 1,0 t1 < t2 < · · · < tn, Hν(∨ni=1 S−ti α)
logN(
∨n
i=1 S−ti α), where N(
∨n
i=1 S−iα) denotes the number of nonempty sets in the partition∨n
i=1 S−ti α. It is easy to see that 2nN(
∨n
i=1 S−tiU)N(
∨n
i=1 S−ti α). Therefore, for any A ∈ S
hAν (S,β) hAν (S,α)+ 1 hAtop(S,U)+ log 2 + 1.
Thus, hAtop(T ) hAν (T )− (log 2 + 1) for any A ∈ S as we claimed.
Now for any k ∈ N,
khAμ (T ) = hAμk
(
T (k)
)
 hAtop
(
T (k)
)+ log 2 + 1
= khAtop(T )+ log 2 + 1.
Dividing k in both sides and letting k → ∞, we conclude hAμ (T ) hAtop(T ). 
Remark 2.7. Any nontrivial topologically weakly mixing t.d.s. (X,T ) with a unique measure μ
supported on a fixed point is an example for which h∗μ(T ) = 0 and h∗top(T ) = +∞ (see [16]).
Note that the system has zero topological entropy by the variational principle. This means that
when a t.d.s. (X,T ) has zero topological entropy, i.e. there is no entropy pair, it may happen that
there are intrinsic sequence entropy tuples of arbitrary lengths.
3. Intrinsic entropy tuples and maximal pattern entropy
Along the line of the so-called local theory of entropy developed in [3,4,18] in this section
we will introduce the notion of maximal pattern entropy tuples both in topological and measure-
theoretical settings. Basic properties of the maximal pattern entropy tuples are stated. Let us
begin with some additional notations. Given a t.d.s. (X,T ) and an integer n 2, the nth product
system is the t.d.s. (X(n), T (n)), where X(n) is the Cartesian product X × · · · × X (n times) and
T (n) represents the simultaneous action of T in each coordinate of X(n). The product σ -algebra
of X(n) is denoted by B(n) and its diagonal by Δn(X) = {(x, . . . , x) ∈ X(n): x ∈ X}.
Let (xi)ni=1 ∈ X(n). A finite cover of X, U = {U1,U2, . . . ,Uk}, is said to be an admissible
cover with respect to (xi)ni=1 if for each 1  j  k there exists 1  ij  n such that xij is
not contained in the closure of Uj . Analogously we define admissible partitions with respect
to (xi)ni=1.
Definition 3.1. Let (X,T ) be a t.d.s. and μ ∈ M(X,T ). An n-tuple (xi)ni=1 ∈ X(n), n  2, is
called
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h∗top(T ,U) > 0 for any admissible open cover U with respect to (xi)ni=1;
(2) a maximal pattern entropy n-tuple for μ, if at least two points in (xi)ni=1 are different and
h∗μ(T ,α) > 0 for any admissible Borel partition α with respect to (xi)ni=1.
We denote by MEn(X,T ) the set of maximal pattern entropy n-tuples and by MEμn (X,T )
the set of maximal pattern entropy n-tuples for μ. In particular, if n = 2 a tuple is said to be a
pair, denoted by ME(X,T ). Theorem 2.1 implies that maximal pattern entropy n-tuples are the
same as sequence entropy n-tuples, and maximal pattern entropy n-tuples for μ are the same as
sequence entropy n-tuples for μ (see [16,17]). Thus by [16] we have
Theorem 3.2. Let (X,T ) be a t.d.s. Then
1. ME(X,T ) = X2 \Δ iff (X,T ) is weakly mixing.
2. ME(X,T ) = ∅ iff (X,T ) is null.
3. MEμn (X,T ) ⊆ MEn(X,T ) for each μ ∈ M(X,T ).
The proof of the following proposition is similar to the proof of the corresponding result in [3].
Proposition 3.3. Let (X,T ) be a t.d.s.
(a) If U = {U1, . . . ,Un} is an open cover of X with h∗top(T ,U) > 0, then for all 1 i  n there
exists xi ∈ Uci such that (xi)ni=1 is a maximal pattern entropy n-tuple.
(b) MEn(X,T )∪Δn(X) is a closed T (n)-invariant subset of X(n).
(c) Let π : (Y,S) → (X,T ) be a factor map of t.d.s.
(1) If (xi)ni=1 ∈ MEn(X,T ), then for all 1 i  n there exists yi ∈ Y such that π(yi) = xi
and (yi)ni=1 ∈ MEn(Y,S).
(2) If (yi)ni=1 ∈ MEn(Y,S) and (π(yi))ni=1 /∈ Δn(X), then (π(yi))ni=1 ∈ MEn(X,T ).
(d) Suppose W is a closed T -invariant subset of (X,T ). If (xi)ni=1 is a maximal pattern entropy
n-tuple of (W,T |W), then it is also a maximal pattern entropy n-tuple of (X,T ).
Let (X,T ) be a t.d.s. and μ ∈ M(X,T ). Put
Kμ =
{
A ∈ B(X): h∗μ
(
T ,
{
A,Ac
})= 0}.
It is a T -invariant σ -algebra of B(X). We call Kμ the Kronecker σ -algebra of (X,μ,T ). The
following result shows Kμ appears naturally in the study of maximal pattern entropy.
Lemma 3.4. Let (X,T ) be a t.d.s. and μ ∈ M(X,T ). Then h∗μ(T ,α) = Hμ(α|Kμ) for any finite
measurable partition α.
Proof. It follows from Lemma 2.2 and Theorem 2.3 in [17]. 
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Define a measure λn(μ) on B(n) by letting
λn(μ)
(
n∏
i=1
Ai
)
=
∫
X
n∏
i=1
E(1Ai |Kμ)dμ,
where Kμ is the Kronecker σ -algebra. The following lemma is Lemma 3.3 in [17].
Lemma 3.5. Let (X,T ) be a t.d.s. and μ ∈ M(X,T ). If U = {U1,U2, . . . ,Un} is a measurable
cover of X with n 2, then λn(μ)(
∏n
i=1 Uci ) > 0 if and only if for any finite measurable partition
α finer than U as a cover, one has h∗μ(T ,α) > 0.
Now we give a characterization of MEμn (X,T ).
Theorem 3.6. Let (X,T ) be a t.d.s. and μ ∈ M(X,T ). Then for any n 2,
MEμn (X,T ) = supp
(
λn(μ)
) \Δn(X).
Proof. (i) Let (xi)ni=1 ∈ MEμn (X,T ). To show (xi)ni=1 ∈ supp(λn(μ))\Δn(X) it remains to prove
that for any neighborhood
∏n
i=1 Ui of (xi)ni=1, λn(μ)(
∏n
i=1 Ui) > 0.
Set U = {Uc1 ,Uc2 , . . . ,Ucn}. Without loss of generality we can assume that U is a measurable
cover of X (if it is necessary we consider smaller Ui ). It is clear that any measurable partition α
finer than U as a cover is an admissible partition with respect to (xi)ni=1. Therefore, h∗μ(T ,α) > 0.
By Lemma 3.5, λn(μ)(
∏n
i=1 Ui) > 0.
(ii) Let (xi)ni=1 ∈ supp(λn(μ))\Δn(X). We are going to show that for any admissible partition
α = {A1,A2, . . . ,Ak} with respect to (xi)ni=1, h∗μ(T ,α) > 0.
Since α is an admissible partition with respect to (xi)ni=1 there exist closed neighbor-
hoods Ui of xi , 1  i  n, such that for each j ∈ {1,2, . . . , k} we find ij ∈ {1,2, . . . , n} with
Aj ⊂ Ucij . That is, α is finer than U = {Uc1 ,Uc2 , . . . ,Ucn} as a cover. Since λn(μ)(
∏n
i=1 Ui) > 0,
h∗μ(T ,α) > 0 by Lemma 3.5. 
Let (X,T ) be a t.d.s. and μ ∈ M(X,T ). A maximal pattern entropy n-tuple (xi)n1 for μ is
called intrinsic if xi 	= xj for i 	= j . For n 2 denote by MEμ,en (X,T ) the set of intrinsic maximal
pattern entropy n-tuples for μ. For a finite cover W = {W1,W2, . . . ,Wk} and m k,
mW =
{
m⋃
i=1
Wji : 1 j1 < j2 < · · · < jm  k
}
is also a cover of X. To investigate the relation between h∗μ(T ) and ME
μ,e
n (X,T ), we need the
following lemma.
Lemma 3.7. Let (X,T ) be a t.d.s. and μ ∈ M(X,T ).
(1) If α = {A1,A2, . . . ,Ak} is a finite measurable partition of X, and β  mα with m  k is
also a finite measurable partition of X, then h∗ (T ,β) h∗ (T ,α)− logm.μ μ
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open cover of X, then h∗top(T ,V) h∗top(T ,U)− logm.
Proof. (1) First, we show that Hμ(β) + logmHμ(α). For any B ∈ β , let I (B) = {1 i  k:
B ∩ Ai 	= ∅}, then |I (B)|  m as β  mα. Put φ(x) = −x logx, x > 0 and φ(0) = 0. By the
Jensen inequality one has for any l ∈ N and x1, x2, . . . , xl > 0
φ
(
x1 + x2 · · · + xl
l
)

∑l
i=1 φ(xi)
l
. (3.1)
Using (3.1), we have φ( μ(B)|I (B)| )
∑
i∈I (B) φ(μ(B∩Ai))
|I (B)| . Thus,
φ
(
μ(B)
)+μ(B) logm φ(μ(B))+μ(B) log(∣∣I (B)∣∣) (3.2)

∑
i∈I (B)
φ
(
μ(B ∩Ai)
)= k∑
i=1
φ
(
μ(B ∩Ai)
)
. (3.3)
Summing up (3.2) for all B ∈ β , one gets Hμ(β)+ logmHμ(α ∨ β)Hμ(α).
Note that for any 0  t1 < t2 < · · · < tn, ∨ni=1 T −ti β  mn∨ni=1 T −ti α. By a similar argu-
ment as above one has Hμ(
∨n
i=1 T −ti β)+ n logmHμ(
∨n
i=1 T −ti α). It implies
max
(t1<t2<···<tn)∈Zn+
Hμ
(
n∨
i=1
T −ti β
)
+ n logm max
(t1<t2<···<tn)∈Zn+
Hμ
(
n∨
i=1
T −ti α
)
.
Therefore h∗μ(T ,β) h∗μ(T ,α)− logm.
(2) First, it is easy to see that N(V) ·mN(U). Moreover,
max
(t1<t2<···<tn)∈Zn+
N
(
n∨
i=1
T −tiV
)
·mn  max
(t1<t2<···<tn)∈Zn+
N
(
n∨
i=1
T −tiU
)
.
Therefore h∗top(T ,V) h∗top(T ,U)− logm. 
Now we could show the relation.
Theorem 3.8. Let (X,T ) be a t.d.s., μ ∈ M(X,T ) and n ∈ N with n 2.
(1) If h∗μ(T ) > log(n− 1), then MEμ,en (X,T ) 	= ∅.
(2) Conversely, if MEμ,en (X,T ) 	= ∅ and μ is ergodic, then h∗μ(T ) logn.
Proof. (1) Since h∗μ(T ) > log(n − 1), there exists a finite Borel partition α = {A1,A2, . . . ,Ak}
such that h∗μ(T ,α) > log(n− 1). Let (n− 1)α = {
⋃n−1
i=1 Aji : 1 j1 < j2 < · · · < jn−1  k} and
m = (n−1).
k
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log(n− 1) > 0 by Lemma 3.7(1). By Lemma 3.5, we have
λm(μ)
( ∏
1j1<j2<···<jn−1k
(
n−1⋃
i=1
Aji
)c)
> 0.
Since
λm(μ)
( ∏
1j1<j2<···<jn−1k
(
n−1⋃
i=1
Aji
)c)
=
∑
K(j1j2···jn−1)/∈{j1,j2,...,jn−1}
λm(μ)
( ∏
1j1<j2<···<jn−1k
AK(j1j2···jn−1)
)
,
there exists K∗(j1j2 · · · jn−1) /∈ {j1, j2, . . . , jn−1} for every 1  j1 < · · · < jn−1  k with
λm(μ)(
∏
1j1<j2<···<jn−1k AK∗(j1j2···jn−1)) > 0.
Let I = {K∗(j1j2 · · · jn−1): 1 j1 < j2 < · · · < jn−1  k}. If |I | n−1, then there exist 1
s1 < s2 < · · · < sn−1  k such that I ⊂ {s1, s2, . . . , sn−1}, a contradiction as K∗(s1s2 · · · sn−1) /∈
{s1, s2, . . . , sn−1}. Thus |I | n.
Without loss of generality, assume that {1, . . . , n} ⊂ I . This implies λn(μ)(∏ni=1 Ai) > 0.
Since λn(μ) is regular, there exists a compact set B ⊂∏ni=1 Ai such that λn(μ)(B) > 0. Hence
B ∩ supp(λn(μ)) 	= ∅. Since B ∩ supp(λn(μ)) ⊂ MEμ,en (X,T ), one has MEμ,en (X,T ) 	= ∅.
(2) Let MEμ,en (X,T ) 	= ∅ and μ be ergodic. Let π : (X,μ,T ) → (Z, ν,S) be the Kronecker
factor of (X,μ,T ), where we require that (Z, ν,S) is a Lebesgue system, and μ = ∫
Z
μz dν(z)
is the disintegration of μ over (Z, ν). Since T is ergodic, we may write T as a skew product
(z,m) → (S(z), Tz(m)) on (Z ×M,ν × ρ) (see [1]), where either (M,ρ) consists of k atoms of
measure 1
k
, or (M,ρ) is continuous. In particular, (X,μz) ∼= (M,ρ) for ν-a.e. z ∈ Z.
Set (x1, x2, . . . , xn) ∈ MEμ,en (X,T ). Choose neighborhood Ui of xi , i = 1,2, . . . , n such that
Ui ∩ Uj = ∅,1  i 	= j  n. As (x1, x2, . . . , xn) ∈ suppλn(μ), one has λn(μ)(∏ni=1 Ui) > 0,
that is,
∫
Z
∏n
i=1 μz(Ui) dν(z) > 0. There exists measurable subset A ⊂ Z with ν(A) > 0 and∏n
i=1 μz(Ui) > 0 for z ∈ A. Since (X,μz) ∼= (M,ρ) for ν-a.e. z ∈ Z and Ui ∩ Uj = ∅,1 i 	=
j  n, it is not hard to see that either (M,ρ) consists of k atoms of measure 1
k
with k  n, or
(M,ρ) is continuous.
In the both cases, we can choose k  n and a finite measurable partition α = {A1,A2, . . . ,Ak}
of M with ρ(Ai) = 1k . Put β = Z × α. Then β is independent from Kμ, and thus Hμ(β|Kμ) =
Hμ(β) = log k. By Lemma 3.4, h∗μ(T ,β) = Hμ(β|Kμ) = logk  logn. Hence h∗μ(T ) 
logn. 
For a t.d.s. (X,T ) and μ ∈ M(X,T ), set MEμ,e1 (X,T ) = supp(μ). As an application of the
above theorem, we have
Corollary 3.9. Let (X,T ) be t.d.s. and μ ∈ M(X,T ) be an ergodic measure. If k = sup{n 1:
MEμ,en (X,T ) 	= ∅}, then h∗μ(T ) = logk, where we set log k = ∞ when k = ∞.
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have shown that if ν is ergodic, then supA hAν (T ) is +∞ or logk for some k ∈ N. By Theo-
rem 2.1(2) we know that h∗ν(T ) = +∞ or logk for some k ∈ N. Moreover, the assumption of
ergodicity is necessary.
4. A combinatorial lemma and applications
Let (X,T ) be a t.d.s. A maximal pattern entropy n-tuple (xi)n1 is called intrinsic if xi 	= xj
for i 	= j . For n 2 denote by MEen(X,T ) the set of intrinsic maximal pattern entropy n-tuples.
It is clearly that MEμ,en (X,T ) ⊂ MEen(X,T ) following Theorem 3.2. Combining some results
obtained in the previous section and a combinatorial lemma showed below we aim to prove
h∗top(T ) = log max{n: MEen(X,T ) 	= ∅} and give an estimation of P ∗X,U (n) in this section. For
this purpose, we first prove Lemma 4.1, which is an improvement of a combinatorial lemma
obtained in [24].
Let k  2 and Z be a nonempty finite set. Assume U is the cover of {0,1, . . . , k}Z =∏
z∈Z{0,1, . . . , k} consisting of subsets of the form
∏
z∈Z{iz}c , where 1  iz  k and {iz}c =
{0,1, . . . , k} \ {iz} for each z ∈ Z. For S ⊆ {0,1, . . . , k}Z we write CS to denote the minimal car-
dinality of subcovers of U one needs to cover S. It is clear that CS  k|Z|, i.e., logk(CS) |Z|.
Let S ⊆ {0,1, . . . , k}Z . For a nonempty subset W of Z, we restrict each element s ∈ S to
its W -coordinates, and then obtain an element sW ∈ {0,1, . . . , k}W , i.e. sW (a) = s(a) for each
a ∈ W . Then we define the restriction of S on W as follows:
S|W = {sW : s ∈ S}.
Clearly, S|W ⊆ {0,1, . . . , k}W . Next denote by HS the number of nonempty subsets W ′ of Z such
that S|W ′ ⊇ {1,2, . . . , k}W ′ . Note that we set HS = 0 when we cannot find nonempty subsets W ′
of Z such that S|W ′ ⊇ {1,2, . . . , k}W ′ . Clearly 2|Z| − 1  HS  0, and if CS > 1 then HS  1.
Note that we shall use natural logarithms unless it is expressed explicitly.
For any t > 0, by Stirling’s formula there exist c(t) > 0 and N(t) ∈ N such that
[c(t)n]+1∑
j=0
(
n
j
)
< 2tn, for any nN(t). (4.1)
For k ∈ N, let
Dk = k5N
( log k+1
k
4
)
and Ck = 1
c
( log k+1
k
4
) . (4.2)
Given k,  2 and nmax{Ck,Dk}, we put
Nk(n, ) = k22m
(
n
m
)2m
, (4.3)
where m = [ log(∑−1i=0 (ni))k+1 ]+ 1, and [∗] is the integer part of a real number ∗.log
k
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 c( log
k+1
k
4 )n following (4.1) we have m n3 − 1. As nDk  k5 and  2, it is not
hard to see that
3 5 logk  lognmmin
{
n
3
− 1,  logn
log( k+1
k
)
}
. (4.4)
Since 3 5 logk  lognm we have mm  35 log k  k2 and thus
Nk(n, ) = k22m
(
n
m
)2m
 k
2
mm
n2m  n2m  n
2 logn
log( k+1
k
) = e
2
log( k+1
k
)
log2 n
.
That is,
Nk(n, ) e
2
log( k+1
k
)
log2 n
. (4.5)
The following result plays a key role in the estimation of h∗top(T ).
Lemma 4.1. Let k,   2. For every finite set Z with |Z|  max{Ck,Dk} and S ⊆ {0,1,2,
. . . , k}Z with CS Nk(|Z|, ) there exists a W ⊆ Z with |W |  and S|W ⊇ {1,2, . . . , k}W .
Proof. The idea of the proof is close to the arguments of Lemma 3.3 in [24]. Let Z be a finite set
with |Z|max{Ck,Dk} and S ⊆ {0,1,2, . . . , k}Z with CS Nk(|Z|, ). Recall that HS is the
number of nonempty subsets W ′ of Z such that S|W ′ ⊇ {1,2, . . . , k}W ′ . Note that the number of
nonempty subsets W ′ of Z with |W ′| <  is ∑−1j=1 (|Z|j ), hence if we can show HS >∑−1j=1 (|Z|j )
then there exists a W ⊆ Z with |W |  and S|W ⊇ {1,2, . . . , k}W . Thus it is sufficient to verify
HS >
∑−1
j=1
(|Z|
j
)
.
For that purpose, let m = [ log(∑−1i=0 (|Z|i ))
log( k+1
k
)
] + 1. Then Nk(|Z|, ) = k22m( |Z|m )2m by Defini-
tion (4.3). Set S0 = S and Z0 = Z. We shall construct Z0  Z1  Z2  · · ·  Zm 	= ∅ and
Sj ⊆ {0,1, . . . , k}Zj for all 1 j m with the following two properties:
(i) HSj−1  k+1k HSj for all 1 j m,
(ii) CSj  Nk(|Z|,)2j ∏ji=1 |Zi−1\Zi |2 for 1 j m.
Suppose that we have constructed Z0, . . . ,Zj and S0, . . . , Sj with the above properties for
some 0 j < m. For any nonempty subset Q of Zj , let
S
Q
j is the restriction of Sj on Q, i.e., S
Q
j = Sj |Q. (4.6)
Next consider the set
Fj =
{
Q: Q ⊆ Zj is nonempty with CSQj 
CSj
1 + |Zj \Q|
}
.
Then Fj 	= ∅ since Zj ∈ Fj .
For each Q ∈ Fj , we have
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(
CSj
1 + |Zj \Q|
)
 logk
(
CSj
|Zj |
)
 logk
(
Nk(|Z|, )
2j |Zj |2 ∏ji=1 |Zi−1 \Zi |2
)
 logk
(
Nk(|Z|, )
2j (
∑j
i=1(|Zi−1\Zi |+|Zj |)
j+1 )
2(j+1)
)
= logk
(
Nk(|Z|, )
2j ( |Z|
j+1 )
2(j+1)
)
 logk
(
Nk(|Z|, )
2m−1( |Z|
m
)
2m
)
 logk
(
2k2
)
 2,
i.e., |Q| 2. Note that in the last third inequality logk
(
Nk(|Z|,)
2j ( |Z|
j+1 )
2(j+1)
)
 logk
(
Nk(|Z|,)
2m−1( |Z|
m
)
2m
)
we use
the inequality m |Z|3 − 1 and the fact: the function φ(x) = 2x−1( |Z|x )
2x
, x > 0, is increasing on
the interval (0,
√
2|Z|
e
], where e is the Euler constant.
Take Q∗ ∈ Fj such that |Q∗| = min{|Q|: Q ∈ Fj }. Then |Q∗| 2. Pick a z∗ ∈ Q∗ and set
Sj,i to be the restriction of
{
f ∈ SQ∗j : f (z∗) = i
}
on Zj+1 := Q∗ \ {z∗} (4.7)
for i = 1,2, . . . , k (here one needs the fact that |Q∗| 2 and hence Zj+1 	= ∅).
Since |Q∗| = min{|Q|: Q ∈ Fj }, ∅ 	= Zj+1 ⊂ Zj and |Zj+1| = |Q∗|−1, one has Zj+1 /∈ Fj .
Thus C
S
Zj+1
j
<
CSj
1+|Zj \Zj+1| . Moreover for each i ∈ {1,2, . . . , k},
CSij
 C
S
Zj+1
j
<
CSj
1 + |Zj \Zj+1| , (4.8)
where
Sij is the restriction of
{
f ∈ SQ∗j : f (z∗) 	= i
}
on Zj+1. (4.9)
By (4.6), (4.7) and (4.9) for each 1 i  k we have CSj,i +CSij  CSQ∗j and thus
CSj,i  CSQ∗j −CSij 
CSj
1 + |Zj \Q∗| −
CSj
1 + |Zj \Zj+1|
(
by (4.6) and (4.8))
= CSj|Zj \Zj+1|(1 + |Zj \Zj+1|) 
Nk(|Z|, )
2j+1
∏j+1
i=1 (|Zj \Zj+1|2)
.
Now take Sj+1 to be one of sets among Sj,1, . . . , Sj,k with minimal H -value, say Sj,v . That is,
HSj+1 = HSj,v = min1ikHSj,i .
For each 1  i  k denote by Bi the collection of nonempty subsets W ⊆ Zj+1 such that
Sj,i |W ⊇ {1,2, . . . , k}W . Let B be the collection of all nonempty subsets W ⊆ Zj such that
Sj |W ⊇ {1,2, . . . , k}W . It is clear that ⋃k Bi ⊂ B , and for any nonempty W ∈ ⋂k Bi wei=1 i=1
1704 W. Huang, X. Ye / Advances in Mathematics 220 (2009) 1689–1716have W ∪ {z∗} ∈ B \ ⋃ki=1 Bi . Thus we obtain an injective map W ∈ ⋂ki=1 Bi → W ∪ {z∗} ∈
B \⋃ki=1 Bi , which implies |B \⋃ki=1 Bi | |⋂ki=1 Bi |. Hence
HSj = |B| =
∣∣∣∣∣
k⋃
i=1
Bi
∣∣∣∣∣+
∣∣∣∣∣B \
k⋃
i=1
Bi
∣∣∣∣∣
∣∣∣∣∣
k⋃
i=1
Bi
∣∣∣∣∣+
∣∣∣∣∣
k⋂
i=1
Bi
∣∣∣∣∣
and HSj+1 = min1ik HSj,i = min1ik |Bi |. Now
HSj 
∣∣∣∣∣
k⋃
i=1
Bi
∣∣∣∣∣+
∣∣∣∣∣
k⋂
i=1
Bi
∣∣∣∣∣= 1k
k∑
j=1
(
|Bj | +
∣∣∣∣∣
(
k⋃
i=1
Bi
)
\Bj
∣∣∣∣∣
)
+
∣∣∣∣∣
k⋂
i=1
Bi
∣∣∣∣∣
 1
k
(
kHSj+1 +
k∑
j=1
∣∣∣∣∣
(
k⋃
i=1
Bi
)
\Bj
∣∣∣∣∣+
∣∣∣∣∣
k⋂
i=1
Bi
∣∣∣∣∣
)
 1
k
(
kHSj+1 +
∣∣∣∣∣
(
k⋂
i=1
Bi
)
∪
k⋃
j=1
((
k⋃
i=1
Bi
)
\Bj
)∣∣∣∣∣
)
= 1
k
(
kHSj+1 +
∣∣∣∣∣
k⋃
i=1
Bi
∣∣∣∣∣
)
 k + 1
k
HSj+1 .
Hence the properties (i) and (ii) are also satisfied for j + 1.
A simple calculation yields that
Nk(|Z|, )
2m
∏m
i=1 |Zi−1 \Zi |2
 Nk(|Z|, )
2m( |Z|
m
)
2m  k
2 > 1.
Thus CSm  Nk(|Z|,)2m∏mi=1 |Zi−1\Zi |2 > 1 by property (ii) and hence HSm  1. Using property (i) and the
fact
m =
[ log(∑−1i=0 (|Z|i ))
log( k+1
k
)
]
+ 1 log(
∑−1
i=0
(|Z|
i
)
)
log( k+1
k
)
we have
HS 
(
k + 1
k
)m
HSm 
(
k + 1
k
)m
= em log( k+1k )
 elog(
∑−1
j=0 (
|Z|
j )) =
−1∑
j=0
(|Z|
j
)
>
−1∑
j=1
(|Z|
j
)
,
i.e., HS >
∑−1 (|Z|)
.j=1 j
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∑−1
j=1
(|Z|
j
)
with the fact that the number of nonempty subsets W ′
of Z with |W ′| <  is ∑−1j=1 (|Z|j ), we know that there exists a W ⊆ Z with |W |  and S|W ⊇
{1,2, . . . , k}W . 
Remark 4.2. Let k  2 and let b ∈ (0,1) be a constant. Choose 0 < d < 14 with d log 2 −
2d logd < b2 . Let c = min{c(
d log( k+1
k
)
log 2 ),
1
2Ck }. Then 1 > c > 0 is depending only on k and b.
For n ∈ N with nDk , let  = [cn] + 1. Then nmax{Ck,Dk}. Put m =
[ log(∑−1i=0 (ni))
log( k+1
k
)
]+ 1.
Then m dn+ 1 n3 as c c(
d log( k+1
k
)
log 2 ) and d <
1
4 .
Let M = max{Dk, 2(2 log k+log 2−logd)b }. Then M is depending only on k and b. For n M ,
one has
Nk(n, ) = k22m
(
n
m
)2m
 k22dn+1
(
1
d
)2(dn+1)
= e2 log k+(d log 2−2d logd)n+log 2−logd
 e b2 n+2 log k+log 2−logd = ebn−( b2 n−2 log k−log 2+logd)  ebn.
By the above discussion and Lemma 4.1, we get the following result which firstly appeared
as Lemma 3.3 in [24]:
Lemma 3.3 of [24]. Let k  2 and let b > 0 be a constant. There exist two constants c > 0 and
D > 0 depending on k and b such that for every finite set Z with |Z|D and S ⊆ {0,1, . . . , k}Z
with CS  eb|Z| there exists a W ⊆ Z with |W | c|Z| and S|W ⊇ {1,2, . . . , k}W .
As a direct application of Lemma 4.1 and (4.5), we have
Corollary 4.3. Let k,   2. Then for every finite set Z with |Z|  max{Ck,Dk} and S ⊆
{0,1,2, . . . , k}Z with CS  e
2
log( k+1
k
)
log2 |Z|
there exists a W ⊆ Z with |W |   and S|W ⊇
{1,2, . . . , k}W .
Now we apply Lemma 4.1 to show that h∗top(T ) = logk (k ∈ N ∪ {∞}) for any t.d.s.
Theorem 4.4. Let (X,T ) be a t.d.s. Then
h∗top(T ) = log
(
max
{
n: MEen(X,T ) 	= ∅
})
.
Particularly, h∗top(T ) = +∞ or logk for some k ∈ N.
Proof. We divide the proof into the following steps.
Step 1. If n 2 and h∗top(T ) > log(n− 1), then MEen(X,T ) 	= ∅.
Assume that h∗top(T ) > log(n− 1). Then there is a finite open cover U = {U1,U2, . . . ,Uk} of
X with h∗ (T ,U) > log(n− 1). It is clear that k  n.top
1706 W. Huang, X. Ye / Advances in Mathematics 220 (2009) 1689–1716Let (n − 1)U = {⋃n−1i=1 Uji : 1  j1 < j2 < · · · < jn−1  k}. By Lemma 3.7(2), one
has h∗top(T , (n − 1)U)  h∗top(T ,U) − log(n − 1) > 0. Hence by Proposition 3.3(a), for
each 1  j1 < j2 < · · · < jn−1  k there exist xj1j2···jn−1 ∈ (
⋃n−1
i=1 Uji )
c
such that
(xj1j2···jn−1)1j1<j2<···<jn−1k ∈ MEm(X,T ), where m =
(
n−1
k
)
.
Let l = #{xj1j2···jn−1 : 1 j1 < j2 < · · · < jn−1  k} and
{y1, y2, . . . , yl} = {xj1j2···jn−1 : 1 j1 < j2 < · · · < jn−1  k}.
If l  n − 1, since U is a cover of X and k  n, there exist 1  s1 < s2 < · · · < sn−1 with
{y1, y2, . . . , yl} ⊂⋃n−1i=1 Usi . In particular, xs1s2···sn−1 ∈⋃n−1i=1 Usi , a contradiction, as xs1s2···sn−1 ∈
(
⋃n−1
i=1 Usi )
c
. This shows l  n and hence (yi)ni=1 ∈ MEen(X,T ).
Step 2. If n 2 and MEen(X,T ) 	= ∅, then h∗top(T ) logn.
Let (x1, x2, . . . , xn) ∈ MEen(X,T ) and let Ui be an open neighborhood of xi with Ui ∩Uj = ∅
for any 1 i < j  n. Now we claim
Claim. If Un+1 is an open subset of X with X\ (⋃ni=1 Ui) ⊆ Un+1 and cl(Un+1)∩{x1, . . . , xn} =∅, then U = {U1, . . . ,Un,Un+1} is an open cover of X with p∗X,U (m) nm for each m ∈ N.
Proof of Claim. Let Un+1 be the open subset of X mentioned above, and choose small closed
neighborhood Vi of xi , i = 1,2, . . . , n, with Vi ⊂ Ui and Vi ∩Un+1 = ∅ for each 1 i  n. Then
V = {V c1 ,V c2 , . . . , V cn } is an open cover with h∗top(T ,V) > 0, since (x1, x2, . . . , xn) ∈ MEn(X,T ).
As h∗top(T ,V) > 0, for any m ∈ N there exist r ∈ N with r max{Cnm,Dn} (see (4.2) for the
definition of Cn and Dn) and {t1 < t2 < · · · < tr} ⊂ N such that
N
(
r∨
i=1
T −tiV
)
 e
2m
log n+1n
log2 r
.
Consider a map φr : X → {0,1, . . . , n}r defined by
(
φr(x)
)
(j) =
{
i if T tj (x) ∈ Vi for some 1 i  n,
0 otherwise.
Then Cφr(X) = N(
∨r
i=1 T −tiV)  e
2m
log n+1n
log2 r
. Hence by Corollary 4.3 there exists W :=
{i1 < i2 < · · · < im} ⊆ {1,2, . . . , r} such that φr(X)|W ⊇ {1,2, . . . , n}W . Thus for any s ∈
{1,2, . . . , n}W , there exists xs ∈ X such that φr(xs)|W = s, which implies xs ∈⋂mj=1 T −tij Vs(ij ).
It is not hard to see that each element
⋂m
j=1 T
−tij Ut(j) (t ∈ {1,2, . . . , n+1}m) of ∨mj=1 T −tij U
contains at most one point in {xs : s ∈ {1,2, . . . , n}W }. This implies N(∨mj=1 T −tij U)  nm as
|{xs; s ∈ {1,2, . . . , n}W }| = nm. Hence p∗X,U (m) nm. This ends the proof of the claim.
Finally, by the above claim h∗top(T ) h∗top(T ,U) logn. 
For any t.d.s. with h∗ (T ) < ∞ we havetop
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cover U of X, there exists C > 0 (depending on U ) such that for each n ∈ N,
p∗X,U (n)mneC log
2 n+C.
Particularly, (X,T ) is null iff for each open cover U , there exists C > 0 (depending on U ) such
that p∗
X,U (n) eC log
2 n+C for each n ∈ N.
Proof. Let U = {U1,U2, . . . ,Uk} be an open cover of X. If k m, it is clear that p∗X,U (n)mn
for each n ∈ N. Now we assume that k >m.
Let V = mU = {⋃mi=1 Uji : 1 j1 < j2 < · · · < jm  k}. First, it is not hard to see that
p∗X,U (n) p∗X,V (n)mn for each n ∈ N. (4.10)
For an open cover W of X, we define
C(T ,W) = lim sup
n→+∞
logp∗
X,W (n)
log2 n+ 1 .
An n-tuple (xi)ni=1 ∈ X(n), n 2, is called a maximal pattern complexity n-tuple if at least two
points in (xi)ni=1 are different and C(T ,U) = +∞ for any admissible open cover U with respect
to (xi)ni=1. A maximal pattern complexity n-tuple (xi)n1 is called intrinsic if xi 	= xj for i 	= j .
We denote by Cn(X,T ) the set of maximal pattern complexity n-tuples of X and by Cen(X,T )
the set of intrinsic maximal pattern complexity n-tuple of X.
We are going to show that there exists C > 0 such that p∗
X,V (n) eC log
2 n+C for each n ∈ N.
It is clear our result will follow by this fact and (4.10).
Assume the contrary that there does not exist C > 0 such that p∗
X,V (n)  eC log
2 n+C for
each n ∈ N. Then we have C(T ,V) = +∞. By the same argument as in the proof of Propo-
sition 2 in [3] we get that there exist xj1j2···jm ∈ (
⋃m
i=1 Uji )
c for 1 j1 < j2 < · · · < jm  k with
(xj1j2···jm)1j1<j2<···<jmk ∈ Cr(X,T ), where r =
(
k
m
)
.
Let  = #{xj1j2···jm : 1  j1 < j2 < · · · < jm  k} and {y1, y2, . . . , y} = {xj1j2···jm : 1 
j1 < j2 < · · · < jm  k}. If   m, since U is a cover of X and k  m + 1, there exist
1 s1 < s2 < · · · < sm  k with {y1, y2, . . . , y} ⊂⋃mi=1 Usi . In particular xs1s2···sm ∈⋃mi=1 Usi ,
a contradiction, since xs1s2···sm ∈ (
⋃m
i=1 Usi )
c
. This shows m+1 and (yi)m+1i=1 ∈ Cem+1(X,T ).
Now as Cem+1(X,T ) 	= ∅, arguing the same as in the proof of Step 2 of Theorem 4.4, one has
h∗top(T ) log(m+ 1), a contradiction. 
The following remark exhibits the relation between MEμn,en (X,T ) and MEen(X,T ).
Remark 4.6. For each n  2, there is a t.d.s. (Xn,Tn) and μn ∈ M(Xn,Tn) such that
MEμn,en (Xn,Tn) = ∅ and MEen(Xn,Tn) 	= ∅.
Proof. Let (X,T ) be a t.d.s. such that h∗μ(T ) = 0 and h∗top(T ) = log 2. Such a system exists, see
for example [13]. Then (X(n), T (n)) is the system we need. 
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t.d.s. [16]. It is proved in [27] that if a minimal t.d.s. has finite maximal pattern entropy, then it
(module a proximal extension) is a finite-to-one extension of a proximal extension of an equicon-
tinuous t.d.s. Note that a similar result for an ergodic m.t.d.s. is known [33].
5. Another combinatorial lemma and applications
In this section we shall strengthen Theorem 4.5 when X is a zero-dimensional space. To do
this we need a generalization of the Karpovsky–Milman–Alon lemma which states that if S ⊂
{1,2, . . . ,m}{1,2,...,n} with |S| >∑−1j=0 (nj)(m− 1)n−j then S|{i1,i2,...,i} = {1,2, . . . ,m}{i1,i2,...,i}
for some 1  i1 < i2 < · · · < i  n, where m  2. Note that when m = 2 this is the Sauer–
Pereles–Shelah lemma (see [31,32]) and for the general cases see [22,2,19].
Lemma 5.1. Let 2  k  m and ,n ∈ N with n  max{Ck,Dk}, where Ck,Dk are defined
in (4.2). If S ⊆ {1,2, . . . ,m}{1,2,...,n} with |S|N(n,m;, k) then there exist W ⊆ {1,2, . . . , n}
with |W | =  and V ⊆ {1,2, . . . ,m} with |V | = k such that S|W ⊇ VW , where N(n,m;, k)
equals to (k − 1)nNk(n, )(mk) (see (4.3) for the definition of Nk(n, )).
Proof. For a cover U of {1,2, . . . ,m}{1,2,...,n}, let N(U |S) be the minimal cardinality among all
cardinalities of subsets of U which cover S.
Let Ai (m) = {A ⊂ {1,2, . . . ,m}: |A| = i} for 1 i m. For V ∈ Ak(m), let
UV =
{
n∏
i=1
{ji}c: j1, j2, . . . , jn ∈ V
}
,
where {j}c = {1,2, . . . ,m} \ {j}. Then UV is a cover of {1,2, . . . ,m}{1,2,...,n} since k  2.
Now let
V =
{
n∏
i=1
Ai : Ai ∈ Ak−1(m) for each i ∈ {1,2, . . . , n}
}
,
then V is also a cover of {1,2, . . . ,m}{1,2,...,n} since k  2.
For each i ∈ {1,2, . . . , n} and any jVi ∈ V with V ∈ Ak(m), since V ′ 	⊂
⋂
V∈Ak(m){jVi }c for
any V ′ ∈ Ak(m) we have |⋂V∈Ak(m){jVi }c| k − 1, and thus there exists Ai ∈ Ak−1(m) such
that
⋂
V∈Ak(m){jVi }c ⊆ Ai . Using this fact, we easily get
∨
V∈Ak(m)
UV =
{
n∏
i=1
( ⋂
V∈Ak(m)
{
jVi
}c)
: jVi ∈ V for i = 1,2, . . . , n and V ∈ Ak(m)
}
 V .
Thus
∏
V∈Ak(m) N(UV |S)  N(V|S). By the construction of V , each element of V has at most
(k − 1)n elements of {1,2, . . . ,m}{1,2,...,n}. Hence we have
(k − 1)nN(V|S) |S|N(n,m;, k).
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∏
V∈Ak(m)
N(UV |S)N(V|S) N(n,m;, k)
(k − 1)n = Nk(n, )
(mk).
This implies there exists V∗ = {i1 < i2 < · · · < ik} ∈ Ak(m) such that N(UV∗ |S)Nk(n, ).
Consider a map φ : {1,2, . . . ,m}{1,2,...,n} → {0,1, . . . , k}{1,2,...,n} defined by
φ
(
(xi)
n
i=1
)
(j) =
{
u(j), if xj = iu(j) for some u(j) ∈ {1,2, . . . , k};
0, otherwise.
Then Cφ(S) = N(UV∗ |S)  Nk(n, ). Hence by Lemma 4.1 there exists W := {r1 < r2 < · · · <
r} ⊆ {1,2, . . . , n} such that φ(S)|W ⊇ {1,2, . . . , k}W . This implies S|W ⊇ V∗W and ends the
proof of the lemma. 
Applying Remark 4.2 to Lemma 5.1, we easily get the following result.
Corollary 5.2. Let 2 k m and b > log(k − 1) be a constant. Then there exist two constants
c > 0 and D > 0 (depending on m,k and b) such that for every finite set Z with |Z|  D and
S ⊆ {1, . . . ,m}Z with |S| ebn one can find W ⊆ Z with |W | c|Z| and V ⊆ {1,2, . . . ,m} with
|V | = k satisfying S|W ⊇ VW .
As a direct application of Lemma 5.1 and (4.5), we have
Corollary 5.3. Let 2  k  m and  ∈ N. Then for every finite set Z with |Z|  max{Ck,Dk}
and S ⊆ {1,2, . . . ,m}Z with |S| (k − 1)|Z|e
2
log( k+1
k
)
(mk ) log
2 |Z|
there exist W ⊆ Z with |W | 
and V ⊆ {1,2, . . . ,m} with |V | = k such that S|W ⊇ VW .
As a direct application of Corollary 5.3 and the Karpovsky–Milman–Alon lemma, we have
Theorem 5.4. Let (X,T ) be a t.d.s. and U = {U1,U2, . . . ,Um} be a clopen (i.e. closed and open)
partition of X. Then there exists j ∈ {1,2, . . . ,m} such that h∗top(T ,U) = log j and
(a) when j = m, p∗
X,U (n) = mn for all n ∈ N,
(b) when j = m− 1, there exists C > 0 such that jn  p∗
X,U (n) CnCjn for all n ∈ N,
(c) when 2  j  m − 2, there exists C > 0 such that jn  p∗
X,U (n)  jneC log
2 n+C for all
n ∈ N,
(d) when j = 1, there exists C > 0 such that p∗
X,U (n)  CnC for all n ∈ N and thus it is of
polynomial order.
Proof. It is easy to see if U = {U1,U2, . . . ,Um} is a clopen partition of X, then for each fixed
i1 < · · · < in, each element in ∨nl=1 T −ilU can be viewed as an element in {1,2, . . . ,m}{i1,i2,...,in}.
Let for each n ∈ N, (in1 < · · · < inn) satisfy
N
(
n∨
T −inl U
)
= max
(i1<···<in)∈Zn+
N
(
n∨
T −ilU
)
.l=1 l=1
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pni (U) = max
{
|W |: W ⊂ {in1 , . . . , inn}, V ⊂ {1, . . . ,m}, |V | = i and
n∨
l=1
T −inl U ⊃ VW
}
.
Note that we set |W | = 0 when W = ∅. Finally set
j = max
{
i: lim sup
n→+∞
pni (U) = ∞
}
.
This implies that there exists n1 < n2 < · · · such that limi→+∞ pnij (U) = ∞. Clearly, for each
i ∈ N there exists Wi ⊂ {ini1 , . . . , inini } with |Wi | = pnij (U) and V ⊂ {1, . . . ,m} with |V | = j such
that
∨ni
l=1 T
−inil U ⊃ VW and hence p∗
X,U (n) jn for each n ∈ N since limi→+∞ ni = ∞.
When j = m we have p∗
X,U (n) = jn for each n.
When 1 j m− 1, let  = supn1 pnj+1(U) then 0  < ∞. There are three cases.
Case 1. j = m− 1. In this case by the Karpovsky–Milman–Alon lemma we have
p∗X,U (n)
−1∑
p=0
(
n
p
)
jn−p  njn for all n ∈ N.
Case 2. 2 j m− 2. In this case by Corollary 5.3 for any nmax{Cj+1,Dj+1} we have
p∗X,U (n) jne
2
log( j+2
j+1 )
( mj+1) log2 n
.
Put
C max
{
2
log( j+2
j+1 )
(
m
j + 1
)
,max
{
p∗X,U (n): 1 nmax{Cj+1,Dj+1}
}}
.
Then 0 <C < ∞ and
p∗X,U (n) jneC log
2 n+C, for any n ∈ N. (5.1)
Case 3. j = 1. In this case there are two subcases, namely m = 1 or m  2. When m = 1, it is
clear that p∗
X,U (n) ≡ 1 n for any n ∈ N. Now assume that m 2. In this subcase by a similar
argument as in Case 2 we know that there is a constant C > 0 such that
p∗X,U (n) eC log
2 n+C, for any n ∈ N.
For r ∈ {1,2, . . . ,m} we let
Ur =
{
Ur,
⋃
Ul
}
.l∈{1,2,...,m}\{r}
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{1,2, . . . ,m}, since U  Ur we have p∗X,Ur (n) p∗X,U (n) eC log
2 n+C
. Moreover, this implies
1 = max
{
i: lim sup
n→+∞
pni (Ur ) = ∞
}
.
Applying the above discussion to the situation when 1 = j = m−1, we know there exists Cr > 0
such that p∗
X,Ur (n) Crn
Cr
.
Let C0 = max{∑mr=1 Cr,∏mr=1 Cr}. Then 0 <C0 < ∞ and
p∗X,U (n) p∗X,∨mr=1 Ur (n)
m∏
r=1
p∗X,Ur (n)
m∏
r=1
(
Crn
Cr
)
 C0nC0 for all n ∈ N.
Finally, a simple computation yields h∗top(T ,U) = log j . 
In the previous section we have shown that h∗top(T ) = log k for some k ∈ N ∪ {∞}. Applying
Theorem 5.4 for a zero-dimensional space we can strengthen the result by showing that a similar
conclusion holds for the standard open cover, which was conjectured by Kamae and Ye. For
m ∈ N let Ωm = {1,2, . . . ,m}N and Tm : Ωm → Ωm be the shift. X ⊂ Ωm is a subshift if it is
closed and Tm-invariant.
In [20,21] Kamae and Zamboni introduced the notion of maximal pattern complexity. For an
infinite word a = a1a2 . . . ∈ Ωm, the maximal pattern complexity is defined by
p∗a(N) = max
(t1<t2<···tN )∈ZN+
#{ai+t1ai+t2 . . . ai+tN : i ∈ N}.
Let X = orb(a, Tm) = {a,Tm(a), T 2m(a), . . .}. Set
Um0 =
{[1], [2], . . . , [m]} and Umi = Um0 ∨ T −1m Um0 ∨ · · · ∨ T −(i−1)m Um0
for each i ∈ N, where [i] = {x ∈ X: x1 = i}. Then it is easy to see that p∗a(N) = p∗X,Um0 (N) for
each N . Thus for any subshift X ⊂ Ωm we may define p∗X(N) = p∗X,Um0 (N) for each N ∈ N. It
is also clear that
p∗X(N) = max
(t1<t2<···<tN )∈ZN+
#{ai+t1ai+t2 . . . ai+tN : a ∈ X and i ∈ N}.
Let
h∗(X) = lim sup
n→∞
1
n
logp∗X(n).
As a direct application of Theorem 5.4, we get
Theorem 5.5. For any subshift (X,Tm) on m letters, there exists k ∈ {1,2, . . . ,m} such that
h∗(X) = logk and
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(b) when k = m− 1, there exists C > 0 such kn  p∗X(n) CnCkn for all n ∈ N,
(c) when 2 k m− 2, there exists C > 0 such kn  p∗X(n) kneC log
2 n+C for all n ∈ N,
(d) when k = 1, there exists C > 0 such that p∗X(n)  CnC for n ∈ N and it is of polynomial
order.
Now we show
Theorem 5.6. Let (X,T ) be zero-dimensional. Then (X,T ) is null iff p∗
X,U is of polynomial
order for each open cover U .
Proof. It is clear that if p∗
X,U is of polynomial order for each open cover U then (X,T ) is null.
Now assume that (X,T ) is null. Let U be any open cover of X. Then there is a refinement V =
{V1,V2, . . . , Vm} of U , consisting of closed and open sets. Since h∗top(T ,V) h∗top(T ,X) = 0, by
Theorem 5.4 there exists C > 0 such that p∗
X,V (n) CnC for all n ∈ N. This clearly implies that
p∗
X,U (n) p∗X,V (n) CnC for all n ∈ N. 
Theorem 5.7. For a subshift (X,Tm) on m letters, (X,Tm) is null iff p∗X,U is of polynomial orderfor each open cover U of X iff p∗X is of polynomial order.
Proof. It remains to show that if p∗X is of polynomial order, so is p∗X,U for each open cover U
of X.
For a given open cover U of X, there is i ∈ N such that V = Um0 ∨ T −1m Um0 ∨ · · · ∨ T −(i−1)m Um0
is a refinement of U . Thus
p∗X,U (n) p∗X,V (n)
i∏
j=0
p∗
X,T
−j
m Um0
(n)
(
p∗X(n)
)i
is of polynomial order. 
An infinite word α = α1α2 . . . is pattern Sturmian [20,21] if p∗(n) = 2n for each n ∈ N. Thus
we have
Corollary 5.8. Pattern Sturmian is null.
Assume that A = {1,2, . . . ,m} and P = {P1, . . . ,Pk} is a partition of A. It is clear that k m.
For a subshift X let XP be the subset of Ωm replacing each i in a ∈ X by minPj if i ∈ Pj ,
1 i m. It is clear that XP is a subshift on k letters. Moreover let
UmP =
{ ⋃
i1∈P1
[i1], . . . ,
⋃
ik∈Pk
[ik]
}
.
If 1 i < j m let Xi,j be the set obtained by replacing all j in a ∈ X by i, i.e. Xi,j = XPi,j
with Pi,j = {{i, j}} ∪ {{h}: h 	= i, j}. Moreover, let
W. Huang, X. Ye / Advances in Mathematics 220 (2009) 1689–1716 1713Umi,j =
{[i] ∪ [j ], [1], . . . , [i − 1], [i + 1], . . . , [j − 1], [j + 1], . . . , [m]},
i.e. Umi,j = UmPi,j It is clear that Xi,j is also a subshift. We have the following simple observation.
Theorem 5.9. Let X ⊂ AN be a subshift with A = {1,2, . . . ,m}. If m> 2 then
(1) max1i<jm p∗Xi,j  p∗X 
∏
1i<jm p
∗
Xi,j
,
(2) p∗Xi,j  p∗X  p∗Xi1,j1 p
∗
Xi2,j2
if (i1, j1) 	= (i2, j2),
(3) if P1 and P2 are partitions of A with P1 is finer than P2 then h∗(XP1) h∗(XP2),
(4) if h∗(X) = logk for some 1  k  m then there is a partition P = {P1, . . . ,Pk} of A with
h∗(XP ) = logk. Thus h∗(X) = max{h∗(XP ): P is a partition of A with h∗(XP ) = log |P |}.
Proof. (1)–(3) are easy to prove. It remains to show (4).
First by (3) we know that if P is a partition of A, then h∗(XP ) h∗(X) = log k. In the proof
of Theorem 5.4 let Vn = {jn1 , . . . , jn } ⊂ {1, . . . , k} with
∨n
j=1 T
−inj U ⊃ VWn . Without loss of
generality assume that there are qn → +∞ with j1 = jqn1 , . . . , jk = jqn for each n. Let
P = {{j1}, . . . , {jk−1}, {1, . . . ,m} \ {j1, . . . , jk−1}}
then P is the partition we need, since h∗(XP ) = logk. This clearly implies h∗(X) =
max{h∗(XP ): P is a partition of A with h∗(XP ) = log |P |}. 
To finish the paper we give the following conjecture which we cannot prove at this moment.
Conjecture. For any t.d.s. (X,T ) is null if and only if p∗
X,U is of polynomial order for each open
cover U of X.
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Appendix A
In this appendix we will outline the way how to generalize some results obtained in the pre-
vious sections to group actions. Let G be a topological group and (X,G) be a G-system. For
a sequence S = {g1, g2, g3, . . .} of G, the sequence entropy of G with respect to S and a finite
open cover U of X is defined by
hStop(G,U) = lim sup
n→+∞
1
n
logN
(
n∨
i=1
g−1i U
)
and the sequence entropy of G with respect to S is hS (G) = supU∈Co hS (G,U).top X top
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p∗X,U (n) = max
(g1,g2,...,gn)∈Gn
N
(
n∨
i=1
g−1i U
)
.
The maximal pattern entropy of G with respect to U is then defined by
h∗top(G,U) = lim sup
n→+∞
1
n
logp∗X,U (n).
It is easy to see that {logp∗
X,U (n)} is a sub-additive sequence, and hence
h∗top(G,U) = lim
n→+∞
1
n
logp∗X,U (n) = inf
n1
1
n
logp∗X,U (n).
The maximal pattern entropy of (X,G) is
h∗top(G) = supU
h∗top(G,U),
where supremum is taken over all finite open covers of X.
Denote by SG the set of all sequences of G. Similar to Theorem 2.1 we have
Theorem A.1. Let (X,G) be a G-system. Then for each open cover U of X, h∗top(G,U) =
supS∈SG h
S
top(T ,U) and there is S ∈ SG with h∗top(G,U) = hStop(T ,U). Moreover, h∗top(T ) =
supS∈SG h
S
top(T ).
Definition A.2. Let (X,G) be a G-system. An n-tuple (xi)ni=1 ∈ X(n), n 2, is called a maximal
pattern entropy n-tuple if at least two points in (xi)ni=1 are different and h∗top(G,U) > 0 for any
admissible open cover U with respect to (xi)ni=1.
We denote by MEn(X,G) the set of maximal pattern entropy n-tuples. A maximal pattern
entropy n-tuple (xi)n1 is called intrinsic if xi 	= xj for i 	= j . For n 2 denote by MEen(X,G) the
set of intrinsic maximal pattern entropy n-tuple. Similar to Theorem 4.4, we have
Theorem A.3. Let (X,G) be a G-system. Then
h∗top(G) = log
(
max
{
n: MEen(X,G) 	= ∅
})
.
Particularly, h∗top(G) = +∞ or log k for some k ∈ N.
For any G-system with h∗top(G) < ∞, following the arguments of Theorem 4.5 we have
Theorem A.4. Let (X,G) be a G-system with h∗top(G) = log for some  ∈ N, then for each
open cover U of X, there exists C > 0 (depending on U ) such that for each n ∈ N,
p∗ (n) neC log2 n+C.X,U
W. Huang, X. Ye / Advances in Mathematics 220 (2009) 1689–1716 1715Particularly, (X,G) is null iff for each open cover U , there exists C > 0 (depending on U ) such
that p∗
X,U (n) eC log
2 n+C for each n ∈ N.
Next following the arguments of Theorem 5.6, we have
Theorem A.5. Let (X,G) be zero-dimensional. Then (X,G) is null iff p∗
X,U is of polynomial
order for each open cover U .
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