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Abstract
Spectra of suitably chosen Pisot-Vijayaraghavan numbers represent non-trivial examples of self-
similar Delone point sets of finite local complexity, indispensable in quasicrystal modeling. For the
case of quadratic Pisot units we characterize, dependingly on digits in the corresponding numera-
tion systems, the spectra which are bounded distance to an average lattice. Our method stems in
interpretation of the spectra in the frame of the cut-and-project method. Such structures are coded
by an infinite word over a finite alphabet which enables us to exploit combinatorial notions such as
balancedness, substitutions and the spectrum of associated incidence matrices.
1 Introduction
Point sets arising by a small fluctuation of elements of a lattice in Rd are said to be bounded distance
equivalent to a lattice or shortly BDL sets. Such sets are studied both in mathematical and physical
literature. In physics, the so-called ‘average lattice’ helps to understand the diffraction properties of
a BDL set which models the atomic sites of a non-crystallographic material [3]. Other properties of
the material may be influenced by the parameters of the average lattice. For example, average spacing
between sites in the one-dimensional Fibonacci chain determines the sound velocity, see [27].
In order to enable such a study for a larger class of aperiodic structures, we propose to focus on one-
dimensional sequences arising as the spectra of real numbers in the sense introduced by Erdo˝s et al. [9].
The Fibonacci sequence also can be interpreted as the spectrum of the golden ratio. This algebraic
concept is intrinsically connected with numeration systems in irrational bases, which allow efficient
algorithms for computation on quasicrystals [6]. Similarly, as it is the case of the Fibonacci chain, the
spectra of suitably chosen Pisot-Vijayaraghavan bases arise by the cut-and-project scheme. Starting with
the break-through paper of Kramer and Neri [22], the cut and projection is considered as an irreplaceable
tool in quasicrystallography.
We start our study by considering general one-dimensional sets that can be expressed using a strictly
increasing sequence of points Λ = {xn}n∈Z for which it moreover holds that the distances xn+1 − xn
between consecutive elements take only finitely many values. This property is said finite local complexity
and the sequence of gaps can be coded by a bidirectional infinite word over a finite alphabet. Decision
whether a point set with finite local complexity is bounded distance equivalent to a lattice is a difficult
problem in general. When the infinite word coding the set Λ is balanced, the task is easy.
On the other hand, associating positive lengths to the letters of a finite alphabet A , every bidirectional
infinite word over A has a geometric representation {xn}n∈Z, which is of finite local complexity. We
study infinite words generated using rewriting rules over the alphabet A , i.e., fixed points of morphisms
over A . If the infinite word is balanced, the geometric representation is obviously BDL. The balance
property can be decided using the result of Adamczewski [1]. The balance property is nevertheless not
a necessary condition for lattice bounded distance equivalence. In Proposition 14 we give a weaker
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sufficient condition so that a fixed point of a morphism has a non-trivial geometric representation with
the BDL property. Similarly as in the result of Adamczewski, our sufficient condition is formulated using
the spectrum of the incidence matrix of the morphism.
A class of one-dimensional sets studied for the BDL property is the family of the sets Zβ for β > 1,
where Zβ is formed by the so-called β -integers, as defined in [6]. In [2], Gazeau et al. have shown that
Zβ is BDL if β is a Pisot number. (Recall that α is a Pisot number if it is an algebraic integer greater
than 1 with all algebraic conjugates in the interior of the unit disc.)
A different type of a one-dimensional set with finite local complexity is the generalized Erdo˝s spec-
trum of a real base α , |α |> 1, namely the set
XD(α) =
{ n
∑
i=0
aiα
i : n ∈ N,ai ∈D
}
. (1)
where D is a finite set of consecutive integers containing 0 with #D > β and |α | is a Pisot number.
Directly from the definition (1) we see that the spectrum is self-similar with factor α , i.e. αXD(α) ⊂
XD(α).
For the so-called confluent Parry numbers (which belong to the family of Pisot numbers) the spectrum
with alphabet D = {0, . . . ,⌊β⌋} coincides with Zβ ∩R≥0 [13, 15], and thus it can be symmetrically
extended to a BDL set. Other cases of the spectra have not yet been inspected for the BDL property. We
study the question for a family of the spectra of quadratic Pisot units with the alphabet being any set of
consecutive integers ensuring the Delone property of the spectrum.
In the case that |α | is a quadratic Pisot unit, we prove in Theorem 23, that the BDL property depends
only on the cardinality of the alphabet D , and, surprisingly, the values #D , for which XD(α) is BDL
form an arithmetic sequence. The main tool used in the proof is the result of [25] which interprets the
spectrum XD(α) as a cut-and project set. This interpretation further allows us to apply classical theorem
of Kesten [21].
The paper is organized as follows. In Section 2 we recall necessary notions of combinatorics on
words, in particular properties of balanced words. We derive that the image of a balanced word by a non-
erasing morphism is also balanced. In Section 3 we formalize the notion of bounded distance equivalence
to a lattice and we study this property for geometric representations of infinite words (Section 4). For
fixed points of morphisms, we put into context their balancedness (Section 5) and their BDL property
(Section 6). Definition of a cut-and-project set and a criterion for its BDL property are given in Section 7.
Section 8 is devoted to the study of spectra of quadratic Pisot numbers and their BDL property.
2 Balanced infinite words
In this chapter we recall basic notions connected to infinite words and the property of balancedness which
plays an important role in our considerations.
Let A be a finite alphabet. The set of finite words over A , equipped with the operation of con-
catenation and the empty word ε as the neutral element, is a monoid, which we denote by A ∗. We
will also consider infinite words, namely one-directional infinite words u = u0u1u2 · · · ∈ A N and bi-
directional infinite words u = · · ·u−2u−1|u0u1u2 · · · ∈ A Z. The delimiter | is important when deciding
whether two bi-directional infinite words coincide. If a word u (finite or infinite) is written as u = vwv′
for some (possibly empty) words v,w,v′, then v is a prefix, v′ a suffix and w a factor of u. In par-
ticular, we denote by u[i, j) = uiui+1 · · ·u j−1. The length of a finite word w = w1 · · ·wn is denoted by
|w| = n. The number of letters a ∈ A occurring in the word w is denoted by |w|a. For a finite word
w over an alphabet A = {a1, . . . ,ad} we define its Parikh vector P(w) = (|w|a1 , . . . , |w|ad )T. Obvi-
ously, |w| = (1,1, . . . ,1)P(w). The set of all factors of an infinite word u is the language of u which
we denote by L (u). If there exists a positive integer p such that un+p = un for all n ∈ Z, the word
u= · · ·u−2u−1u0u1u2 · · · ∈A Z is called periodic, any its factor of length p is its period . If un+p = un for
all n ∈ Z up to finitely many exceptions, u is eventually periodic. Otherwise, u is aperiodic.
The combinatorial property in focus is balancedness of the infinite word u.
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Definition 1. An infinite word u ∈ A N (A Z) is said to be balanced, if there exists a constant c > 0
such that for any pair of factors w,v of u of the same length |w| = |v| and for any letter a ∈ A we have
|w|a−|v|a ≤ c.
Note that sometimes, the infinite word with the above property is called c-balanced and the notion
of balanced words is taken only for c = 1. Binary aperiodic words which are 1-balanced are called
sturmian. They were introduced by Morse and Hedlund in [26] and thanks to an overwhelming number
of equivalent definitions they admit, they are the most studied object in the combinatorics on infinite
words [4]. 1-balanced words over a multiletter alphabet were described in [16] and [19].
It is easy to show that the frequencies of letters in a balanced word exist. If u is a bidirectional infinite
word over an alphabet A , then the frequency of a ∈A in u is defined by the limit
ρa = lim
w∈L (u)
|w|→∞
|w|a
|w| .
if it exists. For completeness, we include the proof.
Proposition 2. Let u be a bidirectional c-balanced infinite word. Then the frequency ρa of any letter
a ∈A in u exists. Moreover, for any factor w ∈L (u) and any letter a ∈A we have∣∣|w|a−ρa|w|∣∣≤ c.
Proof. Consider a fixed a ∈ A . Define An as the number of occurrences of the letter a in the prefix
u0 · · ·un−1, i.e., An := |u[0,n)|a. We will show that there exists a constant c such that An satisfies
An+Am− c≤ An+m ≤ An+Am+ c, for every m,n ∈ N. (2)
Take n,m ∈ N. Then u[0,m+n) = u[0,n)w for some factor w of u of length |w|= m. We have
An+Am− c≤ Am+n = An+ |w|a ≤ An+Am+ c,
where c is the constant from the balance property of u. Fix N ∈ N. Then for arbitrary n ∈ N there exist
k,r ∈ N0 such that n= kN+ r, where k := ⌊n/N⌋, 0≤ r < N. By (2), we have
kAN +Ar− kc≤ An = AkN+r ≤ kAN +Ar+ kc.
Dividing the above by n and considering n→ ∞ we obtain
AN
N
− c
N
≤ liminf
n→∞
An
n
≤ limsup
n→∞
An
n
≤ AN
N
+
c
N
, (3)
where we have used that limn→∞ kn = limn→∞
1
n
⌊n/N⌋= 1
N
and limn→∞ Arn = 0. Since (3) holds for every
N ∈N, we obtain that
liminf
n→∞
An
n
= limsup
n→∞
An
n
= lim
n→∞
An
n
.
We have thus derived that limn→∞ Ann = limn→∞
1
n
|u[0,n)|a exists. For any factor w of u of length |w|= n,
we have by the balance property that An− c≤ |w|a ≤ An+ c, and thus the limit of |w|an exists and is equal
to
ρa := lim
w∈L (u)
|w|→∞
|w|a
|w| = limn→∞
An
n
.
For a prefix of u of length N inequality (3) also implies that∣∣|u[0,N)|a−ρa|u[0,N)|∣∣≤ c
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for any N ∈ N. Consider any factor w ∈ L (u) and an index i such that w = uiui+1 · · ·ui+n−1. Then the
infinite word w given by wn := un−i for n ∈ Z has the same language as u and thus it is c-balanced and
the frequency of a letter a ∈A in w is ρa. Since w is a prefix of w, we obtain that∣∣|w|a−ρa|w|∣∣≤ c.
The balance property of an infinite word is preserved under the action of a morphism. Let A ,B be
finite alphabets. A mapping ψ :A ∗→B∗ is a morphism, if ψ(wv) = ψ(w)ψ(v) for any w,v ∈A ∗. The
morphism is non-erasing, if ψ(a) is not an empty word for every a ∈ A . The action of a morphism is
naturally extended to infinite words u ∈A N or u ∈A Z, by
ψ(u0u1u2 · · · ) = ψ(u0)ψ(u1)ψ(u2) · · · ,
or
ψ(· · ·u−1|u0u1u2 · · · ) = · · ·ψ(u−1)|ψ(u0)ψ(u1)ψ(u2) · · · .
To any morphism ψ : A ∗ → B∗, we associate its incidence matrix Mψ . Its rows and columns are
indexed by b ∈B and a ∈A , respectively. We define (Mψ)ba = |ψ(a)|b. Given a finite word w ∈A ∗,
the Parikh vector P(ψ(w)) of its image ψ(w) can be calculated from the Parikh vector P(w) of w by
P(ψ(w)) =MψP(w).
Proposition 3. Let A ,B be finite alphabets. Let u be a balanced bidirectional infinite word over A .
Let ψ : A ∗→B∗ be a non-erasing morphism. Then ψ(u) is also a balanced word.
Proof. Let u be a c-balanced infinite word. By Proposition 2, the frequencies of letters in u exist and for
any factor w ∈L (u) we have ∣∣|w|a−ρa|w|∣∣≤ c. (4)
For the morphism ψ , denote µ := max{|ψ(a)| : a ∈ A }. Then any factor v in ψ(u) can be written as
v = pψ(w)s, for some w ∈A ∗, p,s ∈B∗, |p|, |s| < µ . We will show that there exist constants λ ,κ and
for each letter b ∈B constants λb,κb (independent of v and w) such that for any such v and w we have∣∣|v|−λ |w|∣∣≤ κ and ∣∣|v|b−λb|w|∣∣≤ κb, b ∈B∗. (5)
By Proposition 2, the frequencies ρa of letters a∈A in the balanced word u exist. IfA = {a1, . . . ,ad},
denote ρu = (ρa1 , . . . ,ρad )
T. Since v = pψ(w)s, we can write |v| = |p|+ |s|+(1,1, . . . ,1)MψP(w). In-
equality (4) then implies that P(w) = |w|ρu+g, where the vector g ∈ Rd has components bounded by c.
We then have
|v|= |p|+ |s|+(1,1, . . . ,1)Mψ(|w|ρu+g). (6)
Set
λ := (1,1, . . . ,1)Mψρu, and κ := 2µ + c(1,1, . . . ,1)Mψ
(
1
1
...
1
)
.
Note that since ψ is a non-erasing morphism, (1, . . . ,1)Mψ is a positive vector and thus λ > 0. Then (6)
implies
∣∣|v|−λ |w|∣∣≤ κ . Similarly we derive ∣∣|v|b−λb|w|∣∣≤ κb for any b ∈B where
λb := (0, . . . ,1, . . . ,0)Mψρu, and κb := 2µ + c(0, . . . ,1, . . . ,0)Mψ
(
1
1
...
1
)
.
We have thus proved existence of constants so that (5) is valid.
Let now v(1), v(2) be factors of the infinite word ψ(u) with |v(1)|= |v(2)|. Write v(i) = p(i)ψ(w(i))s(i),
for some w(i) ∈A ∗, p(i),s(i) ∈B∗, |p(i)|, |s(i)|< µ , i= 1,2. From (5) we have
λ |w(1)|−κ ≤ |v(1)|= |v(2)| ≤ λ |w(2)|+κ ,
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which implies
λ
(|w(1)|− |w(2)|)≤ 2κ .
For a letter b ∈B we then have using (5)
|v(1)|b−|v(2)|b ≤ λb|w(1)|+κb−λb|w(2)|+κb
≤ λb
(|w(1)|− |w(2)|)+2κb ≤ λb
λ
2κ +2κb.
Setting C := ⌈λbλ 2κ +2κb⌉, the above inequality means that the infinite word ψ(u) is C-balanced.
3 Bounded distance equivalence
Let us now formalize the notion of lattice bounded distance equivalence.
Definition 4. A point set Λ⊂Rd is said to be Delone if it is uniformly discrete, that is, there exists r> 0
such that |x− y| ≥ r for any x,y ∈ Λ, and relatively dense, that is, there exists R> 0 such that every ball
in Rd of radius R contains at least one element of Λ.
Definition 5. We say that two Delone sets Λ,Λ′ ⊂ Rd are bounded distance equivalent, denoted by
Λ∼bd Λ′, if there exist a constant C > 0 and a bijection g : Λ→ Λ′ such that |x−g(x)| <C for all x ∈ Λ.
A Delone set Λ⊂Rd is bounded distance equivalent to a lattice (BDL), if there exist a d-dimensional
lattice L such that Λ ∼bd L.
Let us point out several simple properties of BDL sets:
• Let x ∈ R. Then Λ is BDL if and only if Λ+ x is BDL.
• Let α ∈R,α 6= 0. Then Λ is BDL if and only if αΛ is BDL.
• Let F ⊂ R be finite. Then Λ is BDL if and only if Λ∪F is BDL.
In the one-dimensional case, the BDL property of a Delone set Λ⊂R is equivalent to the fact that Λ
has bounded discrepancy.
Lemma 6. A Delone set Λ ⊂ R is bounded distance equivalent to the lattice ξZ, ξ > 0, if and only if
there exists K > 0 such that for every N > 0 we have∣∣∣#(Λ∩ [0,N))−ξ−1N∣∣∣≤ K and ∣∣∣#(Λ∩ [−N,0))−ξ−1N∣∣∣≤ K. (7)
Proof. Implication⇒ is a consequence of the following claim:
If Λ∼bd ξZ, ξ > 0, i.e., there exists a bijection g : ξZ→Λ and a constant C such that |g(ξn)−ξn|<
C for every n, then for each interval [α ,β ) the difference between #
(
Λ∩ [α ,β )) and #(ξZ∩ [α ,β )) is
bounded by 2Cξ−1−2.
For the proof of the claim, realize that if a< b then⌊
(b−a)ξ−1⌋≤ #(ξZ∩ [a,b))≤ ⌈(b−a)ξ−1⌉ . (8)
Denote #
(
ξZ∩ [α−C,β +C))= k. Then Λ has in [α ,β ) at most k elements, i.e.,
#
(
Λ∩ [α ,β ))≤ ⌈(β −α +2C)ξ−1⌉< (β −α)ξ−1+2Cξ−1+1. (9)
On the other hand, if #
(
ξZ∩ [α +C,β −C))= j, then Λ has in [α ,β ) at least j elements, i.e.,
#
(
Λ∩ [α ,β ))≥ ⌊(β −α−2C)ξ−1⌋> (β −α)ξ−1−2Cξ−1−1. (10)
5
Inequalities (9), (10), together with (8) give the bound∣∣∣#(Λ∩ [α ,β ))−#(ξZ∩ [α ,β ))∣∣∣≤ 2Cξ−1+2.
Implication⇒ of the lemma is obtained from the claim choosing [α ,β ) = [0,N), or [α ,β ) = [−N,0).
In order to prove opposite implication, realize that a Delone set Λ can be written as an increasing
sequence Λ = {xn : n ∈ Z} with x−1 < 0≤ x0. Define a bijection g : Λ→ ξZ by g(xn) = ξn. Obviously,
#
(
Λ∩ [0,xn)
)
= n for n≥ 0 and #(Λ∩ [xn,0)) = n, for n< 0, and thus inequalities (7) for N = xn imply
that for each x ∈ Λ we have |x−g(x)| < K.
As a consequence of the proof, we can state that any 1-dimensional BDL set Λ can be written in
the form Λ = {xn : n ∈ Z}, where (xn)n∈Z is a strictly increasing sequence of real numbers such that
x−1 < 0≤ x0 and for some constants η ,C > 0 we have |xn−ηn|<C for every n ∈ Z.
4 Geometric representations of infinite words
Our aim is now to clarify the relation of BDL property of a one-dimensional Delone set with finitely
many distances between its neighbors and the balancedness of the corresponding infinite word, or, said
differently, of an infinite word and its geometric representation.
For the definition of a geometric representation of an infinite word u we use the Parikh vectors of its
prefixes. Denote for simplicity
Pn :=
{
P(u[0,n)) if n≥ 0
−P(u[n,0)) otherwise.
(11)
Definition 7. Let u= · · ·u−2u−1u0u1u2 · · · be an infinite word over a finite alphabet A = {1, . . . ,d} and
ℓ1, . . . , ℓd be positive numbers. Set
xn := (ℓ1, . . . , ℓd)Pn.
The Delone set Λu := {xn : n ∈ Z} is called a geometric representation of u defined by the lengths
ℓ1, . . . , ℓd . We say that the geometric representation is non-trivial, if the set of lengths has at least two
elements.
The above notion is illustrated in Figure 1.
C B C B C B C B A C C
0 ℓ2 ℓ1 ℓ3
Figure 1: Geometric representation of (a part of) the infinite word · · ·CBCBCB|CBACC · · · . The lengths
ℓ1, ℓ2, ℓ3 correspond to letters A,B,C, respectively.
Remark 8. Note that there are several cases of uninteresting geometric representations:
1. Every infinite word can be trivially represented by a lattice, if all lengths are chosen to be equal.
In this case Λu is a lattice itself.
2. If there is a letter appearing in u ∈A Z only finitely many times, say a ∈A has t occurrences in
u, then the geometric representation of u with ℓa = 2 and ℓb = 1 for all b ∈A \{a} is non-trivial.
Moreover, for every n ∈ Z we have |xn−n| ≤ t, where xn = (ℓ1, . . . , ℓd)Pn. Therefore {xn : n ∈ Z}
is bounded distance equivalent to the lattice Z.
3. If u is periodic with a period w1 · · ·wp ∈ A ∗ then any choice of lengths ℓa, a ∈ A such that
ℓw1 + ℓw2 + · · ·+ ℓwp = p ensures that |xn−n| ≤ p for every n ∈ Z. Again, {xn : n ∈ Z} is bounded
distance equivalent to the lattice Z.
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Therefore it is interesting to look for a non-trivial geometric BDL representation of a word u only if u is
aperiodic such that every letter occurs in u infinitely many times.
It is a simple consequence of Proposition 2 that every geometric representation of a balanced infinite
word is bounded distance equivalent to a lattice.
Proposition 9. Let u be a bidirectional balanced infinite word over A and let ρa, a ∈A be frequencies
of its letters. Then a geometric representation Λu of u defined by arbitrary choice of positive lengths ℓa,
a ∈A is bounded distance equivalent to the lattice ηZ, where η = ∑a∈A ℓaρa.
Proof. Let u be a c-balanced infinite word. Proposition 2 implies for any letter a ∈A and any n∈N that
− c≤ |u[0,n)|a−ρan≤ c and − c≤ |u[−n,0)|a−ρan≤ c. (12)
Multiplying by ℓa and summing over a ∈ A , we obtain for the geometric representation of u given by
the sequence {xn : n ∈ Z} that
− ∑
a∈A
cℓa ≤ xn−n ∑
a∈A
ℓaρa ≤ ∑
a∈A
cℓa,
see Definition 7. Lemma 6 then gives the result.
5 Fixed points of morphisms and balancedness
A special class of infinite words is formed by fixed points of morphisms. Let A be an alphabet and
ϕ : A ∗ → A ∗ a morphism. We say that an infinite word u over A is a fixed point of ϕ if ϕ(u) = u. A
morphism ϕ is called substitution if it is non-erasing, i.e., ϕ(a) 6= ε for each a∈A , and there exist letters
a,b ∈A such that ϕ(a) = aw and ϕ(b) = vb for some non-empty words w,v ∈A ∗. Obviously, the bidi-
rectional infinite sequence · · ·ϕ3(v)ϕ2(v)ϕ(v)b|aϕ(w)ϕ2(w)ϕ3(w) · · · is a fixed point of the substitution
ϕ .
If u is a fixed point of a morphism ϕ , the incidence matrix of ϕ brings certain information on the
infinite word u. The incidence matrix Mϕ is obviously non-negative with integer elements, i.e., Mϕ ∈
N
d×d where d = #A . It follows that its spectral radius rϕ is an eigenvalue of Mϕ . To the eigenvalue rϕ
there exists an eigenvector with non-negative components [11]. If the morphisms ϕ is non-erasing, then
rϕ ≥ 1.
If Mϕ is a primitive matrix (i.e., there exists a power of Mϕ which is positive), the Perron-Frobenius
theorem states that the eigenvalue rϕ is simple and the corresponding eigenvector is positive. It is (up to
scaling) a unique non-negative eigenvector of Mϕ . In this case we say that ϕ is a primitive morphism.
It is known [28] that for a fixed point u of a primitive morphism ϕ the frequencies of letters form an
eigenvector ρu = (ρa1 , . . . ,ρad )
T of the matrixMϕ to its spectral radius rϕ . The transposed matrixM
T
ϕ has
also rϕ as an eigenvalue with a positive eigenvector. If ℓ= (ℓ1, . . . , ℓd)
T is such an eigenvector, then it can
be used for a geometric representation of the fixed point u of ϕ . Moreover, the geometric representation
Λu obtained in this way is self-similar with the scaling factor rϕ , i.e., rϕ Λu ⊂ Λu.
Example 10. Consider the morphism ϕ : {A,B}∗→{A,B}∗, given by ϕ(A) = AAB and ϕ(B) = AB. The
morphism ϕ has the following fixed point
u= · · ·AABABAABAB|AABAABABAABAABAB · · · .
The incidence matrix of the morphism ϕ isMϕ =
(
2 1
1 1
)
, its eigenvalues are 1
2
(3+
√
5) = τ2 ∼ 2.618 and
1
2
(3−√5) = 1/τ2 ∼ 0.382, where τ = 1
2
(1+
√
5) is the golden ratio. The frequencies of letters A,B in
the infinite word u are obtained as the components of the normalized positive eigenvector of Mϕ , i.e.,
ρA = τ
−1, ρB = τ−2. Since the matrix Mϕ is symmetric, the eigenvector ρu = (τ−1,τ−2)T can also be
used to obtain a self-similar geometric representation of the infinite word u, see Figure 2.
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B A A B A B A A B A
B A A B A B A A B A
ℓ0 ℓ1 ℓ0
τ2ℓ0 τ2ℓ1 τ
2ℓ0
Figure 2: Self-similarity of the geometric representation of u.
In [1], Adamczewski provides a description of the balance property of fixed points of primitive
morphisms. We include here only a simplified version of his result.
Theorem 11 ([1]). Let u be a fixed point of a primitive morphism ϕ and σϕ be the spectrum of Mϕ .
• If |λ |< 1 for all λ ∈ σϕ \{rϕ}, then u is balanced;
• if |λ |> 1 for some λ ∈ σϕ \{rϕ}, then u is not balanced.
Note that Adamczewski describes balance property of fixed points even in case that the morphism
has an eigenvalue in modulus equal to one.
6 The BDL property of fixed points of substitutions
By Proposition 9, any geometric representation of a balanced infinite word is BDL. A natural question to
ask is if any Delone set which has finitely many distances between neighboring elements and is bounded
distance equivalent to a lattice is coded by an infinite word which is balanced. We will show that this is
not the case. In fact we provide a class of infinite words which are not balanced, but have a non-trivial
geometric representation which is BDL. The class is given by fixed points of substitutions.
First let us reformulate the BDL property of a geometric representation Λu = {xn : n ∈ Z} of an
infinite word u using vectors Pn given by (11). Recall that {xn : n ∈ Z} is BDL to a lattice if there exist
η ,C > 0 such that |xn−ηn|<C for all n ∈ Z. Realizing that n = (1, . . . ,1)Pn, one can reformulate the
BDL property.
Lemma 12. Let u be a bidirectional infinite word over an alphabet A = {1, . . . ,d}. Then the geometric
representation of u with positive lengths ℓ1, . . . , ℓd is bounded distance equivalent to the lattice ηZ if and
only if for some constant C ∣∣∣(ℓ1−η , . . . , ℓd−η)Pn∣∣∣<C for every n ∈ Z.
Lemma 13. Let u be a fixed point of a substitution ϕ over a d-letter alphabet A and suppose that the
incidence matrix of ϕ has at least one eigenvalue in modulus less than 1. Then there exist a vector f ∈Rd
linearly independent of (1,1, . . . ,1)T and a constant K > 0 such that | f TPn| ≤ K for every n ∈ Z.
Proof. LetM ∈Nd×d be the incidence matrix of ϕ . Since ϕ is non-erasing there is a non-zero eigenvalue
of M. Moreover, as M is an integer matrix, there exists an eigenvalue of M which is in modulus greater
than or equal to 1.
Write Rd as a direct sum Rd = V1 ⊕V0 where V1, V0 are invariant subspaces of M such that M
restricted toV1 has all eigenvalues in modulus ≥ 1 andMϕ restricted toV0 has all eigenvalues in modulus
< 1. Necessarily V0 6= {0}, V1 6= {0}.
Denote β :=max
{|λ | : λ is an eigenvalue of M, |λ |< 1}. For each Pn, denote Yn ∈V1, Zn ∈V0 such
that Pn = Yn+Zn. Choose ε > 0 such that β + ε < 1. By Theorem 3 from [20] there exists a norm ‖ · ‖0
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on the space V0 such that for every Z ∈V0, we have ‖MZ‖0 ≤ (β + ε)‖Z‖0. We show that there exists a
constant c> 0 such that
‖Zn‖0 ≤ c for every n ∈ Z. (13)
In order to obtain the constant c denote
P := {p ∈A ∗ : p is a proper prefix or a proper suffix of ϕ(a), a ∈A },
γ :=max
{‖Z‖0 : Z ∈V0, such that ∃Y ∈V1,∃p ∈P,P(p) = Y +Z}.
Find c> 0 so that
(β + ε)c+ γ ≤ c. (14)
This is possible, by the choice of ε . We will show (13) by induction on n. For n = 0, trivially P0 =
P(ε) = 0, and so Z0 = 0. Let n > 0. Then there exist m < n and p ∈ P such that u[0,n) = ϕ(u[0,m))p.
Since P
(
ϕ(w)
)
= MP(w), for every w ∈ A ∗, we derive Pn = MPm+ P(p). If Y ∈ V1, Z ∈ V0 are such
that P(p) = Y +Z, then Pn =MYm+MZm+Y +Z. The decomposition of a vector to components in the
invariant subspaces V0, V1 is unique and thus Zn =MZm+Z. This implies
‖Zn‖0 ≤ ‖MZm‖0+‖Z‖0 ≤ (β + ε)‖Zm‖0+ γ .
The induction hypothesis and the choice of c by (14) gives
‖Zn‖0 ≤ (β + ε)c+ γ ≤ c.
The proof of (13) for n< 0 is analogous. Since on a finitely dimensional space all norms are equivalent,
we have thus shown that the set {Zn : n ∈ Z} is bounded in any norm.
Consider the subspace of vectors f ∈ Rd such that
f TY = 0 for every Y ∈V1. (15)
If dimV1 < d−1, the subspace is of dimension ≥ 2. Therefore one can find a vector f ∈Rd with at least
two distinct components.
If dimV1 = d− 1, then dimV0 = 1 and there is a unique eigenvalue λ of the matrix M, such that
|λ | = β < 1. Necessarily, λ is a simple real eigenvalue of M and any non-zero f satisfying (15) is an
eigenvector to the eigenvalue λ . Choose one such f . SinceMT is a non-negative matrix, its spectral radius
is its eigenvalue and there exists a non-negative eigenvector v corresponding to this eigenvalue [11]. As
λ is in modulus less than 1, λ is not equal to the spectral radius ofM, and thus the vector f is orthogonal
to the non-negative vector v. Therefore f cannot have all components equal. Since by (13) the set
{Zn : n ∈ Z} is bounded in Rd, necessarily { f TZn : n ∈ Z} is a bounded set in R, i.e., there exists a
constant K > 0 such that ∣∣ f TPn∣∣= | f T(Yn+Zn)|= | f TZn| ≤ K,
which we had to show.
Proposition 14. Let ϕ be a substitution over an alphabet A and suppose that its incidence matrix has
at least one eigenvalue in modulus less than 1. Let u be a bidirectional fixed point of ϕ . Then there exists
a non-trivial geometric representation of u which is bounded distance equivalent to a lattice.
Proof. Denote d := #A . By Lemma 13, there exists a vector f = ( f1, . . . , fd)
T ∈ Rd with at least two
distinct components such that f TPn is bounded, where Pn is defined by (11). Take any η > 0 such that f +
η(1,1, . . . ,1)T = ( f1+η , . . . , fd +η)
T is a positive vector. By Lemma 12, the geometric representation
of u with lengths ℓi = fi +η , i = 1, . . . ,d, is bounded distance equivalent to the lattice ηZ. Since the
vector f has at least two distinct components, the representation is non-trivial.
The following example illustrates that also non-balanced infinite words may have non-trivial geo-
metric representation which is BDL.
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Example 15. Let us consider morphism ϕ : {A,B,C}∗→{A,B,C}∗ given by A 7→C, B 7→ ACCCC, and
C 7→CB. Note that ϕ is not a substitution but ϕ2 is. Denote by u the infinite word obtained by iteration
of ϕ2 starting from the pair B|C. Since Mϕ has an eigenvalue λ ∼ −0.274 (and thus Mϕ2 = M2ϕ has
an eigenvalue λ 2 such that |λ 2| < 1) we can use Proposition 14 to find a geometric representation of u
which is BDL. The lengths of this representation are ℓi = fi+η , where fi are elements of the vector f
from the proof of Lemma 13. Since Mϕ2 has only one eigenvalue which is in modulus smaller than 1
(namely λ 2), the vector f is an eigenvector to λ 2. Therefore
f =
 1λ 2−λ
λ
∼
 10.349
−0.274
 ,
and we see that taking any η > |λ | we get the sought geometric representation. Such representation is
non-trivial, and, moreover, the lengths associated to distinct letters are distinct. As the spectrum of the
matrix Mϕ contains two eigenvalues in modulus > 1, the fixed point u is not balanced, see Theorem 11.
The following example illustrates that the assumption of the existence of an eigenvalue in modulus
smaller than one cannot be omitted.
Example 16. Let ϕ : {A,B}∗→{A,B}∗ be the substitution given by A 7→ABBA and B 7→AA. It incidence
matrix Mϕ =
(
2 2
2 0
)
has eigenvalues λ1 ∼ 3.23607 and λ2 ∼ −1.23607. Let u be a fixed point of ϕ
generated starting from A|A.
We consider a subsequence of (Pn)n≥0, namely
(
P(ϕn(A))
)
n≥0. Using the incidence matrix of ϕ we
can write
P
(
ϕn(A)
)
=MnϕP(A) = 2
n
(
1 1
1 0
)n(
1
0
)
= 2n
(
Fn+1
Fn
)
,
where (Fn)n≥0 is the Fibonacci sequence.
Should the statement of Lemma 13 hold for ϕ there would be a vector f =
(
f1
f2
)
with f1 6= f2 and a
constant K > 0 such that∣∣2n( f1Fn+1+ f2Fn)∣∣= ∣∣ f TP(ϕn(A))∣∣≤ K for all n ∈N.
Using the Binet formula for the n-th term of the Fibonacci sequence
Fn =
1√
5
(
τn+1− (τ ′)n+1),
where τ is the golden mean and τ ′ is its conjugate, we have∣∣2n( f1Fn+1+ f2Fn)∣∣= ∣∣∣∣2n( f1√5(τn+2− (τ ′)n+2)
)
+
(
f2√
5
(
τn+1− (τ ′)n+1))∣∣∣∣
=
1
2
√
5
∣∣∣∣(2τ)n+1( f1τ + f2− ( f1τ ′+ f2)(τ ′τ )n+1︸ ︷︷ ︸
(⋆)
)∣∣∣∣.
Since the term (⋆) goes to 0 as n goes to infinity, the only case when
∣∣ f TP(ϕn(A))∣∣ can be bounded is
the case where f2 =− f1τ . In such a case∣∣2n( f1Fn+1+ f2Fn)∣∣= 1
2
√
5
∣∣∣∣(2τ)n+1( f1τ − f1τ︸ ︷︷ ︸
=0
−( f1τ ′− f1τ)
(τ ′
τ
)n+1)∣∣∣∣
=
1
2
√
5
∣∣∣∣(2τ)n+1( f1(τ − τ ′︸ ︷︷ ︸
=
√
5
)
(τ ′
τ
)n+1)∣∣∣∣= 12 ∣∣∣ f1(2τ ′)n+1∣∣∣.
The last expression tends to infinity (recall that 2τ ′ ∼ −1.236 and f1 is non-zero, otherwise f1 = f2),
thus
∣∣ f TP(ϕn(A))∣∣ is not bounded.
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7 The BDL property of cut-and-Project sequences
The object in focus, spectrum of quadratic Pisot units, was identified in [25] with the cut-and-project
sequences, one-dimensional Delone sets obtained by projection of a section of the two-dimensional
integer lattice Z2 to an irrationally oriented straight line. The construction is illustrated in Figure 3.
y= εx
y= ηx
Figure 3: The cut-and-project scheme.
It can be shown that such a construction leads to the following definition.
Definition 17. Let ε ,η be irrational, ε 6= η , and let Ω be a bounded interval. Let ⋆ : Z+Zη → Z+Zε
be the isomorphism between additive groups Z+Zη and Z+Zε given by (a+bη)⋆ = a+bε . The set
Σε ,η(Ω) =
{
x ∈ Z+Zη : x⋆ ∈Ω}
is called a cut-and-project set with acceptance window Ω.
The symmetries of the integer lattice Z2 give rise to certain symmetries of the cut-and-project sets.
As Z2 is preserved under the multiplication by a unimodular integer matrix
(
A B
C D
)
, we have
Σε ,η(Ω) = (A+Cη)ΣB+Dε
A+Cε ,
B+Dη
A+Cη
(
1
A+Cε
Ω
)
. (16)
Because of the translation symmetry of the integer lattice Z2, we have
Σε ,η(Ω)+ x= Σε ,η(Ω+ x
⋆) for every x ∈ Z+Zη . (17)
As η and ε are irrational, the sets Z+Zη and Z+Zε are dense in R.
With this is mind, we see that without loss of generality, we can assume that the acceptance interval
Ω is of the form Ω= [c,d) for some 0≤ c< d < 1. Note that the presence/absence of the boundary points
in the acceptance interval may cause presence/absence of at most two points in the cut-and-project sets.
The semi-open interval is chosen for convenience.
The lattice bounded distance property of cut-and-project sets has been studied by different authors.
In one dimension, results can be found for example in [12]. We rephrase the result in this section in our
formalism and put it into context of infinite words.
The property of one-dimensional cut-and-project sets to be or not bounded distance equivalent to a
lattice depends on the length of the acceptance interval. The following is a simple consequence of a
result of Kesten [21].
11
Proposition 18. Let ε ,η be irrational such that ε ∈ (0,1), ε 6= η , and let 0≤ c< d ≤ 1. Then the set
Σε ,η
(
[c,d)
)
=
{
a+bη : a,b ∈ Z, c≤ a+bε < d}
is BDL if and only if d− c ∈ Z+Zε . If it is the case, then it is BDL to the lattice |η−ε |
d−c Z.
Before stating the proof, we cite the following characterization proved in [21].
Theorem 19 ([21]). Let ε ∈ (0,1), 0≤ c< d ≤ 1. Then
#
{
1≤ k ≤ N : k ∈ Z, c≤ {kε}< d}−N(d− c)
is bounded in N if and only if d− c ∈ Z+Zε .
Proof of Proposition 18. Consider first the set
Σε ,η
(
[0,1)
)
= {a+bη : a,b ∈ Z, a+bε ∈ [0,1)}.
Since a+bε ∈ [0,1) if and only if bε−1<−a≤ bε , or equivalently −a= ⌊bε⌋, we can write
Σε ,η
(
[0,1)
)
= {bη −⌊bε⌋ : b ∈ Z}. (18)
Therefore
Σε ,η
(
[c,d)
)
= {nη −⌊nε⌋ : n ∈ Z, nε −⌊nε⌋ ∈ [c,d)}=
= {n(η − ε)+{nε} : n ∈ Z, c≤ {nε}< d}.
In order to decide about the BDL property of the set Σε ,η
(
[c,d)
)
, we will use Lemma 6. Let us to
determine the number of elements of Σε ,η
(
[c,d)
)
in the intervals [0,N) and [−N,0). Assume first that
η > ε . Then we have
0≤ n(η − ε)+{nε}< N
if and only if
−{nε}(η − ε)−1 ≤ n< N(η − ε)−1−{nε})(η − ε)−1.
The number of such integers n is equal to
⌊
N(η − ε)−1⌋ or ⌈N(η− ε)−1⌉. The number of points in
Σε ,η
(
[c,d)
)
in the interval [0,N) is therefore equal to
#
{
1≤ n≤ N(η − ε)−1 : n ∈ Z, c≤ {nε}< d}
up to a possible difference of a constant independent of N. Consequently, by Theorem 19, the sequence
#
{
1≤ n≤ N(η− ε)−1 : n ∈ Z, c≤ {nε}< d}− (d− c)(η − ε)−1N
is bounded in N if and only if d− c ∈ Z[ε ]. Similarly, one proceeds for the interval [−N,0). Lemma 6
implies that
#
(
Σε ,η
(
[c,d)
)∩ [0,N))− (d− c)N(η− ε)−1
is bounded in N if and only if d− c ∈ Z[ε ]. If it is the case, then Σε ,η
(
[c,d)
)
is bounded distance to the
lattice ξZ, where ξ = (d− c)−1(η − ε).
If η < ε , the proof is analogous.
For any choice of parameters ε ,η ,Ω, the distances between consecutive points in the set Σε ,η(Ω)
take only two or three values, see [17]. Then, one can define an infinite word uε ,η(Ω) over a binary
or a ternary alphabet which codes the ordering of the distances in the cut-and-project sequence. Given
parameters ε ,η , the values of the distances do not depend on the position of the acceptance interval Ω
but only on its length |Ω|. Only for a discrete set of values of |Ω|, the cut-and-project sequence Σε ,η(Ω)
gives a binary infinite word uε ,η(Ω). In that case, the infinite word is a sturmian word, i.e., an aperiodic
binary 1-balanced word. On the other hand, any sturmian word can be obtained as uε ,η(Ω), which can
be seen for example through the equivalent definition of sturmian words by mechanical words. For the
equivalence between these definitions, see [23, 24].
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Example 20. Take ε = 1
2
(3−√5) = τ−2 ∼ 0.312, η = 1
2
(3+
√
5) = τ2 ∼ 2.618 and Ω = [0,1), then we
obtain from (18) that Σε ,η(Ω) has distances between consecutive points in the form
(b+1)τ2+
⌊
(b+1)/τ2
⌋−bτ2− ⌊b/τ2⌋ ∈ {τ2,τ2−1= τ}.
First few elements of Σε ,η(Ω) around zero are
. . . ,−τ2− τ ,−τ ,0,τ2,2τ2,2τ2+ τ , . . . .
In Example 25 we will show that Σε ,η(Ω) is a geometric representation of the infinite word from Exam-
ple 10.
For a generic length of the interval Ω, the infinite word uε ,η(Ω) coincides with a coding of exchange
of three intervals with permutation (321), see [17].
Corollary 21. Let ε ,η be irrational, ε 6= η , and let Ω be a bounded interval. The following statements
are equivalent:
(a) The cut-and-project sequence Σε ,η(Ω) is bounded distance to a lattice;
(b) the infinite word uε ,η(Ω) is balanced;
(c) |Ω| ∈ Z+Zε .
Moreover, if it is the case, then Σε ,η(Ω) is bounded distance to the lattice
|η−ε |
|Ω| Z.
Proof. First realize that without loss of generality we can assume ε ∈ (0,1) and Ω ⊂ [0,1). Otherwise,
applying (16) and (17) to the cut-and-project set Σε ,η(Ω) we find a cut and project set Σε˜ ,η˜(Ω˜) which is
an affine image of Σε ,η(Ω) and its parameters already satisfy ε˜ ∈ (0,1) and Ω˜ ⊂ [0,1). Let us stress that
the transformation (16) satisfies: |Ω| ∈ Z+Zε if and only if |Ω˜| ∈ Z+Zε˜.
Equivalence (a)⇔ (c) has been established as Proposition 18.
For the proof of (a) ⇒ (b) assume that Σε ,η(Ω) is bounded distance equivalent to a lattice. By
Proposition 18 this means that |Ω| ∈ Z+Zε . Result of Cassaigne [7] implies that the infinite word
uε ,η(Ω) is a morphic image of a sturmian word. Since sturmian words are 1-balanced, Proposition 3
gives that uε ,η(Ω) itself is balanced.
In order to show (b) ⇒ (a) we realize that Σε ,η(Ω) is a geometric representation of uε ,η(Ω). It
suffices now to use Proposition 9.
In order to derive to which lattice the cut-and-project sequence is BDL, we again use Proposition 18
which states that if ε ∈ (0,1) and |Ω| < 1, then Σε ,η(Ω) is bounded distance equivalent to the lattice
|η−ε |
|Ω| Z. If we need to use transformation (16), we derive that Σε˜ ,η˜(Ω˜) is BDL to ξZ where
ξ =
∣∣∣∣∣ η˜ − ε˜|Ω˜|
∣∣∣∣∣=
∣∣∣∣∣
B+Dη
A+Cη − B+DεC+Dε
1
A+Cε |Ω|
∣∣∣∣∣= |η − ε ||A+Cη | · |Ω| .
Therefore Σε ,η(Ω) = (A+Cη)Σε˜,η˜(Ω˜) is BDL to the lattice
|η−ε |
|Ω| Z.
8 The spectrum of quadratic units and the BDL property
The spectra of algebraic numbers, as defined in (1), are studied since their introduction by Erdo˝s et al. [9]
who considered the case α ∈ (1,2) and D = {0,1, . . . ,M}, M ∈ N. The interest of the spectra (1) stems
in the direct connection of their geometric properties to the arithmetic properties of the corresponding
numeration system. For example, relative density of the spectrum is equivalent to completeness of the
numeration system [29], uniform discreteness has impact on the effectivity of algorithms [14]. In case of
real base α and real alphabet, many of the properties are known. If the base is α =±β where β is a Pisot
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number and the alphabet of digits is formed by sufficiently many consecutive integers, the spectrum is a
Delone set of finite local complexity [5] and the sequence of distances between neighboring elements in
the spectrum is coded by an infinite word which is substitutive [10].
Note that if the base α is positive and the alphabet of digits non-negative, then the spectrum lies in
[0,+∞), and, obviously, cannot be bounded distance equivalent to any lattice. It leads us to consider the
generalized spectrum with either negative base, or the alphabet of digits containing ±1. It is also reason-
able to require that the alphabet of digits contains #D > |α | elements, since otherwise the numeration
system with base α and digits D is not complete, and consequently, the spectrum is not relatively dense.
In this paper, we are interested in the spectrum as considered in [25]: Let D = {m, . . . ,M}, m≤ 0<
M, and let β = |α | be a quadratic Pisot unit, i.e., β > 1 an algebraic number whose minimal polynomial
is of the form
x2− px−1, p≥ 1 or x2− px+1, p≥ 3.
We have ⌊β⌋= p and ⌈β⌉= p in the first and second case, respectively.
In [25] it was shown that, in this case, the spectrum XD(α) can be identified with a cut-and-project
set Σε ,η(Ω) with parameters η = β and ε = β
′, where β ′ is the conjugate of β .
Proposition 22 ([25]). Let β > 1 be a quadratic unit with conjugate β ′. Let D ∋ 0 be an alphabet of
consecutive integers satisfying #D > β . If
(α =−β ) or (α = β and {−1,0,1} ⊂D),
then XD(α) = Σβ ′,β (Ω), where Ω = I
◦
1
α′ ,D
∪{0}.
The set I 1
α′ ,D
in the previous proposition is, in general, defined as the set of all real numbers having
a representation in the numeration system with base 1α ′ and alphabet D . However, if the alphabet D =
{m, . . . ,0,1, . . . ,M} is sufficiently large, i.e.,M−m> | 1α ′ |−1, then
I 1
α′ ,D
=

[
m
1−α ′ ,
M
1−α ′
]
if 1α ′ > 1,[
(M+m 1α ′ )
α ′
1−α ′2 ,(M
1
α ′ +m)
α ′
1−α ′2
]
if 1α ′ <−1.
(19)
Using this connection between spectra and cut-and-project sets we can decide whether a spectrum is
BDL or not.
Theorem 23. Let β > 1 be a quadratic Pisot unit with conjugate β ′ and D be an alphabet of consecutive
integers such that 0 ∈D and #D > β . Let α =−β , or α = β and {−1,0,1} ⊂D .
Then XD(α) is BDL if and only if
either ⌊β⌋ divides (#D −1) and β ′ < 0,
or (⌊β⌋−1) divides (#D −1) and β ′ > 0. (20)
Proof. Combining Propositions 22 and 18 it is enough to study when∣∣I 1
α′ ,D
∣∣ ∈ Z+Zβ .
Let D = {m, . . . ,0, . . . ,M}. We will divide the proof into cases based on the minimal polynomial of β
and the sign of α .
I. β with minimal polynomial x2−⌊β⌋x−1, i.e., β +β ′ = ⌊β⌋ and ββ ′ =−1.
a) Let α = β , i.e., 1α ′ =
1
β ′ <−1. From (19) we get∣∣I 1
α′ ,D
∣∣= α ′
1− (α ′)2
(
M
1
α ′
+m−M−m 1
α ′
)
=
=
α ′
1− (α ′)2 (M−m)
( 1
α ′
−1
)
=
M−m
1+α ′
=
M−m
1+β ′
.
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b) Let α =−β , i.e., 1α ′ =− 1β ′ > 1. Then∣∣I 1
α′ ,D
∣∣= M−m
1−α ′ =
M−m
1+β ′
.
In both cases (by expanding the fraction by
1+β
1+β ) we get
M−m
1+β ′
=
(M−m)(1+β )
1+(β +β ′)+ββ ′
= (1+β )
M−m
⌊β⌋ = (1+β )
#D −1
⌊β⌋ .
Therefore ∣∣I 1
α′ ,D
∣∣ ∈ Z+Zβ ⇐⇒ ⌊β⌋ ∣∣ (#D −1).
II. β with minimal polynomial x2−⌈β⌉x+1, i.e., β +β ′ = ⌈β⌉ and ββ ′ = 1.
a) Let α = β , i.e., 1α ′ =
1
β ′ > 1. Then∣∣I 1
α′ ,D
∣∣= M−m
1−α ′ =
M−m
1−β ′ .
b) Let α =−β , i.e., 1α ′ =− 1β ′ <−1. Then∣∣I 1
α′ ,D
∣∣= M−m
1+α ′
=
M−m
1−β ′ .
In both cases
M−m
1−β ′ =
(M−m)(1−β )
1− (β +β ′)+ββ ′ = (β −1)
M−m
⌈β⌉−2 = (β −1)
M−m
⌊β⌋−1 .
Therefore ∣∣I 1
α′ ,D
∣∣ ∈ Z+Zβ ⇐⇒ (⌊β⌋−1) ∣∣ (#D −1).
As it was shown in Proposition 22, the generalized spectrum XD(α) coincides with a cut-and-project
set, which has at most three distinct values of distances between consecutive elements. Therefore the
spectrum XD(α) is a geometric representation of a ternary or a binary infinite word. For any infinite
word u, balancedness implies that u has a BDL geometrical representation. But existence of a BDL
geometric representation does not force balancedness of u. For the spectrum XD(α) of quadratic Pisot
units these two properties are equivalent.
Corollary 24. Let β , α and D satisfy the assumptions of Theorem 23. If XD(α) is bounded distance
equivalent to a lattice ξZ, then ξ = β−β
′
#D−1(1−|β ′|) and the infinite word coding XD(α) is balanced.
Proof. By Proposition 22, XD(α) = Σβ ′,β (Ω). Using Corollary 21 with ε = β
′ and η = β , we get that
XD(α) is BDL to ξZwith ξ = β−β
′
|Ω| and the word coding X
D(α) is balanced. To determine ξ we discuss
two cases:
If β ′ < 0, then by proof of Theorem 23, the length of the acceptance interval is |Ω|= (1+β )#D−1⌊β⌋ .
As ⌊β⌋= β +β ′ = (1+β )(1+β ′) we deduce
ξ =
(β −β ′)⌊β⌋
(#D −1)(1+β ) =
β −β ′
#D −1(1+β
′) .
15
If β ′ > 0, then by proof of Theorem 23, the length of the acceptance interval is |Ω|= (β −1) #D−1⌊β⌋−1 .
As ⌊β⌋−1= (β −1)(1−β ′) we deduce
ξ =
(β −β ′)(⌊β⌋−1)
(#D −1)(β −1) =
β −β ′
#D −1(1−β
′) .
Example 25. The most simple example of the generalized spectrum in the sense of Proposition 22 is the
spectrum of−τ with the alphabet D = {0,1}. From Proposition 22 we see that X{0,1}(−τ) = Στ ′,τ [0,τ2).
Using relation (16) and the unimodular matrix
(
0 −1
1 2
)
we can write that
Στ ′2,τ2 [0,1) = τ
2Στ ′,τ [0,τ
2).
We have thus identified the spectrum with a scaled copy of the cut-and-project set from Example 20.
From there we derive that the distances in X{0,1}(−τ) = τ−2Στ ′2,τ2 [0,1) take values 1 and τ−1.
It is known [8] that the spectrum X{0,1}(−τ) coincides with the set Z−β of (−τ)-integers and that the
infinite word over the alphabet A = {A,B}, lA = 1, lB = τ−1 coding the ordering of distances in Z−β is
a fixed point of the substitution A 7→ AAB, B 7→ AB, with the initial pair A|B. This identifies the spectrum
X{0,1}(−τ) with a geometric representation of the fixed point presented in Example 10. There we have
already calculated frequencies of the letters ρA = τ
−1 and ρB = τ−2. Since the incidence matrix of the
substitution has eigenvalues τ2 > 1 and τ−2 < 1, Theorem 11 implies that the binary word is balanced
and therefore by Proposition 9 its geometrical representation with the length ℓA = 1 and ℓB = τ
−1 is
bounded distance to the lattice ξZ, with ξ = ℓAρA+ ℓBρB = τ
−1+ τ−3. Let us note, that the same value
ξ can be computed also using Corollary 24.
In Figure 4, several elements of the spectrum X{0,1}(−τ) are drawn and marked with their (−τ)-
representation. For example, 101• = (−τ)2+(−τ)0. The figure also shows the bijection between the
spectrum and the lattice, to which it is bounded distance equivalent.
ηZ:
X{0,1}(−τ):
1011•
1000•
1110•
1111•
10•
11• 0• 1•
111•
100•
101•
−6η −5η −4η −3η −2η −η 0 η 2η 3η 4η
Figure 4: Illustration of bounded distance equivalence between elements of the spectra X{0,1}(−τ) and
points of the lattice ηZ.
9 Comments
One-dimensional BDL sequences can be used to construct structures having an average lattice in higher
dimension. In particular, if Λ1,Λ2 ⊂ R are BDL sequences, then the set Λ1~u+Λ2~v = {x~u+ y~v : x ∈
Λ1,y ∈ Λ2} ⊂ R2 is a BDL set for any pair of linearly independent vectors ~u,~v ∈ R2. In Figure 5, the
Fibonacci grid is displayed together with its average lattice. The generating vectors ~u,~v form the angle
2pi/5.
The Cartesian product of one-dimensional BDL sets is a special case of higher-dimensional structures
bounded distance equivalent to a lattice. The spectra of Pisot-cyclotomic numbers provide a 2D structure
having moreover non-crystallographic symmetries. In [18] the spectra of quadratic Pisot-cyclotomic
numbers are identified with cut-and-project sets arising from dimension 4. Their BDL property is yet to
be explored.
16
(0,0)
Figure 5: The Fibonacci grid and its average lattice.
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