ABSTRACT Cographs is a well-known class of graphs in graph theory, which can be generated from a single vertex by applying a series of complement (or equivalently join operations) and disjoint union operations. The distance spectrum of graphs is a rather active topic in spectral graph theory these years. This paper denotes to revealing some properties for the distance spectrum of cographs. More precisely, we present an algorithm, using O(n) time and space, to diagonalize the distance matrix of cographs, from which one can deduce a diagonal matrix congruent to matrix D + λI , where D is the distance matrix of a cograph, λ is a real number, and I is the identity matrix. Besides, we also give some applications of such algorithm about the inertia of distance matrix of complete multipartite graphs.
I. INTRODUCTION
This paper will investigate the spectral properties of cographs. Cographs is a well-known class of graphs in graph theory, it was proposed independently by several authors since the 1970s, by using several different names, e.g., complement-reducible graphs [9] , hereditary Dacey graphs [29] , 2-parity graphs [5] . It received a lot of attention in graph theory in the past few decades.
Graphs operations play a curial role in the generation of cographs. As usual, for two graphs G and H , (i) denote by G the complement of G, and we call G a complement operation of G; (ii) denote by G ∪ H the vertex-disjoint union of G and H , and we call G∪H a disjoint union operation of G and H ; (iii) denote by G ⊗ H the graph obtained from G ∪ H by joining every vertex of G and every vertex of H by edges, and we call G ⊗ H a join operation of G and H . In general, a cograph can be generated from a single vertex K 1 by a series of complement and disjoint union operations. More precisely, every cograph may be generated by applying the following rules recursively [9] : (i) a graph with only one vertex, denoted by K 1 , is a cograph; (ii) the complement of a cograph is also a cograph, i.e., if G is a cograph, then its complement G is also a cograph; (iii) the disjoint union of two cographs is still a cograph, i.e., if both G and H are cographs, then their disjoint union G ∪ H is still a cograph. As a direct consequence, the family of cographs is the smallest class of graphs that including K 1 and closed under complement and disjoint union operations. Some well-known graphs and classes of graphs are a subclass of cographs, e.g., complete graphs, complete multipartite graphs, cluster graphs, threshold graphs.
Alternatively, one may apply join operations instead of complement operations when generating a cograph, because if both G and H are cographs, then G ∪ H = G ⊗ H is also a cograph, which means that G ⊗ H is a cograph. That is to say, a cograph can be generated from a single vertex K 1 by a series of disjoint union and join operations. More precisely, every cograph may alternatively be generated by applying the following rules recursively:
(i) a graph with only one vertex K 1 is a cograph; (ii) the disjoint union of two cographs is still a cograph, i.e., if both G and H are cographs, then their disjoint union G ∪ H is still a cograph; (iii) the join of two cographs is also a cograph, i.e., if both G and H are cographs, then their join G ⊗ H is also a cograph. Similarly, the family of cographs is the smallest class of graphs that including K 1 and closed under disjoint union and join operations.
Until now, a large number of structural properties about cographs are revealed, e.g., a cograph can not contain the path P 4 as an induced subgraph [9] , a cograph has cliquewidth at most 2 [10] , every connected induced subgraph of a cograph has diameter at most 2 [9] .
Although the structural properties of cographs have been intensively investigated, the results about spectral properties of cographs are still relatively less, mainly focus on the adjacency spectrum of cographs.
Royle [25] showed that the rank of a cograph is equal to the number of distinct nonzero rows of its adjacency matrix. Later, Chang et al. [8] simplified and strengthened Royle's result. Bıyıkoğlu et al. [6] , and Mohammadian and Trevisan [22] successively considered the multiplicities of 0 and −1 as eigenvalues of cographs. Very recently, Jacobs et al. [19] presented a diagonalization algorithm on the adjacency spectrum of cographs, which is a sequel for their previous algorithms for trees [12] and threshold graphs [16] . Some applications for their beautiful algorithms can be found in [4] , [18] , and [32] .
It is also worth mentioning that Jacobs et al. [17] investigated a diagonalization algorithm for distance spectrum of threshold graphs. It is well-known that threshold graphs is a special case of cographs. As a generalization of the results about threshold graphs [17] , this paper devotes to establishing some properties for the distance spectrum of cographs.
Let
, or simply D, be the distance matrix of a connected graph G, whose (i, j) entry d ij is equal to the distance, denoted by d G (i, j), between vertices i and j in G. The multiset formed by all the distance eigenvalues (i.e., the eigenvalues of distance matrix) of a connected graph G is said to be the distance spectrum of G.
The research about spectrum of distance matrices may date back to 1971, when a data communication problem was proposed by Graham and Pollack [11] . The research about distance spectrum of graphs is rather active these years. Especially, the distance spectrum of some interesting graphs are determined, e.g., integral circulant graphs [14] , distance regular graphs [2] , Cayley graphs [24] . More results about the distance spectrum of graphs can be found in [1] , [15] , [21] , and [26] and a recent survey [3] .
In this paper, we will focus on the distance spectrum of cographs. Since the distance matrix is defined only for connected graphs, the cographs considered throughout this paper are confined to be connected. This paper is organized as follows. Section II would recall some useful properties about cographs and inertia of matrices. Then we will present in Section III the main running principle of our diagonalization algorithm for distance matrix of cographs. Section IV sums up all the analyses in Section III to develop a diagonalization algorithm. An example for illustrating this algorithm would be presented in Section V. In the final section, several applications of the diagonalization algorithm are reported. In particular, in view of the complete multipartite graphs belong to a special kind of cographs, we can also give an alternative deduction for the inertia of the distance matrix of complete multipartite graphs.
II. PRELIMINARIES A. THE DEFINITION OF COTREES
Cotree is an auxiliary tool in the research of cographs [9] . Given a cograph G, its corresponding cotree, denoted by T G , is such a tree whose construction is relevant to the generating way of G based on disjoint union ∪ and join ⊗ operations. Of course, using complement operations, instead of join operations, is also feasible. But for the sake of simplicity, we will always use join operations throughout this paper.
In the cotree T G , the vertices of degree one, called pendent vertices, correspond to the vertices in the cograph G, and the vertices of degree at least two, called internal vertices, correspond to the disjoint union ∪ and join ⊗ operations, thus each internal vertex would be accordingly labeled as ∪ or ⊗. In particular, if T G contains only one vertex, then G is K 1 .
Given a cotree T G , one may construct its corresponding cograph G based on the vertices in T G from bottom to top [9] :
(i) for every vertex of degree one in T G , it corresponds to a vertex in G; (ii) for every internal vertex labeled as ∪ in T G , we would take a disjoint union operation of the subcographs constructed from all the children of such vertex ∪; (iii) for every internal vertex labeled as ⊗ in T G , we would take a join operation of the subcographs constructed from all the children of such vertex ⊗. Conversely, a cograph can also be represented by a cotree following the above way. An example to illustrate the relationship between cographs and cotrees is shown in Figure 1 .
From the relationship between cographs and cotrees, two vertices in a cograph G are adjacent if and only if their common ancestor lying on the largest layer in its cotree T G is ⊗. It is also worth mentioning that under the requirement that there is no two adjacent internal vertices in a cotree, respectively, labeled as ∪ and ⊗, the representation between a cograph and a cotree is unique [9] . Therefore, the internal vertices in every layer of cotree are either all labeled as ∪ or all labeled as ⊗, and the layers contain only internal vertices ∪ or ⊗ would occur alternately.
What is more, clearly, the connectedness of a cograph can be reflected from the label of the root of its cotree. More precisely, when the cograph G is connected, the root of its cotree T G would be ⊗, and when G is disconnected, the root of its cotree T G would be ∪.
In view of all the cographs considered in this paper are connected, the root of its cotree must be ⊗, the vertices lying on the layer of odd number are ∪, and the vertices lying on the layer of even number are ⊗.
B. SOME ELEMENTARY PROPERTIES ABOUT COGRAPHS
For a vertex v in a graph G, let N (v) be the set formed by all the neighbors of v in G, and furthermore let
Given two vertices u and v, they are said to be duplicated if N (u) = N (v), while they are said to be coduplicated if
The following result is obvious. Lemma 1: Let G be a cograph with cotree T G , where x and y are two pendent vertices in cotree T G sharing the same parent z. 
C. SYLVESTER'S LAW OF INERTIA
Two real symmetric matrices A and B are called congruent if there exists an invertible matrix P such that B = P T AP. Sylvester's law of inertia is a famous theorem in matrix theory regarding the number of positive, negative, and zero eigenvalues of two congruent matrices.
Theorem A (Sylvester's Law of Inertia [23] ): Let A and B be two real symmetric matrices. Then A and B are congruent if and only if they possess the same number of positive, negative, zero eigenvalues.
In the word of elementary transformations, two real symmetric matrices A and B are congruent if and only if B can be obtained from A by a series of pairs of elementary row and column transformations, each pair of transformations consists of a row transformation followed by the same column transformation.
In particular, when B is a diagonal matrix, we have a direct consequence of Sylvester's law of inertia.
Corollary 1: Let A be a real symmetric matrix. Suppose that B is a diagonal matrix obtained from A by a series of pairs of elementary row and column transformations, each pair of transformations consists of a row transformation followed by the same column transformation. Then (i) the number of positive eigenvalues of A is equal to the number of positive diagonal entries of B; (ii) the number of negative eigenvalues of A is equal to the number of negative diagonal entries of B; (iii) the number of zero eigenvalues of A is equal to the number of zero diagonal entries of B.
III. A STRATEGY FOR DIAGONALIZATION
Let G be a cograph with cotree T G . Denote by D the distance matrix of G. In order to reveal the possibility for some real number λ as a distance eigenvalue of G, we intend to transform N = D + λI , where I is an identity matrix of suitable order, into a congruent diagonal matrix M , equivalently,
Recall that a desired diagonal matrix M can be obtained from N by a series of pairs of elementary row and column transformations, each pair of transformations consists of a row transformation followed by the same column transformation. The strategy we use is sketched as follows:
(i) set N = D + λI to be the initial matrix; (ii) choose two pendent vertices, say x, y, in cotree T G with the same parent z (note that z is an internal vertex of T G , which is labeled as ⊗ or ∪); (iii) using some suitable elementary row and column transformations to diagonalize the row and column indexed by y, in the process, only the (i, i) entry may be changed, besides the entries in the row and column indexed by y;
(iv) after completing the diagonalization about row and column indexed by y, we will delete the row and column indexed by y from D, and also delete the vertex y from cotree T G , resulting in a subcotree T G − y, whose corresponding cograph is G − y; (v) in addition, if z has exactly two children (i.e., x and y) in cotree T G , then after the last step, x is the unique child of z, at this time, additionally we need to delete vertex x, and change the label of vertex z into x, such that every internal vertex always contains at least two children; (vi) repeatedly treat the remaining rows and columns following the above rules, until all the rows and columns in D are diagonalized. More details about these procedures would be discussed in the following.
Let x and y be two pendent vertices of a cotree T G (they correspond to two vertices in a cograph G), sharing the same parent z. Notice that such vertices x, y surely exist, because every tree must contain two pendent vertices with the same neighbor. Otherwise there is a pendent vertex, say v, whose unique neighbor u is of degree 2, in such case, we would delete vertex v from cotree T G , and replace the label of vertex u by v, obviously such new cotree and the original one correspond to the same cograph.
Assume that the values assigned to x and y (or equivalently, their diagonal entries in matrix) are, respectively, α and β. It is worth mentioning that α and β are not fixed numbers, they may be changed during the process of elementary row and column transformations. Our aim is to diagonalize the row and column indexed by y. More precisely, we hope to transform all the off-diagonal entries in the row and column indexed by y into 0, and the newly formed diagonal entry in the row and column indexed by y would be stored as the diagonal entry indexed by y in our final resulting congruent diagonal matrix.
Note that z is an internal vertex in a cotree T G , thus it should be labeled as ⊗ or ∪.
Case 1 (z = ⊗): In this case, x and y are coduplicated. Together with Lemma 1, the rows and columns indexed by x and y are as follows: 
where a i = 1 or 2.
Denote by R k the row indexed by k, and C k the column indexed by k.
First, we perform the following pair of row and column transformations to the matrix (1):
Now the off-diagonal entries in R y and C y have been changed into 0, except the (x, y) and (y, x) entries that are both equal to 1 − α. In order to accomplish the diagonalization for R j and C j , the remaining task is to transform 1 − α into 0.
We will partition the proof into three subcases according to the values of α and β. Subcase 1.1 (α = 1): Now the matrix (2) is actually:
Note that all the off-diagonal entries in R y and C y are 0, the mission is completed. Accordingly, we execute the assignments:
Subcase 1.2 (α = 1 and α + β = 2):
The matrix (2) would be of the form:
For each k = x, y, we perform the transformations:
Then it becomes:
Furthermore, we continue to execute the transformations:
Finally, after transformations
it comes to:
Note that all the off-diagonal entries in R x , R y , C x , C y have become to 0, i.e., R x , R y , C x , C y have realized diagonalization. We delete both x and y from T G , forming T G − {x, y}.
From the above arguments, the assignment is as follows:
This subcase is somewhat different from others, because during the process to diagonalize the row and column indexed by y, the row and column indexed by x have also completed the diagonalization at the same time. Thus we delete both vertices x and y simultaneously. Subcase 1.3 (α = 1 and α + β = 2): We will perform the transformations to the matrix (2):
which gives:
Now R y and C y have realized diagonalization. A corresponding assignment is made:
Case 2 (z = ∪): This time, x and y are duplicated. From Lemma 1, the rows and columns indexed by x and y would be:
The only difference between matrices (1) and (3) lies on the (x, y) and (y, x) entries. In (1), these two entries are both 1, while in (3), they are both 2. The diagonalizating methods of this case are similar to that in Case 1, so we only present the corresponding assignments without detailed illustrations.
Subcase 2.1 (α = 2): Similar to Subcase 1.1, we have the following assignment:
Subcase 2.2 (α = 2 and α + β = 4): Similar to Subcase 1.2, the assignment is as follows: 
Repeatedly transforming the remaining principal submatrices as above, until all the rows and columns complete the diagonalization.
IV. A DIAGONALIZATION ALGORITHM
Combining all the strategies to diagonalize the distance matrix of a cograph presented in Section III, we can establish a diagonalization algorithm for a given cograph, especially for its corresponding cotree. The detailed algorithm is described in Figure 2 .
Note that in the algorithm, each time one or two vertices are deleted, until there is no vertex left, so it needs O(n) time. On the other hand, the algorithm just stores the newly assigned values (as diagonal entries), thus using only O(n) space.
Theorem 1: Let G be a cograph with cotree T G . Denote by D the distance matrix of cograph G. Input cotree T G and real number λ, diagonalization algorithm, shown in Figure 2 , would result in a diagonal matrix M , which is congruent to D + λI , using O(n) time and space.
V. AN EXAMPLE OF DIAGONALIZATION ALGORITHM
Let us present an example to illustrate how to use the diagonalization algorithm depicted in Figure 2 .
Choosing the cograph G and cotree T G depicted in Figure 1 as our example, and let D be the distance matrix of cograph G. According to the algorithm presented in Figure 2 , we will diagonalize matrix D + I , as shown in Figures 3-13 step by step. Specifically, we assign the initial value 1 to every vertex of cotree T G as seen in Figure 3 , after running diagonalization algorithm, finally we complete the diagonalization for matrix D + I , the resulting diagonal entries are listed in Figure 13 , that is to say, the resulting diagonal matrix is:
Similarly, we may consider the distance matrix D of the cograph G in Figure 1 again, this time for matrix D+0 I = D, by using the diagonalization algorithm, the desired congruent diagonal matrix is: 
VI. SOME APPLICATIONS OF DIAGONALIZATION ALGORITHM
In this section, we will present some applications of the diagonalization algorithm depicted in Figure 2 . First of all, one of the most direct applications is to deduce the number of distance eigenvalues of a cograph which is larger or less than some given real number. Besides, we can also determine the multiplicity of any distance eigenvalue of a cograph.
The following result is a straightforward observation of Corollary 1. (ii) the number of negative diagonal entries of M is equal to the number of distance eigenvalues of G which are smaller than −λ; (iii) the number of zero diagonal entries of M is equal to the number of distance eigenvalues of G which are exactly −λ, i.e., the multiplicity of −λ as a distance eigenvalue of G. Let us look back the example and the resulting diagonal matrix deduced in Section V, from which we can see that (i) there are three distance eigenvalues which are larger than −1, five distance eigenvalues which are smaller than −1, and the multiplicity of −1 is three; (ii) there is one positive distance eigenvalue, nine negative distance eigenvalues, and the multiplicity of 0 is one. Furthermore, we can calculate the number of distance eigenvalues of a cograph lying in a given interval, just by running the diagonalization algorithm twice, each time it is used for an endpoint of such interval.
Theorem 3: Let G be a cograph. Denote by n ≥a the number of nonnegative diagonal entries of the resulting diagonal matrix obtained from diagonalization algorithm for a, and n >b the number of positive diagonal entries of the resulting diagonal matrix obtained from diagonalization algorithm for b. For a given interval [a, b] , the number of distance eigenvalues of G lying in [a, b] is equal to n ≥a − n >b .
Let us see the example discussed in Section V again. Note that n ≥−1 = 6 and n >0 = 1. Therefore, there are five distance eigenvalues lying in [−1, 0].
The distance spectrum of complete multipartite graphs received a lot of attention these years, e.g., see [13] , [20] , [30] . Note that a complete multipartite graph is a special case of cographs. To be more precise, the cotree corresponding to a complete multipartite graph contains at most three layers, every pendent vertex adjacent to the root corresponds to a partite part of order one, every internal vertex adjacent to the root, together with its children (all of degree one), correspond to a partite part of order at least two.
The following several results are straightforward consequences of the diagonalization algorithm.
Proposition 1: The least distance eigenvalue of any complete t-partite graph of order n is −2, whose multiplicity is n − t.
Proposition 2: The distance eigenvalues of complete t-partite graph K 2,2,...,2 are 2t of multiplicity 1, 0 of multiplicity t − 1, and −2 of multiplicity t.
For the distance matrix D of a cograph G, denote by n + (G), or simply n + , the positive index of inertia of D (i.e., the number of positive distance eigenvalues of D), denote by n − (G), or simply n − , the negative index of inertia of D (i.e., the number of negative distance eigenvalues of D), and denote by n 0 (G), or simply n 0 , the multiplicity of eigenvalue 0 of D. Clearly, n = n + + n 0 + n − , where n is the order of G.
Proposition 3: The inertia of distance matrix of the complete (a + b + c)-partite graph of order n, in which there are a ≥ 0 partite parts of order one, b ≥ 1 partite parts of order two, and c ≥ 0 partite parts of order at least three, is (n + , n 0 , n − ) = (c + 1, b − 1, n − b − c). In particular, all the negative distance eigenvalues are −2 when a = 0.
Conversely, the above result also provides us a construction of complete multipartite graphs with a given inertia.
In particular, for a complete t-partite graph of order n, in which each partite part is of order at least two, since all the negative distance eigenvalues are −2 of multiplicity n − t, we get that the distance energy is 4(n − t). It is another proof for the conjecture posed by Caporossi et al. [7] regarding the distance energy of complete multipartite graphs, which was confirmed in [27] , [28] , and [31] by different methods.
