Determinantal Point Processes (DPPs) are probabilistic models of repulsion that originate in quantum physics and random matrix theory and have been of recent interest in computer science. DPPs define distributions over subsets of a given ground set, and exhibit interesting properties such as negative correlation. When applied to kernel methods in machine learning, DPPs give rise to an efficient algorithm to select a small, diverse sample of the given data.
Introduction
The problem of finding a small, diverse sample of the given data has numerous applications in machine learning such as text summarization, image search, multiple pose estimation, news threading [KT12] . In many of these problems, each data point corresponds to a high-dimensional feature vector, and a positive semidefinite kernel gives the dot product of the feature vectors of any two data points as a measure of their pairwise similarity. Determinants provide a natural extension of this to measure diversity of a subset of data points, often backed by a physical intuition based on volume or entropy.
Determinantal Point Processes
Determinantal point processes (DPPs) are probabilistic models of repulsion (also known as Fermion point processes) with their origins in quantum physics and random matrix theory. In the discrete setting, a DPP is a distribution over the subsets of a ground set [m] := {1, 2, . . . , m}. Specifically, a DPP is defined with respect to a positive semidefinite (PSD) matrix L ∈ R m×m such that for all S ⊆ [m] we have P(S) ∝ det(L S,S ), where L S,S is the principal minor of L corresponding to rows and columns from S. Such distributions appear naturally (and sometimes surprisingly) in combinatorics, random matrix theory, and physics [Lyo02, BKPV05, KT12] . Mathematically, the fact that the probabilities are derived from determinants leads to elegant expressions for its marginals, conditionals and the partition function. For example, given a graph G on m edges and a non-negative weight w e for each edge, the distribution on the spanning trees T of G that gives each T probability proportional to e∈T w e is a DPP [Pem04, Vis13] . Further, such distributions are known to be strongly Rayleigh -a strong form of negative correlation [BBL09, Pem00] -a property that plays a central role in recent important developments in theoretical computer science [AGM + 10, OSS11, AG15]. DPPs have found several applications in machine learning [KT12] ; here is one illustrative example. Suppose we have m documents and a matrix V ∈ R m×r , whose rows v 1 , v 2 , . . . , v m ∈ R r are the feature vectors of the corresponding documents (e.g., based on word frequencies, n-grams etc.). Let L = V V ⊤ be the matrix defining a DPP over subsets of [m] . The probability of a given set S is then proportional to det(L S,S ) = det(V S V ⊤ S ), where V S is the submatrix of V corresponding to the row indices in S. The quantity det(V S V ⊤ S ) can be interpreted as the squared volume of the |S|-dimensional parallelepiped spanned by the vectors {v i : i ∈ S} and, intuitively, the larger the volume, the more diverse is the set of vectors. Hence, DPPs prefer to select more diverse or informative subsets of documents. This idea has been successfully applied to a number of problems, such as document summarization, sensor placement and recommendation systems ([LB11, KSG08, ZKL + 10, ZCL03, YJ08] ).
Beyond the mathematical properties of DPPs, their practical appeal is due to the existence of efficient algorithmic primitives for certain basic problems about DPPs. There are essentially two basic (and related) computational problems that arise for the DPPs: (1) Sampling: output a sample where any subset S is picked with probability proportional to det(L S,S ) and, (2) Counting: compute the partition function S⊆[m] det(L S,S ) of the DPP. Efficient, polynomial (in m) time algorithms are known for solving the above sampling and counting problems; see [BKPV05, DR10, LJS15, AGR16] . The key idea that makes this possible is the fact that the determinant, and hence, the characteristic polynomial, of a matrix can be computed efficiently. This is similar to the case of random spanning trees in a graph, which can be sampled efficiently [Gue83, CDN89, MST15] , based on the Kirchoff matrix tree theorem [Kir47] and determinant computations.
Combinatorial Determinantal Point Processes
A comprehensive monograph on DPPs for machine learning [KT12] suggests the following direction for future research: "Can we perform DPP inference [or sampling from DPPs] under more complicated constraints on allowable sets? (For instance, if the items correspond to edges in a graph, we might only consider sets that comprise a valid matching.)"
Motivated by this, one could consider a natural generalization B-DPPs with their support restricted to a given family of allowable subsets B ⊆ 2 [m] . Such B-DPPs can be used to refine models based on DPPs by imposing combinatorial constraints on their support. The simplest known examples are DPPs over k-sized subsets, also called as k-DPPs. These retain the strongly Rayleigh-ness property and have efficient sampling algorithms [AGR16, KT12] . Thus, the above open question explicitly asks if one could go beyond DPPs and k-DPPs. Continuing the example of m documents introduced above, consider the case when, in addition, the items have p types, and one would like a sample in which no type is over-represented. This can be captured by letting U i denote the set of documents of type i and B consist of all sets S ⊆ [m] which satisfy |S ∩ U i | = b i , for some specified parameters {b i }. In the special case when the sets U i s are mutually disjoint, B corresponds to the partition matroid and were recently studied by [NS16] from the point of view of finding the set in B which maximizes the probability.
Mathematically, by varying B and L, combinatorial DPPs capture a very rich class of distributions and, in particular, when L is a diagonal matrix, we recover the class of hard-core distributions over B; see [SV14b] . As in the case of DPPs, the practical appeal of any B-DPP is contingent on the existence of efficient sampling and counting algorithms. However, while the efficient computability of the determinant underlies our ability to efficiently sample from unconstrained DPPs, the algorithmic aspects of combinatorial DPPs can be quite nuanced. It is not too difficult to show that the counting/sampling problems can encode the computation of permanent even when the underlying family B is computationally easy. Thus, a natural question arises. For which choices of B are the counting and sampling problems for B-DPPs efficiently solvable, and for which are they provably hard?
Our results
In this paper we take a first step towards understanding the complexity of sampling and counting under various combinatorial DPPs in a systematic manner.
Our first result indicates that even for quite simple combinatorial constraints one obtains DPPs which are both interesting mathematically and challenging from the computational perspective. We prove the following Theorem 1.1 (Informal) The problem of exact (or approximate) computing of the partition function of a B-DPP (the B-counting problem), for an arbitrary family of partition constraints B, is as hard as the problem of computing exactly (or approximately) the mixed discriminant of a tuple of PSD matrices.
In the above, by a partition family, we mean a collection of sets B ⊆ 2 [m] defined with respect to a partition P 1 , P 2 , . . . , P p of [m] , and a sequence b 1 , b 2 , . . . , b p ∈ N such that S ∈ B if and only if |S ∩ P j | = b j for all j = 1, 2, . . . , p. Mixed discriminant is a certain natural generalization of both determinants and permanents. More precisely it is a multilinear function which takes an r-tuple of r × r real matrices as input and produces a single real number as output (for a definition see Section 3). Mixed discriminants specialized to tuples of PSD matrices are a very natural "noncommutative" generalization of permanents of nonnegative matrices (which appear when the tuple consists of diagonal matrices). By a well known result [JSV04] there exists an FPRAS for computing permanents of nonnegative matrices, in contrast, despite significant efforts ( [Bar97, Gur05] ) no efficient approximation scheme has been constructed for mixed discriminants. The best known polynomial time approximation algorithm achieves ratio e O(r) with r being the dimension of the input matrices [Bar97, GS02] . Theorem 1.1 is obtained by providing two simple reductions (see Lemma 3.5 and Lemma 3.6). Both of them have a similar structure: they are just simple mappings between single instances of these two problems. To illustrate their simplicity let us describe briefly one of them: from mixed discriminants to partition DPPs. Given an instance (A 1 , A 2 , . . . , A r ) of the mixed discriminant problem, we first decompose all the matrices spectrally, i.e. write them as A i = j v ij v ⊤ ij . Then we create a matrix V by placing all the vectors v ij as rows. The partition consists of r parts, each corresponding to one of the matrices. We then set all b j s to 1 and claim that the partition function of the just constructed combinatorial DPP (with the kernel being L = V V ⊤ ) is equal (up to a multiplicative factor) to the mixed discriminant of (A 1 , A 2 , . . . , A r ). The proof of this fact is not hard and follows simply from the linear-algebraic properties of mixed discriminants.
Let us now proceed to our results concerning efficient computation for various combinatorial DPPs. By exploiting a certain variant of self-reducibility ( [JS88, Sin93] ) for this setting, we prove that the sampling and counting versions of combinatorial DPPs are essentially equivalent (i.e., there are polynomial time reductions in both directions). Thus, if one aims for an efficient sampler for a particular B-DPP, it is enough to focus on the corresponding counting problem. The above equivalence together with Theorem 1.3 suggest that it might be hard to obtain fast sampling algorithms for partition DPPs in general. However, our next result shows that in case when the number of sets in the partition p is constant, efficient counting is possible. In fact our result captures a significant generalization of partition families which we call linear families. a (2) , . . . , a (p) ∈ Z m and sets K 1 , K 2 , . . . , K p ⊆ Z such that:
where 1 S ∈ {0, 1} m denotes the indicator vector of S and ·, · denotes the standard inner product.
When, in place of a (j) 's, we use indicator vectors 1 U j of some sets U j ⊆ [m] for j = 1, 2, . . . , p we obtain families of the form:
We call such families cardinality-constrained families. In the special case when U 1 , U 2 , . . . , U p form a partition of {1, 2, . . . , m} and
, we recover partition families. The class of linear families is quite general, as it captures the set of matchings in a graph, the set of spanning trees or even the set of Hamiltonian paths (though using exponentially many constraints). ≤ m c for some constant c > 0. Then, given a matrix V ∈ R m×r , the counting problem with respect to B is solvable in time O(r 2 m p·c+1 ).
Note that if both p and c are constant, we obtain a polynomial time algorithm for counting. Intuitively what the above theorem expresses is that combinatorial DPPs involving a "small number of constraints" are tractable.
From a high level viewpoint the proof of Theorem 1.3 is based on relating the quantity of interest to coefficients of certain multivariate polynomials, which are computationally tractable. More precisely, given a linear family with p constraints, we derive a p-variate polynomial g(y 1 , y 2 , . . . , y p ) with bounded degree, such that one can solve the counting problem by summing certain coefficients of g. An important property of g is that it can be evaluated on any p-tuple in polynomial time (requires only computing a determinant of a numeric matrix). We take advantage of this fact and calculate the required coefficients of g by querying it on a polynomial number of inputs and then performing interpolation.
As already mentioned above, the vectors a (j) in the definition of a partition family have a (j) 1 ≤ m (i.e., c = 1), hence for such families the counting problem is solvable in O(r 2 m p+1 ) time. After transforming this result via Theorem 1.1 to the language of mixed discriminants, we obtain an algorithm for computing mixed discriminants for a certain restricted class of matrix tuples. This result turns out to be almost equivalent (though slightly weaker) than what was obtained by [Gur05] in this setting. Our proof, however, is quite different.
Obtaining an algorithm with a better running time for large p for this problem is an important open problem. Via the equivalence established in Theorem 1.1, it would imply faster algorithms for mixed discriminants, which in turn has other important implications related to mixed characteristic polynomials and the Kadison-Singer problem.
We now turn to discussing applications of our results. As mentioned earlier, combinatorial DPPs are excellent models for diversity based sampling, our results open up the possibility of actually applying them in various settings. Another application, which is far less straightforward, is related to the Kadison-Singer problem [MSS13] . We study the computational complexity of mixed characteristic polynomials (for a definition refer to Section 5), which crucially appear in the proof of the Kadison-Singer problem. When trying to make the proof constructive (i.e. computationally efficient) one arrives at the task of computing these polynomials (more precisely: their largest roots).
The coefficients of such polynomials are expressed as sums of certain mixed discriminants and turn out to be tightly connected to our study. In Section 5 we present several results regarding the computability of mixed characteristic polynomials which follow from our results.
The first observation we make is that high-order coefficients of a mixed characteristic polynomial are always efficiently computable. This follows by noting that these coefficients can be expressed as sums of mixed discriminants of a special form (all but a small number of matrices in the tuple are equal to identity), such mixed discriminants are efficiently computable by our results. [Gha16] observed that the largest root of a degree r polynomial can be computed to an accuracy of 1+δ given access to the top k = O( 1 /δ·log r /δ) coefficients using the Power Method. This can be further improved by a quadratic factor using a standard approach (see, e.g., Theorem 10.1 in [SV14a] The second observation is more general in its nature and tries to answer the question whether computing mixed characteristic polynomials is strictly harder than computing mixed discriminants. In fact the coefficients of mixed characteristic polynomials are expressed as sums of (possibly an exponential number of) mixed discriminants. We show that these exponential sums can be computed by evaluating a polynomial number of mixed discriminants, hence demonstrating that mixed discriminants are computationally equally hard as mixed characteristic polynomials. As a consequence of this result we obtain the following Theorem 1.5 Suppose A 1 , A 2 , . . . , A m ∈ R r×r span a linear space of dimension k, then there exists a deterministic algorithm to compute the mixed characteristic polynomial
Another consequence of our results concerns the optimization problem over combinatorial DPPs considered by [NS16] : max S∈B det(V S V ⊤ S ) for a given partition family B. Let us briefly describe the setting of [NS16] . We are given a matrix V ∈ R m×r and a partition family B, the goal is to find max S∈B det(V S V ⊤ S ). The result of [NS16] is a randomized algorithm which outputs a set S, whose value in expectation is at least e −r times the optimal one. However, there is no evidence that a polynomial number of samples is enough to obtain such a guarantee. In fact we prove in Section 6 that in some cases this algorithm requires exponential time to yield a solution with the claimed guarantee. One way to resolve this issue would be to derandomize the algorithm. We achieve this when the size of the partition is a constant. Theorem 1.6 There is a polynomial time deterministic algorithm which, given a matrix V ∈ R m×r and a partition family B with a constant number of sets in the partition, outputs a set S ∈ B such that:
The above theorem is obtained by applying the method of conditional expectations to the [NS16] algorithm and realizing that the conditional expectations one has to compute can be cast as counting problems with respect to partition families. As a lemma, we prove that the counting problem for partition families is polynomial time solvable whenever the kernel matrix L is diagonal. This allows us to deduce the result from Theorem 1.3.
Organization of the Paper
In Section 2 we introduce our notation and provide basic definitions. The equivalence between partition DPPs and mixed discriminants is presented in Section 3. The next Section 4 contains the proof of Theorem 1.3. Next, in Section 5 we present our results regarding mixed characteristic polynomials. In Section 6 we apply our ideas to derandomize the algorithm by [NS16] . Lastly, Section 7 establishes the equivalence between sampling and counting under combinatorial DPPs.
Preliminaries
Matrices, vectors and sets. All vectors considered in the text are column vectors. The set of all real matrices of dimensions m by n is denoted by R m×n . If M ∈ R m×n then the i-th row of M (for 1 ≤ i ≤ m) is a vector in R n denoted by M i . If S ⊆ {1, 2, . . . , m} then M S is a |S| × n matrix with rows M i for i ∈ S. Similarly if T ⊆ {1, 2, . . . , n}, then M S,T is an |S| × |T | matrix being the restriction of M to rows from S and columns from T . For a given n ∈ N, the set {1, 2, . . . , n} is denoted by [n]. The power set of a given set X is denoted by 2 X , the family of all subsets of X of cardinality k is denoted by X k . DPPs. A Determinantal Point Process is a probability distribution µ over subsets of a given set [m] defined with respect to a symmetric positive semidefinite matrix
Note that in the above, for brevity, we write µ(S) instead of µ({S}) to denote the probability of choosing a particular set S ∈ 2 [m] . We will often use a different matrix to represent the measure µ.
we define a B-DPP to be the distribution µ B over subsets S ∈ B, such that
.
Note that µ B is defined with respect to the underlying matrix L (or equivalently V , s.t. L = V V ⊤ ), it will be always clear from the context which L do we have in mind. Interesting examples of B, which are also important in applications include families composed of bases of a given matroid representing some underlying combinatorial structure of the ground set [m].
Equivalence Between Partition-DPPs and Mixed Discriminants
In this section we relate the problem of counting with respect to partition families to the well studied problem of computing mixed discriminants of PSD matrices. It is known that computing mixed discriminants of PSD matrices is #P-hard, since one can encode the permanent as a mixed discriminant. However, as opposed to the permanent problem, there is no FPRAS known for computing mixed discriminants, and the best polynomial time approximation algorithm [Bar97] has an exponentially large approximation ratio.
Definition 3.1 Let A 1 , A 2 , . . . , A r be symmetric r × r matrices. We define the mixed discriminant D(A 1 , A 2 , . . . , A r ) to be:
Let us also recall the definition of partition families. 
The main result of this section is the following theorem Theorem 3.3 Define the following computational problems.
1. PCount: given V ∈ R m×r and a partition family B ⊆
There exist polynomial time, approximation preserving reductions from PCount to MixDisc and from MixDisc to PCount.
Before proving the theorem let us first state some useful properties of mixed discriminants. 1. D is symmetric, i.e.
for any permutation σ ∈ S r .
2. D is linear with respect to every coordinate, i.e.
We split Theorem 3.3 into two lemmas and prove them separately. We proceed with the first reduction.
Lemma 3.5 There is a polynomial time, approximation preserving reduction from PCount to MixDisc.
Proof: Consider the problem PCount, suppose V ∈ R m×r is given as input together with the partition family:
We will show how to construct efficiently r matrices A 1 , A 2 , . . . , A r such that:
where α ∈ R is an efficiently computable scalar.
To this end, for every set P j in the partition define a matrix:
where v e are the corresponding rows of V . The r-tuple A 1 , A 2 , . . . , A r is defined as follows:
By applying linearity multiple times to all coordinates of D(A 1 , A 2 , . . . , A r ) we find out that:
where S stands for {e 1 , e 2 , . . . , e r } in the summation above and α is equal to
. . , v er v ⊤ er ) = 0 whenever e 1 , e 2 , . . . , e r are not pairwise different. We use Fact 3.4 again to obtain:
and we arrive at (1). Note that in the above proof we were assuming that
In the case when this number is smaller than r, one can also perform a similar reduction. The only modification we need to do is to add r − k i=1 b i copies of the identity matrix to the constructed tuple, so that its length becomes r.
We move to to the second part of Theorem 3.3.
Lemma 3.6 There is a polynomial time, approximation preserving reduction from MixDisc to PCount.
Proof: Consider an instance (A 1 , A 2 , . . . , A r ) of the MixDisc problem. Since A i 's are PSD matrices, we can decompose them as follows:
Let M = {(i, j) : 1 ≤ i, j ≤ r} be the ground set of a matroid. We take m = |M | = r 2 and define the partition as M = P 1 ∪ P 2 ∪ . . . ∪ P r with P i = {(i,
where B = {S ⊆ M : |S ∩ P i | = 1 for every i = 1, 2, . . . , r}. Therefore, the matrix V ∈ R m×r (with rows indexed by M ) together with the above defined partition family yields an instance of PCount which can be used to compute D(A 1 , A 2 , . . . , A r ).
Counting for Linear Families
In this section we present a proof of Theorem 1.3. Note that for families such as in Theorem 1.3 one can assume that |K j | = O(m c ) for every j = 1, 2, . . . , p and hence the description size of B is O(pm c ). In fact, the algorithm we describe in the proof is polynomial even when B is given as part of the input, as long as both p and c are constants. The proof of Theorem 1.3 makes use of certain properties of elementary symmetric polynomials, which we review below.
Definition 4.1 Define the r-variate elementary symmetric polynomial of degree k ≤ r to be
where x S denotes i∈S x i .
Definition 4.2 For a given symmetric matrix A ∈ R r×r we define:
where λ 1 , λ 2 , . . . , λ r are the eigenvalues of A.
Equivalently sym k (A) is the coefficient of t r−k in the polynomial det(A + tI).
Given a matrix V ∈ R m×r , for an element e ∈ [m] we denote by v e the eth row of V . For a vector c ∈ R m and a set S ⊆ [m] we denote e∈S c e by c S . The generalized Cauchy-Binet formula implies the following useful fact.
Fact 4.3 Let V ∈ R m×r , c ∈ R m and k ≤ r. Then:
From the alternative definition of sym k , given a matrix A ∈ R r×r one can compute sym k (A) in O(r 3 ) time ([KG85]), for any k. This implies in particular that we can compute the sum:
in polynomial time. In other words, there is a polynomial time B-counting oracle for B being the family of all subsets of [m] of cardinality k. Let us now move to the case of general linear families.
Proof of Theorem 1.3: For simplicity we will assume that all the coefficients a and an r-dimensional formal vector u e = P e (y) 1/2 · v e . Further, for a given k ≤ r consider the expression
It follows in particular that g k (y) is a polynomial in variables y = (y 1 , y 2 , . . . , y p ) and moreover, from the generalized Cauchy-Binet formula (Fact (4.3) ) we obtain
Let us also define a polynomial g(y) to be r k=1 g k (y). We claim that g(y) can be evaluated on any given p-tupleȳ ∈ R p in O(m(p + r 2 ) + r 3 ) time.
To argue this, let us notice that g(ȳ) is equal to k≤r sym k (A) (where A = P e (ȳ)v e v ⊤ e ) and hence is equal to the sum of coefficients of the characteristic polynomial of A. Since A is an r × r matrix, such a sum can be evaluated in O(r 3 ) time, just by computing det(A + I). The matrix A is constructed in O(m(p + r 2 )) time.
The polynomial g(y) has p variables, and every variable y j (for j = 1, 2, . . . , p) in g(y) has its degree bounded by a (j) 1 = O(m c ). Hence the total number of distinct monomials appearing in g(y) is at most O(m pc ). We argue now that one can recover all the coefficients of the polynomial g(y) by computing its value in at most O(m pc ) positions and performing interpolation in O(m pc ) time. The idea here is to first transform g(y) into an univariate polynomial G(x) which is defined as
where d is chosen so as to a (j)
and (because of the restrictions on the degrees of y j 's in g(y)) there is a one to one correspondence between monomials in g(y) and monomials in G(x). Thus our task reduces to computing the coefficients of G(x). Let D = O(m pc ) be the degree of G(x), it is well known that given D + 1 pairs (x, G(x)) one can recover all coefficients of G(x) in time O(D) by applying FFT.
It remains to note that the sum we would like to compute is just a summation of certain coefficients of monomials of g(y). Indeed we have:
where the last equality follows from the fact that rank(V ) ≤ r. Now, for every monomial c α p j=1 y α j j in g(y) such that α j ∈ K j for every j = 1, 2, . . . , p, the coefficient c α has to be added to the end result.
The total complexity is dominated by the time required to evaluate the polynomial g(y) on O(m pc ) inputs, hence we obtain the total running time to be O(m pc+1 r 2 ).
Remark 4.4 To extend the above proof to the case where a (j) 's can have negative entries rewrite the constraint 1 S , a (j) ∈ K j in the form e∈P 1 S (e)a (j) e − e∈N 1 S (e)a (j) e ∈ K j , where P and N correspond to positive and negative entries in a (j) respectively. Introduce separate variables y j,P for the positive part and y j,N for the negative part. The polynomial has now twice so many variables, and a monomial P S (y) is accepted whenever the difference in degrees of y j,P and y j,N belongs to K j . The complexity then becomes O(r 2 m 2pc+1 ).
Computation of Coefficients of the Mixed Characteristic Polynomial
The work [MSS13] defined the so-called mixed characteristic polynomials which played a crucial role in the proof of the famous Kadison-Singer conjecture. Making this proof algorithmic is an outstanding open question which involves computing the maximum root of these mixed characteristic polynomials. In this section, we show how our proof of Lemma 3.5 implies a polynomial time algorithm for higher-order coefficients of the mixed characteristic polynomial. We also show an equivalence between (exactly) computing coefficients of mixed characteristic polynomials and (exactly) computing mixed discriminants . This allows us to compute, in polynomial time, all the coefficients of the mixed characteristic polynomial in certain special cases. Given m symmetric, positive semi-definite matrices A 1 , . . . , A m ∈ R d×d , the mixed characteristic polynomial
is a univariate, monic polynomial of degree d and is defined as follows:
It is straightforward to see that the constant term in the mixed characteristic polynomial is just the mixed discriminant of the matrices A 1 , . . . , A m when m = d and thus, it can be thought of as a generalization of the mixed discriminant. Since the mixed characteristic polynomial is #P-hard, one may wonder whether certain coefficients in this polynomial are easy to compute. The following theorem shows that our proof of Lemma 3.5 along with our counting algorithm corresponding to partition families for constant number of partitions, already gives us a polynomial time algorithm to compute the higher degree coefficients of the mixed characteristic polynomial. At a high level, the proof is based on the observation that the higher-degree coefficients in the mixed characteristic polynomial are sums of mixed discriminants having only constantly many distinct matrices. In our proof of Lemma 3.5 also, we have as many distinct matrices as the number of partitions and thus, we can encode higher-degree coefficients as solving the counting problem of partition families where the number of partitions is constant.
Theorem 5.1 Given a set of m symmetric, positive semi-definite matrices A 1 , . . . , A m ∈ R d×d where d ≤ m, one can compute the coefficient of
Proof: The starting point of our proof is an observation made in [MSS13] which provides us with another expression for the mixed characteristic polynomial in terms of mixed discriminants: . By a reasoning exactly as in the proof of 3.5 computing a mixed discriminant of a d-tuple of PSD matrices such that (d−k) of them are the same (in our case they are identity) is equivalent to a counting problem over a partition family B with k + 1 partitions P 1 , . . . , P k+1 and b 1 , . . . , b k+1 ∈ N such that Thus, for constant k, one can exactly compute the coefficient of x d−k in the mixed characteristic polynomial in deterministic polynomial time.
As mentioned above, the mixed characteristic polynomial is a generalization of the mixed discriminant. A natural question then is whether the mixed characteristic polynomial is a strictly harder quantity than the mixed discriminant or are they really equivalent quantities from a computational perspective? We now show that computing the mixed characteristic polynomial can be recast as computing mixed discriminants. Using interpolation and m + 1 calls to the mixed discriminant oracle, one can compute the coefficients of the above polynomial. Also note that from Equation (2), the coefficient of x m−k above is exactly (m − k)! times the coefficient of x m−k in the mixed characteristic polynomial and thus, we can indeed compute it. The case of d < m proceeds in a different manner in that we will compute the coefficients of the mixed characteristic polynomial one by one. Our task can be stated simply as computing the following quantities (which are the coefficients of µ[A 1 , . . . , A m ] up to scaling)
We will start by computing Next consider the coefficient of x in the mixed characteristic polynomial, we have up to a multiplicative scalar:
In order to compute s 1 , we will introduce in our set of m matrices A 1 , . . . , A m , another "dummy" matrix A m+1 which is the identity matrix of order d, I d . Now we compute as above, the sum of mixed discriminants over d-sized subsets of these m + 1 matrices. This sum contains mixed discriminants of d-sized subsets of the A i matrices, which was the previously computed term as well as the mixed discriminants where one of the matrices is the "dummy" matrix which is the identity matrix and the remaining d − 1 matrices come from A i (i = 1, 2, . . . , m). The latter is exactly the coefficient we are looking for. Thus, from this quantity, one can subtract s d to obtain
The above idea can be used to compute all the coefficients one by one: suppose that we have already computed s d , s d−1 , . . . , s d−(k−1) . To compute s d−k we consider the matrices A 1 , . . . , A m and add k "dummy" matrices A m+1 = A m+2 = . . . = A m+k = I d . We compute (as previously):
One can then easily recover s d−k by subtracting from S k appropriately weighted s d , s d−1 , . . . , s d−(k−1) . In particular,
The above theorem in particular allows us to compute in polynomial time, the mixed characteristic polynomial exactly, when the linear matrix subspace spanned by the input matrices has constant dimension. This follows by combining Theorem 5.2 with Theorem 5.1 in [Gur05] . Proof: In the proof of Theorem 5.2, the mixed discriminants computed are not of A 1 , . . . , A m but rather are of modified matrices. However, it is easy to see that for all tuples on which mixed discriminant is called, the dimension of the linear space spanned by them is at most k + 1. It is proved in [Gur05] that such mixed discriminants can be computed in O(m 2k+2 ) time.
Application in Derandomization
The paper [NS16] considers the problem of choosing a principal submatrix with the maximum determinant subject to partition constraints. It proves the following result there is a polynomial time randomized algorithm which outputs a random set S ∈ B such that:
Note that for the above result to be actually useful in finding a set S ∈ B with det(V S V ⊤ S ) multiplicatively close to the optimum, one has to ensure that the variance of log det(V S V ⊤ S ) is not too high. In fact, in a later subsection, we show the opposite: an example where this algorithm requires an exponential number of samples to yield e k -approximation.
We show how, by applying Theorem 1.3, one can derandomize the [NS16] algorithm in the case when the number of sets in the partition is constant. More precisely we show Theorem 1.6.
We start by a summary of the algorithm used by [NS16] and explain it in a convenient form. After that we present an example which shows that the [NS16] algorithm might require exponential time to yield the claimed approximation factor. In the last subsection we present a proof of Theorem 1.6.
Description of the [NS16] algorithm
Consider a partition family:
where P 1 , . . . , P p is a partition of [m] and b 1 , . . . , b p are some positive integers. Given a matrix V ∈ R m×r the goal is to maximize det(V S V ⊤ S ) subject to S ∈ B. To simplify the presentation we assume that the rank k = p j=1 b j of the partition matroid is equal to r. The following saddle point problem is considered in [NS16] 
where P = conv{1 S : S ∈ B} and Q = {y ∈ R m >0 : e∈S y e = 1 for every S ∈ B}. Let z ∈ R m be the optimal solution to (3) (can be found in polynomial time), since z ∈ P we have:
0 ≤ z ≤ 1 and
A randomized rounding scheme is then applied in order to construct a set S from z. From every set P j in the partition b j elements are independently drawn (with replacement) from the distribution
If there are no repetitions among the chosen elements, the set S consisting of all of them is output, otherwise the algorithm fails with value 0. It is shown that:
For convenience, let us denote z S = e∈S z e . One can observe that for a fixed S ∈ B we have
Hence the distrubution of S conditioned on S ∈ B (i.e. on the event that the algorithm does not fail) is:
It is clear that sampling a set T according to ρ is no worse than the above rounding scheme, since it avoids the failure coming from repeated elements. From now on we will work just with this variant (we also show later that one can sample from ρ efficiently).
Hard Example
Consider a matrix V ∈ R m×r with m = r 2 . The rows of V are standard unit vectors e 1 , e 2 , . . . , e r ∈ R r each one repeated r times. We consider the problem of maximizing det(V S V ⊤ S ) over sets S ⊆ [m] of cardinality r. For such instances (i.e. when p = 1 and B 1 = [m]) the algorithm of [NS16] specializes to that of [Nik15] . It first solves the convex program det(V S V ⊤ S ) ∈ {0, 1} Suppose that S is distributed according to ρ. The determinant is 1 if and only if exactly one vector is picked from every group of r copies of standard unit vectors.
In the above estimate we used the Stirling approximation and ignored small polynomial factors in r.
The above calculation implies that with probability exponentially close to one, the randomized algorithm of [NS16] returns a trivial solution 0. To obtain a solution of value at least the expectation (which is also roughly e −r ) one needs to run this algorithm about e r times.
Derandomization
We start with a lemma which expresses the fact the counting problem with respect to partition families, under the assumption that the V matrix is diagonal, is efficiently solvable. Proof: Let us fix the partition family B to be {S :
To start, note that the considered sum is in fact "separable". Indeed (assume for simplicity that Y = ∅):
For this reason we can restrict ourselves to the case p = 1. Further, without loss of generality we can assume that Y = ∅ (by just modifying the partition and multiplying the result by z Y ). The case which remains to solve is:
This finally can be done either by dynamic programming, or by the fact that the above sum appears as the coefficient of y m−k in the polynomial f (y) = m e=1 (y + z e ).
We can now proceed with the proof of Theorem 1.6.
Proof Theorem 1.6: Recall that we interpret the algorithm of [NS16] as sampling from ρ (4). Then the expected value of the solution, is up to an efficiently computable factor ( T ∈B z T ) −1 equal to:
where U ∈ R m×r is a matrix with the e-th row U e equal to z 1/2 e V e . Therefore, computing the expectation of such an algorithm is equivalent to the B-counting problem. Our derandomization scheme is based on this observation.
We apply the method of conditional expectations to obtain deterministically a set S such that:
where S ∼ ρ, as defined in (4).
In the first step we consider all elements e ∈ [m] and calculate conditional expectations:
We pick the elementē which yields the largest value (guaranteed to be at least
. From the next step we will condition onē ∈ S and try to pick another element, subject to partition constraints and so on. After k such steps we obtain a set satisfying (5).
It remains to show that
. To do this, we first note that
(recall that U is a matrix with rows U e = √ z e V e for every e ∈ [m]) for an efficiently computable scalar α ′ (it is efficiently computable by Lemma 6.2). Such a sum is in fact polynomial time computable. To see this, introduce a formal variable y and consider an m × r matrix W with rows defined as:
It is then easy to see that:
hence we are interested in computing the highest coefficient of a univariate polynomial. Moreover, we can evaluate this polynomial at any given value in polynomial time, because it is just an instance of the counting problem with respect to B.
From the above proof it follows that derandomizing the result of [NS16] using the method of conditional expectations relies on computing certain mixed discriminants (because of the connection in Theorem 3.3). In fact, α−approximation for mixed discriminants gives a deterministic α k −approximation algorithm for the problem of interest. Currently, the best known polynomial time algorithm for computing mixed discriminants achieves α ≈ e r [GS02] .
Sampling and Counting
In this section we state and prove a theorem implying that for a the sampling problem and counting problem corresponding to given B-DPP are essentially equivalent. This means that for a given type of constraints, a polynomial time algorithm for counting can be transformed into a polynomial time algorithm for sampling and vice versa.
The current section follows the convention that V is an m × r real matrix, and B is a non-empty family of subsets of [m], i.e. B ⊆ 2 [m] . Recall also that µ B is a probability distribution over B defined as:
The B-counting problem is to calculate the normalization term S∈B det(V S V ⊤ S ). A program solving such a problem is called a B-counting oracle. Similarly a B-sampling oracle is a program sampling from the distribution µ B . • Approximate B-sampling: given a matrix V ∈ R m×r and a precision parameter ε > 0, provide a sample S from a distribution ρ : B → [0, 1], such that µ B − ρ 1 < ε.
Equivalence Between Sampling and Counting
• Approximate B-counting: given a matrix V ∈ R m×r and a precision parameter ε > 0, output a number X ∈ R such that X(1
The time complexities of the above two problems differ only by a multiplicative factor of poly(m, ε −1 ).
The above theorem follows from a self-reducibility property ( [JS88] ) enjoyed by the combinatorial DPP counting problem. The proof is split into two natural parts and is presented in the subsequent subsections. For simplicity in our proofs we focus on the exact variants of sampling and counting. In this setting the proofs already contain all essential ideas and can be easily extended to the approximate variant.
Counting Implies Sampling
We show that given an efficient B-counting oracle one can sample from a B-DPP. More precisely we prove the following Lemma 7.2 ( Counting Implies Sampling ) Let B denote a family of subsets of [m]. Suppose we have access to a B-counting oracle. Then, there exists a B-sampling oracle which for any input matrix V ∈ R m×r makes poly(m) calls to the counting oracle, and provide a sample from the distribution µ B .
Proof: The sampling algorithm works as follows: it will consider any element e ∈ [m] and first sample in order to decide whether to include e ∈ S or not (S is the random variable corresponding to the sample we output, hence we would like to have S ∼ µ B ). To this end, it needs to compute the probability P(e ∈ S). After the choice has been made, say e ∈ S the next element is considered, but every event from now on is conditioned on the fact that e ∈ S. More formally, the sampling algorithm could be described as follows:
1. Input: V ∈ R m×r , a number k ≤ r.
2. Initialize: Y = ∅, N = ∅.
3. For e = 1, 2, . . . , m :
(a) Compute the probability p = P(e ∈ S|Y ⊆ S, N ∩ S = ∅) under the distribution µ B .
(b) Toss a biased coin with success probability p. In case of success add e to the set Y , otherwise add e to N .
Output: S = Y.
It is clear that the above algorithm correctly samples from µ B , the only part which requires explanation is how to compute P(e ∈ S|Y ⊆ S, N ∩ S = ∅) efficiently. This is explained in the lemma below. Proof: Let Y 1 = Y ∪ {e}, then:
We will focus on computing the sum in the denominator, the one in the numerator is calculated analogously.
To this end introduce a new formal variable y and for every element e ∈ [m] define a vector w e as follows:
This defines a matrix W of dimension m × r, on which we can run the B-counting oracle. Note that:
This follows by analyzing how det(W S W ⊤ S ) is related to det(V S V ⊤ S ). It follows that S∈B det(W ⊤ S W S ) is essentially a polynomial f (y) of degree at most |Y |. In fact, the sum we are interested in is simply the coefficient of y |Y | in f (y). The last thing to note is that we can compute f (y) exactly by evaluating S∈B det(W ⊤ S W S ) for |Y | + 1 different values of y and then performing interpolation. Hence we just need to query the B-counting oracle (|Y | + 1) times.
Remark 7.4 The last step in the above proof requires the counting oracle to be exact to perform interpolation. Let us briefly explain how to execute this step for approximate oracles. We are given a polynomial f (y) = a d y d + a d−1 y d−1 + . . . + a 0 which we can evaluate (approximately) at any y and the goal is to compute a d (approximately). The approach is based on the observation that a d = lim y→+∞ f (y) y d . Note that we know that all the coefficients a 0 , a 1 , . . . , a d are nonnegative and we can also derive bounds on their magnitude. Hence one can pick a large y so that f (y) y d offers a good enough approximation to a d .
Sampling Implies Counting
We show the implication from sampling to counting in Theorem 7.1. For simplicity we assume that the sampling algorithm is exact, i.e. we prove Lemma 7.5 (Sampling Implies Counting ) Let B denote a family of subsets of [m]. Suppose we have access to a B-sampling oracle. Then, there exists a B-counting oracle which for any input matrix V ∈ R m×r and for any precision ε > 0 makes poly(m, 1 ε ) calls to the sampling oracle, and approximates the sum:
within a multiplicative factor of (1 + ε). The probability of failure can be made exponentially small in m.
Let us first state the algorithm we use for approximating the sum. Later in a sequence of lemmas we explain how to implement it in polynomial time and reason about its correctness. In the description, S denotes a random variable distributed according to µ B .
1. Initialize U := [m], X := 1.
Repeat
(a) Estimate the probability P(S = U |S ⊆ U ), if it is larger than (1 − 1 m ), terminate the loop.
(b) Find an element e ∈ U so that P(e / ∈ S|S ⊆ U ) ≥ 1 m 2 . (c) Approximate p e := P (e / ∈ S|S ⊆ U ) up to a multiplicative factor ε m . (d) Update X := X · ρ e , where ρ e is the estimate for p e .
(e) Remove e from U , U := U \ {e}.
Return
Lemma 7.6 Given U ⊆ [m] and e ∈ U , assuming access to a B-sampling oracle, we can approximate the quantity p e = P (e / ∈ S|S ⊆ U )
where S is distributed according to µ B , up to an additive error δ > 0 in time
. The probability of failure can be made 1 m c for any c > 0.
Proof:
We sample a set S ∈ B from the distribution P({S}) ∝ det(V S V ⊤ S ) conditioned on S ⊆ U . This can be done using the sampling oracle, but instead of the original matrix V , we use V ′ , with v ′ i = v i for i ∈ U and v ′ i = 0 otherwise. We record the result in a random variable:
otherwise
Repeat the above N times independently, to obtain X 1 , X 2 , . . . , X N and finally compute the estimator: Z = X 1 + X 2 + . . . + X N N .
By Chebyshev's inequality, we have:
Thus, by taking N = poly(m) δ 2 samples, with probability ≥ 1 − 1 poly(m) we can obtain an additive error of at most δ. Proof: Let T be the random variable S conditioned on S ⊆ U . Denote q e = P(e ∈ S|S ⊆ U ), we obtain The inequality in the above expression follows from the fact that the worst case upper bound would be achieved when the probability of |T| = |U | is exactly 1 − 1 m and with the remaining probability, |T| = |U | − 1. This follows from a straightforward Lagrange multiplier argument to respect the probability summing to 1 and P(S = U |S ⊆ U ) ≤ (1 − 1 m ). Hence e∈U (1 − q e ) ≥ 1 m , which implies that (1 − q e ) ≥ 1 m 2 for some e ∈ U .
We are now ready to prove Lemma 7.5. Proof: (of Lemma 7.5) We have to show that the algorithm given above can be implemented in polynomial time and it gives a correct answer.
Step 2(a) can be easily implemented by taking poly(m) samples conditioned on S ⊆ U (as in the proof of Lemma 7.6). This gives us an approximation of q U = P(S = U |S ⊆ U ) up to an additive error at most m −2 with high probability. If the estimate is less than (1 − 
and the algorithm terminates. When performing step 2(b) we have a high probability guarantee for the assumption of Lemma 7.7 to be satisfied. Hence we can assume that by using Lemma 7.7 and Lemma 7.6 we can find an element e ∈ U with p e = P(e /
