We consider an approximation of area-preserving motion in the plane by a generalized crystalline motion. The area-preserving motion is described by a parabolic partial di erential equation with a nonlocal term, while the crystalline motion is governed by a system of ordinary di erential equations. We show the convergence between these two motions. The convergence theorem is proved in two steps: ÿrst, an a priori estimate is established for a solution to the generalized crystalline motion; second, a discrete W 1;p norms of the error is estimated for all 1 6 p ¡ ∞ and, passing p to inÿnity, a discrete W 1; ∞ error estimate is obtained. We also construct an implicit scheme which enjoys several nice properties such as the area-preserving and curve-shortening, and compare our scheme with a simple scheme.
Introduction and main result
We concern a motion of closed plane curves (t) which are evolved by the evolution law:
Here v is the inward normal velocity, Ä the curvature and L the length. It can be veriÿed that through the evolution, A(t) = − 1 2 (t) (x; n) ds is conserved, where x denotes point on (t), n the inward unit normal vector of (t) and s the arc-length parameter, respectively. The quantity A(t) is the area enclosed by (t). Hence, we call this problem area-preserving motion by curvature. We can also see that the length L(t) is monotone decreasing in time t. The purpose of this article is to approximate this problem by a system of ordinary di erential equations and show its convergence. We also construct a numerical scheme based on this approximation, show numerical examples and examine convergence of the scheme numerically. If the curvature of initial curve, say 0 , is positive everywhere, then it holds that the curvature of (t) is positive everywhere for all t ¿ 0 and the evolution is described by an initial and periodic boundary value problem for the following nonlocal partial di erential equation (see [3] ):
Here the curvature Ä=Ä(Â; t) is a 2 -periodic function of the normal angle Â. This problem possesses a classical time local solution. Moreover, Gage showed the following result.
Proposition 1.1 (Gage [3] ): The solution of (1.2) exists globally in time and the solution Ä converges to a constant exponentially, namely, (t) converges to a circle as t tends to inÿnity, in the C ∞ metric.
If the initial curve 0 has a curvature which changes sign, then the solution may develop singularities. However, to our knowledge such a result has not yet been proved.
Hereafter we only consider the case where (A1) the curvature of 0 is positive everywhere:
Let us introduce an approximate problem for (1.1) which is derived by the so-called crystalline approximation. The notions of crystalline approximation, crystalline motion and crystalline curvature below were originally introduced by Taylor [13] (see also [14] ) and independently by Angenent and Gurtin [1] for studying crystal growth mathematically. As for the recent development in this direction, we refer to [5, 12] and references there in.
Firstly we approximate the curve (t) by so-called admissible piecewise linear closed curve (t). Here the admissible piecewise linear curve is the piecewise linear curve that satisÿes the Fig. 1 . The admissible n-polygon in the case Âj ≡ Â. Here nj = − t (cos Âj; sin Âj) is the inward normal vector of the jth side with Âj = j Â and xj is the position vector of the jth side. The jth side moves toward nj direction with the speed vj = (ẋj; nj).
following properties:
1. there exists a ÿnite set that consists of angles such that the all normal angles of the curve belong to the set , which is called the angle set of the curve, and 2. each normal angle of adjacent sides is adjacent number in the set .
Let n be the number of elements in the set . Under the assumption (A1), the admissible piecewise linear curves are convex n-polygons.
Secondly, we deÿne the so-called crystalline curvature Ä j of the jth side of the admissible curve as follows:
Here d j denotes the length of the jth side, Â j the angle between the jth side and the (j − 1)th side, respectively, and j = tan( Â j =2) + tan( Â j+1 =2). Setting Â j ≡ Â =2 =n, we can see that the crystalline curvature is the inverse of the radius of the largest inscribed regular polygon, while usual curvature is the inverse of the curvature radius. In this sense crystalline curvature is a generalization of usual curvature (see Appendix B in [17] ). Finally, we approximate the original motion by the so-called crystalline motion. Here the crystalline motion is a motion of the admissible curve which moves keeping admissibility. Namely, each side of the admissible curve moves in the normal direction only. Such motion can be described by a system of ordinary di erential equations (see [1, 10] ):
Here and in what follows, we use the notationu = du=dt. In the above equations, v j denotes the normal velocity of the jth side of the piecewise linear curve (see Fig. 1 ) and we set
We note that v j ; Ä j ; d j are periodic in the index j with period n since the curve is closed. We approximate the evolution law (1.1) by
:
is the length of (t). We note that solutions to this approximate evolution law also satisfy area-preserving and curve-shortening properties. Substituting the approximate evolution law into the ordinary di erential equations above, we obtain the following approximate problem:
(j = 0; 1; : : : ; n − 1):
Note that i i = n−1 i=0 i ∼ 2 holds for large n.
The solution of (1.3) exists globally in time and the solutions Ä j converge to a constant, namely (t) converges to so-called the Wul shape as t tends to inÿnity, in the Hausdor metric.
Let us make a comment on the relation between our problem and the classical curvature ow:
The classical curvature ow (1.4) is the gradient ow for the length L of the curve, while our problem (1.1) is the gradient ow for L under a constraint that the circumscribed area A is constant. In the case of the classical curvature ow (1.4), the crystalline approximation works very well. The convergence results between the solution of the classical curvature ow (1.4) and the solution of corresponding crystalline motion are established by several authors (see [2, [6] [7] [8] 11, 15] ). Moreover, the e ciency of the numerical scheme based on crystalline approximation, which we call the crystalline algorithm, is demonstrated in [9, 15, 16] . One of our motivations is to extend the class of problems to which the crystalline algorithm is applicable.
We establish a convergence result between (1.2) and (1.3) in Section 4 (Theorem A below). Hereafter we only consider the case where
which is a reasonable assumption from the point of view of convergence (see Appendix B in [17] ). In this case j ≡ = 2 tan( Â=2), and Eqs. (1.3) reduce tȯ
(j = 0; 1; : : : ; n − 1): (1.5)
Our main result is the following convergence theorem between the solution of the area-preserving motion (1.2) and the solution of the corresponding crystalline motion (1.5). Put Â j = j Â.
Theorem A. Assume (A1) and (A2). We also assume that
hold as Â → 0. Then for all T ∈ (0; ∞) there exists a constant C such that
Here Ä(Â; t) is solution of (1.2) and Ä Â (Â; t) is the continuous function which is derived by linear interpolation from solution Ä j (t) of (1.5) such as Ä Â (Â; t)= Ä j+1 (t)+(1− )Ä j (t) (Â=Â j+ ; ∈ [0; 1]).
We will prove the theorem in Sections 3 and 4. We note that in the case of the classical curvature ow, convergence results are obtained by a comparison theorem. However, in our case such a comparison theorem is not available, because of the presence of the nonlocal term. Remark 1.3. Usually in a crystalline algorithm, the initial curve 0 is approximated by a circumscribed piecewise linear closed curve 0 . By this way of approximation, the assumption on the initial data (1.6) is achieved (see [15, 16] ).
In the next section, we will construct a numerical scheme which is based on the approximation above. We will show this numerical scheme enjoys good properties such as area-preserving and curve-shortening. We also examine convergence of the scheme numerically and compare the scheme with a simple scheme to emphasize the advantage of crystalline approximation.
Numerical experiments
In this section, we discretize (1.5) in time and propose a full discrete implicit crystalline algorithm. Also, we show a numerical convergence, give some examples and compare our scheme with a simple scheme.
Numerical scheme
A numerical scheme based on crystalline approximation is presented in this subsection. We assume (Al) and (A2).
In order to maintain the area-preserving property, we discretize Eq. (1.5) at time t m as follows: 
By this way of discretization, the area-preserving property holds in the following sense:
Here A m denotes the area enclosed by the solution polygon, say m , and approximates A (t m ) which is the area enclosed by (t m ). Also, at the time t m ; v m+1=2 j =Ä m+1=2 j − n =L m+1=2 approximates v j (t m ). Moreover, we can also verify the curve-shortening property, namely,
Here we have used summation by parts and the Schwarz inequality. Thus we have the following proposition.
Proposition 2.1. The solution of Eqs. (2.2) satisÿes area-preserving and curve-shortening properties.
Since the discretized problem (2.2) is fully implicit, to ensure the unique solvability, we use the following adaptive time step control:
Here we set
and is an appropriate constant in (0,1). Under this time step control we can prove the following unique solvability result. Proof. Hereafter we use the notations (·) max , (·) min and j (·) j for max 06j¡n (·) j , min 06j¡n (·) j and 06j¡n (·) j , respectively. To show the solvability, we use the next iteration: for k = 0; 1; 2; : : :
By using the variable time step (2.3), one can obtain the boundedness:
and the contraction map:
Here (·) ∞ denotes the maximum norm max 06j¡ n |(·) j |. Hence there exists the limit lim k→∞ z
and also the boundedness above leads the second assertion.
From this proof, we can see that the assertion of this proposition holds as long as ∈ (0; 1) even if depends on step m such as = m .
We can also prove a global existence result. It is a consequence of area-preserving and curveshortening properties. This result can be proved in almost the same manner as in the proof of Lemma 3.1 of [18] . Proposition 2.3. Assume (A1) and (A2). Let us ÿx the number of sides n. The solution of the full discretized problem (2.2) exists globally in the following sense:
Remark 2.4. Generally speaking, we can expect that the discretization which maintains conservation laws such as area-preservation leads to numerical stability. So the numerical solution Ä m j might be bounded uniformly in n and m.
For ÿxed n, the convergence between the solution of (1.5) and (2.2) can be easily veriÿed. However, this convergence depends on n and we could not obtain satisfactory convergence result between the solution of (1.2) and (2.2), yet.
Numerical examples
Now let us show several numerical examples which are obtained by the scheme explained in the previous section.
Firstly, we show numerical simulations in Fig. 2 . In both upper and lower ÿgures, far left ÿg-ures are the initial polygons 0 in case n = 7 (upper) and 160 (lower), respectively, which are circumscribed polygons of an ellipse with the major axis 6.0 and the minor axis 0.5.
Secondly, we examine the area-preserving and the curve-shortening properties of our scheme. In Table 1 , we show the time evolutions of the area and the length of the numerical solution in case n = 1280 which starts from the same initial ellipse data as in Fig. 2 . From the table we can see that the area-preserving property holds very precisely, and the isoperimetric ratio for polygon (see [18] 
A m approaches 1. This means that a solution polygon approaches to a regular n-polygon.
Thirdly, we examine the convergence of our scheme numerically. In Fig. 3 , we show the convergence of a numerical solutions whose initial data is the same ellipse as in Fig. 2 . In both ÿgures, the abscissa have a logarithmic scale of the number of sides n. The ordinate have a logarithmic scale of the error between the numerical solutions for n and n=2 with
, respectively. We plot the graphs at time t m = 0; 1; 2; 3; 4; 5; 6; 7; 8; 9 with n = 160; 320; 640; 1280. The upper graph is corresponding to smaller time t m . From the ÿgure we can see that the rate of convergence is the order Â 2 . Actually, as shown in Table 2 , the slope of each graph is almost −2 by the least square method.
Fourthly, we compare our crystalline algorithm ( Fig. 5 ) with a simple algorithm (Fig. 4) . This simple algorithm is constructed as follows: (1) take approximation points on the initial curve, (2) compute unit normal vectors and approximate curvature on each points using the nearest three points and the Frenet-Serret formula, (3) discretize the Eq. (1.1) directly and move the points in normal vectors by this discretized equation. We also use an adaptive time step control which is the same kind one as our crystalline algorithm. We show computations by this simple algorithm in Fig. 4 and computations by our crystalline algorithm in Fig. 5 . In these computations, the initial curve is the same ellipse (x 2 + y 2 =3 2 = 1). In the case of the simple algorithm, the computation highly depends on the choice of the initial approximation points as one can see the situation in Fig. 4 . The number "arrange" indicates the way of distribution of the initial approximation points: the points are distributed as the angles between the adjacent points are almost same in the case of arrange = 0, while the points are distributed as the distances between the adjacent points are almost same in the case of arrange = 1. In each cases, concentration of the points are observed and the ÿnal shapes seem to be far from circle. Even in the case (d), although the ÿnal shape seems to be close to a circle, the computation will apparently cease, since the time step will be very small by the concentration of the points. Moreover, as one can see in Tables 3 and 4 , area-preserving property does not hold. In contrast, in the case of our crystalline algorithm, concentration of the points do not occur and the ÿnal shapes well approximate a circle both for large and small n without any artiÿcial tricks like redistribution of the points. See Fig. 5 . Moreover, as one can check in Tables 3 and 4 , area-preserving and curve-shortening properties hold very well. 
A priori estimate
Theorem A could be obtained from an a priori estimate (Theorem B) and a rather general convergence theorem (Theorem C) below. Firstly, we prove the a priori estimate in this section. Secondly, we show the convergence theorem in the next section.
Now we show the a priori estimate for the solution of our problem (1.5). This is a discrete version of Proposition 3.6 in Gage [3] .
Theorem B. Assume that Ä j (t) is a solution of (1.5). Let M be sup 0¡t¡T max 06j¡n Ä j (t), then there exist positive constants c 1 ; c 2 and c 3 , which depend only on the initial polygon 0 such that c 1 log M 6 c 2 + c 3 T:
Remark 3.1. Using the local existence theorem for the system of ordinary di erential equations (1.5) and the theorem above, we can see that the solution of (1.5) exists globally in time and remains bounded. Moreover, this bound does not depend on n (or Â), since the constants c 1 ; c 2 and c 3 in the theorem depend only on the initial polygon 0 . As in the proof of Lemma 3.1 in [3] , we can show the next lower bound of Ä j by using the maximum principle and the isoperimetric inequality for polygons (see [18] for the proof):
Lemma 3.2. For any satisfying ¿ n =8A , Ä min (t) ¿ Ä min (0)e − t holds uniformly in Â.
Proof. Let u j (t) = Ä j (t)e t for a constant . Then u j satisÿes the evolution equatioṅ
where f is a quadratic polynomial: f(x) = x 2 − n x=L + whose discriminant D f is (n =L ) 2 − 4 . The isoperimetric inequality (3.1) provides D f 6 n =2A −4 . Hence for su ciently large ; D f ¡ 0 holds and we obtain f ¿ 0.
Let u be u min (0)=(1 + ) for any ÿxed ¿ 0. Fix any T ¿ 0. Suppose that min 06t6T; 06j¡n u j (t) attains u at j = j 0 and t = t 0 (t 0 ¿ 0 is clear). At this point, however,u j0 (t 0 ) 6 0, ( Â u(t 0 )) j0 ¿ 0 and f(Ä j0 (t 0 ))u j0 (t 0 ) ¿ 0. This is a contradiction to (3.2) and proves that u min (t) is a non-decreasing function. Therefore
We introduce now the median crystalline curvature which is similar to the median curvature in Gage and Hamilton [4] and the median discrete weighted curvature in Girão [7] .
In order to obtain the estimate of maximum crystalline curvature, we ÿrst prove the next geometric estimate. Lemma 3.3. Ä * (t) 6 2L (0)=A holds for t ¿ 0.
Proof. We assume that j 0 is a value of j which attains the maximum in (3.3). Let [n=2] be n=2 for n even and (n − 1)=2 for n odd. A polygon lies between parallel lines whose distance is less than
j=1 sin Â j 6 4= . Here t j and n j are the unit tangent and the normal vector of the jth side of the solution polygon , respectively. The diameter is bounded by L =2 and the area is bounded by the width times the diameter: A 6 2L (t)=Ä * (t). Hence Ä * (t) 6 2L (0)=A holds.
We will estimate the following entropy:
Let us introduce the forward di erence operator D Â :
Then we have the summation by parts:
The following lemma is a key for estimate of E(t). One can ÿnd the original idea in [4] for smooth closed curves and [7] for polygons.
Lemma 3.4. Let u 0 ; u 1 ; : : : ; u n−1 be n positive numbers with u n = u 0 ; u −1 = u n−1 . Then
where u * is the median of u deÿned in (3.3).
To prove this lemma, we use the following discrete version of Wirtinger's inequality, together with a slight modiÿcation of the argument in the Fourth paragraph of Section 2 in [7] . For the reader's convenience, we do not omit the proof. 
The kth eigenvalue of ( f) j + f j = 0 (1 6 j ¡ m) with
2 j = 1 6 0. Note that 1 ¿ 2(1 − cos Â) since 2 6 m 6 n=2. Therefore we obtain the assertion.
Proof of Lemma 3.4. The set U = { j|u j ¿ u * ; 0 6 j ¡ n} can be divided uniquely into the union of a maximal subsets of the form U j = {k ∈ U | k ≡ i j + l mod n; l = 0; 1; : : : ; m j − 2}. Let I j = {i j − 1} ∪ U j ; I = j I j and J = {0; 1; : : : ; n − 1} \ I . Here the elements of the sets U and I are counted modulo n. Note that I j has m j elements (m j ¿ 2). In consideration of deÿnition (3.3), m j 6 n=2 holds.
We have, from the deÿnition of J ,
By virtue of Proposition 3.5 with m = m j ¿ 2, f l = u ij+l−1 − u * for 1 6 l ¡ m j and f 0 = f mj = 0, it holds that
Therefore, by using u ij−1 6 u * ¡ u ij and u ij−1+mj−2 ¿ u * ¿ u ij+mj−1 , we have
From the estimates above, the assertion is proved.
Now, let us estimate E(t).
Lemma 3.6. For any ÿxed T ¿ 0; E(t) is bounded on [0; T ).
Proof. One obtainsĖ(t)=
j Ä j =L , using summation by parts. By Lemma 3.4, we have
Let C * = 2L (0)=A , theṅ
Here we have used the equation j Ä j = (n ) 2 =L −L ;L 6 0 and the isoperimetric inequality (3.1). Therefore
holds, where C 0 and C 1 depend only on 0 and Â.
Lemma 3.7. For a constant C 2 = C 2 ( 0 ; Â), we have
Proof. We have
holds, where C 2 depends only on 0 and Â.
Proof. By using the isoperimetric inequality (3.1), we have
Here we have used n = j Ä j d j ;L (t) 6 0 and so the fact that M ¿ n =L (0).
Proof of Theorem B. Let t 1 be a value where Ä max (t 1 ) = 3M=4 and j 1 a value of j which attains the maximum of Ä j (t 1 ), i.e. Ä j1 (t 1 )=3M=4. By using the Schwarz inequality, sin Â 6 Â and Corollary 3.8, we have
for m values of j (there is at least one value of j; j = j 1 , then m ¿ 1), we can estimate E(t 1 ) as follows.
Here 
Hence by these estimates, Lemma 3.2 and (3.4), there exist constants c 1 ; c 2 and c 3 , and the assertion is proved.
Convergence theorem
In this section we establish a convergence theorem between a nonlocal partial di erential equation (4.1) and a system of ordinary di erential equations (4.2) below. Our goal is to obtain the following theorem.
Theorem C (Convergence theorem): Assume (H1) -(H5). Let u be a solution of the continuous problem (4.1) and let v h be the continuous piecewise linear interpolant of the solution v j to the semi-discrete problem (4.2). Then there exists a positive constant C R such that
hold for all p (1 6 p ¡ ∞) and 0 6 t ¡ T * , and moreover,
hold for 0 6 t ¡ T * . Here we set T * = min{T; T h } and the discrete L p norm (·) p will be deÿned in (4.3).
Let us make clear problems (4.1) and (4.2) and hypotheses (H1) -(H5). Continuous problem. We call the following one dimensional periodic boundary value problem for a nonlocal partial di erential equation the continuous problem.
u(x; 0) = u 0 (x); 0 ¡ x ¡ R; u(0; t) = u(R; t); u x (0; t) = u x (R; t); 0 ¡ t ¡ T:
Here, we set a = a(x; t; u(x; t)); f = f(x; t; u(x; t);
We make the following assumptions on this problem.
(H1) a = a(x; t; z); f(x; t; z; w); g = g(z) are smooth, bounded and inf 0¡x¡R; 0¡t¡T; −∞¡z¡∞ a(x; t; z) ¿ 0:
(H2) There exists a unique time local classical solution u(x; t) for the continuous problem (4.1).
T denotes the maximal existence time of the solution u(x; t).
Semi-discrete problem. We call the following initial value problem for a system of ordinary differential equations that is obtained via spatial discretization of the continuous problem (4.1) the semi-discrete problem.
Here, we set x j = jh; h = R=n; a j = a(x j ; t; v j (t));
The di erence operator ' for { j }, which is periodic in the index j with period n, is deÿned as follows:
We will also use the following di erence operators.
We make the following assumptions on the semi-discrete problem (4.2).
(H3) There exists a unique time local solution {v j (t)} for the semi-discrete problem (4.2). T h denotes the maximal existence time of the solution {v j (t)}. There exists a constant C such that sup 06j¡n; 0¡t¡T h |v j (t)| 6 C and C does not depend on h. (H4) Assumption on the initial condition: There exists a positive constant C 0 such that
(H5) Assumption on discretization parameter '='(h) ¿ 0: There exists a positive constant C ' such that |'(h) − h| 6 C ' h 3 . We also assume h 6 1.
The solution of the ordinary di erential equations (4.2) is a vector valued function {v j }. From this function we can obtain a continuous function v h (x; t), which is deÿned on [0; R] × (0; T h ), by linear interpolation in the spatial direction. We also call this function v h the solution of the semi-discrete problem (4.2).
Proof of Theorem A
Let us prove Theorem A, namely, the convergence between the two problems (1.2) and (1.5). If we set a(x; t; z) = z 2 ; f(x; t; z; w)
in Theorem C, we can see that hypotheses (H1) and (H5) are satisÿed. And the hypothesis on the initial data (H4) is clear (see Remark 1.3). As we noted in Section 1, the former problem possesses a global solution and it remains bounded. The later problem also possess a global solution and it remains bounded uniformly in n (see Remark 3.1). Hence hypotheses (H2) and (H3) are satisÿed.
Therefore we obtain Theorem A.
Proof of Theorem C
As we noted in Section 1, the presence of the nonlocal term prevents the use of the comparison theorem. In stead of this powerful tool, we estimate discrete W 1; p norms of the error e j (t)=u(x j ; t)− v j (t) for all p ¿ 1. Let us explain the outline of the proof. Firstly, for p ¿ 2 we obtain the di erential inequalities for discrete L p norms of e j and (D ' e) j ((4.8) and (4.9)). Secondly, we derive time global boundedness of (D ' e) j and the convergence in discrete H 1 norm, using (4.8), (4.9), and time global boundedness of e j . Thirdly, we obtain the estimate for all W 1; p norms. Passing p to inÿnity, we obtain the discrete W 1; ∞ estimate (4.12). Finally, by linear interpolation in spatial direction, we obtain the result.
Notations and formulae
Before proceeding, let us introduce some notation. For vector valued function (t) = { j (t)} ∈ R n ; ∞ (t) and
respectively. For a continuous function (x; t); (·; t) C(0; R) denotes sup 0¡x¡R | (x; t)|. For the solution u(x; t) of (4.1) we set u j (t)=u(x j ; t) and let v j (t) be the solution of (4.2). From a vector valued function j (t) = u j (t) (or v j (t)), we obtain a continuous function h (x; t) on 0 6 x 6 R by interpolation as follows:
We also interpolate the subscripts of j (t) = u j (t) (or v j (t)) as follows:
j+s (t) = s j+1 (t) + (1 − s) j (t); 0 6 s 6 1; 0 6 j ¡ n:
Then we have u h (x j+s ; t) = u j+s (t) = u(x j+s ; t); 0 ¡ s ¡ 1; u j+s (t) = u(x j+s ; t); s = 0; 1; 0 6 j ¡ n; v h (x j+s ; t) = v j+s (t); 0 6 s 6 1; 0 6 j ¡ n:
Here, we set x j+s = x j + sh = (j + s)h; −1 6 s 6 1; 0 6 j ¡ n:
We interpolate the ÿrst order di erence of h = u h (or v h ) as follows:
We will use the following formulae many times
Proof. We set e j (t) = u(x j ; t) − v j (t) = u j (t) − v j (t). We note that hypotheses (H2) -(H4) lead to sup 0¡t¡T * e ∞ (t) ¡ ∞; (4.4) and
(1) Di erential equation for e j Upon di erentiating e j with respect to t, after a long calculation, we obtaiṅ
Here C i (i = 1; 2; : : : ; 4) are given by
F(x j ; t; z s; j ) ds; F(x; t; z) = a z (x; t; z)u xx (x; t) + f z (x; t; z; G[u]);
(u xxxx (x j+s ; t) + u xxxx (x j−s ; t)) ds;
Here we set c R = max{1; R}. Hence, using (4. Here we set C III = C II sup 0¡t¡T * { e ∞ + 2; c R (1 + e ∞ )}. From the inequality above, we have
Using the H older inequality and (4.5), there holds Setting p = 2 in (4.8) and (4.9) and using the Schwarz inequality and (4. Here, we set C I = C I sup 0¡t¡T * {3(1 + R); 1 + 2 e ∞ }; C II = C II sup 0¡t¡T * {5 + R + 2 e ∞ }. Hence setting J 2 (t) = e Therefore we obtain J 2 (t) 6 (J 2 (0) + h 4 )e CVT * ; 0 6 t ¡ T * , namely, From this inequality and (4.5), we see that e p (t) 6 C X h 2 ; D ' e p (t) 6 C X h 2 ; 0 6 t ¡ T * ;
hold uniformly in p. Here we set C X = (2c R C 0 + 1)e CIXT * . Tending p to inÿnity, we obtain e ∞ (t) 6 C X h 2 ; D ' e ∞ (t) 6 C X h 2 ; 0 6 t ¡ T * ; (4.12)
for all h 6 1. (6) Convergence of e h C(0; R)
Finally, we prove the convergence result. For x j 6 x ¡ x j+1 , we set = (x) = (x − x j )=h. Then at x = x j + h we have |u(x; t) − u h (x; t)| 6 C R h 2 ; C R = sup (1 − s){ u xx (x j+ s ; t) − u xx (x j+s ; t)} ds;
and |u h (x; t) − v h (x; t)| 6 |u(x j+1 ; t) − v j+1 (t)| + (1 − )|u(x j ; t) − v j (t)|
for 0 6 t ¡ T * . Hence, we obtain |u(x; t) − v h (x; t)| 6 |u(x; t) − u h (x; t)| + |u h (x; t) − v h (x; t)| 6 (C R + C X )h 2 ;
for 0 6 x ¡ R and 0 6 t ¡ T * . On the other hand, we have Therefore setting C R = max{C R ; C R } + C X , we ÿnally obtain u(·; t) − v h (·; t) C(0; R) 6 C R h 2 ; u x (·; t) − (D ' v h )(·; t) C(0; R) 6 C R h 2 ;
for 0 6 t ¡ T * .
