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1. INTRODUCTION 
There are a number of related difficulties involved in the application of 
Liapunov’s Direct Method to a physical system that evolves in time. Specific- 
ally, there is the problem of modeling the physical system in such a way as 
to define a dynamical system on some appropriate state space 3, the problem 
of generating a Liapunov functional IT on 3, and finally the problem of 
using k’ to obtain stability information through the basic theorems of the 
Direct Method and the extensions provided by LaSalle’s Invariance Prin- 
ciple. If the state space 2’ is finite dimensional (for example, if the physical 
system is formally described by an ordinary differential equation), these 
difficulties are well understood and relatively simple to resolve in applica- 
tions. However, if 3 is infinite dimensional (for esample, if the physical 
system is formally described by a partial differential equation), these diffi- 
culties are less well understood and are often far from simple to resolve in 
applications. This is true even for linear systems, despite the wealth of 
information currently available concerning linear C,,-semigroups, since little 
attention has been focused on the difficulties involved in applying the theory 
to problems in which even an appropriate state space F may not be known a 
priori. 
Our interest lies in the infinite dimensional case, where the aforementioned 
difficulties are interrelated and inconvenient to discuss or resolve separately. 
Here, we are primarily, but not exclusively, interested in linear systems for 
which some appropriate but possibly unknown state space is norm-equivalent 
to a Hilbert space. For such systems we attempt to present a complete, unified, 
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and mathematically rigorous treatment which, in our opinion, resolves most 
of the difhculties that arise in applications. 
In Section 2, we discuss the theory of linear C,-semigroups and present 
certain results that bear upon the problems of obtaining an appropriate state 
space and assuring the existence of quadratic Liapunov functionals. In Section 
3, we describe a version of Liapunov’s Direct Method that applies to abstract 
nonlinear dynamical sy-stems in general and linear dynamical systems in 
particular. 
Considering linear physical systems for which some appropriate state space 
is norm-equivalent to a Hilbert space, we note in Section 4 that the problem 
of generating a quadratic Liapunov functional is very closely related to, and 
often a subproblem of, abstractly describing the given physical system to 
generate a C,-semigroup. We then present a simple, although rigorous, 
operational procedure for dealing with both of these problems simultaneously, 
without requiring a priori knowledge of an appropriate state space. Use of 
this procedure appears to overcome the most important difficulties, both 
theoretical and practical, that arise when studying physical systems of this 
type. Several examples are considered in Section 4. 
We note in Section 5 that the effort involved in generating a Liapunov 
functional is such that the best possible use should be made of any Liapunov 
functional obtained. The well-known Invariance Principle provides a means 
of doing this, but adds yet another difficulty of its own when the state space is 
infinite dimensional. Therefore, we determine a wide class of linear systems 
for which this difficulty can be eliminated, and utilize the Invariance Principle 
to obtain sharp theorems on asymptotic stability and instability for such 
systems. Finally, in the last section we discuss means of, and the additional 
difficulties involved in, extending our basic approach to nonlinear systems. 
2. LINEAR ~~~~~~~~~~~~~~ 
We are primarily interested in studying a physical process that evolves 
in time and can be described by a linear abstract differential equation of the 
form 
t(t) = .4x(t), t ;> 0, 
s(0) = 4 E 23(A), 
(2.1) 
where -4: (g(A) C X) - 3 is a linear operator with dense domain .9(A) 
and 9” is a Banach space. A function s( ): .3?+ -Y is called a strong solutiorz 
if .Y( ) is absolutely continuous and strongly differentiable, x(t) E 9(A) for 
t > 0 and x( ) satisfies (2.1). N’ e d enote by W and W+ the real line and the 
non-negative real line, respectively. We are particularly interested in the case 
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in which there exists a strong solution u( , +): S?+ -+ 35 for each 4 E g(A), and 
strong solutions depend continuously on the initial data #; i.e., the map 
u(t, ): (G(A) c Lit-) + I is continuous for each t >, 0. Then u(t, ) is a densely 
defined bounded linear operator that has a unique continuous linear extension 
T(t): 3 +F for each t >, 0, and the resulting family {T(t)},,, is a linear 
C,-semigroup. 
DEFINITION 2.1. A family {T(t)),,, of bounded linear operators, 
T(t): ,“r 4 Z, X a Banach space, is said to be a linear C,-semigroup if 
T(t + s) = T(t) T(s) 
T(0) = I 
1;~ T(t) .x = x 
for all t, s >, 0, 
for each x E 5. 
One implication of this definition is that T( ) X: Wf ---t 3 is continuous for 
each s E S [ 11. On occasion X will be referred to as the state space, considering 
T(t) + to be the state at time t >, 0 resulting from the initial state + E 3. We 
may also refer to the map T( ) 4: W+ -+ 3 as the motion that originates at 
c#JE.T-. 
DEFINITION 2.2. The infinitesimal generator of a linear C,,-semigroup is 
defined by 
Ax SE lfg f [T(t) x - x], 
where 53(A) is the set of all .r ES for which this limit exists. 
The connection between the infinitesimal generator A of a linear C,,- 
semigroup {T(t)},,, and the linear operator ,4 in (2.1) is made clear by the 
following theorem. 
THEOREM 2.3 [1.2]. If{T(t)},,, is a linear C,,-semigroup with infinitesimal 
generator A: (B(A) CS) -+ 3, 9” a Banach space, then 
(a) 9(A) is dense in 9” and A is closed; 
(b) T( ) N is dz&entiable on Wf for .v E 9(A); 
(c) T(t) x E B(A) for all t >, 0, x E 9(A); 
(d) (d/dt) T(t)x = AT(t)x = T(t) Ax for all t 3 0, XEB(A). 
Therefore, it is clear that the abstract equation (2.1) will have the desired 
properties if -4 in (2.1) is the infinitesimal generator of a C,,-semigroup. 
Necessary and sufficient conditions are provided by the Hille-Yosida- 
Phillips Theorem: 
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THEOREM 2.4 [2]. Let A: (S(A) C 3) -+S be a linear operator, 3” a 
Banach space. Then A is the infinitesimal generator of a linear C,,-semigroup 
{T(t)},>, if and only if 
(i) g(-4) is dense in J and .4 is closed; 
(ii) there exist real numbers N and w such that, for every real TV > w, 
/* is in the resolvent set of ,-I and 
‘I(pI - A)-” /I($,.f.) < lV(p - w)-*i (n == I, 2,...). 
COROLLARY 2.5 [2]. Let d be the infinitesimal generator of a C,,-semtgroup 
V(%?ll on a Banach space F. Then A satisfies (ii) of Theorem 2.4 for some 
particular choice A: = M, w = Q, zf and om’y if 
11 T(t)jlcz,s., < Meot for all t 2 0. 
Given a linear operator A, the conditions of Theorem 2.4 may be difficult 
to check. Partially as a result of this difficulty, a number of papers have con- 
sidered the case in which A is a dissipative operator on a Hilbert space (see 
Definition 4.4), thereby providing simpler sufficient conditions for A to be 
an infinitesimal generator [3-51. The following theorem extends this approach 
to the case in which 5 is norm-equivalent to a Hilbert space, i.e., there exists 
an equivalent norm on 3 that satisfies the parallelogram law. 
THEOREM 2.6. Let 3 be a Banach space and A: (9(.-I) C .X) + 35 a linear 
operator with .9(A) dense in X and 9$&I - A) = S for some real number p0 . 
If there exist real numbers 01 > 0, w < pcLo , and a bounded linear operator 
B: SF -J’ such that 
(i) (Bx) (y) = (By)(x) for all x, y ~3; 
(ii) (Bx) (x) > 01 /I s 11: for all .2: E 3’; 
(iii) Re(Bs) ((,I - WI) X) < 0 for all s E g(A); 
then A is the infinitesimal generator of a linear C,-semigroup {T(t)},,, on E?, 
II T(t)h,-,s) < (i)‘;” II B II&Y e”’ for all t > 0, 
and ?X is norm-equivalent to a Hilbert space. 3’ denotes the topological dual 
of the Banach space X, and .%&.I - -4) denotes the range of 
& - A: (9(A) CS”) -+X. 
Proof. Define /I x JIE = ((Bx) (x))lp, .r E X. Since 
Ii B I/w,.TY II.t- Il.! 2 II x 113 2 0~ II N I!> , s E 1 I 
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and /I lie satisfies the parallelogram law,. 11 /le is an equivalent norm under 
which X becomes a Hilbert space with inner product 
(x, y; Es (Bx) (y), X,Y E!Z-. 
From Re(x, (9 - ~1) x> < 0, x E g(J), it follows that 
for all p > W, and thus, there exists a bounded inverse 
(/AI - -4)-l: (W(p.I - -4) c 3”) - 5 
with norm <(p - w)-l. Since Z(t(,J - -4) = X for some CL,, > W, it now 
follows that &‘(pI- A) = 3 for all p > w and both (PI- A)-l and (PI- A) 
are closed [I, 61. Hence, -4 is closed and, by Theorem 2.4, A is the infini- 
tesimal generator of a linear CO-semigroup on X. Finally, by Corollary 2.5, 
Clearly, the sufficient condition of Theorem 2.6 cannot be as general as 
that provided by Theorem 2.4, if only because not all Banach spaces are 
norm-equivalent to Hilbert spaces. However, many physical systems do lead 
to CO-semigroups on Hilbert spaces and, moreover, our interest in Theorem 
2.6 is not solely due to the fact that it may be easier to apply than Theorem 
2.4. In Section 4, it will be noted that the problem of generating quadratic 
Liapunov functionals is closely related to the problem of demonstrating 
that =1 generates a linear CO-semigroup by the use of Theorem 2.6, rather 
than by the use of Theorem 2.4. 
Hence, we are very interested in the question: Assuming that -4 does 
generate a linear C,-semigroup on a Banach space 5 norm-equivalent to a 
Hilbert space, must any additional assumptions be made to ensure the exist- 
ence of a linear operator B satisfying the conditions of Theorem 2.6? (The 
condition 5?(p,,Z - -4) = ,J1^ of Theorem 2.6 is implied by the conditions of 
Theorem 2.4; therefore, it is necessarily satisfied if rZ is an infinitesimal 
generator.) The following theorem provides an answer if the semigroup 
(T(t)},,, is derived from a strongly continuous group {T(t)},,% , i.e., both 
GWO~ and {Wlt~ are linear CO-semigroups, where s(t) z T(--t) for 
t 3 0 [6]. 
THEOREM 2.7. Let {T(t)}t6se be a strongly continuous linear group on a 
Banach space 9” that is norm-equivalent to a Hilbert space. Then there exists a 
bounded linear operator B: X - 3 that satis$es the conditions qf Theorem 2.6. 
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Proof. Let ( , j denote the inner product of the norm-equivalent Hilbert 
space and note that 0~~ 11 x ]I& > (x, x) > (~a /I x ]I& for some positive real 
numbers 01~ , 01s. Since I/ T(t)ll(~,~~ < il!MQt, t > 0, a linear operator 
B: F + 1” is well-defined by 
(Bx) (4’) -JOT e-2ws( T(s) x, T(s) y; ds, s, 4’ E 3, 
for any w > Q. Clearly (Bs) (y) = (By) (x), s, y ~3, and since (-4 - wZ) is 
the infinitesimal generator of the group {e~‘~T(t)),,g it follows from [7] that 
2 Re(Z3.r) ((,4 - wZ) x) = -(x, r> for all s E g(A), 
P 1::x, x> >, (Bx) (x) > /?&, x> for all .v E 3, 
for some positive real numbers pi . Hence, B: 3 + I” is bounded and satis- 
fies the conditions of Theorem 2.6. 
It is not known if Theorem 2.7 holds when {T(t)),,, is merely a semi- 
group that is not derived from a group. Since many physical systems are not 
reversible in time, an assumption of the group property is highly restrictive in 
applications. Thus, the following theorem is of interest: 
THEOREM 2.8. Let {p(t)}O, b e a linear CO-semigroup on a Banach space ?.? 
that is norm-equivalent to a Hilbert space. Then {p(t)}t>o can be extended as a 
linear CO-semigroup {T(t)},,, on a larger Banach space Y’, where 
(a) .3! is 11 jlz-dense in 3 and I/ Ill is no stronger than 11 12; 
(b) T(t): & + & is the restriction of T(t): 3 -+ f to 3! C 3; 
(c) the infinitesimal generator 6: (9(A) C S?) -+ $ is the restriction of 
the injinitesimal generator -4 : (9(A) C 3”) - J to S(a) C g(A); 
and there exists a bounded linear operator B: 37 + 3’ that satisJies the conditions 
of Theorem 2.6. 
Proof. Choose w > Q and note that -4 - WZ is the infinitesimal generator 
of the C,-semigroup {e-Uf p(t)}fao; moreover, 
11 e-“tT(t)iI~&,~j < ilfe-(w-Q)t for all t > 0. 
All conclusions now follow from Section 2.1 of [8]. 
Theorem 2.8 is important in applications since a physical system usually is 
described initially by only a formal equation, rather than by the abstract 
Equation (2.1). The abstraction of this formal equation by appropriate choice 
of S and A, so as to generate a C,-semigroup, can be a major difficulty. What 
Theorem 2.8 implies is that if any appropriate state space 9 is norm- 
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equivalent to a Hilbert space, then there is some appropriate state space S 
on which Theorem 2.6 is just as general as Theorem 2.4 for the purpose of 
proving that A: (.~%(a) C .SF) +X is actually an infinitesimal generator. 
It is not surprising that a given formal equation may be related to C,- 
semigroups on two different Banach spaces, as implied by Theorem 2.8. 
In fact, given a linear C,,-semigroup {T(t)},,, on a Banach space S!“, there may 
exist an infinite family of different but homeomorphic Banach spaces on which 
various extensions and restrictions of {T(t)},,, define linear C,-semigroups. 
This homeomorphic family is such that the various homeomorphisms atisfy 
a certain commutativity condition with the original infinitesimal generator 
-4 [9]. 
3. THE DIRECT ~UETHOD OF LIAPUNOV 
In this section we present the basic theory of Liapunov’s Direct Method as 
it applies to both linear C,-semigroups and, with the exception of Theorem 
3.9, nonlinear dynamical systems in general. This section parallels existing 
presentations for such systems [IO, 111; h owever, as we feel there are certain 
mathematical difficulties in [ 10, 111, we have chosen to define a Liapunov 
functional in the manner of [12] and to provide proof where necessary. 
DEFINITION 3.1. A dynamical system on a Banach space S is a function 
u: S?+ x .5? 4.T such that u(t, ):X - 5Y is continuous for each 
t 30, u(.,c$):~+tiF- is continuous for each $ E F, and ~(0, $) = 4, 
u(t $- S, 4) = u(t, U(S, $)), for all t, s > 0 and all 4 E X. 
Clearly, every linear C,,-semigroup (T(t)},,, defines a linear dynamical 
system u by u(t, 4) = T(t) 4, t > 0, 4 E Z; conversely, every linear dynamical 
system defines a linear C,,-semigroup by T(t) SE u(t, ), t > 0. We will 
assume that the dynamical system u has an equilibrium at 4 = 0; i.e., 
u(t, 0) = 0 for all t 3 0. Obviously, any linear dynamical system has such 
an equilibrium. 
DEFINITION 3.2. The equilibrium 4 = 0 is said to be stable if for every 
E > 0 there exists 6 > 0 such that 114 IIx < 6 implies 1) u(t, $)[I% < E for all 
t > 0. If, in addition, there exists y > 0 such that /I 4 11% < y implies 
11 u(t, +)11x -+ 0 as t---f co, the equilibrium is said to be asymptotically 
stable. The equilibrium is said to be unstable if it is not stable. 
The Direct Method for investigating stability of the equilibrium utilizes 
certain functionals known as Liapunov functionals, which we define as: 
DEFINITION 3.3. Let u be a dynamical system on a Banach space I. A 
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continuous functional V: 3 + %’ is said to be a Liapunov functional for u if 
V(0) = 0 and V(X) < 0 for all x E 3, where 
A continuous functional WI 2.‘ - &‘+ is said to be associated with the 
Liapunov functional V if P(X) < -W(s) < 0 for all x E.JX. 
LEMMA 3.4. Let T’: X -,S’ be a Liapunov functional for a dynamical 
system u on a Banach space 5. If 4 E 9, then 17(u( , 4)) is monotonic decreasing 
on 2’~, T’(u( , 4)) is da.erentiable a.e. on bounded subsets of 9?+, and 
I’(u(t, c$)) - TV($) ,( - I’ W(u(s, 4)) ds for all t 3 0. 
Proof. Given 4 E F,. F(u( , 4)) is continuous and p(u( , 4)) is nonpositive 
on d+. Hence, V(zi( ,+)) is monotonic decreasing and differentiable almost 
everywhere on W+ [13]; moreover, 
WP, 4)) - W$) < If g(s) ds 
whereg( ) is the derivative a.e. of P’(u( , 4)). But then 
g(s) = P(u(s, 4)) zc; -W(u(s, 4)) a.e., 
and therefore 
*t T7(u(t,cj)) - I@) < - 
J 
lV(u(s, 4)) ds. 
0 
DEFINITION 3.5. A scalar function f: ([0, h] C a+) + %‘+, h > 0, is said 
to be of class M, iff(0) = 0 and 
0 < rl < r2 :< h implies f (r?) > f (rl). 
The basic theorems of the Direct Method can now be extended to a general 
dynamical system u on a Banach space S. Using Lemma 3.4, the proofs are 
simple extensions of those provided in [12, 141 for ordinary differential 
equations. 
THEOREM 3.6. If V: f-d is a Liapunov functional and 
VC.4 2f(lt .r IIS> for I/ x 11.~. < h, 
where f is of class hf, , then the equilibrium + = 0 is stable. 
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THEOREM 3.7. If V:F -+ 22’f is a Liapunov functional, WI 9? -+ &?‘+ is 
an associated functional, and 
Q.4 3 fi(ll x II%)7 bff(x) >,f2(1/ N II%> for II .r: ll!x < k 
where fi and f2 are of class iWh , then the equilibrium $ = 0 is asymptotically 
stable. 
THEOREM 3.8. Let r-: 3 ---f 9 be a Liapunov functional with W: % + g+ 
an associated functional. If in each neighborhood of 0 E T there exists x0 such that 
L’(x,) < 0, and if 
W.y) >:f(lI .x 11.~) for II -v 11x < k 
where f is of class n/l, , then the equilibrium 4 = 0 is unstable. 
To apply Theorems 3.6-3.8, it is necessary to find a Liapunov functional. 
In particular, given a continuous functional E X + 9 it is necessary to have 
a means of verifying that Y(x) < 0 for all N ES?. Unless the function 
u: Wf x X 4 f is explicitly known, the computation of I’ can be a signi- 
ficant problem [15]. However, if I/’ is FrCchet differentiable and u is linear, 
the following result applies: 
THEOREM 3.9. Let A: (g(A) C X) + A? be the infinitesimal generator of a 
linear C,-semigroup {T(t)},>, on a Banach space 2”. Let I’: 3 +%? and 
W: X -+ W be continuous on 3’; moreover, let V be Frkhet d#erentiable on 
g(A) and such that 
Then 
(a,V(x)) (Ax) < -W(x) < 0 for all x E Q(A). 
(a) if V(0) = 0, V is a Liapunov functional on 2” with 
V(x) < -W(x) ,( 0 for all x E E?“, 
(b) for 4 E %G 
Q) = &w)) (-W9 
WV) 4) - W) = j” (W(W) 4)) (-dT(s) 4) ds; 
0 
(4 for + E TX, 
q+> -< -w#J), 
V( T(t) +) - V(4) < - j t ?I’( T(s) 4) ds. 
0 
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Proof. For 4 E 9(A), Theorem 2.3 implies that T( ) 4 is differentiable 
everywhere on Bf and T(t)+ E B(A) for t >, 0; thus P’(/T(T( ) 4) is differen- 
tiable everywhere on W+ and 
w(w) = g ww4) = ($$-(T(f)jJ)) (AT(t)& for t > 0. 
Since (a,V(x)) (Ax) < 0 for s E 9(A), V( T( ) 4) is monotonic decreasing 
and absolutely continuous on compact subsets of W+ [16, p. 3101. Hence, 
VT(t) 45) - W) = f f (W( T(s) $)) (AT(s) 4) ds, t 2: 0. 
‘0 
Noting that S(A) is dense in f’, consider $ E .f and a sequence {&} C 5+(A) 
such that iI& -#I~~--0 as no+ 00. Since 
(Gxvw) dn)) (-4 T(t) A) G - Jw(t) 5&J, t 30, 
we have 
t > 0. 
Since the mappings T(t): ~5 --f 9” and I’: X - 9? are continuous, this implies 
V(4) - F(T(t) 4) > lim&f 1 ’ W’( T(s) &J ds, t 3 0. ‘0 
Since W( T( ) &J is continuous and non-negative on Wf and W is continuous 
on J, Fatou’s Lemma now implies 
~(4) - V(T(t) $) 2 if W(T(s) 4) ds. 
- I) 
Since W(T( ) #) is continuous on W+ it follows that J-i W(T(s) 4) ds is 
differentiable on Wf and its derivative is W(T(t) #). Thus 
If W( T(s) $) ds] = -If’(#). 
In the following section, we will restrict our considerations to linear 
C,-semigroups and study the problem of generating Frechet differentiable 
Liapunov functionals; in particular, quadratic Liapunov functionals. 
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4. QUADRATIC LIAPUNOV FUNCTIONALS 
Consider a continuous functional V: S--f W, 5!” a Banach space. V is said 
to be quadratic if there exists a bounded linear operator B: S -55’ such that 
W (Y) = (BY) (4 f or all X, y E 3 and V(x) = (Bx) (x) for all .2: ES?. 
Quadratic Liapunov functionals are by far the simplest to construct for most 
linear dynamical systems, in part because such functionals are obviously 
Frechet differentiable and Theorem 3.9 can be used in evaluating P(X). 
Moreover, Theorem 3.9 implies that the search for a quadratic Liapunov 
functional reduces to a search for a bounded linear operator B: 9 -2” such 
that (Bx) (y) = (41) (x) f or all N, y E X and Re(Bx) (Ax) < 0 for all 
x E Q(9), where A is the infinitesimal generator. 
Clearly, the problem of generating quadratic Liapunov functionals is 
closely related to the use of Theorem 2.6 to show that .J is an infinitesimal 
generator. In fact, if rZ is indeed an infinitesimal generator and V(X) = B(x) (x) 
proves stability of the equilibrium by Theorem 3.6, then B satisfies the condi- 
tions of Theorem 2.6 with w ,<, 0 and 3 must be norm-equivalent to a Hilbert 
space. Conversely, if Z is norm-equivalent to a Hilbert space and 
I! T(t)l’($ l‘~ < Mefit, t 3 0, for some J2 < 0, then Theorems 2.7 and 2.8 
imply the existence of quadratic Liapunov functionals satisfying the condi- 
tions of Theorems 3.6 and 3.7, at least if one is willing to “shift spaces.” 
*it present there appear to be two conceptually different approaches to 
generating quadratic Liapunov functionals by operational methods [ 17, 181. In 
the first approach it is assumed that S and A are explicitly known, .F is a 
Hilbert space, and A actually does generate a linear C,-semigroup on X. 
In this way the search for a Liapunov functional is converted to a search for a 
bounded symmetric operator on 3 that generates an equivalent inner product 
and satisfies conditions similar to (i)-(iii) of Theorem 2.6 for w = 0 [17]. 
A major disadvantage of this approach is that in many applications one 
does not know 3 and A explicitly, but is given only a formal equation that 
must be converted to the abstract form (2.1), to satisfy Theorem 2.4 or 2.6, 
before one can attempt to generate Liapunov functionals by the above 
approach. It is apparent that this conversion process could be considerably 
more difficult to perform than any subsequent generation of a Liapunov 
functional, and in fact, a Liapunov functional may turn up automatically as a 
by product of satisfying Theorem 2.6. 
The second operational approach avoids this and other difficulties by use 
of an artifice [18]. Given a formal equation, an artificial linear operator 
d: S(a) -j Z is created, where S?(A) C X and s’P is a somewhat arbitrarily 
chosen Hilbert space. One then searches for an operator 8: B(A) - 2 
that satisfies conditions similar to (i)-(iii) of Theorem 2.6 with w = 0. 
Having in a sense “solved” the problem of finding a Liapunov functional, 
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one may subsequently use the information so obtained as an aid to choosing 
3, A, B that satisfy Theorem 2.6, with A and B closely related to J and 8. 
Although difficult to describe formally, this approach does avoid a require- 
ment of information that often is not available a priori. It also seems 
to be much easier than the first approach since the somewhat arbitrary 
choice of 2 generally permits a relatively simple inner product to be 
used while searching for B [ 181. 
Our objective in this section is to formalize and demonstrate this second 
operational approach. The following result indicates that under certain 
restrictions such an approach can be made completely rigorous. 
THEOREM 4.1. Let ff: ‘!Y + 2 be a bounded linear operator, zchere the 
Banach space ,%’ is a // ii.~-dense subset of the Hilbert space 2 and Ii /;$ is at 
least as strong as I/ 11%; moreozter, for some real numbers p, w < CL, y > 0, 
(a) ~1 - 6: ~3 + SF is a homeomorphism; 
(b) there exists a bounded linear operator B: Y + SF such that 
(i) By, ,ya)x = ,.‘Byz , yl> fl for all y1 , y2 E Y, 
(ii) .By,y:.x &yIlJ&for allyES, 
(iii) Re,‘By, (d - wZ)y ‘x & 0, for all y E ?Y. 
Define a Hilbert space 2’ as the completion of g in I! /IT , where 
3’1 , y&z = ,:& 1 yp: $ for y1 , yn E JY, 
and define a linear operator A: (27-4) C.2’) + S to be the restriction of d to 
9(r2) = {y E OY 1 24y E 351. Then A is the infinitesimal generator of a linear 
Co-semigroup on 2”. 
Proof. Since 11 y 11:. = ..‘By, y>,x- < 11 B IIfgu.x, /I y (I3 j/ y I/x , there exists 
LY > 0 such that y//y II> < 11 y 11% < 01 11 y II& for all y E JY. Since ,‘Y is )I Jjl- 
dense in 3? and also 1) /lx-dense in X, it follows that 3 is // II&-dense in X. 
Since (PI - A): g + X is a homeomorphism and 
B(A) E {y E 3Y ) kTy ET) = (pZ - 2-l (3), 
clearly 9(-g) is 11 jig-dense in ‘Y and, therefore, 11 /IX-dense in 3’. Defining 
A: (B(A) C 3) - 3 to be the restriction of a to B(A) C ~3, it follows that 
B?(pZ - -4) == 3’ and Re(z, (A - wZ) .x)x ~1 0 for all x E .9?(A). Since A 
and ( , ;>,a satisfy the conditions of Theorem 2.6 on A and B, &4 is the infini- 
tesimal generator of a C,-semigroup on .T. 
Theorem 4.1 has several implications for the analysis of linear physical 
systems, the first being that the search for quadratic Liapunov functionals can 
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be undertaken by operational means in the absence of a priori knowledge of 
an appropriate state space 3%. Secondly, immediately upon obtaining B 
satisfying the conditions of Theorem 4.1 one also obtains an appropriate 
state space X‘; moreover, if w < 0 the functional V(x) = ,(w, .x>z proves 
stability or asymptotic stability of the equilibrium by Theorem 3.6 or 
Theorem 3.7. A third implication is that it may be possible to perform the 
operational search for B in a convenient Hilbert space 2, chosen for the 
the simplicity of its inner product, and thereby reduce operational difficulty; 
hence, it might be desirable to use this approach even if an appropriate state 
space .Q’ were known a priori. 
EXAIIPLE 4.2, Consider the formal wave equation in one spatial coor- 
dinate, 
with homogeneous boundary conditions ~(0, t) = ~(1, t) = 0. Let =.!Za(O, 1) 
be the real space of Lebesgue square-integrable functions, and let YQ(O, 1) 
be the real Sobolev space of 6p,(O, 1) functions that have their first II general- 
ized derivatives in &(O, 1). Let Y?i2(0, 1) be the // /17,-Ln-completion of twice 
continuously differentiable functions that satisfy the boundary conditions. 
Defining a relatively simple Hilbert space G-P by 
where Us denotes the value of u at 7 E (0, l), we define the artificial operator 
B: Y--t2 by 
noting that PI- A is a homeomorphism for all p > 0. 
We may now represent an arbitrary bounded linear operator 8: ?Y + X by 
where the linear operators B,,: @a2(0, 1) - dsp,(O, l), B,,: gZ(O, 1) - P*(O, l), 
B,,: $y(O, 1) -+ gZ(O, l), B,,: YZ(O, 1) - P*(O, l),are all bounded. Applying 
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Conditions (i) and (iii) of Theorem 4.1, we find that (iii) is satisfied for w = 0 
provided B,, = 0, B,, = 0, and 
-1 
J 
sl,,(B1& do = lo1 s~,,(B&, dv for all si E g:(O, I), 
II 
i’ Un(B,,s + B,,%), dy = 0 
‘I, 
for all (s, U) E Lg. 
Condition (b(ii)) of Theorem 4.1 also requires that for some y > 0, 
for all (s, U) E Y, 
and thus an obvious choice is B,, = -~3~, B,, = I. 
Therefore, defining Wi,(O, 1) to be the // )17,.21-completion of continuously 
differentiable functions with compact support in (0, I), we define a Hilbert 
space F and linear operator -4 : (B(A) C 3) --f Z as 
Theorem 4.1 states that A is the infinitesimal generator of a linear C,,-semi- 
group on X. Moreover, since {x, Ax)~ < 0 for all x E B(A), we see by 
Theorem 3.9 that V(x) :- I’S, ~1~. is a Liapunov functional, which proves 
stability of the equilibrium upon applying Theorem 3.6. 
EXAMPLE 4.3. Consider a more general linear elastic system described in 
a “preliminary” abstract form by 
g s(t) + KS(t) = 0, t -> 0, 
where K: Y - +Y is a homeomorphism, the real Banach space .Y is a 
11 Il.&-dense subset of the real Hilbert space 4, 11 (/y is at least as strong as 
11 III, S? has a relatively simple inner product <l , >e, and s( ): S’++ Q is 
assumed twice differentiable. Loosely speaking, this preliminary equation 
should be considered as merely a first attempt at obtaining some appropriate 
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abstraction of a given formal equation; we are not interested in questions of 
existence and uniqueness of solutions of the preliminary equation. However, 
we may use % to define a relatively simple Hilbert space S’ = % x “21 with 
inner product (h, , ha)> = (si , s&e -+ (ui , u& , where hi = (si , ui) E Z, 
and then define an artificial operator A: JY -+ &’ by 
II Y IICY = II s IIY + II 24 !I& t y = (s, u) E %. 
Considering only bounded linear operators 8: % -+ S? that are of “diago- 
nal” form we have 
where the linear operators B,,: Y + Q, B,,: S --f 9, are bounded. Attempt- 
ing to satisfy conditions (i) and (iii) of Theorem 4.1 for w = 0, we now 
require that 
,::B,,s, , s,>* = G&s, , G>S for all s, , s2 E Y, 
G&P, > u&r = <&A 9 u&a for all ffr , us E 4, 
@,,s, uh = @,,Ks, uh for all (s, u) E %40 X @. 
Hence, choose B,, = G, B,, = GK, where G: Q -+ 91 is a bounded linear 
operator such that 
for all u1 , ua E S, 
for all si , s2 E .Y. 
If for some real number y > 0 we have 
<Gus >s ZY(U, uh , <GKs, s)q > Y;S, s>e, 
for all s E 9, u E a, then Theorem 4.1 defines a linear operator 
A: @A) C 3) -+ S that is the infinitesimal generator of a linear C,,-semi- 
group on the Hilbert space obtained by completing Sp x % with respect to 
II IIx , where 
Il(s, & = <GKs, sh + (Gu, uh for (s, u) E Y x &. 
Moreover, since (x, Ax)% < 0 for all x E d(A), Theorem 3.9 implies that 
V(X) = (x, x).~ is a Liapunov functional that proves stability of the equili- 
brium upon application of Theorem 3.6. 
409/X3/2-2 
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Conditions (a) and (b(ii)) of Theorem 4.1 seem somewhat strong and, in 
fact, the type of approach suggested by Theorem 4.1 has been used success- 
fully under considerably weaker assumptions [ 18-211. With additional 
complication in the definition of the infinitesimal generator -4, these condi- 
tions can be weakened. 
DEFINITION 4.4 [3]. A densely defined linear operator C: (g(C) CS) -3, 
3 a Hilbert space, is said to be dissipatz’we if Re(x, C.v> < 0 for all x E P(C). 
If C is dissipative and 9(Z - C) = X, C is said to be maximal dissipative. 
THEOREhI 4.5. Let ff: (g(6) C “2) + % be a bounded linear operator, 
where L@(d) is 11 jig-d ense in the Banach space ,?V’/, and nJ is also a 11 1x-dense 
subset of the Hilbert space 2; moreover, for some real numbers TV, (Ye , CQ > 0, 
w < PtL, 
(a) &JZ - A) is 11 Il.>-dense in S and 
a1 IIW - 4Ylljv 2 113' IIW 2 % IIY 11.x for ally E 9(A); 
(b) there exists a bounded linear operator B: OY --f A? such that 
(i) .,I& , y,)$ = (<By, yJjlp for all y1 , ys E g, 
(ii) /:&y, y>x 3 0 for all y E 2J, 
(iii) Re,;By, (-4 - wZ) y>x <i 0 for all y E G(J). 
Define a Hilbert space 2” as the 1) Il.%-completion of $9, where 
I>~ y1 , yz>x = (By, , yn,x foryl , y2 6 3. 
DeJine A,: JY - S to be the continuous extension of d to ,j/. Define 
A,: (9(.4,) C F) - 3 to be the restriction of A, to the set 
9(A,) = {y E ,d 1 -4, y E 2-j. 
Define L4: (9?(,4) C 3) - 3 to be that extension of A, such that (A - WI) is 
maximal dissipative. Then A is the infinitesimal generator of a linear CO-semi- 
group on .F. 
Proof. Since =I: (a(d) C “Y) -+ X is bounded, 9(6) is j/ /I#-dense in 9, 
and X is complete, there exists a unique continuous linear extension 
B,: 9 +% such that CQ II(pZ - -4i) y Il,F > 11 y jlQ for all y ~02. Hence 
(PI - -3,): g - L%? has a continuous inverse and &LZ - 9,) is closed since 
?Y is complete. By assumption a&Z ~ -4) is // 11x-dense in X; hence 
W(pZ - d,) = # and (PI - A,): OFY +&? is a homeomorphism. Since GY is 
(j Ii*-dense in X, it follows that (PI - =2,)-l (“Y) is I/ liw,-dense in J&‘. Clearly 
Re(By, (A, - wZ)y)i < 0 for all y E ?V. 
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Defining a Hilbert space Z as the ]I /Is-completion of g, where 
( y, , ye)a = (By, , y2>;X for yr , ya E ~2, it follows that 
for some 0~~ > 0. Defining A,: (9(A,) C 3’) --f X to be the restriction of -4, 
to Q(AJ - {y E “Y ( A,y E 55}, it follows that 9(LJ r> (~1 - -4,)-l (“y). 
Therefore @/Is) is 11 lIW-dense in 9”, and hence, I/ lIz-dense in X; moreover, 
W(pl - -43 r) (~1 - A,) (~1 - A&l (%‘) = g/, which implies that 
9(~1 - A,) is 11 Ii%-dense in 5. Clearly, Re<x, (A, - ~1) x)x <: 0 for all 
J E g(A,); hence, (A, - ~1) is dissipative and both .9(A, -~ wZ) and 
W((p - w)I - (A, - WI)) are II Ilz-dense in 3. 
By [3, Section 1.11 there exists a unique maximal dissipative extension C 
of A, - ~1, and we define ./I: (9(A) C%) -.F to be A = WI+ C, 
9(L4) = 9(C). Clearly A is an extension of A, with 9?(A) /I IIX-dense in % 
and W((w + 1) I - A) = 9; moreover, Re(x, (A - WI) X) < 0 for all 
s E 9(A). Since A and ( , )$ satisfy the conditions of Theorem 2.6 on A and 
B, A is the infinitesimal generator of a C,,-semigroup on %. 
It is now possible to generalize the result of Example 4.3, since Theorem 
4.5 provides a result even for y = 0 and we need only require (Gu, u>% >, 0, 
(GKs, s>% >, 0 for all u E “Z, s E Y. As a more specific example, we may 
obtain an additional result for Example 4.2 as follows: 
EXAMPLE 4.6. Again consider the formal wave equation in one spatial 
coordinate, with %, ?!Y, zq chosen as in Example 4.2. Since 9(A) = ?Y and 
pI - B is a homeomorphism for p > 0, it follows that %?(~I - A) = X’ 
and there exist OCR , a2 > 0, such that a1 IIW - A)Y IIx 2 I/ Y 11~ 2 a2 II Y IIx 
for ally E 9. Thus the assumptions of Theorem 4.5 on 2, ?V/, -4 are satisfied. 
Searching for B as in Example 4.2, define a linear operator 
as 
Lu = --a%, u E Y?<2(o, l), 
and define B,, = I, B,, = 0, B,, = 0, B,, = L-l. Hence 
i 
1 
s 
1 
<&‘> y>m. = sn2 do + u,(L-lu),, dq 3 0, y = (s, u) E ,Y, 
0 0 
(By, Ay)z = 0, y E UY, 
and the conditions of Theorem 4.5 are satisfied for w = 0 while condition 
(b(iii)) of Theorem 4.1 is not. 
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Proceeding as in Theorem 4.5 define (with some abuse of notation) 
Following the steps of Theorem 4.5 we find S(A,) = g = g(d), A, = 6, 
and -4,: (S(Aa) C 3) + F is given by 
A=0 I 2 [ 1 a2 0 ’ 9(AZ) = w~2(o, 1) x JZa(O, 1). 
Finally, S’(A) = 9(/l,), d = A, , since A, is itself maximal dissipative. 
Hence, A: (B(A) C ZK) + 3 is the infinitesimal generator of a Co-semigroup 
on .Y = pZ(O, 1) X W;‘(O, 1). Moreover, since ,;x, A.x:)x = 0 for all 
.v E S(.4), Theorem 3.9 implies that V(x) = ‘..s, x)~ in a Liapunov functional 
that proves stability of the equilibrium upon application of Theorem 3.6. 
Unlike Theorem 4.1, the conditions of Theorem 4.5 do not necessarily 
preserve dimensionality; e.g., Theorem 4.5 provides a trivial result if B = 0. 
To avoid “losing part of the system,” it is usually desirable to choose B such 
that .8(B) is 11 /Iy-dense in 2. 
Clearly, the conditions of Theorem 4.5 are less restrictive (hence, easier 
to apply) than those of Theorem 4.1, but the definition of -4 is much more 
complicated. However, in applications this problem in definition seems 
somewhat contrived since d is constructed solely as an artifice, based on 
knowledge of some formal equation and the somewhat arbitrarily chosen 
Hilbert space Z; thus, having determined B satisfying the conditions of 
Theorem 4.5, and having used B to define cY, it is important that A be 
defined in a manner consistent with the formal equation rather than as 
merely a manipulation of k. Obviously, A must be closely related to 2, since 
both pertain to the same formal equation, but in applications there is no 
need to describe their precise relationship as was done in Theorem 4.5. With 
:!Y a known candidate for a state space it should be possible to specify A by 
referring only to the formal equation, such that g(A) is dense in S and 
d(pl - A) = ?Z for some real number p > W. Then it need only be verified 
directly that Re(x, (-4 - WI) x>, < 0 for all N E B(A) in order to utilize 
Theorem 2.6. This reasoning actually suggests a somewhat simpler and more 
general procedure which formalizes our approach: 
(1) Referring to the formal equation, choose a convenient Hilbert space 
X and a linear operator -6: G?(-$) -+ X with S?(a) dense in X. 
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(2) Let %’ be the normed linear space obtained by equipping 9(fi’) 
with the norm 
where m is a positive integer. 
(3) Determine a bounded linear operator 8: ?!Y --+X and a real 
number w such that 
(BY1 9 Yz?.F = <BY* 3 Yl)rn for all yi , ya E @Y, 
and 
@y, Y>x 3 0, 
Re(By, (A - wl) yjx >, 0, for ally E GY. 
(4) Define a Hilbert space 9. as the 11 /is-completion of dY, where 
05 , y2b = <4)rl , y2h- for y1 T y2 E 3. 
(5) Again refer to the formal equation and define A: (9(A) CT-) -+ .%” 
such that 9(,4) is dense in 9” and a($ - A) = % for some real number 
p > w. 
(6) Verify directly that Re(x, (A - wl) x)~ < 0 for all x E 9(A). 
If all steps are successful, Theorem 2.6 states that A is the infinitesimal 
generator of a linear C,-semigroup {T(t)},,, on 9”. 
We remark that this procedure can be made even more general by a 
change in Step 4: For some positive integer n we could instead define .Y 
to be the /I &-completion of 9?(‘(mn+m) where 
(Yl9 Y2)x = f WPYl 9 APY2h 
p=o 
for yi , ya E 9(&+“). 
Steps 5 and 6 would remain unchanged and the same conclusion would 
follow. In fact, it is this observation that motivates the use of a general 
integer m > 1 in Step 2. 
We also remark that Step 3 can be simplified if the integer m is even. In 
this case define yet another normed linear space3 by equipping 9(ATnj2) with 
the norm 
mi2 
and define 8: JY + # by means of 
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where B:Z + A@ is any bounded linear operator such that 
Re(&y, &A - wI)y,jx < 0 for ally E ,/3/. 
Then all conditions of Step 3 are satisfied and ,:ul , ~a::‘,~ = <By1 , &y.&~ in 
Step 4. 
If this procedure is successfully applied with w <i 0, Theorems 3.6 and 
3.9 imply that V(X) = <,s, ~1)~ is a quadratic Liapunov functional that proves 
stability of the equilibrium, while Theorem 3.7 implies asymptotic stability 
if w < 0. However, if B is such that w is necessarily positive, then (w, x>% 
is not a Liapunov functional and the equilibrium may or may not be stable. 
In this case it is still necessary to find a Liapunov functional. If A has been 
shown to be an infinitesimal generator on % by use of our procedure, then 
d, ~3, X are available, +Y is /j lix-d ense in .2”, and the following extension is 
suggested: 
(7) Search for a bounded linaer operator B: EVA X and a real 
number /3 > 0 such that 
for ally E 5Y, 
for ally E ZV. 
(8) Let V: 3 -+%? be the continuous extension on 28 induced by 
V(y) = (Dy, y)$ for y E GY C 3. 
(9) Verify directly that (a,V(x)) (Ax) < 0 for all x E g(A). 
If all steps are successful, Theorem 3.9 implies that V is a quadratic 
Liapunov functional and Theorems 3.6-3.8 may apply. The following 
existence result concerns the applicability of Theorem 3.7 in proving asymp- 
totic stability of the equilibrium. 
THEOREM 4.7. Let A: (9(A) CZ) -+T be the infinitesimal generator of a 
C,,-semigroup on a Hilbert space Xx; let w be a real number such that 
Rests, (A - WI) xi% ,< 0 for all x E 9(A). Then 11 T(t)l/(,,s, < A/lent, t > 0, 
for some M 2 1, Q < 0, if and only if there exist positive real numbers (Y, 8, 
and a quadratic Liapunov functional Vz 2” + g such that for all x E F", 
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Proof. Sufficientcy is obvious since V(T(t) x) < e-(ilt’@)V(x); hence, 
II W)llt~-,.~) < Be- W/B) for all t > 0. If w < 0, necessity is also obvious upon 
defining V(x) = ‘.,x, x>“~. If w >, 0, note that [7]: 
2 Re 
s 
Oc (T(s) x, T(s) Ax)~ ds = - jl x $& , .r E 9(=1). 
0 
Choose CI > 0 and define 
V(x) = (x, sjx + (2~ + a) i,= (T(s) x, T(s) x)~ ds, 
Hence, for N E %(A), 
x E YT. 
r(x) = 2Re(x, Ax>, - (2~ + CX) <.x, x)%, 
and therefore, by Theorem 3.9, v(x) < --01I) x II& for all x ELF. Since 
/I .Y II& < V(x) < (1 + (2~ + LY) M*) I/ x [I$, the proof is complete. 
We demonstrate our general approach by two examples. 
EXAMPLE 4.8. Consider the formal differential-difference equation of 
neutral type, 
g x(t) + ax(t) - p 1 x(t - ?-) = 0, t 30, 
where OL, /3, Y are given real numbers, 01 > 0, pz < 1. Y > 0, and 
x( ): [-r, 00) +B is assumed continuous and differentiable a.e. on B?+. 
To place this equation in an preliminary abstract form, define 
and note that 
v(t) = x(t) - /3x(t - Y), 
w,(t) = x(t - 7)) for 0 < 7 < r, 
$ v(t) = -w(t) - pm,,(t), 
r 
$ w"(t) = - f w,(t), t>O, O<Tj<r. 
Hence, we may define a real Hilbert space Z = .%’ x L&(0, Y), where 
208 J. A. WALKER 
and also a linear operator A: 9(A) + X, 
J _ 
[ 
--131 -Pa IL] ) 
0 -a 
9(A) -= {(a, w) E w x w;yo, Y) 1 ZI = wg - /3Wr]. 
Choosing m = 1 in Step 2 of our procedure, we define a real normed linear 
space 0Y to be 9(A) equpped with ily 111= II y I/z + I/ -4~ 112, y E =9(A). 
For simplicity, consider a linear operator 8: UY + X’ of “diagonal” form, 
B = [p B2:] , 
where B,,: W -+&“, B,,: Wa’(O, Y) -+ &(O, Y) are bounded. Clearly, B,, 
is a scalar multiplier, and the conditions of Step 3 imply B,, 3 0 and 
\ r wln(Br2a~2)n d7 = Jr w2@22wl)v 4 for wr , wa E Wal(O, r), 
‘0 0 
s 
r wn(%w), 4 2 0 for w E Yflsl(O, Y), 
0 
--B,,a[(a: +w> z’ + Bwl - 1’ P,P),~ VW + ww),dv 
‘0 
60 for (0, w) E JTY, 
where w is a real number. Attempting to satisfy these conditions for w = 0, 
we choose B,, = I and note that we now require only that B,, > 0 and 
(2aB,, - 1) o2 + 2/3(aB,, - 1) VW, + (1 - ,LI”) w,2 >, 0 for all o, w, E W. 
Since OL > 0 and /I2 < 1, all conditions are satisfied if B,, = l/a. 
We now have 
<BY, > ~2)s~ = $ ~1~2 + [' sw27i 4 fory, = (wd , wi) E Y, 
'0 
and we may define a Hilbert space % and linear operator A: (9(A) C X) -+ 3 
as 
2” = a x Y2(0, Y), 
1 
s 
c 
<Xl 9 xp?x = x qu2 + %P2a 4 for xi = (wi , w,) E X, 
0 
-Pa ln=r 
A=[-; -a 1 , 9(A) =Y. 
Since .9(A) is dense in S, W(pI - A) = X for all real p > 0, and 
(x, Ax)~ < 0 for all x E B(A), it follows from Theorem 2.6 that A is the 
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infinitesimal generator of a C,,-semigroup on S. Moreover, Theorem 3.9 
shows that V(x) = (x, x}, is a Liapunov functional and the equilibrium 
(w, w) = 0 is stable by Theorem 3.6. 
We may also define a Hilbert space Z2^, , n a positive integer, to be g(rZn) 
equipped with the inner product 
Then the linear operator 
-4, ~ 
[ 
--01 -Pa 171-r 
0 -a 1 , LqA,) = qA"+l), 
is also the infinitesimal generator of a Co-semigroup on Zn , and 
V,(x) = (x, x>s is a Liapunov functional that proves stability of the 
equilibrium in &n . We remark that (Ax, Ax), = V,(x) - V(x) is the 
Liapunov functional used by Hale in [22], while V(x) is of the form used by 
Slemrod and Infante in [23]. 
EXAMPLE 4.9. Consider the formal functional differential equation of 
retarded type, 
where T > 0 and a( ): ([0, Y] C a+) + W are given, a( ) is continuous with 
two continuous derivatives a’( ), a”( ), and w( ) is assumed continuous and 
differentiable a.e. on W+. We wish to obtain sufficient conditions on u( ) 
for stability of the equilibrium in some appropriate state space. 
To place the formal equation in a preliminary abstract form define 
*WV(t) E o(t - q), 0 < 7 < Y, and note that 
Hence, define a real Hilbert space &’ = W x Pa(O, Y) and a linear operator 
A: 9(A) + 2, 
r 
9(A) = ((w, w) Es? x -tyi'(O, Y) 1 w = wo}. 
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Choose m = 1 in Step 2 of our procedure, define “Y to be B(A) equipped 
with the norm 11 y /Ig = 11 y 11~ + 11 kiy II>, y E 9(A), and consider a linear 
operator of “diagonal” form, 
where B,,: 9 -tB, B,,: Y#;l(O, Y) ----t Z&O, r) are bounded. Hence B,, is a 
scalar multiplier and the conditions of Step 3 require B,, >, 0 and 
J 
rr 
W,(&W), d7 2 0 for w E K,l(O, r), 
0 
--B,,v T 
s 0 
a(n) eo, d7 - or (B,,w), (lku),, dT 
s 
<O for (v, w) E Y, 
where we have chosen w = 0 since we wish to obtain sufficient conditions for 
stability. 
An inspection of these conditions indicates that B,, must be a symmetric 
integral operator, and we consider the simple form 
where f( ): ([0, Y] C 9+) +9 is continuous with f’( ) continuous. Also 
defining F(T) = jl”f(O d5, 0 d 7 < Y, some simple computations yield 
Hence choose B,, = 1, F(T) = a(y), and note that 
for all y = (ZI, w) E JY, provided a( ) satisfies the conditions a(r) = 0 and 
a’(y) < 0, a”(q) 2 0 for all 7] E [0, 11. 
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If we were now to define X and 9 as in Steps 4 and 5 of our procedure, 
we would find that g(A) was too large for (2.1) to be considered a meaningful 
abstraction of the formal equation. Instead, recalling the remark concerning 
Step 4, let us define a Hilbert space % to be the // IlX-completion of g(-J2) 
where <yl , y2jr = C&J, , y,>$ + CB-Jy, -4y2)> for y1 , yz E Q(A2), i.e., 
- I r 4/> (%I - 4 (w2n - ~2) 4, 0 
where xi = (vi , wi) E% and we assume further that a’(v) < 0 for all 
7 E [0, 11. Now defining 
1 
0 - 
jar 
47) ( )?I 4 
d _ 0 -a I 
9(A) = {(w, w) Es2 x Y#y(O, 1) 1 2, = wo}, 
we find that g(A) is dense in X, sL(pI - A) = F for all real p > 0, and 
+ &z’(r) (w,. - w)’ - 4 jo’ u”(~) (w,, - w)” d7 
GO for all x = (v, zu) E g(A), 
under the assumed conditions on u( ). Since A and ( , )% satisfy the con- 
ditions of Theorem 2.6, A is the infinitesimal generator of a linear Ca-semi- 
group on 3”. Moreover, by Theorem 3.9 V(x) = (x, x)% is a Liapunov 
functional for which Theorem 3.6 implies stability of the equilibrium in %. 
As in Example 4.8, we may now also define a Hilbert space Tn , n a positive 
integer, to be g’(P) equipped with the inner product 
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Then A,, defined on s(A,) = G&(An+l), is the infinitesimal generator of a 
C,,-semigroup on .F,, , and V,(X) = <.r, x:\~~ is a Liapunov functional that 
proves stability of the equilibrium in Zn , provided a(r) = 0 and a’(v) < 0, 
a”(7) > 0 for all 7 E [0, 11. We note that each of these Liapunov functionals is 
derived from the quadratic form (By, y)~. , which is itself a Liapunov 
functional first obtained by Levin and Nohel [24]. 
We remark that in each of the last two examples the space X1 appears to be 
more appropriate as a state space than does J, since (v, w) ~3~ implies that 
w: [0, Y] +.Y%’ is continuous, and therefore the pair (0, w) is meaningful in 
terms of the original problem; in 3 this is true only for (ZI, w) E .@A). We 
also note that in each of these examples the functional V(X) E ‘;x, x>~ 
was such that I’(X) < -IV(x) < 0, zc E F, where the associated functional 
W(X) was nontrivial. Unfortunately, IV(x) did not satisfy the strong condition 
of Theorem 3.7, and thus, only stability of the equilibrium could be concluded 
from the basic Liapunov theorems. Hence, there is reason to consider the 
extensions provided by the Invariance Principle in the following section. 
5. STABILITY ANALYSIS AND INVARIANT SETS 
Since considerable effort is often required to find a Liapunov functional, 
it is desirable to make the best possible use of any such functional found. 
Clearly, the assumptions on V and IV of Theorems 3.7 and 3.8, concerning 
asymptotic stability and instability, are quite strong. LaSalle’s Invariance 
Principle [25] provides a means of greatly weakening these assumptions for 
ordinary differential equations, for which the state space 9 has finite dimen- 
sion. There have been several extensions of this idea to dynamical systems on 
general Banach spaces, but in their general forms these results are somewhat 
complicated and may be difficult to apply [15, 22, 26-291. However, we will 
find that for linear C,-semigroups some results of this type can be stated and 
applied in a relatively simple manner. 
Let u be a dynamical system on a Banach space %“. In the language of 
topological dynamics, r+(4) = (Jt>s zl(t, 4) is the positive orbit through 4 E %, 
44) = ha0 (h 4~ 4)) is the (P ossibly empty) positive limit set of 4 E%‘, 
and a subset Y C 3 is positive invariant under u if I$ E Y implies u(t, 4) E Y 
for all t > 0. A subset Y C 3 is invariant under u if there exists a mapping 
U: W x (.Y C 3) - (Y C f) such that ci(O, 4) = 4 E Y and 
u(t, qs, I#)) = cyt + s, 4) for all I#J E Z, S E 3, t E W+. 
Clearly, an invariant set is also positive invariant. 
The relevant results on invariance are due to Hale [22] and Dafermos [26]: 
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LEMMA 5.1 [22, 261. Let u be a dynamical system on a Banach space X. 
If y+-(4) is precompact in X, then w(+) is nonempty, compact, connected, and 
inoariant; moreower, dist,(u(t, +), w($)) -+ 0 as t -+ 00. 
THEOREM 5.2 [22]. Let u be a dynamical system on a Banach space X and 
let b’: X--f W be a Liapunov functional. Define J? to be the largest invariant 
subset of {x E X 1 v(x) = 0). Zf y+(4) is precompact, then 
dist&u(t, +), A) -+ 0 as t-co. 
The primary difficulties that arise during application of Theorem 5.2 are 
that the positive orbit v+(4) must be shown to be precompact and the set .A’ 
must be determined explicitly. If X has finite dimension, precompactness is 
implied by boundedness; however, the question of precompactness is more 
difficult to resolve when X is infinite dimensional. Several general results on 
precompactness have been obtained quite recently [9, 301, and for linear 
C,-semigrogps it is now possible to give a rather simple sufficient condition. 
DEFINITION 5.3. Let A: (B(A) C X) ---f X be the infinitesimal generator 
of a linear C,-semigroup on a Banach space X. If either (a) the eigenvectors of 
A span X, or (b) there exists a linear compact operator K: X -+X such that -- 
K9(,4) C 9(A), W(K) =,X, and K-4x = AKx for all .1c E a(A), then A is 
said to be of class K. 
LizbraT. 5.4. Let A: (G(A) C X) 4 X be the infkitesimal generator of a 
linear C,-semigroup { T(t)}o, on X. Zf A is of class K and the equilibrium + = 0 
is stable, then all positive orbits are precompact. 
Proof. Since the equilibrium is stable, linearity implies that all motions 
are stable and bounded. If condition (b) of Definition 5.3 is satisfied, then 
from [9, Theorem 3.11 it follows that all positive orbits are precompact. If 
condition (a) of Definition 5.3 is satisfied, consider any $ EX that is a finite 
linear combination of eigenvectors. Then r+(d) is a bounded subset of a 
finite dimensional linear subspace that is positive invariant under {T(t)},,, . 
Hence r+(C) is precompact. Since the eigenvectors of A span X, finite linear 
combinations of eigenvectors are dense in X. Thus, precompactness of all 
positive orbits follows from [26, Proposition 3.41. 
Often an operator K satisfying condition (b) of Definition 5.3 can be 
constructed as a simple function of A. For example, if p > w and (pZ - A)-l 
is compact, it is clear that K = (PI - A)-l satisfies condition (b). If A is 
compact and 9(A) is dense, then K = A satisfies (b). For other simple 
choices see [9, Corollary 3.31. In some problems, A is known to have eigen- 
vectors that span X, and then there is no need to construct an operator K to 
show that -4 is of class K. 
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Suppose that {T(t)l\,>,, is a linear C,,-semigroup and a Liapunov functional I’ 
has been obtained, which proves the stability of the equilibrium by Theorem 
3.6, but I/’ does not satisfy the assumptions of Theorem 3.7. If the infinitesimal 
generator -4 is of class K, then rather than attempting to obtain another 
Liapunov functional that does satisfy the conditions of Theorem 3.7, it may 
be much easier to apply the following result: 
THEOREM 5.5. Let A: (9(A) CY) 4 3’ be a class K injkitesimal generator 
of a C,-semigroup {T(t)},,, on a Banach space X, and let the equilibrium 4 =: 0 
be stable. Let V: 3 - W be a Liapunov functional with WI 3 -+ 9+ an associated 
functional. DeJine A%‘~ to be the largest invariant subset of {.x E.% / W(x) = 0}, 
and define AZ to be the largest invariant subset of {x ~2” / r(x) = 0). Then 
fM every 4 E J, 
dist,( T(t) 4, -NI) + 0 as t+ co, 
dist,( T(t) 4, AQ --f 0 as t--t co. 
Moreover, ;f A’,, = {0} or J&‘~ = (01, the equilibrium I$ = 0 is asymptotically 
stable. 
Proof. By Lemma 5.4 all positive orbits are precompact, and thus, 
Theorem 5.2 implies 
dist,( T(t) 4, =A$) ---f 0 as t+aJ. 
Obviously, A’.. C A!i , and therefore 
dist,( T(t) 4, AI) --f 0 as t-+ co. 
The reason for mentioning the larger set A$ in Theorem 5.5 is that there 
may be no simple way to determine the set As; i.e., a(.~) may not be explicitly 
known for every x ES?. In Theorem 3.9, for example, W(x) is known for all 
s E 3 but V’(X) is only known for x E @A). 
The use of invariance ideas may also be helpful in proving instability. If 
the infinitesimal generator ,4 is of class K, the following result weakens 
considerably the assumptions of Theorem 3.8: 
THEOREM 5.6. Let A: (9(A) CS) +3 b e a class K injbitesimal generator 
of a C,-semigroup (T(t)}ta,, on a Banach space 3. Let V: 9 - 9 be a Liapunov 
functional such that in every closed ball 93’S = (x E% / 11 x j/Z < S}, S > 0, there 
exists x0 for which V(xo) < 0. Let 9’ be a component of the set {x E 3” 1 V(x) < 0} 
such that ~5 E Y n gfi is nonempty ,for every S > 0. Then either the 
equilibrium 4 = 0 is unstable or every ~9: , E > 0, contains an invariant set. 
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Proof. Assume that 4 = 0 is stable. Thus, given E > 0, there exists 
6 1~ 0 such that 4% E .gB implies T(t) 4 E Be for all t 3 0. Define 
q, r {x E -40 ) V(x) f -r>, y > 0, and choose y sufficiently small that 
YY n B6 is nonempty. Lemma 3.4 states that V(T( ) 4) is monotonic 
decreasing on .%!+ for $ EX; hence, cu?, is positive invariant. Choosing 
# E CT n .@, it follows that T(t) # E ,x n BF for all t > 0. Since + =z 0 is 
assumed stable and A is of class K, Lemma 5.4 implies that y~+(z,!~) is pre- 
compact and Lemma 5.1 implies dist,(T(t) $J, ~(4)) + 0 as t + cn, where 
W(I/J) IS nonempty and invariant. Since YV n 549, is closed, 
Hence -1’; contains an invariant set. 
EXAMPLE 5.7. Again consider Example 4.8 and recall that 
A,: (9(A,) c Xl) + T1 
is the infinitesimal generator of a linear C,,-semigroup on the Hilbert space 
;/ x Ii;, = (s, xjTz, = +- d + jar [w,” + (aw):] do + a(a + /kwr)“, 
where x = (w, w) EZF~ . We note that -4, is of class K since K = (I - A,)-1 
satisfies condition (b) of Definition 5.3; moreover, V’(X) = -71~ - (1 - p2) zur2 
for all x = (v, w) ES, . Referring to the abstract equation (d/d) x(t) = Ax(t), 
x(t) f g(A) = .%, C X for t >, 0, it is apparent that (01 is the largest set that 
is positive invariant under T,(t): XI 4 ZYI and contained in the set 
{x ~2’~ 1 P(x) = 0). Hence .&I2 = (0) in Theorem 5.5 and the equilibrium is 
actually asymptotically stable in XI . An alternative approach would be to 
use the functional I/,(X) = (x, x),~, , for which x = (v, w) E B(Ar) implies 
I;;(x) = U(x) + q&x) 
= -w2 - cy(J(w + /3w1-)” - (1 - p’) [w; + @w)“,]. 
Since VI(x) is unknown for x $9(,4,), we apply Theorem 3.9 and find 
vI(~v) < W(x) = -w2 - a2(v + /~zL’,.)~ for all x E %t . Hence JY~ = (0) in 
Theorem 5.5, and again the equilibrium is shown to be asymptotically stable 
in .FI . 
EXAMPLE 5.8. Refer to Example 4.9 and recall that 
Al: (9(A,) c Sl) --f T-, 
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is the infinitesimal generator of a linear C,,-semigroup on the Hilbert space 
where x = (~1, w) ~5?r , and a( ) satisfies the assumptions made in Example 
4.9. Since K = (I - -4,)-l satisfies condition (b) of Definition 5.3, A, 
is of class K. Noting that V(X) = 2(x, Ax), was defined on L@rl) = LP”r 
and is jj /lz-l-continuous, we may now refer to the abstract equation 
(d/dt) x(t) = &c(t), x(t) E B(A) = X1 C X for t > 0, to determine the largest 
set that is positive invariant under T,(t): %i ---f ?Zi and contained in the set 
(X E %r 1 r(a) = O}. If a”(v) f 0 this set is (0) since a’(r) < 0 and a”( ) 
is continuous; hence As = (0) in Theorem 5.5 and the equilibrium is 
actually asymptotically stable in X1 , provided U(Y) = 0, a”(7) +Z 0, and 
u’(q) < 0, a”(q) > 0 for all 11 E [0, I]. Th e same argument applies if u(r) = 0, 
u’(r) < 0, and u”(v) 2 0, provided ~(u(O))l/~ is not an integer multiple of 2~. 
A problem may arise in dertermining invariant or positive invariant sets 
when {T(t)},, is not explicitly known and only Eq. (2.1) is available, since 
for 4 IO(A) the motion T( ) + is not a solution of (2.1). In Examples 5.7 and 
5.8 we worked in the space Zr, 1) x I&, 3 1) x 11:. + (1 As II;, and avoided 
this problem by noting that for any 4 ~%r , the motion Tr( ) 4 satisfies 
(d/dt) T,(t)+ = AT,(t) #, -4: (g(A) CZ) -+Z, since %r = Z%‘(J). Hence, 
positive invariant sets were investigated by using this equation rather than the 
true generating equation (d/dt) T,(t) 4 = ArTi 4, A,: (g(A,) C %J -+ :‘2”, 
where 4 must be restricted to g(A,) CZi . Such a fortunate option is not 
always available and therefore the following result can be useful. 
THEOREM 5.9. Let A: (g(A) C 37) --f 3 be the inJnitesima1 generator of a 
linear C,+migroup on a Banach space 3, and denote the dual of -q by 
A’: (g(A’) CZ’) +X’. Then, given any 4 ~37 and r > 0, 
LT (-$f W + 44) U-(t) 4 dt = 0 
for every continuously differentiable function f ( ): W+ --f (g(A’) C 9‘) with 
compact support in (0, r). 
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Proof. Since 9(A). d 1s ense in X there exists a sequence {&} C 9(A) that 
converges to #. Since 11 T(t)llts,X~ < Merit and (2.1) implies 
s,’ (-$f (4 + A’f (9) CW $n) dt = 0 for all n, 
the conclusion follows. 
We remark that if X is a Hilbert space and A*: (g(A*) C 3) --) .T is the 
Hilbert adjoint of A, the condition of Theorem 5.9 is equivalent to 
Jo7 (-&x(t) + .4*x(t), T(t)c& dt = 0 
for every continuously differentiable function X( ): g+ -+ (9(,4*) C 3”) with 
compact support in (0,~). Moreover, %+(A*) is dense in F since A is closed 
and 9(A) is dense [6]. 
6. EXTENSIONS TO NONLINEAR DYNAMICAL SYSTEMS 
In order to present a reasonably complete and unified treatment of the 
various difficulties involved in applications, we have confined the bulk of our 
discussion to linear dynamical systems. However, with the exception of 
Theorem 3.9, Section 3 applies to nonlinear dynamical systems in general; 
moreover, certain specialized devices can often be used in place of Theorem 
3.9 when evaluating Y for nonlinear dynamical systems [15]. Similarly, the 
Invariance Principle (Lemma 5.1 and Theorem 5.2) is valid in the nonlinear 
case, and in specific applications certain other devices serve to replace Lemma 
5.4 and Theorem 5.9 when investigating precompactness and determining 
invariant sets [9, 15, 22, 27, 301. 
Unfortunately, in the nonlinear case, the very basic question of relating 
an abstract evolution equation to a nonlinear dynamical system has not yet 
been completely resolved and remains the subject of considerable study. 
However, for certain classes of nonlinear systems, some of the material of 
Section 2 has been given a nonlinear analogue. Many of the more general 
results have been obtained by Crandall et al. (see [31] for references) and 
cover a fairly large class of nonlinear dynamical systems. We wish to describe 
how the approach described in Section 4 can be directly extended to this 
class, provided some appropriate state space is a Hilbert space. 
Given a nonlinear formal equation, we may choose a linear artificial 
operator A on the basis of a linearized version of the formal equation, and 
then proceed with the first four steps of our procedure. In place of Step 5, we 
refer to the (nonlinear) formal equation and attempt to define a closed convex 
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set P? and appropriate nonlinear (and possibly multivalued) operator 
d: (P(A) CZ”) -3, such that g(A) is dense in V? and %‘(I - hd) 1 V 
for all sufficiently small X > 0. (Note that V might be a bounded set.) We 
then replace the dissipativity condition of Step 6 by Re\.r, - sp , .zi - z2; :g 0 
for all s1 , sa E Q(9), zi E (-4 - wl) xi; we may increase the value of w, if 
necessary. If all steps are successful, it follows from [31] that a (nonlinear) 
C,-semigroup (T(t)},;, , T(t): (V C X) --, (u;’ C Z), is defined by 
hIoreover, if $ E g(d) and the motion T( ) $: -tit --f .$ is strongly differen- 
tiable a.e., then T( ) 4 is a strong solution of 
g s(t) E ,-lx(t) a.e. t 2: 0, 
x(0) = 4 E 9(A). 
Hence, our (modified) approach can be used to define a dynamical system on 
an appropriate state space for a class of nonlinear problems. (See [9] for a 
definition of a dynamical system on an arbitrary subset 55’ of a Banach space 
3.) 
We may then proceed with Steps 7-9 in the search for a Liapunov func- 
tional, possibly defining D = B if w < 0 in Step 3, but recalling that Step 9 
may require modification since Theorem 3.9 is no longer available. It may be 
desirable to modify Step 8 also, in order to obtain a nonquadratic Liapunov 
functional. A simple way of doing this is to consider those twice FrCchet 
differentiable functionals I-: (% C .“2‘) +a such that, on g n L;, 
(a”V(0)) (y) = 2: By, 1; H for all y E IJ A V. By this modification, for 
example, the functional ‘\ By, Y:‘,~ of Example 4.9 leads very naturally to the 
(nonquadratic) Liapunov functional found by Levin and Nohel [24] for the 
nonlinear version of Example 4.9. 
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