Abstract-A hybrid adaptive normalization based constraint handling approach is proposed in the present study. In most constrained optimization problems, constraints may be of different scale. Normalization of constraints is crucial for the efficient performance of a constraint handling algorithm. A growing number of researchers have proposed different strategies using bi-objective methodologies. Classical penalty function approach is another common method among both evolutionary and classical optimization research communities due to its simplicity and ease of implementation. In the present study, we propose a hybrid approach of both bi-objective method and the penalty function approach where constraints are normalized adaptively during the optimization process. The proposed bi-objective evolutionary method estimates the penalty parameter and the starting solution needed for the penalty function approach. We test and compare our algorithm on seven mathematical test problems and two engineering design problems taken from the literature. We compare our obtained results with our previous studies in terms of function evaluations and solution accuracy. The obtained optima are also compared with those of other standard algorithms. In many cases, our proposed methodology perform better than all algorithms considered in this study. Results are promising and motivate further application of the proposed adaptive normalization strategy.
I. INTRODUCTION
O VER few decades noteworthy research has been performed on evolutionary algorithms and constraint handling. Constrained optimization problem occurs in many fields of science, engineering and structural design and economics etc. Objective function and constraints can be non-linear, non-convex and/or dis-continuous in nature. Due to existence of complex and non-linear nature (one or both objective function and constraints), classical mathematics based optimization methods are not able to perform well in these problems. The failures of classical mathematics based optimization methods open a room for evolutionary researchers to handle these problems.
Generally a standard constrained optimization problem can be formulated as follows:
Minimize f (x), Subject to g j (x) ≥ 0, j = 1, .., J, h k (x) = 0, k = 1, .., K, x l i ≤ x i ≤ x u i , i = 1, .., n.
(1)
In the above problem, number of variables are n, J denotes the number of greater-than-equal-to type constraints, and K is the number of equality constraints. The function f (x) is the objective function, g j (x) is the j-th inequality constraint, and h k (x) is the k-th equality constraint. The i-th variable varies in the range [x l i , x u i ]. In this study, we restrict ourselves to handling inequality constraints only, however an equality constraint can be handled by converting it to an appropriate inequality constraint: g J+k (x) = |ǫ k − h k (x)| ≥ 0, with a small given value of ǫ k .
One popular way to solve a constrained optimization problem is to use the penalty function methodology. Penalty function method is popular due its simple working principle. In earlier days researchers suggested different penalty function methods to deal with constraints [1] , [2] , [3] , [4] . The main finding of their studies was the need of using an appropriate penalty term in order to scale the overall constraint violation with the objective function value. The second author [5] proposed a penalty-parameter-less approach where an infeasible solution always treated worse than a feasible solution, the approach is free from any penalty parameter. Coello [6] proposed a self-adaptive penalty approach by using a coevolutionary model to adapt the penalty parameters.
In some studies the objective function and constraints are treated independently which is known as bi-objective optimization problem, where constraint violation measure is used to construct as another objective [7] , [8] , [9] , [10] , [11] . A study based on bi-objective approach was proposed in [12] that used a reference point approach to focus the search in the neighborhood of the constrained minimum solution. Wang et al. [13] proposed an adaptive trade off model (ATM) using a bi-objective approach with three-phase methodology for handling constraints in evolutionary optimization. A recent study reviewed [14] the concept of handling constraints using bi-objective approach. The readers are encouraged to refer these studies for more details.
A number of researchers use a hybrid approach for constraint handling. In many situations finding the exact constrained optimum using evolutionary methods are a difficulty. To overcome this problem, researchers hybridize evolutionary methods with a classical optimization method [15] , [16] , [12] , [17] . A constraint handling study hybridized genetic al-gorithm with artificial immune system (AIS), where the role of AIS was to help in pushing the population towards feasible region [18] . A recent study combined genetic algorithm with "complex search" algorithm [19] to improve the convergence and applied to constrained trajectory optimization. Optimal solution of genetic algorithm used as an initial parameter for the complex search method. Another recent methodology proposed a hybrid genetic algorithm with a flexible allowance technique (GAFAT) for solving constrained engineering design optimization problems by fusing center based differential crossover (CBDX), Levenberg Marquardt mutation (LMM) and non-uniform mutation (NUM) [20] .
Michalewicz [21] and Coello [22] did a comprehensive survey with the evolutionary based constraint handling methods executed in the last decade. Recently Mezura [23] edited a book on constraint handling in evolutionary optimization. The most recent study in constraint handling survey using nature-inspired optimization can be found in [24] . The following methodologies are briefly described in their paper:
The authors also showed a good future direction for the researchers in constraint handling areas. These areas will be helpful for researchers, novice and experts alike. The areas are as follows:
• Constraint-handling for multi-objective optimization • Constraint Approximation • Dynamic constraints • Hyper-heuristics • Theory A recent methodology described a framework based on both genetic algorithm and differential evolution which consists of collective search operators in every generation and adaptively mixes them to solve constrained optimization problems [25] . Recently, we proposed a bi-objective evolutionary optimization based strategy [26] to approximate the penalty parameter (R) from the obtained bi-objective frontier between the objective function value and sum of normalized constraint violations. Based on the optimal solution (in terms of few or no constraint violation) and the approximated penalty parameter, the constructed penalty function problem is solved using a classical local search method.
In the remainder of this paper, we describe scaling issues in constraint handling and our proposed algorithm for adaptive normalization of constraints. Consequently, we describe proposed hybrid optimization with adaptive scaling. Then, we consider standard numerical and engineering design problems from the existing literature and show the results obtained from our proposed algorithm. We compare the obtained results with some of the best-known results from the literature. Finally, the paper ends with conclusions.
II. SCALING ISSUES IN CONSTRAINED OPTIMIZATION
In our previous work [26] , we briefly illustrated the biobjective penalty function based hybrid methodology to handle inequality constraints. In the present work our motivation is to study the effect of scaling in constrained optimization and propose some methodology to scale the constraints adaptively.
As described earlier, penalty function approach is the simplest method to deal with constraints. The main concept in the penalty function approach is that a constrained optimization problem is converted into an unconstrained one by adding constraint violation to the objective function as penalty term. Any unconstrained optimization algorithm can then be applied after formulating it through penalty function methodology. In order to reduce the complexity and cut down the number of penalty parameters, often the constraints are normalized (generally between [0 , 1]) and only one penalty parameter is introduced [27] . In order to use penalty function method effectively, all constraints should be scaled to take similar values. The idea of this scaling operation is to ensure that, no constraints has any artificial dominance on the other. If some constraints has more influence, then the algorithm will guide the search towards satisfying those constraints by neglecting the dominated ones. A study was proposed to scale each constraint in order to restore the described computational inefficiency by multiplying each constraint by an appropriate scale factor [28] . Another study on constraint scaling named Evolian [29] was proposed based on the concept of multi-phase optimization, where constraints were scaled in each phase.
Generally in most problems (specially in real-world problems) constraints are of different scale. Therefore in most situations all constraints are scaled or normalized based on problem formulation.
Considering equation (1), inequality constraints can be written in following form:
where c j is the constant term (usually, the resource value) associated with j-th inequality constraint. Based on the problem information the j-th constraint can be normalized as:
All constraints can be normalized manually in the similar way to make each constraint violation approximately on the same scale. This method has a deficiency in order to identify the appropriate scaling factor in many situations and also it is tedious to find the appropriate scaling factor to normalize the particular constraint. In most of the real-world situations, problem information may not be available in mathematical form, so the normalization task will be difficult.
Here, we modify our normalization procedure in an adaptive way. Before starting a generation, for each constraint (say j-th), constraint violation (V j ) of all population members are calculated. Population members are then sorted based on their constraint violation value. Then, we take top 50% members and an average is computed (V j,avg ). Every constraint is divided with this computed average value in both evolutionary and classical approaches in our algorithm. The scaling factor is updated at each generation. We describe the algorithm for adaptive normalization in the following algorithmic form. for j = 1 to J do 8: 
Algorithm 1 Steps for adaptive normalization of constraints
end if 28: end for 29: end for 30: Send V j,avg of each constraint to divide that constraint in both evolutionary and local search.
III. PROPOSED HYBRID APPROACH Evolutionary algorithms are getting popularity for constrained handling, due to their efficiency, flexibility, robustness, ease of implementation and their ability to be integrate with any other algorithm. In our earlier study, we described the advantage of bi-objective EA and the penalty function approach [26] . In this section, we will describe our adaptive normalization based hybrid approach. The hybridization with adaptive normalization is made between a bi-objective EA (using NSGA-II) and integrated with a penalty function based classical approach for faster convergence.
A. Proposed Algorithm
Our adaptive normalization based hybrid algorithm is a combination of bi-objective way of handling constraints using EA and a penalty function approach with classical optimization. The proposed algorithm is a modified version of our earlier study [26] integrated with adaptive normalization technique. The algorithm is as follows:
First, the generation counter is set at t = 0.
Step 1:An evolutionary algorithm (NSGA-II) is applied to the bi-objective optimization problem to find nondominated Pareto-optimal front:
An artificial constraint is included in the Pareto-optimal front to focus search in the neighborhood of minimum constraint violation solution. Since CV (x) is the adaptively normalized constraint violation, we have used c = 0.2 for this study.
Step 2:If t > 0 and ((t mod τ ) = 0), we estimate penalty parameter R from the current non-dominated Pareto-
3 ) is fitted in the non-dominated points and the penalty parameter is approximated by finding the slope at CV=0, that is, R = −b. Since this is a lower bound on R, we use twice this value as R i.e. R ← −2b.
Step 3:The following local search problem is solved with R computed from above and starting with the current minimum-CV solution:
Say, the solution isx.
Step 4:If the valuex is feasible and the difference between f (x) and the objective value of the previous local searched solution is smaller than a small number δ f (10 −4 is used here), the algorithm is terminated andx is declared as the optimized solution. Else, we increment t by one and proceed to Step 1.
Based on the above procedure, penalty parameter (R) is not a parameter defined by the user. It gets automatically adjusted from the obtained non-dominated front. We have introduced a new parameter τ which is frequency of local search. Our extensive parametric study on a number of problems show that the parameter τ does not have much effect on the outcome of our proposed method, except that if too small value of R is chosen the local search is called many times, thereby increasing the number of local search evaluations. On the other hand, if too large value of R is taken, the procedure does not get injected with good local searched solutions, thereby delaying convergence. We show a parametric study for a problem described in Section IV-B. Based on our study, we recommend the use of τ = 5. In all our study, we use MATLAB's fmincon() procedure to solve the penalized function (equation 5) with the default parameter setting. Other classical optimization methodologies can also be used instead.
IV. EXPERIMENTAL STUDIES ON STANDARD TEST PROBLEMS
In this section, we perform experimental studies to check the efficiency of our approach on some standard constrained optimization test problems taken from [5] .
The parameters used in these experiments are as follows:
Population size = 16n (unless stated otherwise), SBX probability= 0.9, SBX index = 10, Polynomial mutation probability = 1/n, and Mutation index = 100.
The termination criterion of this approach is described in Section III-A. For every test problem, the algorithm is tested 50 times with different initial populations.
A. Problem P1
First, we consider the following two-variable problem having a non-convex feasible region [26] :
(6) First constraint g 1 is active at the optimal point. The optimal solution for this problem is at x * = (2.219, 2.132)
T with a function value of 0.627. To achieve different scaling between two constraints, we multiply the first constraint by 100. So, the constraint g 1 becomes,
Now both constraints are of different scale but the new optimum is the same as before. In our earlier study [26] , we divided both the constraints manually by 4.84 for normalization. In the present study, to make the problem more challenging we change scaling (as above) between the constraints. With the introduced scaling and no problem specific normalization method, both the constraints are normalized adaptively during the optimization run, as described in the previous section.
Our earlier approach [26] , found the optimum solution of the original problem (equation (6)) after 677 function evaluations (600 needed by EMO and 77 by fmincon() procedure). In the current study, the proposed hybrid approach take 731 function evaluations (600 needed by EMO and 131 by fmincon() procedure) to solve the problem with introduced scaling and no problem specific normalization. Identical optimum was found.
In Table I we tabulate best, median and worst performance of the hybrid algorithm in both earlier and present study with 50 different runs. In all these cases, our present approach finds the true optimal solution, despite having to deal with differently scaled constraints.
B. Problem TP3
This problem is a quadratic minimization problem with 13 variables and 9 linear ineqality constraints, of which six are active constraints. The optimum objective function value is −15. Table II shows the problem specific normalization value using problem information from our previous study [26] and adaptive normalization value (V j,avg ) proposed in the present study. Table III presents best, median and worst function evaluation (FE) reached with the adaptive normalization based proposed hybrid approach. The least number of function evaluations required with our approach is 2,333, whereas 2,427 function evaluations was needed in the previous study [5] . If we compare in terms of the obtained optimum (Table III) , in earlier study the optimum could not be found in worst performance whereas in the current study the best FE could not achieve the optima. Table IV tabulates and compares the function values achieved by our approach with three other methodologies taken from literature [13] , [30] , [31] . In this problem, in terms of best function value, our approach perform successfully, whereas in term of median and worst function value other approaches outperform ours.
We perform a parametric study to investigate the frequency of local searches (τ ). Figure 1 shows the overall function evaluations in vertical axis and τ in the horizontal axis. The parametric study on frequency of local search shows that τ = 1 (local search in every generation) is the best strategy in comparison to all others. The resulting algorithm pushes population members to converge towards the constrained optimum quickly. But in terms of median and worst performance, τ = 5 (local searches after every 5 generations) is better than all others. If we compare the spread (out of 50 runs), the performance of τ = 5 is best compared to all other frequency of local searches. A high frequency of local search is not suggested as the efficiency of the algorithm decreases with an increase in τ . Based on our study, a suggested range of τ is between 1 to 10.
C. Problem TP4
This problem consists of eight decision variables with six constraints (three linear and three non-linear T with an objective function value of f * = 7049.280. All constraints are active at this optimum. Table III shows the efficiency of the present approach. A better objective function value is achieved using our proposed adaptive normalization approach than that of the existing study [26] . In terms of all the performance measures, the present approach outperforms the earlier study. If we compare them with respect to the objective function, the present approach performs better in terms of all (best, median and worst) performance. In Table IV , we compare our optimum function values with three existing approaches. In all these cases our solution dominates all the other solutions. 
D. Problem TP5
This is a non-linear minimization problem which consists of seven design variables and four inequality constraints. The minimum value of variable is at x * = (2.330, 1.951, −0.478, −4.366, −0.624, 1.038, 1.594) T with an objective function value f = 680.630. Both g 1 and g 4 are active constraint. In Table III we present the function evaluations with corresponding objective values. If we compare in terms of best and median performance (with respect to FE) the performance of present approach is better than the previous one but if we compare in terms of function values, earlier approach is slightly better than the present one. This is because of the normalization of constraints. In earlier study normalization was done manually based on problem information; on the other hand constraints are normalized automatically in the present study. From Table IV , we observe that in terms of best performance two existing studies [13] , [31] outperform our method, but in terms of mean and worst performance, our results are better than all others.
E. Problem TP6
This is a non-linear problem having five decision variables. Total number of constraints effecting in this problem are six. Constraints g 1 and g 6 are active at this optimum. The minimum is at x * = (78, 33, 29.995, 45, 36.776)
T with a function value f * = −30665.539. Even though performance of earlier approach [26] is slightly better than the present study (from Table III ), in the earlier case the constraints were normalized manually. Table IV shows that all four algorithms perform (in terms of optimum function value) equally well. From the results it is clear that the proposed adaptive normalization method performs equally well.
F. Problem TP8
This problem has 10 design variables and eight nonlinear inequality constraints. The minimum is at x * = (2.172, 2.364, 8.774, 5.096, 0.991, 1.431, 1.322, 9.829, 8.280, 8.376) T with a objective function value of 24.306. All the six constraints from g 1 to g 6 are active at the minimum point. Table V shows the problem specific normalization value using problem information from our previous study [26] and adaptive normalization value (V j,avg ) proposed in the present study. In terms of FE (from Table III ) earlier approach [26] outperforms current one, but the previous approach never found the optima. In median and worst FE, present approach found the solution optimally. Figure 2 shows the performance of our present approach for a particular typical simulation run. The algorithm was not able to find any feasible solution up to 10-th generation. The first local search is performed after 10-th generation. From Table IV , in terms of best objective function value both present approach and ATMES [13] performed equally well. In terms of mean performance, our approach is slightly better than other three methods. In terms of worst performance the performance of ATMES is better than all other algorithms.
Since no problem knowledge or trial-and-error approach is used to normalize the constraints in our present approach, the performance is expected to be somewhat worse than previous approaches. However, in most test problems, equivalent or better results are obtained using our approach. This speaks of the generality of our adaptive normalization approach. After solving five mathematical test problems we shall now investigate two engineering design problems. These two problems are well studied by evolutionary algorithm researchers.
G. Problem Weld
The objective of the problem is to minimize the fabrication cost of the welded beam [5] . This problem is nonlinear with four variables and five constraints. We use a population size of 80. The minimum solution is found to be x * = (0.244368, 8.29150, 6.218586, 0.244368) T with a function value 2.38113. Table III shows that in terms of FE earlier approach is better than present one but that was achieved based on problem specific normalization which is usually less available in real-world scenario.
H. Three-bar truss design
The volume of the truss structure is to be minimized subject to the stress constraints [32] . Figure 3 shows variation of the objective function value with respect to generations. Starting from initial population all population members are feasible. The updation of R with respect to generation is also shown. First local search is started at the end of 5-th generation and near-optimal solution is achieved. The algorithm takes 5 local searches to meet our termination Table VI shows comparative results of ours with three existing studies taken from literature [33] , [34] , [32] . In addition to total function evaluations (FE), NSGA-II and local search FE has shown separately (Table VI) . Among statistical results, for best performance our algorithm requires only 1, 122 evaluations which is very lower as compared to all, other shown in Table VI . Figure 3 and Table VII we observe that penalty parameter (R) starts with a high value, then it decreases with generation to a suitable value needed to find the optimal solution. V. CONCLUSIONS
In this paper, we have suggested an adaptive normalization based hybrid bi-objective evolutionary and penalty function based classical optimization procedure where constraints are normalized adaptively during the optimization process. The strength of this method stems from the complimentary combination of the evolutionary and the classical optimization method which tend to overcome the overall drawbacks of the individual methods when applied alone. The adaptive normalization ensures that no constraint is dominant thereby providing an equal importance to all constraints. We have tested this adaptive normalization based hybrid algorithm on a number of numerical optimization problems and two engineering design problems. To assess the robustness of the proposed procedure 50 independent runs have been performed resulting in a small variance on the obtained solution. Results have been compared with respect to function evaluations with our previous study achieved with a manual scaling of constraints. The optimum function values have been compared with three existing approaches as well. The study indicates that the proposed adaptive normalization procedure performs well and therefore eliminates the need of any manual normalization of constraints. Future work in this area would be to test the adaptive normalization approach on more real-world problems, where explicit mathematical formulation of constraints may not be available. We plan to extend this method to multi-objective constrained optimization problems as well.
