Abstract. We study representation stability in the sense of Church and Farb of sequences of cohomology groups of complements of arrangements of linear subspaces in real and complex space as S n -modules. We consider arrangement of linear subspaces defined by sets of diagonal equalities x i = x j and invariant under the action of S n permuting the coordinates. We provide bounds on the point when stabilization occurs and an alternative proof for the fact that stabilization happens. The latter is a special case of a very general stabilization result of Gadish and for the pure braid space the result is part of the work of Church and Farb. For this space better stabilization bounds were obtained by Hersh and Reiner.
Introduction
In this paper, we consider arrangements of diagonal subspaces of R dn for natural numbers d and n. Let π be a set partition of {1, ..., n}. Let W . We look into representation stability in the sense of Church and Farb (see [1] ) of these modules. Our main purpose is to prove that sequences of these modules stabilize and to obtain stabilization bounds. This is the content of Theorem 1.1. The fact that these sequences stabilize is a special case of a result of Gadish ([3, Theorem A]). The case Λ = {(2, 1 n−2 )} was proved by Church ([2, Theorem 1]) and for this case Hersh and Reiner provided better stabilization bounds ([4, Theorem 1.1]). For an integer partition λ we write l(λ) for its length. As in [4, Definition 2.5] let rank(λ) := |λ| − l(λ) be the rank of λ.
I thank Nir Gadish for helpful comments.
1 Theorem 1.1. Let Λ be a nonempty finite set of integer partitions of the number n 0 not containing (1 n 0 ). For every n ≥ n 0 let Λ (n) be the set of all integer partitions of n obtained from an integer partition in Λ by adding n − n 0 parts of size 1. Let rank(Λ) = min{rank(λ) | λ ∈ Λ}. For every i and d ≥ 2 the sequence
In Section 2, we provide the definition of representation stability and prove Theorem 1.1. In Section 3, we consider the special case M
We prove that stability in this case starts earlier than in the bound given in Theorem 1.1.
Proof of the main theorem
An integer partition λ of a natural number n is a finite sequence (λ 1 , λ 2 , ...) with λ 1 ≥ λ 2 ≥ ... and i≥1 λ i = n. We sometimes denote λ by (1 m 1 (λ) , ..., n mn(λ) ) where m i (λ) is the number of occurences of the number i in λ for 1 ≤ i ≤ n. Given an integer partition λ = (λ 1 , λ 2 , ...) of n we write λ + to denote (λ 1 + 1, λ 2 , λ 3 , ...). Let V be an S n -representation and λ⊢n a λ S λ , a λ ∈ C, its decomposition into irreducible S n -representations S λ . Then we write
We use the same notation, if we replace S n -representations by symmetric functions (see [5] for background on symmetric functions). As in [5] we write ch for the Frobenius characteristic and s λ for the Schur function indexed by the integer partition λ. The above equation becomes ch(V ) + := λ⊢n a λ s λ+ . Now let n 0 ∈ N. Let {V n } n≥n 0 be a sequence of S n+n 0 -representations or a sequence of characteristics of S n+n 0 -representations. We say that this sequence stabilizes at m ≥ n 0 , if
for all n > m. We say that the sequence stabilizes sharply at m, if m is the smallest integer such that V n = V n−1 + for all n > m. The following lemma is a generalization of [4, Lemma 2.2].
Lemma 2.1. Let λ and α be integer partitions. For every n ≥ α 1 we consider the integer partition (n, α) = (n, α 1 , α 2 , ...). The sequence {s (n,α) s λ } n stabilizes sharply at λ 1 + α 1 . In other words s (n,α) s λ = s (n−1,α) s λ + if and only if n > λ 1 + α 1 .
Proof. Suppose n > λ 1 + α 1 . Let ν be an integer partition of n + |λ| + |α| with (n, α) ⊆ ν. Let LR ν n,λ be the set of all Littlewood-Richardson tableaux of shape ν/(n, α) and weight λ. By the Littlewood-Richardson rule (see [5] ) the multiplicity of s ν in s (n,α) s λ is #LR ν n,λ .
Let ν
′ be the integer partition of n − 1 + |λ| + |α| obtained from ν by replacing ν 1 by ν 1 − 1. We define the map
by the following procedure: Remove the first empty box in the first row of the tableau and then move all other boxes of the first row one place to the left. The two steps are illustrated below with n = 5, α = (1, 1), λ = (3, 1) and ν = (6, 4, 1):
We want to show that the resulting tableau is indeed a Littlewoood-Richardson tableau so that φ is well defined. The only condition that has to be checked is that we have no two 1's in the first two rows that lie above each other. But this follows from n > λ 1 + α 1 , because this implies that n is larger than the number of empty boxes in the second row plus the number of 1's in the second row. φ has an inverse map: Given a tableau in LR
we move the first row one place to the right and put an empty box in the gap. So φ is bijective and #LR ν n,λ = #LR
There is a Littlewood-Richardson tableau of shape ν/(n, α) and weight λ: We look at the Ferrer diagram of ν and put λ 1 many 1's at the end of the second row, λ 2 many 2's at the end of the third row and so on. It follows that we have a Schur function s ν with ν 1 = ν 2 with multiplicity ≥ 1 in the decomposition of s (n,α) s λ . We have
For a finite arrangement A of linear subspaces of R dn the intersection lattice L A is the set of intersections of arbitrarily many elements of A ordered by reversed inclusion. The least element0 is R dn and the greatest element1 is the intersection of all elements of A. For a subset T of L A the join sublattice of L A generated by T consists of all nonempty intersections of arbitrarily many elements of T also ordered by reversed inclusion. If A is an arrangement of diagonal subspaces given by equations of the form w i = w j for
n , the intersection lattice L A is isomorphic to the lattice Π n of set partitions of {1, ..., n} ordered by refinement. For a set partition π ∈ Π n we also write π for the corresponding subspace of R dn . If π ∈ Π n is a set partition into the subsets B 1 , ..., B l of {1, ..., n}, we write π = B 1 |...|B l . In this notation, we havê 0 = {1}|{2}|...|{n}. π is said to be finer than π
We may renumber the sets B 1 , ..., B l such that #B 1 ≥ ... ≥ #B l . The integer partition (#B 1 , ..., #B l ) is then called the type of π. If Λ is a set of integer partitions of n, then Π Λ is the join sublattice of Π n generated by all set partitions of type λ for all λ ∈ Λ.
Proof of Theorem 1.1. By [6, Theorem 2.5(ii)] we havẽ
Since the atoms in Π Λ are of shape λ for λ ∈ Λ, the length of a chain in Π Λ from0 to π has length ≤ rank(µ) − rank(Λ) + 1 and contributes to homology in degree ≤ rank(µ) − rank(Λ) − 1. It follows that if the homologyH codim(π ⊥ which correspond to the singletons of π are zero. It follows that the above copy of S m 1 (µ) acts trivially on H codim(π)−1 (S dn−1 ∩ π ⊥ ). Let S (m 1 (µ)) be the trivial S m 1 (µ) -module. We get the following isomorphism of × j≥1 S m j (µ) [S j ]-modules:
We consider the interval [0, π] in Π Λ (n) . The atoms in [0, π] have ≥ n − n 0 singletons. If we delete min{n − |μ|, n − n 0 } many singletons from π, after renumbering we can view [0, π] as an interval in Π Λ (max{|μ|,n 0 }) . We can also forget about the coordinates of vectors in π ⊥ which correspond to the singletons of π. We have
does not depend on n and we write Vμ for it. Using the transitivity of induction on
where h n−|μ| = s (n−|μ|) . It follows that the characteristic ofH
μ an integer partition with no parts of size 1,
h n−|μ| fμ.
From Lemma 2.1, it follows that the sequence stabilizes at a number being larger than 2|μ| for everyμ occuring in the sum. This is fulfilled at 4(i + 1 − rank(Λ))/(d − 1).
Improved stability bounds for k-equal arrangements
We consider the sequence {H i (M 
The stability of this sequence was also considered by Gadish ([3, Example 6.11]) as an example of his general results. We want to determine lower bounds than the ones given in Theorem 1.1 where stabilization occurs for k ≥ d + 1. Let h n = s (n) be the complete homogeneous symmetric function, e n = s (1 n ) the elementary symmetric function and ω the involutive ring homomorphism of the ring of symmetric functions with ω(h n ) = e n . We write π n for the characteristic ofH n−3 (∆(Π n )) and l n = ω(π n ). For symmetric functions f and g we write f [g] for the plethysm of these two functions.
Then (i) ψ n,q,r,t = ψ n−1,q−1,r,t + if q > n/2 and n ≥ 2.
(ii) ψ n,q,r,t = ψ n−1,q−1,r,t + if d is even, q > tk and n ≥ 2.
(iii) ψ n,q,r,t = 0 if r > t or t > n/k. (iv) ψ n,q,r,t = 0 if q ≤ n/2 and n >
Proof. (i) We have ψ n,q,r,t = f n−q h q for a symmetric function f n−q of degree n − q and h q = s (q) . From Lemma 2.1, we get 
only have terms of degree > t. Then the whole term ψ n,q,r,t is zero. U k only has terms of degree ≥ k. Then f t [U k ] for a symmetric function f t of degree t has only terms of degree ≥ tk. If t > n/k then tk > n ≥ n − q and again ψ n,q,r,t is zero. (iv) Suppose ψ n,q,r,t = 0. We have to show that q > n/2 or n ≤ 2i d−1
. Suppose q ≤ n/2. From ψ n,q,r,t = 0 and (ii) we get r ≤ t. From q ≤ n/2 and i = (d − 1)(n − r − q) + t(k − 2) we get
Using r ≤ t we get
Suppose ψ n,q,r,t = 0 and q ≤ tk. We have to show that n ≤ ki k−d−1
. From q ≤ tk, i = (d − 1)(n − r − q) + t(k − 2) and r ≤ t by (iii) we get
It follows
From (iii) we know t ≤ n/k. It follows
and then
.
. If d is even and k ≥ d + 2, the sequence stabilizes at
Proof. From [6, Theorem 4.4(iii)], we have that the characteristic of the S n -representation
ψ n,q,r,t where ψ n,q,r,t is as in the previous lemma. If q > n/2 then we get ψ n,q,r,t = ψ n−1,q−1,r,t + from Lemma 3.1(i). From Lemma 3.1 (iv) we get ψ n,q,r,t = 0 if q ≤ n/2 and n > )). If k is fixed and i grows, the sequence of bounds appears to increase by 1 in most of the steps especially at the beginning and with large k. Later, there also appear steps with bound differences 2 or 3. 
