Abstract. We continue our investigation on cluster algebras arising from cluster tubes. Let C be a cluster tube of rank n + 1. For an arbitrary basic maximal rigid object T of C, one may associate a skew-symmetrizable integer matrix B T and hence a cluster algebra A(B T ) to T . We define an analogue Caldero-Chapoton map X T M for each indecomposable rigid object M ∈ C and prove that X T ? yields a bijection between the indecomposable rigid objects of C and the cluster variables of the cluster algebra A(B T ).
Introduction
Cluster algebras were introduced by Fomin and Zelevinsky [11] with the aim to set up a combinatorial framework for the study of total positivity in algebraic groups and canonical bases in quantum groups. Since their appearance, the combinatorial structure of cluster algebras has rapidly been found in many other branches of mathematics such as Poisson geometry, Teichmüller theory and representation theory of algebras (cf. [21] ). The discovery in representation theory motivated the development of cluster-tilting theory in cluster categories [4] or more generally in (2-Calabi-Yau) triangulated categories [18, 22, 23] . Meanwhile, cluster-tilting theory provided us with additive categorifications for cluster algebras of skew-symmetric type. In the categorification theory, the cluster-tilting objects and the so-called Caldero-Chapoton map [7] or Palu's cluster character [25] played central roles, which enable us to realize cluster algebra via the geometric structures of objects in the corresponding 2-Calabi-Yau category (cf. also [14, 26] ). Despite great progress during the last decade, it is still an open question that how to construct suitable additive categorification and hence the Caldero-Chapoton map for a general cluster algebra which is not of skew-symmetric type but only of skew-symmetrizable type.
T ? involves varieties consisting of locally free submodules over the endomorphism algebra of T . We remark that the consideration of variety consisting of locally free submodules also appears in the recent work of Geiss et al. [16] . In [16] , Geiss et al. obtained a Caldero-Chapoton formula for an arbitrary cluster algebra of finite type with acyclic initial seed via the category of locally free modules over certain Iwanaga-Gorenstein algebras introduced in [15] . Compare to [16] , we only deal with cluster algebras of type C but with no restriction on initial seeds. Even for the case of cluster algebras of type C with acyclic initial seeds, our proof of Theorem 4.1 is also completely different from the one of [16] . In fact, our proof goes back to [7, 10] . However, it is not possible to apply the proof of [7] directly, since in general the intersection of locally free submodules is no longer locally free. The key step in our proof is to introduce an auxiliary Grassmanian which considers locally free submodules with an extra structure (cf. Section 5 for details).
The paper is organized as follows. In Section 2, we recall the required background from cluster algebras and cluster tubes. After introducing the necessary definitions and notations, we state the main result (Theorem 3.6) in Section 3. We restate the main result as Thoerem 4.1 in Section 4 by using coindex. The rest of Section 4 is then devoted to study the properties of index and coindex. In Section 5, we introduce an auxiliary Grassmanian with respect to an Auslander-Reiten sequence and study the basic properties for Grassimanian of locally free submodules following [7, 10] . The results obtained in Section 4 and 5 are applied to prove our main result (Theorem 3.6) in Section 6.
Convention. Let K be an algebraically closed field. We denote by K × the set of nonzero elements in K. Fix a positive integer n, we denote by e 1 , · · · , e n the standard basis of Z n . For a matrix B, we denote by B tr the transpose of B. For a vector β ∈ Z n and 1 ≤ i ≤ n, let [β : i] be the i-th component of β. For an object M in a category C, denote by M ⊕n the direct sum of n copies of M and |M | the number of non-isomorphic indecomposable direct summands of M . Denote by add M the subcategory of C consisting of objects which are finite direct sum of direct summands of M . For an arrow α : i → j, we denote by s(α) = i the source of α and t(α) = j the target of α.
Cluster algebras and cluster tubes
Throughout this article, we fix a positive integer n. . Let F be the field of rational functions in n indeterminates with coefficients in Q. A seed of F is a pair (B, x) consisting of a skew-symmetrizable matrix B = (b ij ) ∈ M n (Z) and a free generating set x = {x 1 , · · · , x n } of the field F .
For any 1 ≤ k ≤ n, the seed mutation of (B, • the cluster x ′ = {x
′ n } is given by x ′ j = x j for j = k and x ′ k ∈ F is determined by the exchange relation
Let T n be the n-regular tree whose edges are labeled by the numbers 1, 2, · · · , n, so that the n edges emanating from each vertex receive different labels. Fix a seed (B, x) as initial seed, a cluster pattern is the assignment of a seed (B t , x t ) to each vertex t of T n such that
• the seeds assigned to vertices t and t ′ linked by an edge labeled k are obtained from each other by the seed mutation µ k ;
• there exists a vertex t 0 ∈ T n such that (B t0 , x t0 ) = (B, x).
A cluster pattern is uniquely determined by an assignment of the initial seed (B, x) to any vertex t 0 ∈ T n . The matrix B t is the exchange matrix and x t is the cluster of the seed (B t , x t ). Elements of the cluster x t are cluster variables of (B t , x t ). Cluster variables in x t0 are initial cluster variables. The cluster algebra A(B) := A(B, x) is the subalgebra of F generated by all of the cluster variables. The cluster algebra A(B) is of skew-symmetric type provided that B is skew-symmetric, otherwise A(B) is of skew-symmetrizable type.
A cluster algebra is of finite type if it has only finitely many cluster variables. Fomin and Zelevinsky [12] proved that the cluster algebras of finite type are parametrized by the finite root systems. Let
is a generalized Cartan matrix. According to [12] , the cluster algebra A(B) is of type C n if there is a vertex t ∈ T n such that the Cartan counterpart A(B t ) is a generalized Cartan matrix of type C n .
2.2.
Cluster tubes. Let ∆ n+1 be the cyclic quiver with n + 1 vertices. We label the vertex set by {1, 2, · · · , n + 1} such that the arrows are precisely from vertex i to i + 1 (taken modulo n + 1). Denote by T := T n+1 the category of finite-dimensional nilpotent K-representations over the opposite quiver ∆ op n+1 . The category T is called a tube of rank n + 1, which is a hereditary abelian category. Moreover, T is standard, i.e. the subcategory of T consisting of the indecomposable objects is equivalent to the mesh category of the Auslander-Reiten (AR for short) quiver of T . Each indecomposable object of T is uniquely determined by its socle and its length. For 1 ≤ a ≤ n + 1 and b ∈ N, we will denote by (a, b) the unique indecomposable object with socle the simple at vertex a and of length b. . The cluster tube of rank n + 1 is the orbit category C :=
The category C admits a canonical triangle structure such that the canonical projection π : D b (T ) → C is a triangle functor (cf. [3, 5] ). Moreover, it is a Calabi-Yau triangulated category with Calabi-Yau dimension of 2 (cf. [19] ). The AR-translation τ and the suspension functor Σ of D b (T ) induce the AR-translation and the suspension functor of C. By abuse of notations, we still denote by τ and Σ the AR-translation and the suspension functor of C respectively. We remark that there is an isomorphism of functors τ ∼ − → Σ in the category C. The composition of the embedding of T into D b (T ) with the canonical projection π yields a bijection between the indecomposable objects of T and the indecomposable objects of C. We always identify the objects of T with the ones of C by the bijection. In particular, we may say the length of an indecomposable object of C. For an indecomposable object X ∈ C, we will denote by l(X) the length of X.
Let X, Y be indecomposable objects of T , by definition of C and the fact that T is hereditary, we have
According to the Auslander-Reiten duality, we obtain (cf. Lemma 2.1 of
Lemma 2.1. Let X, Y be indecomposable objects of T , we have
Following [5] , morphisms in
be written as the sum of a T -morphism with a D-morphism. It is also well-known that the composition of two T -morphisms is also a T -morphism, the composition of a T -morphism with a D-morphism is a D-morphism, and the composition of two D-morphisms is zero, and no T -morphism can factor through a D-morphism.
For each indecomposable object X = (a, b) ∈ T with b ≤ n, the wing W X determined by X is the set of indecomposables whose position in the AR-quiver is in the triangle with X on top. We also denote by X ⊏ the support of Hom T (X, −) in T . Namely, X ⊏ consists of indecomposable objects Y of T such that Hom D b (T ) (X, Y ) = 0. Dually, we may define ⊐ X to be the support of Hom T (−, X) in T . By Lemma 2.1, we clearly know that an indecomposable object Y ∈ C satisfies that Hom C (X, Y ) = 0 if
The following result is a consequence of Lemma 2.1 and the fact that T is standard.
Lemma 2.2. Let X and Y be indecomposable objects of C with l(X) = n. If Y ∈ W τ X , then
2.3. Algebras arising from cluster tubes. We first recall the definition of basic maximal rigid objects in a 2-Calabi-Yau triangulated category. Let D be a Hom-finite 2-Calabi-Yau triangulated category with suspension functor Σ. An object T ∈ D is rigid provided Ext 1 D (T, T ) = 0 and it is maximal rigid if it is rigid and Ext
It was proved in [5] that the cluster tube C has no cluster-tilting objects but only maximal rigid objects. Moreover, the following descriptions of maximal rigid objects were given. Lemma 2.3.
(1) An indecomposable object X in C is rigid if and only if it has length l(X) ≤ n; (2) Let T be an arbitrary basic maximal rigid object of C. Then |T | = n and T admits a unique indecomposable direct summand, say T 1 , with length n. Moreover, each indecomposable direct summand of T lies in the wing W T1 .
Let T = n i=1 T i be a basic maximal rigid object of C with indecomposable direct summands T 1 , · · · , T n . Denote by A := End C (T ) the endomorphism algebra of T and mod A the category of finitely generated right A-modules. An object X ∈ C is finitely presented by T if there is a triangle
Let pr T be the full subcategory of C consisting of objects which are finitely presented by T . A general result of [31] implies that rigid objects of C belong to pr T . The
induces an equivalence of categories
where pr T / add ΣT is the additive quotient of pr T by morphisms factorizing through add ΣT . Moreover, the restriction of the functor F to the subcategory add T (resp. add Σ 2 T ) yields an equivalence between add T (resp. add Σ 2 T ) and the category of finitely generated projective (resp. injective) A-modules.
The following bijection has been proved in [8, 24] .
Proposition 2.4. The functor F induces a bijection between the indecomposable rigid objects in C\ add ΣT and the indecomposable τ A -rigid A-modules.
We now associate a quiver Q T to T , whose vertices correspond to the indecomposable direct summands of T and the arrows from the indecomposable direct summand T i to T j is given by the dimension of the space of irreducible maps rad(T i , T j )/ rad 2 (T i , T j ), where rad(−, −) is the radical of the category add T . For simplicity, we will also denote the vertex set Q 0 of Q T by Q 0 = {1, 2, · · · , n}, where the vertex i corresponds to T i for i = 1, · · · , n. It is clear that the quiver Q T coincides with the Gabriel quiver of A.
Let Q n be the set of quivers with n vertices satisfying the following conditions: (e) There is a unique loop ρ at a vertex t which has one neighbor, or has two neighbors and its traversed by a 3-cycle.
It has been proved in [29, 30] that the quiver Q T belongs to Q n . Moreover, the endomorphism algebra A of T is determined by its underlying Gabriel quiver Q T . Namely, Theorem 2.5. An algebra is the endomorphism algebra of a basic maximal rigid object in the cluster tube C if and only if it is isomorphic to KQ/I for some Q ∈ Q n , where I is the ideal generated by the square of the unique loop ρ and all paths of length 2 in a 3-cycle.
As a direct consequence of Theorem 2.5, the endomorphism algebra A = End C (T ) is a gentle algebra and there is a unique loop ρ in the Gabriel quiver Q T of A. It is clear that the source of the unique loop ρ is the vertex corresponding to the unique indecomposable direct summand of T with length n.
We refer to [6] for the definition and basic results for gentle algebras. For later use, let us recall the definition of string and the construction of string modules for the algebra A. Let I T be the ideal of KQ T as in Theorem 2.5.
For any arrow β of Q T , denote by β −1 a formal inverse for β, with s(β −1 ) := t(β) and t(β −1 ) := s(β).
A word w = α n α n−1 · · · α 1 of arrows and their formal inverses is called a string of length n ≥ 1 if
for all 1 ≤ i < n, and no subword α i+r α i+r−1 · · · α i nor its inverse belongs to I T . For each vertex u of Q T , we define two strings 1 (u,δ) , δ = ±1, with both s(1 (u,δ) ) = u and t(1 (u,δ) ) = u, and define 1 −1 (u,δ) = 1 (u,−δ) . For each string w of A, one defines a unique string module M (w) for A following [6] . Note that a right A-module identifies a representation of Q 
for 1 ≤ i ≤ n; otherwise set the linear map associated to β −1 to be zero. Then M (w) is the right string A-module associated to the string w.
Example 2.6. Let A be the K-algebra given by the quiver Q
bound by the relations βα = 0, γβ = 0, αγ = 0 and ρ 2 = 0. We know that A is the endomorphism algebra of a basic maximal rigid object, say T = T 1 ⊕ T 2 ⊕ T 3 , in the cluster tube C 4 by Theorem 2.5.
Let w 1 = αργ and w 2 = αρ −1 γ be two strings for A. The right A-modules M (w 1 ) and M (w 2 ) are described as follows
It has been proved in [29, 30] that A is of representation-finite type. Hence each indecomposable A-module is a string module and has a presentation as M (w) for some string w.
T i be a basic maximal rigid object of C with l(T 1 ) = n. Denote by A = End C (T ) the endomorphism algebra of T . For each indecomposable A-module M , we have either
Proof. By the assumption l(T 1 ) = n, we know that the source of the unique loop ρ is the vertex 1.
According to Theorem 2.5 and the description of Q n , we conclude that for each string w, ρ and its formal inverse ρ −1 appear in w at most once. Now the result follows from the construction of string modules.
2.4.
Cluster algebras arising from cluster tube. For a given basic maximal rigid object T = T ⊕ T k in C with indecomposable direct summand T k , the mutation µ k (T ) of T at T k is a basic maximal rigid object obtained by replacing T k by another indecomposable object T * k . The objects T * k and T k are related by the following exchange triangles
where f , f ′ are minimal left add T -approximations and g, g ′ are minimal right add T -approximations.
In this case, T is called an almost complete maximal rigid object and (T k , T * k ) is an exchange pair of C. For each basic maximal rigid object T = n i=1 T i , we define a matrix B T = (b ij ) ∈ M n (Z) as follows
where α Y X denotes the multiplicity of X as a direct summand of Y . The following observation interprets the matrix B T via the quiver Q T (cf. Lemma 2.12 of [13] ).
T i be a basic maximal rigid object of C with l(T 1 ) = n and Q T its associated quiver. Let B T = (b ij ) ∈ M n (Z) be the skew-symmetrizable matrix associated to T . Then for i = j, we have
2|{arrows
The matrix B T is skew-symmetrizable and the associated cluster algebra A(B T ) is of type C n [5] . It is known that the matrix B T and the matrix of the mutation µ k (T ) are related by Fomin-Zelevinsky's
. Moreover, the following result was proved (cf. Theorem
of [5]).
Theorem 2.9. Let T be a basic maximal rigid object of C and A T := A(B T ) the associated cluster algebra. There is a bijection between the set of indecomposable rigid objects of C and the set of cluster variables of A T . The bijection induces a bijection between the basic maximal rigid objects of C and the clusters of A T such that ΣT corresponds to the initial cluster of A T . Moreover, the bijection is compatible with mutations.
2.5.
Another construction of the matrix B T . In this subsection, we give another construction of the matrix B T for a basic maximal rigid object
is the endomorphism algebra of T . Let S i be the simple A-module associated to the indecomposable direct summand T i . Let W be the sum of the cube of the unique loop ρ and all 3-cycles of Q T which gives a potential on Q T . Then A is isomorphic to the Jacobian algebra J(Q T , W ) associated to the quiver with potential (Q T , W ) (cf. Section 6 in [30] for details). To the quiver with potential (Q T , W ), one may construct a so-called Ginzburg dg algebra Γ := Γ (QT ,W ) and we refer to [2] for the precisely construction of Ginzburg dg algebras and the Jacobian algebras associated to quivers with potentials (cf. also [17] ).
Let D(Γ) be the derived category of Γ with suspension functor Σ and D f d (Γ) the finite dimensional derived category of Γ. Namely, D f d (Γ) is the full subcategory of D(Γ) of dg Γ-modules whose homology is of finite total dimension, which is a 3-Calabi-Yau triangulated category (cf. [20] ). Denote by
Note that Γ is a non-positive dg algebra, which implies that there is canonical bounded t-structure on D f d (Γ) whose heart is equivalent to the category mod A (cf. [2] ). In particular, the Euler form −, − Γ induces an anti-symmetric Euler bilinear form −, − a :
More precisely, for any M, N ∈ mod A, we may regard M, N as objects
where the last equality follows from the 3-Calabi-Yau property of
We also introduce the truncated Euler form −, − ≤1 on mod A. For any M, N ∈ mod A, we define
. By definition of B T and Lemma 2.8, we clearly have the following characterization of B T via the anti-symmetric Euler bilinear form −, − a .
T i be a basic maximal rigid object of C with l(T 1 ) = n and B T = (b ij ) ∈ M n (Z) the skew-symmetrizable matrix associated to T . Then
The main theorem
Let T = n i=1 T i be a basic maximal rigid object of C with l(T 1 ) = n. Let A = End C (T ) be the endomorphism algebra of T and mod A the category of finitely generated right A-modules. Denote by τ A the AR translation of mod A. Let e 1 , · · · , e n be the primitive idempotents of A corresponding to T 1 , · · · , T n respectively. Denote by I i the indecomposable injective A-module associated to e i . Recall that we have an equivalence F : pr T / add ΣT → mod A.
3.1. Locally free modules. An A-module M is locally free if M e i is free as a right e i Ae i -module for each i = 1, · · · , n. It is known that the subcategory of locally free A-modules is closed under extensions.
For a locally free A-module M , the integer vector
tr ∈ Z n is called the rank vector of M , where r(M e i ) is the rank of M e i as a free e i Ae i -module.
Remark 3.1. According to Lemma 2.3 and the assumption that l(T 1 ) = n. We have
Consequently, an A-module M is locally free if and only if M e 1 is a free e 1 Ae 1 -module. Moreover, if M is a locally free A-module with dimension Proof. By Proposition 2.4, each indecomposable τ A -rigid A-module is isomorphic to F (X) for some indecomposable rigid object X ∈ C\ add ΣT . According to Remark 3.1, it suffices to show that
, then Hom C (T 1 , X) = 0 and hence F (X) is a locally free A-module.
Recall that we have
In this case, we have
To show that Hom C (T 1 , X) is a free End C (T 1 )-module, it suffices to show that each non-zero morphism
be a non-zero morphism. By Lemma 2.11(iii) of [13] , f induces an isomorphism
which fits into the following commutative diagram
Consequently, we have an isomorphism
which implies the desired result.
Lemma 3.3. Assume moreover that T 1 = (1, n). For each 1 ≤ i < n, the module F ((i, n + 1)) is locally free with
where a 1 , · · · , a r are (formal) arrows of the quiver Q T and ρ is the unique loop.
Proof. Since T is standard, we have
According to Lemma 2.3 (2), each indecomposable direct summand T i belongs to W (1,n) . In order to prove dim F ((i, n + 1)) = dim F ((i + 1, n − 1)), it suffices to show that for any indecomposable object
The set W (1,n) can be divided into the following five disjoint subsets:
. A direct computation shows that
• for any X ∈ S 1 , dim K Hom C (X, (i, n + 1)) = 2 = dim K Hom C (X, (i + 1, n − 1));
• for any X ∈ S 2 ∪ S 3 , dim K Hom C (X, (i, n + 1)) = 1 = dim K Hom C (X, (i + 1, n − 1));
The remain statement follows from the description of Q n in Section 2.3.
3.2.
Grassmanian of locally free modules. For an integer vector e = (a 1 , a 2 , · · · , a n ) tr ∈ N n , we set e = (2a 1 , a 2 , · · · , a n ) tr ∈ N n . For each locally free A-module M and e ∈ N n , we consider the following quasi-projective variety As an application of Lemma 3.3, we have Corollary 3.5. Assume that T 1 = (1, n). For each e ∈ N n and 1 ≤ i < n, we have
Proof. By Lemma 3.3 and the construction of indecomposable string modules(cf. Section 2.3), F ((i, n+ 1)) and F ((i + 1, n − 1)) can be written as
Now it is not hard to see that for each e ∈ N 
we write
Let B T be the skew-symmetrizable matrix associated to T (cf. Section 2.4). Denote by A T := A(B T ) the cluster algebra without coefficients associated to T . For a locally free A-module M with a minimal injective resolution
The Caldero-Chapoton map or Palu's cluster character X M of M (with respect to T ) is defined as follows
The following is the main result of this paper and its proof will be postponed to Section 6.
Theorem 3.6. Let T be a basic maximal rigid object of C with endomorphism algebra A. Denote by A T the cluster algebra associated to T . The Caldero-Chapoton map X ? yields a bijection between the indecomposable τ A -rigid A-modules and the non-initial cluster variables of A T .
According to the Laurent phenomenon [11] , each cluster variable X M is a Laurent polynomial in the initial cluster variables x 1 , · · · , x n . Thus there exists a unique polynomial f (x 1 , · · · , x n ) which is not divisible by any x i such that
The denominator vector of X M is defined to be
As an immediately consequence of Theorem 1.3 of [13] and Theorem 3.6, we obtain Let T = n i=1 T i be a basic maximal rigid object of C. Recall that pr T is the full subcategory of C consisting of objects which are finitely presented by T . Set
Note that ΣT is also a basic maximal rigid object of C. As shown in [30] , if T lies in the wing W (1,n) , then an indecomposable object X lies in pr T if and only if X ∈ F . Moreover, an indecomposable object X lies in pr ΣT if and only if X ∈ ΣF (cf. also [29] ). Define
In particular, R consists of indecomposable rigid objects of C. It is clear that ΣR = R ⊂ pr T ∩ pr ΣT.
Let G 0 (add T ) be the split Grothendieck group of add T . For each X ∈ pr T , we have a triangle
The index ind T (X) of X with respect to T is defined to be
where [ * ] stands for the image of the object * in the Grothendieck group G 0 (add T ). Similarly, for each object X ∈ pr ΣT , there is a triangle
The coindex coind T (X) of X with respect to T is defined to be
It is not hard to see that the index and coindex are well-defined. In particular, for each object X ∈ pr T ∩ pr ΣT , ind T (X) and coind T (X) are defined. For an object X ∈ pr T ∩ pr ΣT such that F (X)
is locally free, we define the Caldero-Chapoton map or Palu's cluster character X T ? of X with respect to T as follows
If X is an indecomposable rigid object in C\ add ΣT , we clearly have coind T (X) = i(F (X)). Consequently, X F (X) = X T X in this case. On the other hand, we also have
which are precisely the initial cluster variables of A T . The main result Theorem 3.6 can be restated as follows.
Theorem 4.1. Let T be a basic maximal rigid object of C and A T the associated cluster algebra.
The Caldero-Chapoton map X T ? yields a bijection between the indecomposable rigid object of C and the cluster variables of A T .
4.2.
Behavior of index and coindex. In this subsection, we establish some basic properties for index and coindex with respect to triangles in C. Throughout this section, we fix a basic maximal rigid object T = n i=1 T i of C with T 1 = (1, n). We begin with the following result which is a direct consequence of the definitions and the fact that R = ΣR (cf. Lemma 2.1 of [25] ).
Lemma 4.2. For any X ∈ R, we have ind T (X) = − coind T (ΣX).
Recall that A = End C (T ) is the endomorphism algebra of T and mod A is the category of finitely generated right A-modules. Let S 1 , · · · , S n be the simple A-modules associated to T 1 , · · · , T n respectively. Denote by P i (resp. I i ) the projective cover (resp. injective hull) of S i . We have a truncated
Euler form −, − ≤1 on mod A and an equivalence
The following result has been proved in [25] (cf. Lemma 2.3 of [25] ). Lemma 4.3. Let X be an indecomposable object of C. If X ∈ pr T , then
If X ∈ pr ΣT , then
, else. Corollary 4.4. Let X ∈ pr T ∩ pr ΣT such that F (X) is a locally free A-module, the coordinate vector of coind T (X) − ind T (X) with respect to the basis
Proof. It suffices to prove the statement for indecomposables. For an indecomposable object X ∈ pr T ∩ pr ΣT , the index ind T (X) and the coindex coind T (X) are well-defined. It is clear that the equality holds for X ∼ = ΣT i by Lemma 4.3. Now assume that X ∼ = ΣT i for any i. Again by Lemma 4.3, we obtain
where the last equality follows from Proposition 2.10.
We now turn to the behavior of index and coindex with respect to triangles. The following proposition is a special case of Proposition 2.2 of [25] .
• If F (g) is surjective and X, Y, Z ∈ pr T , then ind T (Y ) = ind T (X) + ind T (Z);
• If F (f ) is injective and X, Y, Z ∈ pr ΣT , then coind T (Y ) = coind T (X) + coind T (Z).
2 X be an AR-triangle in C with X ∈ R and Y ∈ pr T ∩ pr ΣT .
(a) if neither X nor ΣX belongs to add ΣT , then 0 → F (ΣX)
(b) if X ∼ = ΣT k for some k, then k = 1 and F (Y ) is the maximal locally free factor of F (ΣX) = I k .
Moreover, the coordinate vector of coind T (Y ) with respect to
(c) if ΣX ∼ = ΣT k for some k, then k = 1 and F (Y ) is the maximal locally free submodule of
Proof. For (a), by the equivalence F : pr T / add ΣT → mod A and Proposition 4.5, it suffices to show that 0 → F (ΣX)
is a short exact sequence. Equivalently, F (g) is surjective and F (f ) is injective. Note that ΣX ∈ add ΣT implies that X ∈ add T . Therefore each morphism from T to X is not a retraction. We then deduce that F (g) : F (Y ) → F (X) is surjective by the fact that g : Y → X is a right almost split morphism in Namely, there is a morphism s : T → Σ −1 X fitting into the following commutative diagram
Recall that we also have X ∈ add ΣT , which implies that Σs is not a retraction. Therefore Σt = h • Σs = 0. Consequently, t = 0 and F (f ) is injective.
Let us consider the statement (b). According to the description of pr T and pr ΣT in Section 4.1, it is not hard to see that k = 1 by Y ∈ pr T ∩ pr ΣT . Applying the functor F , we obtain an exact sequence of A-modules
It suffices to show that im
is also an AR-triangle in C. In particular, for j = k and any morphism t : T j → T k , the composition
On the other hand, we clearly have dim
Lemma 4.3, we have the following computation
On the other hand, by Proposition 4.5, we have ind
For (c), it is also easy to deduce that k = 1 by Y ∈ pr T ∩ pr ΣT . Applying the functor F to the
Similar to the case (b), one can show that the image of F (h) is the simple module S k . Therefore F (Y ) is the maximal locally free submodule of P k . The remaining statement is a direct consequence of Proposition 4.5.
For k = 1, Proposition 4.6 gives a characterization of the maximal locally free submodule (resp. factor) of the indecomposable projective (resp. injective) A-module P k (resp. I k ) via the structure of C. Recall that we have T 1 = (1, n). For the case k = 1, we have the following.
Lemma 4.7.
(1) F ((1, n − 1) ⊕ (1, n − 1)) is the maximal locally free submodule of F ((1, n)) = P 1 ;
(2) F ((n + 1, n − 1) ⊕ (n + 1, n − 1)) is the maximal locally free factor of F ((n, n)) = I 1 .
Proof. We prove the statement (1) and the proof of (2) is similar. Let
be one of the exchange triangles associated to the basic maximal rigid objects M = (1, 1) ⊕ · · · (1, n − 1) ⊕ (1, n) and N = (1, 1) ⊕ · · · ⊕ (1, n − 1) ⊕ (n + 1, n). Applying the functor F to the triangle above,
we obtain an exact sequence of A-modules
It suffices to show that dim im F (h) = 2e 1 . For any i = 1, noticing that T i ∈ W T1 , it is not hard to show that any morphism T i → T 1 factors through the morphism g (cf. Lemma 2.11 of [13] ). On the other hand, any non-zero morphism t : T 1 → T 1 does not factor through g and we conclude that dim im F (h) = 2e 1 .
Lemma 4.8. Let 1 ≤ i < n. We have ind T (i, n + 1) = ind T (i + 1, n − 1) and coind T (i, n + 1) = coind T (i + 1, n − 1).
Proof. For each 1 ≤ i < n, we have the following two triangles
Note that the first triangle is an AR-triangle in C. By Proposition 4.6 (1), we know that
is a short exact sequence in mod A. Moreover,
Applying the functor F to the second triangle yields a long exact sequence
According to Lemma 3.3, we have dim F ((i + 1, n − 1)) = dim F ((i, n + 1)). In particular,
is also a short exact sequence. Consequently,
which imply the desired equalities. By Corollary 3.5, we have X
Grassmanian of locally free submodules
Throughout this section, we fix a basic maximal rigid object T = n i=1 T i of C with T 1 = (1, n). Denote by A = End C (T ) the endomorphism algebra of T . Recall that we have an equivalence F : pr T / add ΣT → mod A. The aim of this section is to establish certain basic properties for Grassimanian of locally free submodules.
5.1.
Identification of A-modules with representations. Let Q = (Q 0 , Q 1 ) be the opposite Gabriel quiver of A with Q 0 = {1, · · · , n} the set of vertices and Q 1 the set of arrows. By the assumption l(T 1 ) = n, we know that vertex 1 is the unique vertex associated to the unique loop ρ. Let I be the ideal of the path algebra kQ generated by the square of the unique loop and all paths of length 2 in a 3-cycle. Then mod A is equivalent to the category rep(Q, I) of finite dimensional representations of the quiver with relation (Q, I). In the following, we will identify an A-module with a representation of (Q, I).
Let X be an indecomposable object in pr T \ add ΣT such that F (X) is locally free. By abuse of notations, we still denote by F (X) = (F (X) i , F (X) α ) i∈Q0,α∈Q1 the representation in rep(Q, I) which corresponds to the module F (X) ∈ mod A. It is not hard to see that F (X) i = Hom C (T i , X). For any
In this case, F (X) 1 admits a canonical decomposition of one-dimensional vector spaces as follows:
We remark that Hom C (ρ, X) is a K-linear isomorphism of one-dimensional K-vector spaces. Let Y be an indecomposable object of pr T \ add ΣT such that F (Y ) is locally free with dim K Hom C (T 1 , Y ) = 2 and
such that the linear map F (f ) 1 has the following presentation
that N is τ A -rigid. By Proposition 2.4, we may assume that N = F ((a, b)) for some 1 ≤ b ≤ n such that neither (a, b) nor (a − 1, b) belong to add ΣT . Consequently, the AR sequence is the image of the AR triangle 
For each g ∈ N n , we introduce the following auxiliary Grassmanian of M with respect to the morphism ι and κ:
| both ι −1 (U ) and κ(U ) are locally free}.
Proposition 5.1. Keep the notations as above. For each g ∈ N n , consider the following morphism
Then the fibre ζ
Proof. For each g ∈ N n , consider the following morphism of varieties
It has been proved in [10] that the fibre ζ In particular, U is a locally free A-module with rank vector rank U = g. Consequently, U ∈ Gr We have the following main result of this section. Proposition 5.2. Keep the notations as above. For each g ∈ N n , we have
Before proving the above result, let us first recall an interpretation of points of Gr lf g (M ) as morphisms. Basing on the interpretation, we will define a K × -action on Gr
another injective morphism with im ϕ ′ = U ′ , then there exists an automorphism φ : U → U such that
Denote by U the preimage of U in pr T \ add ΣT . Recall that we have an equivalence F : pr T / add ΣT → mod A ∼ = rep(Q, I). In the following, we identify M with
Since each morphism in C can be written as a sum of a T -morphism with a D-morphism, we may write h U = h U,0 + h U,1 , where
We then define
Proof. It suffices to show that im F (h U,0 + ch U,1 ) ∈ Gr lf g (M ) and the definition is independent of the choice of the morphism h U .
In order to prove im F (h U,0 + ch U,1 ) ∈ Gr lf g (M ), it suffice to show that F (h U,0 + ch U,1 ) is injective. Let g := g 0 + g 1 : T i → U be a morphism such that (h U,0 + ch U,1 )g = 0, where g 0 is a T -morphism and g 1 is a D-morphism. Note that the composition of two D-morphisms is zero. We have
In particular, h U,0 g 0 = 0 and ch U,1 g 0 +h U,0 g 1 = 0. Consequently, h U,0 (cg 0 ) = 0 and h U,1 (cg 0 )+h U,0 g 1 = 0, which implies that (h U,0 + h U,1 )(cg 0 + g 1 ) = 0. Note that, as F (h U,0 + h U,1 ) is injective, we have
where f U,0 is a T -morphism and f U,1 is a D-morphism. We need to show that im
U → U be a lift of φ, where t 0 is a T -morphism and t 1 is a D-morphism. Namely, F (t) = φ. Then we obtain
which implies that there exists a morphism s : U → M factorizing through add ΣT such that f U = h U t + s. We can also rewrite s as s = s 0 + s 1 such that s 0 is a T -morphism and s 1 is a D-morphism.
It is clear that both s 0 and s 1 factor through add ΣT . Putting all of these together, we compute
In particular, f U,0 = h U,0 t 0 + s 0 and f U,1 = h U,0 t 1 + h U,1 t 0 + s 1 . Consequently,
Recall that φ = F (t 0 + t 1 ) is an isomorphism of F ( U ). Similar to the above discussion, one can show that F (t 0 + ct 1 ) is also an isomorphism of F ( U ). Hence we have
Proof. By N ∈ (2, n) ⊏ ∩ ⊐ (n, n), we deduce that M has exactly two indecomposable direct summands For U ∈ Gr we can decompose U as U = V ⊕ W such that V is indecomposable and
The morphism h U induces a K-linear map F (h U ) 1 as
As F (h U ) is injective, we conclude that at least one of h X,0 and h Y ,0 is non-zero. Without loss of generality, let us assume that h X,0 = 0. Note that, as V and
Lemma 2.10 in [13] ). In particular,
On the other hand, by the assumption that κ : M → N is the image of the 
are isomorphisms of one-dimensional K-vector spaces. We may identify each one-dimensional Homspace with K by choosing a suitable basis such that the morphisms have the following presentations:
Consequently, we have
is not a locally free A-module. Hence we have 1 − a = 0 and x − y = 0. For c ∈ K × , denote by
for c = 1, which implies that the action is free. Let R = (1, 1) ⊕ · · · (1, n − 1) ⊕ (1, n) and S = (1, 1) ⊕ · · · (1, n − 1) ⊕ (n + 1, n) be two basic maximal rigid object of C. There exist two exchange triangles associated to R and S. Namely,
The following result computes the exchange relation between the Caldero-Chapoton maps of T 1 = (1, n) and ΣT 1 .
Proposition 6.2. We have
Proof. By definition, we have X T ΣT1 = x 1 and
Denote by M = F ((1, n − 1)). According to Lemma 4.7, we may rewrite
On the other hand, by Proposition 4.5 we have
and by Corollary 4.4 we have
Putting all of these together, we compute be the AR triangle in C. We separate the proof into three cases. 6.2. Proof of the Main Theorem: It suffices to prove Theorem 4.1. Let T = T 1 ⊕ · · ·⊕ T n be a basic maximal rigid object of C with T 1 = (1, n) and A T the associated cluster algebra without coefficients.
Let T n be the n-regular tree. We fix a cluster pattern for the cluster algebra A T by assigning the initial cluster x = {x 1 , · · · , x n } to the root vertex t r . On the other hand, we may also assign each vertex t ∈ T n a basic maximal rigid object T t = n i=1 T t,i such that • T tr = ΣT 1 ⊕ · · · ⊕ ΣT n .
• If t k t ′ is an edge of T n labeled by k, then µ k (T t ) = T t ′ .
By Theorem 2.9, there is a bijection between the basic maximal rigid objects of C and the clusters of A T , which is compatible with the mutations. Note that A T has only finitely many cluster variables and by the definition of the Caldero-Chapoton map, we already have X T ΣTi = x i . Thus, for each indecomposable rigid object M ∈ C, to show X T M is the cluster variable associated to M , it suffices to find a finite path in T n such that (a) each indecomposable rigid object appears as a direct summand for some basic maximal rigid objects associated to the vertices on the path; (b) X T M is compatible with the exchange relations appears in the path.
