Dynamic communication and routing play important roles in the human brain to facilitate flexibility in task solving and thought processes. Here, we present a network perturbation methodology that allows to investigate dynamic switching between different network pathways based on phase offsets between two external oscillatory drivers. We apply this method in a computational model of the human connectome with delay-coupled neural masses. To analyze dynamic switching of pathways, we define four new metrics that measure dynamic network response properties for pairs of stimulated nodes. Evaluating these metrics for all network pathways, we found a broad spectrum of pathways with distinct dynamic properties and switching behaviors. Specifically, we found that 60.1% of node pairs can switch their communication from one pathway to another depending on their phase offsets. This indicates that phase offsets and coupling delays play an important computational role for the dynamic switching between communication pathways in the brain.
will be influenced by their interaction time windows. 26 To test these hypotheses, we approximate cortico-cortical communication processes 27 via a computational network model of delay-coupled, oscillating nodes. We introduce an 28 extrinsic stimulation set-up for this model that allows to detect network interactions 29 between pairs of nodes. This stimulation approach relies on the entrainment of a given 30 pair of nodes to oscillate at the same frequency, but with a certain phase lag relative to 31 each other. Comparing the coherence along different pathways over different stimulation 32 phase offsets then reveals the phase preferences for different routes. While Fig 1A   33 illustrates the extrinsic stimulation setup, Fig 1B motivates the use of different 34 stimulation phase lags. It is important to note that even in the absence of any 35 interaction through the network, there might be some induced trivial coherence between 36 two stimulated nodes due to the external signal ( Fig 1B) . Thus, the coherence is 37 measured for many different stimulation phase offsets and the measurement with the 38 lowest coherence is chosen as the baseline. Any deviation in the coherence from this 39 baseline can be attributed to induced changes in the coupling between the two 40 stimulated nodes through the network, which may happen due to a switching in the 41 pathways (compare Fig 1C and 1D) . We propose that these differences in phase 42 preferences at different pathways act as a switching and gating mechanism used by the 43 brain to establish communication between remote brain areas when needed. Our 
Computational Model

47
Our computational model (Fig 2) is based on the widely used Jansen-Rit neural mass 48 model [20] which employs a mean-field approach to model the interaction between cell The function σ(V ) that transforms average membrane potentials to firing rates 52 is a parameterized sigmoid (depicted in cyan). The standard parametrization originally 53 proposed by Jansen and Rit reflects cortical oscillatory activity in the alpha frequency 54 band. These parameters were chosen based on experimental findings in the neuroscience 55 literature and are reported in Table 2 in the Methods and Materials section. Since the 56 purpose of this article is the investigation of the effect of pathway time-scales on neural 57 synchronization processes and not the effect of node time-scales, we decided to use this 58 standard parametrization for each node in our network [20] .
59
For the purpose of investigating networks of extrinsically perturbed Jansen-Rit 60 models, the following two extensions were added: First, we coupled multiple Jansen-Rit 61 nodes via delayed, weighted connections between their infragranular pyramidal cell 62 populations (depicted in yellow). Secondly, weak external drivers were applied at two 63 stimulation sites influencing the average membrane potential of the infragranular layer 64 with phase offset ∆ϕ between the two drivers (depicted in purple). simulations, we use the computational model defined in the previous section.
80
Simple Models With 2 or 3 Nodes
81
The idea behind the extrinsic stimulation approach can be well explained using a simple 82 toy-model of 2 directly coupled Jansen-Rit nodes, where each node is stimulated with a 83 f ext = 11 Hz sinusoidal signal with strength c ext = 0.25 mV. Fig 3 shows the coherence 84 between the driven nodes for systematic changes in the phase offset between the stimuli 85 and the distance between the coupled nodes. While uni-directionally coupled nodes can 86 have preferences for any stimulation phase offset, as shown in Fig 3A, bi-directionally 87 coupled nodes are more susceptible for stimulation at in-or anti-phase (see Fig 3B) . phase offset preferences, depending on their length [21] .
91
To quantify the modulation of communication, we define the 92 pathway-synchronization-facilitation (PSF), measuring for a given pair of weakly 93 stimulated network nodes k i and k j how their interaction is dependent on specific phase 94 offsets:
where coh(k i , k j , ∆ϕ) is the coherence between network nodes k i and k j for node. We used bi-directional couplings for both connections and both end nodes were 104 stimulated as described previously. As can be seen in Fig 3C and 3D , the interaction 
Connectome Model Without Stimulation
109
As shown in the previous section, the coherence in a network of only three nodes can The selection of parameters was based on the rationale to match the functional 127 connectivity observed in the network model as good as possible to empirical EEG-based 128 functional connectivity from human subjects. We performed a grid search over global coherence between the stimulated nodes at each phase offset. As argued above, finding 146 differences in the coherence over stimulation phase offsets would indicate phase-specific 147 communication modulation between the stimulated nodes. Before analyzing PSF effects 148 in the connectome model, it was necessary to determine the optimal stimulation 149 frequency and strength for this model. This was performed in two steps. First, we 150 stimulated a single region in our network with a stimulus of varying frequency (4-22 Hz) 151 and strength (0.01-2 mV) while evaluating the coherence between region and stimulus. 152 The mean coherence (mean over 5 different stimulated nodes) for each parameter 153 combination can be observed in Fig 5A. They reflect the well-studied relationship 154 between a driver and an oscillator described by the so-called Arnold tongue [23] . Since 155 our main analysis will focus on coupling effects through different network paths between 156
March 18, 2019 7/16 two stimulated nodes, we also calculated the coherence between stimulus and all 157 network nodes (Fig 5B) . This average coherence to the full network was strongest at 158 9-11 Hz, which is also the intrinsic frequency of unperturbed network nodes [24] .
159
Interestingly, at this frequency the coherence to the directly stimulated node was 160 weakest (compare Fig 5A) . Based on this, we set the frequency of our stimulus to 11 Hz, 161 at which the network (and not only the directly stimulated node) was most susceptible 162 for entrainment by an external stimulation.
163
In a second step, we stimulated pairs of nodes with 11 Hz stimuli. We varied the parameters were chosen to be the same as for the previous simulation. As can be seen in 167 Fig 5C and Fig 5D, analysis of variance showed that the effect of shortest path length (minimum number of 197 edges seperating a pair) on log(PSF) was significant, F(5,521) = 97.6141, p < .0001. As 198 can be seen in Fig 6A, we observed the trend that the PSF effect decreases with the 
Evaluation of Pathway Activation
213
Having described the influence of the external driver on the coherence between 214 stimulated nodes, we next identified which particular pathways were involved in this 215 interaction. For this analysis, we define the pathway activation (PA) for a pathway 216 through n nodes k i with i = 1..n at a phase offset ∆ϕ as the minimum of the pairwise 217 coherences between neighboring pathway nodes:
In other words, if communication fails at any point along a pathway, leading to a 219 reduced coherence between the involved nodes, this is considered to be a bottleneck for 220 the information flowing through that pathway. We evaluated the pathway activation
221
(PA) for all pathways of up to n = 5 nodes connecting a given pair of stimulated nodes 222 for all stimulation phase offsets. Doing this for each stimulated node pair, we found 223 different classes of pathway interactions: Some pairs show only a very small selectivity 224 for the stimulation phase offset (Fig 7A) , while other node pairs were connected by 225 paths with PA values with a strong dependence on the phase offset (Fig 7B, 7C) . similar to the PSF as
Pathways with relatively constant PA values for all stimulation phase offsets have a low 233 PPS (example in Fig 7A) , while pathways with a high variation in the PA values have a 234 high PPS (example in Fig 7B and 7C) . The evaluation of PPS values for all node pairs 235 results in a bimodal distribution (Fig 7F) . The activation of pathways in the first mode 236 at P P S = 0.1 is very hard to influence with phase offsets. But we also found many 237 node pairs with pathways in the second mode at P P S = 0.35. The communication of 238 these later node pairs can be modulated using different phase offsets.
239
In a next step, we analyzed the relationship of pathway-specific phase preferences (as 240 shown in Fig 7A-C) to the phase preferences of the stimulated nodes (as shown in 241 Fig 5C-D) . We chose the most active pathway per node pair (averaged over all 242 stimulation phase offsets) and calculated the phase difference between the stimulation 243 phase offset with the highest coherence and the stimulation phase offset with the 244 highest PA. The histogram of these phase differences is significantly different from 245 uniform, χ 2 (15, N = 514) = 273.05, p < .001, and has a peak at 0 (Fig 7G) . In contrast, 246 a similar analysis for the second strongest pathway (excluding all pathways with 247 overlapping sections with the strongest path), results in a histogram that does not differ 248 from a uniform distribution, χ 2 (15, N = 514) = 14.06, p = 0.52 (Fig 7H) . Therefore, we 249 conclude that the pathway with the strongest PA shows a similar phase preference as 250 the coherence between the two stimulated nodes.
251
Finally, we quantified the switching between the strongest and second strongest 252 pathway per node pair. To this end, we define the pathway switching index (PSI) 253 between pathways P 1 and P 2 as
The PSI is positive if the two pathways switch their activation depending on the 255 stimulation phase offset, meaning that at one phase offset the first path is more active 256 and at another phase offset the second path is more active. We found that 60.1% (309 257 of 514) of node pairs have a positive PSI between their non-overlapping strongest and synchronize. This finding is in line with the communication-through-coherence theory 275 that predicts neural communication to critically depend on oscillatory phase differences 276 and has received support from various experimental results [18] . properties of network graphs.
323
Materials and Methods
324
In the following, we present the detailed parameters of the neural mass model, the 325 preprocessing of the structural connectivity, and the functional connectivity.
326
Neural Mass Model
327
All simulation results reported refer to 16 minutes of simulated network behavior, using 328 an explicit Euler method with an integration step-size of 0.5 ms. The parameters of the 329 neural mass model are shown in Table 2 . In the Jansen-Rit model, signal transmission between cell populations is realized via 331 a convolution of average pre-synaptic firing rates with a post-synaptic response kernel. 332 These convolution operations are mathematically described by the coupled ordinary connections [32, 33] . Thus we decided to restrict our analysis to the cerebral cortex of a 346 single hemisphere. To this end, we used the same structural imaging data, 347 pre-processing and probabilistic tracking pipeline as reported by Finger et al. [19] , but 348 restricted subsequent processing to the 33 regions of interest (ROIs) of the left 349 hemisphere. This data set included diffusion-and T1-weighted images acquired from 17 350 healthy subjects (7 female, age mean = 65.6y ± 10.9y) with a 3 Tesla Siemens Skyra
330
351
MRI scanner (Siemens, Erlangen, Germany) and a 32-channel head coil. The 33 ROIs 352 were registered individually for each subject based on the 'Desikan-Killiany' cortical 353 atlas available in the Freesurfer toolbox (surfer.nmr.mgh.harvard.edu) [34] . This gave us 354 the euclidean distances between each pair of ROIs. The incoming connections to each region were normalized such that they summed up to 1. Since we were only interested 356 in synchronization along indirect pathways, we needed some connections in our model to 357 be strictly 0. Otherwise, it would be difficult to exclude potential synchronization along 358 very weak direct connections. Hence, we chose to set all connections below a strength of 359 0.1 to zero. Afterwards, we re-normalized the input to each region such that they 360 summed up to 1. The resulting SC matrix as well as the pair-wise distances are 361 visualized in Fig 4A and 4B in the main paper.
362
Empirical Resting-State Functional Connectivity
363
Based on those SC and distance information we aimed to build a model of cortical 364 activity able to reflect empirically observed synchronization behavior. Thus we needed 365 empirical observations of cortical activity to evaluate our model. For this purpose, we 366 acquired EEG data from the same 17 subjects as described above. This was done with 367 63 cephalic active surface electrodes arranged according to the 10/10 system (actiCAP 368 R Brain Products GmbH, Gilching, Germany) for eight minutes of eyes-open 369 resting-state. Again, data acquisition and pre-processing followed the same procedure as 370 reported by Finger et al. [19] . EEG time-series from the surface electrodes were 371 projected onto the centers of the ROIs via a linear constraint minimum variance spatial 372 beam former [35] . The resulting source-space signals were band-pass filtered at 10 Hz 373 and turned into analytic signals using the Hilbert transform. Subsequently, functional 374 connectivity was evaluated as the coherence between all pairs of ROIs [36] . This 375 resulted in the 33 x 33 functional connectivity matrix that can be observed in Fig 4C in 376 the main paper and served as optimization target for our model. 
