This paper presents a new multiobjective type optimization algorithm known as a Multiobjective Optimization Simulated Kalman Filter (MOSKF). It is a further enhancement of a single-objective Simulated Kalman Filter (SKF) optimization algorithm. A synergy between SKF and Non-dominated Solution (NS) approach is introduced to formulate the multiobjective type algorithm. SKF is a random based optimization algorithm inspired from Kalman Filter theory. A Kalman gain is formulated following the prediction, measurement and estimation steps of the Kalman filter design. The Kalman gain is utilized to introduce a dynamic step size of a search agent in the SKF algorithm. A Non-dominated Solution (NS) approach is utilized in the formulation of the multiobjective strategy. Cost function value and diversity spacing parameters are taken into consideration in the strategy. Every single agent carries those two parameters in which will be used to compare with other solutions from other agents in order to determine its domination. A solution that has a lower cost function value and higher diversity spacing is considered as a solution that dominates other solutions and thus is ranked in a higher ranking. The algorithm is tested with various multiobjective benchmark functions and compared with Non-Dominated Sorting Genetic Algorithm 2 (NSGA2) multiobjective algorithm. Result of the analysis on the accuracy tested on the benchmark functions is tabulated in a table form and shows that the proposed algorithm outperforms NSGA2 significantly. The result also is presented in a graphical form to compare the generated Pareto solution based on proposed MOSKF and original NSGA2 with the theoretical Pareto solution.
Introduction
Multiobjective optimization (MOO) algorithm is a class of optimization algorithms that deals with a problem that consists of two or more objectives. In some cases, the objectives have a proportional relationship to each other. Increasing a value of one objective may cause a value of another objective to increase or vice versa. On the contrary, in some other cases, the objectives are conflicting to each other. They have an inverse relationship to each other. Increasing a value of one function may reduce a value of another function. For a problem that consists of two objectives, a Pareto Front (PF) is introduced. It contains definite number of solutions that provide a trade-off between the two objectives. Some of the solutions may favour to the first objective while some other solutions may incline to the second objective. The PF also provides a solution with a balanced, a trade-off between the objectives. However, to find a PF that provides an accurate solution with a good diversity satisfying those objectives is challenging.
Due to the challenges, research on MOO algorithm is gaining attentions from researchers worldwide. Different strategies of multiobjective type algorithms have been introduced. Okabe et. al (2004) [1] proposed a Voronoi-based estimation MOO algorithm where a Voronoi mesh was utilized to generate various new offspring of search agents. Guzman et al (2010) [2] proposed a MOO that utilized a chemotaxis strategy of Escherichia Coli bacteria. Alvarez et al (2011) [3] developed a Multiobjective Gravitational search Algorithm (MOGSA). It is formulated based on the well-known theory of gravity and interaction of masses. Savsani and Tawhid (2017) [4] proposed a Nondominated sorting Moth Flame Optimization (NS-MFO) that inspired from a strategy of a moth to move in a spiral way around a light source. Nasir et. al (2017) [5] and Azwan et al. (2018) [6] proposed a Multiobjective Spiral Dynamic Algorithm (MOSDA) that was formulated inspired from a spiral phenomena in nature. All the algorithms mentioned earlier adopted nondominated sorting (NS) approach that was introduced by Deb et. al (2002) [7] to determine nondominating solutions as a way to develop MOO type algorithm. It is noted that all these MOO algorithms introduced after the NSGAII have a better performance compared to NSGAII. It implies that the application of NS with the help of a single-objective optimization algorithm can produce a good performance of MOO algorithm. This paper proposes another MOO type algorithm namely Multiobjective Simulated Kalman Filter (MOSKF) algorithm. It is developed through a synergy of a single-objective Simulated Kalman Filter (SKF) algorithm that was introduced by Zuwairie et. al (2016) [8] with Mutation and Crossover operators, NS and Crowding Distance (CD) approaches that were introduced by Deb et al. (2002) . The rest of this paper is organized as follows. Section II explains about Kalman Filter (KF), the SKF and the proposed MOSKF in details. Section III presents benchmark functions and performance test setup for the proposed MOSKF. Section IV presents an analysis and discusses result of the test and finally Section V gives a conclusion of the paper.
KF, SKF and MOSKF
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A. Kalman Filter
Two main stages in KF are known as prediction and measurement stages. Prediction stage is a process to predict state variables of a system of interest based on prior information of the state variables at previous time and their corresponding prediction noise. It also involves the calculation of a variance associated with the prediction of the state variables. On the other hand, the measurement stage is a process to read information about the state variables at current time with consideration of measurement noise. Combination of the information from the prediction and measurement stages is then used to estimate the next state variable of the system of interest. It also involves the calculation of a variance associated with the measurement of the state variables. The process is recursively occurred.
B. Simulated Kalman Filter Optimization
SKF algorithm is developed inspired from a theory of a KF. There are three main stages of the SKF algorithm, which is known as prediction, measurement and estimation. Prediction and measurement of SKF and KF are the same. However, the combination of prediction and measurement data in KF is known as an estimation stage in SKF.
In developing an optimization algorithm, a KF is considered as an individual agent in which acts to search theoretical global optima solution. Every agent carries information about a system's state variable. It reflects the position of an individual agent in search space. This is shown in equation (1):
is a position of an agent, i is a number of an agent, D is a search space dimension and t is a number of iteration. In the prediction stage, the equations (2) and (3) take place.
is a predicted position of an agent.
and Q are a current variance associated with the prediction, a previous variance associated with the prediction and prediction noise covariance which is defined as a constant respectively. In the measurement stage, the search agents are set to move in a random manner through the utilization of the predicted position and it is implemented by using equation (4).
is to introduce random behavior in the agents movement. Equation (4) also measures a new position of the search agents. Information from equations (2) -(4) is then used in the final stage of SKF algorithm to estimate and update the agents' position.
Equations (5), (6) and (7) are applied and thus complete the algorithm's cycle.
is the i agent's current position and K is a Kalman gain and is defined as (6) .
where R is an estimation noise covariance which is defined as a constant.
where P(t) is the a current variance associated with the estimation.
C. MultiObjective Simulated Kalman Filter Algorithm
The SKF is converted to MOSKF by applying NS approach of NSGAII. NS is a technique used to classify and sort a potential solution in comparison to other solutions based on its accuracy and distance of the solution to the others along a Pareto Front (PF). A solution that has relatively a better accuracy and a distance away from the other solution is known as a nondominated solution and thus is ranked in higher ranking. On top of that, Mutation and Crossover operators of Genetic Algorithm (GA) [9] are also adopted into the MOSKF. The first three agents that have good fitness and the last three agents with worst fitness are selected to undergo the Mutation and Crossover operations. Limited agents are selected in the strategy is to avoid a more complex algorithm while the adoption of both operators is to introduce more randomness. Flowchart of the MOSKF algorithm is shown in Figure 1 .
Benchmark functions and Test Setup
The proposed MOSKF is tested with three standard benchmark functions in comparison to NSGAII. Functions 1-3 represent Fonseca-Fleming [10] , Schaffer [11] and Kursawe [12] functions respectively. The functions 1-3 are set to have 3, 2, 3 variables respectively. Mathematical representation and search range of the functions are summarized in Table I .
Both MOSKF and NSGAII are set such that they have 50 search agents in total. They are allowed to search the theoretical optimal solution up to maximum of 20,000 number of cost function evaluation. Following the work of [8] , initial error covariance, prediction error and measurement error for the MOSKF are set as 1,000, 0.5 and 0.5 respectively.
On the other hand, Crossover percentage, Mutation percentage and Mutation rate for the NSGAII are defined as 70, 40 and 0.02 respectively. A standard random function is used for both Mutation and Crossover operations in MOSKF and NSGAII.
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Result and Discussion
Assessment of the performance is done in terms of the accuracy of the solution to reach the PF as well as its corresponding diversity along the PF line. Figures 2-4 show PF graph of MOSKF and NSGAII algorithms tested on Fonseca-Fleming, Kursawe and Schaffer functions. The round-dotted or blue color graph represents MOSKF acquired PF while the star-dotted or red color graph represents NSGAII acquired PF. Graphically, it is noted that for all three functions, PF solution set for both MOSKF and NSGAII algorithms have achieved a good and comparable accuracy. However, MOSKF presents a PF solution set that is more uniformly distributed. A solution set is considered to have the best performance if it exactly lies co-inside and at the same time is distributed uniformly along the theoretical PF line. A more accurate analysis is presented in terms of numerical value. On the accuracy assessment, a parameter that is called Generalizational Distance (GD) is evaluated, while on the diversity, parameters that are named as Spacing (S) and Maximum Spread (MS) are measured. Smaller value for GD and S indicates better accuracy and diversity respectively. A larger value of MS indicates a better spread along the theoretical PF solution. In other words, it has covered a longer line along the PF solution. Tables II and III show result of the 
CONCLUSION
A new multiobjective optimization algorithm which is known as MOSKF has been proposed in this paper. It is developed based on Simulated Kalman Filter optimization that is inspired from a Kalman Filter theory. A fast elitism Nondominated Sorting approach has been incorporated to solve the multiobjective domain. The proposed MOSKF has been tested with several standard benchmark functions and compared with NSGAII. The accuracy and diversity performances of the algorithms have been analyzed and discussed. Results of the test have shown that the MOSKF has outperformed the NSGAII for most of the functions. In the future, the algorithm will be used to solve a real world application and more complex problem. 
