A method to actively localize a small perturbation in a multiple scattering medium using a collection of remote acoustic sensors is presented. The approach requires only minimal modeling and no knowledge of the scatterer distribution and properties of the scattering medium and the perturbation. The medium is ensonified before and after a perturbation is introduced. The coherent difference between the measured signals then reveals all field components that have interacted with the perturbation. A simple single scatter filter (that ignores the presence of the medium scatterers) is matched to the earliest change of the coherent difference to localize the perturbation. Using a multi-source/receiver laboratory setup in air, the technique has been successfully tested with experimental data at frequencies varying from 30 to 60 kHz (wavelength ranging from 0.5 to 1 cm) for cm-scale scatterers in a scattering medium with a size two to five times bigger than its transport mean free path.
I. INTRODUCTION
The single scattering approximation is not sufficient for imaging a target or a change in a multipath environment where the transport mean free path is smaller than the size of the scattering medium. To recover a change or a target location from remote sensing data, one can do an inversion using a full scattering model that describes all multiple interactions with the medium. 1 However, in areas of nondestructive testing, 2, 3 biomedical imaging, 4,5 underwater acoustics, 6, 7 and seismology, 8, 9 or for a specific application as target tracking in a forest, 10 the multipath environment is usually not entirely known; thereby making it difficult to model the full multi-scattered field.
Another approach is to perform an inversion using a partial scattering model derived from the available information and extract that part of the data that fits this model to locate the perturbation. Noting the phase coherent nature of wave propagation through multiple scattering media, some information is still present in the scattered field that may be used to detect, locate, or characterize a target. 3 For example, the scattering cross section of a moving target in a cavity can be determined from the decay of the coherent acoustic intensity over many realizations of the scattering medium. 11, 12 Coda wave interferometry methods 8, 13, 14 detect a coherent change by implementing cross-correlation between a perturbed and unperturbed field. This approach is used in conjunction with a diffusive model to locate a perturbation embodied in a multiple scattering environment. 2 Finally, a coherent change can also be detected by taking the difference between a perturbed and unperturbed field. 1, 10 Based on the analysis of this coherent difference, Liu et al. 15 presented a method to locate a perturbation that requires prior measurement and estimation of the scattering medium Green's functions. Alternatively, Aubry and Derode 4, 5 described a method to detect and locate a strong target without modeling the multiple scattering medium, but their technique is not sensitive to a weak perturbation.
This paper presents a technique to locate a local change in the medium, which represents the target. The change may be as weak as the individual scatterers from the scattering medium, and the method does not require any prior knowledge or estimation of the multiple scattering medium properties. The approach is based on the analysis of the coherent change defined as the difference between a perturbed and unperturbed field. This subtraction operation coherently suppresses most of scattering contribution from the medium and brings out scattering interactions with the perturbation. The data for this latter process are obtained by either introducing/removing a new scatterer or by the change in position of one scatterer in the scattering medium. As a result, the earliest change occurring in the time domain subtracted field corresponds to the single scattering interaction with the disturbance. Starting from this consideration, locating the perturbation is achieved by inverting the data using a single scattering model from this earliest change. In particular, a single scattering model is constructed from a free field model between the source and the perturbation and between the perturbation and the receiver. The method is tested on a multi-source/multi-receiver laboratory set-up in air. As shown in Fig. 1 The structure of the paper is as follows. Section II presents a theoretical basis for the method to detect and locate a perturbation caused by either introducing or removing a scatterer or by moving one scatterer in the scattering medium. We show that the first change of the subtracted field is related to the single scattered wave. A signal processing method to locate the target is also described. Section III presents the experimental setup and results. Next, results are compared and discussed in Sec. IV and conclusions are presented in Sec. V.
II. LOCATING A COHERENT CHANGE IN A SCATTERING MEDIUM
A. Coherent change from the subtracted field A point source at the location r s transmits a cylindrical wave to the 2-D scattering medium composed of N randomly distributed scatterers. The source, receiver, and scatterers are assumed to be in the far-field of each other. The relative size of the scatterers is of the same order as the wavelength with ka ! 1, where k is the wave number and a is the scatterer characteristic length. To locate a small perturbation occurring in such a scattering medium, the pressure field from the scattering medium at position r is measured twice, before and after the perturbation has occurred. The fields measured before and after the perturbation are called the unperturbed and perturbed fields, respectively. The subtracted field is then calculated as DPðr; r s Þ ¼ P ð1Þ ðr; r s Þ À P ð2Þ ðr; r s Þ;
where P ðiÞ ðr; r s Þ represents the field at a distant receiver r from a source at r s ; i ¼ 1 refers to the unperturbed field and i ¼ 2 refers to the perturbed field.
Following the notation in Fig. 1(a) , the pressure field is divided into two terms:
where P ðiÞ m represents the scattered field that has interacted with the perturbation and P s represents the scattered field that has not interacted with the perturbation and remains constant over the unperturbed and perturbed configurations. Subtracting fields P ð1Þ and P ð2Þ suppresses the constant wavefield contribution, which has not interacted with the perturbation, so that DPðr; r s Þ ¼ P 
The scattered field P ðiÞ m is the only remaining component after subtraction and is made of single and multiple scattering events, which have interacted with the perturbation. Using recursive relations from multiple scattering theory, 16- 
where SðxÞ is the source spectrum, g ms is the scattering coefficient of the moving, removed or newly inserted scatterer, AðxÞ is an amplitude factor. Distances d s and d r are calculated from the source to the perturbation location and from the receiver to the perturbation location, respectively, and DN m describes the multiple scattering interactions with the perturbation. The amplitude factor is such that AðxÞ ¼ 2 or AðxÞ ¼ À2 when inserting or removing a scatterer, respectively, and AðxÞ ¼ 4 sin kdrðcos a þ cos cÞ ð Þwhen moving a scatterer. Terms a and c denote the angles between the average location of the moving scatterer and its trajectory as depicted in Fig. 2 . The scattering coefficient in Eq. (4) is related to the scattering amplitude 19 by a factor ffiffi ffi 2 p = ffiffiffiffiffi pk p . Also, for the sake of clarity, the notation for g ms ðx; h m ; r m jr s Þ has been shortened to g ms . The scattering amplitude g ms ðx; h m ; r m jr s Þ depends on the frequency x, the scattering direction h m , and the curvature of the impinging cylindrical wave 20 on the scatterer at r m from source at r s . In the time domain, the subtracted field between the source s and the receiver r is Dp sr ðtÞ ¼ 1 2p
where Ds sr ðtÞ and Dn sr ðtÞ represent the single and multiple scattering interactions with the perturbation, respectively. The expression of the single scattering contribution in the time domain is deduced from Eqs. (4) and (5):
where e sr ðtÞ ¼ TF
Þ, s sr is the wave travel time from the source to the receiver through the perturbation and is defined as s sr ¼ ðd s þ d r Þ=c. Neglecting the propagation inside the scatterers, c is the free-space sound speed. The Dirac delta function in Eq. (6) provides a straightforward relation between the wave travel time and the perturbation location. As propagation paths are shorter for single scattering interactions than multiple scattering contributions, the single interaction with the perturbation is associated with the earliest change in the subtracted field (Fig. 3) . Consequently, the perturbation location can be recovered from the extraction of this earliest change in the time series and the inversion of the single scattered wave model dðt À s sr Þ in Eq. (6). In the following text, we present a signal processing method to locate the perturbation that only requires the sound speed of the free space medium and does not require any knowledge of the scattering properties of the multiple scattering medium.
B. Signal processing
Noting that each candidate cell of the search area at location r 0 is related to a given arrival time s 0 sr of the pressure perturbation Dp sr ðtÞ, the method calculates the energy variation caused by the perturbation at the steering vector's candidate position, r 0 . Time gating the subtracted field around time s 0 sr , calculating the energy throughout this time window and summing incoherently over all source-receiver pairs give the following cost function for the position r
where N s and N r are the number of sources and receivers, respectively, wðt À s (7) is normalized such that Ð þ1 À1 Dp 2 sr ðtÞdt ¼ 1 so that all source-receiver pairs have the same weight. Assuming that the scattering medium is surrounded by many sources and receivers, the output of the cost function de E ðr 0 Þ is at its maximum when the focus spot at r 0 matches with the perturbation location at r m . As seen in Fig. 4 , the windows of the candidate position are located at the earliest wave arrival of the subtracted field if the candidate position fits the actual perturbation location. In the opposite case, some windows from the time gating are positioned on the early part of the signal with zero energy and some energy from later multiple scattering interactions will contribute to the cost function (Fig. 4) . Assuming that the length of the single scattered wave is similar to the length of the emitted pulse, the width of the window Ds is set to Dt, the size of the transmitted pulse. We note that the subtracted field is related to the variation in the error functional for the Fréchêt derivative given by Norton 21 and therefore also to sensitivity kernel analysis. 22, 23 But here the variation in the functional error is given in energy instead of amplitude.
The incoherent summation of the energy throughout the window wðt À s 0 sr Þ makes this technique insensitive to small random phase shifts from one sensor pair to another in the subtracted field. As mentioned earlier, the scattering coefficient g ms depends on the impinging wave on the scatterer and the scattering direction in the ka > 1 regime. The phase of g ms varies with source and receiver locations in such a way that the phase of the subtracted field in Eq. (4) is not fully coherent between sensors. This causes any coherent beamforming process to fail at focusing at the target location and therefore suggests the incoherent energy summation over sensor pairs in Eq. (7). As a consequence, the gain of the time gating method is related to the pulse length and to the relative contribution of the single scattering contribution Ds sr and the multiple scattering contribution Dn sr . An estimate of the average signal-to-noise ratio (SNR) between the maximum of the cost function at the actual perturbation location r m and the rest of the ambiguity surface is given by (see Appendix B) SNR meth ¼ 10 log 10 1 8Dt
where t 0 is the travel time defined as t 0 ¼ 2R=c, e s is the peak intensity of the single scattered wave, and e n represents the variance of the subtracted field intensity related to multiple scattering contributions. When the pulse width tends to zero, the SNR in Eq. (8) only depends on the ratio between the single and multiple scattering contributions to the subtracted field. The SNR in Eq. (8) is less than or equal to zero if e n > 1:6 e s . That would happen if the scattering mean free path becomes much smaller than the medium size, 24, 25 which would be the case for the diffuse regime. An estimate of the SNR using Eq. (8) enables one to provide the dynamic range of the expected ambiguity surface discussed in the next section.
III. EXPERIMENTAL RESULTS
The experimental setup is depicted in Fig. 1(b) . Fifteen electrostatic speakers alternate with 15 condenser microphones. They form a circle around the scattering medium with radius R ¼ 340 mm. The latter is composed of uniformly distributed steel rods with radius 4.75 mm. Each source successively transmits a Gaussian pulse, and the scattered field is measured at each microphone. The field is measured twice over all sensors: once before and once after the local perturbation. Then the difference between the two measured fields is calculated.
First, the method is tested when introducing a new scatterer, a steel rod with radius a ¼ 9:5 mm, into the scattering medium with a density of scatterers q ¼ 331=m 2 . The transmitted pulse is a Dt ¼ 0:5 ms long Gaussian pulse centered at 50 kHz. Fifty different perturbation positions within the complex medium are tested. Estimating the transport mean free path in Eq. (9) (Ref. 26) provides l e ¼ 247 mm at 50 kHz, which is about 2.8 times smaller than the diameter of the scattering medium. Note that the mean free path is a function of frequency 26 although we have omitted the frequency dependence from the notation in Eqs. (9) and (10),
where cosðhÞ is related to the anisotropy of an individual scatterer 26 and equals 0.21 for a rigid cylinder with radius 4.75 mm at 50 kHz, and l s , the elastic mean free path, is given by
where r s is the elastic scattering cross section. An approximate value of r s ¼ 15:5 mm for a rigid cylinder 27 is used to represent rods of the scattering medium yielding an elastic mean free path of 195 mm at 50 kHz. The method successfully located the perturbation for 46 locations over the 50 tested locations with an accuracy of a few wavelengths. Over the 46 locations, the actual target position is always embodied in the 0 to À1 dB area of the ambiguity surface with an average radius of 4 wavelengths that corresponds to 3 cm. The ambiguity surface for one successful perturbation localization is displayed in Fig. 5 .
Next, the method is tested to locate a change caused by moving a scatterer in the scattering medium. The experiment is performed with a higher density of scatterers q ¼ 408=m 2 , and 20 different locations of the perturbation are tested. At each new change location, the moving scatterer is moved 0.5 cm away from its previous position. The experiment is successively performed at four central frequency values: 30, 40, 50 and 60 kHz. The size of the transmitted Gaussian pulse varies from Dt ¼ 0:15 ms at 60 kHz to Dt ¼ 0:30 ms at 30 kHz. With the scatterer density of 408=m 2 , the transport mean free path slowly decreases from l e ¼ 205 mm at 30 kHz to l e ¼ 199 mm at 60 kHz. Note that the incident wave has to travel about 3.4 mean free paths from the source to the receiver. The method tracks the moving scatterer and provides a successful estimate of the overall 20 changed locations. Figure 6 shows the ambiguity surface obtained at 30, 40, 50, and 60 kHz for one perturbation location. The 
IV. DISCUSSION
The method presented in this paper is based on the extraction of a single scattered wave from the coherent change. It successfully locates a new target or a moving scatterer assuming that it is the only local perturbation within the scattering medium. Although the scattering medium is about three times larger than the transport mean free path in the tested examples, the method localizes the change because the single scattering interaction with the perturbation is associated with the first change of the subtracted field (Fig. 4) . Multiple scattering becomes the only contribution to the subtracted field at later wave arrival times and also participates in the cost function as defined in Eq. (7). This explains the blurry aspect of the ambiguity surface (Figs. 5 and 6). (8) are consistent with the SNR from experimental data (Table I) and with the dynamic range of the experimental ambiguity surfaces (Figs. 5 and 6) . Moreover, the SNR tends to increase with frequency due to the decreasing pulse length. The gain slightly varies from 2.7 to 5 dB through its dependence on the relative single scattering/multiple scattering contribution e n =e s and the pulse length Dt.
As the transport mean free path becomes smaller with respect to the medium size, the gain of the method decreases. Experimental tests conducted for a denser medium with a scatterer density q ¼ 564=m 2 and an approximate transport mean free path l e ¼ 145 mm, show that the method still focuses at the actual perturbation with a lower SNR, although the mean free path is almost five times smaller than the medium size. The method may fail at locating the change if the single interaction with the perturbation is too low relative to multiple scattering. This high frequency limitation may happen if the scattering mean free path becomes much smaller than the medium size 24, 25 as is the case in the diffuse regime. Also, the technique works if scattering contributions are strong enough against the background noise to be detected. Given that the scattering cross section increases with frequency, this low frequency limitation applies to wavelengths much larger than the size of the perturbation.
V. CONCLUSIONS
The paper presents a method to locate a local change in a strongly scattering medium by analyzing the coherent change caused by the perturbation. The approach uses multiple sensors and does not require any modeling of the multiple scattered field nor any knowledge of the scattering properties of the perturbation. This method finds applications for tracking a moving target in a cluttered environment for nondestructive testing such as crack detection and localization in concrete.
The method's two-step approach consists of (1) extracting the coherent change caused by the perturbation using the difference between the perturbed/unperturbed fields and (2) applying a signal processing method on the subtracted field to locate the local perturbation. The central thrust of the method is based on the inversion of a single scattering model and the fact that the single scattered contribution from the perturbation comes first in the subtracted field. The surrounding source/receiver configuration also improves efficacy of the change localization by uniformly insonifying the entire scattering medium. The method has been successfully tested with a laboratory air setup experiment for a target embedded in a scattering medium the size of which was about two to five transport mean free paths. Experimental results show a successful focus at the change with an accuracy of a few wavelengths (2k to 4k) for a large number of different perturbation positions. The efficacy of the approach decreases for very dense or large scattering media that have a transport mean free path much smaller than the size of the scattering medium.
APPENDIX A: DERIVATION OF THE SUBTRACTED FIELD
A point source at the location r s transmits a cylindrical wave to the 2-D scattering medium composed of N randomly distributed scatterers. The source, the receiver, and the scatterers are assumed to be in the far-field of each other and ka ! 1, where a is the size of the scatterers and k is the wavenumber. The pressure field from the scattering medium at a distant receiver r from source at r s is described by the following recursive relations [16] [17] [18] Pðr;r s Þ¼ P 0 ðr;r s Þþ X N j¼1 g ji P ext ðr j ;r i ÞH 0 ðkjrÀr j jÞ; P ext ðr n ;r l Þ ¼P 0 ðr n ;r s Þþ X N j¼1;j6 ¼l g ji P ext ðr j ;r i ÞH 0 ðkjr n Àr j jÞ;
where P 0 represents the direct field that has not interacted with any scatterer, P ext ðr j ; r i Þ denotes the external field interacting with scatterer at location r j and coming from scatterer located at range r i , H 0 H ð1Þ 0 is the Hankel function, and g ji is the scattering coefficient. For the sake of clarity, g ji is a shorter notation of the scattering coefficient g ji ðx; h j ; r j jr i Þ, which depends on the frequency x, the scattering direction h j and the curvature of the impinging cylindrical wave 20 on the scatterer at r j from scatterer or source at r i . Also, because the point source transmits a cylindrical wave P 0 ¼ H 0 .
Next, we consider the pressure field P m containing the scattering events that have interacted with the scatterer m. 
where SðxÞ is the source spectrum, g ms is the scattering coefficient of scatterer m, and N m ðr; r s Þ represents the multiple scattered wavefield contribution that has interacted with scatterer m, and vectors r m and r describe the location of the scatterer m and the receiver with respect to the source, respectively. Two types of perturbation are studied:
(1) the introduction or removal of a scatterer m at location r m into the scattering medium, (2) the motion of the scatterer m from location r The index (1) refers to the the unperturbed field before the perturbation has occurred and the index (2) refers to the perturbed field.
A. Introduction/removal of a scatterer in the scattering medium When introducing a new scatterer m at r m into the scattering medium, the unperturbed field does not contain any scattering interactions with the scatterer m so that P When the perturbation is due to a moving scatterer in the medium, the subtracted field is 
Assuming that a small scatterer displacement only produces a small change in its scattering coefficient, we have g ms % g This appendix examines the signal to noise ratio (SNR) between the maximum of the cost function at perturbation location r m and the rest of the ambiguity surface:
where de E is the mean value of the cost function over the scattering medium area X (Fig. 1) and is defined by
Inserting the expression of the cost function defined in Eq. (7) into Eq. (B2) gives
where
Evaluation of integral (B3) depends on the value of the energy function E in (B4) at any travel time s 0 sr associated to the steering vector r 0 on the area X. In the experiment, the sources alternate with receivers and are uniformly distributed around the scattering medium at distance R from its center, and N ¼ N s ¼ N r . For simplicity, we also assume that the perturbation occurs at the center of the scattering medium and produces isotropic scattering. With these assumptions, the expression of travel time s
where / s and / r describe the angular position of source and receiver, respectively. An exact derivation of the SNR value versus scatterer position, sensors number, pulse length, and ratio between Ds sr and Dn sr cannot be calculated easily. Instead we estimate the SNR for a simplified experimental configuration where the energy of the subtracted field in Eq. (B4) is approximated by two rectangular functions (Fig. 7) EðtÞ ¼ 0 for t < t 0 À Dt ¼ e s Dt for t 0 À Dt t t 0 þ Dt ¼ e n Dt for t > t 0 þ Dt;
where t 0 is the wave travel time from the source to the receiver passing through the perturbation location, e s ¼ Ds 
where c s is the proportion of travel time s 0 sr 2 ½t 0 À Dt; t 0 þ Dt and c n is the proportion of travel time s 0 sr 2 t 0 þ Dt; 2t 0 over area X and averaged over the N sensors pairs. The upper limit 2t 0 is the maximum value of s 0 sr over the area X. To determine c s and c n , we first numerically calculate the proportion c 0 of s 0 sr 2 ½0; t 0 over area X. The parameter c 0 depends on the number of sensors and does not depend on the window length Dt or the scattering medium size R. Further, as shown in Fig. 8(a) , the factor c 0 becomes independent of the number of sensors beyond 10 sourcereceiver pairs and subsequently approaches a constant value of c 0 % 0:38. Assuming that there are more than 10 sensors pairs,
(1) c s can be approximated [ Fig. 8(b) ] using part of the scattering medium covered by the area 2Dtc Â 2R so that c s % 4Dtc=pR, and (2) c n is well described by c n ¼ 1 À c 0 À c s =2 [ Fig. 8(b) ]. 
