We consider the Rudin-Shapiro-like polynomials, whose L 4 norms on the complex unit circle were studied by Borwein and Mossinghoff. The polynomial f (z) = f0 + f1z + · · · + f d z d is identified with the sequence (f0, f1, . . . , f d ) of its coefficients. From the L 4 norm of a polynomial, one can easily calculate the autocorrelation merit factor of its associated sequence, and conversely. In this paper, we study the crosscorrelation properties of pairs of sequences associated to Rudin-Shapiro-like polynomials. We find an explicit formula for the crosscorrelation merit factor. A computer search is then used to find pairs of Rudin-Shapiro-like polynomials whose autocorrelation and crosscorrelation merit factors are simultaneously high. Pursley and Sarwate proved a bound that limits how good this combined autocorrelation and crosscorrelation performance can be. We find infinite families of polynomials whose performance approaches quite close to this fundamental limit.
Introduction
This paper concerns the discovery of Rudin-Shapiro-like polynomials that have exceptionally good correlation properties. Shapiro [17] recursively constructed a family of polynomials with coefficients in {−1, 1} that are flat on the complex unit circle: the ratio of their L ∞ to L 2 norm never exceeds √ 2. Shapiro's polynomials were subsequently rediscovered by Rudin [13] . Littlewood used the L 4 norm on the complex unit circle in his investigation [10] into the flatness of polynomials with coefficients in {−1, 1}, which are now known as Littlewood polynomials. He calculated the ratio of L 4 to L 2 norm of the Rudin-Shapiro polynomials in [11, Problem 19 ].
Golay [3] independently developed the merit factor, a normalized average of the mean squared magnitude of the aperiodic autocorrelation of sequences used in remote sensing and communications networks. Eventually it was discovered that determining the L 4 norm on the unit circle of a polynomial is tantamount to determining Golay's merit factor for the sequence of coefficients of that polynomial (see [6, eq. (4.1)]). We shall soon make precise this connection between the analytic behavior of polynomials on the complex unit circle and the correlation behavior of their associated sequences.
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Inspired by the work of Littlewood on the Rudin-Shapiro polynomials, Borwein and Mossinghoff [2] recursively define sequences f 0 (z), f 1 (z), . . . of polynomials, where f 0 (z) is any Littlewood polynomial and the rest of the polynomials are obtained via a recursion of the form (1) f n+1 (z) = f n (z) + σ n z 1+deg fn f † n (−z), where σ n ∈ {−1, 1} represents an arbitrary sign that can differ at each stage of the recursion, and where for any polynomial a(z) = a 0 + a 1 z + · · · + a d z d ∈ C[z] of degree d, the polynomial a † (z) denotes the conjugate reciprocal polynomial of a(z), which is a d + a d−1 z + · · · + a 0 z d . 1 In this paper, we relax the condition that the initial polynomial f 0 (z) be a Littlewood polynomial. We allow the f 0 (z) to be a polynomial in C[z], and only impose the condition that f 0 (z) has a nonzero constant coefficient. This ensures that f † 0 (z) has the same degree as f 0 (z), so that when we construct f 0 (z), f 1 (z), . . . via recursion (1), a straightforward induction shows that every f n has a nonzero constant coefficient and (2) 1 + deg f n = 2 n (1 + deg f 0 )
for every n. We call the sequence σ = σ 0 , σ 1 , . . . of numbers in {−1, 1} that occur in our recursion the sign sequence for that recursion. We call f 0 (z) the seed, and the sequence f 0 (z), f 1 (z), . . . of polynomials obtained from the seed by applying the recursion is called the stem associated to seed f 0 (z) and sign sequence σ. Any stem obtained from a seed f 0 (z) ∈ C[z] with nonzero constant coefficient is also called a sequence of Rudin-Shapiro-like polynomials. Borwein and Mossinghoff [2] study the L 4 norm of Rudin-Shapiro-like Littlewood polynomials on the complex unit circle, or equivalently, the autocorrelation merit factor of these polynomials. We now describe the correspondence between polynomials and sequences, and the relation of L p norms on the complex unit circle to correlation.
In this paper, by a sequence of length ℓ we mean some (a 0 , a 1 , . . . , a ℓ−1 ) ∈ C ℓ . Most researchers are especially interested in sequences that are unimodular, that is, whose terms are all of unit magnitude, and are most of all interested in sequences that are binary, that is, whose terms lie in {−, 1, 1}. We always identify the polynomial a(z) = a 0 + a 1 z + · · · + a ℓ−1 z ℓ−1 ∈ C[z] of degree ℓ − 1 with the sequence a = (a 0 , a 1 , . . . , a ℓ−1 ) of length ℓ. With this identification, binary sequences correspond to Littlewood polynomials. Usually it is easier to work with sequence length rather than polynomial degree, and using our identification of sequences with polynomials, we define the length of a polynomial to be the length of the sequence associated with the polynomial, that is, len a = 1 + deg a. Notice that when we have a 1 In fact, Borwein-Mossinghoff use the reciprocal polynomial a * (z) = a d +a d−1 z+· · ·+a0, but since they are working with polynomials with real coefficients, this is the same as a † (z). In this paper, it was found that using a † (z) instead of a * (z) gives the natural generalization of their recursion for polynomials with non-real coefficients. stem f 0 (z), f 1 (z), . . . generated from a seed f 0 (z) ∈ C[z] with nonzero constant coefficient via recursion (1), using length rather than degree simplifies relation (2) to (3) len f n = 2 n len f 0 .
If f = (f 0 , f 1 , . . . , f ℓ−1 ) and g = (g 0 , g 1 , . . . , g ℓ−1 ) are two sequences of length ℓ and s ∈ Z, then we define the aperiodic crosscorrelation of f and g at shift s to be
where we take f j = g j = 0 whenever j ∈ {0, 1, . . . , ℓ − 1}. Autocorrelation is crosscorrelation of a sequence with itself, so the aperiodic autocorrelation of f at shift s is just C f,f (s). If the terms of f are complex numbers of unit magnitude, then C f,f (0) = len(f ).
Autocorrelation and crosscorrelation are studied extensively because of their importance in communications networks: see [15, 14, 4, 8, 7, 5, 16] for some overviews. It is desirable to have sequences whose autocorrelation values at all nonzero shifts are small in magnitude, and it is desirable to have pairs of sequences whose crosscorrelation values at all shifts are small in magnitude.
For a polynomial a(z) = a 0 + a 1 z + · · · + a ℓ z ℓ ∈ C[z], we define a(z) to be the Laurent polynomial a 0 + a 1 z −1 + · · · + a ℓ−1 z −(ℓ−1) . (We identify z with z −1 because we are concerned with the properties of our polynomials on the complex unit circle.) If f (z) and g(z) are polynomials in C[z], then it is not hard to show that the values of the crosscorrelation between their associated sequences at all shifts are recorded in the following product of Laurent polynomials:
The crosscorrelation demerit factor of f and g is defined to be
Its reciprocal, the crosscorrelation merit factor, is defined as CMF(f, g) = 1/ CDF(f, g). A low demerit factor (or equivalently, high merit factor) indicates a sequence pair whose crosscorrelation values are collectively low, hence desirable. The autocorrelation demerit factor of f is much like the crosscorrelation demerit factor, but omits |C f,f (0)| 2 in the numerator:
and the autocorrelation merit factor is its reciprocal AMF(f ) = 1/ ADF(f ). The autocorrelation merit factor defined here is Golay's original merit factor, introduced in [3] .
is a Laurent polynomial, and p is a real number with p ≥ 1, then we define the L p norm of f (z) on the complex unit circle to be
This formula specializes to give information about autocorrelation that generalizes the results of Theorem 1.1 to embrace polynomials with coefficients other than −1 and 1.
be polynomials of equal length having nonzero constant coefficients. If f 0 , f 1 , . . . and g 0 , g 1 , . . . are sequences of Rudin-Shapiro-like polynomials generated from f 0 and g 0 via recursion (1), then
This theorem is proved in Corollary 2.7 in Section 2. We then use the formula in Theorem 1.2 and computational searches (see Section 4) to find families of pairs Rudin-Shapiro-like Littlewood polynomials whose asymptotic Pursley-Sarwate criterion is as low as 331/300 = 1.10333 . . ., which is quite close to the absolute lower bound of (8) . In contrast, the typical Pursley-Sarwate criterion of randomly selected long binary sequences is about 2, and high-performance sequence pairs constructed from finite field characters have been found with asymptotic Pursley-Sarwate criterion of 7/6 (see [9, §II.E, §IV.D] and [1, eq.(6)]). As far as the authors know, the limiting value of 331/300 found here is the lowest asymptotic value reported to date.
The rest of this paper is organized as follows. The goal of Section 2 is to prove Theorem 1.2 above. This is accomplished by finding recursive relations between various L p norms associated with our Rudin-Shapiro-like polynomials that arise from the original recursion (1) . Section 3 examines groups of symmetries that preserve the asymptotic correlation behavior when applied to our Rudin-Shapiro-like polynomials. These are helpful in abbreviating computational searches (reported later in Section 4) for polynomials with good autocorrelation and crosscorrelation performance. We organize the good polynomials that we find into orbits modulo the action of our symmetry groups, which makes our reports shorter and more intelligible.
In Section 4, we present some examples of Rudin-Shapiro-like Littlewood polynomials f 0 , f 1 , . . . and g 0 , g 1 , . . . such that lim n→∞ PSC(f n , g n ) is low, which implies simultaneously good autocorrelation and crosscorrelation performance. This includes the families of polynomials with the exceptionally low asymptotic Pursley-Sarwate criterion value reported above.
Asymptotic Crosscorrelation Formula
In this section we prove Theorem 1.2, the main theoretical result of this paper. First we set down some notational conventions.
Throughout this paper, we let C[z, z −1 ] denote the ring of Laurent polynomials with coefficients from C. Because we are working with polynomials on the complex unit circle, we use a(z) as a shorthand for j∈Z a j z −j , Re(a(z)) as a shorthand for 1 2 (a(z) + a(z)), and |a(z)| 2 as a shorthand for a(z)a(z). We also use a(z) as a shorthand for a(−z). Also recall from the Introduction that if a(z) = a 0 + a 1 z + · · · + a d−1 z d−1 is a polynomial of degree d in C[z], then a † (z) denotes the conjugate reciprocal polynomial of a(z), that is, a † (z) = a d + · · · + a 1 z d−1 + a 0 .
We first note how the transformations a → a, a → a, and a → a † relate to and interact with each other.
Proof. For part (i), note that if d = deg f and f (z) = f 0 + f 1 z + · · · + f d z d , then by the definition of the conjugate reciprocal, we have
For part (ii), use part (i) to see that
and then
where we used part (i) again in the second equality. For part (iii), use part (i) to see that
If a(z) ∈ C[z, z −1 ], say a(z) = j∈Z a j z j , then we use a(z) as a shorthand for a 0 . This is because if we actually perform integration on the complex unit circle, we obtain a 0 :
In particular note that
It will be important to know that replacing a with a changes neither integrals nor norms.
Proof. If g(z) is any function that is integrable on the complex unit circle, then 1 2π This proves parts (i) and (ii), where we set g(z) = f (z) or g(z) = |f (z)| p , respectively.
If we have two sequences f 0 , f 1 , . . . and g 0 , g 1 , . . . of Rudin-Shapiro-like polynomials constructed via recursion (1), then the following lemma tells us how f n+1 g n+1 2 2 is related to f n g n 2 2 . In view of (5), this is telling us how CDF(f n , g n ) changes in one step of the recursion.
, (iii). w j = Re f j f j g j g j for j ∈ {n, n + 1}, then (i). u n+1 = 2u n + 2v n + 2σ n τ n w n , (ii). v n+1 = 2u n + 2v n − 2σ n τ n w n , and (iii). w n+1 = 2σ n τ n u n − 2σ n τ n v n + 2w n . + 2σ n τ n Re z 2−4ℓ f n f n g n g n = 2u n + 2v n + 2σ n τ n w n + 2σ n τ n Re z 2−4ℓ f n f n g n g n ,
where the first equality is the definition of u n+1 , the second equality uses Lemma 2.2(ii), the third equality uses (9) , and the fourth equality uses technical Lemma 2.10, which appears at the end of this section. Then note that z 2−4ℓ f n f n g n g n is a Laurent polynomial whose terms all have negative powers of z (because f n and g n are polynomials of degree ℓ − 1), so that the last integral in our chain of equalities is zero, giving us the desired result.
We also have v n+1 = f n+1 g n+1
where the first equality is the definition of v n+1 , the second equality uses Lemma 2.2(ii), the third equality uses (9) , and the fourth equality uses technical Lemma 2.10, which appears at the end of this section. Then note that z 2−4ℓ f n f n g n g n is a Laurent polynomial whose terms all have negative powers of z (because f n and g n are polynomials of degree ℓ − 1), so that the last integral in our chain of equalities is zero, giving us the desired result. Finally, we use similar arguments to obtain
where
Now we compute each of these four integrals.
Re f n f n g n g n − 2 Re z 2−4ℓ f n f n g n g n , and note that z 2−4ℓ f n f n g n g n is a Laurent polynomial whose terms all have negative powers of z (because f n and g n are of length ℓ − 1), so that the last integral is zero, and thus I 1 = 2w n .
Then
where the second equality is due to Lemma 2.2(ii). Let us examine the integrand in the definition of I 3 , which is
If one conjugates this, one obtains
which is just −h. So h has purely imaginary values on the unit circle, and thus I 3 = Re h = 0. The same argument shows that I 4 = 0, and so, putting all our results together, we have
The above lemma allows us to compute crosscorrelation demerit factors for pairs of Rudin-Shapiro-like polynomials constructed via recursion (1) .
be polynomials of equal length having nonzero constant coefficients. Let σ 0 , σ 1 , . . . be a sequence of values from {−1, 1}, and suppose that f n (z) and g n (z) are defined recursively for all n ∈ N by
.
Proof. Since f 0 and g 0 have nonzero constant coefficients and are of the same length, induction shows that for every n, the polynomials f n and g n have nonzero constant coefficients and both are of length 2 n len f 0 = 2 n len g 0 , as observed in (3) in the Introduction. Thus we may apply Lemma 2.3 repeatedly to the pairs (f n , g n ) for every n.
Let u j , v j , and w j be as defined in Lemma 2.3. We want to calculate u n , and the lemma says that 
Repeated use of Lemma 2.3 also shows that f n 2 2 = 2 n f 0 2 2 and g n 2 2 = 2 n g 0 2 2 , and these norms are nonzero since f 0 and g 0 are nonzero, so that f n g n 2 2
, and when one substitutes the values of u 0 , v 0 , and w 0 as defined in Lemma 2.3, then one obtains the desired result.
If f 0 = g 0 , we are considering autocorrelation. When we specialize to this case and also specialize to the case where f 0 is a Littlewood polynomial, then we recover the results of Borwein and Mossinghoff [2, Theorem 1 and Corollary 1]. (2000)). Suppose that f 0 (z) is a Littlewood polynomial and that f n (z) is defined recursively for all n ∈ N by
Corollary 2.5 (Borwein-Mossinghoff
Remark 2.6. Borwein and Mossinghoff use f 0 f *
Our results now allow us to compute limiting autocorrelation and crosscorrelation demerit factors. The following corollary contains all the results that we presented in Theorem 1.2 in the Introduction.
Proof. The limiting crosscorrelation demerit factor is clear from Theorem 2.4 since the ratio norms calculated there is the crosscorrelation demerit factor by (5) . For the limiting autocorrelation demerit factors, one again uses Theorem 2.4, but now one sets f n = g n for all n in that theorem, and combines the result thus obtained with the fact from (4) that ADF(f n ) = CDF(f n , f n ) − 1 along with the observations that f 0 f 0
and
The limiting Pursley-Sarwate criterion follows immediately from the definition in (7) and the limits on the autocorrelation and crosscorrelation demerit factors.
To obtain the lower bounds on the limiting autocorrelation demerit factors, one notes that for any f (z) ∈ C[z], we have
where we use Lemma 2.2(ii) in the first and penultimate equalities, and the inequality uses the fact that the L 2 norm is always at least as large as the L 1 norm (by Jensen's inequality) because we are working on a space of measure 1. Therefore, f 4 4 + f f 2 2 / f 4 2 ≥ 2, which proves our lower bounds on the limiting values autocorrelation demerit factors.
Notice that although Theorem 2.7 has lower bounds on limiting autocorrelation demerit factors, no lower bound for the crosscorrelation demerit factor is given. This is because the only lower bound that could have been given is the trivial lower bound of 0, for the following example shows that one can obtain pairs of stems whose limiting crosscorrelation demerit factors are arbitrarily close to 0. z 4 ). If f n (z) and g n (z) are defined recursively for all n ∈ N by Remark 2.9. Note that f 0 in Proposition 2.8 is a Littlewood polynomial representing a sequence of length 4k whose terms are all 1. And g 0 is Littlewood polynomial representing a sequence of length 4k consisting of k repetitions of the smaller sequence (1, −1, −1, 1). Proposition 2.8 shows that we can find a pair of stems whose limiting crosscorrelation demerit factor is as close to 0 as we like simply by choosing a sufficiently high value of k when we define f 0 and g 0 .
In view of the Pursley-Sarwate bound (6), we know that the the autocorrelation performance for such stems cannot be exceptionally good, and in fact, one can use Theorem 2.7 to calculate the limiting autocorrelation demerit factors for the stems from seeds f 0 and g 0 described in Proposition 2.8. It is easy to calculate the sums of squares of the autocorrelation values for f 0 and for g 0 and also to compute the sums of squares of the crosscorrelation values for f 0 with f 0 and for g 0 with g 0 to show that f 0 = 4k, so that if f 0 , f 1 , . . . and g 0 , g 1 , . . . are the stems obtained from seeds f 0 and g 0 by recursion (1), then Theorem 2.7 tells us that lim n→∞ ADF(f n ) = lim n→∞ ADF(g n ) = (16k 2 − 9k + 2)/(9k), which is strictly increasing from a value of 1 (when k = 1) to ∞ in the limit as k → ∞.
Proof of Proposition 2.8. We shall use Theorem 2.7 to calculate the limiting crosscorrelation demerit factor. To that end, we calculate
which is a polynomial with 4k nonzero coefficients, every of one of which is either 1 or −1, so then f 0 g 0 2 2 = 4k. And then we calculate
which is a polynomial with 4k coefficients of magnitude 1 and 2k coefficients of magnitude 2, so then f 0 g 0
And then we calculate
) .
, and we have already calculated the norm to be 4k, and so f 0 (z) f 0 (z)g 0 (z) g 0 (z) = −4k.
Finally, f 0 2 2 = g 0 2 2 = 4k because f 0 and g 0 are Littlewood polynomials of length 4k. Now Theorem 2.7 says that if f n (z) and g n (z) are defined recursively for all n ∈ N by
We close this section with the technical lemma used in the proof of Lemma 2.3 above. Proof. Note that
and since we are integrating on the complex unit circle, we may omit terms of the form |z k | and replace z k with z −k to obtain
from which one obtains
where the third equality uses Lemma 2.2(ii) and the fourth equality uses the observation that 2 Re(u) Re(v) = Re(uv) + Re(uv). The desired result now readily follows.
Symmetry Groups
The expressions in Theorem 1.2 for the limiting autocorrelation and crosscorrelation demerit factors are invariant under certain symmetries. This helps abbreviate computational searches for sequences and sequence pairs with optimum performance. These symmetries are based negation of polynomials, replacement of z by −z in polynomials, and transformation of polynomials to their conjugate reciprocals. One should recall the notational conventions f (z) and f (z) for f (z) ∈ C[z, z −1 ] and the definition of the conjugate reciprocal f † (z) for f (z) ∈ C[z] from the first paragraph of Section 2. One should note that f g
(The third relation follows easily from Lemma 2.1(i) and the second relation.) We shall also need the following observation. Now we introduce a group of symmetries that, when applied to a polynomial f 0 (z) ∈ C[z] with nonzero constant coefficient, will preserve the autocorrelation properties of the stem f 0 , f 1 , . . . of Rudin-Shapiro-like polynomials obtained from seed f 0 via recursion (1) . First we describe our group and how it affects certain norms, and then we show its effect on autocorrelation as a corollary. Proposition 3.2. Let ℓ be a nonnegative integer, and let P ℓ be the set of all polynomials of length ℓ in C[z] that have nonzero constant coefficient. We define three maps from P ℓ to itself:
These maps generate a group G ℓ = n, h, r of permutations of P ℓ .
(i). If ℓ = 1, then G 1 is the internal direct product of the two cyclic groups n and r , each of order 2. (ii). If ℓ is odd with ℓ > 1, then G ℓ is the internal direct product of the three cyclic groups n , h , and r , each of order 2. (iii). If ℓ is even, then G ℓ is isomorphic to the dihedral group of order 8 generated by rh and h, where rh is of order 4, h is of order 2, and h(rh)h −1 = (rh) −1 . For any t ∈ G ℓ , any f ∈ P ℓ , and any p ≥ 1, we have
Proof. It is clear that each of n, h, and r is an involution on P ℓ (except that h is the identity element when ℓ = 1), so these maps generate a group of permutations of P ℓ . If ℓ = 1, then it is not hard to show that e πi/4 ∈ P 1 that has four distinct images under G ℓ = n, h, r , so G ℓ has order at least 4. If ℓ > 1, then it is not hard to show that e πi/6 + e πi/3 z ℓ−1 ∈ P ℓ has eight distinct images under G ℓ = n, h, r , so G ℓ has order at least 8. Furthermore n commutes with both h and r, and Lemma 2.1(ii) shows that hr = rh when ℓ is odd, but hr = nrh when ℓ is even.
Thus if ℓ = 1, then G 1 = n, h, r = n, r is a group of order at least 4, generated by commuting involutions n and r. So G 1 is the internal direct product of n and r , which are both cyclic groups of order 2.
If ℓ is odd and greater than 1, our group G ℓ = n, h, r is a group or order at least 8 generated by commuting involutions n, h, and r. So G ℓ is the internal direct product of n , h , and r , which are three cyclic groups each of order 2.
On the other hand, if ℓ is even, then rh can be shown to have (rh) 2 = x 2 , (rh) 3 = x 2 rh = hr, and (rh) 4 the identity, and since the powers of rh take the element 1 + iz ℓ−1 ∈ P ℓ to four distinct elements, we see that rh has order 4. Thus G ℓ = n, h, r = h, r = h, rh . Then note that h(rh)h −1 = hr = (rh) 3 = (rh) −1 , and so it can be seen that G ℓ = h, rh is generated by an element h or order 2 and an element y = rh of order 4 that satisfy the relation hyh −1 = y −1 . These are the relations satisfied by the generators of the dihedral group D of order 8, that is, the group of symmetries of a square (with a 90 • rotation corresponding to y and a flip corresponding to h). So G ℓ is a homomorphic image of D, but since G ℓ has order at least 8, we must have G ℓ ∼ = D.
To verify that t(f ) p = f p for any f ∈ P ℓ , t ∈ G ℓ , and p ≥ 1, it suffices to check that it holds when t is one of the generators n, h, and r. When t = n, this is clear, and when t = h or r, it is a consequence, respectively, of Lemma 2.2(ii) or Lemma 3.1.
Similarly, to verify that t(f ) t(f ) p = f f p for any f ∈ P ℓ , t ∈ G ℓ , and p ≥ 1, it suffices to check that it holds when t is one of the generators n, h, and r. When t = n or h, this is clear, and when t = r, then
where the second equality uses Lemma 2.1(ii), and the fourth equality uses Lemma 3.1.
be a polynomial of length ℓ with nonzero constant coefficient, let t be an element of the group G ℓ be the group described in Proposition 3.2, and let a 0 = t(f 0 ). If f 0 , f 1 , . . . and a 0 , a 1 , . . . are sequences of Rudin-Shapiro-like polynomials generated from f 0 and a 0 via recursion (1), then lim n→∞ ADF(a n ) = lim n→∞ ADF(f n ).
Proof. By Theorem 1.2, we have
but Proposition 3.2 shows that the values of the three norms occurring on the right hand side do not change if we replace every instance of f 0 with t(f 0 ) = a 0 , which changes the right hand side to lim n→∞ ADF(a n ) by Theorem 1.2.
Now we introduce a group of symmetries that, when applied to a pair of polynomials (f 0 (z), g 0 (z)) from C[z], will preserve the crosscorrelation properties of the stems f 0 , f 1 , . . . and g 0 , g 1 , . . . of Rudin-Shapiro-like polynomials obtained from seeds f 0 and g 0 via recursion (1) . First we describe the group and how it affects certain norms and integrals, and then we show its effect on crosscorrelation as a corollary. Proposition 3.4. Let ℓ be a nonnegative integer, and let P ℓ be the set of all polynomials of length ℓ in C[z] that have nonzero constant coefficient. We define four maps from P ℓ × P ℓ to itself:
These maps generate a group G ℓ,ℓ = s, n, h, r of permutations of P ℓ × P ℓ . G ℓ,ℓ contains a dihedral subgroup D of order 8 generated ns and s, where ns has order 4, s has order 2, and s(ns)s −1 = (ns) −1 .
(i). If ℓ = 1, then G ℓ,ℓ is the internal direct product of the dihedral group D of order 8 and the cyclic group r of order 2. (ii). If ℓ is odd and ℓ > 1, G ℓ,ℓ is the internal direct product of the dihedral group D of order 8, the cyclic subgroup h of order 2, and the cyclic subgroup r of order 2. (iii). If ℓ is even, then G ℓ,ℓ is the internal central product of D and another dihedral subgroup ∆ of order 8 generated by rh and h, where rh has order 4, h has order 2, and h(rh)h −1 = (rh) −1 . Thus G ℓ,ℓ is isomorphic to the extraspecial group of order 2 5 of + type, which is also the inner holomorph of the dihedral group of order 8. For any t ∈ G ℓ,ℓ , any f, g ∈ P ℓ , and any p ≥ 1, we have
Proof. It is clear that each of s, n, h, and r is an involution on P ℓ ×P ℓ (except that h is the identity element when ℓ = 1), so these maps generate a group of permutations of P ℓ × P ℓ . Furthermore, s commutes with h and r, and n also commutes with h and r. Thus we can better understand our group G ℓ,ℓ by focusing on two subgroups, s, n and h, r , with the knowledge that every element from the former subgroup commutes with every element of the latter subgroup.
Let us first focus on the subgroup s, n of G ℓ,ℓ . We note that (sn)(f, g) = (g, −f ) but (ns)(f, g) = (−g, f ), so that s and n do not commute. We define x = ns, and then s, n = s, ns = s, x . We note that x is an element of order 4 with x 2 (f, g) = (−f, −g) = −(f, g) and x 3 (f, g) = (g, −f ) = (sn)(f, g). Then note that sxs −1 = snss −1 = sn = x 3 = x −1 . Thus s, n = s, x must be a homomorphic image of a dihedral group of order 8, the group of symmetries of a square (with a 90 • rotation corresponding to x and a flip corresponding to s). And in fact, one can show that the (1 + z ℓ−1 , i + iz ℓ−1 ) ∈ P ℓ × P ℓ has eight distinct images under the action of s, n , so s, x ∼ = D. Now let us focus on the subgroup h, r of G ℓ,ℓ . If ℓ = 1, then h is the identity element, so h, r = r is a cyclic group of order 2. Since the elements of s, n commute with the elements of h, r , this means that G 1,1 is a homomorphic image of a direct product of a dihedral group D of order 8 and a cyclic group C of order 2. If ℓ = 1, then it is not hard to show that (1, e πi/4 ) ∈ P 1 × P 1 that has 16 distinct images under G 1,1 = n, h, r , so
Now suppose that ℓ > 1. Lemma 2.1(ii) shows that hr = rh when ℓ is odd, but that (hr)(f, g) = −(rh)(f, g) when ℓ is even. Note that the group element which maps (f, g) to (−f, −g) is x 2 described in the previous paragraph. So h and r commute when ℓ is odd, but hr = x 2 rh when ℓ is even. So if ℓ is odd, then h, r is a homomorphic image of a Klein fourgroup, that is, of C × C with C a cyclic group of order 2. And in fact one can show that (1 + z − z ℓ−1 , 1 + z − z ℓ−1 ) has four distinct images under the action of h, r , so h, r ∼ = C × C.
On the other hand, if ℓ is even, then rh can be shown to have (rh) 2 = x 2 , (rh) 3 = x 2 rh = hr, and (rh) 4 the identity, and since the powers of rh take the element (1 + iz ℓ−1 , 1 + iz ℓ−1 ) ∈ P ℓ × P ℓ to four distinct elements, we see that rh has order 4. Note that h(rh)h −1 = hr = (rh) 3 = (rh) −1 , and so it can be seen that h, r = h, rh is generated by an element h or order 2 and an element y = rh of order 4 that satisfy the relation hyh −1 = y −1 . Thus if ℓ is even, then r, h is a homomorphic image of the dihedral group D of order 8, the group of symmetries of a square (with a 90 • rotation corresponding to y and a flip corresponding to h). One can show that (1 + iz ℓ−1 , 1 + iz ℓ−1 ) has eight distinct images under the action of h, r , so that h, r ∼ = D.
Now we assemble what we have learned about the subgroups s, n and h, r of G ℓ,ℓ using the fact that every element in the former subgroup commutes with every element in the latter. When ℓ > 1, then it is not hard to show that (e πi/6 + e πi/3 z ℓ−1 , 1 + z ℓ−1 ) ∈ P ℓ × P ℓ has 32 distinct images under G ℓ,ℓ = n, h, r , so G ℓ,ℓ has order at least 32. We saw that s, n is a dihedral group of order 8 generated by element x = ns of order 4 and element s of order 2. This group has a center x 2 of order 2.
If ℓ is odd and greater than 1, we saw that h, r is a Klein four-group generated by the elements h and r, each of order 2. So then the group G ℓ,ℓ = s, n, h, r is a homomorphic image of D × C × C, where D is the dihedral group of order 8 and C is the cyclic group of order 2. But since G ℓ,ℓ has at least 32 elements, we must have G ℓ,ℓ ∼ = D × C × C.
On the other hand, if ℓ is even, then h, r is a dihedral group of order 8 generated by element y = rh of order 4 and element h of order 2. This group has a center y 2 , and we observed above that y 2 = (rh) 2 = x 2 , so the centers of n, s and h, r completely overlap with each other. So the group G ℓ,ℓ = s, n, h, r is a homomorphic image of the central product of two dihedral groups of order 8, which makes G ℓ,ℓ a homomorphic image of the extraspecial group of order 2 5 of + type. But since G ℓ,ℓ has at least 32 elements, G ℓ,ℓ must be isomorphic to the the extraspecial group of order 2 5 of + type, which is also the inner holomorph of the dihedral group of order 8.
Now we verify that the four invariance relations for G ℓ,ℓ in the statement of this proposition. It suffices to check these relations when the group element t ∈ G ℓ,ℓ is one of the four generators s, n, h, or r of the group.
For any (f, g) ∈ P ℓ × P ℓ and p ≥ 1, it is clear that t(f ) p t(g) p = f p g p when t = s or n, and when t = h or r, this is a consequence, respectively, of Lemma 2.2(ii) or Lemma 3.1.
For any (f, g) ∈ P ℓ × P ℓ and p ≥ 1, it is clear that t(f )t(g) p = f g p when t = s or n, and when t = h or r, then this is a consequence, respectively, of Lemma 2.2(ii) or Lemma 3.1. Now we verify that t(f ) t(g) p = f g p for any (f, g) ∈ P ℓ ×P ℓ , p ≥ 1, and t ∈ {s, n, h, r}. This is clear when t = n, and s(f ) s(g) p = h(f ) h(g) p = f g p , which equals f g p by Lemma 2.2(ii). When t = r, then
where Lemmata 2.1(ii) and 3.1 are used in the second and fourth equalities. Now we verify that Re t(f ) t(f )t(g) t(g) = Re f f g g for any (f, g) ∈ P ℓ × P ℓ , p ≥ 1, and t ∈ {s, n, h, r}. When t = n or h, this is clear, and when t = s, we see that Re s(f ) s(f )s(g) s(g) = Re f f g g, which is equal to Re f f g g, since conjugation of the integrand does not change the real part of the integral. Finally, if t = r, then
Re
where the second equality uses Lemma 2.1(ii) (and the fact that f and g are assumed to have the same degree), the fourth equality uses Lemma 2.1(iii), the fifth equality uses the fact that z = z −1 on the complex unit circle, and the last equality uses the fact that conjugation of the integrand does not change the real part of the integral.
Corollary 3.5. Let f 0 , g 0 ∈ C[z] be a polynomials of length ℓ with nonzero constant coefficients, let t be an element of the group G ℓ,ℓ be the group described in Proposition 3.4, and let (a 0 , b 0 ) = t(f 0 , g 0 ). If f 0 , f 1 , . . . and g 0 , g 1 , . . . and a 0 , a 1 , . . . and b 0 , b 1 , . . . are sequences of Rudin-Shapiro-like polynomials generated from f 0 , g 0 , a 0 , and b 0 via recursion (1), then lim n→∞ CDF(a n , b n ) = lim n→∞ CDF(f n , g n ) and
lim n→∞ PSC(a n , b n ) = lim n→∞ PSC(f n , g n ).
but Proposition 3.4 shows that the values of the three terms in the numerator and the value of the denominator of the right hand side do not change if we replace every instance of f 0 with t(f 0 ) = a 0 and every instance of g 0 with t(g 0 ) = b 0 . These replacements change the right hand side to lim n→∞ CDF(a n , b n ) by Theorem 1.2.
Because of the structure of the groups G ℓ and G ℓ,ℓ described in Propositions 3.2 and 3.4 above, one can say that there exist u, v ∈ G ℓ such that either (a 0 , b 0 ) = (u(f 0 ), v(g 0 )) or (a 0 , b 0 ) = (v(g 0 ), u(f 0 )). Thus by Corollary 3.3, lim n→∞ ADF(a n ) ADF(b n ) = lim n→∞ ADF(f n ) ADF(g n ),
and so, considering the formula (7) for the Pursley-Sarwate criterion, we see that lim n→∞ PSC(a n , b n ) = lim n→∞ PSC(f n , (g n ).
Some Examples of Pairs of Rudin-Shapiro-Like Sequences with Low Correlation
For each ℓ ≤ 40, we considered every possible Littlewood polynomial f 0 of length ℓ, and programmed a computer to calculate via Corollary 2.5 (a result originally due to Borwein and Mossinghoff [2, Theorem 1]) the limiting autocorrelation demerit factor of the stem f 0 , f 1 , . . . constructed from our recursion (1) . For each length ℓ, we report on Table 1 the lowest limiting autocorrelation demerit factor achieved, and indicate how many seeds achieve this minimum value. Seeds that are equivalent modulo the action of the group G ℓ described in Proposition 3.2 always have the same limiting autocorrelation demerit factor by Corollary 3.3, and so we group seeds into orbits under the action of G ℓ and report how many distinct orbits there are on Table 1 . For each length ℓ, we give one example of a seed f 0 whose stem achieves the smallest limiting autocorrelation demerit factor.
Example seeds are reported using a hexadecimal code. To decode, expand each hexadecimal digit into binary form (0 → 0000, 1 → 0001, . . ., F → 1111) and, if necessary, remove initial 0 symbols to obtain a binary sequence of the appropriate length. Then convert each 0 to +1 and each 1 to −1 to obtain the list of coefficients of the seed f 0 . For example, Table 2 reports for length ℓ = 14 that one seed of interest is 149B. Expand to 0001 0100 1001 1011 and delete the initial two zeroes to obtain a sequence 01 0100 1001 1011 of length ℓ = 14. Convert from 0, 1 to ±1 to obtain the coefficients of
Borwein-Mossinghoff [2, Corollary 1] proved that the limiting autocorrelation demerit factor for any sequence f 0 , f 1 , . . . of Rudin-Shapiro-like Littlewood polynomials generated from a seed f 0 using recursion (1) can never be less than 1/3 (see also our Theorem 1.2). Their computer experiments show that for seeds of length ℓ ≤ 40, there exist seeds whose stems achieve limiting autocorrelation demerit factor 1/3 only when ℓ ∈ {1, 2, 4, 8, 16, 20, 32, 40}. They also indicate how many seeds of each of these lengths give stems with limiting autocorrelation demerit factor 1/3. Our computer experiments agree with theirs, but we also present on Table 1 the minimum limiting autocorrelation demerit factors for all lengths ℓ ≤ 40, regardless of whether or not the minimum is 1/3. Now let us also consider crosscorrelation. In view of Proposition 2.8 and Remark 2.9, we already know we can achieve limiting crosscorrelation demerit factors as close to 0 as we like, but we have observed that pairs of stems with very low limiting crosscorrelation demerit factor tend to have very high autocorrelation demerit factor, and are therefore of little practical value. This is not surprising, given the bound (8) of Pursley and Sarwate. It is much more enlightening to ask how low one can make the limiting Pursley-Sarwate criterion (7), which combines both autocorrelation and crosscorrelation performance.
For each ℓ ≤ 20, we considered every possible pair of Littlewood polynomials (f 0 , g 0 ) of length ℓ, and programmed a computer to calculate via Theorem 1.2 the limiting crosscorrelation demerit factors of the pair of stems (f 0 , f 1 , . . . ; g 0 , g 1 , . . .) constructed from our recursion (1) . We also calculate the limiting autocorrelation demerit factors for each of the two stems, and from all three of these limits, we also obtain the limiting Pursley-Sarwate criterion. Table 2 records the lowest limiting Pursley-Sarwate criterion achieved for each ℓ ≤ 20, and records the seed pairs (f 0 , g 0 ) that give rise to the pairs of stems that achieve this minimum. Seed pairs that are equivalent modulo the action of the group G ℓ,ℓ described in Proposition 3.4 will always have the same limiting Pursley-Sarwate criterion by Corollary 3.5, and so we group seeds pairs into orbits under the action of G ℓ,ℓ . We report one representative of each class on Table 2 using our hexadecimal code (described above in the discussion of Table 1 ) and also report the size of the orbit. For some lengths there are multiple equivalence classes that achieve the same minimum limiting Pursley-Sarwate criterion: each such class has its own line on the table. 
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In Table 3 we also present sequences with low limiting Pursley-Sarwate criterion. For a given length ℓ ≤ 40, we first found all the seeds that produce stems whose autocorrelation demerit factors reach the minimum value for that length, as reported in Table 1 . Then we compute which pairs of these seeds (f 0 , g 0 ) produce pairs of stems with the lowest limiting crosscorrelation demerit factor (and therefore the lowest limiting Pursley-Sarwate criterion, since they all have the same limiting autocorrelation demerit factors). Seed pairs that are equivalent modulo the action of the group G ℓ,ℓ described in Proposition 3.4 will always have the same limiting Pursley-Sarwate criterion by Corollary 3.5, and so we group seeds pairs into orbits under the action of G ℓ,ℓ . We report one representative of each class on Table 3 using our hexadecimal code (described above in the discussion of Table 1 ) and also report the size of the orbit. For some lengths there are multiple equivalence classes that achieve the same minimum limiting Pursley-Sarwate criterion: each such class has its own line on the table.
One can compare the results on Table 2 (which reports the minimum limiting Pursley-Sarwate criterion over all pairs of stems of a given length) with the results of Table 3 (which reports the minimum limiting Pursley-Sarwate criterion only over pairs of stems whose limiting autocorrelation demerit factors equal the minimum value for that length). In some cases (lengths 13, 15, 19, and 20) the limiting Pursley-Sarwate criterion reported on Table 2 is lower. We were able to go to much higher lengths in Table 3 because the computational burden is greatly reduced when we restrict the calculations of crosscorrelation properties to only those pairs of seeds that have minimum autocorrelation. The lowest asymptotic value for the Pursley-Sarwate criterion we discovered was 331/300 = 1.10333 . . . for ℓ = 40 on Table 3 . As far as the authors know, this is the lowest asymptotic value reported to date, and our construction can be compared to randomly selected long binary sequences, which typically have Pursley-Sarwate criterion of about 2, and to high-performance sequence pairs constructed from finite field characters that have asymptotic Pursley-Sarwate criterion of 7/6 (see [9, §II.E, §IV.D] and [1, eq.(6)]).
Our computations of limiting crosscorrelation demerit factors in Tables  2 and 3 use a fast Fourier transform algorithm to speed up the convolutions (Laurent polynomial multiplications) that appear in the formula for asymptotic crosscorrelation demerit factor in Theorem 1.2. Because these calculations are performed using floating point arithmetic, there are small rounding errors. We checked that the approximate values of the norms and integrals in our formula were always very close to integers: all discrepancies were less than 3 · 10 −12 . 
