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Abstract: [Fe II] emission lines are prominent in the infrared (IR), and they are important diagnostic tools
for radiative atomic shocks. We investigate the emission characteristics of [Fe II] lines using a shock code
developed by Raymond (1979) with updated atomic parameters. We first review general characteristics
of IR [Fe II] emission lines from shocked gas, and derive [Fe II] line fluxes as a function of shock speed
and ambient density. We have compiled the available IR [Fe II] line observations of interstellar shocks
and compare them to the ratios predicted from our model. The sample includes both young and old
supernova remnants in the Galaxy and the Large Magellanic Cloud and several Herbig-Haro objects.
We find that the observed ratios of IR [Fe II] lines generally fall on our grid of shock models, but the
ratios of some mid-infrared lines, e.g., [Fe II] 35.35µm/[Fe II] 25.99µm, [Fe II] 5.340µm/[Fe II] 25.99µm,
and [Fe II] 5.340µm/[Fe II] 17.94µm, are significantly offset from our model grid. We discuss possible
explanations and conclude that the uncertainty in atomic rates might be the major source of uncertainty,
while uncertainties in the shock modeling and the observations certainly exist.
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1. INTRODUCTION
Shocks are ubiquitous in the interstellar medium (ISM).
Supernova (SN) blast waves, stellar winds, and out-
flows/jets from young stellar objects are among di-
verse driving sources. The shocks associated with these
sources generally manifest themselves in various metal-
lic ionic lines, which may be compared to theoretical
models of shock emission lines to reveal the physical
conditions of their environments and also to infer the
nature of driving sources. Most of these sources, how-
ever, are located in the Galactic plane where the ex-
tinction can be so large that optical emission lines are
not observable.
In radiative atomic shocks, in the NIR/MIR band,
the forbidden lines from Fe+ are usually most promi-
nent. There are some unique features that make [Fe
II] lines strong (McKee, Chernoff, & Hollenbach
1984; Hollenbach, Chernoff, & McKee 1989;
Oliva, Moorwood, & Danziger 1989). First, the
Fe+ ion has many (16) levels with low excitation
energies, so that these levels are easily excited in
shocked gas and the transitions among them result
in many lines in IR, particularly in the NIR band.
Second, the ionization potential of an Fe atom is
7.9 eV (< 13.6 eV), so that there is an extended
region behind the shock front where Fe is ionized to
Fe+ by FUV radiation from the shock front while
H atoms are mostly neutral. This is in contrast to
photoionized regions where Fe atoms are mostly in
higher ionization stages unless the ionizing radiation
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is hard enough to penetrate deep into interstellar
cloud, such as in active galactic nuclei. Third, the Fe
abundance can be enhanced due to grain destruction
by shocks and can approach its cosmic abundance., i.e.,
Fe/H= 3.47 × 10−5 by number (Asplund et al. 2009),
while in the general ISM, 99% of Fe is locked in dust.
In supernova remnants (SNRs), the newly-synthesized
Fe from SN can enhance the Fe abundance too.
Therefore, [Fe II] emission lines from shocked gas are
stronger than those from photoionized regions, e.g. [Fe
II]/Paβ=1–10 compared to 0.01 (Mouri et al. 2000;
Koo & Lee 2015). That makes these lines very useful
for the study of interstellar shocks (e.g., Dinerstein
1995; Nisini 2008).
Theoretical calculations of IR [Fe II] lines from
interstellar shocks have been done by several
groups, i.e., McKee, Chernoff, & Hollenbach (1984);
Hollenbach, Chernoff, & McKee (1989); Hartigan et al.
(2004). McKee, Chernoff, & Hollenbach (1984) calcu-
lated [Fe II] 1.257 µm intensities for 40 and 100 km
s−1 shocks propagating into atomic gas of ambient hy-
drogen nuclei density n0 = 10 cm
−3 and also a 100
km s−1 shock into atomic gas of n0 = 100 cm
−3.
Hollenbach, Chernoff, & McKee (1989) calculated the
[Fe II] 1.257 and 1.644 µm intensities for dissocia-
tive J-shocks with speeds of 30–150 km s−1 incident
upon molecular gas of n0 = 10
3–104 cm−3. The
above works included grain destruction. Hartigan et al.
(2004) calculated the intensities of strong NIR [Fe II]
lines for relatively slow shocks (30–50 km s−1) propa-
gating through atomic gas of n0 = 10
3–105 cm−3 appro-
priate for outflows from protostellar objects. Recently,
1
2 B.-C., Koo, J. C. Raymond, H.-J. Kim
Allen et al. (2008) presented a detailed grid of shock
models for vs = 100–1,000 km s
−1 and n0 = 0.01–1,000
cm−3 using the shock modeling code MAPPINGS III
(Dopita & Sutherland 1995, 1996), but they do not tab-
ulate the Fe line intensities.
In this paper, we use the shock code of Raymond
(1979) and Cox & Raymond (1985) with updated
atomic parameters to model [Fe II] emission lines from
atomic shocks. One of the motivations of this work
is the availability of revised atomic constants for the
[Fe II] lines. Fe+ is a complex ion and its atomic con-
stants, e.g., coefficients of collision rates and radiative
transitions, are still not accurate. Another motivation
is the accumulation of IR [Fe II] line observations of
interstellar shocks, including 1 to 2.5 µm ground-based
spectra and Spitzer spectra at longer wavelengths. It
is worthwhile to compare the observed [Fe II] emission
line parameters of these sources and to confirm their
similarities and differences. The organization of this
paper is as follows. In § 2, we summarize the atomic
constants and also the parameters of strong [Fe II] lines.
We briefly discuss the basic applications of [Fe II] lines,
as well. In § 3, we investigate the shock structure and
the physical properties of the [Fe II]-line emitting lay-
ers. Physical variables, e.g., temperature and density,
usually vary through the emitting layer, and we discuss
the significance of the parameters derived by solving
rate equations. We also derive [Fe II] line fluxes as a
function of shock speed (20–200 km s−1) and density
(10–103 cm−3), and compare them to those of previous
studies. In § 4, we present shock grids for NIR and MIR
[Fe II] emission lines and compare them to the available
observations of interstellar shocks. In § 5, we conclude
our paper.
2. ATOMIC CONSTANTS AND BASIC APPLICATIONS
OF [FE II] LINES
2.1. Atomic Constants
The Fe+ ion has four ground terms, a6D (3d64s), a4F
(3d7), a4D (3d64s), and a4P (3d7), each of which has 3–
5 closely-spaced levels to form a 16 level system (Prad-
han & Nahar 2011; see Fig. 1). The energy gap be-
tween the ground level and the excited levels is less
than 2×104 K, so that these levels are easily excited in
postshock cooling region, and the emission lines result-
ing from the transitions among them appear in near-
to far-IR bands. The energy gap to the next coupled
higher-energy term (b4P) is 0.9 eV, so that it is usually
acceptable to consider only these 16 levels in computing
the line intensities from shocked gas. (There are several
other terms between a4P and b4P, but they are weakly
coupled. See Pradhan & Nahar (2011).) There are nu-
merous [Fe II] lines at visual wavelengths, but they are
not included in our models.
The atomic parameters necessary for the calculation
of [Fe II] forbidden lines have been continuously
updated with the advance of computing power and
theoretical modeling. The Maxwellian-averaged col-
lision strengths for electron-impact excitation have
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Figure 1. Energy level diagram for the first four low-lying
terms of Fe+. For convenience, we numbered the levels con-
secutively by 1 to 16 from the ground level. The transitions
resulting strong lines in Table 1 are marked with their wave-
lengths (in µm). Relatively strong lines (i.e., the lines with
intensities stronger than 30% of the 1.644 µm line in Table
1) are marked by thick solid lines. The temperature scale
bar on the left shows the excitation energies of the levels.
been recently calculated by Ramsbottom et al. (2007)
who included the 100 LS terms belonging to the
basis configurations 3d64s, 3d7, and 3d64p. They
showed that their results differ considerably from
previous theoretical works (e.g., Zhang & Pradhan
1995). We find that the ratio of the collision
strengths of Ramsbottom et al. (2007) to those of
Zhang & Pradhan (1995) ranges from 0.35 to 2.3 with
a mean of 0.99 ± 0.29 at 5,000 K. More recently,
Bautista et al. (2015) conducted a major study of
the [Fe II] atomic rates, making some new theoretical
calculations, comparing the predictions with those of
earlier work, and elucidating the reasons for discrep-
ancies among them. Radiative transition probabilities
(Einstein A coefficients) in the literature also show
considerable scatter. For example, the theoretical
A-values for the two strongest 1.257 and 1.644 µm lines
range 4.83–5.27×10−3 s−1 and 4.65–5.07×10−3
s−1, respectively (Nussbaumer & Storey 1988;
Quinet, Le Dourneuf, & Zeippen 1996; Deb & Hibbert
2010, 2011; Bautista et al. 2015). This results in
the considerable dispersion (1.18–1.36) in the ex-
pected [Fe II] 1.257/1.644 µm intensity ratio, which
is used to derive the extinction (Koo & Lee 2015).
On the other hand, Rodr´ıguez-Ardila et al. (2004);
Smith & Hartigan (2006); Giannini et al. (2015) em-
pirically derived the ratio between 0.98 and 1.49 from
observations of nearby stellar objects. We will use
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Table 1
Strong [Fe II] lines from transitions among the levels in ground terms
Level ID Levels λ Tex A21 ncr Line intensity
u l upper lower (µm) (K) (s−1) (cm−3) ne = 10
3 104 105 cm−3
2 1 a6D7/2 a6D9/2 25.9884 554 2.14e-03 3.40e+03 0.51 0.34 0.17
3 2 a6D5/2 a6D7/2 35.3491 961 1.58e-03 2.28e+03 0.11 0.10 0.06
6 1 a4F9/2 a6D9/2 5.3403 2,694 1.30e-04 4.44e+02 0.99 0.30 0.07
6 2 a4F9/2 a6D7/2 6.7215 2,694 1.16e-05 4.44e+02 0.07 0.02 0.00
7 6 a4F7/2 a4F9/2 17.9364 3,496 5.86e-03 1.53e+04 0.24 0.44 0.41
8 7 a4F5/2 a4F7/2 24.5188 4,083 3.93e-03 1.05e+04 0.05 0.11 0.13
10 1 a4D7/2 a6D9/2 1.2570 11,446 5.27e-03 3.28e+04 1.36 1.36 1.36
10 2 a4D7/2 a6D7/2 1.3209 11,446 1.49e-03 3.28e+04 0.37 0.37 0.37
10 3 a4D7/2 a6D5/2 1.3722 11,446 9.72e-04 3.28e+04 0.23 0.23 0.23
10 6 a4D7/2 a4F9/2 1.6440 11,446 5.07e-03 3.28e+04 1.00 1.00 1.00
10 7 a4D7/2 a4F7/2 1.8099 11,446 1.12e-03 3.28e+04 0.20 0.20 0.20
11 2 a4D5/2 a6D7/2 1.2489 12,074 3.54e-04 2.80e+04 0.01 0.03 0.06
11 3 a4D5/2 a6D5/2 1.2946 12,074 2.20e-03 2.80e+04 0.05 0.17 0.33
11 4 a4D5/2 a6D3/2 1.3281 12,074 1.30e-03 2.80e+04 0.03 0.10 0.19
11 6 a4D5/2 a4F9/2 1.5339 12,074 2.64e-03 2.80e+04 0.05 0.18 0.33
11 7 a4D5/2 a4F7/2 1.6773 12,074 2.11e-03 2.80e+04 0.04 0.13 0.24
11 8 a4D5/2 a4F5/2 1.8005 12,074 1.55e-03 2.80e+04 0.03 0.09 0.17
12 4 a4D3/2 a6D3/2 1.2791 12,489 2.69e-03 2.50e+04 0.03 0.11 0.25
12 5 a4D3/2 a6D1/2 1.2981 12,489 1.17e-03 2.50e+04 0.01 0.05 0.11
12 7 a4D3/2 a4F7/2 1.5999 12,489 3.53e-03 2.50e+04 0.03 0.11 0.26
12 8 a4D3/2 a4F5/2 1.7116 12,489 9.93e-04 2.50e+04 0.01 0.03 0.07
12 9 a4D3/2 a4F3/2 1.7976 12,489 1.81e-03 2.50e+04 0.01 0.05 0.12
13 5 a4D1/2 a6D1/2 1.2707 12,729 3.60e-03 2.80e+04 0.02 0.07 0.16
13 8 a4D1/2 a4F5/2 1.6642 12,729 4.00e-03 2.80e+04 0.01 0.06 0.14
13 9 a4D1/2 a4F3/2 1.7454 12,729 2.11e-03 2.80e+04 0.01 0.03 0.07
14 2 a4P5/2 a6D7/2 0.7640 19,387 1.17e-02 2.13e+05 0.05 0.10 0.32
14 6 a4P5/2 a4F9/2 0.8619 19,387 2.73e-02 2.13e+05 0.11 0.22 0.66
14 7 a4P5/2 a4F7/2 0.9054 19,387 7.07e-03 2.13e+05 0.03 0.05 0.16
15 3 a4P3/2 a6D5/2 0.7689 19,673 1.22e-02 2.12e+05 0.03 0.05 0.21
15 7 a4P3/2 a4F7/2 0.8894 19,673 1.70e-02 2.12e+05 0.03 0.06 0.25
15 8 a4P3/2 a4F5/2 0.9229 19,673 9.87e-03 2.12e+05 0.02 0.03 0.14
16 4 a4P1/2 a6D3/2 0.7667 20,006 1.13e-02 2.28e+05 0.00 0.02 0.09
16 8 a4P1/2 a4F5/2 0.9036 20,006 1.24e-02 2.28e+05 0.00 0.02 0.08
16 9 a4P1/2 a4F3/2 0.9270 20,006 1.64e-02 2.28e+05 0.01 0.02 0.11
We list all [Fe II] lines resulting from transitions among the levels in four ground terms and brighter than 5% of [Fe II] 1.644 µm line
in statistical equilibrium at densities 103–105 cm−3 and at Te = 7, 000 K. In the table, Tex = excitation temperature of the upper
level, A21 =Einstein A coefficient, ncr =critical density at Te = 7, 000 K, and the last three columns = line intensities relative to [Fe
II] 1.644 µm line at ne = 103, 104 and 105 cm−3 assuming statistical equilibrium at Te = 7, 000 K. The absolute intensity of [Fe II]
1.644 µm line for N(H) = 1020 cm−2 are 0.00234, 0.0136, and 0.0392 ergs cm−2 s−1 when ne = 103, 104 and 105 cm−3, respectively,
assuming that Fe abundance is cosmic abundance, i.e., X(Fe/H) = 3.47 × 10−5 in number, and that all Fe is singly ionized. For the
identification of upper and lower levels, see the energy diagram in Figure 1.
the effective collision strenghs of Ramsbottom et al.
(2007) and the A values of Deb & Hibbert (2011) for
the shock code calculation. As we will show in § 2.2,
the atomic constants of Bautista et al. (2015) yield line
ratios that poorly match the observed ratios for some
MIR lines, and furthermore they provided effective
collision strengths only at temperatures above 5,000 K,
while, in low-velocity shocks, a significant contribution
to the MIR [Fe II] lines comes from regions at lower
temperatures (see § 3).
Table 1 lists parameters of strong [Fe II] lines which
are brighter than 5% of the 1.644 µm line in sta-
tistical equilibrium at densities 103–105 cm−3 and at
Te = 7, 000 K. (For completeness, we have included op-
tical lines resulting from the transitions from a4P term.)
The critical density of level j is defined by
ncr ≡ ΣAji(j > i)/ΣCij(j 6= i) (1)
where ΣCij is the collisional (de-)excitation coefficient
averaged over a Maxwellian-velocity distribution at
temperature Te (e.g., Draine 2011). The critical den-
sities of NIR [Fe II] lines are 2.7–3.4×104 cm−3 at
Te = 7, 000 K while they are lower (4.8× 10
2–1.7× 104
cm−3) for MIR/FIR [Fe II] lines and higher (2.2× 105
cm−3) for optical lines.
In order to use the [Fe II] lines to estimate the iron
abundance, we need to know the fraction of Fe in Fe
II. In radiative shock waves, the gas cools more rapidly
from the postshock temperature than the recombina-
tion times of most ions, so that the gas is not in ioniza-
tion equilibrium. In addition, photoionization of the
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Figure 2. Density sensitive NIR [Fe II] line ratios as a function of electron density for gas in statistical equilibrium at tem-
peratures 5,000 K and 10,000 K by thick and thin black lines, respectively. The dotted red lines are analytic approximations
at 5,000 K (see text).
gas below about 10,000 K dominates the ionization
state in shocks faster than about 100 km s−1. The most
important parameters are the Fe II collisional ionization
rate, which Arnaud & Raymond (1992) determined
from the laboratory measurements of Montague et al.
(1984), the Fe II photoionization cross section, which
we take from Reilman & Manson (1979) and the Fe
III dielectronic and radiative recombination rates, for
which we use Arnaud & Raymond (1992), and the Fe
III+H charge transfer rate (Neufeld & Dalgarno 1987).
The photoionization cross section we use is about 20%
smaller than that of Verner et al. (1996), which is
within the uncertainties. The dielectronic recombina-
tion rates differ significantly from those given by Nahar
(1997), but the charge transfer rate dominates in the
regions where it matters.
2.2. Basic Applications
2.2.1. NIR [Fe II] lines
One of the most useful applications of the NIR [Fe
II] lines is to measure extinction. There are lines
originating from the same upper levels, the ratios of
which are functions of only the Einstein A coefficients
(and their wavelengths). Their observed ratios provide
an accurate measure of extinction to the emitting re-
gion. The two strong [Fe II] lines at 1.257 and 1.644
µm are such lines. If we adopt A1.257/A1.644 = 1.04
(Deb & Hibbert 2011), the intrinsic ratio of their line
intensities j1.257/j1.644 = 1.36, so that the extinction
(in mag) difference at 1.257 and 1.644 µm (∆AJH) can
be derived from
∆AJH = 1.086 log
(
F (1.257)/F (1.644)
[F (1.257)/F (1.644)]int
)
(2)
where [F (1.257)/F (1.644)]int(= 1.36) is the intrinsic
line flux ratio. According to Bautista et al. (2015), the
uncertainty in the intrinsic ratio is ∼ 20%, which yields
an uncertainty of 0.09 mag in ∆AJH . This corresponds
to AV ≈ 0.9 mag for the Galactic extinction curve with
RV = 3.1. There are a couple of observable NIR lines
sharing the same upper state, e.g., 1.321 µm and 1.372
µm lines (see Figure 1 and Table 1). There are also [Fe
II] lines at 0.90–0.95 µm sharing their upper levels but
they are weak (see Figure 1 and Table 1).
Another useful application is density diagnosis.
There are several lines of comparable excitation en-
ergies, the ratios of which are mainly a function
of electron density (ne) of the emitting region, de-
pending only weakly on temperature (Te). Figure
2 shows four representative line ratios r1.534/1.644 ≡
F (1.534)/F (1.644), r1.600/1.644 ≡ F (1.600)/F (1.644),
r1.664/1.644 ≡ F (1.664)/F (1.644), and r1.677/1.644 ≡
F (1.677)/F (1.644) for gas at temperature 5,000 K and
10,000 K. At low densities (ne ≪ ncr), their ratios are
equal to the ratio of collisional excitation rates, while at
high densities (ne ≫ ncr), their ratios are given by the
ratio of spontaneous deexcitation rates. These line ra-
tios can be used as a density diagnostic for ne = 10
3−5
cm−3. Convenient linear approximations that can be
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Figure 3. [Fe II] 0.8619 µm/[Fe II] 1.257 µm intensity ratios
of thermal gas in statistical equilibrium in (T, ne) plane.
The contours of constant intensity ratios are plotted. Above
0.20, the contours are equally spaced in steps of 0.05.
used for ne = 3× 10
3 to 8× 104 cm−3 are
ne = 10
2.93+5.95r1.534/1.644 , 0.10 ≤ r1.534/1.644 ≤ 0.32
(3)
ne = 10
3.16+7.01r1.600/1.644 , 0.06 ≤ r1.600/1.644 ≤ 0.24
(4)
ne = 10
3.14+13.7r1.664/1.644 , 0.03 ≤ r1.664/1.644 ≤ 0.13
(5)
ne = 10
2.93+8.14r1.677/1.644 , 0.07 ≤ r1.677/1.644 ≤ 0.23
(6)
The maximum error of the above fits in electron density
is less than 15%.
If the electron density is known from the above, then
the ratio of [Fe II] lines with considerably different exci-
tation energies can be used for temperature diagnosis,
although this requires observations of [Fe II] lines in
different bands. Figure 3 is a diagnostic diagram using
the ratio of 0.8619 µm and 1.257 µm lines, which are
the two strongest lines from a4P and a4D terms to a6D
term, respectively. This may be compared to similar
plots in previous studies, e.g., Figure 8 of Graham et al.
(1990). In shocked gas, these lines originate from a re-
gion at ∼ 7, 000 K (see § 3.2), so the temperature di-
agnosis using [Fe II] lines is not particularly useful for
interstellar shocks.
2.2.2. MIR [Fe II] lines
MIR [Fe II] lines are not useful for extinction mea-
surent. There are 5.340 µm and 6.722 µm lines sharing
the upper level (a4F9/2), but the 6.722 µm line is weak,
i.e., their intrinsic intensity ratio F (6.722)/F (5.340) =
0.071 (Table 1). Also, the effect on MIR line intensities
will be small unless the extinction is very large.
Intensity ratios of MIR [Fe II] lines may be used for
density diagnosis, but they are rather temperature sen-
sitive. In Figure 4, we plot the contours of constant
temperatures at ne = 10
2 to 104 cm−3 in the plane
of the intensity ratios of strong MIR lines. The depen-
dence of ratios on ne and T can be understood by noting
that the 25.99 µm and 35.35 µm lines have comparable
Tex (550–960 K) and ncr (2.3–3.4 × 10
3 cm−3), while
the 17.94 µm and 24.52 µm lines have comparable Tex
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Figure 4. MIR [Fe II] line intensity ratios for thermal gas in statistical equilbirum at T = 3, 000, 5,000, and 10,000 K. Along
each line, squares mark electron densities of 102, 103, and 104 cm−3. The red lines represent the results obtained by using
the effective collision sterengths of Ramsbottom et al. (2007) and the A values of Deb & Hibbert (2011), while the blue lines
are the results obtained by using those of Bautista et al. (2015).
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(3,500–4,100 K) and ncr (1.1–1.5× 10
4 cm−3) that are
higher than those of the former lines (Table 1). There-
fore, the intensity ratio of the latter to the former lines
will increase with density as well as with temperature.
On the other hand, the 5.340 µm line has a much lower
critical density ncr(= 4.4× 10
2 cm−3) and Tex of 2,700
K, so that the intensity ratio of 5.340 µm to the other
MIR lines will decrease with density. In addition to
these, Figure 4 shows that the ratios F (17.94)/F (25.99)
and F (24.52)/F (25.99) are proportional each other,
nearly independent of temperature and density (upper
left frame), implying F (24.52)/F (17.94) ∼ 0.4.
In Figure 4, the red lines represent the results
obtained by using the effective collision sterengths
of Ramsbottom et al. (2007) and the A values of
Deb & Hibbert (2011), while the blue lines are the re-
sults obtained by using those of Bautista et al. (2015)1.
We note that the two sets of atomic constants yield
F (24.52)/F (25.99) ratios that are comparable at small
ne but considerably, e.g., by a factor of 1.4 at 5,000
K, different at ne = 10
4 cm−3. They also yield
F (35.35)/F (25.99) ratios that differ by a factor of ∼ 1.5
across most of the density range. These differences be-
tween the two results should be mostly due to the differ-
ences in collision strengths because the radiative transi-
tion rates for strong lines are almost the same except for
a4F9/2 level where the 5.340 µm line originates. For the
5.340 µm line, the A-value of Bautista et al. (2015) is
smaller than that of Deb & Hibbert (2011) by a factor
of 2. The collision strengths of Bautista et al. (2015)
are generally smaller than those of Ramsbottom et al.
(2007) by a factor of <∼ 3 (see their Table 8). As we
will see in § 4, the result of Ramsbottom et al. (2007)
is in better agreement with the observations, but it also
poorly matches the observed ratios involving the 5.340
µm line.
3. RADIATIVE ATOMIC SHOCKS AND IR [FE II]
EMISSION
3.1. Shock Code and Model Parameters
The shock code that we use is the one developed by
Raymond (1979) and improved by Cox & Raymond
(1985), to which we have added the [Fe II] model de-
scribed above. It solves the equations for a steady
flow of the shocked gas as it cools, computing the
time-dependent ionization state including photoioniza-
tion. The line emissivities jν (ergs cm
−3 s−1 sr−1) of
a fluid element are then calculated following its trajec-
tory from the shock front until it cools down to 1,000
K or lower. These emissivities are integrated along the
line of sight to obtain the line flux normal to the shock
front, i.e.,
Fν = 2pi
∫
jνdx. (7)
1Bautista et al. (2015) provided the effective collision strengths
and the branching ratios for radiative transitions in machine-
readable forms in Tables 12 and 10, respectively. The numerical
values in these tables, however, are not their recommended
values but the 7-config model values in Table 8 and the TFDAc
values in Table 4, respectivly.
For shocks slower than about 110 km s−1, the tem-
perature jump is sensitive to the ionization fraction of
preshock gas. If a substantial fraction of H atom is
neutral, the effective temperature jump is reduced be-
cause a considerable fraction of shock energy is used
in exciting and ionizing H atoms, which makes the H
line intensities stronger. For the preshock ionization
fraction of H, we adopt the result of Shull & McKee
(1979). For He and heavier elements, we first calculate
the shock structures assuming that they are in pho-
toionization equilibrium with the interstellar radiation
field, and then use the resulting shock radiation to cal-
culate the ionization fraction of the preshock gas. The
temperature structure at the shock front does not sig-
nificantly affect the intensities of [Fe II] lines but does
affect the ratios of the [Fe II] lines to the H lines.
We consider shock speeds vs = 20 to 200 km s
−1
and preshock densities of H nuclei from n0=10 to 1000
cm−3. The magnetic field strength B0 limits the max-
imum density in the postshock layer and therefore the
line intensity ratios. The [Fe II] lines are mainly emitted
in the layer with moderate compression, and their ra-
tios are not directly sensitive to magnetic field strength,
though stronger fields imply lower densities and higher
ionization states in the photoionized region where the
[Fe II] lines form. According to Heiles & Troland (2005)
and Crutcher et al. (2010), the magnetic field strength
in the diffuse ISM (n ≤ 300 cm−3) does not scale with
density, and the median total magnetic field strength is
6 µG. We adopt 5 µG as the tangential magnetic field
strength in our models. We adopt the solar abundances
by Asplund et al. (2009).
The models do not include emission from the
photoionization precursor, which becomes im-
portant for shocks faster than about 150 km
s−1(Dopita & Sutherland 1996), although slower
shocks in principle could produce an extensive pre-
cursor where Lyα ionizes Fe I to Fe II. However, the
iron is strongly depeleted ahead of the shock, and the
precursor will contribute little to the [Fe II] emission.
In the case of fast shocks in the LMC, where the
precursor is not spatially resolved from the postshock
flow, there may be significant hydrogen Paβ (1.282
µm) from the precursor.
3.2. Shock Structure and [Fe II] Emission
In radiative atomic shocks, an extended region of par-
tially ionized gas develops behind the shocks, and this
is where the [Fe II] emission originates. Below we de-
scribe the structure of radiative shocks and explore the
emission characteristics of [Fe II] lines for two shocks of
vs = 150 and 30 km s
−1 propagating into a medium of
n0 = 10
2 cm−3 and n0 = 10
3 cm−3, respectively. The
preshock gas is fully ionized in the former shock, while
it is neutral in the latter shock.
Figure 5 (top frame) shows the temperature pro-
file in the postshock cooling layer of the 150 km s−1
shock. The corresponding profiles of H nuclei and elec-
tron densities are shown in the bottom frame. At
NH ∼ 7×10
17 cm−2 the cooling becomes important and
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Figure 5. Structure of 150 km s−1 shock propagating into
ambient medium of n0 = 10
2 cm−3 and B0 = 5 µG. The
abscissa is H-nuclei column density swept up by shock. In
the top frame, black solid line shows the temperature profile
in logarithmic scale. Also shown are the normalized emissiv-
ities of [Fe II] and Hβ lines in linear scale. Note that we plot
xjν(x) because the abscissa is in logarithmic scale. In the
bottom frame, we plot the profiles of H nuclei density (n),
electron density (ne) and fraction of Fe in Fe
+ (Fe+/Fe).
temperature abruptly drops to 8,000 K. Then the tem-
perature remains roughly constant over an extended re-
gion to NH ∼ 1×10
19 cm−2. This temperature plateau
region is essentially an H II region where the heating is
provided by UV radiation generated from the hot gas
just behind the shock front. In contrast to HII regions
around OB stars where H atoms are essentially fully
ionized, however, the H ionization fraction is relatively
low. Note that the gas density increases slowly in the
plateau region while the electron density decreases log-
arithmically as the gas recombines. For the detailed
description of the structure of radiative shocks, the
readers may refer Shull & McKee (1979, and references
therein).
In the bottom frame of Figure 5, we also plot the
profile of Fe+ fraction and, in the top frame, the emis-
sivities of the [Fe II] 1.644, 5.340, 25.99 µm and Hβ
lines. Note that the Fe+ fraction is high and remains
flat (0.4–0.8) far downstream, even reaching the re-
gion where T ∼ 1, 000 K. The high Fe+ fraction at
NH <∼ 5× 10
18 cm−2, i.e., in the region before the kink
in the Fe+ fraction profile, is due to collisions with
electrons and to charge transfer with H atoms. But
in the region beyond that, the gas ionization fraction is
low and collisions with electrons become less important.
Here, since the ionization potential of iron atoms is 7.9
eV, FUV photons from the hot shocked gas can pene-
trate far downstream to maintain the ionization state
of Fe+ where H atoms are primarily neutral. But as can
be seen in the top frame, this extended Fe+ region pro-
duced by FUV radiation does not contribute much to
the [Fe II] forbidden line emission because of low elec-
tron density. Most of the NIR [Fe II] emission originates
from the temperature plateau region where the ioniza-
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Figure 6. Same as Figure 5 but for 30 km s−1 shock
propagating into ambient medium of n0 = 10
3 cm−3 and
B0 = 5 µG.
tion fraction is not too low. The emissivity-weighted
temperature and electron density of [Fe II] 1.644 µm
(1.534 µm) line are 7,100 K (7,500 K) and 6,200 cm−3
(7,200 cm−3), respectively. For comparison, the elec-
tron density that would have been derived from the
ratio F (1.534)/F (1.644)(= 0.13) is 5,400 cm−3, some-
what lower than these. The [Fe II] 5.340 µm and 25.99
µm lines, whose critical densities are lower, are emitted
from a more extended region than the NIR [Fe II] line
emitting region. The emissivity-weighted mean temper-
ature and electron density of these lines are ∼ 5, 800 K
and ∼ 4, 000 cm−3. In Figure 5 we also show the emis-
sivity of Hβ line. Note that the [Fe II] lines are emitted
in a more extended region than the Hβ line, which is
one of the reasons that the ratio of [Fe II] to Hβ lines
from shocked gas is much higher than that in photoion-
ized H II regions.
Figure 6 is the same plot for a 30 km s−1 shock. The
temperature profile is not very different from that of
the 150 km s−1 shock, except that we do not see an
abrupt temperature drop and the resulting tempera-
ture plateau. This is because the incoming hydrogen
is neutral, and a significant fraction of thermal energy
is lost to its excitation. The strong Hβ emission at
<
∼ 10
17 cm−2 is from the collisionally excited neutral
hydrogen. This emission is indeed stronger than that
from the recombining H in the far downstream. Behind
the shock front, Fe is mostly in Fe+. (It was Fe+2 for
the 150 km s−1 shock.) [Fe II] lines are emitted where
the fraction of Fe+ is high and also the electron density
is high. The [Fe II] 5.340 µm and 25.99 µm line emit-
ting regions are shifted farther downstream compared
to the 150 km s−1 shock case. (We have extended the
calculation until the temperature drops to 300 K be-
cause significant 25.99 µm emission originates from the
gas at Te ≤ 1, 000 K.) The emissivity-weighted tem-
peratures for the 1.644, 5.340, and 25.99 µm lines are
7000, 5700, and 4400 K, respectively. The correspond-
ing electron densities are 700, 680, and 630 cm−3, re-
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Figure 7. [Fe II] line fluxes normal to the shock front as a
function of shock speeds for preshock densities 10 and 103
cm−3. Hβ fluxes are also plotted for comparison. The filled
circles along a constant preshock density line represent vs =
20, 30, 40, 60, 80, 90, 100, 110, 120, 130, 150, and 200 km s−1.
The empty squares are Hβ fluxes of Hollenbach & McKee
(1989) and Shull & McKee (1979) for n0 = 10 and 10
3
cm−3, respectively.
spectively. The ratio F (1.534)/F (1.644) is 0.045, which
would yield ne = 700 cm
−3.
3.3. IR [Fe II] Line fluxes and Comparison with Other
Shock Models
Figure 7 shows the fluxes of [Fe II] 1.644µm, 5.340 µm,
25.99 µm, and Hβ lines as a function of shock speed
when n0 = 10 and 10
3 cm−3. If a constant fraction of
the total shock kinetic energy flux ρ0v
3
s/2 is converted
into a line radiation, the line flux will be proportional
to v3s . Indeed, Hβ fluxes at vs ≥ 110 km s
−1 are well
described by
FHβ ≃ 3.5×10
−4
(
fHβ
0.00575
)
n0,2v
3
s,7 erg cm
−2 s−1sr−1.
(8)
where fHβ(≈ 0.6%) is the fraction of incoming shock
energy converted to Hβ line flux. The plateau in Hβ
fluxes between about 70 and 110 km s−1 results from
the collisional excitation contribution to Hβ when the
preshock gas is partially neutral. At low shock speeds, a
significant fraction of the shock energy is used to ionize
the incoming neutral H, but the temperatures are low
enough that more of the energy goes into Lyα and less
into Hβ, so that the line flux drops faster (Raymond
1979) (see also Fig. 11 of Hollenbach & McKee 1989).
The incoming hydrogen atoms are fully ionized at shock
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Figure 8. [Fe II] 1.257 µm/Paβ vs. [Fe II] 1.534
µm/[Fe II] 1.644 µm diagram. The lines of constant
preshock densities are shown for n0 = 10, 10
2, and
103 cm−3. Along each line, circles mark shock speeds of
20, 30, 40, 60, 80, 90, 100, 110, 120, 130, 150, and 200 km s−1
with 100 and 200 km s−1 marked by bigger circles. The
abundance is solar.
speeds ≥ 110–120 km s−1 independent of preshock den-
sity. In Figure 7, we compare our Hβ results to those
of Hollenbach & McKee (1989) and Shull & McKee
(1979) for n0 = 10
3 and 10 cm−3, respectively. The
consistency among the different shock models is gen-
erally good. The line fluxes of Hollenbach & McKee
(1989) are systematically lower than ours at low shock
speeds because significant shock energy goes to H2 dis-
sociation and excitation, while we assume that the
preshock gas is atomic.
Figure 7 shows that the [Fe II] lines are stronger
than the Hβ line over most of the shock speed range
when n0 = 10 cm
−3 and at low shock speeds when
n0 = 10
3 cm−3. The kink at ∼100 km s−1 is probably
because the UV radiation at the shock front becomes
stronger, increasing the electron density in the [Fe II]
emitting region.
We have also compared our results to those predicted
by MAPPINGS III (Allen et al. 2008). For a shock
with vs = 150 km s
−1, n0 = 100 cm
−3, and B0 = 5 µG
for example, our code gives F (1.644)/F (Hβ) of 2.1 and
F (1.257)/F (Paβ) of 16 which are a factor of 5 greater
than those (0.40 and 3.1) of the MAPPINGS III. We
note that the profiles of physical parameters for the
same shock parameters are quite comparable except
that the cooling starts later and the cooling region ex-
tends further in the MAPPINGS III code. Apparently
the extent of the temperature plateau region where
the [Fe II] lines originate is considerably (∼ 1/2) nar-
rower in the MAPPINGS III case. We find that about
half of the difference appears to originate from different
choices of atomic rates. The other half may result from
the treatment of the radiative transfer in the resonance
lines.
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Table 2
Observed NIR [Fe II] line ratios in SNRs and HH objects
Name Observed AV Dereddened
1.257
1.644
1.534
1.644
1.257
Paβ
(mag)
1.534
1.644
1.257
Paβ
Ref
Galactic SNRs
Kepler 1.21 (0.00) 0.22 (0.00) ... 1.3 0.23 9.70 1
G11.2-0.3 C1 0.30 (0.02) 0.14 (0.01) > 5.32 16.5 0.19 > 6.08 2
G11.2-0.3 C2 0.26 (0.03) 0.13 (0.03) > 4.11 18.2 0.18 > 4.76 2
G11.2-0.3 C3 0.22 (0.02) 0.09 (0.01) > 3.95 19.7 0.13 > 4.63 2
G11.2-0.3 0.31 (0.01) 0.12 (0.00) > 10.47 16.1 0.16 > 11.92 3
Cas A 0.85 (0.00) 0.29 (0.00) ... 5.1 0.32 4.24 1
Cas A 1.67 (0.00) 0.30 (0.00) ... 0.0 0.30 3.71 1
Cas A 0.73 (0.00) 0.27 (0.00) ... 6.8 0.31 8.25 1
Cas A 0.80 (0.01) 0.14 (0.02) 4.45 (0.22) 5.8 0.15 4.67 4
Cas A 0.64 (0.00) 0.26 (0.02) 1.55 (0.02) 8.2 0.31 1.65 4
Cas A 0.64 (0.01) 0.29 (0.08) 6.59 (0.65) 8.3 0.35 7.05 4
Cas A 0.63 (0.01) 0.23 (0.02) 9.95 (0.73) 8.4 0.27 10.66 4
Cas A 0.63 (0.02) 0.28 (0.02) 5.22 (0.37) 8.4 0.33 5.59 4
RCW 103 0.88 (0.04) 0.10 (0.01) 9.50 (2.66) 4.8 0.12 9.88 5
LMC SNRs
N49 1.33 (0.00) 0.14 (0.03) 6.65 (0.00) 0.2 0.14 6.66 6
N63A 1.26 (0.00) 0.13 (0.03) 5.04 (0.00) 0.8 0.13 5.07 6
HH objets
HH111F 0.55 (0.01) 0.14 (0.01) 14.20 (4.26) 9.9 0.18 15.38 7
HH111H 0.57 (0.01) 0.10 (0.01) 18.00 (6.01) 9.5 0.12 19.43 7
HH240A 1.06 (0.01) 0.21 (0.01) 16.19 (1.01) 2.8 0.22 16.55 7
HH241A 0.81 (0.03) 0.11 (0.02) 17.50 (5.85) 5.6 0.13 18.32 7
HH120 0.99 (0.02) 0.19 (0.01) 16.80 (4.20) 3.5 0.20 17.28 7
Observed and dereddened line ratios. ‘...’ means not detected. The errors in parenthesis are usually 1σ statistical errors. ‘(0.00)’
means no errors are given. Observed line ratios are dereddened assuming the intrinsic ratio [Fe II] 1.257 µm/[Fe II] 1.644 µm = 1.36
and by using the Galactic extinction curve with RV = 3.1. For the sources with the observed [Fe II] 1.257 µm/[Fe II] 1.644 µm ratio
> 1.36, we adopted AV = 0. The derived visual extinctions (AV ) are listed in the fifth column.
Comments on indivdual sources:
Kepler: Paβ was not identified by Gerardy & Fesen (2001) but Paγ was. We have derived [Fe II] 1.257 µm/Paβ assuming
Paβ/Paγ=1.83 which is the ratio of Case B at Te = 7, 000 K.
G11.2−0.3: We have taken 3σ as an upper limit for Paβ.
Cas A: Same as the Kepler SNR.
N63A and N49: [Fe II] 1.534 µm line had not been observed by Oliva, Moorwood, & Danziger (1990). But they observed [Fe II] 1.600
µm line and obtained [Fe II] 1.600 µm/[Fe II] 1.644 µm = 0.09 ± 0.02 and 0.08 ± 0.02, which correponds to [Fe II] 1.534 µm/[Fe II]
1.644 µm = 0.14 and 0.13 at Te = 7, 000 K.
References for the observed line ratios: (1) Gerardy & Fesen (2001); (2) Lee et al. (2013); (3) Koo et al. (2007); (4) Koo et al. (2013);
(5) Oliva, Moorwood, & Danziger (1990); (6) Oliva, Moorwood, & Danziger (1989); Oliva et al. (2001); (7) Nisini et al. (2002)
4. SHOCK GRIDS AND COMPARISON TO
OBSERVATIONS
4.1. NIR [Fe II] Lines
Figure 8 is a diagram of F (1.257)/F (Paβ) vs.
F (1.534)/F (1.644) where the grids of constant preshock
densities are plotted. The F (1.257)/F (Paβ) ratio has a
kink between 80 and 130 km s−1 because the Paβ flux
remains flat in that velocity range (see Figure 7).
In Figure 8, we also plot the line ratios observed to-
ward SNRs and Herbig-Haro (HH) objects (see Table
2). The SNR data points are believed to be associ-
ated with shocks propagating into the ambient medium,
as we exclude observations of ejecta knots, although
there could be some contamination from SN mate-
rial. In order for comparison, we applied the extinc-
tion correction using the observed F (1.257)/F (1.644)
ratios. We also assumed some basic principles, e.g.,
the F (Paβ)/F (Paγ) ratio is given by that of Case B,
if necessary (see the note in Table 2). The observed
F (1.257)/F (Paβ) ratios range from 2 to 20. For com-
parison, it is 0.02–0.03 in Orion bar (Walmsley et al.
2000).
Figure 8 shows that the observed line ratios toward
SNRs and HH objects are well explained by shocks
propagating at vs = 80–200 km s
−1 into a medium
of n0 = 10
2–103 cm−3 with solar abundances. (The
two LMC points need to be shifted upwards in the di-
agram in order to be compared to the models because
the Fe abundance in the LMC is about 1/2 of the so-
lar abundance Russell & Dopita (1992).) According to
Figure 8, the Cas A SNR shocks are experiencing the
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Table 3
Observed MIR [Fe II] line ratios for SNRs and HH objects
Name
35.35
25.99
24.52
25.99
17.94
25.99
5.340
25.99
5.340
17.94
IRS mode Ref
Galactic SNRs
Cygnus Loop 0.27 (0.00) 0.10 (0.00) 0.27 (0.00) NA NA SH, LH 1
Kes 69 NA 0.09 (0.01) 0.25 (0.01) 3.45 (0.22) 13.88 (0.99) SL, LL 2
3C396 NA 0.14 (0.03) 0.46 (0.01) 3.08 (0.06) 6.66 (0.12) SL, LL 2
Kes 17 NA 0.06 (0.00) 0.31 (0.02) 3.66 (0.17) 11.68 (0.81) SL, LL 2
G346.6-0.2 NA ... ... ... ... SL, LL 2
G348.5-0.0 NA 0.09 (0.00) 0.38 (0.00) 5.02 (0.10) 13.15 (0.26) SL, LL 2
G349.7+0.2 NA 0.20 (0.00) 0.51 (0.00) 1.68 (0.02) 3.28 (0.03) SL, LL 2
W44 0.24 (0.00) 0.03 (0.01) 0.21 (0.00) 4.78 (0.00) 22.77 (0.00) SL, SH, LH 3
W28 0.26 (0.00) 0.06 (0.00) 0.19 (0.00) 3.38 (0.00) 17.36 (0.00) SL, SH, LH 3
3C391 0.29 (0.00) 0.08 (0.00) 0.26 (0.00) 2.42 (0.00) 9.24 (0.00) SL, SH, LH 3
IC443 0.91 (0.00) <0.11 0.22 (0.00) 2.80 (0.44) 12.64 (2.00) SL, SH, LH 3
LMC SNRs
N63A SW ... 0.28 (0.00) 0.49 (0.01) 1.32 (0.16) 2.67 (0.32) All 4
N63A NE 0.30 (0.00) 0.20 (0.00) 0.70 (0.00) 1.13 (0.04) 1.62 (0.06) All 4
N63A SE 0.29 (0.00) 0.20 (0.00) 0.53 (0.00) 1.33 (0.10) 2.52 (0.19) All 4
HH objects
HH54FS 0.28 (0.05) 0.07 (0.01) 0.26 (0.05) 2.58 (0.24) 9.77 (2.20) SL, SH, LH 5
HH54C 0.27 (0.07) 0.09 (0.01) 0.33 (0.05) 4.08 (0.47) 12.55 (2.33) SL, SH, LH 5
HH54EK 0.41 (0.06) 0.14 (0.02) <0.36 1.88 (0.72) > 5.20 SL, SH, LH 5
HH7 0.34 (0.04) <0.07 <0.24 ... ... SL, SH, LH 5
SMM1 blue 0.30 (0.04) 0.35 (0.02) 0.26 (0.01) NA NA SH, LH 6
SMM1 red 0.28 (0.05) ... 0.15 (0.01) NA NA SH, LH 6
The numbers are surface brightness ratios. ‘NA’ means not observed, while ‘...’ means not detected. The errors in parenthesis are
usually 1σ statistical errors. ‘(0.00)’ means no errors are given. The systematic errors in the Spitzer IRS fluxes havae been estimated
to be ≤ 25% (Neufeld et al. 2006), so the undertainties in the flux ratios would be ≤ 35 %. Note that the lines obtained by different
Spitzer IRS modules are from different areas, i.e., SH (9.9 - 19.6) and LH (18.7 - 37.2) modules in high resolution mode and SL
(5.2-14.5) and LL (13.9-39.9) modules in low resolution mode.
Comments on indivudal sources:
Hewitt sources: Hewitt et al. (2009) did not separate the [Fe II] 25.99 µm line from the nearby [O IV] line, and they did not give
any numbers for the [Fe II] 35.35 µm line. However, the 35.35 µm line is clearly seen on the wing of the [Si II] line in Kes79, 3C396,
G48.5-0.0 and G349.7+0.2 at about 1/3 the strength of the 25.99 µm line. This plus the absence of any [Ne V] emission indicates that
the 25.99 µm feature is dominated by [Fe II], though the presence of [Ne III] emission suggests that some [O IV] emission may be present.
References: (1) Sankrit et al. (2014); (2) Hewitt et al. (2009); (3) Neufeld et al. (2007); (4) Caulet & Williams (2012); (5) Neufeld et al.
(2006); (6) Dionatos et al. (2014)
highest preshock densities of about 1, 000 cm−3, while
the shocks in HH objects appear to have the fastest
( >∼ 150 km s
−1) shock speeds. The fact that the obser-
vations match models with solar abundances suggests
nearly complete liberation of Fe from dust grains in
these shocks.
4.2. MIR [Fe II] Lines
There are Spitzer MIR spectroscopic observations of
various interstellar shocks. Table 3 lists the MIR [Fe
II] line intensity ratios of some sources available in lit-
erature. They include SNRs and HH objects. The 25.99
µm line is the bright line between the lowest two lev-
els and is available in all the spectra, so we have nor-
malized the line intensities by the 25.99 µm line. The
Spitzer IRS spectrometer, however, is composed of two,
short and long wavelength, modules sampling different
parts of the sky. Therefore, the ratios of the lines ob-
tained from different modules could be far from what
we would expect. In some cases, the emitting region
was mapped by rastering the slits (Caulet & Williams
2012; Dionatos et al. 2014), and in others it is possible
to scale the fluxes in the different apertures by using
lines in overlapping wavelength ranges of LL and SL
modules (Hewitt et al. 2009) or by using lines in the
different wavelength ranges that have known intensity
ratios (Sankrit et al. 2014). We exclude ratios involv-
ing lines observed in different modules where neither
method of normalization is possible.
Figure 9 is a diagram of F (17.94)/F (25.99) vs.
F (24.52)/F (25.99). As we noted in § 3, the 17.94
µm line has nearly the same Tex and ncr as the
24.52 µm line, so the models lie along a straight line.
(See the upper left frame in Figure 4. The plots in
this section use the same line ratios as those in Fig-
ure 4.) The observed intensities are generally be-
low the models, especially the protostellar jet SMM1
and the LMC SNR N63A SW. There is a consid-
erable degeneracy in deriving shock speeds and/or
preshock densities from these line ratios. For exam-
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Figure 9. [Fe II] 17.94 µm/[Fe II] 25.99 µm vs. [Fe II] 24.52
µm/[Fe II] 25.99 µm diagram. The shock grids are the same
as in Figure 8.
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Figure 10. Same as Figure 9 but for [Fe II] 35.35 µm/[Fe II]
25.99 µm vs. [Fe II] 24.52 µm/[Fe II] 25.99 µm.
ple, the observed F (17.94)/F (25.99) ratio (= 0.27) of
the Cygnus Loop SNR would imply either (n0, vs) ≈
(10 cm−3, 120 km s−1) or (102 cm−3, 45 km s−1) or
(103 cm−3, 25 km s−1). According to a detailed shock
modeling of the IR plus optical/UV spectra of the
Cygnus Loop by Sankrit et al. (2014), a 150 km s−1
shock propagating into a medium of n0 ∼ 5 cm
−3 can
reasonably explain the observed spectra, so the first set
of parameters is close to the right solution.
Figure 10 is a diagram of F (35.35)/F (25.99) vs.
F (24.52)/F (25.99). Here the observed ratios lie
above the predictions by <∼ 30 % over most of the
F (24.52)/F (25.99) ratio range, though one HH object
lies much higher. Apparently, the result of the statis-
tical equilibrium calculation appears to be in a better
agreement with the observed F (35.35)/F (25.99) ratios
at high F (24.52)/F (25.99) ratios (upper right frame
in Figure 4). The poor agreement with the statisti-
cal equilbrium results at low F (24.52)/F (25.99) ratios
suggests that there are some fundamental issues in the
F (35.35)/F (25.99) ratios at low densities. The shock
models using the coefficients of Bautista et al. (2015)
yield an even larger offset as we can infer from Figure
4.
Figure 11 shows F (5.340)/F (25.99) vs.
0.0 0.1 0.2 0.3 0.4
[Fe II] 24.52 µm/[Fe II] 25.99 µm
0
1
2
3
4
5
6
7
[Fe
 II]
 5.
34
0 µ
m
/[F
e I
I] 2
5.9
9 µ
m
Figure 11. Same as Figure 9 but for [Fe II] 5.340 µm/[Fe II]
25.99 µm vs. [Fe II] 24.52 µm/[Fe II] 25.99 µm.
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Figure 12. Same as Figure 9 but for [Fe II] 5.340 µm/[Fe II]
17.94 µm vs. [Fe II] 17.94 µm/[Fe II] 25.99 µm.
F (24.52)/F (25.99). Here again, the observed
F (5.340)/ F (25.99) ratios lie above the models,
especially for low F (24.52)/F (25.99) ratios. Fig-
ure 4 suggests that the presence of Fe+ at higher
temperatures would improve the agreement. But
again the agreement is poor (by a factor of ∼ 2)
at low F (24.52)/F (25.99) ratios, which seems to
indicate that there are some fundamental issues in the
F (5.340)/F (25.99) ratios at low densities. Figure 12
presents F (5.340)/F (17.94) vs. F (17.94)/F (25.99),
and it shows that although the 5.340 µm and 17.94 µm
lines arise from neighboring levels the agreement is not
better.
5. DISCUSSION
The results of the comparison of [Fe II] line intensity ra-
tios predicted from the shock models to those observed
in astronomical shocks may be summarized as follows.
First, in the F (1.257)/F (Paβ) vs. F (1.534)/F (1.644)
plane, the observed ratios fall on the model grids with
reasonable range of shock parameters (Figure 8). So
just based on this plot, the shock models appear to
yield reasonably accurate relative fluxes of NIR [Fe
II] lines. Second, among the MIR line intensity ra-
tios, the F (24.52)/F (25.99) and F (17.94)/F (25.99) ra-
tios predicted from the shock models both cover the
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range of the observed ratios but do not yield consis-
tent results for most data points (Figure 9). Third,
F (35.35)/F (25.99) ratios predicted from the shock
models are smaller than the observed ratios by <∼ 30%
for most of the density range (Figure 10). Fourth,
F (5.340)/F (25.99) and (F5.340)/F (17.94) ratios pre-
dicted from the shock models are significantly (by up
to a factor of <∼ 5) smaller than the observed ratios at
all densities (Figures 11 and 12). In the following, we
discuss the possible contributions of errors in the atomic
physics, the shock wave models, and the observations
to the problems.
5.1. Atomic physics
The first source of errors that we can think is an un-
certainty in atomic parameters. Bautista et al. (2015)
present several new calculations of the [Fe II] atomic
rates and compare them with earlier calculations. They
recommend the average of their computations, which
is largely determined by four calculations using the
Quinet, Le Dourneuf, & Zeippen (1996) target config-
urations for radiative transition rates. According to
Bautista et al. (2015), the uncertainties in the radia-
tive transition rates of the lowest 16 levels are gen-
erally better than 10 %. The a4F9/2 level where the
5.340 µm line originates has an exceptionally large un-
certainty of 30%. The recommended values for colli-
sion strengths among the lowest states have an rms
uncertainty of 10–50 %, and they are roughly half
as large those given their DARC model or the R-
MATRIX calculation of Ramsbottom et al. (2007). If
the Einstein A coefficient of the 5.340 µm line were
greater, the F (5.340)/F (25.99) and F (5.340)/F (17.94)
ratios would have been in a better agreement with
the observations. The largest offset between the pre-
dicted and the observed ratios in F (5.340)/F (25.99)
and (F5.340)/F (17.94) are found at low density ends,
which suggests an error in collision strengths rather
than A coefficients.
One potential problem is that our model includes
only 16 energy levels, and cascades from higher lev-
els that are not included might influence the line
intensities. We have used the CHIANTI package
(Landi et al. 2013), which includes many higher energy
levels, to estimate this contribution. (CHIANTI version
7 uses Fe II collision strengths from Zhang & Pradhan
(1995), which are similar to those of Ramsbottom et al.
(2007).) At 104 K, cascades contribute around 30% to
the population of the upper levels of the lines we ob-
serve, but much of that comes from the levels that we
include, and the contribution from higher levels would
be smaller at the temperatures of 4,000 to 7,000 K
where the bulk of the emission arises. We conclude
that cascades from higher energy levels not included in
the model probably do not affect the ratios considered
here at more than the 20% level.
5.2. Shock models
The shock models are idealized in many ways. They
assume a single shock speed and steady flow from the
shock until the gas reaches 1,000 K. What matters for
the ratio-ratio plots is the distribution of Fe+ ioniza-
tion fraction over the density and temperature of the
emitting region. Since the models span a reasonably
broad range of parameters, they probably cover real
parameters fairly well, even in cases such as the LMC
SNRs, where the observed region undoubtably includes
a range of shock speeds. If the real shocks are incom-
plete, meaning that the gas does not have time to cool
all the way to 1,000 K, the cool part of the Fe II emit-
ting region would be absent, and that could affect the
line ratios, but one would also expect places where the
hotter part of the emitting region predicted in steady
flow would be absent.
The models ignore emission from the shock photoion-
ization precursor, but since the Fe is probably highly
depleted ahead of the shock, that should be a good
approximation. The radiation transfer in the model
ignores resonant scattering, which is likely to be im-
portant for Lyα and the He I and He II resonance lines.
Comparison with the MAPPINGS III model suggests
that this may affect on the shock structure at a level
as large as that caused by the atomic rate uncertain-
ties, but it is not clear whether it would systematically
change the ratio-ratio diagrams.
An interesting possible process not included in any
model is that Fe atoms liberated from grains in the hot
postshock gas will emit some [Fe II] photons before they
are ionized to Fe III. The process has been observed
in UV emission from C IV (Raymond et al. 2013), but
the emission is very faint. The relatively low excitation
rates of forbidden lines and the high ionization rate Fe
II make it unlikely that this process contributes signif-
icantly to the observed fluxes.
5.3. Observational uncertainties
Extinction affects the NIR [Fe II] and Paβ lines, typi-
cally by 10% to 30% (e.g., see Table 2), and it is unlikely
that errors in the extinction correction is a major con-
tributor to the uncertainty. The Spitzer observations
use different modules for the 5.340 µm and 17.94 µm
lines than for the 25.99 µm and 35.35 µm lines, which
could present a substantial uncertainty. We have in-
cluded only observations where the region was mapped
so that the flux from same area could be extracted, or
where scaling of the channels using a known line ra-
tio was possible. Moreover, the ratio-ratio plots show
trends, such as good agreement at high densities and
poor agreement at low densities, that are unlikely to
arise from inconsistent treatment of the different chan-
nels. This argument would not apply to the outlying
point at the top of Figure 10 or perhaps the HH object
point at the lower right of Figure 9, however.
6. CONCLUSIONS
We find that the biggest obstacle to the interpretation
of [Fe II] line intensities in the NIR and MIR ranges is
still the uncertainty in the atomic rates for this com-
plex ion. Neither of the most advanced calculations of
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collision strengths gives a good match to the ratio-ratio
diagrams of MIR lines, and the predicted ranges for
some MIR line ratios are significantly offset from the
observed ratios. While uncertainties in the shock mod-
eling and the observations certainly exist, they seem
less likely to resolve the problems.
The NIR line ratios can provide extinction to the
source with an uncertainty of AV ≈ 0.9 mag and den-
sity of emitting region with an uncertainty of about
20%. The shock parameters derived from NIR line ra-
tios might be reliable. The MIR line ratios, however,
are sensitive both to density and temperature, although
the density could be constrained to some range from ra-
tios such as F (17.94)/F (25.99) and F (24.52)/F (25.99)
The shock parameters may be obtained from MIR line
ratios, but one should be cautious.
The most important application of the [Fe II] IR lines
for interstellar shocks is probably the derivation of the
iron abundance, often giving an indication of the frac-
tion of refractory grains destroyed in the shock. Models
predict that the mass liberated from silicate grains in-
creases from near zero for a 50 km s−1 shock to around
40% for a 150 km s−1 radiative shock (Slavin et al.
2015). The ratio of the 1.257 µm line to Paβ is con-
sistent with this prediction if most of the shocks are
faster than about 80 km s−1. An indication of shock
speeds would be the presence or absence of the [S
III] line at 9532 A˚. Of the objects in Table 2, it is
present in HH 240 and 241 and absent in HH 111
and 120. The gas phase abundance of iron can be
estimated from the ratios of the NIR [Fe II] lines to
[P II] 1.189 µm line or MIR [Fe II] lines to the [Ne
II] 12.82 µm line (e.g., Giannini et al. 2008; Koo et al.
2013; Sankrit et al. 2014), since phosphorus and neon
are not depleted onto grains. Sankrit et al. (2014) es-
timated an iron abundance around 1/2 solar in a 150
km s−1 shock in the Cygnus Loop, but there was con-
siderable spread in the ratios of observed to predicted
intensities for the [Fe II] lines.
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