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Reflected backward stochastic differential equations with
two optional barriers
Tomasz Klimsiak, Maurycy Rzymowski and Leszek S lomin´ski
Abstract
We consider reflected backward stochastic differential equations with two general op-
tional barriers. The solutions to these equations have the so-called regulated trajectories,
i.e trajectories with left and right finite limits. We prove the existence and uniqueness
of Lp solutions, p ≥ 1, and show that the solutions may be approximated by a modified
penalization method.
MSC 2000 subject classifications: Primary 60H10; secondary 60G40.
Keywords: Reflected backward stochastic differential equation, optional barriers, processes
with regulated trajectories, modified penalization method.
1 Introduction
In the present paper we study the existence, uniqueness and approximations of Lp, p ≥ 1,
solutions of reflected backward stochastic differential equations (RBSDEs) with monotone
generator f : Ω× [0, T ]×R×Rd → R and two optional barriers L,U satisfying the so-called
generalized Mokobodzki condition.
The notion of RBSDE with one reflecting continuous barrier was introduced by El Karoui,
Kupoudjian, Pardoux, Peng and Quenez [9], who proved the existence and uniqueness of solu-
tions of equations with Lipschitz continuous generator and square-integrable data. RBSDEs
with two continuous barriers were for the first time considered by Cvitanic´ and Karatzas
[5] under the same assumptions on the generator and the data. In [5], a solution is a triple
(Y,Z,R) of F-progressively measurable processes such that Y is continuous and
Yt = ξ +
∫ T
t
f(r, Yr, Zr) dr +
∫ T
t
dRr −
∫ T
t
Zr dBr, t ∈ [0, T ], (1.1)
where B is a standard d-dimensional Brownian motion and F is the standard augmentation
of the natural filtration generated by B. Moreover, it is required that
Lt ≤ Yt ≤ Ut, t ∈ [0, T ], (1.2)
and R is a continuous process of finite variation such that R0 = 0 and the following minimality
condition is satisfied: ∫ T
0
(Yr − Lr) dR
+
r +
∫ T
0
(Ur − Yr) dR
−
r = 0. (1.3)
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Here R+, R− stand for the positive and negative part of the Jordan decomposition of the
measure dR. In [5] the existence and uniqueness of a solution is proved. Note also that
in [5, 9] important connections between solutions of RBSDEs and suitably defined optimal
stopping problems were established.
Since the pioneering works [5, 9] reflected BSDEs have been intensively studied by many
authors. The results of [5, 9] were generalized to equations with Lp data and ca`dla`g barriers
(see, e.g., [4, 12, 13, 14, 15, 19, 20, 23]). The assumption that the barriers are ca`dla`g
implies that the first component Y of a solutions is also a ca`dla`g process. Therefore this
assumption is sometimes too strong when one think on applications of RBSDEs to optimal
stopping problems, because it is known that in general solutions of such problems have merely
regulated trajectories (see [8]). It is worth noting here that in [16, 22] RBSDEs with non-
ca`dla`g (progressively measurable) barriers and ca`dla`g solutions are considered. However, in
the definition of a solutions adopted in [16, 22] its first component Y need not satisfy (1.2),
but satisfies an essentially weaker condition saying that Lt ≤ Yt ≤ Ut for a.e. t ∈ [0, T ].
To our knowledge, RBSDEs with barriers which are not ca`dla`g and whose solution satisfies
(1.2) are treated only in the papers [1, 10, 11, 17]. Among them, only [11] deals with equations
with two barriers. In the present paper we generalize the existence and uniqueness results
from [11] in several directions. We consider the case of Lp-data with p ≥ 1 (in [11] only the
case of p = 2 is considered). As for the generator, we assume that it is Lipschitz continuous
with respect to z and only continuous and monotone with respect to y (in [11] it is assumed
that f is Lipschitz continuous with respect to y and z). Moreover, we assume that the
generator and the barriers satisfy the so-called generalized Mokobodzki condition which says
that there exists a semimartingale X ∈ Mloc + V
p such that Lt ≤ Xt ≤ Ut, t ∈ [0, T ], and
E
( ∫ T
0
|f(r,Xr, 0)| dr
)p
+ |X|p <∞, (1.4)
where |X|p := (E supt≤T |Xt|
p)1/p for p > 1 and |X|1 := supτ∈ΓE|Xτ | (here Mloc is the
space of local martingales and Vp is the space of finite variation processes with p-integrable
variation, and Γ denotes the set of all F-stopping times). In [11] the standard Mokobodzki
condition is assumed. It says that L ≤ X ≤ U for some semimartingale X ∈ Mloc + V
2 such
that |X|2 < ∞. This condition automatically implies (1.4) with p = 2 in case f is Lipschitz
continuous.
The assumptions on ξ and f adopted in the present paper are the same as in our previous
paper [17] devoted to equations with one lower barrier, and our definition of a solution is
a counterpart to the definition introduced in [17]. For a process η, let ∆+ηt = ηt+ − ηt,
∆−ηt = ηt − ηt−, i.e. ∆
+ηt, ∆
−ηt denote the right and left jump of η at t. Our definition
says that a triple (Y,Z,R) of F-progressively measurable processes is a solution of RBSDE
on the interval [0, T ] with terminal time ξ, right-hand side f and optional barriers L,U
(RBSDE(ξ, f, L, U) for short) if Y,R are regulated processes, R is a finite variation process
with R0 = 0, (1.1) and (1.2) hold true, and the following minimality condition is satisfied:∫ T
0
(Yr− − lim sup
s↑r
Ls) dR
+,∗
r +
∑
r<T
(Yr − Lr)∆
+R+r
+
∫ T
0
(lim inf
s↑r
Us − Yr−) dR
−,∗
r +
∑
r<T
(Ur − Yr)∆
+R−r = 0, (1.5)
where R+,∗, R−,∗ are ca`dla`g parts of the processes R+, R−. We show that if the barriers L,U
are regulated, then ∆−R+t = (Yt − Lt−)
−, ∆−R−t = (Yt − Ut−)
+, and ∆+R+t = (Yt+ − Lt)
−,
2
∆+R−t = (Yt+−Ut)
+. If the barriers are ca`dla`g (resp. ca`gla`d) then ∆+R ≡ 0 (resp. ∆−R =
0). Consequently, if L,U are continuous, then condition (1.5) reduces to (1.3). Moreover, if
the barriers are ca`dla`g, then condition (1.5) reduces to the minimality condition considered
in [12]. In the present paper, we generalize the existence, uniqueness and approximation
results proved in [17]. It is worth pointing out, however, that the proofs are essentially more
complicated and in many points different from those in [17].
Our main results are proved in Sections 3 and 4. In Section 3, we consider equations
with general two optional barriers (they need not be regulated). We show that there exists
a unique solution (Y,Z,R) to RBSDE(ξ, f, L, U) such that |Y |p + E|R
+
T |
p + E|R−T |
p < ∞
and E(
∫ T
0 |Zr|
2 dr)p/2 < ∞ in case p > 1, and E(
∫ T
0 |Zr|
2 dr)q/2 < ∞ for q ∈ (0, 1) in case
p = 1. In case p = 1, we assume additionally that f satisfies condition (Z) introduced in the
paper [4] devoted to usual (nonreflected) BSDEs. The proof of the existence part is divided
into two steps. In the first step, we assume that f does not depend on z and we solve the
following decoupling system{
Y 1t = ess supt≤τ≤T E(Y
2
τ +
∫ τ
t f(r, Y
1
r − Y
2
r ) dr + Lτ1τ<T + ξ1τ=T |Ft),
Y 2t = ess supt≤τ≤T E(Y
1
τ 1τ<T − Uτ1τ<T |Ft).
This system may be equivalently formulated as a system of RBSDEs with lower optional
barriers (see [1, 10, 17]). Putting Y = Y 1 − Y 2, we obtain a solution of RBSDE(ξ, f, L, U).
Note that in the linear case, i.e. when f does not depend on y as well, this method was
considered in the context of Dynkin games problem by Bismut [2, 3] (see also [18, 21]). Next,
to solve the nonlinear problem, we apply a fixed point argument in case p > 1, and Picard
iteration procedure in case p = 1.
In Section 4, under the additional assumption that the barriers L,U are regulated, we
propose another approach to the existence problem. We consider two penalization schemes
based on BSDEs with penalty term and RBSDEs with one barrier and penalty term. In the
first one, we show that there exists a unique solution (Y n, Zn) of generalized BSDE of the
form
Y nt = ξ +
∫ T
t
f(r, Y nr , Z
n
r ) dr −
∫ T
t
Znr dBr + n
∫ T
t
(Y nr − Lr)
− dr
+
∑
t≤σn,i<T
(Y nσn,i+ − Lσn,i)
− − n
∫ T
t
(Y nr − Ur)
+ dr −
∑
t≤τn,i<T
(Y nτn,i+ − Uτn,i)
+, (1.6)
where {{σn,i}} (resp. {{τn,i}}) is a suitably defined array of stopping times exhausting the
right jumps of L (resp. U). We prove that
Y nt → Yt, t ∈ [0, T ]. (1.7)
Moreover, for every γ ∈ (0, 2),
E(
∫ T
0
|Znr − Zr|
γ dr)p/2 → 0 (1.8)
if p > 1, and
E(
∫ T
0
|Znr − Zr|
γ dr)q/2 → 0, q ∈ (0, 1), (1.9)
if p = 1. We also prove that if ∆−R = 0, then |Y n − Y |p → 0, and (1.8) holds true with
γ = 2. To prove (1.7)–(1.9) we first show the convergence of penalization schemes based on
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RBSDEs. In this scheme, (Y¯ n, Z¯n, K¯n) (resp. (Y n, Zn, An)) is a solution to reflected BSDE
with upper barrier U (resp. lower barrier L) and the generator being a sum of f and an
additional penalty term (depending on n) involving L (resp. U) and the right-side jumps of
L (resp. U). We prove that (Y¯ n, Z¯n, K¯n), (Y n, Zn, An) converge to (Y,Z,R) in the sense of
(1.7)–(1.9) and
Y¯ nt ≤ Y
n
t ≤ Y
n
t , t ∈ [0, T ].
The advantage of these approximations is that {Y¯ n} is nondecreasing and {Y n} is nonin-
creasing.
2 Preliminaries
Let B be a standard Wiener process defined on some probability space (Ω,F , P ) and let
F = {Ft, t ∈ [0, T ]} be the standard augmentation of the filtration generated by B. Recall
that a function y : [0, T ]→ Rd is called regulated if for every t ∈ [0, T ) the limit yt+ = limu↓t yu
exists, and for every s ∈ (0, T ] the limit ys− = limu↑s yu exists. For any regulated function y
on [0, T ], we set ∆+yt = yt+ − yt if 0 ≤ t < T , and ∆
−ys = ys − ys− if 0 < s ≤ T . We also
set ∆+yT = ∆
−y0 = 0, ∆yt = ∆
+yt +∆
−yt, t ∈ [0, T ] and y
⊕
t = yt+ if t < T , and y
⊕
T = yT .
Note that y⊕ is a ca`dla`g function such that y⊕t = ∆
+yt+ yt, t ∈ [0, T ]. It is known that each
regulated function is bounded and has at most countably many discontinuities (see, e.g., [7,
Chapter 2, Corollary 2.2]).
For x ∈ Rd, z ∈ Rd×n, we set |x|2 =
∑d
i=1 |xi|
2, ‖z‖2 = trace(z∗z). 〈·, ·〉 denotes the usual
scalar product in Rd and sgn(x) = 1{x 6=0}x/|x|.
For a fixed stopping time τ , we denote by Γτ the set of all F-stopping times taking values
in [τ, T ]. We put Γ := Γ0. We denote by L
p, p > 0, the space of random variables X such
that ‖X‖p ≡ E(|X|
p)1∧1/p <∞. We denote by S the set of all F-adapted regulated processes,
and by Sp, p > 0, the subset of Y ∈ S such that E sup0≤t≤T |Yt|
p < ∞. Given a regulated
F-adapted process X, we set,
|X|p =
{
(E supt≤T |Xt|
p)1∧(1/p), for p 6= 1,
supτ∈ΓE|Xτ |, for p = 1.
H is the set of F-progressively measurable processes X such that P
( ∫ T
0 |Xt|
2 dt < ∞
)
= 1,
and Hp, p > 0, is the set of all X ∈ H such that ‖X‖Hp ≡ ‖(
∫ T
0 |Xs|
2 ds)1/2‖p < +∞.
We say that an F-progressively measurable process X is of class (D) if the family {Xτ , τ ∈
Γ} is uniformly integrable. We equip the space of processes of class (D) with the norm | · |1.
For τ ∈ Γ, we denote by [[τ ]] the set {(ω, t) : τ(ω) = t}. An increasing sequence {τk} ⊂ Γ
is called a chain if ∀ω ∈ Ω ∃n ∈ N ∀k ≥ n τk(ω) = T .
M (resp. Mloc) is the set of all F-martingales (resp. local martingales). M
p, p ≥ 1,
denotes the space of all M ∈ M such that E([M ]T )
p/2 < ∞, where [M ] stands for the
quadratic variation of M .
V (resp. V+) denotes the space of F-progressively measurable process of finite variation
(resp. increasing) such that V0 = 0, and V
p (resp. V+,p), p ≥ 1, is the set of processes V ∈ V
(resp. V ∈ V+) such that E|V |pT <∞, where |V |T denotes the total variation of V on [0, T ].
For V ∈ V, we denote by V ∗ the ca`dla`g part of the process V , and by V d its purely jumping
part consisting of right jumps, i.e.
V dt =
∑
s<t
∆+Vs, V
∗
t = Vt − V
d
t , t ∈ [0, T ].
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Let V 1, V 2 ∈ V. We write dV 1 ≤ dV 2 if dV 1,∗ ≤ dV 2,∗ and ∆+V 1 ≤ ∆+V 2 on [0, T ].
In the whole paper all relations between random variables hold P -a.s. For process X and
Y , we write X ≤ Y if Xt ≤ Yt, t ∈ [0, T ].
We assume that V ∈ V, the barriers L,U are F-adapted optional processes, LT ≤ ξ ≤ UT ,
and the generator is a map
Ω× [0, T ]× R× Rd ∋ (ω, t, y, z) 7→ f(ω, t, y, z) ∈ R,
which is F-adapted for fixed y, z. We will need the following assumptions.
(H1) There is λ ≥ 0 such that |f(t, y, z)−f(t, y, z′)| ≤ λ|z−z′| for t ∈ [0, T ], y ∈ R, z, z′ ∈ Rd.
(H2) There is µ ∈ R such that (y − y′)(f(t, y, z) − f(t, y′, z)) ≤ µ(y − y′)2 for t ∈ [0, T ],
y, y′ ∈ R, z ∈ Rd.
(H3) ξ,
∫ T
0 |f(r, 0, 0)| dr, |V |T ∈ L
p.
(H4) For every (t, z) ∈ [0, T ]× Rd the mapping R ∋ y → f(t, y, z) is continuous.
(H5) [0, T ] ∋ t 7→ f(t, y, 0) ∈ L1(0, T ) for every y ∈ R,
(H6) There exists a processX ∈ Mloc+V
p such thatX ∈ Sp, L ≤ X ≤ U and
∫ T
0 |f(r,Xr , 0)| dr ∈
L
p.
(H6*) There exists a process X ∈ Mloc + V
1 such that X is of class (D), L ≤ X ≤ U and∫ T
0 |f(r,Xr, 0)| dr ∈ L
1,
(Z) There exists a progressively measurable process g and γ ≥ 0, α ∈ [0, 1) such that
|f(t, y, z) − f(t, y, 0)| ≤ γ(gt + |y|+ |z|)
α, t ∈ [0, T ], y ∈ R, z ∈ Rd.
Remark 2.1. If X ∈ S and X is of class (D), then X ∈ Sq for q ∈ (0, 1). To see this, we let
σa = inf{t ≥ 0 : |Xt| > a} ∧ T . Then for q ∈ (0, 1) and b > 0,
E sup
t≤T
|Xt|
q = E sup
t≤T
|X⊕t |
q ≤ b+
∫ ∞
b
P (sup
t≤T
|X⊕t |
q > a) da
≤ b+
∫ ∞
b
E|X⊕σ
a1/q
|
a1/q
da ≤ b+ |X|1
∫ ∞
b
1
a1/q
da.
Taking infimum over b > 0, we get
E sup
t≤T
|Xt|
q ≤
1
1− q
|X|q1.
Definition 2.2. We say that a pair (Y,Z) of F-progressively measurable processes is a so-
lution of BSDE with right-hand side f + dV and terminal value ξ (BSDE(ξ,f + dV ) in
abbreviation) if
(a) Y is a regulated process and Z ∈ H,
(b)
∫ T
0 |f(r, Yr, Zr)| dr <∞,
(c) Yt = ξ +
∫ T
t f(r, Yr, Zr) dr +
∫ T
t dVr −
∫ T
t Zr dBr, t ∈ [0, T ].
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The following definition of a solution of reflected BSDE with one optional barrier was
introduced in [17].
Definition 2.3. We say that a triple (Y,Z,K) of F-progressively measurable processes is a
solution of the reflected backward stochastic differential equation with right-hand side f+dV ,
terminal value ξ and lower barrier L (RBSDE(ξ, f + dV,L) in abbreviation) if
(a) Y is a regulated process and Z ∈ H,
(b) K ∈ V+, Lt ≤ Yt, t ∈ [0, T ], and∫ T
0
(Yr− − lim sup
s↑r
Ls) dK
∗
r +
∑
r<T
(Yr − Lr)∆
+Kr = 0,
(c)
∫ T
0 |f(r, Yr, Zr)| dr <∞,
(d) Yt = ξ +
∫ T
t f(r, Yr, Zr) dr +
∫ T
t dKr +
∫ T
t dVr −
∫ T
t Zr dBr, t ∈ [0, T ].
Definition 2.4. We say that a triple (Y,Z,K) of F-progressively measurable processes is a
solution of the reflected backward stochastic differential equation with right-hand side f+dV ,
terminal value ξ and upper barrier U (RBSDE(ξ, f + dV,U) in abbreviation) if (−Y,−Z,K)
is a solution of RBSDE(−ξ,−f˜ − dV,−U) with
f˜(t, y, z) = f(t,−y,−z).
The following theorem and lemma, which are easy modifications of [17, Theorem 2.10]
and [17, Lemma 2.8], respectively, will be used in Section 4. We omit their proofs because
are the same as the proofs of the corresponding results from [17].
Theorem 2.5. Assume that (H1), (H2), (H4), (H5) are satisfied, (Y n, Zn) ∈ S ⊗ H, Dn ∈
V,Kn ∈ V+, t 7→ f(t, Y nt , Z
n
t ) ∈ L
1(0, T ) and
Y nt = Y
n
0 −
∫ t
0
f(s, Y ns , Z
n
s ) ds−
∫ t
0
dKns +
∫ t
0
dDns +
∫ t
0
Zns dBs
for t ∈ [0, T ]. Moreover, assume that
(a) dDn ≤ dDn+1, n ∈ N, supn≥0E|D
n|T <∞,
(b) lim infn→∞
( ∫ τ
σ (Ys − Y
n
s ) d(K
n
s −D
n
s )
∗ +
∑
σ≤s<τ (Ys − Y
n
s )∆
+(Kns −D
n
s )
)
≥ 0 for any
σ, τ ∈ Γ such that σ ≤ τ ,
(c) there exists a process C ∈ V+,1 such that ∆−Knt ≤ ∆
−Ct, t ∈ [0, T ],
(d) there exist processes y, y ∈ V+,1 +Mloc of class (D) such that
E
∫ T
0
f+(s, ys, 0) ds +E
∫ T
0
f−(s, y
s
, 0) ds <∞, yt ≤ Y
n
t ≤ yt, t ∈ [0, T ],
(e) E
∫ T
0 |f(s, 0, 0)| ds <∞,
(f) Y nt ր Yt, t ∈ [0, T ].
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Then Y is regulated, D ∈ V1, where Dt = limn→∞D
n
t , t ∈ [0, T ], and there exist K ∈ V
+,
Z ∈ H such that
Yt = Y0 −
∫ t
0
f(s, Ys, Zs) ds −
∫ t
0
dKs +
∫ t
0
dDs +
∫ t
0
Zs dBs t ∈ [0, T ],
and
Zn → Z dt⊗ P -a.e.,
∫ T
0
|f(s, Y ns , Z
n
s )− f(s, Ys, Zs)| ds→ 0 in probability P.
Moreover, there exists a chain {τk} ⊂ Γ such that for every p ∈ (0, 2),
E
∫ τk
0
|Zns − Zs|
p ds→ 0. (2.1)
If |∆−Kt| = 0, t ∈ [0, T ], then (2.1) also holds for p = 2.
Lemma 2.6. Assume that (H1)–(H4) are satisfied. Let Dn,D ∈ V and (Y n, Zn), (Y,Z) ∈
S ⊗H be such that t 7→ f(t, Y nt , Z
n
t ), t 7→ f(t, Yt, Zt) ∈ L
1(0, T ) and
Y nt = Y
n
0 −
∫ t
0
f(s, Y ns , Z
n
s ) ds −
∫ t
0
dDns +
∫ t
0
Zns dBs, t ∈ [0, T ],
Yt = Y0 −
∫ t
0
f(s, Ys, Zs) ds−
∫ t
0
dDs +
∫ t
0
Zs dBs, t ∈ [0, T ].
If
(a) there exists a chain {τk}, such that supn≥0E((D
n)+τk)
2 <∞,
(b) lim infn→∞(
∫ τ
σ (Ys − Y
n
s ) dD
n,∗
s +
∑
σ≤s<τ (Ys − Y
n
s )∆
+Dns ) ≥ 0 for all σ, τ ∈ Γ such that
σ ≤ τ ,
(c) there exists C ∈ V+,1 such that |∆−(Yt − Y
n
t )| ≤ |∆
−Ct|, t ∈ [0, T ],
(d) there exist processes y, y ∈ V+,1 +Mloc of class (D) such that
yt ≤ Y
n
t ≤ yt, t ∈ [0, T ], E
∫ T
0
f+(s, ys, 0) ds +E
∫ T
0
f−(s, y
s
, 0) ds <∞,
(e) Y nt → Yt, t ∈ [0, T ],
then
Zn → Z dt⊗ P -a.e.,
∫ T
0
|f(s, Y ns , Z
n
s )− f(s, Ys, Zs)| ds→ 0 in probability P
and there exists a chain {τk} ⊂ Γ such that for all k ∈ N and p ∈ (0, 2),
E
∫ τk
0
|Zns − Zs|
p ds→ 0. (2.2)
If ∆−Ct = 0, t ∈ [0, T ], then (2.2) also holds for p = 2.
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3 Existence and uniqueness of solutions
3.1 Definition of a solution and comparison results
Definition 3.1. We say that a triple (Y,Z,K) of F-progressively measurable processes is a
solution of the reflected backward stochastic differential equation with right-hand side f+dV ,
terminal value ξ, lower barrier L and upper barrier U (RBSDE(ξ, f + dV,L,U)) if
(a) Y is a regulated process and Z ∈ H,
(b) R ∈ V, Lt ≤ Yt ≤ Ut, t ∈ [0, T ], and∫ T
0
(Yr− − lim sup
s↑r
Ls) dR
+,∗
r +
∑
r<T
(Yr − Lr)∆
+R+r
+
∫ T
0
(lim inf
s↑r
Us − Yr−) dR
−,∗
r +
∑
r<T
(Ur − Yr)∆
+R−r = 0,
where R = R+ −R− is the Jordan decomposition of R,
(c)
∫ T
0 |f(r, Yr, Zr)| dr <∞,
(d) Yt = ξ +
∫ T
t f(r, Yr, Zr) dr +
∫ T
t dVr +
∫ T
t dRr −
∫ T
t Zr dBr, t ∈ [0, T ].
Note that if L,U are regulated processes and (Y,Z,R) is a solution to RBSDE(ξ, f, L, U)
then
∆−R+t = (Yt − Lt− +∆
−Vt)
−, ∆−R−t = (Yt − Ut− +∆
−Vt)
+,
and
∆+R+t = (Yt+ − Lt +∆
+Vt)
−, ∆+R−t = (Yt+ − Ut +∆
+Vt)
+.
To check the first equality (the proofs of the other ones are similar) assume first that ∆−R+t >
0 and observe that by Definition 3.1(d),
∆−R+t = −∆
−Yt −∆
−Vt.
Since by Definition 3.1(b), Yt− = Lt−, the desired equality holds true. Now assume that
∆−R+t = 0. Since ∆
−R−t ≥ 0 and Yt− ≥ Lt−,
Yt − Lt− +∆
−Vt = ∆
−Yt + Yt− − Lt− +∆
−Vt = −∆R
+
t +∆
−R−t + Yt− − Lt− ≥ 0,
which completes the proof.
From the above equalities it follows in particular that if the barriers and V are ca`dla`g
(resp. ca`gla`d), then Y is ca`dla`g (resp. ca`gla`d).
Proposition 3.2. Let (Y i, Zi, Ri) be a solution of RBSDE(ξi, f i + dV i, Li, U i), i = 1, 2.
Assume that f1 satisfies (H1), (H2) and ξ1 ≤ ξ2, f1(·, Y 2, Z2) ≤ f2(·, Y 2, Z2) dt ⊗ dP -a.s.,
dV 1 ≤ dV 2, L1 ≤ L2, U1 ≤ U2. If (Y 1 − Y 2)+ ∈ Sp for some p > 1, then Y 1 ≤ Y 2.
Proof. Without loss of generality we may assume that µ = − 4λ
2
p−1 (see [17, Remark 3.2]). By
(H1), (H2) and the fact that f1(·, Y 2, Z2) ≤ f2(·, Y 2, Z2) dt⊗ dP -a.s., we have
((Y 1r − Y
2
r )
+)p−1(f1(r, Y 1r , Z
1
r )− f
2(r, Y 2r , Z
2
r ))
≤ ((Y 1r − Y
2
r )
+)p−1(f1(r, Y 1r , Z
1
r )− f
1(r, Y 2r , Z
2
r ))
≤ −
4λ2
p− 1
((Y 1r − Y
2
r )
+)p + λ((Y 1r − Y
2
r )
+)p−1|Z1r − Z
2
r |. (3.1)
Note that, by the minimality condition for R1, R2 and the assumption that L1 ≤ L2 and
U1 ≤ U2,
1{Y 1r−>Y
2
r−}
d(R1r −R
2
r)
∗ ≤ 1{Y 1r−>Y 2r−} dR
1,∗,+
r + 1{Y 1r−>Y 2r−} dR
2,∗,−
r = 0, (3.2)
and
1{Y 1r >Y 2r }∆
+(R1r −R
2
r) ≤ 1{Y 1r >Y 2r }∆
+R1,+r + 1{Y 1r >Y 2r }∆
+R1,−r = 0. (3.3)
By [17, Corollary A.5], for τ, σ ∈ Γ such that σ ≤ τ we have
((Y 1σ − Y
2
σ )
+)p +
p(p− 1)
2
∫ τ
σ
((Y 1r − Y
2
r )
+)p−21{Y 1r >Y 2r }|Z
1
r − Z
2
r |
2 dr
≤ ((Y 1τ − Y
2
τ )
+)p + p
∫ τ
σ
((Y 1r − Y
2
r )
+)p−1(f1(r, Y 1r , Z
1
r )− f
2(r, Y 2r , Z
2
r )) dr
+ p
∫ τ
σ
((Y 1r− − Y
2
r−)
+)p−1 d(V 1r − V
2
r )
∗ + p
∑
σ≤r<τ
((Y 1r − Y
2
r )
+)p−1∆+(V 1r − V
2
r )
+ p
∫ τ
σ
((Y 1r− − Y
2
r−)
+)p−11{Y 1r >Y 2r } d(R
1
r −R
2
r)
∗
+ p
∑
σ≤r<τ
((Y 1r − Y
2
r )
+)p−11{Y 1r >Y 2r }∆
+(R1r −R
2
r)
− p
∫ τ
σ
((Y 1r − Y
2
r )
+)p−1(Z1r − Z
2
r ) dBr.
By the above inequality, (3.1)–(3.3) and the assumption that dV 1 ≤ dV 2, we get
((Y 1σ − Y
2
σ )
+)p +
p(p− 1)
2
∫ τ
σ
((Y 1r − Y
2
r )
+)p−21{Y 1r >Y 2r }|Z
1
r − Z
2
r |
2 dr
≤ ((Y 1τ − Y
2
τ )
+)p −
4pλ2
p− 1
∫ τ
σ
((Y 1r − Y
2
r )
+)p dr + pλ
∫ τ
σ
((Y 1r − Y
2
r )
+)p−1|Z1r − Z
2
r | dr
− p
∫ τ
σ
((Y 1r − Y
2
r )
+)p−1(Z1r − Z
2
r ) dBr. (3.4)
Note that
pλ((Y 1r − Y
2
r )
+)p−1|Z1r − Z
2
r |
= p((Y 1r − Y
2
r )
+)p−21{Y 1r >Y 2r }(λ(Y
1
r − Y
2
r )
+|Z1r − Z
2
r |)
≤ p((Y 1r − Y
2
r )
+)p−21{Y 1r >Y 2r }
( 4λ2
p− 1
((Y 1r − Y
2
r )
+)2 +
p− 1
4
|Z1r − Z
2
r |
2
)
≤
4pλ2
p− 1
((Y 1r − Y
2
r )
+)p +
p(p− 1)
4
((Y 1r − Y
2
r )
+)p−21{Y 1r >Y 2r }|Z
1
r − Z
2
r |
2.
From this and (3.4) it follows that
((Y 1σ − Y
2
σ )
+)p +
p(p− 1)
4
∫ τ
σ
((Y 1r − Y
2
r )
+)p−21{Y 1r >Y 2r }|Z
1
r − Z
2
r |
2 dr
≤ ((Y 1τ − Y
2
τ )
+)p − p
∫ τ
σ
((Y 1r − Y
2
r )
+)p−1(Z1r − Z
2
r ) dBr. (3.5)
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Let {τk} ⊂ Γ be a localizing sequence for the local martingale
∫ ·
σ((Y
1
r −Y
2
r )
+)p−1(Z1r−Z
2
r ) dBr.
By (3.5) with τ replaced by τk ≥ σ, we have
((Y 1σ − Y
2
σ )
+)p ≤ ((Y 1τk − Y
2
τk
)+)p − p
∫ τk
σ
((Y 1r − Y
2
r )
+)p−1(Z1r − Z
2
r ) dBr, k ∈ N.
Taking the expectation and then letting k →∞, we get E((Y 1σ −Y
2
σ )
+)p = E((ξ1−ξ2)+)p = 0.
Hence, by the Section Theorem (see, e.g., [6, Chapter IV, Theorem 86]), (Y 1t − Y
2
t )
+ = 0,
t ∈ [0, T ].
Lemma 3.3. Let (Y i, Zi, Ri) be a solution of RBSDE(ξi, f i+ dV i, Li, U i), i = 1, 2. Assume
that f1 satisfies (H2),(Z), Y 1, Y 2 are of class (D) and Z1, Z2 ∈ Lq((0, T ) ⊗ Ω) for some
q ∈ (α, 1]. Assume also that ξ1 ≤ ξ2, f1(·, Y 2, Z2) ≤ f2(·, Y 2, Z2) dt⊗ dP -a.s., dV 1 ≤ dV 2,
L1 ≤ L2, U1 ≤ U2. Then (Y 1 − Y 2)+ ∈ Sp for p = qα .
Proof. By [17, Corollary A.5], the assumptions, (H2), (3.2) and (3.3), for all σ, τ ∈ Γ, such
that σ ≤ τ we have
(Y 1σ − Y
2
σ )
+ ≤ (Y 1τ − Y
2
τ )
+ +
∫ τ
σ
1{Y 1r >Y 2r }(f
1(r, Y 1r , Z
1
r )− f
2(r, Y 2r , Z
2
r )) dr
+
∫ τ
σ
1{Y 1r−>Y
2
r−}
d(V 1r − V
2
r )
∗ +
∑
σ≤r<τ
1{Y 1r >Y 2r }∆
+(V 1r − V
2
r )
+
∫ τ
σ
1{Y 1r−>Y
2
r−}
d(R1r −R
2
r)
∗ +
∑
σ≤r<τ
1{Y 1r >Y 2r }∆
+(R1r −R
2
r)
−
∫ τ
σ
1{Y 1r >Y 2r }(Z
1
r − Z
2
r ) dBr
≤
∫ τ
σ
1{Y 1r >Y 2r }(f
1(r, Y 2r , Z
1
r )− f
1(r, Y 2r , Z
2
r )) dr
−
∫ τ
σ
1{Y 1r >Y 2r }(Z
1
r − Z
2
r ) dBr. (3.6)
By (Z),
|f1(r, Y 2r , Z
1
r )− f
1(r, Y 2r , Z
2
r )| ≤ |f
1(r, Y 2r , Z
1
r )− f
1(r, Y 2r , 0)|
+ |f1(r, Y 2r , 0)− f
1(r, Y 2r , Z
2
r )|
≤ 2γ(gr + |Y
1
r |+ |Y
2
r |+ |Z
1
r |+ |Z
2
r |)
α.
Let {τk} be a localizing sequence for the local martingale
∫ ·
σ 1{Y 1r >Y 2r }(Z
1
r − Z
2
r ) dBr. From
the above inequality and (3.6) we get
(Y 1σ − Y
2
σ )
+ ≤ E
(
(Y 1τk − Y
2
τk
)+ + 2γ
∫ T
0
(gr + |Y
1
r |+ |Y
2
r |+ |Z
1
r |+ |Z
2
r |)
α dr|Fσ
)
.
Since Y 1, Y 2 are of class (D), {τk} is a chain and ξ
1 ≤ ξ2, letting k → ∞ in the above
inequality we get
(Y 1σ − Y
2
σ )
+ ≤ 2γE
( ∫ T
0
(gr + |Y
1
r |+ |Y
2
r |+ |Z
1
r |+ |Z
2
r |)
α dr|Fσ
)
.
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Let p = q/α. By Doob’s inequality,
E sup
t≤T
((Y 1t − Y
2
t )
+)p ≤ CpE
(∫ T
0
(gr + |Y
1
r |+ |Y
2
r |+ |Z
1
r |+ |Z
2
r |)
q dr
)
.
Hence (Y 1 − Y 2)+ ∈ Sp.
Remark 3.4. Observe that if f1, f2 do not depend on z, then in Proposition 3.2 it is enough
to assume that (Y 1 − Y 2)+ is of class (D).
Proposition 3.5. Let (Y,Z,R) be a solution of RBSDE(ξ, f+dV,L,U). Assume that p > 1,
(H1), (H2), (H3) are satisfied, Y ∈ Sp, Z ∈ Hp, R ∈ Vp or p = 1, (H1), (H2), (H3), (Z) are
satsfied, Y is of class (D), Z ∈ Hq, q ∈ (0, 1) and R ∈ V1. Then,
E
( ∫ T
0
|f(r, Yr, Zr)| dr
)p
<∞. (3.7)
Proof. We may assume that µ = 0. By [17, Corollary A.5], for all σ, τ ∈ Γ such that σ ≤ τ ,
we have
|Yσ| ≤ |Yτ |+
∫ τ
σ
sgn(Yr)f(r, Yr, Zr) dr +
∫ τ
σ
sgn(Yr−) dVr +
∫ τ
σ
sgn(Yr−) dR
∗
r
+
∑
σ≤r<τ
sgn(Yr)∆
+Rr −
∫ τ
σ
sgn(Yr)Zr dBr (3.8)
By (Z) and (H2),
sgn(Yr)f(r, Yr, Zr) ≤ −|f(r, Yr, Zr)|+ 2γ(gr + |Zr|)
α + 2|f(r, 0, 0)|, (3.9)
whereas by (H1) and (H2),
sgn(Yr)f(r, Yr, Zr) ≤ −|f(r, Yr, Zr)|+ 2λ|Zr|+ 2|f(r, 0, 0)|. (3.10)
From (3.8)–(3.10) and the assumptions we get the desired result.
3.2 Existence of solutions for f independent of z
Theorem 3.6. Assume that f is independent of z. If p > 1 and (H1)–(H6) (resp. p = 1 and
(H1)–(H5), (H6*)) are satisfied, then there exists a unique solution (Y,Z,R) of RBSDE(ξ,f+
dV ,L,U) such that Y ∈ Sp, Z ∈ Hp and R ∈ Vp (resp. Y is of class (D), Z ∈ Hq, q ∈ (0, 1),
and R ∈ V1).
Proof. Without loss of generality we may assume that µ = 0. Let (Y 1,0, Z1,0) be a solution
of BSDE(ξ,f + dV ) such that if p > 1, Y 1,0 ∈ Sp, Z1,0 ∈ Hp and if p = 1, Y 1,0 is of class (D),
Z1,0 ∈ Hq, q ∈ (0, 1). Set (Y 2,0, Z2,0) = (0, 0). Moreover, for each n ≥ 1 let (Y 1,n, Z1,n,K1,n)
be a solution of RBSDE(ξ,fn + dV ,L+ Y
2,n−1) with
fn(r, y) = f(r, y − Y
2,n−1
r ),
and let (Y 2,n, Z2,n,K2,n) be a solution of RBSDE(0,0,Y 1,n−1 − U) such that if p > 1,
Y 1,n, Y 2,n ∈ Sp, Z1,n, Z2,n ∈ Hp, K1,n,K2,n ∈ V+,p, and if p = 1, then Y 1,n, Y 2,n are of
class (D), Z1,n, Z2,n ∈ Hq, q ∈ (0, 1), K1,n,K2,n ∈ V+,1. For each n ≥ 0 the existence of the
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above solutions follows from [17, Theorem 3.20]. In both cases (p > 1, p = 1), by Proposition
3.5, we have
E
( ∫ T
0
|f(r, Y 1,nr − Y
2,n−1
r )| dr
)p
<∞. (3.11)
The rest of the proof we divide into 4 steps.
Step 1. We show that the sequences (Y 1,n)n≥0, (Y
2,n)n≥0 are increasing. We proceed
by induction. Clearly Y 1,1 ≥ Y 1,0 and Y 2,1 ≥ Y 2,0. Suppose that Y 1,n ≥ Y 1,n−1 and
Y 2,n ≥ Y 2,n−1. Using (H2) we show that fn+1 ≥ fn and L+ Y
2,n ≥ L+ Y 2,n−1. Hence, by
Proposition 3.2 and Remark 3.4, Y 1,n+1 ≥ Y 1,n. By a similar argument, Y 2,n+1 ≥ Y 2,n, so
(Y 1,n)n≥0, (Y
2,n)n≥0 are increasing.
Step 2. Let Y 1 := supn≥1 Y
1,n, Y 2 := supn≥1 Y
2,n. We show that Y 1, Y 2 ∈ Sp if p > 1,
and if p = 1, then Y 1, Y 2 are of class (D). Let p > 1. By (H6), there exists a process
X ∈ (Mloc+V
p)∩Sp such that X ≥ L and
∫ T
0 f
−(r,Xr, 0) dr ∈ L
p. If p = 1, then by (H6*),
there exists X of class (D) such that X ∈ Mloc + V
1, X ≥ L and
∫ T
0 f
−(r,Xr, 0) dr ∈ L
1.
Since the Brownian filtration has the representation property, there exist processes H ∈ Mloc
and C ∈ Vp such that
Xt = XT −
∫ T
t
dCr −
∫ T
t
Hr dBr, t ∈ [0, T ].
This equality can be written in the form
X˜t = ξ +
∫ T
t
f(r, X˜r) dr +
∫ T
t
dVr +
∫ T
t
dC ′r −
∫ T
t
Hr dBr,
where C ′ is some process in Vp, X˜t = Xt, t ∈ [0, T ), X˜T = ξ. Let (X˜
1, H˜1) be a solution of
the following BSDE
X˜1t = ξ +
∫ T
t
f(r, X˜r) dr +
∫ T
t
dVr +
∫ T
t
dC ′+r −
∫ T
t
H˜1r dBr, t ∈ [0, T ],
and (X˜2, H˜2) be a solution of the BSDE
X˜2t =
∫ T
t
dC ′−r −
∫ T
t
H˜2r dBr, t ∈ [0, T ],
such that if p > 1, then X˜1, X˜2 ∈ Sp, H˜1, H˜2 ∈ Hp, and if p = 1, then X˜1, X˜2 are of class
(D), H˜1, H˜2 ∈ Hq, q ∈ (0, 1). The existence of such solutions follows from [17, Theorem 3.20].
Let us note that X˜ = X˜1 − X˜2. It is easy to see that (X˜1, H˜1, 0) is a solution of RBSDE(ξ,
f˜+dV +dC ′+, L+X˜2) with f˜(r, x) = f(r, x−X˜2r ) and (X˜
2, H˜2, 0) is a solution of RBSDE(0,
dC ′−, X˜1 − U). Proceeding by induction we will show that for each n ∈ N, X˜1 ≥ Y 1,n and
X˜2 ≥ Y 2,n. For n = 0, since X˜2 ≥ 0, using (H2) we get f˜ ≥ f . Hence, by Proposition 3.2 and
Remark 3.4, X˜1 ≥ Y 1,0. It is clear that X˜2 ≥ Y 2,0 since Y 2,0 = 0. Suppose that X˜1 ≥ Y 1,n
and X˜2 ≥ Y 2,n. Using (H2) we show that f˜ ≥ fn+1, L+ X˜
2 ≥ L+ Y 2,n, Y 1,n −U ≤ X˜ −U .
Hence by Proposition 3.2 and Remark 3.4, X˜2 ≥ Y 1,n+1, X˜2 ≥ Y 2,n+1, so for each n ∈ N,
X˜1 ≥ Y 1,n and X˜2 ≥ Y 2,n. We have
Y 1,0 ≤ Y 1,n ≤ X˜1, Y 2,0 ≤ Y 2,n ≤ X˜2. (3.12)
Therefore Y 1, Y 2 ∈ Sp for p > 1, and if p = 1, then Y 1, Y 2 are of class (D).
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Step 3. We will show that there exist Z1, Z2 ∈ Hp, K1,K2 ∈ Vp if p > 1, and Z1, Z2 ∈
Hq, q ∈ (0, 1), K1,K2 ∈ V1 if p = 1 such that (Y 1, Z1,K1) is a solution of RBSDE(ξ,fˆ +
dV ,L+Y 2) with fˆ(r, y) = f(r, y−Y 2r ) and (Y
2, Z2,K2) is a solution of RBSDE(0,0,Y 1−U).
By (H4), f(r, Y 1,nr − Y
2,n−1
r )→ f(r, Y 1r − Y
2
r ) as n→∞. Furthermore, by (H2) and (3.12),
f(r,X1r ) ≤ f(r, Y
1,n
r − Y
2,n−1
r ) ≤ f(r, Y
1,0
r −X
2
r ). (3.13)
Hence, by (H2), (H5) and the Lebesgue dominated convergence theorem,
∫ T
0
|f(r, Y 1,nr − Y
2,n−1
r ) dr − f(r, Y
1
r − Y
2
r )| dr → 0. (3.14)
Observe that
Snt : = Y
1,n
t +
∫ t
0
f(r, Y 1,nr − Y
2,n−1
r ) dr + Vt
≥ Lt + Y
2,n−1
t +
∫ t
0
f(r, Y 1,nr − Y
2,n−1
r ) dr + Vt =: L¯
n
t , t ∈ [0, T ],
and that (3.11) implies that Sn is a supermartingale of class (D) on [0, T ]. Letting n → ∞
in the above inequality we get
St := Y
1
t +
∫ t
0
f(r, Y 1r − Y
2
r ) dr + Vt ≥ Lt + Y
2
t +
∫ t
0
f(r, Y 1r − Y
2
r ) dr + Vt =: L¯t, t ∈ [0, T ].
Set τk = inf{t ≥ 0;
∫ t
0 |f(r, Y
1,0
r −X2r )| + |f(r,X
1
r )| dr ≥ k} ∧ T , k ∈ N. By (H5), {τk} is a
chain. From the definition {τk}, and (3.12), (3.13) it follows that S is a supermartingale of
class (D) on [0, τk], k ≥ 0. It is clear that S majorizes L¯, so for σ ∈ Γ we have
Sσ∧τk ≥ ess sup
τ∈Γσ∧τk
E(L¯τ∧τk |Fσ∧τk ).
Hence
Y 1σ∧τk ≥ ess sup
τ∈Γσ∧τk
E
( ∫ τ∧τk
σ∧τk
f(r, Y 1r − Y
2
r ) dr +
∫ τ∧τk
σ∧τk
dVr + (Lτ + Y
2
τ )1{τ<τk}
+ Y 1τk1{τ=τk}|Fσ∧τk
)
. (3.15)
To show the opposite inequality, we first note that the triple (Y 1,n, Z1,n,K1,n) is a solution
of RBSDE(Y 1,nτk ,fn+dV ,L+Y
2,n−1) on [0, τk], so by [17, Proposition 3.13], for σ ∈ Γ we have
Y 1,nσ∧τk = ess sup
τ∈Γσ∧τk
E
( ∫ τ∧τk
σ∧τk
f(r, Y 1,nr − Y
2,n−1
r ) dr +
∫ τ∧τk
σ∧τk
dVr
+ (Lτ + Y
2,n−1
τ )1{τ<τk} + Y
1,n
τk
1{τ=τk}|Fσ∧τk
)
≤ ess sup
τ∈Γσ∧τk
E
( ∫ τ∧τk
σ∧τk
f(r, Y 1,nr − Y
2,n−1
r ) dr +
∫ τ∧τk
σ∧τk
dVr
+ (Lτ + Y
2
τ )1{τ<τk} + Y
1
τk
1{τ=τk}|Fσ∧τk
)
. (3.16)
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By the definition of τk and (3.13),
E
∫ τk
0
|f(r, Y 1,nr − Y
2,n−1
r )− f(r, Y
1
r − Y
2
r )| dr → 0. (3.17)
By (3.16), (3.17) and [17, Lemma 3.19],
Y 1σ∧τk ≤ ess sup
τ∈Γσ∧τk
E
( ∫ τ∧τk
σ∧τk
f(r, Y 1r −Y
2
r ) dr+
∫ τ∧τk
σ∧τk
dVr+(Lτ+Y
2
τ )1{τ<τk}+Y
1
τk
1{τ=τk}|Fσ∧τk
)
.
By the above inequality and (3.15),
Y 1σ∧τk = ess sup
τ∈Γσ∧τk
E
( ∫ τ∧τk
σ∧τk
f(r, Y 1r − Y
2
r ) dr +
∫ τ∧τk
σ∧τk
dVr + (Lτ + Y
2
τ )1{τ<τk}
+ Y 1τk1{τ=τk}|Fσ∧τk
)
. (3.18)
On the other hand, by [17, Proposition 3.13], for every σ ∈ Γ,
Y 2,nσ = ess sup
τ∈Γσ
E
(
(Y 1,n−1τ − Uτ )1{τ<T}|Fσ
)
.
Since {Y 1,n}, {Y 2,n} are nondecreasing, letting n→∞ and using standard properties of the
Snell envelope we obtain
Y 2σ = ess sup
τ∈Γσ
E
(
(Y 1τ − Uτ )1{τ<T}|Fσ
)
.
We have showed that S is a supermartingale on [0, τk], so by the Mertens decomposition there
exist K1,k ∈ V1,+, Z1,k ∈ H such that
Y 1t = Y
1
τk
+
∫ τk
t
f(r, Y 1r − Y
2
r ) dr +
∫ τk
t
dVr +
∫ τk
t
dK1,kr −
∫ τk
t
Z1,kr dBr, t ∈ [0, τk].
By [17, Corollary 3.11],∫ τk
0
(Y 1r− − lim sup
s↑r
(Ls + Y
2
s )) dK
1,k,∗
r +
∑
r<τk
(Y 1r − (Lr + Y
2))∆+K1,kr = 0.
Therefore (Y 1, Z1,k,K1,k) is a solution of RBSDE(Y 1τk , fˆ + dV,L+ Y
2) on [0, τk]. By unique-
ness, K1,kt = K
1,k+1
t and Z
1,k
t = Z
1,k+1
t for t ∈ [0, τk], so using the fact that {τk} is a chain
we can define processes Z1 and K1 on [0, T ] by putting Z1t = Z
1,k
t , K
1
t = K
1,k
t , t ∈ [0, τk].
We see that (Y 1, Z1,K1) is a solution of RBSDE(ξ,fˆ + dV ,L+ Y 2) on [0, T ]. By [8], Y 2 is a
supermartingale, so by the Mertens decomposition, there exist K2 ∈ V1,+, Z2 ∈ H such that
Y 2t =
∫ T
t
dK2r −
∫ T
t
Z2r dBr, t ∈ [0, T ],
and by [17, Corollary 3.11],
∫ T
0
(Y 2r− − lim sup
s↑r
(Y 1s − Us)) dK
2,∗
r +
∑
r<T
(Y 2r − (Y
1
s − Us))∆
+K2r = 0.
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Therefore (Y 2, Z2,K2) is a solution of RBSDE(0,0,Y 1 −U) on [0, T ]. By [17, Theorem 3.20]
and Remark 3.4, Z1, Z2 ∈ Hp, K1,K2 ∈ Sp if p ≥ 1, and Z1, Z2 ∈ Hq, q ∈ (0, 1) and
K1,K2 ∈ V1,+ if p = 1.
Step 4. Write Y := Y 1 − Y 2, Z := Z1−Z2, R := K1−K2. We will show that (Y,Z,R)
is a solution of RBSDE(ξ,f + dV ,L,U). We have
Yt = ξ +
∫ T
t
f(r, Yr) dr +
∫ T
t
dVr +
∫ T
t
dRr −
∫ T
t
Zr dBr, t ∈ [0, T ].
Obviously L ≤ Y ≤ U . The process R satisfies the minimality condition because
∫ T
0
(Yr− − lim sup
s↑r
Ls) dR
+,∗
r +
∑
r<T
(Yr − Lr)∆
+R+r
≤
∫ T
0
(Y 1r− − lim sup
s↑r
(Ls + Y
2
s )) dK
1,∗
r +
∑
r<T
(Y 1r − (Lr + Y
2
r ))∆
+K1r = 0
and ∫ T
0
( lim inf
s↑r
Us − Yr−) dR
−,∗
r +
∑
r<T
(Ur − Yr)∆
+R−r
≤
∫ T
0
(Y 2r− − lim sup
s↑r
(Y 1s − Us)) dK
2,∗
r +
∑
r<T
(Y 2r − (Y
1
r − Ur))∆
+K2r = 0.
The desired integrability of Y , Z and R follows from Step 2 and Step 3. Furthermore,
E
( ∫ T
0
|f(r, Yr)| dr
)p
<∞, p ≥ 1.
Indeed, by Proposition 3.2 and Remark 3.4, Y ≤ Y ≤ Y , where Y is the first component of a
solution of RBSDE(ξ,f + dV ,U) and Y is the first component of a solution of RBSDE(ξ,f +
dV ,L). By this and (H2), f(r, Y r) ≤ f(r, Yr) ≤ f(r, Y r). Since by [17, Theorem 4.1],
E
(∫ T
0
|f(r, Y r)| dr
)p
+
(∫ T
0
|f(r, Y r)| dr
)p
<∞, p ≥ 1,
the proof is complete.
We close this subsection with estimates for the difference of solutions of RBSDEs with
generators not depending on z. We will use them in the next subsection to study the existence
of solutions of general RBSDEs.
Proposition 3.7. Let (Y i, Zi, Ri) be solutions of RBSDE(ξ, f i + dV,L,U), i = 1, 2, where
f1, f2 do not depend on z. Assume that f1 satisfies (H2). If (Y 1−Y 2) ∈ Sp and
∫ T
0 |f
1(r, Y 2r )−
f2(r, Y 2r )| dr ∈ L
p for some p > 1, then (Z1 − Z2) ∈ Hp and there exists a constant Cp de-
pending only on p such that
E
{
sup
t≤T
|Y 1t − Y
2
t |
p +
( ∫ T
0
|Z1r − Z
2
r | dr
)p/2}
≤ CpE
( ∫ T
0
|f1(r, Y 2r )− f
2(r, Y 2r )| dr
)p
.
15
Proof. Without loss of generality we may assume that µ ≤ 0. We know that
Y 1t − Y
2
t =
∫ T
t
fˆ(r, Y 1r − Y
2
r ) dr +
∫ T
t
d(R1r −R
2
r)−
∫ T
t
(Z1r − Z
2
r ) dBr, t ∈ [0, T ],
where fˆ(r, y) = f1(r, y+Y 2r )−f
2(r, Y 2r ). Define τk = inf
{
t ∈ [0, T ] :
∫ t
0 |Z
1
r − Z
2
r |
2 dr ≥ k
}
∧
T , k ∈ N. By [17, Corollary A.5]
|Y 1t − Y
2
t |
2 +
∫ τk
t
|Z1r − Z
2
r |
2 dr ≤ |Y 1τk − Y
2
τk
|2 + 2
∫ τk
t
(Y 1r − Y
2
r )fˆ(r, Y
1
r − Y
2
r ) dr
+ 2
∫ τk
t
(Y 1r− − Y
2
r−) d(R
1
r −R
2
r)
∗ + 2
∑
t≤r<τk
(Y 1r − Y
2
r )∆
+(R1r −R
2
r)
− 2
∫ τk
t
(Y 1r − Y
2
r )(Z
1
r − Z
2
r ) dBr (3.19)
By the minimality condition and the fact that U ≥ Y 1 ≥ L and U ≥ Y 2 ≥ L,∫ τk
t
(Y 1r− − Y
2
r−) d(R
1
r −R
2
r)
∗ +
∑
t≤r<τk
(Y 1r − Y
2
r )∆
+(R1r −R
2
r)
≤
∫ τk
t
(Y 1r− − lim sup
s↑r
Ls) dR
1,∗,+
r +
∫ τk
t
(Y 2r− − lim sup
s↑r
Ls) dR
2,∗,+
r
+
∑
t≤r<τk
(Y 1r − Lr)∆
+R1,+r +
∑
t≤r<τk
(Y 2r − Lr)∆
+R2,+r
+
∫ τk
t
(lim inf
s↑r
Us − Y
1
r−) dR
1,∗,−
r +
∫ τk
t
(lim inf
s↑r
Us − Y
2
r−) dR
2,∗,−
r
+
∑
t≤r<τk
(Ur − Y
1
r )∆
+R1,−r +
∑
t≤r<τk
(Ur − Y
2
r )∆
+R2,−r ≤ 0. (3.20)
Since µ ≤ 0, using (H2) we get
2yfˆ(r, y) ≤ 2µ|y|2 + 2|y||fˆ (r, 0)| ≤ 2|y||fˆ (r, 0)| = 2|y||f1(r, Y 2r )− f
2(r, Y 2r )|. (3.21)
By (3.19)–(3.21),
∫ τk
0
|Z1r − Z
2
r |
2 dr ≤ sup
t≤T
|Y 1t − Y
2
t |
2 + 2
∫ T
0
|Y 1r − Y
2
r ||f
1(r, Y 2r )− f
2(r, Y 2r )| dr
+ 2
∣∣∣ ∫ τk
0
(Y 1r − Y
2
r )(Z
1
r − Z
2
r ) dBr
∣∣∣.
Since
2
∫ T
0
|Y 1r − Y
2
r ||f
1(r, Y 2r )− f
2(r, Y 2r )| dr
≤ 2 sup
t≤T
|Y 1t − Y
2
t |
∫ T
0
|f1(r, Y 2r )− f
2(r, Y 2r )| dr
≤ sup
t≤T
|Y 1t − Y
2
t |
2 +
( ∫ T
0
|f1(r, Y 2r )− f
2(r, Y 2r )| dr
)2
,
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it follows from the above that
(∫ τk
0
|Z1r − Z
2
r |
2 dr
)p/2
≤ Cp
(
sup
t≤T
|Y 1t − Y
2
t |
p +
(∫ T
0
|f1(r, Y 2r )− f
2(r, Y 2r )| dr
)p
+
∣∣∣ ∫ τk
0
(Y 1r − Y
2
r )(Z
1
r − Z
2
r ) dBr
∣∣∣p/2). (3.22)
By the Burkholder-Davis-Gundy inequality,
E
∣∣∣ ∫ τk
0
(Y 1r − Y
2
r )(Z
1
r − Z
2
r ) dBr
∣∣∣p/2 ≤ DpE(
∫ τk
0
|Y 1r − Y
2
r |
2|Z1r − Z
2
r |
2 dr
)p/4
≤ DpE
[
sup
t≤T
|Y 1r − Y
2
r |
p/2
(∫ τk
0
|Z1r − Z
2
r |
2 dr
)p/4]
.
Hence
E
∣∣∣ ∫ τk
0
(Y 1r − Y
2
r )(Z
1
r − Z
2
r ) dBr
∣∣∣p/2 ≤ D2p
2
E sup
t≤T
|Y 1r − Y
2
r |
p +
1
2
E
( ∫ τk
0
|Z1r − Z
2
r |
2 dr
)p/2
.
From the above and (3.22), for every k ≥ 1,
E
( ∫ τk
0
|Z1r − Z
2
r |
2 dr
)p/2
≤ CpE
(
sup
t≤T
|Y 1t − Y
2
t |
p +
(∫ T
0
|f1(r, Y 2r )− f
2(r, Y 2r )| dr
)p)
Letting k →∞ and applying Fatou’s lemma yields
E
( ∫ T
0
|Z1r − Z
2
r |
2 dr
)p/2
≤ CpE
(
sup
t≤T
|Y 1t − Y
2
t |
p
+
( ∫ T
0
|f1(r, Y 2r )− f
2(r, Y 2r )| dr
)p)
, (3.23)
so (Z1−Z2) ∈ Hp. To show the desired estimate for Y 1−Y 2, we use once again [17, Corollary
A.5]. We have
|Y 1t − Y
2
t | ≤
∫ T
t
sgn(Y 1r − Y
2
r )fˆ(r, Y
1
r − Y
2
r ) dr +
∫ T
t
sgn(Y 1r− − Y
2
r−) d(R
1
r −R
2
r)
∗
+
∑
t≤r<T
sgn(Y 1r − Y
2
r )∆
+(R1r −R
2
r)−
∫ T
t
sgn(Y 1r − Y
2
r )(Z
1
r − Z
2
r ) dBr. (3.24)
Since f1 satisfies (H2) and µ ≤ 0,
sgn(y)fˆ(y) ≤ λµ|y|+ |fˆ(r, 0)| ≤ |fˆ(r, 0)| = |f1(r, Y 2r )− f
2(r, Y 2r )|. (3.25)
Since sgn(Y 1r − Y
2
r ) = |Y
1
r − Y
2
r |
−1(Y 1r − Y
2
r )1{Y 1r −Y 2r 6=0}, it follows from (3.20), (3.24) and
(3.25) that
|Y 1t − Y
2
t | ≤
∫ T
0
|f1(r, Y 2r )− f
2(r, Y 2r )| dr −
∫ T
t
sgn(Y 1r − Y
2
r )(Z
1
r − Z
2
r ) dBr.
Hence
|Y 1t − Y
2
t | ≤ E
( ∫ T
0
|f1(r, Y 2r )− f
2(r, Y 2r )| dr |Ft
)
17
since
∫ ·
0 sgn(Y
1
r − Y
2
r )(Z
1
r − Z
2
r ) dBr is a uniformly integrable martingale. This implies that
E sup
t≤T
|Y 1t − Y
2
t |
p ≤ E
(
sup
t≤T
E
(∫ T
0
|f1(r, Y 2r )− f
2(r, Y 2r )| dr |Ft
)p)
.
≤ CpE
( ∫ T
0
|f1(r, Y 2r )− f
2(r, Y 2r )| dr
)p
.
Combining the above inequality with (3.23) completes the proof.
3.3 Existence of solutions for general f
Theorem 3.8. Assume that p = 1 and (H1)-(H5), (H6*), (Z) are satisfied. Then there exists
a unique solution (Y,Z,R) of RBSDE(ξ, f + dV,L,U) such that Y is of class (D), Z ∈ Hq,
q ∈ (0, 1) and R ∈ V1.
Proof. Without loss of generality we may assume that µ = 0. We will use Picard’s iteration
method. Set (Y 0, Z0, R0) = (0, 0, 0) and for n ≥ 0 define
Y n+1t = ξ +
∫ T
t
f(r, Y n+1r , Z
n
r ) dr +
∫ T
t
dVr +
∫ T
t
dRn+1r −
∫ T
t
Zn+1r dBr, t ∈ [0, T ].
Let fn(r, y) = f(r, y, Z
n−1
r ). For each n ≥ 0, (Y
n, Zn, Rn) is a solution of RBSDE(ξ, fn +
dV,L,U) such that Y n is of class (D), Z ∈ Hq, q ∈ (0, 1), and R ∈ V1. The existence of this
solution follows from Theorem 2.7, since by induction, E
∫ T
0 |fn(r, 0)| + |fn(r,Xr)| dr < ∞,
n ≥ 1. By [17, Corollary A.5] and the minimality conditions for Rn+1 and Rn, for any
σ, τ ∈ Γ, such that σ ≤ τ we have
|Y n+1σ − Y
n
σ | ≤
∫ τ
σ
sgn(Y n+1r − Y
n
r )(f(r, Y
n+1
r , Z
n
r )− f(r, Y
n
r , Z
n−1
r )) dr
−
∫ τ
σ
sgn(Y n+1r − Y
n
r )(Z
n+1
r − Z
n
r ) dBr, t ∈ [0, T ]. (3.26)
By (H2) and (Z),
sgn(Y n+1r − Y
n
r )(f(r, Y
n+1
r , Z
n
r )− f(r, Y
n
r , Z
n−1
r )) ≤ sgn(Y
n+1
r − Y
n
r )(f(r, Y
n
r , Z
n
r )
− f(r, Y n, 0) + f(r, Y n, 0) − f(r, Y nr , Z
n−1
r )) ≤ 2γ(gr + |Y
n
r |+ |Z
n
r |+ |Z
n−1
r |)
α.
Let {τk} be a localizing sequence for the local martingale
∫ ·
σ sgn(Y
n+1
r −Y
n
r )(Z
n+1
r −Z
n
r ) dBr.
By the above inequality and (3.26), for n ≥ 1 we have
|Y n+1σ − Y
n
σ | ≤ E
(
|Y n+1τk − Y
n
τk
|+ 2γ
∫ T
0
(gr + |Y
n
r |+ |Z
n
r |+ |Z
n−1
r |)
α dr|Fσ
)
.
Letting k →∞ and using the fact that Y n+1, Y n are of class (D) we get
|Y n+1σ − Y
n
σ | ≤ 2γE
( ∫ T
0
(gr + |Y
n
r |+ |Z
n
r |+ |Z
n−1
r |)
α dr|Fσ
)
. (3.27)
Note that Zn, Zn−1 ∈ Hq, q ∈ (0, 1), Y n is of class (D) and {gt}t∈[0,T ] is integrable. Therefore
the random variable In :=
∫ T
0 (gr + |Y
n
r | + |Z
n
r | + |Z
n−1
r |)
α dr belongs to Lq supposing that
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α · q < 1. Fix q¯ ∈ (1, 2) such that α · q¯ < 1. Then, by Doob’s inequality and (3.27),
Y n+1 − Y n ∈ S q¯ for n ≥ 1. Note that
Y n+1t −Y
n
t =
∫ T
t
fˆn(r, Y
n+1
r −Y
n
r ) dr+
∫ T
t
d(Rn+1r −R
n
r )−
∫ T
t
(Zn+1r −Z
n
r ) dBr, t ∈ [0, T ],
where fˆn(r, y) = f(r, y + Y
n
r , Z
n
r )− f(r, Y
n
r , Z
n−1
r ). By (Z) we have∫ T
0
|f(r, Y nr , Z
n
r )− f(r, Y
n
r , Z
n−1
r )| dr ≤ C
∫ T
0
(gr + |Y
n
r |+ |Z
n
r |+ |Z
n−1
r |)
α.
Since In ∈ L
q¯, it follows from Proposition 3.7 that Zn+1−Zn ∈ Hq¯ and there exists a constant
Cq¯ such that for all n ≥ 1,
‖(Y n+1 − Y n, Zn+1 − Zn)‖q¯ ≤ Cq¯E
(( ∫ T
0
|f(r, Y nr , Z
n
r )− f(r, Y
n
r , Z
n−1
r )| dr
)q¯)
,
where
‖(Y,Z)‖ =
(
E
(
sup
t≤T
|Yt|
q¯ +
(∫ T
0
|Zr|
2 dr
)q¯/2))1/q¯
.
Since f satisfies (H1), using Ho¨lder’s inequality we get
‖(Y n+1 − Y n, Zn+1 − Zn)‖q¯ ≤ CE
(( ∫ T
0
|Znr − Z
n−1
r |
2 dr
)q¯/2)
for n ≥ 2, where C = Cq¯λ
q¯T q¯/2. Therefore, for n ≥ 2,
‖(Y n+1 − Y n, Zn+1 − Zn)‖q¯ ≤ Cn−1‖(Y 2 − Y 1, Z2 − Z1)‖q¯.
If C = Cq¯λ
q¯T q¯/2 < 1, then using the above inequality one can deduce that {(Y n − Y 1, Zn −
Z1)} is a Cauchy sequence, so (Y n−Y 1, Zn−Z1) converges to some (U, V ) in S q¯×Hq¯. Since
(Y 1, Z1) ∈ Sβ×Hβ, β ∈ (0, 1), it follows that (Y n, Zn) converges to (Y,Z) := (U+Y 1, V +Z1)
in Sβ × Hβ, β ∈ (0, 1). Moreover, Y 1 is of class (D), so Y n → Y in the norm ‖ · ‖1. In the
general case, we divide [0, T ] into a finite number of small intervals and use the standard
argument.
Let f¯(r, y) = f(r, y, Zr) and (Y¯ , Z¯, R¯) be a solution of RBSDE(ξ,f¯ + dV ,L,U) such that
Y¯ is of class (D), Z¯ ∈ Hq, q ∈ (0, 1), R¯ ∈ V1. The existence of the solution follows from
Theorem 3.6. Repeating the reasoning following (3.26), but with Y n+1 replaced by Y¯ , we get
‖(Y¯ − Y n, Z¯ − Zn)‖q¯ ≤ Cq¯E
((∫ T
0
|f(r, Y nr , Zr)− f(r, Y
n
r , Z
n−1
r )| dr
)q¯)
.
Since f satisfies (H1), using Ho¨lder’s inequality we obtain
‖(Y¯ − Y n, Z¯ − Zn)‖q¯ ≤ CE
(( ∫ T
0
|Zr − Z
n−1
r |
2 dr
)q¯/2)
→ 0, n→∞
for n ≥ 2, where C = Cq¯λ
q¯T q¯/2. Hence (Y¯ , Z¯) = (Y,Z). Therefore the triple (Y,Z, R¯) is a
solution of RBSDE(ξ,f + dV ,L,U). This completes the proof.
Theorem 3.9. Assume that p > 1 and (H1)-(H6) are satisfied. Then there exists a unique
solution (Y,Z,R) of RBSDE(ξ, f + dV,L,U) such that Y ∈ Sp, Z ∈ Hp and R ∈ Vp.
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Proof. Consider the space Sp ⊕Hp equipped in the norm
‖(Y,Z)‖Sp⊕Hp =
(
E
(
sup
t≤T
|Yt|
p +
( ∫ T
0
|Zr|
2 dr
)p/2))1/p
.
Define φ : Sp ⊕ Hp −→ Sp ⊕ Hp as φ((G,H)) = (Y,Z), where (Y,Z,R) is the unique
solution of RBSDE(ξ,fˆ + dV ,L,U) with fˆ(t, y) = f(t, y,Ht) such that Y ∈ S
p, Z ∈ Hp,
R ∈ Vp. The existence and uniqueness of such solution follows from Theorem 3.6. Let
(Y 1, Z1), (Y 2, Z2) ∈ Sp ⊕Hp and (G,H), (G′ ,H ′) ∈ Sp ⊕Hp be such that (Y,Z) = φ(G,H)
and (Y ′, Z ′) = φ(G′,H ′). By Proposition 3.7, there exists a constant Cp such that
‖(Y − Y ′, Z − Z ′)‖Sp⊕Hp ≤ CpE
((∫ T
0
|f(r, Y ′r ,Hr)− f(r, Y
′
r ,H
′
r)| dr
)p)
.
Since f satisfies (H1), applying Ho¨lder’s inequality yields
‖(Y − Y ′, Z − Z ′)‖Sp⊕Hp ≤ CE
(( ∫ T
0
|Hr −H
′
r|
2 dr
)p/2)
with C = Cpλ
pT p/2. Hence
‖(Y − Y ′, Z − Z ′)‖Sp⊕Hp ≤ C‖(G−G
′,H −H ′)‖Sp⊕Hp .
If C = Cpλ
pT p/2 < 1, then φ is a contraction, so by Banach’s fixed-point theorem, there
exists (Y¯ , Z¯) such that φ(Y¯ , Z¯) = (Y¯ , Z¯). We set R¯ = R. Then the triple (Y¯ , Z¯, R¯) is a
solution of RBSDE(ξ, f + dV,L,U). To get the existence of a solution in the general case we
divide [0, T ] into a finite number of small intervals and use the standard argument.
4 Penalization methods for RBSDEs with two regulated barriers
In this section we assume additionally that the barriers L,U are F-adapted regulated pro-
cesses. We consider approximation of the solution of RBSDE(ξ,f + dV ,L,U) by modified
penalization methods.
4.1 Monotone penalization method via RBSDEs
By [17, Theorem 3.20], for each n ≥ 1 there exists a solution (Y¯ n, Z¯n, A¯n) of RBSDE, with
upper barrier U , of the form
Y¯ nt = ξ +
∫ T
t
f(r, Y¯ nr , Z¯
n
r ) dr +
∫ T
t
dVr −
∫ T
t
dA¯nr −
∫ T
t
Z¯nr dBr
+ n
∫ T
t
(Y¯ nr − Lr)
− dr +
∑
t≤σn,i<T
(Y¯ nσn,i+ +∆
+Vσn,i − Lσn,i)
− (4.1)
such that if p > 1, then Y¯ n ∈ Sp, Z¯n ∈ Hp, A¯n ∈ V+,p, and if p = 1, then Y¯ n is of class (D),
Z¯n ∈ Hq, q ∈ (0, 1), A¯n ∈ V+,1. In (4.1), {{σn,i}} is an array of stopping times exhausting
the right-side jumps of L and V . It is defined inductively as follows. We set σ1,0 = 0, and
then
σ1,i = inf{t > σ1,i−1; ∆
+Lt < −1 or ∆
+Vt < −1} ∧ T, i = 1, . . . , k1
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for some k1 ∈ N. Next, for n ∈ N and given array {{σn,i}}, we set σ˜n+1,0 = 0,
σ˜n+1,i = inf{t > σ˜n+1,i−1; ∆
+Lt < −1/(n + 1) or ∆
+Vt < −1/(n + 1)} ∧ T, i ≥ 1.
Let jn+1 be chosen so that P (σ˜n+1,jn+1 < T ) ≤
1
n . We put
σn+1,i = σ˜n+1,i, i = 1, . . . , jn+1, σn+1,i+jn+1 = σ˜n+1,jn+1 ∨ σn,i, i = 1, ...., kn,
kn+1 = jn+1 + kn + 1. Finally, we put σn+1,kn+1 = T . Since ∆
+Lr < −1/n or ∆
+Vt < −1/n
implies that ∆+Lr < −1/(n+1) or ∆
+Vt < −1/(n+1), it follows from our construction that
kn⋃
i=1
[[σn,i]] ⊂
kn+1⋃
i=1
[[σn+1,i]] n ∈ N. (4.2)
Observe that, on each interval (σn,i−1, σn,i], i = 1, . . . , kn + 1, the triple (Y¯
n, Z¯n, A¯n) is a
solution of the classical RBSDE of the form
Y¯ nt = Lσn,i ∨ (Y¯
n
σn,i+ +∆
+Vσn,i) ∧ Uσn,i +
∫ σn,i
t
f(r, Y¯ nr , Z¯
n
r ) dr +
∫ σn,i
t
dVr
−
∫ σn,i
t
dA¯nr −
∫ σn,i
t
Z¯nr dBr + n
∫ σn,i
t
(Y¯ nr − Lr)
− dr, t ∈ (σn,i−1, σn,i]
with upper barrier U and Y¯ n0 = L0 ∨ (Y¯
n
0++∆
+V0)∧U0, n ∈ N. Therefore, to solve equation
(4.1), we divide [0, T ] into a finite number of intervals [0, σn,1], . . . (σn,kn−1, T ] and we solve
the equation on each interval (σn,i−1, σn,i] starting from (σn,kn−1, T ].
Note that (4.1) can be written in the shorter form
Y¯ nt = ξ +
∫ T
t
f(r, Y¯ nr , Z¯
n
r ) dr +
∫ T
t
dVr +
∫ T
t
dA¯nr −
∫ T
t
Z¯nr dBr +
∫ T
t
dKnr , (4.3)
where
Knt = n
∫ t
0
(Y¯ nr − Lr)
− dr +
∑
0≤σn,i<t
(Y¯ nσn,i+ +∆
+Vσn,i − Lσn,i)
−
≡ Kn,∗t +K
n,d
t , t ∈ [0, T ]. (4.4)
Proposition 4.1. Let {σk; k = 0, . . . ,m} be an increasing sequence of stopping times such
that σ0 = 0 and σm = T . Let (Y
i, Zi, Ai), i = 1, 2, be a solution of the RBSDE
Y it = ξ
i +
∫ T
t
f i(s, Y ir , Z
i
r) dr +
∫ T
t
dVr −
∫ T
t
dAir −
∫ T
t
Zir dBr
+
∑
t≤σk<T
(Y iσk+ +∆
+Vσk − Lσk)
−, t ∈ [0, T ], (4.5)
with upper barrier U , such that if p > 1, then Y i ∈ Sp, Zi ∈ Hp, Ai ∈ V+,p, and if p = 1, then
Y i is of class (D), Zi ∈ Hq, q ∈ (0, 1), Ai ∈ V+,1, i = 1, 2. Assume that p > 1 and (H1)–(H6)
are satisfied or p = 1 and (H1)–(H5), (H6*), (Z) are satisfied. Let ξ1 ≤ ξ2, f1 ≤ f2. Then
dA1 ≤ dA2.
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Proof. For i = 1, 2 we have
Y it = Lσk+1 ∨ (Y
i
σk+1+
+∆+V iσk+1) ∧ Uσk+1 +
∫ σk+1
t
f i(s, Y ir , Z
i
r) dr +
∫ σk+1
t
dVr
−
∫ σk+1
t
dAir −
∫ σk+1
t
Zir dBr, t ∈ (σk, σk+1], k = 0, . . . ,m− 1.
By Proposition 3.2 and Lemma 3.3, Y 1 ≤ Y 2, so Lσk+1 ∨ (Y
1
σk+1+
+ ∆+V 1σk+1) ∧ Uσk+1 ≤
Lσk+1 ∨ (Y
2
σk+1+
+∆+V 2σk+1) ∧ Uσk+1 . Now on all intervals (σk, σk+1] we consider introduced
in [17] penalization schemes for the RBSDE(Lσk+1 ∨ (Y
i
σk+1+
+∆+V iσk+1)∧Uσk+1 ,f
i+ dV ,U),
i = 1, 2. They have forms
Y i,nt = Lσk+1 ∨ (Y
i,n
σk+1+
+∆+Vσk+1) ∧ Uσk+1 +
∫ σk+1
t
f i(s, Y i,nr , Z
i,n
r ) dr +
∫ σk+1
t
dVr
− n
∫ σk+1
t
(Y i,nr − Ur)
+ dr +
∑
t≤τkn,j<σk+1
(Y i,n
τkn,j
+∆+Vτkn,j
− Uτkn,j
)+
−
∫ σk+1
t
Zi,nr dBr, t ∈ (σk, σk+1], k = 0, . . . ,m− 1, n ∈ N,
where {{τkn,j}}, is an array of stopping times exhausting the right-side jumps of U and V
defined similarly to the array {σn,i}} for (4.1). Set∫ σk+1
t
dAi,nr := n
∫ σk+1
t
(Y i,nr − Ur)
+ dr −
∑
t≤τkn,j<σk+1
(Y i,n
τkn,j
+∆+Vτkn,j
− Uτkn,j
)+. (4.6)
By Proposition 3.2 and Lemma 3.3, Y 1,n ≤ Y 2,n. By this and (4.6), dA1,n ≤ dA2,n. Fur-
thermore, by [16, Lemma 4.1] and [17, Theorem 4.1], A1,nτ → A1τ , A
2,n
τ → A2τ weakly in L
1
for every τ ∈ Γ. Therefore, by the Section Theorem, dA1 ≤ dA2 on (σk, σk+1]. In order to
complete the proof we have to show that ∆+A1σk ≤ ∆
+A2σk , k = i, . . . ,m− 1. If ∆
+A1σk = 0,
then this inequality is obvious. Let ∆+A1σk > 0. Note that
∆+A1σk = ∆
+Y 1σk +∆
+Vσk + (Y
1
σk+
+∆+Vσk − Lσk)
−. (4.7)
By the the minimality condition, Y 1σk = Uσk . Therefore
∆+Y 1σk = Y
1
σk+
− Y 1σk ≤ Y
2
σk+
− Y 1σk = Y
2
σk+
− Uσk ≤ Y
2
σk+
− Y 2σk = ∆
+Y 2σk . (4.8)
If (Y 1σk+ +∆
+Vσk − Lσk)
− = 0, then by (4.7) and (4.8),
∆+A1σk ≤ ∆
+Y 2σk +∆
+Vσk ≤ ∆
+Y 2σk +∆
+Vσk + (Y
2
σk+
+∆+Vσk − Lσk)
−
= ∆+A2σk .
If (Y 1σk+ +∆
+Vσk − Lσk)
− 6= 0, then by (4.7) we have
∆+A1σk = −Y
1
σk
+ Lσk = −Uσk + Lσk ≤ 0,
which is a contradiction. Hence ∆+A1σk ≤ ∆
+A2σk , which completes the proof.
Theorem 4.2. Let (Y¯ n, Z¯n, A¯n), n ∈ N, be defined by (4.1).
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(i) Assume that p > 1 and (H1)–(H6) are satisfied. Then Y¯ nt ր Yt, t ∈ [0, T ], and for
every γ ∈ [1, 2),
E
(∫ T
0
|Z¯nr − Zr|
γ dr
)p/2
→ 0, (4.9)
where (Y,Z,R) is the unique solution of RBSDE(ξ,f + dV ,L,U) such that Y ∈ Sp,
Z ∈ Hp, R ∈ Sp. Moreover, if ∆−R+t = 0 for t ∈ (0, T ], then the above convergence
also holds with γ = 2, and moreover, |Y¯ n − Y |p → 0.
(ii) Assume that p = 1 and (H1)–(H5), (H6*) and (Z) are satisfied. Then Y¯ nt ր Yt,
t ∈ [0, T ], and for all γ ∈ [1, 2) and r ∈ (0, 1),
E
( ∫ T
0
|Z¯nr − Zr|
γ dr
)r/2
→ 0, (4.10)
where (Y,Z,R) is the unique solution of RBSDE(ξ,f + dV ,L,U) such that Y is of class
(D), Z ∈ Hq, R ∈ V1, q ∈ (0, 1). Moreover, if ∆−R+t = 0 for t ∈ (0, T ], then the above
convergence also hold with γ = 2 and |Y¯ n − Y |1 → 0.
Proof. Without loss of generality we may assume that µ = 0.
Step 1. We show that for every n ∈ N the triple (Y¯ n, Z¯n,Kn − A¯n) is a solution of
RBSDE(ξ,f + dV ,Ln,U) with Ln = L − (Y¯ n − L)− = L ∧ Y¯ n. It is clear that Y¯ nt ≥ L
n
t ,
t ∈ [0, T ]. We also have
∫ T
0
(Y¯ nr−−L
n
r−) dK
n,∗
r = n
∫ T
0
(Y¯ nr −L
n
r )(Y¯
n
r −Lr)
− dr = n
∫ T
0
(Y¯ nr −Lr)
+(Y¯ nr −Lr)
− dr = 0
and ∑
r<T
(Y¯ nr − L
n
r )∆
+Knr =
∑
σn,i<T
(Y¯ nσn,i − L
n
σn,i)(Y¯
n
σn,i+ +∆
+Vσn,i − Lσn,i)
−
=
∑
σn,i<T
(Y¯ nσn,i − Lσn,i)
+(Y¯ nσn,i+ +∆
+Vσn,i − Lσn,i)
− = 0.
We will justify the last equality. Striving for contradiction, suppose that∑
σn,i<T
(Y¯ nσn,i − Lσn,i)
+(Y¯ nσn,i+ +∆
+Vσn,i − Lσn,i)
− 6= 0.
Then there exists i ∈ {1, . . . , kn} such that Y¯
n
σn,i−Lσn,i > 0 and Y¯
n
σn,i++∆
+Vσn,i −Lσn,i < 0.
By the last inequality and (4.3), ∆+Y¯ nσn,i = ∆
+Knσn,i−∆
+Vσn,i = (Y¯
n
σn,i++∆
+Vσn,i−Lσn,i)−
∆+Vσn,i . Hence Y¯
n
σn,i = Lσn,i , which is a contradiction.
Step 2. We will show that there exists a process Z ′ ∈ H and a chain {τk} such that
E
∫ τk
0
|Z¯ns − Z
′
s|
γ ds→ 0, γ ∈ [1, 2). (4.11)
Moreover, we will show that if p > 1, then Z ′ ∈ Hp and (4.9) holds with Z replaced by Z ′,
and if p = 1, then Z ′ ∈ Hq, q ∈ (0, 1), and (4.10) holds with Z replaced by Z ′. To show this
we will use [16, Lemma 4.2]. If p > 1, then by (H6) there exists X ∈ Mloc+V
p, X ∈ Sp such
that X ≥ L and
∫ T
0 f
−(s,Xs, 0) ds ∈ L
p. If p = 1, then by (H6*) there exists X ∈ Mloc+V
1
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of class (D) such that X ≥ L and
∫ T
0 f
−(s,Xs, 0) ds ∈ L
1. Since the Brownian fitration has
the representation property, there exist processes H ∈Mloc and C ∈ V
p such that
Xt = XT −
∫ T
t
dCs −
∫ T
t
Hs dBs, t ∈ [0, T ].
Set X ′t = Xt, t ∈ [0, T ), X
′
T = ξ. Then for some A
′,K ′ ∈ V+,p we have that
X ′t = ξ +
∫ T
t
f(s,X ′s,Hs) ds+
∫ T
t
dVs +
∫ T
t
dK ′s −
∫ T
t
dA′s −
∫ T
t
Hs dBs, t ∈ [0, T ].
Let (Xˆn, Hˆn, Aˆn) be a solution of the RBSDE
Xˆnt = ξ +
∫ T
t
f(s, Xˆns , Hˆ
n
s ) ds +
∫ T
t
dVs +
∫ T
t
dK ′s −
∫ T
t
dAˆns −
∫ T
t
Hˆns dBs
+
∑
t≤σn,i<T
(Xˆnσn,i+ +∆
+Vσn,i − Lσn,i)
−, t ∈ [0, T ], (4.12)
with upper barrier U , such that if p > 1, then Xˆn ∈ Sp, Hˆn ∈ Hp, Aˆn ∈ V+,p, and if p = 1,
then Xˆn is of class (D), Hˆn ∈ Hq, q ∈ (0, 1), Aˆn ∈ V+,1. The existence of such solution follows
from [17, Theorem 3.20]. Note that (X ′,H,A′) is a solution of RBSDE(ξ, f + dV + dK ′,X ′).
Since X ′ ≤ U , by Proposition 3.2 and Lemma 3.3, Xˆn ≥ X ′ ≥ L. Thanks to this, we may
rewrite (4.12) in the form
Xˆnt = ξ +
∫ T
t
f(s, Xˆns , Hˆ
n
s ) ds +
∫ T
t
dVs +
∫ T
t
dK ′s −
∫ T
t
dAˆns + n
∫ T
t
(Xˆns − Ls)
− ds
+
∑
t≤σn,i<T
(Xˆnσn,i+ +∆
+Vσn,i − Lσn,i)
− −
∫ T
t
Hˆns dBs, t ∈ [0, T ].
By Proposition 3.2 and Lemma 3.3 again,
Xˆn ≥ Y¯ n, (4.13)
and by Proposition 4.1,
dAˆn ≥ dA¯n, n ≥ 1. (4.14)
Moreover,
(Xˆnσn,i+ +∆
+Vσn,i − Lσn,i)
− ≤ (X ′σn,i+ +∆
+Vσn,i − Lσn,i)
−
= (∆+X ′σn,i +∆
+Vσn,i +X
′
σn,i − Lσn,i)
−
≤ (∆+Xσn,i +∆
+Vσn,i)
−
≤ ∆+|C|σn,i +∆
+|V |σn,i . (4.15)
Let (X˜, H˜, A˜) be a solution of the following RBSDE
X˜t = ξ +
∫ T
t
f(s, X˜s, H˜s) ds +
∫ T
t
dVs +
∫ T
t
dK ′s −
∫ T
t
dA˜s + n
∫ T
t
(X˜s − Ls)
− ds
+
∫ T
t
d|C|s +
∫ T
t
d|V |s −
∫ T
t
H˜s dBs, t ∈ [0, T ],
24
with upper barrier U , such that if p > 1, then X˜ ∈ Sp, H˜ ∈ Hp, A˜ ∈ V+,p, and if p = 1,
then X˜ is of class (D), H˜ ∈ Hq, q ∈ (0, 1), A˜ ∈ V+,1. The existence of the solution follows
from [17, Theorem 3.20]. The triple (X˜, H˜, A˜) does not depend on n, because by Proposition
3.2 and Lemma 3.3, X˜ ≥ Xˆn, so the term involving n on the right-hand side of the above
equation equals zero. By the last inequality and (4.13),
X˜ ≥ Y¯ n. (4.16)
By Proposition 4.1, dAˆn ≤ dA˜, which by (4.14) implies that
dA¯n ≤ dA˜. (4.17)
By Proposition 3.2 and Lemma 3.3,
Y¯ n ≤ Y¯ n+1. (4.18)
From this, (4.16), (4.17) and [16, Lemma 4.2], if p > 1 , then
E(KnT )
p + E
( ∫ T
0
|Z¯ns |
2 ds
) p
2
≤ CE
(
sup
t≤T
(|Y 1t |
p + |X˜t|
p) +
( ∫ T
0
d|V |s
)p
+
( ∫ T
0
|f−(s, X˜s, 0)| ds
)p
+
( ∫ T
0
X˜+s ds
)p
+
( ∫ T
0
|f(s, 0, 0)| ds
)p
+
(∫ T
0
dA˜s
)p)
, (4.19)
and if p = 1, then for every q ∈ (0, 1),
E
( ∫ T
0
|Z¯ns |
2 ds
)q/2
≤ CE
(
sup
t≤T
(|Y 1t |
q + |X˜t|
q) +
( ∫ T
0
|f(s, 0, 0)| ds
)q
+
(∫ T
0
|f−(s, X˜s, 0)| ds
)q
+
( ∫ T
0
X˜+s ds
)q
+
(∫ T
0
d|V |s
)q
+
(∫ T
0
dA˜s
)q)
. (4.20)
Now we will apply Theorem 2.5 to (4.1). We know that Y¯ n is of class (D), Z¯n ∈ H, Kn ∈ V+,
A¯n ∈ V+ and t 7→ f(t, Y¯ nt , Z¯
n
t ) ∈ L
1(0, T ) and V is a finite variation process. By Proposition
4.1, dA¯n ≤ dA¯n+1, n ∈ N. Let Y ′t = supn≥1 Y¯
n
t , At = limn→∞ A¯
n
t , t ∈ [0, T ] and D
n :=
A¯n − V . We will check assumptions (a)–(f) of Theorem 2.5.
(a) We have shown that dA¯n ≤ dA¯n+1 and dA¯n ≤ dA˜, n ≥ 1. Hence dDn ≤ dDn+1 and
supn≥1E|D
n|T <∞.
(b) Let τ, σ ∈ Γ be stopping times such that σ ≤ τ . By (4.17),
lim inf
n→∞
(∫ τ
σ
(Y ′s − Y¯
n
s ) d(K
n
s −D
n
s ) +
∑
σ≤s<τ
(Y ′s − Y¯
n
s )∆
+(Kns −D
n
s )
)
≥ − lim
n→∞
(∫ τ
σ
(Y ′s − Y¯
n
s ) (dA˜s − dVs) +
∑
σ≤s<τ
(Y ′s − Y¯
n
s )(∆
+A¯ns −∆
+Vs)
)
.
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By the Lebesgue dominated convergence theorem,
lim
n→∞
( ∫ τ
σ
(Y ′s − Y¯
n
s ) (dA˜s − dVs) +
∑
σ≤s<τ
(Y ′s − Y¯
n
s )(∆
+A˜s −∆
+Vs)
)
= 0.
Therefore lim infn→∞
∫ τ
σ (Y
′
s − Y¯
n
s ) d(K
n
s −D
n
s ) ≥ 0.
(c) It is easy to see that ∆−Knt = 0, n ∈ N, t ∈ [0, T ].
(d) Let y¯ = Y 1 and y = X˜ . Then y¯, y ∈ V1 +Mloc, y¯, y are of class (D) and by (H6), (H6*)
and Proposition 3.5,
E
∫ T
0
f+(s, y¯s, 0) ds + E
∫ T
0
f−(s, y
s
, 0) ds <∞.
By (4.16), y¯t ≤ Y¯
n
t ≤ yt, t ∈ [0, T ].
(e) It follows from (H3).
(f) By the definition of Y ′, Y¯ nt ր Y
′
t , t ∈ [0, T ].
By Theorem 2.5, Y ′ is regulated and there exist processes K ∈ V+ and Z ′ ∈ H such that
Y ′t = ξ+
∫ T
t
f(s, Y ′s , Z
′
s) ds+
∫ T
t
dVs+
∫ T
t
dKs−
∫ T
t
dAs−
∫ T
t
Z ′s dBs, t ∈ [0, T ]. (4.21)
Moreover Z¯n → Z ′ in the sense of (2.1). This when combined with (4.19) and (4.20) implies
that if p > 1, then Z ′ ∈ Hp and (4.9) is satisfied and if p = 1, then Z ′ ∈ Hq, q ∈ (0, 1), (4.10)
holds, and there exists a chain {τk} ⊂ Γ such that (4.11) is satisfied.
Step 3. We will show that EKpT + EA
p
T < ∞. The desired integrability of A follows
from the integrability of A˜ and (4.17). To prove that EKpT <∞, we show that
sup
n≥1
E
( ∫ T
0
|f(s, Y¯ ns , Z¯
n
s )| ds
)p
+ E
( ∫ T
0
|f(s, Y ′s , Z
′
s)| ds
)p
<∞. (4.22)
If p > 1, then by (H1), (H2), (4.16) and (4.18)
E
( ∫ T
0
|f(s, Y¯ ns , Z¯
n
s )| ds
)p
≤ Cp
(
E
( ∫ T
0
|f(s, X˜s, 0)| ds
)p
+ E
( ∫ T
0
|f(s, Y 1s , 0)| ds
)p
+ E
( ∫ T
0
|Z¯ns |
2 ds
)p/2)
.
If p = 1, then by (Z),
E
∫ T
0
|f(s, Y¯ ns , Z¯
n
s )| ds ≤ γE
∫ T
0
(gs + |Y¯
n
s |+ |Z¯
n
s |)
α ds+ E
∫ T
0
|f(s, Y¯ ns , 0)| ds.
By Ho¨lder′s inequality, (H2), (4.16) and (4.18),
E
∫ T
0
(gs + |Y¯
n
s |+ |Z¯
n
s |)
α ds+ E
∫ T
0
|f(s, Y¯ ns , 0)| ds
≤ C
{
E
(∫ T
0
|Z¯ns |
2 ds
)α/2
+ E
∫ T
0
(gs + |X˜s|+ |Y
1
s |)
α ds
+ E
∫ T
0
|f(s, Y 1s , 0)| + |f(s, X˜s, 0)| ds
}
.
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Applying Fatou’s lemma and using (4.19) and (4.20) we get (4.22). The desired integrability
of K follows from (4.22) and the integrability of Y ′, Z ′ and A,V .
Step 4. We show that the minimality condition for A is satisfied, i.e.
∫ T
0
(Ut− − Y
′
t−) dA
∗
t +
∑
t<T
(Ut − Y
′
t )∆
+At = 0. (4.23)
Since the triple (Y¯ n, Z¯n, A¯n) is a solution of (4.1), we have
∫ T
0
(Ut− − Y¯
n
t−) dA
n,∗
t +
∑
t<T
(Ut − Y¯
n
t )∆
+A¯nt = 0. (4.24)
By the Vitali–Hahn–Saks theorem, dA¯n ր dA in the variation norm, i.e.
∆+A¯nt ր ∆
+At, ∆
−A¯nt ր ∆
−At, |dA
n,∗,c − dA∗,c|TV → 0. (4.25)
Letting n → ∞ in the second term of (4.24) and applying the Lebesgue dominated conver-
gence theorem we obtain ∑
t<T
(Ut − Y
′
t )∆
+At = 0.
Since |dAn,∗,c − dA∗,c|TV → 0 and 0 ≤ Ut − Y¯
n
t ≤ Ut − Y
1
t , using (4.24) and the Lebesgue
dominated convergence theorem we get
∫ T
0 (Ut − Y
′
t ) dA
∗,c
t = 0. If ∆
−A∗t = 0, then (Ut− −
Y ′t−)∆
−A∗t = 0. If ∆
−A∗t > 0, then by (4.25) there exists N ∈ N such that ∆
−An,∗t > 0
for n ≥ N . By this and (4.24), Y¯ nt− = Ut− for n ≥ N . By Proposition 3.2 and Lemma 3.3,
Y ′t− ≥ Y¯
n
t− = Ut− , so Y
′
t− = Ut−. Therefore∑
t≤T
(Ut− − Y
′
t−)∆
−A∗t = 0.
Step 5. We will show that Y ′ ≥ L. By (4.16), (4.17) and (4.22), supn≥1EK
n
T < ∞, so{
n
∫ T
0 (Y¯
n
s −Ls)
− ds
}
is bounded in L1(Ω). Therefore, passing to a subsequence if necessary,
we may assume that there exists a dense countable subset Q ⊂ [0, T ] such that for P -a.e.
ω ∈ Ω, (Y¯ nt − Lt)
− → 0 for t ∈ Q. Consequently, Y ′t ≥ Lt for t ∈ Q. Hence Y
′
t+ ≥
Lt+, t ∈ [0, T ]. We will show that Y
′
t ≥ Lt for every t ∈ [0, T ). Let t ∈ [0, T ). Assume that
∆+(Lt + Vt) ≥ 0. If ∆
+At > 0, then Y
′
t = Ut, so obviously Y
′
t ≥ Lt. In case ∆
+At = 0, we
have ∆+Y ′t = −∆
+Vt −∆
+Kt. Therefore
Y ′t + Vt = −(∆
+Vt +∆
+Y ′t ) + Y
′
t+ + Vt+ ≥ Lt+ + Vt+ ≥ Lt + Vt,
so Y ′t ≥ Lt. Assume now that ∆
+(Lt + Vt) < 0. If ∆
+At > 0, then Y
′
t = Ut, so Y
′
t ≥ Lt.
If ∆+At = 0, then by (4.25), ∆
+A¯nt = 0, n ≥ 1. Since ∆
+(Lt + Vt) < 0, t ∈
⋃
i[[σn,i]] for
sufficiently large n. Hence ∆+Knt = (Y¯
n
t+ +∆
+Vt − Lt)
−. By this and (4.1),
∆+Y¯ nt = −∆
+Vt − (Y¯
n
t+ +∆
+Vt − Lt)
−.
Suppose that Y¯ nt < Lt. Then
Y¯ nt+ − Lt +∆
+Vt < Y¯
n
t+ − Y¯
n
t +∆
+Vt = −(Y¯
n
t+ +∆
+Vt − Lt)
−.
27
Consequently, Y¯ nt+ + ∆
+Vt − Lt < −(Y¯
n
t+ + ∆
+Vt − Lt)
−, which is a contradiction. Thus
Y¯ nt ≥ Lt, so Y
′
t ≥ Lt. Therefore
Y ′t ≥ Lt1{t<T} + ξ1{t=T}, t ∈ [0, T ].
Step 6. We will show the minimality condition for K, i.e. we show that∫ T
0
(Y ′r− − Lr−) dK
∗
r +
∑
r<T
(Y ′r − Lr)∆
+Kr = 0. (4.26)
By (4.21), (4.22) and the integrability properties of Y ′, V and A, the process
Y ′ +
∫ ·
0
f(s, Y ′s , Z
′
s) ds − V +A
is a supermartingale which majorizes the process L1{·<T}+ξ1{·=T}+
∫ ·
0 f(s, Y
′
s , Z
′
s) ds−V +A.
Hence
Y ′t ≥ ess sup
τ∈Γt
E
( ∫ τ
t
f(s, Y ′s , Z
′
s) ds +
∫ τ
t
dVs −
∫ τ
t
dAs + Lτ1{τ<T} + ξ1{τ=T}|Ft
)
. (4.27)
Let p > 1. By [17, Proposition 3.13], Step 1 and the definition of Ln, for t ∈ [0, T ] we have
Y¯ nt = ess sup
τ∈Γt
E
( ∫ τ
t
f(s, Y¯ ns , Z¯
n
s ) ds+
∫ τ
t
dVs −
∫ τ
t
dA¯ns + L
n
τ 1{τ<T} + ξ1{τ=T}|Ft
)
≤ ess sup
τ∈Γt
E
( ∫ τ
t
f(s, Y¯ ns , Z¯
n
s ) ds+
∫ τ
t
dVs
−
∫ τ
t
dA¯ns + Lτ1{τ<T} + ξ1{τ=T}|Ft
)
. (4.28)
Observe that by (4.9), (4.22) and the assumptions on f ,
E
∫ T
0
|f(r, Y¯ nr , Z¯
n
r )− f(r, Y
′
r , Z
′
r)| dr → 0. (4.29)
By (4.25), (4.28), (4.29) and [17, Lemma 3.19],
Y ′t ≤ ess sup
τ∈Γt
E
(∫ τ
t
f(s, Y ′s , Z
′
s) ds+
∫ τ
t
dVs −
∫ τ
t
dAs + Lτ1τ<T + ξ1τ=T |Ft
)
.
This when combined with (4.27) gives
Y ′t = ess sup
τ∈Γt
E
(∫ τ
t
f(s, Y ′s , Z
′
s) ds+
∫ τ
t
dVs −
∫ τ
t
dAs + Lτ1τ<T + ξ1τ=T |Ft
)
.
Let p = 1. Since Y 1 ≤ Y¯ n ≤ Y ′, n ≥ 1, using (H2) we get
f(t, Y ′t , 0) ≤ f(t, Y¯
n
t , 0) ≤ f(t, Y
1
t , 0), t ∈ [0, T ].
Define σk = inf{t ≥ 0 :
∫ t
0 |f(r, Y
1
r , 0)| + |f(r, Y
′
r , 0)| dr ≥ k} ∧ T . It is clear that {σk} is a
chain. We may assume that σk = τk. Observe that by (4.10), the definition of σk and the
assumptions on f ,
E
∫ τk
0
|f(r, Y¯ nr , Z¯
n
r )− f(r, Yr, Zr)| dr → 0. (4.30)
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By [17, Proposition 3.13], Step 1, (f) and the definition of Ln, for t ∈ [0, τk] we have
Y¯ nt = ess sup
τ∈Γt, τk≥τ
E
( ∫ τ
t
f(s, Y¯ ns , Z¯
n
s ) ds +
∫ τ
t
dVs −
∫ τ
t
dA¯ns + L
n
τ1{τ<τk} + Y¯
n
τk
1{τ=τk}|Ft
)
≤ ess sup
τ∈Γt,τk≥τ
E
( ∫ τ
t
f(s, Y¯ ns , Z¯
n
s ) ds+
∫ τ
t
dVs −
∫ τ
t
dA¯ns + Lτ1{τ<τk} + Y
′
τk
1{τ=τk}|Ft
)
.
By this, (4.25), (4.30) and [17, Lemma 3.19],
Y ′t ≤ ess sup
τ∈Γt, τk≥τ
E
( ∫ τ
t
f(s, Y ′s , Z
′
s) ds+
∫ τ
t
dVs −
∫ τ
t
dAs + Lτ1{τ<τk} + Y
′
τk
1{τ=τk}|Ft
)
.
This when combined with (4.27) gives
Y ′t = ess sup
τ∈Γt, τk≥τ
E
( ∫ τ
t
f(s, Y ′s , Z
′
s) ds +
∫ τ
t
dVs −
∫ τ
t
dAs + Lτ1τ<τk + Y
′
τk
1τ=τk |Ft
)
.
By [17, Corollary 3.11] we have (4.26) satisfied on [0, τk], and since {τk} is a chain, we have
it also on [0, T ].
Step 7. We will show that (Y ′, Z ′,K − A) = (Y,Z,R). Put R′ = K − A. Obviously
dR
′+ ≤ dK and dR
′− ≤ dA, so by (4.23) and (4.26),
∫ T
0
(Yr− − Lr−) dR
′+,∗
r +
∑
r<T
(Yr − Lr)∆
+R′+r = 0
and ∫ T
0
(Ur− − Yr−) dR
′−,∗
r +
∑
r<T
(Ur − Yr)∆
+R′−r = 0.
Consequently, the triple (Y ′, Z ′, R′) is a solution of RBSDE(ξ, f+dV,L,U) such that Y ′ ∈ Sp,
Z ′ ∈ Hp, R′ ∈ Sp in case p > 1, and in case p = 1 Y ′ is of class (D), Z ′ ∈ Hq, q ∈ (0, 1),
R′ ∈ V1 in case p = 1. Hence, by Proposition 3.2 and Lemma 3.3, (Y ′, Z ′,K−A) = (Y,Z,R).
Step 8. We will show that if ∆−R+ = 0, then (4.9), (4.10) hold with γ = 2 and
|Y¯ n − Y |p → 0. Let R¯
n = Kn − A¯n. By [17, Corollary A.5], (H1) and (H2),
∫ T
0
|Zr − Z¯
n
r |
2 dr ≤ 2λ
∫ T
0
|Yr − Y¯
n
r ||Zr − Z¯
n
r | dr + 2
∫ T
0
(Yr− − Y¯
n
r−) d(R − R¯
n)∗r
+ 2
∑
0≤t<T
(Yt − Y¯
n
t )∆
+(Rt − R¯
n
t )
+ sup
0≤t≤T
∣∣∣ ∫ T
t
(Yr − Y¯
n
r )(Zr − Z¯
n
r ) dBr
∣∣∣ (4.31)
By the the minimality condition and the assumption that ∆−R+ = 0∑
0≤t<T
(Yt − Y¯
n
t )∆
+(Rt − R¯
n
t ) ≤
∑
0≤t<T
(Yt − Y¯
n
t )∆
+Rt ≤
∑
0≤t<T
(Yt − Y¯
n
t )∆
+R+t
and ∫ T
0
(Yr− − Y¯
n
r−) d(R − R¯
n)∗r ≤
∫ T
0
(Yr− − Y¯
n
r−) dR
+,∗
r =
∫ T
0
(Yr − Y¯
n
r ) dR
+,c
r .
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By the above, (4.31) and the Burkholder–Davis–Gundy inequality,
E
(∫ T
0
|Zr−Z¯
n
r |
2 dr
)p/2
≤ C(E sup
0≤t≤T
|Yt− Y¯
n
t |
p+(E sup
0≤t≤T
|Yt− Y¯
n
t |
p)1/2(E|R|pT )
1,2). (4.32)
Furthermore, ∆−Yt = ∆
−R−t and ∆
−Y¯ nt = ∆
−A¯nt . Hence, if ∆
−Y¯ nt = 0, n ≥ 0, then ∆
−Yt =
0. Otherwise, i.e. if ∆−Y¯ nt = ∆
−A¯nt > 0 for some n ≥ 1, then ∆
−Y¯ nt > 0, n ≥ N ({∆
−A¯nt } is
nondecreasing), which implies that Y¯ nt− = Ut− for n ≥ N . Since Ut− = Y¯
n
t− ≤ Yt− ≤ Ut−, this
implies that Y¯ nt− = Yt−, n ≥ N . Thus, in both cases, ∆
−Y¯ nt → ∆
−Yt, t ∈ (0, T ]. Moreover,
by the construction of Y¯ n, ∆+Y¯ nt → ∆
+Yt, t ∈ [0, T ). Consequently, by the generalized
Dini theorem, sup0≤t≤T |Yt − Y¯
n
t | → 0 as n → ∞. Therefore, by (4.16) and the Lebesgue
dominated convergence theorem, |Y − Y¯ n|p → 0. From this and (4.32) we deduce that (4.9)
and (4.10) hold with γ = 2.
Analogously to (4.1), we define (Y n, Zn, An) as a solution of RBSDE
Y nt = ξ +
∫ T
t
f(r, Y nr , Z
n
r ) dr +
∫ T
t
dVr +
∫ T
t
dKnr −
∫ T
t
Znr dBr
− n
∫ T
t
(Y nr − Ur)
− dr −
∑
t≤τn,i<T
(Y nτn,i+ +∆
+Vτn,i − Uτn,i)
+, (4.33)
with lower barrier L, such that if p > 1, then Y n ∈ Sp, Zn ∈ Hp, Kn ∈ V+,p, and if p = 1,
then Y n is of class (D), Y n ∈ Sq, Zn ∈ Hq, q ∈ (0, 1), Kn ∈ V+,1. Now {{τn,i}} is defined as
follows: we set τ1,0 = 0 and then
τ1,i = inf{t > τ1,i−1; ∆
+Ut > 1 or ∆
+Vt > 1} ∧ T, i = 1, . . . , k1
for some k1 ∈ N. Next, for n ∈ N and given array {{τn,i}}, we set τ˜n+1,0 = 0,
τ˜n+1,i = inf{t > τ˜n+1,i−1 : ∆
+Ut > 1/(n + 1) or ∆
+Vt > 1/(n + 1)} ∧ T, i ≥ 1.
Let jn+1 be chosen so that P (τ˜n+1,jn+1 < T ) ≤
1
n . We put
τn+1,i = τ˜n+1,i, i = 1, . . . , jn+1, τn+1,i+jn+1 = τ˜n+1,jn+1 ∨ τn,i, i = 1, ...., kn,
kn+1 = jn+1 + kn + 1. Finally, we put τn+1,kn+1 = T .
Theorem 4.3. Let (Y n, Zn, An), n ∈ N be defined by (4.33).
(i) Assume that p > 1 and (H1)–(H6) are satisfied. Then Y nt ց Yt, t ∈ [0, T ], and for
every γ ∈ [1, 2),
E
(∫ T
0
|Znr − Zr|
γ dr
)p/2
→ 0,
where (Y,Z,R) is the unique solution of RBSDE(ξ,f + dV ,L,U) such that Y ∈ Sp,
Z ∈ Hp, R ∈ Sp. Moreover, if ∆−R−t = 0 for t ∈ (0, T ], then the above convergence
also hold with γ = 2 and |Y n − Y |p → 0.
(ii) Assume that p = 1 and (H1)–(H5), (H6*), (Z) are satisfied. Then Y nt ց Yt, t ∈ [0, T ],
and for all γ ∈ [1, 2) and r ∈ (0, 1),
E
( ∫ T
0
|Znr − Zr|
γ dr
)r/2
→ 0,
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where (Y,Z,R) is the unique solution of RBSDE(ξ,f + dV ,L,U) such that Y is of class
(D), Y ∈ Sq, Z ∈ Hq, R ∈ V1, q ∈ (0, 1). Moreover, if ∆−R−t = 0 for t ∈ (0, T ], then
the above convergence also hold with γ = 2 and |Y n − Y |1 → 0.
Proof. By Definition 2.4, (−Y n,−Zn,Kn) is a solution of RBSDE of the form
−Y nt = −ξ −
∫ T
t
f(r,−Y nr ,−Z
n
r ) dr −
∫ T
t
dVr −
∫ T
t
dKnr +
∫ T
t
Znr dBr
+ n
∫ T
t
(Y nr − Ur)
+ dr +
∑
t≤σn,i<T
(Y nσn,i+ +∆
+Vσn,i − Uσn,i)
+ (4.34)
with upper barrier −L. By Theorem 4.2, solutions of the above equation tend to the solution
of RBSDE(−ξ,−f˜ − dV ,−U ,−L) with f˜(t, y, z) = −f(t,−y,−z), from which the desired
result follows.
4.2 Penalization method via BSDEs
In this section we consider approximation of solutions of RBSDE with two barriers by solu-
tions of usual BSDEs. Let (Y n, Zn) be a solution of BSDE of the form
Y nt = ξ +
∫ T
t
f(r, Y nr , Z
n
r ) dr +
∫ T
t
dVr −
∫ T
t
Znr dBr + n
∫ T
t
(Y nr − Lr)
− dr
+
∑
t≤σn,i<T
(Y nσn,i+ +∆
+Vσn,i − Lσn,i)
− − n
∫ T
t
(Y nr − Ur)
+ dr
−
∑
t≤τn,i<T
(Y nτn,i+ +∆
+Vτn,i − Uτn,i)
+ (4.35)
such that if p > 1, then Y n ∈ Sp, Zn ∈ Hp, and if p = 1, then Y n is of class (D), Y n ∈ Sq,
Zn ∈ Hq, q ∈ (0, 1), where {{σn,i}} and {{τn,i}} are defined by (4.1) and (4.33). One can find
a solution of (4.35) inductively in the manner used to solve (4.1) and (4.33). More precisely,
for fixed n ∈ N let kn be the number of stopping times {σn,i} and {τn,i}. We put mn = 2kn,
γn,0 = 0, γn,1 = σn,1 ∧ τn,1 and γn,m = σ¯n,m ∧ τ¯n,m, m = 2, . . . ,mn, where
σ¯n,m = min{σn,i : σn,i > γn,m−1, i = 1, . . . , kn} ∧ T
and
τ¯n,m = min{τn,i : τn,i > γn,m−1, i = 1, . . . , kn} ∧ T.
Note that {γn,m} are stopping times such that γn,mn = T and
kn⋃
i=1
[[σn,i]] ∪
kn⋃
i=1
[[τn,i]] =
mn⋃
m=1
[[γn,m]].
Moreover, for m = 1, . . . ,mn, on each interval (γn,m−1, γn,m], the pair (Y
n, Zn) is a solution
of the nonreflected BSDEs of the form
Y nt = Lγn,m ∨ (Y
n
γn,m+ +∆
+Vγn,m) ∧ Uγn,m +
∫ γn,m
t
f(r, Y nr , Z
n
r ) dr +
∫ γn,m
t
dVr
−
∫ γn,m
t
Znr dBr + n
∫ γn,m
t
(Y nr − Lr)
− dr − n
∫ γn,m
t
(Y nr − Ur)
+ dr, t ∈ (γn,m−1, γn,m],
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with Y n0 = L0 ∨ (Y¯
n
0+ + ∆
+V0) ∧ U0, n ∈ N. Therefore, to solve (4.1), we divide [0, T ] into
the finite number of intervals [0, γn,1], . . . , (γn,mn−1, T ] and we solve this equation on these
intervals (γn,m−1, γn,m] inductively starting from the interval (γn,mn−1, T ].
Theorem 4.4. Let (Y n, Zn), n ∈ N be defined by (4.35).
(i) Assume that p > 1 and (H1)–(H6) are satisfied. Then Y nt → Yt, t ∈ [0, T ], and for
every γ ∈ [1, 2),
E
(∫ T
0
|Znr − Zr|
γ dr
)p/2
→ 0, (4.36)
where (Y,Z,R) is the unique solution of RBSDE(ξ, f + dV,L,U) such that Y ∈ Sp,
Z ∈ Hp, R ∈ Sp. Moreover, if ∆−Rt = 0 for t ∈ (0, T ], then the above convergence also
hold with γ = 2 and |Y n − Y |p → 0.
(ii) Assume that p = 1 and (H1)–(H5), (H6*), (Z) are satisfied. Then Y nt → Yt, t ∈ [0, T ],
and for all γ ∈ [1, 2) and r ∈ (0, 1),
E
( ∫ T
0
|Znr − Zr|
γ dr
)r/2
→ 0, (4.37)
where (Y,Z,R) is the unique solution of RBSDE(ξ,f + dV ,L,U) such that Y is of class
(D), Y ∈ Sq, Z ∈ Hq, R ∈ V1, q ∈ (0, 1). Moreover, if ∆−Rt = 0 for t ∈ (0, T ], then
the above convergence also hold with γ = 2 and |Y n − Y |1 → 0
Proof. Notice that (4.35) one can written in the shorter form
Y nt = ξ +
∫ T
t
f(r, Y nr , Z
n
r ) dr +
∫ T
t
dVr −
∫ T
t
Znr dBr +
∫ T
t
dKnr −
∫ T
t
dAnr , (4.38)
where
Knt = n
∫ t
0
(Y¯ nr − Lr)
− dr +
∑
0≤σn,i<t
(Y nσn,i+ +∆
+Vσn,i − Lσn,i)
−
=: Kn,∗t +K
n,d
t , t ∈ [0, T ] (4.39)
and
Ant = n
∫ t
0
(Y nr − Ur)
+ dr +
∑
0≤τn,i<t
(Y nτn,i+ +∆
+Vτn,i − Uτn,i)
+
=: An,∗t +A
n,d
t , t ∈ [0, T ] (4.40)
Step 1. We show the convergence of {Y n}. By Step 1 of Theorem 4.2 and Theorem
4.3, we know that Y¯ n is the first component of a solution of RBSDE(ξ,f + dV,Ln, U) with
Ln = L ∧ Y n, and Y n is the first component of a solution of RBSDE(ξ, f + dV,L,Un) with
Un = U ∨ Y n. As in the Step 1 of the proof of the Theorem 4.2 one can show that the triple
(Y n, Zn,Kn−An) is a solution of RBSDE(ξ, f+dV,Ln, Un). By Proposition 3.2 and Lemma
3.3,
Y¯ n ≤ Y n ≤ Y n, n ≥ 1. (4.41)
By Theorem 4.2 and Theorem 4.3,
Y nt → Yt, t ∈ [0, T ]. (4.42)
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Step 2. We show the convergence of {Zn} in measure dt⊗P . For this end, we willl apply
Lemma 2.6 to (4.38). Since we know that Y nt → Yt, t ∈ [0, T ], assumption (e) of Lemma
2.6 is satisfied. We are going to check assumptions the remaining assumptions (a)-(d). Let
Dn = V + Kn − An, n ∈ N. First we will show that there exists a chain {τk} such that
supn≥0E((D
n)+τk)
2 < ∞. If p > 1, then by (H6), there exists X ∈ Mloc + V
p, X ∈ Sp such
that U ≥ X ≥ L and
∫ T
0 f
−(s,Xs, 0) ds ∈ L
p. If p = 1, then by (H6*), there exists X of class
(D), X ∈ Mloc + V
1, X ≥ L and
∫ T
0 f
−(s,Xs, 0) ds ∈ L
1. Since the Brownian filtration has
the representation property, there exist processes H ∈Mloc and C ∈ V
p such that
Xt = XT −
∫ T
t
dCs −
∫ T
t
Hs dBs, t ∈ [0, T ].
Set X ′t = Xt, t ∈ [0, T ), X
′
T = ξ. Then for some A
′,K ′ ∈ V+,p we have
X ′t = ξ +
∫ T
t
f(r,X ′r,Hr) dr +
∫ T
t
dVr +
∫ T
t
dK ′r −
∫ T
t
dA′r −
∫ T
t
Hr dBr, t ∈ [0, T ].
Let (Xˆn, Hˆn, Kˆn) be a solution of the RBSDE
Xˆnt = ξ +
∫ T
t
f(r, Xˆnr , Hˆ
n
r ) dr +
∫ T
t
dVr +
∫ T
t
dKˆnr −
∫ T
t
dA′r −
∫ T
t
Hˆnr dBr
+
∑
t≤τn,i<T
(Xˆnτn,i+ +∆
+Vτn,i − Uτn,i)
+, t ∈ [0, T ], (4.43)
with lower barrier Ln, such that if p > 1, then Xˆn ∈ Sp, Hˆn ∈ Hp, Kˆn ∈ V+,p and if p = 1,
then Xˆn is of class (D), Hˆn ∈ Hq, q ∈ (0, 1), Aˆn ∈ V+,1. The existence of the solution follows
from [17, Theorem 3.18]. Note that (X ′,H,K ′) is a solution of RBSDE(ξ, f + dV − dA′,X ′).
Since Ln ≤ X ′, by Proposition 3.2 and Lemma 3.3, Xˆn ≤ X ′ ≤ U . Thanks to this, we may
rewrite (4.43) in the form
Xˆnt = ξ +
∫ T
t
f(r, Xˆnr , Hˆ
n
r ) dr +
∫ T
t
dVr +
∫ T
t
dKˆnr −
∫ T
t
dA′r − n
∫ T
t
(Xˆnr − Ur)
+ dr
−
∑
t≤τn,i<T
(Xˆnτn,i+ +∆
+Vτn,i − Uτn,i)
+ −
∫ T
t
Hˆnr dBr, t ∈ [0, T ].
By Proposition 3.2 and Lemma 3.3 again,
Xˆn ≤ Y n, (4.44)
and by Proposition 4.1,
dKˆn ≥ dKn, n ≥ 1. (4.45)
Moreover,
(Xˆnτn,i+ +∆
+Vτn,i − Uτn,i)
+ ≤ (X ′τn,i+ +∆
+Vτn,i − Uτn,i)
+
= (∆+X ′τn,i +∆
+Vτn,i +X
′
τn,i − Uτn,i)
+
≤ (∆+Xτn,i +∆
+Vτn,i)
+
≤ ∆+|C|τn,i +∆
+|V |τn,i .
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Let (X˜n, H˜n, K˜n) be a solution of the RBSDE
X˜nt = ξ +
∫ T
t
f(r, X˜nr , H˜
n
r ) dr +
∫ T
t
dVr +
∫ T
t
dK˜nr −
∫ T
t
dA′r − n
∫ T
t
(X˜nr − Ur)
+ dr
−
∫ T
t
d|C|r −
∫ T
t
d|V |r −
∫ T
t
H˜nr dBr, t ∈ [0, T ],
with lower barrier Ln, such that if p > 1, then X˜n ∈ Sp, H˜n ∈ Hp, K˜n ∈ V+,p and if p = 1,
then X˜n is of class (D), H˜n ∈ Hq, q ∈ (0, 1), K˜n ∈ V+,1. The existence of the solution follows
[17, Theorem 3.18]. By Proposition 3.2 and Lemma 3.3, X˜n ≤ Xˆn. By this and (4.44),
X˜n ≤ Y n. (4.46)
Moreover, by Proposition 4.1, dKˆn ≤ dK˜n, which by (4.45) implies that
dKn ≤ dK˜n. (4.47)
By [16, Lemma 4.8], there exists a chain {τ ′k} such that
E
(
sup
t≤τ ′k
(|Y 1t |
2 + |Y
1
t |
2)
)
<∞, k ≥ 1. (4.48)
Define τ ′′k = inf{t ≥ 0;
∫ t
0 |f(r, 0, 0)| dr +
∫ t
0 d|V |r +
∫ t
0 f
−(r, Y 1r, 0) dr ≥ k} ∧ T , k ∈ N. Since
Y n+1 ≤ Y n and Y
n
≤ Y
n+1
by (4.41) we have that
Y
1
≤ Y n ≤ Y 1. (4.49)
Hence
|Y n| ≤ |Y 1|+ |Y
1
|. (4.50)
Set τk = τ
′
k ∧ τ
′′
k . By (4.50) and [16, Proposition 4.3],
E((K˜nτk )
2 ≤ CE
(
sup
t≤τk
(
|Y 1τk |
2
)
+ |Y
1
τk
|2 +
(∫ τk
0
|f(r, 0, 0)| dr
)2
+
(∫ τk
0
d|V |r
)2
+
(∫ τk
0
|f−(r, Y 1r, 0)| dr
)2)
<∞. (4.51)
That (a) is satisfied now follows from (4.47), (4.51) and [16, Lemma 4.8]. Since (Y n, Zn,Kn−
An) is a solution to RBSDE(ξ, f + dV,Ln, Un), for σ, τ ∈ Γ such that σ ≤ τ we have∫ τ
σ
(Yr − Y
n
r ) dD
n,∗
r +
∑
σ≤t<τ
(Yt − Y
n
t )∆
+Dnt ≥
∫ τ
σ
(Yr − Y
n
r ) dV
∗
r +
∑
σ≤t<τ
(Yt − Y
n
t )∆
+Vt.
From this, (4.50) and the Lebesgue dominated convergence theorem we get (b). Assumption
(c) follows from the inequality |∆−(Yt − Y
n
t )| = |∆
−Yt| ≤ ∆
−|R|t +∆
−|V |t. Assumption (d)
follows from (4.49) and Proposition 3.5. Since (a)–(e) are satisfied, Lemma 2.6 yields
Zn → Z, dt⊗ P -a.e. (4.52)
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Step 3. We will show (4.36) and (4.37). By (4.47), (4.50) and [16, Lemma 4.2], if p > 1,
then
E
( ∫ T
0
|Zns |
2 ds
)p/2
≤ CE
(
sup
t≤T
(|Y 1t |
p + |Y
1
t |
p) +
( ∫ T
0
d|V |s
)p
+
( ∫ T
0
|f−(s, Y 1s, 0)| ds
)p
+
(∫ T
0
|f(s, 0, 0)| ds
)p
+
(∫ T
0
dK˜ns
)p)
, (4.53)
and if p = 1, then for every q ∈ (0, 1),
E
( ∫ T
0
|Zns |
2 ds
)q/2
≤ CE
(
sup
t≤T
(|Y 1t |
q + |Y
1
t |
q) +
( ∫ T
0
|f(s, 0, 0)| ds
)q
+
(∫ T
0
|f−(s, Y 1s, 0)| ds
)q
+
(∫ T
0
d|V |s
)q
+
(∫ T
0
dK˜ns
)q)
. (4.54)
Let (X˜, H˜) be a solution of the BSDE
X˜t = ξ +
∫ T
t
f(r, X˜r, H˜r) dr +
∫ T
t
dVr −
∫ T
t
dA′r
−
∫ T
t
d|C|r −
∫ T
t
d|V |r −
∫ T
t
H˜r dBr, t ∈ [0, T ],
such that if p > 1, then X˜ ∈ Sp, H˜ ∈ Hp, K˜ ∈ V+,p and if p = 1, then X˜ is of class (D),
H˜ ∈ Hq, q ∈ (0, 1), K˜ ∈ V+,1. The existence of the solution follows from [17, Theorem 3.18].
By Proposition 3.2 and Lemma 3.3, X˜ ≤ X˜n, so by (4.46),
X˜ ≤ X˜n ≤ Y 1. (4.55)
By (4.55) and [16, Lemma 4.2], if p > 1, then
E(K˜nT )
p ≤ CE
(
sup
t≤T
(|Y 1t |
p + |X˜t|
p) +
( ∫ T
0
d|V |s
)p
+
(∫ T
0
|f−(s, Y 1s, 0)| ds
)p
+
( ∫ T
0
|f(s, 0, 0)| ds
)p
+
(∫ T
0
dA′s
)p
+
(∫ T
0
d|C|s
)p)
, (4.56)
and if p = 1, then for every q ∈ (0, 1),
E(K˜nT )
q ≤ CE
(
sup
t≤T
(|Y 1t |
q + |X˜t|
q) +
( ∫ T
0
d|V |s
)q
+
( ∫ T
0
|f−(s, Y 1s, 0)| ds
)q
+
(∫ T
0
|f(s, 0, 0)| ds
)q
+
(∫ T
0
dA′s
)q
+
(∫ T
0
d|C|s
)q)
. (4.57)
In case p > 1, combining (4.53) with (4.56) we get
E
(∫ T
0
|Znr |
2 dr
)p/2
≤ CE
(
sup
t≤T
(|Y 1t |
p + |Y
1
t |
p + |X˜t|
p) +
( ∫ T
0
d|V |r
)p
+
( ∫ T
0
|f−(r, Y 1r, 0)| dr
)p
+
(∫ T
0
|f(r, 0, 0)| dr
)p
+
( ∫ T
0
dA′r
)p
+
(∫ T
0
d|C|r
)p))
, (4.58)
35
In case p = 1, combining (4.54) with (4.57) we get
E
( ∫ T
0
|Znr |
2 dr
)q/2
≤ CE
(
sup
t≤T
(|Y 1t |
q + |Y
1
t |
q|+ X˜t|
q) +
(∫ T
0
|f(r, 0, 0)| dr
)q
+
(∫ T
0
|f−(r, Y 1r , 0)| dr
)q
+
( ∫ T
0
d|V |r
)q
+
(∫ T
0
dA′r
)q
+
( ∫ T
0
d|C|r
)q))
(4.59)
for q ∈ (0, 1). From (4.52) and (4.58), (4.59) we easily get (4.36) and (4.37).
Step 4. We will show that if ∆−R = 0, then (4.36) and (4.37) hold with γ = 2 and
|Y n − Y |p → 0. To this end, we first note that by (4.41),
sup
t≤T
||Y nt − Yt| ≤ sup
t≤T
max(|Y¯ nt − Yt|, |Y
n
t − Yt|).
By this, Theorem 4.2 and Theorem 4.3, |Y n − Y |p → 0. Now set R
n = Kn − An, n ∈ N,
and observe that by [17, Corollary 5.5], hypotheses (H1) and (H2) and the assumption that
∆−R = 0,∫ T
0
|Zr − Z
n
r |
2 dr ≤ 2λ
∫ T
0
|Yr − Y
n
r ||Zr − Z
n
r | dr + 2
∫ T
0
(Yr − Y
n
r ) d(R −R
n)cr
+ 2
∑
0≤t<T
(Yt − Y
n
t )∆
+(Rt −R
n
t )
+ sup
0≤t≤T
∣∣∣ ∫ T
t
(Yr − Y
n
r )(Zr − Z
n
r ) dBr
∣∣∣
≤ 2λ
∫ T
0
|Yr − Y
n
r ||Zr − Z
n
r | dr + 2
∫ T
0
(Yr − Y
n
r ) dR
c
r
+ 2
∑
0≤t<T
(Yt − Y
n
t )∆
+Rt + sup
0≤t≤T
∣∣∣ ∫ T
t
(Yr − Y
n
r )(Zr − Z
n
r ) dBr
∣∣∣.
Applying the the Burkholder–Davis–Gundy inequality yields
E
(∫ T
0
|Zr − Z
n
r |
2 dr
)p/2
≤ C
(
E sup
0≤t≤T
|Yt − Y
n
t |
p + (E sup
0≤t≤T
|Yt − Y
n
t |
p)1/2(E|R|pT )
1/2
)
.
It is clear that the above inequality implies (4.36) and (4.37) with γ = 2, which completes
the proof.
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