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Abstract
Complex information-processing systems, for example quantum cir-
cuits, cryptographic protocols, or multi-player games, are naturally
described as networks composed of more basic information-processing
systems. A modular analysis of such systems requires a mathematical
model of systems that is closed under composition, i.e., a network of
these objects is again an object of the same type. We propose such a
model and call the corresponding systems causal boxes.
Causal boxes capture superpositions of causal structures, e.g., mes-
sages sent by a causal box A can be in a superposition of different
orders or in a superposition of being sent to box B and box C. Fur-
thermore, causal boxes can model systems whose behavior depends
on time. By instantiating the Abstract Cryptography framework with
causal boxes, we obtain the first composable security framework that
can handle arbitrary quantum protocols and relativistic protocols.
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2
1 Introduction
In this work we are concerned with modeling quantum information-pro-
cessing systems, i.e., interactive systems that receive and send quantum
messages. Similar formalisms for modeling such systems were developed
by Gutoski and Watrous [1, 2], Chiribella, D’Ariano and Perinotti [3], and
Hardy [4–6] (see also Hardy [7, 8]), to which we refer in the following using
the term from [3], namely quantum combs. Quantum combs are a general-
ization of random systems [9, 10] to quantum information theory. A comb
is a system with internal memory that processes messages one at a time as
they are received. An example is depicted in Figure 1, where the dashed
lines capture the comb structure.
Figure 1 – A single information-processing system modeled as a comb. The
nodes represent an operation and the arrows capture a quantum state. Each
tooth of the comb corresponds to a pair of an input and an output message.
The quantum comb framework [1–6] provides rules for representing these
objects independently from their internal state and composing them when
the order of messages is predefined. It also defines a notion of distance be-
tween combs. This has found applications in modeling two player games [1]
and two player cryptographic protocols [11].
1.1 Ordering messages
The composition of systems described as combs is however not always well-
defined. Consider the example drawn in Figure 2: two players, Alice and
Bob, each send a message to a third player, Charlie, who outputs the first
message he receives and ignores the second. Each of the systems is a well-
defined comb. Alice and Bob just output a single message. When Charlie
receives the first message, m = (v, p)— value v from player p—he outputs
v and ignores all further inputs. But the composition of all three systems
(depicted as a dashed box in Figure 2) is not defined: it is a system with no
input and one output, but this output is undetermined.
The composition of these three systems is undefined, because Alice’s
and Bob’s messages are unordered, yet the output of Charlie depends on this
order. However, if one considers physical systems, e.g., an implementation of
Figure 2, the composition is a new well-defined physical system. Messages
are output at a certain time, which results in a well-defined order. This
ordering information was ignored in the descriptions of the systems given
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Alice
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Figure 2 – Alice and Bob both send messages to Charlie, who outputs the
first message he receives. Although each system can be described by a comb,
the composition of the three, depicted as the dashed box, is undefined.
above, and results in the ill-defined composition. Combs are well-suited
for analysing systems that have a predefined causal structure, e.g., ordered
networks [3], some simple two player games [1] and two player cryptographic
protocols [11]. But Chiribella et al. [12] prove that their framework is ill-
suited for modeling settings where the causal structure is not predefined,
e.g., when it is determined by an input or a coin toss.1
1.2 Superpositions of orders
In a quantum framework it is not sufficient to have all messages (dynami-
cally) ordered, it must also be possible to have messages in superpositions
of different orders. For example, a player might choose to send a message
|ψ〉, she might choose to send “nothing”— which we denote by a vacuum
state |Ω〉—or she might send a superposition of the two, i.e., she prepares
and sends the state
α|ψ〉+ β|Ω〉 . (1)
A message could also be in a superposition of sent to Alice and sent to Bob,
i.e.,
α|ψ〉A ⊗ |Ω〉B + β|Ω〉A ⊗ |ψ〉B . (2)
This results in a player receiving superpositions of different numbers of mes-
sages in different orders. Since the value of a message can only be influenced
by a message that is ordered before, a superposition of different orders of
messages corresponds to a superposition of the causal structure between
these messages.
Such superpositions are not only a possibility offered by quantum me-
chanics, but are also necessary to perform certain quantum information-
processing tasks. Consider the problem of designing a circuit that performs
a controlled unitary for an unknown U given only a single black-box access
to U , which we illustrate in Figure 3a. It has been proven in [13, 14] that
1To solve this, Chiribella et al. [12] propose a non-causal model of quantum information-
processing systems, which we discuss briefly in Section 1.5.
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|0〉
A
U
B
Construction:
|0〉
WU
U
Goal:
(a) Impossibility of a ctrl-U : there do not exist any operators A and B
such that for all U the circuit on the left is equivalent to the circuit on the
right [13, 14].
|Ω〉
U
=
|Ω〉
U
(b) Implementation of a ctrl-U : the circuit on the left performs a controlled
switch between the top and bottom wires before and after the unitary U , which
is equivalent to the controlled unitary depicted on the right [14–16]. When
nothing— i.e., the vacuum state |Ω〉— is input to U , nothing is output either.
Figure 3 – (Im)Possibility of implementing a ctrl-U . In the circuits in (a) a
wire— depicted as a line— corresponds to the space on which U acts. In the
circuits in (b) a wire— depicted as an arrow— can also transmit a vacuum
state, |Ω〉.
this task is impossible. And yet, adding control to an unknown unitary can
easily be implemented in practice, and has been done in [15]. As pointed out
in [14,16], the discrepancy between the two results stems from the assump-
tion made in the impossibility proofs [13,14] that a wire in a circuit models
a (non-vacuum) state, whereas in a physical model one has the freedom of
not inputing anything to the black box— i.e., one does not use the input
wire— in which case no output is produced either. The solution from [15]
consists in sending a vacuum state on one of the wires and performing a con-
trolled switch between the vacuum state and the input. This is illustrated
in Figure 3b, where the wires are depicted as arrows to emphasize that they
have a different meaning from the wires in Figure 3a. We refer to [14, 16]
for a further discussion of this.
Another example is given by the quantum switch [12]: using only a
single black-box access to each of two systems implementing some unknown
unitaries U and V , the quantum switch applies these gates in (a controlled)
superposition of the two possible orders, i.e., on input
(α|0〉+ β|1〉)⊗ |ϕ〉 , (3)
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α|0〉 + β|1〉
|ϕ〉
α|0〉 ⊗ UV |ϕ〉
+ β|1〉 ⊗ V U |ϕ〉QS
U V
Figure 4 – The quantum switch, QS, queries first U then V or first V then U
depending on the control qubit.
it outputs
α|0〉 ⊗ UV |ϕ〉+ β|1〉 ⊗ V U |ϕ〉 , (4)
as illustrated in Figure 4. This particular system—which can be physically
implemented [16–18], but cannot be expressed using a classical ordering
of gates [12]— has been proven to be useful in reducing the complexity of
computational tasks [17,19] and increasing the success probability of discrim-
inating between quantum states and channels [20,21]. As an illustration of
our framework we show in Section 8 how to describe the quantum switch
using the language of causal boxes that we develop in this work.
It is thus essential that a framework for modeling quantum information
processes can capture superpositions of different numbers of messages ar-
riving in superpositions of different orders. To the best of our knowledge,
no existing causal framework has such a feature. Physical systems such as
those from Figure 3b and Figure 4, and constructions from [14–21] cannot be
modeled in existing frameworks. Furthermore, impossibility results proven
for combs [12] or a restricted circuit model [13, 14] do not hold anymore
when we consider the larger class of systems allowed by quantum mechan-
ics. Similarly, existing quantum composable security frameworks [22, 23]
can only make security statements for a limited class of quantum informa-
tion-processing systems. They include an artificial classical scheduler that
systematically measures states such as (1) and (2) to determine who is the
recipient of the next message, and can thus only model a classical ordering
of messages.2
1.3 Causal boxes
The main contribution of this work is to introduce causal boxes as an ab-
stract model for discrete quantum information-processing systems. Causal
boxes include quantum combs [1–6] and the models from composable secu-
rity frameworks [22–24] as special cases. Crucially, they have the property of
2The composable security framework from [24] has an additional restriction on the
quantum systems that can be modeled in the framework: they must correspond to a
set of ordered gates, which is essentially equivalent to an ordered network captured by a
quantum comb [1–6].
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Φ(a) An abstract depiction of a causal
box with a flat interface. Messages
may arrive in any order— or super-
positions thereof— on the wires.
Φ
Ψ
Γ
(b) The two causal boxes Φ and Ψ
are connected by their wires. This
results in a new box Γ.
Figure 5 – The input wires of causal boxes are unordered. Instead, the mes-
sages traveling on the wires are ordered and processed according to this order,
regardless of the wire. An output generated in position t can depend on any
input that arrived strictly before t. Cycles are permitted in a network of boxes,
since a connection between two systems can capture a physical link between
an output and input port.
being closed under composition. Naturally, composing two physical systems
results in a new physical system. The main challenge when modeling an
abstraction of physical systems is to identify the minimal characterization
that preserves this closure property without excluding any systems.
In a quantum comb [1–6], the teeth of the comb capture the predefined
causal structure of the system. Any input on a wire at one of the teeth
can influence only outputs on teeth that are further to the right in Figure 1.
Since we are interested in systems which do not have such a predefined
order, causal boxes have a flat (unordered) interface, depicted in Figure 5a.
Instead, the messages themselves are ordered, each one consisting of a pair
(v, t) of a value v and a global order t ∈ T from some partially ordered
set T . The parameter t captures the order of the message with respect to
other messages, i.e., its position within T . A causal box processes inputs
according to this order: an output in position t can only depend on inputs
arriving strictly before t— that is, the box must satisfy causality. Having
all messages assigned some order t ∈ T allows protocols that involve time
to be naturally modeled by interpreting t as the time at which a message is
sent or received. A partial order on T may also be used to model space-time
in a relativistic setting. These applications are discussed further in Sections
1.4 and 9.
We provide a characterization of causal boxes which is independent of
their internal state. For example, a box which accepts only classical inputs
and produces only classical outputs would have a classical description, re-
gardless of whether it internally performs quantum computation. We show
how to compose two boxes, i.e., how to define the new box resulting from
connecting two boxes by their wires. This is illustrated in Figure 5b. A
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connection between two boxes can be thought of as a physical connection—
a wire literally plugs one box into another. Unlike for ordered networks
modeled by combs [1–6], we allow cycles in networks of causal boxes. In
particular, if for a single causal box Φ an input on a wire A generates an
output on a wire B, it is perfectly legal to put a loop from B to A. This
does not create any causality conflicts since messages are ordered and an
output can only depend on inputs that arrived before.
A wire—depicted by an arrow in Figure 5—does not necessarily repre-
sent a single message. It is possible to send no message, multiple messages,
or any superposition thereof on a single wire, e.g., states such as those of
Eqs. (1) and (2) can be generated by a causal box. A message can then also
be in a superposition of arriving in position t1 and position t2, and a causal
box can process this without breaking the superposition.
We also define a notion of distance between causal boxes as the proba-
bility that a distinguisher3 can correctly guess to which of two boxes it is
connected. Considering different classes of distinguishers results in different
distance measures. For example, computationally bounded or unbounded
distinguishers allow for different notions of security to be captured in cryp-
tographic applications.
1.4 Applications
Distributed systems. Causal boxes allow arbitrary distributed systems
to be modeled, e.g., where multiple messages are sent simultaneously to
different subsystems and the order of their arrival determines the outcome.
The analysis of simple two player protocols can be performed with quantum
combs [1,11] as they have a predefined order—first player A sends a message,
then player B, then A, etc. But if the protocol involves more parties or if
these players access some external ressource, the order of the messages is not
predetermined and causal boxes need to be used to model these systems.
No-go theorems which are proven using a restricted computational model
that cannot capture every quantum information-processing system— such
as those of [12–14]—merely prove that the model is inadequate to accom-
plish the desired task. To show that a (quantum) information-theoretic task
is impossible, a general framework such as the one we propose must be em-
ployed.4 For example, the authors of [16] suggest that if the provider of a
black-box unitary wishes to enforce that its system is not used to implement
a controlled unitary,5 this may be achieved by including a photon number
3For simplicity, a distinguisher can be thought of as another causal box. Though the
exact definition is slightly more powerful, see Section 7.
4Since our framework is causal, an impossibility proof would naturally only be mean-
ingful if non-causal systems are unphysical; see the discussion in Section 9.
5This can be essential in a cryptographic context: the unitary could contain sensitive
information in the global phase, which can be accessed if it is used as a controlled unitary.
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counter in the box that breaks the superpositions between the vacuum and
a photon. Causal boxes can be used to prove whether such a construction
does indeed forbid using a black-box unitary in a controlled way.
Computation with superposition of causal orders. Although in most
distributed protocols one might expect the players to measure whether they
receive a message or not— and thus break any superposition between the
causal order of events— certain distributed systems cannot be implemented
without preserving such a superposition. A system which transforms any
unitary into a controlled unitary—which was discussed in Section 1.2— is
one such example. Furthermore, as shown in [17, 19–21], there is a compu-
tational advantage in implementing systems that preserve such a superpo-
sition of causal orders. In those works, the quantum switch (introduced in
Section 1.2) was used to illustrate this advantage. It is rather straightfor-
ward to describe the effect of plugging the quantum switch into the systems U
and V—this corresponds to the dashed box from Figure 4 with input-output
behavior given by Eqs. (3) and (4). However, the quantum switch itself, i.e.,
the box QS in Figure 4, cannot be described as a circuit or comb [12]. Pos-
sible implementations of the quantum switch using linear optics have been
suggested [16, 17] and an experimental realization has been performed [18],
which effectively provide an implementation dependent description of the
switch. Non-causal descriptions of the quantum switch have also been pro-
posed [12,25,26], but as shown by the implementations [16–18], the quantum
switch is a causal system, and a non-causal description is thus quite unsat-
isfactory. To illustrate our framework, we provide in Section 8 an abstract,
but mathematical, (implementation independent) description of the quan-
tum switch as a causal box.
Cryptography. Traditional quantum composable security frameworks [22–
24] can model only a classical ordering of messages. The composition the-
orems of these frameworks are de facto limited to this restricted class of
systems. The Abstract Cryptography (AC) framework [27] (see [28] for an
introduction to quantum AC) models cryptography as a resource theory:
a protocol constructs a resource (e.g., a secure channel) from another re-
source (e.g., a secret key). The AC framework treats resources as abstract
objects, i.e., it only demands that they have certain properties, but does not
prescribe a specific model for them. By instantiating the resources and pro-
tocols with causal boxes, one immediately gets a fully quantum composable
security framework that can handle superpositions of orders of messages.
To model protocols that involve time, the ordered set T may be inter-
preted as the time at which a message is sent or received. Players can then
be synchronized by clocks and use timeouts: a player aborts or behaves dif-
ferently if a message has not been received by time t. This has been used,
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for example, in authentication protocols to reduce the secret key consump-
tion [29,30]. Relativistic cryptography uses the fact that information cannot
be transmitted faster than the speed of light to implement tasks such as bit
commitment [31–35] and position verification [36, 37]. However, due to the
lack of cryptography frameworks that can handle time, these works use ad
hoc security definitions.6 A partial order on T captures relativistic space-
time in a natural way. This allows relativistic protocols to be modeled in our
framework. AC instantiated with causal boxes then provides composable se-
curity definitions that are applicable to relativistic cryptography. This is
discussed further in Section 9.
If a distributed system does not provide information about the order
in which messages are received, it can be modeled as a family of systems,
where each element in the family corresponds to one possible behavior of
this system— which, ultimately, determines the ordering of the messages
(this is discussed further in Section 9). Security then has to hold for every
element in the family. Explicitly modeling the set of possible behaviors of a
system removes the artificial concept of a scheduler that is present in other
frameworks [22,23]. Requiring that a protocol be secure for all behaviors of
the underlying systems is equivalent to considering the worst case scheduling
and has the advantage of being sound in a model with multiple adversaries.7
Scenarios involving mutually distrustful dishonest players can be captured
this way [27,38,39].
1.5 Related work
As already mentioned in this introduction, the quantum comb framework [1–
6] can model any quantum information-processing system in which the order
of the messages is classical and predefined, e.g., a quantum circuit and many
two-player games. The systems models from quantum composable security
frameworks [22, 23] allow a dynamical (but still classical) ordering of mes-
sages. This is essential for modeling cryptographic protocols, where it might
be decided at runtime (depending on an input or coin flip) if a message is
sent.
The need for physical models that are not restricted to classical orderings
of messages was— to the best of our knowledge— first noticed by Hardy,
who developed a framework for probability theories with indefinite causal
structures [7,8,40,41]. This motivated Oreshkov, Costa and Brukner [42,43]
to propose a process matrix formalism for modeling quantum systems with
6A framework that models circuits that are located in space-time is proposed in [37],
but it only defines security for position-based verification and authentication. The issue of
defining a generic (composable) security framework in space-time is not adressed in that
work.
7The scheduler is typically controlled by the adversary [22, 23], but if multiple (non-
cooperating) adversaries are present, this type of scheduling is ill-defined.
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indefinite causal structures: quantum theory is assumed to be valid in local
laboratories, but no reference is made to any global causal relations between
the operations in the different laboratories. Various aspects of the process
matrix formalism have been developed further in subsequent works, e.g., the
multi-party setting [25, 26], extensible causality [25], witnesses for causal
non-separability [26, 44], violations of causal inequalities [45–48], classical
systems with indefinite causal structures [49,50], and non-causal circuits [51].
Chiribella et al. [12] develop an equivalent framework in which systems are
modeled as higher-order quantum transformations. Oreshkov and Cerf [52]
consider an even more general framework: they introduce a model with no
predefined time, even within the individual laboratories. This encompasses
previous work as special cases.
On one hand, this process matrix formalism and its derivatives are more
general than the current work, because they do not only capture superpo-
sitions of causal structures, but also non-causal structures, e.g., where a
message going from A to B is both (causally) before and after a message
from B to A. However, this added generality makes it unsuited for model-
ing real world applications, e.g., the behavior of players in a cryptographic
protocol, since one might be assigning them unphysical behaviors. On the
other hand, these models are more restricted than ours, as they do not allow
messages to be dynamically ordered, which is essential for many applications.
This is discussed further in Section 9.
Concurrently to this work, the same authors developed a theory of de-
terministic systems [53], which exploits certain properties specific to the
classical case. This allows for a framework that is both simpler and more
general than what one obtains by restricting the current work to determinis-
tic systems. In particular, the notion of causality from [53] is less restrictive
and includes systems that can execute an infinite number of causal steps
in a finite amount of time (see Section 4.3 for a discussion of the causality
definitions).
1.6 Structure of this paper
In Section 2 we give an overview of an abstract theory of systems. The
main body of this work consists in formalizing systems which capture quan-
tum information processes and satisfy this abstract theory— namely causal
boxes. In Section 3 we model the state space of a wire. This constitutes the
input and output spaces of causal boxes. Then in Section 4 we define causal
boxes as maps from the input wires to the output wires. In Section 5 we
prove some lemmas on the Stinespring and Choi-Jamio lkowski representa-
tions of causal boxes, which serve as a general toolbox in the next sections.
We then treat the composition of causal boxes in Section 6, where we de-
fine operations for connecting boxes by their wires. In Section 7 we show
how to define a notion of distance on the space of causal boxes using dis-
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tinguishers. In Section 8 we illustrate our framework by using it to model
the quantum switch. We conclude in Section 9 with some final remarks and
open questions. An overview of the appendices is given on page 45.
2 A theory of systems
Our goal is to model discrete quantum information-processing systems, such
that a network of these systems is itself a valid system. In the following we
provide a precise formulation of this desideratum. For this we describe a
theory of systems which captures the required properties on an abstract
level. It serves as a guideline for the main technical contribution of this
paper (Sections 3 to 7), which can be understood as instantiating the theory
with causal boxes. In this, we follow the top-down paradigm of Maurer and
Renner [27], which consists in modeling objects at the highest possible level
of abstraction, and then proceeding downwards, introducing in each new
lower level only the minimal necessary specializations. An alternative and
more detailed formulation of this abstract theory of systems can be found
in [53]. A very similar approach has been used by Hardy [54] to model
composition of abstract physical objects. Many of the axioms stated in this
section and in [53] can also be found in Hardy’s work [54], e.g., composition
order independence.
On an abstract level an information-processing system is an object that
reads inputs and produces outputs. To every such object Φ we assign a set
of ports, ports(Φ), through which messages are sent and received. Let S
be the set of all information-processing systems of interest. Two systems
can be composed by connecting some of their ports. Let Φ,Ψ ∈ S and let
P ⊆ ports(Φ) × ports(Ψ) be a set of pairs of compatible ports, i.e., they
have the same dimensions, consist of one in- and one out-port and each port
appears at most once in P . The composition operation, which we write
Φ
P←→ Ψ, must satisfy certain properties.
Closure. The first property needed is closure under composition, namely,
for any Φ,Ψ ∈ S and compatible pairs of ports P ⊆ ports(Φ)× ports(Ψ),
Φ
P←→ Ψ ∈ S .
In Theorem 6.7 we prove that this holds for causal boxes.
Composition order independence. When drawing systems one typi-
cally produces figures as in Figure 6: boxes connected by wires. Such a
picture illustrates the fact that the order in which the systems are con-
nected should not matter. This property is called composition order in-
dependence: for any Φ1,Φ2,Φ3 ∈ S and compatible pairs of ports Pij ⊆
12
Φ1
Φ2
Φ3
P12
P13
P23
Figure 6 – Systems Φ1 and Φ2 are connected by the pairs of ports P12, Φ1 and
Φ3 are connected by P13, and Φ2 and Φ3 are connected by P23. The resulting
system must be independent of the order of the connections.
ports(Φi)× ports(Φj),(
Φ1
P12←−→ Φ2
)
P13∪P23←−−−−→ Φ3 = Φ1 P12∪P13←−−−−→
(
Φ2
P23←−→ Φ3
)
. (5)
In Theorem 6.11 we prove that Eq. (5) is satisfied by the composition
operation on causal boxes.
Pseudo-metric. It is often useful for a theory of systems to provide a
pseudo-metric on the space of systems S, namely a function d : S×S→ R+
such that for any Φ,Ψ,Γ ∈ S,
d(Φ,Φ) = 0 ,
d(Φ,Ψ) = d(Ψ,Φ) ,
d(Φ,Ψ) ≤ d(Φ,Γ) + d(Γ,Ψ) .
If additionally d(Φ,Ψ) = 0 =⇒ Φ = Ψ, then d is a metric.
In Section 7 we define a pseudo-metric on the space of causal systems:
the distinguishing advantage. This is defined in terms of the probability that
a distinguisher,8 connected to one of two causal boxes Φ or Ψ, can success-
fully guess with which causal box it is interacting. We prove in Theorem 7.3
that this is indeed a pseudo-metric— and if the set of all possible distin-
guishers is considered, the distinguishing advantage is actually a metric.
3 The space of partially ordered messages
3.1 Ordering messages
In a network of information-processing devices, messages are received and
sent at a certain time. What is actually received (or sent) by a system can
be thought of as a pair (v, t), where v is the message and t the time at
which it arrives (or the time at which it is sent). All messages are then natu-
rally ordered. If the input-output behavior of a system is described without
8Formally, a distinguisher is another causal box that may additional put loops on the
system to which it is plugged and outputs a bit corresponding to its guess.
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any ordering information, one obtains situations as in Figure 2, where the
output of a composed system is undefined. However, time captures more
information than what is necessary to define an ordering. For information-
processing systems to be closed under composition, it is sufficient for every
message v to be assigned a position in a partially ordered set. We do this by
modeling inputs and outputs of a system as pairs (v, t), where v is a message
and t is an element of some countable,9 partially ordered set T , denoting
the position10 of v with respect to other messages.
To compose a system Φ in an arbitrary environment, where some part
of the environment might run before, after or between any events occurring
in the system Φ, one would need to choose T such that for any t, t′ ∈ T
with t < t′, there exist t1, t2, t3 ∈ T with t1 < t < t2 < t′ < t3, e.g.,
T = Q. This could be needed for example in a cryptographic setting. For
modeling synchronized systems which are divided in rounds, T = N might
be sufficient. For defining the quantum switch depicted in Figure 4, if we
are not modeling composition with any other systems, then it is enough
to choose T = {1, . . . , 6}, since exactly 6 messages are produced by these
systems (see Section 8 for details, where the quantum switch is modeled as
a causal box). In this framework we do not specify the set T any further
than by its countable and partially ordered properties. It is up to each
application to define what is needed.
To model quantum messages, we simply define a Hilbert space with
a basis given by {(v, t)}v,t. This is done in Section 3.2. As explained in
Section 1.2, the space of a wire should also contain an element represent-
ing no message, multiple messages or any superposition thereof. In the
classical case this corresponds to the space of all multisets of pairs (v, t),
i.e., a wire might transmit nothing {}, one message {(v, t)}, two messages
{(v1, t1), (v2, t2)}, etc. In the quantum case, this corresponds to the bosonic
Fock space. We define the exact space of a wire and its main properties in
Section 3.3.
Remark 3.1 (Terminology: wires and systems). It is standard in quantum
information theory for the word “system” to refer to the label of a Hilbert
space, e.g., a (bipartite) system AB is in a state ρAB. Since in this work
the objects of study are not quantum states but objects that receive and
send quantum states, we denote these interactive objects as (information-
processing) systems. We use the terms wire and sub-wire to label the input
and output Hilbert spaces of a system, e.g., a causal box Φ might be a
9Since we consider discrete information-processing systems, it is natural that the input
and output spaces also be discrete. T can be seen as an abstraction of some larger
(physical) space, that contains extra (possibly uncountably many) points that are not
relevant to the discrete systems modeled, since they are never used.
10In the following we use “position” to emphasize the relative meaning of the partial
order defined on T , though conceptually it may be simpler to think of t ∈ T as the time
at which a message is sent or received.
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system that maps states from a (bipartite) input wire AB to a (bipartite)
output wire CD.
3.2 Single message space
As introduced in Section 3.1, an input to a system is a pair of a message
v ∈ V and a position t ∈ T . The corresponding quantum state is an element
of a Hilbert space with an orthonormal basis given by {|v, t〉}v∈V ,t∈T . For a
finite V and infinite T , this Hilbert space corresponds to
C|V| ⊗ ℓ2(T ) , (6)
where ℓ2(T ) = {(xt)t∈T : xt ∈ C, ‖x‖ < ∞} is the sequence space with
bounded 2-norm with ‖x‖ =√〈x|x〉 and11
〈x|y〉 =
∑
t∈T
xtyt . (7)
In the following we refer to a state |ψ〉 ∈ Cd⊗ ℓ2(T ) as a qudit with position
information. The orthonormal basis {|v, t〉}v∈V ,t∈T is given by |v, t〉 = |v〉 ⊗
|t〉, where {|v〉}v∈V is an orthonormal basis of C|V| and |t〉 is the sequence
with a 1 in position t ∈ T and all other elements of the sequence are 0.
In the following we write |vt〉 instead of |v, t〉 for the message |v〉 arriving
in position t. For example, the state α|0x〉 + β|1x〉 corresponds to a mes-
sage in a superposition of |0〉 and |1〉 arriving in position x. And the state
α|0x〉 + β|0y〉 corresponds to the message |0〉 in a superposition of arriving
in positions x and y.
3.3 Wires
To capture multiple qudits being sent on the same wire to some system, we
define the Hilbert space of a wire as a Fock space. For a Hilbert space H,
the corresponding bosonic Fock space is given by
F(H) :=
∞⊕
n=0
∨nH ,
where ∨nH denotes the symmetric subspace of H⊗n, and H⊗0 is the one
dimensional space containing the vacuum state |Ω〉. This is explained in
more detail in Appendix A. Applying this to the Hilbert space of a qudit
with position information from Eq. (6), we get
F
(
Cd ⊗ ℓ2(T )
)
=
∞⊕
n=0
∨n
(
Cd ⊗ ℓ2(T )
)
. (8)
11For the scalar product 〈x|y〉 to be defined for arbitrary sequences (xt)t∈T and (yt)t∈T ,
one would need to specify the order of the summation in Eq. (7). But for the set of
sequences with bounded 2-norm that define the Hilbert space ℓ2(T ), all orders result in
the same scalar product, so we omit it.
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The orthogonal subspaces ∨n(Cd ⊗ ℓ2(T )) for n ∈ N0 capture n messages
being sent on a wire. The restriction to the symmetric space guarantees
that there is no order amongst the qudits other than what might be defined
from their state, e.g., their position in T . For example, if a wire contains
two copies of a state |0〉 in position t, it would be in the state |0t〉⊗|0t〉. If it
contains two copies of |0〉 at different positions t1 and t2, it would be in the
state 1√
2
(|0t1〉 ⊗ |0t2〉+ |0t2〉 ⊗ |0t1〉). When modeling concrete systems, one
may always restrict the model by adding constraints, e.g., one may consider
only systems that produce at most one message or never produce multiple
messages at the same position t ∈ T .
Let A denote a wire that carries dA-dimensional messages. We write FTA
for the corresponding state space, namely
FTA := F
(
CdA ⊗ ℓ2(T )
)
.
The subscript allows the spaces of different wires to be distinguished, e.g.,
two wires A and B have joint space FTA ⊗FTB , which we also write FTAB . For
any Hilbert spaces HA and HB,
F(HA)⊗F(HB) ∼= F(HA ⊕HB) , (9)
where the isomorphism preserves the meaning associated with the bases of
the Fock spaces, i.e., a tensor product of two vacuum states on the left in
Eq. (9) is mapped to a vacuum state on the right, a tensor product of a
vacuum state and one message on the left is mapped to a single message
with the same value and position on the right, etc. (see Remark A.1 in
Appendix A for the exact isomorphism). From Eq. (9) and the fact that(
CdA ⊗ ℓ2(T )
)
⊕
(
CdB ⊗ ℓ2(T )
) ∼= (CdA ⊕ CdB)⊗ ℓ2(T ) ,
one can see that FTAB also satisfies Eq. (8), i.e., it can be interpreted as the
state space of a single wire carrying messages of dimension dA + dB . The
converse also holds: any wire A of messages of dimension dA can be split in
two sub-wires A1 and A2 of messages of dimensions dA1 + dA2 = dA. We
then have
FTA ∼= FTA1 ⊗FTA2 . (10)
Thus, a (sub-)wire A1—or more precisely, the corresponding message sub-
space CdA1 — may be regarded as a way of labeling a subspace of CdA ,
which is useful to specify how causal boxes are connected with each other
(e.g., messages in the sub-wire corresponding to CdA1 are connected to one
causal box and those in CdA2 are connected to another, see Section 6). In
the following we refer to the dimension of the messages of a wire as the
dimension of the wire, e.g., if we say that the wire A has dimension dA, then
FTA = F(CdA ⊗ ℓ2(T )).
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For any subset P ⊆ T , we write
FPA := F
(
CdA ⊗ ℓ2(P)
)
(11)
for the space of all states occurring at some position in P, e.g.,
F≤tA = F
(
CdA ⊗ ℓ2(T ≤t)) ,
where T ≤t := {s ∈ T : s ≤ t}. From Eq. (9) and
CdA ⊗ ℓ2(T ) ∼=
(
CdA ⊗ ℓ2(P)
)
⊕
(
CdA ⊗ ℓ2
(
P˜
))
,
where P˜ := T \ P, we have
FTA ∼= FPA ⊗F P˜A . (12)
This can be interpreted as splitting a wire A into two sub-wires carrying the
messages that are in positions in P and P˜ , respectively.
A natural embedding of FPA in FTA is obtained by appending “nothing”
to FPA , i.e.,
FPA ∼= FPA ⊗ |Ω〉P˜A ⊆ FTA , (13)
where |Ω〉P˜A denotes the one dimensional subspace of F P˜A that contains the
vacuum state. Throughout this work we use FPA to denote both the space
defined in Eq. (11) as well as its embedding in FTA given on the right-hand
side of Eq. (13).
4 Defining causal boxes
Intuitively, a causal box is a transformation from an input message space
to an output message space that satisfies causality. We introduce these two
aspects— the transformation and notion of causality— separately. First, in
Section 4.1 we formalize the notion of a transformation from the input to
the output space as a set of maps. In Section 4.2 we define terminology that
provides us with a more convenient representation of these maps. Then
in Section 4.3 we introduce the notion of causality that these maps must
satisfy in order to be a valid causal box. We put these two aspects together
in Section 4.4, where we give the formal definition of a causal box. Finally,
in Section 4.5 we define subnormalized causal boxes.
4.1 A set of maps
Let FTX and FTY denote the Hilbert spaces of an input wire X and output
wire Y . And let T(FTX ) and T(FTY ) be the corresponding sets of trace class
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operators.12 A causal box with these input and output wires can be thought
of as a transformation from the message space of X to the message space of
Y . But instead of defining it as a map Φ : T(FTX )→ T(FTY ), a causal box is
given by a set of mutually consistent13 maps
Φ =
{
Φ≤t : T
(FTX)→ T(F≤tY )}
t∈T
, (14)
where F≤tY is the subspace of FTY that contains only messages in positions
T ≤t = {p ∈ T : p ≤ t}. This allows systems to be included that produce an
unbounded number of messages on the entire set T . For example, let T = N
and consider a beacon system that outputs a state |0〉 at every point t ∈ N.
This is well-defined on every subset {1, . . . , t}, but the limit behavior is not,
as it would consist in a box that outputs an “infinite tensor product” of |0〉.
Remark 4.1 (Finite causal boxes). In Appendix C we show how to define the
subset of causal boxes that can be represented by a single map Φ : T(FTX )→
T(FTY ) and which is closed under composition. This roughly corresponds to
the set of systems that stop processing inputs after some point tmax ∈ T —
or after some set of unordered points Tmax ⊆ T in the case of a partial order
on T .
4.2 Cuts
A map Φ≤t from Eq. (14) produces outputs on the subset of positions T ≤t ⊆
T , which contains all points p ≤ t. This subset allows the behavior of
a system up to a certain position t to be defined. More generally, we are
interested in describing the behavior of systems on subsets of positions C ⊆ T
that are not (necessarily) upper bounded by a single point t, but by a set
P, e.g., C = ∪p∈PT ≤p. We refer to such a subset of T as a cut, which we
illustrate in Figure 7.
Definition 4.2 (Cut). Let T be a partially ordered set. We define a cut of
T as any subset C ⊆ T such that
C =
⋃
t∈C
T ≤t ,
where T ≤t = {p ∈ T : p ≤ t}. We say that a cut C is bounded if there exists
a point t ∈ T such that C ⊆ T ≤t. We denote the set of all cuts of T as C(T )
and the set of all bounded cuts as C(T ).
12V ∈ T(H) if ‖V ‖tr =
∑
i 〈i|
√
V †V |i〉 < ∞, where {|i〉} is an orthonormal basis of
H. For example, a density operator on a wire A is a non-negative self-adjoint operator
ρ ∈ T(FTA ) with tr ρ = 1.
13Mutually consistent means that any two maps Φ≤t and Φ≤u with t ≤ u must produce
the same output on T ≤t, i.e., Φ≤t = trt◦Φ≤u, where trt traces out messages in positions
T ≤u \ T ≤t. This is introduced formally in Section 4.4.
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C D
T
Figure 7 – A partially ordered set T with two cuts C ⊆ D ⊆ T containing 6
and 8 points, respectively.
Although it is sufficient to describe a causal box by a set of maps as in
Eq. (14), we will actually define it as a set of (mutually consistent) maps
(that respect causality),
Φ =
{
ΦC : T
(FTX)→ T(FCY )}C∈C(T ) .
These can be derived from Eq. (14) by setting ΦC := trC˜ ◦ Φ≤t, where t is
any point such that C ⊆ T ≤t, C˜ := T ≤t \ C and trC˜ trace out all messages in
positions in C˜.
4.3 Causality
To be valid, an information-processing system must respect causality : an
output can only depend on past inputs. For a totally ordered set T one can
formalize this by requiring that for every causal box there exist a monotone
function χ : T → T such that the output up to position t can be computed
from the input up to position χ(t) < t. In the case of a partially ordered
T , there might be many unordered points p < t that are needed to compute
the output up to position t. We thus define the causality function on cuts,
χ : C(T )→ C(T ), and require that an output on C ∈ C(T ) can be computed
from the input on χ(C) ( C.
To be consistent, if the output on C can be computed from χ(C) and
the output on D computed from χ(D), then the output on C ∪ D can be
computed from χ(C) ∪ χ(D). So we require χ(C ∪ D) = χ(C) ∪ χ(D).14
Furthermore, we also expect that if C ⊆ D, then χ(C) ⊆ χ(D), because if
χ(C) is needed to compute the output on C, then certainly it is needed for
the output on D ⊇ C.
These conditions are however not sufficient to guarantee that we have
well-defined systems. Consider for example a system with T = Q+, that for
14This follows immediately if one defines a function χˆ : T → C(T ) such that the output
on T ≤t can be computed from χˆ(t) and one sets χ(C) := ⋃t∈C χˆ(t).
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every input received in position 1− t, for 0 < t ≤ 1, produces an output in
position 1 − t/2, i.e., χ([0, 1 − t/2]) = [0, 1 − t]. Furthermore, this system
initially outputs a message in position 0. If now the messages output are
looped back to the input, this system should produce messages at points
{0, 1/2, 3/4, 7/8, 15/16, . . . }. It would effectively output an infinite number
of messages before position t = 1, which is ill-defined. The problem here
is that the gap between every input and correlated output gets smaller and
smaller as t → 1, and this system executes an infinite number of (causal)
steps before reaching t = 1. We thus additionally need that every point
t′ ∈ T may be reached from any point t ≤ t′ in a finite number of causal
steps. By definition, an output on T ≤t′ may be directly computed from an
input on χ(T ≤t′). Given an input on χ2(T ≤t′) on may compute the output
on T ≤t′ in two steps: one first obtains the output on χ(T ≤t′), then given
the input on χ(T ≤t′) one gets the output on T ≤t′ . In this sense, a point t′
is reached from t in a finite number of steps of there exists an n such that
t /∈ χn(T ≤t′), which is captured in Definition 4.3 by Eq. (18).
Definition 4.3 (Causality function). A function χ : C(T ) → C(T ) is a
causality function if it satisfies the following conditions.
∀C,D ∈ C(T ), χ(C ∪ D) = χ(C) ∪ χ(D) , (15)
∀C,D ∈ C(T ), C ⊆ D =⇒ χ(C) ⊆ χ(D) , (16)
∀C ∈ C(T ) \ {∅}, χ(C) ( C , (17)
∀C ∈ C(T ),∀t ∈ C,∃n ∈ N, t /∈ χn(C) , (18)
where χn denotes n compositions of χ with itself, χn = χ ◦ · · · ◦ χ.
For example, if T = Q, a minimum delay δ between every input and
correlated output is sufficient to satisfy Definition 4.3. Our definition is thus
a generalization of delta-causality [55], which requires exactly such a delay
δ. Our definition is however more restrictive than the notion of causality
used in [53], which simply requires every output to depend only on inputs
received strictly earlier, thus allowing an infinite number of outputs to be
produced in a finite amount of time.15
Remark 4.4 (Causality in totally ordered systems). In the case of a totally
ordered T , instead of Eq. (18) one may alternatively require that for χ :
T → T the strict inequality χ(t) < t must also hold in the limit as t → t0,
i.e., inft>t0 χ(t) < inft>t0 t and supt<t0 χ(t) < supt<t0 t. This is discussed in
Appendix D, where we prove that it implies Eq. (18).
15This is achieved by restricting the systems considered to classical deterministic sys-
tems, for which an infinite string of bits is well-defined (as opposed to an infinite tensor
product of qubits, which is not).
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4.4 The definition of causal boxes
We can now formally define a causal box.
Definition 4.5 (Causal box). A (dX , dY )-causal box Φ is a system with
input wire X and output wire Y of dimension dX and dY , defined by a set
of mutually consistent, completely positive, trace-preserving (CPTP) maps
Φ =
{
ΦC : T
(FTX)→ T(FCY )}C∈C(T ) ,
i.e., for all C,D ∈ C(T ) with C ⊆ D,
ΦC = trD\C ◦ ΦD , (19)
where trD\C traces out the messages occurring at positions in D \ C.16 Fur-
thermore, these maps must respect causality: there must exist a function
χ : C(T )→ C(T ) satisfying Definition 4.3 such that for all C ∈ C(T ),17
ΦC = ΦC ◦ trT \χ(C) . (20)
Eq. (20) says that the output on positions in C can be computed from the
input on positions χ(C) ( C, i.e., the output on C can only depend on inputs
that are before, namely χ(C). This equation may be alternatively expressed
as requiring that ΦC = ΦˆC ⊗ tr, where ΦˆC is some map T(Fχ(C)X ) → T(FCY )
and tr acts on the space FT \χ(C)X . Using this, Definition 4.5 can be written
more compactly as a set of CPTP maps
Φ =
{
ΦC : T
(
Fχ(C)X
)
→ T(FCY )}C∈C(T ) ,
such that for all C,D ∈ C(T ), C ⊆ D,
trD\C ◦ΦD = ΦC ◦ trT \χ(C) . (21)
In the following we will often use this form.
Remark 4.6 (Ports). From Eq. (10) we know that a wire can be split into a
tensor product of sub-wires. It is thus sufficient to define causal boxes with
one index X (Y ) for the input (output) wires, as these can be subdivided as
needed. For example, Y could consist of two sub-wires Y1 and Y2, which are
then connected to different systems Ψ and Γ. The ports of an information-
processing system, ports(Φ), introduced in Section 2 to define composition
of systems, correspond to a predefined partition of the input and output
wires in sub-wires.
16As noted in Eq. (12), FDY ∼= FCY ⊗FD\CY .
17Eq. (20) uses the embedding of Fχ(C)X in FTX so that the output space of trT \χ(C)
matches the input space of ΦC.
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4.5 Subnormalized boxes
Definition 4.5 only considers trace-preserving causal boxes. In Definition 4.7
we generalize this to include trace-decreasing maps. This can be used to
model, for example, the subnormalized box resulting from post-selecting
states on some measurement outcome.
Definition 4.7 (Subnormalized causal box). A set of completely positive
(CP) maps,
Φ =
{
ΦC : T
(FTX)→ T(FCY )}C∈C(T )
defines a (dX , dY )-subnormalized causal box if there exists a normalized
causal box
Φˆ =
{
ΦˆC : T
(FTX)→ T(FCRY )}C∈C(T )
such that for all C ∈ C(T ),
ΦC = PΩR ◦ ΦˆC ,
where PΩR : T(FTRY )→ T(FTY ) projects the R sub-wire on the vacuum state,
namely
PΩR (ρ) := (〈Ω|R ⊗ IY )ρ(|Ω〉R ⊗ IY ) .
5 Alternative representations of causal boxes
In this section we provide some alternative characterizations of causal boxes
using the Stinespring18 and Choi-Jamio lkowski19 representations. These
are then used as technical tools in the proofs of the main theorems in the
following sections.
5.1 Stinespring and Choi-Jamio lkowski
In Section 4.4 causal boxes are defined as a set of maps
{
ΦC
}
C∈C(T ) subject
to a causality constraint. In this section we show how to represent causal
boxes using the Stinespring and Choi-Jamio lkowski representations. The
Stinespring representation of a causal box can easily be drawn as a circuit,
which we do in Figure 8— Corollary 5.2 here below states that Figure 8 is
indeed equivalent to Eq. (21).
18For a detailed treatment of the Stinespring representation of quantum operators on
infinite dimensional spaces, we refer to the textbook [56]. A more accessible introduction
to the finite dimensional case— which shares many of the essential properties with the
infinite dimensional setting— can be found in [57].
19Since the Choi-Jamio lkowski representation of infinite dimensional operators differs
significantly from the finite dimensional case, we have summarized the most important
points in Appendix B.1 and refer the interested reader to [58].
22
Fχ(C)X
Fχ(D)\χ(C)X
FCY
FD\CY
HR
UCΦ
V
UDΦ
HQ
Figure 8 – For any C,D ∈ C(T ) with C ⊆ D, a map ΦD : T(Fχ(D)X )→ T(FDY )
of a causal box— with Stinespring representation UDΦ — can be decomposed
into a sequence of two isometries UCΦ and V , where U
C
Φ is a Stinespring repre-
sentation of ΦC : T(Fχ(C)X )→ T(FCY ).
Lemma 5.1. Let Φ : T(HAB) → T(HCD) be a CPTP map for which the
output on C does not depend on the input to B, i.e., there exists a CPTP
map Ψ : T(HA)→ T(HC) such that
trD ◦Φ = Ψ ◦ trB . (22)
The following two conditions are equivalent to Eq. (22).
1. For any states ψA, ϕA ∈ HA, ψB , ϕB ∈ HB, ψC , ϕC ∈ HC , and any
basis {|j〉}j of HD,∑
j
RΦ(ψC ⊗ jD ⊗ ψA ⊗ ψB ;ϕC ⊗ jD ⊗ ϕA ⊗ ϕB)
= RΨ(ψC ⊗ ψA;ϕC ⊗ ϕA)〈ψB |ϕB〉 , (23)
where the sesquilinear forms20
RΦ : (HCD ×HAB)× (HCD ×HAB)→ C
and RΨ : (HC ×HA)× (HC ×HA)→ C
are the Choi-Jamio lkowski representations of the maps Φ and Ψ (see
Appendix B.1).
2. There exists an isometry V : HQB →HDR such that
UΦ = (IC ⊗ V )(UΨ ⊗ IB) , (24)
where UΦ : HAB → HCDR and UΨ : HA → HCQ are minimal Stine-
spring representations of Φ and Ψ.
20R(·; ·) is a sesquilinear form if it is antilinear in the first argument and linear in the
second, see Appendix B.1.
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Setting HA = Fχ(C)X , HB = F χ˜(C)X , HC = FCY and HD = F C˜Y in this
lemma, where χ˜(C) := χ(D)\χ(C) and C˜ := D\C, we get the following corol-
lary, which gives an alternative characterization of Eq. (21) and is illustrated
in Figure 8.
Corollary 5.2. Let {ΦC : T(Fχ(C)X ) → T(FCY )}C∈C(T ) be a set of CPTP
maps. For any C,D ∈ C(T ) with C ⊆ D, the following three conditions are
equivalent:
1. These maps satisfy Eq. (21), namely
trC˜ ◦ ΦD = ΦC ◦ trχ˜(C) . (25)
2. For any states ψ
χ(C)
X , ϕ
χ(C)
X ∈ Fχ(C)X , ψχ˜(C)X , ϕχ˜(C)X ∈ F χ˜(C)X , ψCY , ϕCY ∈
FCY , and any basis {|j〉}j of F C˜Y , where Fχ(D)X ∼= Fχ(C)X ⊗ F χ˜(C)X and
FDY ∼= FCY ⊗F C˜Y ,∑
j
RDΦ
(
ψCY ⊗ j ⊗ ψχ(C)X ⊗ ψχ˜(C)X ;ϕCY ⊗ j ⊗ ϕχ(C)X ⊗ ϕχ˜(C)X
)
= RCΦ
(
ψCY ⊗ ψχ(C)X ;ϕCY ⊗ ϕχ(C)X
)〈
ψ
χ˜(C)
X
∣∣∣∣ϕχ˜(C)X 〉 , (26)
where RDΦ and R
C
Φ are the Choi-Jamio lkowski representations of Φ
D
and ΦC.
3. There exists an isometry V : HQ ⊗F χ˜(C)X → F C˜Y ⊗HR such that
UDΦ =
(
ICY ⊗ V
)(
UCΦ ⊗ I χ˜(C)X
)
, (27)
where UDΦ : Fχ(D)X → FDY ⊗HR and UCΦ : Fχ(C)X → FCY ⊗HQ are minimal
Stinespring representations of ΦD and ΦC.
Since the three conditions are equivalent, this corollary not only states
that a causal box can be described by the Choi-Jamio lkowski representation
of the maps ΦC , but also that any set of positive semi-definite sesquilinear
forms satisfying Eq. (26) is a valid causal box.
We now provide a proof of Lemma 5.1. As visual aid, we draw the
corresponding system in Figure 9, which is a copy of Figure 8 with different
labels.
Proof of Lemma 5.1. We first show that (22) ⇐⇒ (23). Note that Eq. (22)
is equivalent to requiring that for all states ψA, ψB , ψC , ϕA, ϕB , ϕC ,
〈ψC | trD
(
Φ
(∣∣ψ¯A, ψ¯B〉〈ϕ¯A, ϕ¯B |))|ϕC〉 = 〈ψC |Ψ(trB(∣∣ψ¯A, ψ¯B〉〈ϕ¯A, ϕ¯B |))|ϕC〉 .
(28)
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HA
HB
HC
HD
HR
UΨ
V
UΦ
HQ
Figure 9 – The Stinespring representation from Lemma 5.1 drawn as a circuit.
The left-hand side of Eq. (28) is equal to∑
j
〈ψC , jD|Φ
(∣∣ψ¯A, ψ¯B〉〈ϕ¯A, ϕ¯B |)|ϕC , jD〉 ,
which, when rewritten with the Choi-Jamio lkowski representation, corre-
sponds to the left-hand side of Eq. (23). And since
trB
(∣∣ψ¯A, ψ¯B〉〈ϕ¯A, ϕ¯B |) = ∣∣ψ¯A〉〈ϕ¯A|〈ψB |ϕB〉 ,
the right-hand side of Eq. (28) is equal to the right-hand side of Eq. (23).
Next we show that (24) =⇒ (22). From the definition of the Stinespring
representation and Eq. (24) we have for any ρAB ∈ T(HAB),
trD(Φ(ρAB)) = trDR
(
(IC ⊗ V )(UΨ ⊗ IB)ρAB(U †Ψ ⊗ IB)(IC ⊗ V †)
)
= trQB
(
(UΨ ⊗ IB)ρAB(U †Ψ ⊗ IB)
)
= trQ
(
UΨ trB(ρAB)U
†
Ψ
)
= Ψ(trB(ρAB)) ,
where to obtain the second line we used that since V : HQB → HDR maps
QB to DR and the registers DR are traced out, V and V † have no effect
on the outcome (see Figure 9 for an illustration of this case).
Finally, we show that (22) =⇒ (24). To prove this, we need to find
the isometry V which satisfies Eq. (24). Consider the map Φ′ := trD ◦ Φ.
Since Φ′(ρAB) = trDR(UΦρABU
†
Φ), the operator UΦ—which by construction
is a Stinespring representation of Φ— is also a Stinespring representation of
Φ′ with ancilla registers DR. From Eq. (22) we have Φ′ = Ψ ◦ trB, hence
Φ′(ρAB) = trQB((UΨ⊗ IB)ρAB(U †Ψ⊗ IB)), and UΨ⊗ IB is also a Stinespring
representation of Φ′, with ancilla QB. Furthermore, since UΨ is a minimal
representation of Ψ, UΨ⊗IB is a minimal representation of Φ′. And because
any Stinespring representation is related to a minimal one by an isometry on
the ancilla [56], there must exist V : HQB →HDR that satisfies Eq. (24).
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Figure 10 – A map ΦC is decomposed into a sequence of isometries Vi.
5.2 A sequence of operators
If we apply Lemma 5.1 recursively, we can decompose any map ΦC into a
(finite) sequence of isometries, e.g.,{
Vi : HQi+1 ⊗Fχ(Ci)\χ(Ci+1)X → FCi\Ci+1Y ⊗HQi
}n
i=1
,
for any sequence of cuts ∅ = Cn+1 ⊆ Cn ⊆ · · · ⊆ C2 ⊆ C1 = C. Here,
HQi+1 can be thought of as the Hilbert space of the internal memory of the
system before unitary Vi has been applied, and each Vi processes this internal
memory as well as the input on the wire X in positions χ(Ci) \ χ(Ci+1) to
produce an output on the wire Y in positions Ci \Ci+1 and the new updated
internal memory HQi .
In this section we show that we can do this an infinite number of times
in such a way that the input and output sets of positions of the unitaries Vi
are disjoint, i.e., (χ(Ci) \ χ(Ci+1)) ∩ (Ci \ Ci+1) = ∅. We call this a sequence
representation and illustrate it in Figure 10.
Definition 5.3 (Sequence representation). Let · · · ⊆ Ci ⊆ · · · ⊆ C1 = C be
an infinite sequence of cuts such that
⋂∞
i=1 Ci = ∅, and let Ti := Ci \ Ci+1. A
sequence representation of a map ΦC : T(Fχ(C)X ) → T(FCY ) is given by such
a set of cuts {Ci}∞i=1 along with a set of operators{
Vi : HQi+1 ⊗FTi+1X → FTiY ⊗HQi
}∞
i=1
,
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such that for all n ≥ 2,
UC1Φ =
(
n−1∏
i=1
I
Ci+1
Y ⊗ Vi ⊗ IC2\Ci+1X
)(
UCnΦ ⊗ IC2\Cn+1X
)
, (29)
where UCiΦ is a minimal Stinespring representation of Φ
Ci .
A sequence representation for any map ΦC can be obtained by defining
Ci := χi−1(C). We then immediately have that the set of input positions to
the operator Vi has an empty intersection with the output positions, since
χ(Ci) \ χ(Ci+1) = Ti+1 and Ti+1 ∩ Ti = ∅.
Proposition 5.4. For every causal box Φ =
{
ΦC
}
C∈C(T ) and every C ∈
C(T ), there exists a sequence representation of ΦC.
Proof. We fix Φ and C, and define Ci := χi−1(C) and Ti := Ci \ Ci+1. Note
that C1 = C, Ti ∩ Tj = ∅ for i 6= j, and from Eq. (18) we have
⋂∞
i=1 Ci = ∅.
Since by construction of the cuts, χ(Cn) = Cn+1, the output at all positions
t ∈ Cn can be computed from the input in positions Cn+1, i.e., ΦCn is a map
ΦCn : T
(
FCn+1X
)
→ T
(
FCnY
)
.
Plugging ΦC1 and ΦC2 in Lemma 5.1, i.e, HA = FC3X , HB = FT2X , HC =
FC2Y and HD = FT1Y , we obtain
UC1Φ =
(
IC2Y ⊗ V1
)(
UC2Φ ⊗ IT2X
)
.
Repeating this recursively for i going from 2 to n results in the decomposition
on the right-hand side of Eq. (29).
This proposition can easily be extended to subnormalized causal boxes
by appending to every isometry Vi a projector on the vacuum state |Ω〉 of
the additional wire R. This is illustrated in Figure 11.
Corollary 5.5. For every subnormalized causal box Φ =
{
ΦC
}
C∈C(T ) and
every C ∈ C(T ), there exists a sequence representation of ΦC.
Proof. Let Φˆ = {ΦˆC : T(HX) → T(HRY )}C∈C(T ) be the corresponding nor-
malized box, and let {Vˆi}∞i=1 be the sequence representation for ΦˆC . Eq. (29)
is satisfied for
Vi =
(
〈Ω|TiR ⊗ ITiY ⊗ IQi
)
Uˆi .
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Figure 11 – A trace-decreasing map ΦC is decomposed into a sequence of
isometries Vˆi followed by a projection P
Ω
Ri
on the vacuum state of the wire R
in the subset Ti.
6 Composing causal boxes
Two causal boxes can be combined by “plugging” output wires into input
wires, resulting in a new causal box. Unlike for ordered networks captured
by combs [1–6], where cycles are forbidden, here two systems Φ and Ψ can
be connected with wires going both from Φ to Ψ and Ψ to Φ, as illustrated
in Figure 5b.
Connecting systems can be decomposed in two steps. First Φ and Ψ
are composed in parallel, resulting in a new system Γ = Φ‖Ψ, whose input
and output ports are the union of the ports from Φ and Ψ. Then loops are
applied to Γ, connecting its own output and input ports. These two steps
are defined in Sections 6.1 and 6.2, respectively.
In Section 6.3 we combine these two steps to define the composition of
two systems, Φ
P←→ Ψ, introduced in Section 2. We then prove in Theorem 6.7
and Theorem 6.11 that it satisfies closure and composition order indepen-
dence.
6.1 Parallel composition
We first define parallel composition in Definition 6.1. Then we prove in
Proposition 6.2 that the resulting system is still a valid causal box.
Definition 6.1 (Parallel composition). Let Φ =
{
ΦC
}
C∈C(T ) and Ψ ={
ΨC
}
C∈C(T ) be (possibly subnormalized) (dA, dC)- and (dB , dD)-causal boxes.
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The parallel composition of the two is defined as the (dA + dB , dC + dD)-
causal box21
Γ :=
{
ΦC ⊗ΨC}C∈C(T ) ,
which we denote Γ = Φ‖Ψ.
Proposition 6.2. If Φ = {ΦC : T(FTA ) → T(FCC)}C∈C(T ) and Ψ = {ΨC :
T(FTB ) → T(FCD)}C∈C(T ) are two (sub)normalized causal boxes, then so is
Γ = Φ‖Ψ.
Proof. We first consider normalized causal boxes. To prove that Φ‖Ψ is a
valid causal box, we need to find a causality function χΓ : C(T ) → C(T )
such that
ΦC ⊗ΨC = (ΦC ⊗ΨC) ◦ trT \χΓ(C) .
We prove in Lemma G.1 that the function χΓ(C) := χΦ(C) ∪ χΨ(C) satisfies
the requirements of a causality function given in Definition 4.3. And we
have (
ΦC ⊗ΨC) ◦ trT \χΓ(C) = (ΦC ◦ trAT \χΓ(C))⊗ (ΨC ◦ trBT \χΓ(C))
=
(
ΦC ◦ trAT \χΦ(C)
)⊗ (ΨC ◦ trBT \χΨ(C))
= ΦC ⊗ΨC ,
where trAT \χΓ(C) and trBT \χΓ(C) trace out the inputs in positions T \ χΓ(C)
on the A and B wires, respectively.
For subnormalized boxes Φ and Ψ, let Φˆ =
{
ΦˆC : T(FTA )→ T(FCRC)
}
and Ψˆ =
{
ΨˆC : T(FTB )→ T(FCSD)
}
be their normalized counterparts. Then
PΩRS ◦
(
ΦˆC ⊗ ΨˆC
)
=
(
PΩR ◦ ΦˆC
)
⊗
(
PΩS ◦ ΨˆC
)
= ΦC ⊗ΨC ,
where PΩR projects the wire R on the vacuum state |Ω〉.
6.2 Loops
In this section we first give an intuitive explanation of what it means to put
a loop from an output wire to an input wire of a causal box and show how
to capture this mathematically. We then provide the formal definition in
Definition 6.3. In Proposition 6.5 we prove that the resulting system after
the loop has been applied is a new valid causal box.
21Recall that the dimension of a wire dA is the dimension of the messages on the wire,
not the dimension of the wire Hilbert space (which is infinite). By Eq. (9) the dimension
of the tensor product of two wires is the sum of their dimensions.
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Figure 12 – Connecting C to B in the system depicted on the left results in
the system depicted on the right.
Before considering the case of a loop on an arbitrary causal box, we first
look at the simpler case of a map Φ : T(HAB) → T(HCD) for which the
output on C does not depend on the input on B. A Stinespring representa-
tion of such a system is illustrated on the left in Figure 12. Here, it is clear
what happens when C is looped back to B: first UΨ is applied to the input
on wire A to obtain the output on C, then V is applied to both C and the
internal state of the system to produce the output on D, as depicted on the
right in Figure 12.
For the more general case, we make use of Proposition 5.4, which shows
that all causal boxes admit a sequence representation, i.e., every map ΦC
can be decomposed into an infinite sequence of isometries whose input and
output positions are disjoint. In Figure 13a we reproduce Figure 10, but
with two input and output wires. Here, the isometries Vi for i ≥ n have
been grouped together as one operator UCnΦ so that U
C
Φ consists of a finite
sequence of operators. We apply the same reasoning as above to this system,
i.e., we connect the output on wire C in positions Ti for i ≤ n to the input on
wire B of Vi−1. This results in a map ΨCn, which corresponds to the system
ΦC with all outputs on wire C in positions
⋃n
i=2 Ti looped back to wire B,
and has the Stinespring representation drawn in Figure 13b.
The causal box Ψ = Φ(C →֒B), resulting from looping all of C to B, can
be defined as the limit of these maps when n → ∞, i.e., Ψ := {ΨC}C∈C(T )
where
ΨC := lim
n→∞Ψ
C
n . (30)
This is however a rather inconvenient definition with which to work. Instead,
we provide a closed formula for the maps {ΨC}C in Definition 6.3, Eq. (31).
We prove in Appendix E that this definition is equivalent to Eq. (30).
In the case of a classical causal box given by a set of conditional proba-
bility distributions {P CCD|AB}C , this closed formula for a loop reduces to
QCD|A(d|a) =
∑
c
P CCD|AB(c, d|a, c) ,
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(a) By Proposition 5.4 any map ΦC : T(FTAB)→ T(FCCD) can be decomposed
into a sequence of isometries Vi with disjoint input and output positions, as
depicted here.
FCn+1A
FCn+1B
FTnA
FT3A
FT2A
FCn+1C
FCnD
FTn−1D
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FT1D
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FT1C
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Vn−1
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FTn−1C HQ3
FT3C HQ2
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(b) To (partially) connect C to B, the output from Vi in positions Ti on wire
C is input to Vi+1.
Figure 13 – Putting a loop from the output wire C to the input wire B in
positions
⋃n
i=1 Ti in the system depicted in Figure 13a results in the system
drawn in Figure 13b. Looping all of C back to B corresponds to taking the
limit as n→∞.
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i.e., the new system with conditional probability distributions {QCD|A}C is
obtained from the old system by inputing on wire B the value c that is
output on wire C. Eq. (31) is a generalization of this to the quantum case,
which uses the Choi-Jamio lkowski representation.22 In Remark 6.4 we give
an equivalent formulation of a loop as a partial trace using the natural
representation.23
Definition 6.3 (Loop). Let Φ = {ΦC : T(FTAB) → T(FCCD)}C∈C(T ) be a
(dA + dB , dC + dD)-causal box with dB = dC . Let R
C
Φ(·; ·) be the Choi-Jami-
o lkowski representation of ΦC. Let {|kC 〉}h and {|ℓC〉}h be any orthonormal
bases of FCC and let {|kB〉}k and {|ℓB〉}ℓ denote the corresponding bases of
FCB , i.e., for all k and ℓ, |kC〉 ∼= |kB〉 and |ℓC〉 ∼= |ℓB〉. The new system
resulting from putting a loop from the output wire C to the input wire B,
Ψ = Φ(C →֒B), is given by the set of maps{
ΨC : T
(FTA )→ T(FCD)}C∈C(T )
that have Choi-Jamio lkowski representation
RCΨ(ψD ⊗ ψA;ϕD ⊗ ϕA)
=
∑
k,ℓ
RCΦ(kC ⊗ ψD ⊗ ψA ⊗ k¯B ; ℓC ⊗ ϕD ⊗ ϕA ⊗ ℓ¯B) , (31)
where |k¯B〉 =
∑∞
i=1 |i〉〈i|k〉 for the basis {|iB〉}i of FTB used in the Choi-
Jamio lkowski representation of ΦC .
Remark 6.4 (The natural representation of a loop). In Appendix B.2 we
define the natural representation of a map Φ : T(HAB) → T(HDC) as a
linear operator KΦ : HAA¯BB¯ → HDD¯CC¯ . Relabelling B and B¯ with C
and C¯ according to the isomorphism between the spaces used to define the
loop, we can write KΦ as an operator KΦ : HAA¯CC¯ → HDD¯CC¯ . We show
in Lemma B.1 that a map with Choi-Jamio lkowski representation given by
Eq. (31) may equivalently be defined by its natural representation
KΨ = trCC¯(KΦ) .
Since the partial trace is basis independent, the choice of bases in Eq. (31),
Definition 6.3, is not relevant.
It follows from Proposition E.2 that if ΦC is CPTP, then so is the map
ΨC with Choi-Jamio lkowski representation given by Eq. (31). We still need
to show that the resulting set {ΨC}C∈C(T ) is a valid causal box.
22The terms in Eq. (31) are absolutely convergent (as proven in Appendix E). The
order of the summation is thus not relevant and hence not specified.
23We define the natural representation of a map in Appendix B.2.
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Proposition 6.5. If Φ = {ΦC : T(FTAB) → T(FCCD)} is a (sub)normalized
(dA + dB , dC + dD)-causal box with dB = dC , then Ψ = Φ
(C →֒B) is a (sub)-
normalized (dA, dD)-causal box.
Proof. We need to show that the maps {ΨC}C∈C(T ) satisfy the consistency
(Eq. (19)) and causality (Eq. (20)) conditions. We only need to prove this
for normalized boxes, since putting a loop on a subnormalized box is equiv-
alent to putting the loop on the underlying normalized box then projecting
the ancilla wire R on the vacuum state |Ω〉R, which results in a valid subnor-
malized box if putting the loop on the underlying normalized box is valid.
To prove this, we use the Choi-Jamio lkowski representation of these con-
ditions, given in Eq. (26). What we need to prove is that there exists a
causality function χ such that for any C,D ∈ C(T ) with C ⊆ D, and any ψCD,
ψ
χ(C)
A , ψ
χ˜(C)
A , ϕ
C
D, ϕ
χ(C)
A , ϕ
χ˜(C)
A ,
∑
j
RDΨ
(
ψCD ⊗ jC˜D ⊗ ψχ(C)A ⊗ ψχ˜(C)A ;ϕCD ⊗ jC˜D ⊗ ϕχ(C)A ⊗ ϕχ˜(C)A
)
= RCΨ
(
ψCD ⊗ ψχ(C)A ;ϕCD ⊗ ϕχ(C)A
)〈
ψ
χ˜(C)
A
∣∣∣∣ϕχ˜(C)A 〉 , (32)
where RDΨ and R
C
Ψ are the Choi-Jamio lkowski representations of the maps
ΨD : T(Fχ(D)A ) → T(FDD ) and ΨC : T(Fχ(C)A ) → T(FCD), respectively. We
prove this for the same function χ for which Φ satisfies causality.
We denote ΨˆC := trC˜ ◦ΨD. The left-hand side of Eq. (32) corresponds to
the Choi-Jamio lkowski representation of ΨˆC. Using the loop formula from
Eq. (31), we get
RC
Ψˆ
(
ψCD ⊗ ψχ(D)A ;ϕCD ⊗ ϕχ(D)A
)
=
∑
j
RDΨ
(
ψCD ⊗ jC˜D ⊗ ψχ(D)A ;ϕCD ⊗ jC˜D ⊗ ϕχ(D)A
)
=
∑
j,k,ℓ
RDΦ
(
kC ⊗ ψCD ⊗ jC˜D ⊗ ψχ(D)A ⊗ k¯B ; ℓC ⊗ ϕCD ⊗ jC˜D ⊗ ϕχ(D)A ⊗ ℓ¯B
)
,
where RDΦ is the Choi-Jamio lkowski representation of Φ
D : T(FTAB) →
T(FDCD). Since Φ satisfies causality, the state of the wire B in positions
D \ C cannot modify the output on the wire D in positions C. Hence there
is no need to loop all states on C back to B, one could transmit only the
states in positions C and trace out the others without changing the output,
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i.e.,
RC
Ψˆ
(
ψCD ⊗ ψχ(D)A ;ϕCD ⊗ ϕχ(D)A
)
=∑
i,j,k,ℓ
RDΦ
(
kCC ⊗ iC˜C ⊗ ψCD ⊗ jC˜D ⊗ ψχ(D)A ⊗ k¯CB ;
ℓCC ⊗ iC˜C ⊗ ϕCD ⊗ jC˜D ⊗ ϕχ(D)A ⊗ ℓ¯CB
)
.
Applying Eq. (26) we get
RC
Ψˆ
(
ψCD ⊗ ψχ(D)A ;ϕCD ⊗ ϕχ(D)A
)
=∑
i,k,ℓ
RCΦ
(
kCC ⊗ ψCD ⊗ ψχ(C)A ⊗ k¯χ(C)B ; ℓCC ⊗ ϕCD ⊗ ϕχ(C)A ⊗ ℓ¯χ(C)B
)
〈
ψ
χ˜(C)
A ⊗ k¯C\χ(C)B
∣∣∣∣ϕχ˜(C)A ⊗ ℓ¯C\χ(C)B 〉 ,
where RCΦ is the Choi-Jamio lkowski representation of Φ
C : T(Fχ(C)AB ) →
T(FCCD). Let ΦˆC := ΦC ⊗ tr for a trace operator tr acting on FC\χ(C)B . Then
the previous equation may be written
RC
Ψˆ
(
ψCD ⊗ ψχ(D)A ;ϕCD ⊗ ϕχ(D)A
)
=∑
k,ℓ
RC
Φˆ
(
kCC ⊗ ψCD ⊗ ψχ(C)A ⊗ k¯CB ; ℓCC ⊗ ϕCD ⊗ ϕχ(C)A ⊗ ℓ¯CB
)〈
ψ
χ˜(C)
A
∣∣∣∣ϕχ˜(C)A 〉 .
Finally, using Eq. (31), we get
RC
Ψˆ
(
ψCD ⊗ ψχ(D)A ;ϕCD ⊗ ϕχ(D)A
)
=
RCΨ
(
ψCD ⊗ ψχ(C)A ;ϕCD ⊗ ϕχ(C)A
)〈
ψ
χ˜(C)
A
∣∣∣∣ϕχ˜(C)A 〉 .
6.3 The composition operation
Now that we have defined parallel composition and loops, we can instantiate
the operation for composing two causal boxes by their wires, as introduced
in Section 2.
Definition 6.6 (Composition operation). Let Φ and Ψ be two (sub)nor-
malized causal boxes, let ports(Φ) and ports(Ψ) consist of a partition of
the input and output wires into sub-wires (see Remark 4.6), and let the set
P = {(AΦ1 , AΨ1 ), . . . , (AΦn , AΨn )} consist of pairs of ports of Φ and Ψ, such that
each pair consists of an output and input sub-wire of the same dimension,
and each sub-wire appears at most once. Then
Φ
P←→ Ψ := (Φ‖Ψ)(AΦ/Ψ1 →֒AΨ/Φ1 )···(AΦ/Ψn →֒AΨ/Φn ) ,
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where A
Φ/Ψ
i →֒ AΨ/Φi denotes either AΦi →֒ AΨi or AΨi →֒ AΦi depending on
which is an output and input wire.
Theorem 6.7. Let S be the set of all (sub)normalized causal boxes. For
any Φ,Ψ ∈ S and any set of valid sub-wires P ,
Φ
P←→ Ψ ∈ S .
Proof. Immediate from Proposition 6.2 and Proposition 6.5.
The next step is to prove that Definition 6.6 satisfies composition order
independence. To do this, we will prove some lemmas on the commutativity
and associativity of parallel composition and loops.
Lemma 6.8. For any Φ,Ψ,Γ ∈ S,
(Φ‖Ψ)‖Γ = Φ‖(Ψ‖Γ) .
Proof. This follows from the associativity of the tensor product, namely,
(ΦC ⊗ΨC)⊗ ΓC = ΦC ⊗ (ΨC ⊗ ΓC) .
Lemma 6.9. For any Φ,Ψ ∈ S and any pair (B,C) ∈ ports(Ψ)× ports(Ψ)
of in- and out-ports of the same dimension,
Ψ(C →֒B)‖Φ = (Ψ‖Φ)(C →֒B) ,
Φ‖Ψ(C →֒B) = (Φ‖Ψ)(C →֒B) .
Proof. The Choi-Jamio lkowski representation of a product of maps is given
by
RΦ⊗Ψ(ψY ⊗ ψD ⊗ ψX ⊗ ψA;ϕY ⊗ ϕD ⊗ ϕX ⊗ ϕA) =
RΦ(ψY ⊗ ψX ;ϕY ⊗ ϕX)RΨ(ψD ⊗ ψA;ϕD ⊗ ϕA) .
Hence for ΦC : T(FTX ) → T(FCY ) and ΨC : T(FTAB) → T(FCCD), both
Φ‖Ψ(C →֒B) and (Φ‖Ψ)(C →֒B) have Choi-Jamio lkowski representation
RCΓ(ψY ⊗ ψD ⊗ ψX ⊗ ψA;ϕY ⊗ ϕD ⊗ ϕX ⊗ ϕA) =
RCΦ(ψY ⊗ψX ;ϕY ⊗ϕX)
∑
k,ℓ
RCΨ(kC ⊗ ψD ⊗ ψA ⊗ k¯B ; ℓC ⊗ϕD ⊗ϕA ⊗ ℓ¯B) .
The proof for Ψ(C →֒B)‖Φ is identical.
Lemma 6.10. For any Φ ∈ S and any pairs (A,D), (B,C) ∈ ports(Φ) ×
ports(Φ) of in- and out-ports of the same dimension,(
Φ(C →֒B)
)(D→֒A)
=
(
Φ(D→֒A)
)(C →֒B)
. (33)
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Proof. Let ΦC : T(FTABX) → T(FCCDY ). The Choi-Jamio lkowski representa-
tion of the left-hand side of Eq. (33) is
RCΨ(ψY ⊗ ψX ;ϕY ⊗ ϕX) =∑
e,h
∑
k,ℓ
RCΦ(kC ⊗ eD⊗ψY ⊗ e¯A⊗ k¯B⊗ψX ; ℓC ⊗hD⊗ϕY ⊗ h¯A⊗ ℓ¯B⊗ϕX) .
Whereas for the right-hand side we get
RCΨ(ψY ⊗ ψX ;ϕY ⊗ ϕX) =∑
k,ℓ
∑
e,h
RCΦ(kC ⊗ eD⊗ψY ⊗ e¯A⊗ k¯B⊗ψX ; ℓC ⊗hD⊗ϕY ⊗ h¯A⊗ ℓ¯B⊗ϕX) .
The two are equal if the limits implicit in the sums commute. This is the
case, because a third expression obtained by first merging the wires A with
B and C with D then looping CD to AB results in a valid map∑
e,h,k,ℓ
RCΦ(kC ⊗ eD ⊗ ψY ⊗ e¯A ⊗ k¯B ⊗ ψX ; ℓC ⊗ hD ⊗ ϕY ⊗ h¯A ⊗ ℓ¯B ⊗ ϕX) ,
and from Lemma G.2 we know that if all three expressions converge, then
they must converge to the same value. This can also be seen from the partial
trace representation of a loop, namely
KCΨ = trDD¯ trCC¯
(
KCΦ
)
= trCC¯DD¯
(
KCΦ
)
= trCC¯ trDD¯
(
KCΦ
)
.
These three lemmas allow the order in which systems are put in parallel
and wires are connected to be changed, which results in composition order
independence.
Theorem 6.11. For any causal boxes Φ1,Φ2,Φ3 ∈ S and compatible pairs
of sub-wires Pij ⊆ ports(Φi)× ports(Φj),(
Φ1
P12←−→ Φ2
)
P13∪P23←−−−−→ Φ3 = Φ1 P12∪P13←−−−−→
(
Φ2
P23←−→ Φ3
)
.
Proof. Immediate by combining Lemmas 6.8, 6.9 and 6.10.
7 Distance
In practical applications it is often useful to define a notion of distance
between systems, e.g., to measure how close a real system constructed from
a noisy channel and an error correcting code is from an ideal channel that
has no noise. In this section we introduce a pseudo-metric on the set of
causal boxes, the distinguishing advantage. This is defined with the help
of a distinguisher: another system D that, when connected to one of two
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ΦDˆ
0, 1
Figure 14 – A distinguisher plugged into a causal box Φ can loop some of the
outputs back to the inputs as well as process other outputs before providing
them as inputs to Φ. It then outputs a bit corresponding to its decision.
causal boxes, Φ or Ψ, outputs a bit corresponding to its best guess of the
system to which it is connected. A distance between these causal boxes is
then defined as the statistical distance between the distinguisher’s outputs.
Although one could define a distinguisher to be another causal box, we
consider a slightly more general definition in this work: a distinguisher may
also put loops on the system being tested, i.e., from an output of Φ back
to an input of Φ— this is more powerful, because a loop “takes no time”,
but plugging in a causal box would incur a delay since the identity is not
a causal operation. Such a distinguisher is illustrated in Figure 14. Since
it only makes sense to compare two systems Φ and Ψ that have inputs and
outputs of the same dimensions, we also parametrize the distinguishers by
these input and output dimensions.
Although one traditionally depicts distinguishers as outputting a bit 0 or
1, we formally model a distinguisher as having a 1-dimensional output wire,
i.e., it outputs a state ρ ∈ T(FT ). We then define the distinguisher’s decision
to be 0 if it outputs a vacuum state, and 1 otherwise. According to our
definition of causal boxes, an output only needs to be defined on all bounded
cuts C ⊆ T , it is not necessarily defined on all of T . If the set T were totally
ordered, one could define the output value of the distinguisher to be the limit
of the output value on T ≤t as t→ +∞. However, for a partially ordered set,
it is no clear how to take such a limit. Instead, we define the output of a
distinguisher D to correspond to the value produced on a bounded cut T ≤tD ,
for some fixed tD ∈ T . By considering a set of distinguishers D = {Di}i that
have different bounds tDi ∈ T and taking the supremum of the distances for
each Di ∈ D, we get a notion of distinguishability that covers all of T .
In Appendix F we discuss some alternative distinguisher definitions. We
rewrite the definitions from this section using subnormalized boxes, which
simplifies them considerably. Then we consider distinguishers that are not
constrained to producing an output within a fixed cut T ≤tD , and show that
this results in an equivalent notion of distance.
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Definition 7.1 (Distinguisher). A (m,n)-distinguisher D = {idC⊗DˆC}C∈C(T )
consists of a (nˆ, mˆ)-causal box Dˆ = {DˆC}C∈C(T ) with m + 1 − mˆ = n − nˆ,
a termination time tD ∈ T , and a specification of how the distinguisher is
connected to an (m,n)-dimensional system— i.e., which input and output
sub-wires are connected to Dˆ and which are directly connected by a loop.
We refer to the additional output sub-wire of dimension 1 of the distinguisher
that is never connected to any other system as the distinguisher’s output
wire. For an (m,n)-distinguisher D and an (m,n)-causal box Φ, let DΦ
denote the causal box with no input wire and a 1-dimensional output wire
resulting from connecting the systems as specified. We define D[Φ] to be
the binary random variable on {0, 1} obtained by projecting the output of
DΦ within T ≤tD on P≤tD0 = |Ω〉〈Ω|≤tD and P≤tD1 = I≤tD − |Ω〉〈Ω|≤tD .
Definition 7.2 (Distance). Given a set of (m,n)-distinguishers D, the dis-
tance between two (m,n)-causal boxes Φ and Ψ is defined as
dD(Φ,Ψ) := sup
D∈D
δ(D[Φ],D[Ψ]) ,
where δ(·, ·) is the statistical or total variation distance, i.e.,
δ(X1,X2) =
1
2
∑
x∈{0,1}
|Pr[X1 = x]− Pr[X2 = x]| .
We now show that the the function dD : S × S → [0, 1] defined above
is a pseudo-metric for arbitrary D and a metric if D is the set of all distin-
guishers.
Theorem 7.3. The distance measure given in Definition 7.2 is a pseudo-
metric. Furthermore, if D is the set of all distinguishers, then this distance
is a metric.
Proof. We need to show that the three conditions given in Section 2 hold,
namely, for any Φ,Ψ,Γ ∈ S,
dD(Φ,Φ) = 0 ,
dD(Φ,Ψ) = d(Ψ,Φ) ,
dD(Φ,Ψ) ≤ d(Φ,Γ) + d(Γ,Ψ) .
The first two conditions are immediate because the statistical distance is
a metric, hence δ(D[Φ],D[Φ]) = 0 and δ(D[Φ],D[Ψ]) = δ(D[Ψ],D[Φ]). The
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α|0〉A + β|1〉A
|ϕ〉B
α|0〉G ⊗ UV |ϕ〉H
+ β|1〉G ⊗ V U |ϕ〉H
QS
U V
A
B
C E
D F
G
H
Figure 15 – The quantum switch, QS, queries first U then V or first V then U
depending on the control qubit.
last one follows from
dD(Φ,Ψ) = sup
D∈D
δ(D[Φ],D[Ψ])
≤ sup
D∈D
(δ(D[Φ],D[Γ]) + δ(D[Γ],D[Ψ]))
≤ sup
D∈D
δ(D[Φ],D[Γ]) + sup
D′∈D
δ(D′[Γ],D′[Ψ])
= dD(Φ,Γ) + dD(Γ,Ψ) .
Finally to show that dD is a metric if D is the set of all distinguishers,
we need to prove that
Φ 6= Ψ =⇒ ∃D ∈ D s.t. δ(D[Φ],D[Ψ]) > 0 .
Since Φ 6= Ψ there must exist a C ∈ C(T ) for which ΦC 6= ΨC, i.e., there
exists a ρ ∈ T(FCinX ) such that ΦC(ρ) 6= ΨC(ρ), where Cin = χΦ(C) ∪ χΨ(C).
A distinguisher D that distinguishes Φ from Ψ can be constructed as the
parallel composition of two systems. The first prepares the state ρ and
sends it to the system (Φ or Ψ). The second gathers the output of the
system until some position t such that C ⊆ T ≤t. Then it performs an
optimal measurement to distinguish ΦC(ρ) from ΨC(ρ). The result of this
measurement is output in a position tD ≥ t.
8 Example: the quantum switch
The quantum switch— which was introduced in Section 1.2— is a system
that, given black-box access to two unitaries U and V , applies them in
a controlled superposition of different orders. We reproduce in Figure 15 a
figure illustrating the quantum switch with some extra labels for the different
wires.
As shown in [17,19–21] the quantum switch can decrease the complexity
of computational tasks and increase the distinguishability of quantum states
and channels. Although it is rather straightforward to describe the effect of
plugging the quantum switch into the systems U and V— this corresponds
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to the dashed box from Figure 15— the quantum switch itself, i.e., the box
QS in Figure 15, cannot be described using combs or circuits [12]. In this
section we use our framework to provide a description of the system QS as a
causal box.
The total system consists of 3 boxes, U, V and QS. We first model these
3 sub-systems, then prove that the composition of the 3 results in a causal
box which applies either UV or V U to an input state according to a control
qubit. The entire system can be executed in 6 steps, so it is sufficient to
choose T = {1, . . . , 6}. The system can easily be extended by adding more
points to T and defining the behavior of the boxes on these points.
The sub-system U applies the corresponding unitary to the input it re-
ceives, and outputs the result a step later. For simplicity we assume that if
multiple messages are received simultaneously, U is applied to every one of
them. We also provide the box with an (internal) counter, that keeps track
of the number of times that U is applied. Let |ψnt 〉 ∈ ∨n(Cd ⊗ |t〉) be an
element of the symmetric subspace of n qudits all arriving in position t, for
n ≥ 1. Then
U|Ω〉C ⊗ |i〉U = |Ω〉D ⊗ |i〉U ,
U|ψnt 〉C ⊗ |i〉U =
∣∣∣(U⊗nψn)t+1〉D ⊗ |i+ n〉U ,
where the register C contains the input to U, D contains the output, and
the register denoted U is the internal counter of the system. The box V is
defined similarly.
As can be seen in Figure 15, the box QS has 8 wires. To provide a
complete description of QS we need to define how inputs on the entire Fock
space of each input wire are mapped to the output space for all points in
T . However, many of these inputs are “invalid”, e.g., the initial input is
expected to be received in step 1, and QS is plugged into systems U and V
that behave as described above. Hence, we describe the behavior of QS on
valid inputs only, and assume that any state orthogonal to these are simply
ignored by QS.
In the first step, upon receiving the input
(α|0〉A + β|1〉A)⊗ |ψ〉B ,
QS moves the control qubit to its internal register and queries either U or V
conditioned on this state. Let QS1 denote this operation; it is defined as
QS1|0〉A ⊗ |ψ〉B = |0〉QS ⊗ |Ω〉C ⊗ |ψ〉E ,
QS1|1〉A ⊗ |ψ〉B = |1〉QS ⊗ |ψ〉C ⊗ |Ω〉E .
When t = 3, QS forwards what it received from U to V and from V to U, i.e.
QS3|ψ〉D ⊗ |ϕ〉F = |ϕ〉C ⊗ |ψ〉E .
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And finally, in the last step, conditioned on the value of the control qubit,
QS outputs either the message from U or from V along with the control qubit.
QS5|0〉QS ⊗ |ψ〉D ⊗ |Ω〉F = |0〉G ⊗ |ψ〉H ,
QS5|1〉QS ⊗ |Ω〉D ⊗ |ψ〉F = |1〉G ⊗ |ψ〉H .
Lemma 8.1. The composition of QS, U and V results in a system which
performs a controlled switch between the orders of U and V . Furthermore,
the boxes U and V are queried only once each.
Proof. To prove this we put together all the steps described above. The
wires that do not appear in the equations contain a vacuum state in the
corresponding step.
t = 1 (α|0〉A + β|1〉A)|ψ〉B |0〉U|0〉V ,
t = 2
(
α|0〉
QS
|Ω〉C |ψ〉E + β|1〉QS|ψ〉C |Ω〉E
)|0〉
U
|0〉
V
,
t = 3 α|0〉
QS
|Ω〉D|V ψ〉F |0〉U|1〉V + β|1〉QS|Uψ〉D|Ω〉F |1〉U|0〉V ,
t = 4 α|0〉
QS
|V ψ〉C |Ω〉E|0〉U|1〉V + β|1〉QS|Ω〉C |Uψ〉E|1〉U|0〉V ,
t = 5
(
α|0〉
QS
|UV ψ〉D|Ω〉F + β|1〉QS|Ω〉D|V Uψ〉F
)|1〉
U
|1〉
V
,
t = 6 (α|0〉G|UV ψ〉H + β|1〉G|V Uψ〉H)|1〉U|1〉V .
In the final step, the wires G and H contain the desired output, and the
counters of U and V are set to 1.
Remark 8.2 (Alternative quantum switch). The quantum switch defined in
this section stores the control qubit in its internal memory. The number of
inputs it may treat simultaneously is thus limited by this memory. An alter-
native construction was proposed independently in [16] and [17] that does
not involve any memory: the quantum switch sends the control qubit along
with the target qubit to the systems U and V. This allows an unbounded
number of switches to be performed simultaneously (and even do them in
superposition), but it only works if one can assume that the systems U and
V perform their operation on a subspace of the input received and identity
on the remaining input.
9 Concluding remarks
Many fundamental notions used to define quantum computation are derived
by generalizing classical notions, e.g., quantum Turing machines [59–62],
quantum circuits [61,63], or the machine model used in quantum composable
security [22,23]. This can result in some classical concepts being hard-coded
in the quantum model, e.g., quantum composable security [22,23] can only
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model a classical scheduling of messages and quantum circuits [61, 63] do
not consider states in a superposition of being on one wire or another.24
In this work we propose a model of quantum systems that is not derived
from a classical model, but uses a genuine quantum approach in which the
space of quantummessages is a Fock space. The general approach follows the
top-down paradigm [27], which consists in starting at the highest possible
level of abstraction, and proceeds downwards, introducing in each new lower
level only the minimal necessary specializations. The theory of systems
introduced in Section 2 does not make any assumptions about the nature
of the underlying systems— it applies equally to a classical or quantum
model of systems. We instantiate these with causal boxes, which are defined
as black boxes. Only the input-output behavior of the system is relevant,
the internals— e.g., the memory or model of computation— are not needed
and thus not specified. This work leaves open a multitude of questions
on modeling discrete quantum systems, some of which we discuss in the
following paragraphs.
Quantum complexity. One of the most fundamental open questions is
how to evaluate the complexity of a quantum circuit. A straightforward
adaptation of the classical concept of counting gates in a circuit does not
seem to be meaningful if two circuits are run in superposition, or if a circuit
consists of many gates used in superposition. If one does not distinguish
between a gate being used or not (see Footnote 24), then the complexity of
the circuit would correspond to counting all the gates needed to draw the
entire circuit. In the case of the quantum switch from Section 8, one would
find that either U or V has to be queried at least twice [12], even though one
of the queries is the vacuum state. The gap between the number of gates
needed to draw a circuit and the number of gates actually used can be quite
large: Arau´jo et al. [17] found a problem that cannot be solved with a circuit
containing less than Ω(n2) gates, but only superpositions of O(n) subsets of
these gates are ever used. Note that to implement the algorithm of Arau´jo
et al., it is sufficient to construct O(n) gates, since the circuit contains only
O(n) different gates and the quantum switch can be used to swap the order
of these gates [17]. However, such a coherent counting method cannot be
applied in general, since this could result in a measurement of whether the
gate is used or not, which could change the outcome of the computation.
24If one interprets the circuit model as forbidding the presence of vacuum states on
a wire, then one can prove impossibility results for certain systems which are physically
valid [12–14]. However, if one adopts the view introduced in this work that a vacuum state
should be modeled explicitly, then one can argue that a message in a superposition between
two wires is just an entangled state between two wires, α|ψ〉A⊗ |Ω〉B +β|Ω〉A⊗ |ψ〉B , and
that this is captured by the circuit model. And in this sense, the circuit model is (still) a
universal model of quantum computation. Nonetheless, the distinction between vacuum
and non-vacuum state is vital for computation and query complexity, since if one sends
nothing to an oracle, this oracle has not been queried.
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We would thus evaluate the complexity of a different circuit altogether.25 A
more physical approach to measuring complexity may be needed, e.g., by
evaluating the time or energy needed to perform a computation [64,65].
Indefinite causal structures. Our framework models messages in su-
perpositions of different orders by explicitly defining a set of positions T
and assigning different positions (or superpositions of positions) to different
messages. This allows superpositions of different causal structures to be
captured by the framework. A different line of research, inspired by Hardy’s
work on probability theories with indefinite causal structures [7, 8, 40, 41],
has developed a process matrix formalism to model indefinite causal struc-
tures [25, 26, 42–50]. As already mentioned in Section 1.5, the process ma-
trix framework does not only capture superpositions of causal structures,
but also unphysical causal structures. In fact, it is currently still unclear
what systems modeled by the process matrix framework are physically im-
plementable. Additionally, the various players connected to the process ma-
trix are restricted to processing inputs and producing outputs exactly once,
preventing any dynamical behavior of the parties, e.g., they cannot change
at runtime the number of messages they read or send. This framework is
thus not suited for modeling the possible behaviors of players in a multi-
player game or cryptographic protocol.
It is nonetheless interesting to compare what systems can be modeled by
either framework. A system that allows a causal inequality to be violated
cannot be captured by causal boxes, since a global notion of order is hard-
coded in our framework. Hence causal boxes can only model process matrices
that are extensibly causal — those that cannot be used to violate a causal
inequality [25]. However, no violation of a causal inequality has ever been
physically realized. In fact, to date, realizable physical experiments have a
global notion of order, and thus causal boxes might well capture the subset
of process matrices that can be implemented. It remains open whether this
corresponds to extensibly causal processes, or whether there are examples
of such processes that cannot be physically realized [66].
Relativistic cryptography. An immediate application of our causal boxes
framework is in modeling cryptographic protocols that involve time, e.g., rel-
ativistic protocols [31–37]. Here, (honest) parties are positioned in precise
locations, and the time taken by messages to travel form one location to an-
other is used to ensure that a dishonest party cannot cheat. To model such
a setting one can take T to be a countable subset of space-time. Two points
25The example of Arau´jo et al. [17] is constructed so that coherently counting which
gates are used does not change the computation. This is possible when the counter factors
out at the end of the computation. This is also the case in the example of the quantum
switch from Section 8, where the internal counters of U and V are in a superposition of |0〉
and |1〉 in the middle of the protocol, but factor out at the end.
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t and t′ are ordered, t ≤ t′, if t′ is in the future light cone of t. All messages
are then assigned some point t ∈ T corresponding to their location.
Non-deterministic systems. Our framework may also be used to model
protocols that do not involve time explicitly. In many settings, a player
executes a set of instructions, but the time it takes to do so is not determined
by the player. One can think of such a system as being non-deterministic.
It does not correspond to one system, but to a set of systems, each one
capturing one possible behavior. For example, a simple identity channel
could be a set of systems which forward the message received with a delay
δ, where the set is taken over all possible δ, e.g., id = {idδ}δ∈Q+ . The
composition of two such non-deterministic systems, Π = {πx}x and Ψ =
{ψy}y, is defined as the set resulting from composing all pairs of elements
from each system, Π
P←→ Ψ = {πx P←→ ψy}x,y. Since any possible element
π ∈ Π could occur if a protocol Π is executed, we require security to hold
for all elements π ∈ Π. A main challenge in modeling systems this way is to
determine what set of behaviors correspond to a simple and intuitive, but
incomplete, description of a system as, e.g., a protocol given by pseudo-code
or a random system [9,10]. Furthermore, for such non-deterministic systems
to be usable, one would need to develop formalism that allows them to be
described compactly and which satisfies the axioms from Section 2.
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Appendices
In Appendix A we define a Fock space in more detail. In Appendix B
we give a brief overview of representations of quantum operators on infi-
nite dimensional systems. We discuss the Choi-Jamio lkowski representa-
tion in Appendix B.1 and the natural representation in Appendix B.2. In
Appendix C we define the subset of causal boxes that can be represented
as a single map and which is closed under composition. In Appendix D we
discuss the special case of the causality function for systems with a totally
ordered set T . We prove that in this case, for the composition of two systems
to be well-defined, it is sufficient to require that the systems are not arbitrar-
ily fast around any point. In Appendix E we prove some additional results
about the loop operation. We show that the alternative definition of a loop
from Section 6.2 is equivalent to Definition 6.3. This simultaneously proves
that Definition 6.3 always yields normalized maps. In Appendix F we give
some alternative distinguisher definitions, and show that they result in the
same pseudo-metric as in Section 7. In particular, we show how this distance
can be defined with subnormalized distinguishers. Finally, Appendix G con-
tains technical lemmas.
A Fock space
As introduced in Section 3.3, for a Hilbert space H, the corresponding
bosonic Fock space is given by
F(H) :=
∞⊕
n=0
∨nH , (34)
where ∨nH denotes the symmetric subspace of H⊗n, and H⊗0 is the one
dimensional space containing the vacuum state |Ω〉. Let {|i〉 : i ∈ B} denote
a basis of H, where B is a strict totally ordered set. For
B∨n := {(i1, . . . , in) : ij ∈ B, j < k =⇒ ij ≤ ik} , (35)
a basis of ∨nH is then given by {|(i1, . . . , in)〉 : (i1, . . . , in) ∈ B∨n} where
|(i1, . . . , in)〉 denotes the superposition over all different states obtained by
permuting the positions in the vector: for (i1, . . . , in) ∈ B∨n, let
B×n(i1,...,in) :=
⋃
π∈Sn
{(iπ(1), . . . , iπ(n))}
denote the subset of B×n obtained by permuting the elements of (i1, . . . , in),
then
|(i1, . . . , in)〉 := 1√∣∣∣B×n(i1,...,in)∣∣∣
∑
(j1,...,jn)∈B×n(i1,...,in)
|j1, . . . , jn〉 . (36)
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And a basis of F(H) is given by{
|x〉 : x ∈
∞⋃
n=0
B∨n
}
.
For a wire A with Hilbert space FTA = F(CdA⊗ℓ2(T )), a state |Ψ〉 ∈ FTA
can thus be in a superposition consisting of any number of qudits, e.g.,
|Ψ〉 =
∞∑
n=0
αn|Ψn〉 ,
where |Ψn〉 ∈ ∨n
(
CdA ⊗ ℓ2(T )) is an n-qudit (symmetric) state with position
information (where |Ψ0〉 = |Ω〉). An orthonormal basis of FTA is given by
the union of a basis for each ∨n(CdA ⊗ ℓ2(T )), and an orthonormal basis
for ∨n(CdA ⊗ ℓ2(T )) is given by all multisets26 of cardinality n of elements
from {|vt〉 : v ∈ V, t ∈ T }.
Remark A.1. Throughout this paper we use Eq. (9) to split a wire into the
tensor product of two wires, or to merge the tensor product of two wires
into one. Here we explicitly provide the isomorphism used in Eq. (9).
Let {|x〉 : x ∈ A∨n} and {|x〉 : x ∈ B∨n} denote bases of ∨nHA
and ∨nHB , respectively, as defined in Eqs. (35) and (36). A basis of
∨n(HA ⊕HB) is given by {|x〉 : x ∈ (A⊕ B)∨n} for
(A⊕ B)∨n = {(i1, . . . , in1 , j1, . . . , jn2) : n1 + n2 = n, ik ∈ A, jk ∈ B,
k < ℓ =⇒ ik ≤ iℓ and jk ≤ jℓ} .
We define the isomorphism between F(HA)⊗ F(HB) and F(HA ⊕HB) by
setting
|(i1, . . . , in1)〉 ⊗ |(j1, . . . , jn2)〉 ∼= |(i1, . . . , in1 , j1, . . . , jn2)〉 .
B Infinite dimensional representations of quantum
operators
B.1 The Choi-Jamio lkowski representation
Let HA and HB be finite dimensional Hilbert spaces, and let Φ : L(HA)→
L(HB) be a CPTP map, where L(H) is the set of linear operators on H.
The Choi-Jamio lkowski representation of Φ is given by the operator RΦ ∈
L(HBA)— the Choi operator—defined as
RΦ =
∑
i,j
Φ(|i〉〈j|)⊗ |i〉〈j| . (37)
26Due to the restriction to a symmetric subspace, only sets with repetition (multisets)
not sequences of basis elements of CdA ⊗ ℓ2(T ) are relevant.
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One can think of RΦ as capturing the image of a basis of L(HA), namely
{|i〉〈j|}i,j . RΦ is positive semi-definite and satisfies
trB RΦ = IA . (38)
In fact, any positive semi-definite operator satisfying Eq. (38) is the Choi-
Jamio lkowski representation of some CPTP map [57].
For infinite dimensional spaces HA and HB , the Choi operator of a map
Φ : T(HA) → T(HB) can be unbounded. Instead, the Choi-Jamio lkowski
representation is defined as the sesquilinear positive semi-definite form27 RΦ
on
HB ×HA = span{ψB ⊗ ψA : ψB ∈ HB, ψA ∈ HA} ,
satisfying
RΦ(ψB ⊗ ψA;ϕB ⊗ ϕA) := 〈ψB |Φ
(∣∣ψ¯A〉〈ϕ¯A|)|ϕB〉 , (39)
where |ψ¯〉 =∑∞i=1 |i〉〈i|ψ〉 for some fixed basis {|i〉}i of HA [58].
If the domain of the sesquilinear form RΦ is the whole of HB⊗HA, then
the corresponding operator is bounded28 (as in the case of finite spaces),
and can be recovered as the operator RˆΦ ∈ B(HBA) satisfying
〈ψB | ⊗ 〈ψA|RˆΦ|ϕB〉 ⊗ |ϕA〉 = RΦ(ψB ⊗ ψA;ϕB ⊗ ϕA) . (40)
Eq. (38) can be rewritten as∑
j
RΦ(jB ⊗ ψA; jB ⊗ ϕA) = 〈ψA|ϕA〉 (41)
for any basis {|j〉}j of HB, and holds in the infinite dimensional case as well.
The converse also holds in the infinite dimensional case: any positive semi-
definite sesquilinear form satisfying Eq. (41) uniquely defines a CPTP map
Φ : T(HA)→ T(HB) [58].
If the map Φ : T(HA) → T(HB) is completely positive, but not trace-
preserving, then the Choi-Jamio lkowski representation of Φ is still defined
as the sesquilinear positive semi-definite from RΦ given by Eq. (39). But
this form does not satisfy Eq. (41). Similarly, in the finite case the Choi
operator of a non-trace-preserving map is still given by the positive operator
from Eq. (37), but it does not satisfy Eq. (38).
27R(·; ·) is a sesquilinear form if it is antilinear in the first argument and linear in the
second.
28We denote the set of bounded operators on H by B(H). U ∈ B(H) if there exists
some c > 0 such that for all ψ ∈ H, ‖Uψ‖/‖ψ‖ < c.
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B.2 The natural representation
Let HA and HB be finite dimensional Hilbert spaces. A linear map Φ :
L(HA) → L(HB) can be represented as a linear map KΦ : HA ⊗ HA¯ →
HB ⊗HB¯ defined by
KΦ|i〉|j〉 =
∑
k,ℓ
αkℓ|k〉|ℓ〉 :⇐⇒ Φ(|i〉〈j|) =
∑
k,ℓ
αkℓ|k〉〈ℓ| (42)
for some bases {|iA〉}i and {|kB〉}k of HA and HB. The transformation
Φ 7→ KΦ is a bijection, and is referred to as the natural representation [57].
In the infinite dimensional case, one may define the natural representa-
tion of a map Φ : T(HA) → T(HB) in the same way. Note however that
Eq. (42) is not well-defined on the entire space of linear maps Φ : B(HA)→
B(HB). The inner product onHA⊗HA¯ is isomorphic to the Hilbert-Schmidt
inner product29 of operators on HA. The transformation Φ 7→ KΦ given by
Eq. (42) is thus a bijection between the set of maps S(HA) → S(HB) and
the set of maps HA ⊗HA¯ → HB ⊗ HB¯, where S(H) is the space of all op-
erators on H with a bounded Hilbert-Schmidt norm. Since T(H) ⊆ S(H),
this representation is in particular well-defined for linear transformations
between trace class operators, Φ : T(HA)→ T(HB).
The natural and Choi-Jamio lkowski representations are related as fol-
lows.
〈ψB |〈ϕB¯ |KΦ|ψA〉|ϕA¯〉 = 〈ψB |Φ(|ψA〉〈ϕ¯A|)|ϕ¯B〉
= RΦ(ψB ⊗ ψ¯A; ϕ¯B ⊗ ϕA) , (43)
where, as previously, |ψ¯〉 =∑∞i=1 |i〉〈i|ψ〉 for some fixed basis {|i〉}i.
We now prove that the formula for a loop from Eq. (31) may be equiva-
lently written using the natural representation, as noted in Remark 6.4.
Lemma B.1. Let Φ : T(HAC) → T(HBC) be a linear map. Let Ψ :
T(HA) → T(HB) be another linear map such that for some bases {kC}k
and {ℓC}ℓ of HC ,
RΨ(ψB ⊗ ψA;ϕB ⊗ ϕA) =∑
k,ℓ
RΦ(ψB ⊗ kC ⊗ ψA ⊗ k¯C ;ϕB ⊗ ℓC ⊗ ϕA ⊗ ℓ¯C) .
Then
KΨ = trCC¯(KΦ) .
Proof. From Eq. (43) we have
RΨ(ψB ⊗ ψA;ϕB ⊗ ϕA) = 〈ψB |〈ϕ¯B¯ |KΨ
∣∣ψ¯A〉|ϕA¯〉 .
29The Hilbert-Schmidt inner product is defined as 〈A,B〉 := tr(A†B).
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And∑
k,ℓ
RΦ(ψB ⊗ kC ⊗ ψA ⊗ k¯C ;ϕB ⊗ ℓC ⊗ ϕA ⊗ ℓ¯C)
=
∑
k,ℓ
〈ψB |〈ϕ¯B¯ |〈kC |
〈
ℓ¯C¯
∣∣KΦ∣∣ψ¯A〉|ϕA¯〉|kC〉∣∣ℓ¯C¯〉
= 〈ψB |〈ϕ¯B¯ | trCC¯(KΦ)
∣∣ψ¯A〉|ϕA¯〉 .
C Finite causal boxes
In this work causal boxes are defined by a set of maps. As explained in
Section 4.1, this allows systems to be included which produce an unbounded
number of messages and are thus not well-defined as a single map on the
entire set T , but only on all subsets T ≤t for any t ∈ T . In this section we
define the subset of causal boxes that are defined on the entire set T and
which are closed under composition. We call these finite causal boxes.
It is not sufficient to define finite causal boxes as those systems that are
captured by a map Φ : T(FTX ) → T(FTY ) since this set is not closed under
composition. For example, consider a system with T = N0, one input wire
and two output wires, which, for every qubit received in position t ∈ N0,
outputs a qubit on each wire in position t + 1. Furthermore, this system
outputs a qubit on each wire at position t = 0. The system can be described
by a map Φ : T(FTX )→ T(FTY ) which outputs two sequences of n+1 qubits
for every sequence of n qubits it receives at positions shifted by 1. If we now
put a loop from one of the output wires to the input wire, we get a system
with one output wire that produces a qubit at every position t ∈ N0. This
new system outputs an infinite sequence of qubits, which is well-defined for
every t ∈ T , but not on the entire set T .
The causality function (Definition 4.3) associated with each causal box
guarantees that every point t′ ∈ T may be reached from any other point t ≤
t′ in a finite number of causal steps. To obtain closure under composition for
finite causal boxes, it is necessary to limit causal boxes to a finite behavior,
i.e., that all of T may be reached in a finite number of causal steps from any
t ∈ T . The set of points T \ χ(T ) are not needed to generate outputs, so
one can think of causal boxes as terminating— at least, not reading further
inputs—when a point in T \ χ(T ) has been reached.
Definition C.1 (Finite causality function). A causality function χ : C(T )→
C(T ) is a finite causality function if for every t ∈ T there exists an n ∈ N
such that
t /∈ χn(T ) . (44)
We can now define a finite causal box.
49
Definition C.2 (Finite causal box). A (dX , dY )-finite causal box Φ is a
system with input wire X and output wire Y of dimension dX and dY ,
defined by a completely positive, trace-preserving (CPTP) map
Φ : T
(FTX)→ T(FTY )
satisfying the following causality constraint: there must exist a function
χ : C(T )→ C(T ) satisfying Definition C.1 such that for all C ∈ C(T ),
ΦC = ΦC ◦ trT \χ(C) , (45)
where ΦC := trT \C ◦ Φ.
Eq. (45) may be rewritten as
trT\C ◦Φ = ΦC ◦ trT \χ(C) , (46)
which is an exact replica of Eq. (21) with D = T and C ∈ C(T ) instead of C ∈
C(T ). The Stinespring and Choi-Jamio lkowski representations developed in
Section 5 for Eq. (21) also apply to Eq. (46). In particular, the map Φ of
a finite causal box has a sequence representation (Definition 5.3). It then
follows that the proofs of closure for causal boxes from Section 6 are also
proofs of closure for finite causal boxes.
The proof of composition order indepence from Section 6 and the pseudo-
metric definition from Section 7 are valid for all causal boxes and thus in par-
ticular for finite causal boxes. Note that the causal boxes used to construct
the distinguishers from Definition 7.1 are actually finite causal boxes.
D Causality for total orders
In Definition 4.3 a causality function is defined to guarantee that every point
t′ ∈ T can be reached from any point t ≤ t′ in a finite number of causal
steps. We show in this section that in the special case where T is totally
ordered, this condition can be reduced to requiring that the system is not
arbitrarily fast around any point.
More precisely, for a system Φ, let χ : T → T ∪ {⊥} be a monotone
function such that the output up to position t can be computed from the
input up to position χ(t) < t, where χ(t) = ⊥ means that the output
up to position t can be computed without any inputs.30 As illustrated in
Section 4.3, the condition χ(t) < t is not sufficient to guarantee that systems
are closed under composition: an example was given in which an infinite
number of causal steps were performed before reaching the point t = 1.
We exclude such systems by additionally requiring that χ(t) < t must also
30By defining χˆ : C(T )→ C(T ) as χˆ(C) := ⋃t∈C T ≤χ(t) one gets a function that trivially
satisfies all requirements of Definition 4.3 except Eq. (18).
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hold in the limit as t → t0, i.e., inft>t0 χ(t) < inft>t0 t and supt<t0 χ(t) <
supt<t0 t.
31
In the example discussed in Section 4.3, the sequence of output positions
{0, 1/2, 3/4, 7/8, 15/16, . . . } converges to 1, which is a point in T = Q+.
One could however give an example in which the sequence converges to a
point which is not in T , e.g., √2. Hence we require that the systems are not
arbitrarily fast around all points t0 in the completion of T (see Definition D.1
here below and [67] for the definition of a completion of an ordered set). The
condition with the supremum is actually redundant, so we omit it from the
following definition.
Definition D.1 (Causality function for totally ordered sets32). Let T be
a totally ordered countable set. Let Z(T ) ⊇ T be its smallest completion
such that for every subset P ⊆ T , inf P ∈ Z(T ) and supP ∈ Z(T ).33 If T
does not have a minimum (maximum), we remove the infimum (supremum)
from Z(T ), i.e., for p ∈ {inf T , supT } we define
Z(T ) :=
{
Z(T ) \ {p} if p /∈ T ,
Z(T ) if p ∈ T .
Finally, let ⊥ be a point defined such that ⊥ < t0 for all t0 ∈ Z(T ). A
montone function χ : T → T ∪{⊥} is a causality function for totally ordered
sets if
∀t ∈ T , χ(t) < t ,
∀t0 ∈ Z(T ), inf
t>t0
χ(t) < inf
t>t0
t .
With the causality function defined as χ : T → T ∪ {⊥} instead of
χ : C(T )→ C(T ), Eq. (18) from Definition 4.3 can be rewritten as
∀t, t′ ∈ T ,∃n ∈ N, χn(t′) < t . (47)
We prove in Lemma D.2 that Definition D.1 implies that Eq. (47) is satisfied.
Lemma D.2. Let χ : T → T ∪ {⊥} be a function satisfying Definition D.1.
Then for all t, t′ ∈ T there exists an n ∈ N such that χn(t′) ≤ t.
Proof. By contradiction, assume that this is not the case for some t, t′ ∈ T
and consider the set P = {χn(t′)}n∈N. By the construction of Z(T ), the
completion of T , inf P ∈ Z(T ). Let t0 := inf P. Because χ is monotone and
31In general there might not be any distance measure on T , so these criteria are defined
using infimum and supremum instead of a limit.
32In the case where T ⊆ R, Definition D.1 is equivalent to requiring that for every
u ∈ T there exists a δu > 0 such that for all t ≤ u, t− χ(t) > δu.
33This is called the Dedekind-MacNeille completion [67]. For example, Z(N) = N ∪
{+∞} and Z(Q) = R ∪ {−∞,+∞}.
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χ(p) < p, we must have that for all p > t0, χ(p) > t0. On the other hand,
the condition infp>t0 χ(p) < infp>t0 t implies that there exists p > t0 such
that χ(p) ≤ t0.
We now strengthen the causality definition from Definition D.1 so that it
captures sufficient conditions to define finite causal boxes on totally ordered
sets. As in Appendix C we have to exclude unbounded behavior as t gets
larger. We achieve this by requiring that the systems may not be arbitrarily
fast around the supremum of T .
Definition D.3 (Finite causality function for totally ordered sets). Let
χ : T → T ∪ {⊥} be a function satisfying Definition D.1. We say that it is
a finite causality function for totally ordered sets if additionally,
sup
t<t0
χ(t) < sup
t<t0
t
for t0 := supT .
With causality functions defined as χ : T → T ∪ {⊥}, the condition for
finite causal boxes from Eq. (44) in Definition C.1 becomes
∀t ∈ T ,∃n ∈ N,∀t′ ∈ T , χn(t′) < t . (48)
We now prove that this is satisfied by Definition D.3.
Lemma D.4. Let χ : T → T ∪ {⊥} be a function satisfying Definition D.3.
Then for every t ∈ T there exists an n ∈ N such that for all t′ ∈ T , χn(t′) <
t.
Proof. If T has a maximum tmax, the lemma follows trivially, because by
Lemma D.2 for all t there exists an n such that χn(tmax) < t, and for all
t′, χn(t′) ≤ χn(tmax). In the case where T does not have a maximum,
let tsup = supT and let p = supt<tsup χ(t). From Definition D.3 we have
p < tsup, so there must exist t0 ∈ T such that t0 ≥ p. Furthermore, for all
t ≥ t0, χ(t) ≤ p ≤ t0. Finally, by Lemma D.2 for all t there exists an n such
that χn(t0) < t, hence for all t
′ ∈ T , χn+1(t′) < t.
E Loops
In Section 6.2 we proposed an alternative, constructive defintion for a loop
(Eq. (30)) as the limit of a sequence of maps. Each element in this sequence
loops a bit more of the output back to the input, and the limit defines the
complete loop. For a sequence of operators, the limit is defined as follows.
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Definition E.1 (Operator convergence). Let {Ui : HX → HY }∞i=1 be a
sequence of linear operators. We say that Ui converges to U (in the strong
operator topology) if and only if
∀ψ ∈ HX ,∀ε > 0,∃i0,∀i ≥ i0, ‖Uiψ − Uψ‖ < ε ,
where ‖ · ‖ is the 2-norm.
Let ΦC1 : T(FC2AB)→ T(FC1CD) be a map with sequence representation
UC1Φ =
(
n−1∏
i=1
I
Ci+1
CD ⊗ Vi ⊗ IC2\Ci+1AB
)(
UCnΦ ⊗ IC2\Cn+1AB
)
, (49)
which is illustrated in Figure 13a. We define the linear operator
UC1Ψn :=
(
〈Ω|Cn+1C ⊗ IC1D ⊗ IQ1 ⊗ IT1C
)(n−1∏
i=1
I
Ci+1
D ⊗ Vi ⊗ IC2\Ci+1A
)
(
UCnΦ ⊗ IC2\Cn+1A
)(
|Ω〉Cn+1B ⊗ IC2A
)
, (50)
which is obtained from Eq. (49) by looping the output on FTiC to the input
on FTiB for i ≤ n, inputting the vacuum state |Ω〉 on the sub-wire FCn+1B
and projecting the sub-wire FCn+1C on the vacuum state— the input |Ω〉Cn+1B
and projection on |Ω〉Cn+1C ensure that all operators {UC1Ψn}∞n=1 have the same
input and output Hilbert spaces. This is depicted in Figure 16, which is a
reproduction of Figure 13b along with the extra projections on |Ω〉Cn+1C and
vacuum inputs |Ω〉Cn+1B , that had been omitted for simplicity. Let UC1Ψ be
the limit operator as more of the wire C is looped back to the input B, i.e.,
UC1Ψ := limn→∞U
C1
Ψn
.
And define the map ΨC1 : T(FC2A )→ T(FC1D ) by
ΨC1(ρ) := trQ1C1
(
UC1Ψ ρ
(
UC1Ψ
)†)
, (51)
where trQ1C1 traces out the ancilla register Q1 as well as the sub-wire with
Hilbert space FT1C . The main proposition that we prove in this section is
that the map ΨC1 defined above is the map one obtains by applying the
definition of a loop (Definition 6.3) to ΦC1 .
Proposition E.2. The Choi-Jamio lkowski representation of the map ΨC1
from Eq. (51) is given by Eq. (31). Furthermore, the terms in Eq. (31) are
absolutely convergent, and if ΦC1 is CPTP, then so is ΨC1.
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|Ω〉Cn+1B
FCn+1A
FTnA
FT3A
FT2A
|Ω〉Cn+1C
FCnD
FTn−1D
FT2D
FT1D
HQ1
FT1C
UCnΦ
PΩC
Vn−1
V2
V1
UCΨn
HQn
FTnC HQn−1
FTn−1C HQ3
FT3C HQ2
FT2C
FCn+1C
Figure 16 – The outputs on C in positions Ti for i ≤ n are looped back to
the inputs on B. The outputs on C for i > n are projected on the vacuum
state— PΩC denotes this projector—and a vacuum state is input on B in the
corresponding positions.
We prove this proposition with the help of two lemmas. The first simply
states that the operators UC1Ψn converge.
Lemma E.3. Let the operators UC1Ψn be defined as above. Then the limit
operator UC1Ψ = limn→∞U
C1
Ψn
exists. Furthermore, if UC1Φ is an isometry,
then so is UC1Ψ .
Proof. We prove the case in which UC1Φ is an isometry. The case of a linear
operator UC1Φ that is not an isometry follows by writing it as an isometry
followed by a projection.
Let {bji}i be a basis of FTjC and let Ωn be shorthand for the vacuum state
|Ω〉CnC . We build a basis for FC1C consisting of states that have a vacuum as
prefix, i.e., all states of the form ci = Ω
n⊗⊗n−1j=1 bjij , where bjij is a basis state
of FTjC and n ∈ N. Any state ϕ ∈ FC1C can thus be written as ϕ =
∑
i αici
for some coefficients αi ∈ C. For a normalized state ϕ ∈ FC1C and any ε > 0
one can always find a finite set of basis states indexed by i ∈ S such that∑
i∈S |αi|2 ≥ 1 − ε. Let n0 be such that for all i ∈ S, ci = Ωni ⊗ c′i with
ni ≤ n0. This means that ϕ = Ωn0 ⊗ϕn0−1+ϕ′, where ϕn0−1 ∈
⊗n0−1
j=1 FTjC
and ‖ϕ′‖2 ≤ ε.
We fix ε > 0 and ψ ∈ FC2A . To prove that the operators UC1Ψn converge,
we will show that there exists an n0 such that for any n,m ≥ n0,∥∥∥UC1Ψnψ − UC1Ψmψ∥∥∥ ≤ √ε .
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Let ϕ := UC1Φ (ψA ⊗ |Ω〉C2B ) ∈ FC1CD and let n0 ∈ N be such that ϕ = Ωn0 ⊗
ϕn0−1 + ϕ′, where ϕn0−1 ∈
⊗n0−1
j=1 FTjC ⊗ FC1D and ‖ϕ′‖2 ≤ ε. Let n ≥ m ≥
n0. The decompositions of U
C1
Ψn
and UC1Ψm into sequences of operators as in
Figure 16 both start with UCnΦ and finish with the sequence Vm−1 to V1. They
differ only in their behavior on the positions Cm \ Cn. Here, UC1Ψn consists
in the sequence Vn−1 to Vm that are applied to the values on the A and C
wires as well as the internal memory with Hilbert spaces HQi , whereas the
sequence decomposition of the operator UC1Ψm additionally contains projectors
on the vacuum state and the operators Vi, i ∈ {m, . . . , n−1}, are only applied
to input states that have a vacuum on the B wire. Because these are linear
operators we have UC1Ψmψ = Ω
m+1 ⊗ ϕm and UC1Ψnψ = Ωm+1 ⊗ ϕm + ϕ′. And
because m ≥ n0, ϕm must have weight ‖ϕm‖2 ≥ 1 − ε, hence ‖ϕ′‖2 ≤ ε.
Putting this together we get∥∥∥UC1Ψnψ − UC1Ψmψ∥∥∥ = ∥∥Ωm+1 ⊗ ϕm + ϕ′ − Ωm+1 ⊗ ϕm∥∥
=
∥∥ϕ′∥∥ ≤ √ε .
It is immediate that the limit operator UC1Ψ is an isometry, since for
any ψ with ‖ψ‖ = 1 and any ε there exists n0 such that for any n ≥ n0,
‖UC1Ψnψ‖ ≥ 1− ε.
We now need to relate the maps ΨC1n which have the Stinespring repre-
sentations UC1Ψn to their Choi-Jamio lkowski representations. In the following
lemma we do this first for a map Φ : T(HAB) → T(HCD) for which the
output on C does not depend on the input on B. This special case was
illustrated in Figure 12, where UΦ is depicted on the left and the resulting
system after connecting C to B is drawn on the right.
Lemma E.4. Let Φ : T(HAB)→ T(HCD) be a CP map with a Stinespring
representation given by
UΦ = (IC ⊗ V )(UΨ ⊗ IB) ,
where UΨ : T(HA) → T(HCQ) and V : T(HQB) → T(HDR). Let {|kC〉}k
and {|ℓC〉}ℓ be any orthonormal bases of HC and let {|kB〉}k and {|ℓB〉}ℓ
denote the corresponding bases of HB, i.e., for all k and ℓ, |kC〉 ∼= |kB〉 and
|ℓC〉 ∼= |ℓB〉. The map Φ′ : T(HA)→ T(HD) obtained by plugging C into B
has Choi-Jamio lkowski representation
RΦ′(ψD ⊗ ψA;ϕD ⊗ ϕA) =∑
k,ℓ
RΦ(kC ⊗ ψD ⊗ ψA ⊗ k¯B ; ℓC ⊗ ϕD ⊗ ϕA ⊗ ℓ¯B) , (52)
where |k¯B〉 =
∑∞
i=1 |i〉〈i|k〉 for the basis {|iB〉}i of HB used in the Choi-
Jamio lkowski representation of Φ. Furthermore, the terms in this sum are
absolutely convergent.
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Proof. Define Ψ¯ : T(HAB)→ T(HCQB) and Γ¯ : T(HCQB)→ T(HCD) as
Ψ¯(ρ) = (UΨ ⊗ IB)ρ
(
U †Ψ ⊗ IB
)
,
Γ¯(ρ) = trR
[
(IC ⊗ V )ρ
(
IC ⊗ V †
)]
,
and Ψ¯′ : T(HA)→ T(HCQ) and Γ¯′ : T(HQB)→ T(HD) as
Ψ¯′(ρ) = UΨρU
†
Ψ,
Γ¯′(ρ) = trR
(
V ρV †
)
.
Then Φ = Γ¯ ◦ Ψ¯ and Φ′ = Γ¯′ ◦ Ψ¯′. Writing up the Choi-Jamio lkowski
representations of these two maps we get for any basis {|iQ〉}i of Q,
RΦ(kC ⊗ ψD ⊗ ψA ⊗ k¯B ; ℓC ⊗ ϕD ⊗ ϕA ⊗ ℓ¯B)
= 〈kC , ψD|Γ¯
(
Ψ¯
(∣∣ψ¯A, kB〉〈ϕ¯A, ℓB |))|ℓC , ϕD〉
=
∑
e,h,i,j,m,n
〈kC , ψD|Γ¯(|eC , iQ,mB〉〈hC , jQ, nB |)|ℓC , ϕD〉
〈eC , iQ,mB|Ψ¯
(∣∣ψ¯A, kB〉〈ϕ¯A, ℓB |)|hC , jQ, nB〉
=
∑
i,j
〈kC , ψD|Γ¯(|kC , iQ, kB〉〈ℓC , jQ, ℓB |)|ℓC , ϕD〉
〈kC , iQ, kB |Ψ¯
(∣∣ψ¯A, kB〉〈ϕ¯A, ℓB |)|ℓC , jQ, kB〉
=
∑
i,j
〈ψD|Γ¯′(|iQ, kB〉〈jQ, ℓB |)|ϕD〉〈kC , iQ|Ψ¯′
(∣∣ψ¯A〉〈ϕ¯A|)|ℓC , jQ〉 ,
where we have used that Ψ¯ and Γ¯ perform identity on B and C, respectively.
And for Φ′ we obtain.
RΦ′(ψD ⊗ ψA;ϕD ⊗ ϕA)
= 〈ψD|Γ¯′
(
Ψ¯′
(∣∣ψ¯A〉〈ϕ¯A|))|ϕD〉
=
∑
i,j,k,ℓ
〈ψD|Γ¯′(|iQ, kB〉〈jQ, ℓB |)|ϕD〉〈kC , iQ|Ψ¯′
(∣∣ψ¯A〉〈ϕ¯A|)|ℓC , jQ〉
=
∑
k,ℓ
RΦ(kC ⊗ ψD ⊗ ψA ⊗ k¯B ; ℓC ⊗ ϕD ⊗ ϕA ⊗ ℓ¯B) .
Note that this holds for any orthonormal bases {|kC 〉}k and {|ℓC〉}ℓ of
HC . Hence the order in the sum is irrelevant and the terms are absolutely
convergent.
With these two lemmas, we can now prove Proposition E.2. We first
use Lemma E.4 to show that the Choi-Jamio lkowski representation of the
system after the loop, namely ΨC , is given by Eq. (31). Since in Lemma E.3
we prove that the limit operator UCΨ is an isometry, then Ψ
C must be CPTP.
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Proof of Proposition E.2. Let RC1Φ (·; ·) be the Choi-Jamio lkowski represen-
tation of ΦC1 . We derive the Choi-Jamio lkowski representation of ΨC1n by
repeating n times the proof from Lemma E.4, i.e., connecting FT1C to FT1B ,
FT2C to FT2B , etc. This yields
RC1Ψn(ψD ⊗ ψA;ϕD ⊗ ϕA) =
=
∑
k,ℓ
RC1Φ
(
Ω
Cn+1
C ⊗ kC ⊗ ψD ⊗ ψA ⊗ Ω¯Cn+1B ⊗ k¯B ;
Ω
Cn+1
C ⊗ ℓC ⊗ ϕD ⊗ ϕA ⊗ Ω¯Cn+1B ⊗ ℓ¯B
)
,
where {kC}k and {ℓC}ℓ are bases of
⊗n
i=1FTiC = FC1\Cn+1C . As in Lemma E.4,
the order of the summation is not relevant and so the terms are absolutely
convergent. Using the fact that
⋃∞
i=1 Ti = C1, we immediately get the limit-
ing case,
RC1Ψ (ψD ⊗ ψA;ϕD ⊗ ϕA)
= lim
n→∞R
C1
Ψn
(ψD ⊗ ψA;ϕD ⊗ ϕA)
=
∑
k,ℓ
RC1Φ
(
kC ⊗ ψD ⊗ ψA ⊗ k¯B ; ℓC ⊗ ϕD ⊗ ϕA ⊗ ℓ¯B
)
,
where {kC}k and {ℓC}k are bases of FC1C , and as above, the terms are abso-
lutely convergent. Finally, from Lemma E.3 we know that UC1Ψ is an isometry
if UC1Φ is an isometry, hence Ψ
C1 is CPTP if ΦC1 is CPTP.
F Alternative distinguishers
In this section we consider two changes that could be made to the notion of
distinguishers and the corresponding pseudo-metric introduced in Section 7.
In Appendix F.1 we define distinguishers as subnormalized causal boxes: in-
stead of a normalized system which outputs either 0 or 1, we consider the
subnormalized system resulting from conditioning the output on 0. This re-
sults in a simplification of the pseudo-metric definition. The second change
discussed in Appendix F.2 consists in removing the constraint that a distin-
guisher D terminates at a fixed point tD. Instead we consider a possibly
infinite sequence of bounded cuts C1 ⊆ C2 ⊆ · · · , and define the distin-
guisher’s output to be the limit value of the output on Ci as i → ∞. We
then prove that the resulting pseudo-metric is equivalent to the one from
Section 7.
F.1 Subnormalized distinguishers
Let Dˆ = {Dˆ} be a set of distinguishers. Since by construction we define
the output value of a distinguisher Dˆ to be computed at some point t
Dˆ
, the
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behavior of Dˆ on all points p  t
Dˆ
is irrelevant, and one can assume that Dˆ
is entirely described by the map Dˆ≤tDˆ . For any C ∈ C(T ) one can take
Dˆ
C(ρ) := trT \C
(
Dˆ
≤t
Dˆ(ρ)⊗ |Ω〉〈Ω|T \T
≤t
Dˆ
)
. (53)
Given such a set Dˆ = {Dˆi}i, we define a set of subnormalized distin-
guishers D = {Di}i by projecting the output of the distinguisher Dˆi on the
vacuum state |Ω〉. Like for Dˆi, each Di is entirely described by a subnor-
malized map D≤tDi , where tD = tDˆ. Using the construction from Eq. (53),
any subnormalized map D≤tD = id≤tD ⊗(D′)≤tD such that (D′)≤tD satisfies
causality is a valid subnormalized distinguisher.
Connecting a subnormalized (m,n)-distinguisher D to an (m,n)-causal
boxes Φ results in a system DΦ = {DCΦC}C∈C(T ) that has no output or input
wires. It is thus a set of numbers, where D≤tDΦ≤tD ∈ [0, 1] corresponds to
the probability of Dˆ outputting a vacuum state, i.e.,
D
≤tDΦ≤tD = Pr
[
Dˆ[Φ] = 0
]
.
Using the natural representation introduced in Remark 6.4, this probability
may be written as a trace, namely
D
≤tDΦ≤tD = tr
(
K≤tD
DΦ
)
,
where K≤tD
DΦ is the natural representation of SWAPDΦ ◦
(
D
≤tD ⊗ Φ≤tD),
where SWAPDΦ permutes the output wires so that they are aligned with
the corresponding input wires and get connected by the trace operator tr.
The statistical distance between binary random variables may be written
in terms of one of the outcomes:
1
2
∑
x∈{0,1}
∣∣∣Pr[Dˆ[Φ] = x]− Pr[Dˆ[Ψ] = x]∣∣∣
=
∣∣∣Pr[Dˆ[Φ] = 0]− Pr[Dˆ[Ψ] = 0]∣∣∣ .
Hence the distinguisher pseudo-metric from Definition 7.2 may equivalently
be written as
dD(Φ,Ψ) = sup
D∈D
∣∣∣tr(K≤tD
DΦ
)
− tr
(
K≤tD
DΨ
)∣∣∣ ,
where tD is the position at which the output value of D is computed.
Putting this together we get an alternative definition of the distance
between causal boxes which is equivalent to Definition 7.2.
Definition F.1 (Distance). Let D = {D} be a set of subnormalized distin-
guishers as described above. Let Φ and Ψ be two (m,n)-causal boxes. The
distance between Φ and Ψ with respect to D is given by
dD(Φ,Ψ) := sup
D∈D
∣∣∣tr(K≤tD
DΦ
)
− tr
(
K≤tD
DΨ
)∣∣∣ .
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F.2 The distinguishing limit
In Section 7 we only consider the output of a distinguisher D up to some
point tD ∈ T . In this section we consider an alternative definition of a
distinguisher that is not constrained in such a way. Instead, we consider
the output on a totally ordered (possibly infinite) sequence of bounded cuts
{Ci}i∈I . The output of the distinguisher is then taken to be the limit value
as the sequence progresses. For example, if the set T is totally ordered, then
one can choose I = T and Ci = T ≤i.
Definition F.2 (Limit distinguisher). Let I be a totally ordered set with
∞ := supI and let {Ci}i∈I be a sequence of bounded cuts such that i ≤
j =⇒ Ci ⊆ Cj . A (m,n)-limit distinguisher D = {idC ⊗ DˆC}C∈C(T ) consists
of a (nˆ, mˆ)-causal box Dˆ = {DˆC}C∈C(T ) withm+1−mˆ = n−nˆ, a sequence of
bounded cuts {Ci}i∈I as described above, and a specification of how the dis-
tinguisher is connected to an (m,n)-dimensional system— i.e., which input
and output sub-wires are connected to Dˆ and which are directly connected
by a loop. For an (m,n)-distinguisher D and an (m,n)-causal box Φ, let DΦ
denote the causal box with no input wire and a 1-dimensional output wire
resulting from connecting the systems as specified. We define DC [ΦC ] to be
the binary random variable on {0, 1} obtained by projecting the output of
DΦ within C on P C0 = |Ω〉〈Ω|C and P C1 = IC − |Ω〉〈Ω|C . D[Φ] is then defined
as the limit over {Ci} as i→∞, namely
Pr[D[Φ] = x] := lim
i→∞
Pr
[
D
Ci [ΦCi ] = x
]
,
which we also write D[Φ] = limi→∞DCi [ΦCi ].
Note that this limit is always well-defined, because for any i < j,
Pr
[
D
Ci [ΦCi ] = 0
] ≥ Pr[DCj [ΦCj ] = 0]
and
Pr
[
D
Ci [ΦCi ] = 1
] ≤ Pr[DCj [ΦCj ] = 1] ,
but both are bounded, by 0 and 1, respectively.
The sequence of bounded cuts {Ci}i∈I is essential in Definition F.2. An
output at two points t and t′ that have no common future— i.e., ∄t0 such
that t0 ≥ t and t0 ≥ t′— is not necessarily well-defined on both points
simultaneously. This sequence then tells us which is the relevant point.
Since different distinguishers might use different cuts {Ci}i∈I , the entire set
T is still covered by considering the supremum over sets of distinguishers.
Definition F.3 (Limit distance). Given a set of (m,n)-limit distinguishers
D, the limit distance between two (m,n)-causal boxes Φ and Ψ is defined as
dD(Φ,Ψ) := sup
D∈D
δ(D[Φ],D[Ψ]),
59
where δ(·, ·) is the statistical or total variation distance.
As in Section 7 one can show that this distance is a pseudo-metric. It is
also a metric if D is the set of all distinguishers. One can also rewrite the
definition using subnormalized boxes as in Appendix F.1. We do not write
up these proofs, since they are nearly identical to the case of distinguishers
from Definition 7.1.
Since a distinguisherD that takes a decision before some point tD is a spe-
cial case of a limit distinguisher with a single cut C1 = T ≤tD , Definition F.3
is more general than Definition 7.2. We now show that the converse also
holds: we prove that for any set of limit distinguishers D we can find a
set of distinguishers E that is at least as good at distinguishing any pair of
boxes. For i ∈ I and a limit distinguisher D (satisfying Definition F.2), we
define a distinguisher Di (satisfying Definition 7.1) as follows. Di behaves
identically to D within Ci, but ignores all inputs and produces no outputs
out of Ci, i.e., Di is defined by the map DCi . The output of Di is then
computed on T ≤ti for any ti ∈ T such that Ci ⊆ T ≤ti .
Let D be any set of distinguishers, and let
E = {Di : D ∈ D, i ∈ I}
be the set obtained as described above. We now prove that E is at least as
good as D at distinguishing causal boxes.
Lemma F.4. Let D and E be defined as above. Then for any Φ and Ψ,
dD(Φ,Ψ) ≤ dE(Φ,Ψ).
Proof. For any D ∈ D one has
δ(D[Φ],D[Ψ]) = lim
i→∞
δ(DCi [ΦCi ],DCi [ΨCi ])
≤ sup
i
δ(DCi [ΦCi ],DCi [ΨCi ])
= sup
i
δ(Di[Φ],Di[Ψ]) ,
and therefore
dD(Φ,Ψ) = sup
D
δ(D[Φ],D[Ψ])
≤ sup
D,i
δ(Di[Φ],Di[Ψ])
= dE(Φ,Ψ) .
Remark F.5. We get equality in Lemma F.4 if E ⊆ D, i.e., if for every D ∈ D,
the same distinguisher truncated at Ci is also in D.
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G Technical lemmas
Parallel composition of causality functions. In Proposition 6.2 we
prove that the parallel composition of two causal boxes is a new valid box.
To do this, we define the causality function for the new box as the union of
the causality functions of both components. We prove in Lemma G.1 that
this results in a valid causality function.
Lemma G.1. Let χ1 and χ2 be two causality functions for some partially
ordered set T . Then the function defined as χnew(C) := χ1(C)∪χ2(C) is also
a causality function.
Proof. We need to prove that the four conditions from Definition 4.3 hold.
Eq. (15) follows because
χnew(C ∪ D) = χ1(C ∪ D) ∪ χ2(C ∪ D)
= χ1(C) ∪ χ1(D) ∪ χ2(C) ∪ χ2(D)
= χnew(C) ∪ χnew(D) .
Eq. (16) is satisfied because if C ⊆ D, then
χnew(C) = χ1(C) ∪ χ2(C)
⊆ χ1(D) ∪ χ2(D)
= χnew(D) .
Since χ1(C) ( C and χ2(C) ( C, we have that χnew(C) ⊆ C. To prove
that Eq. (17) is satisfied, it remains to show that χnew(C) 6= C. This follows
immediately if Eq. (18) holds for χnew, since otherwise for all n, χ
n
new(C) = C
and we therefore have t ∈ χnnew(C) for all n.
Hence it remains to prove that Eq. (18) is satisfied, i.e., we need to
show that for every C ∈ C(T ) and t ∈ C, there exists an n ∈ N such that
t /∈ χnnew(C). Since χ1 and χ2 are valid causality functions, we know that
there exists an n1 such that t /∈ χn11 (C) and an n2 such that t /∈ χn22 (C).
We now prove that t /∈ χn1+n2new (C). For s ∈ {1, 2}n we define χs(C) :=
χs1 ◦ · · · ◦ χsn(C). From Eq. (15) it follows that χnnew(C) =
⋃
s∈{1,2}n χs(C).
Furthermore, combining Eqs. (16) and (17) we find that χ′ ◦ χ ◦ χ′(C) ⊆
χ ◦ χ′(C) ⊆ χ(C). Thus, if at least k bits of s take the value 1 (2), then
χs(C) ⊆ χk1(C) (χs(C) ⊆ χk1(C)). So t /∈ χn1+n2new (C).
Commuting limits. Swapping the order in which two loops are applied
to a quantum box corresponds to swapping the order of the limits implicit
in Eq. (31). We give here a simple condition that allows the order of the
limits to be swapped, which is sufficient to prove in Lemma 6.10 that loops
commute. We define the double limit as
lim
m,n→∞ amn = L
:⇐⇒ ∀ε > 0,∃N ∈ N,∀m,n ≥ N, |amn − L| < ε .
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Lemma G.2. Let amn be a sequence of complex numbers indexed by m,n ∈
N. If
lim
m→∞ limn→∞ amn and limm,n→∞ amn
both exist, then they converge to the same value.
Proof. Let limm,n→∞ amn = L and limn→∞ amn = Lm. We want to prove
that limm→∞ Lm = L. Fix ε > 0 and let M be such that ∀m,n ≥ M ,
|amn − L| < ε. For any m ≥M , pick Nm ≥M such that |amNm − Lm| < ε.
Hence, there exists M such that for any m ≥M
|Lm − L| ≤ |Lm − amNm |+ |amNm − L| < 2ε .
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