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Abstract
It has become increasingly popular to study animal behaviors with the assistance of video record­
ings. The traditional way to do this is to first videotape the animal for a period of time, and then a 
human observer watches the video and records the behaviors of the animal manually. This is a time 
and labor consuming process. Moreover, the observation results vary between different observers. 
Thus it would be a great help if the behaviors could be accurately derived from an automated video 
processing and behavior analysis system. We are interested in developing techniques that will facil­
itate such a system for studying animal behaviors.
The video based behavior analysis systems can be decomposed into four major problems: behav­
ior modeling, feature extraction from video sequences, basic behavior unit discovery and complex 
behavior recognition. The recognition of basic and complex behaviors involves behavior definition, 
characterization and modeling. In the literature, there exist various techniques that partially address 
these problems for applications involving human motions and vehicle surveillance.
We propose a system approach to tackle these problems for animals. We first propose a behavior 
modeling framework, and a behavior model consisting of four levels: physical, physiological, con­
textual, and conceptual. We propose to explore information-based feature extraction and dimension 
reduction techniques, such as mutual information. Basic behavior units (BBUs) are determined 
from these features using the affinity graph method. A maximum likelihood approach to choose 
optimal parameters, such as affinity measures, and feature subsequence window size. Furthermore, 
we formulate a hierarchical approach and Hidden Markov Model (HMM) approaches, incorporated 
with our behavior models to recognize complex behaviors in laboratory animals.
1 Introduction
1.1 Motivation
As a specific problem, consider the study of the genetics of certain diseases. In one instance, this 
requires the determination of time the lab mouse spends grooming itself, as shown in Figure 1 
The traditional way to do this is to first videotape the mouse for a period of time, and then an 
observer watches the video and records the behaviors of the mouse manually. This is a time and 
labor consuming process. Moreover, the observation results vary between different observers. Thus 
it would be a great help if the behaviors could be accurately derived from an automated video 
processing and behavior analysis system.
Figure 1: Mouse in a cage.
In fact, live subject behavior study has become a very important research area, in which the behavior 
of various animals or humans is studied for many different purposes. In the context of an animal, 
the behaviors may include movements (motion), posture, gestures, facial expressions, etc. Animal 
behavior study originates from areas including biology, physiology, psychology, neuroscience and 
pharmacology, toxicology, entomology, animal welfare, and so on. The animals mostly studied 
are mice, rats or rodents, and other animals including ants, poultry, pigs and the like. There are 
many reasons for studying human behavior, such as smart surveillance, virtual reality, advanced 
user interfaces, and human motion analysis.
It has become increasingly popular to study behavior with the help of video recordings, since video 
recordings can easily gather information about many aspects of the situation in which humans or
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animals interact with each other or with the environment. Also, the video recordings make offline 
research possible.
Several animal vision tracking and behavior analysis systems are commercially available. Etho- 
vision from Noldus Company[501 is a comprehensive video tracking, analysis and visualization 
system for automatic recording of activity, movement and social interaction of various kinds of 
animals in an enclosure. It provides a range of features for video tracking and data analysis, and al­
lows for automation of many behavioral tests. It uses color to distinguish animals from background 
and to analyze behavior patterns based on movement paths. However, for behaviors as complex as 
grooming, the user can only label it interactively. The SMART system from San Diego Instruments
[1] is an animal video tracking and analysis system for behavioral tests (mazes), whose analysis is 
mostly based on an animal’s path. The Home Cage and Open Field Video Tracking Systems from 
Med Associates, Inc. [2] focus on simple ambulatory and stereotypical (partial-body movement) be­
haviors for mice and rats. The Video Tracking System from Qubit Systems, Inc. [31 operates on the 
concept of contrast and tracks an animal’s trajectory. The Trackit system from Biobserve Company 
[4] tracks the animal position and orientation in 2D and 3D for flying insects, which in turn controls 
the pan-tilt camera to get close-up images. The Peak Motus System from Vicon Peak Company [51 
tracks human, animal and other objects automatically with markers or based on contrast. The Big 
Brother System from Actimetrics Company [61 tracks the path of the animal under study, which is 
the basis for further analysis.
These available systems have a high level of interactivity and flexibility. But in these systems, there 
are several major limitations to fully automatic tracking and analysis. 1) They usually employ sim­
ple image processing techniques, e.g., thresholding and background subtraction (based on obvious 
contrast color, or markers), to identify and track animals. 2) Usually only the animal position, or 
in other words, the movement trajectory is used for behavior pattern analysis. 3) Only very simple 
behaviors (e.g., moving, resting, etc.) can be automatically detected and analyzed. 4) No behavior 
modeling is incorporated in these systems.
The purpose of this research is to perform the automatic video based behavior analysis in a more 
systematic way. We formulate the problems of this task in a four-module framework, and incorpo­
rate behavior modeling in tracking and analyzing complex behaviors and patterns.
1.2 Problems To Solve
We propose a video-based automated behavior analysis system comprised of four modules: behavior 
modeling, feature extraction, basic behavior unit (BBU) discovery and complex behavior analysis, 
as shown in Fig 2.
Behavior modeling. This is an essential step in the automated behavior analysis system. It inter­
acts with the other three modules. First, for a specific system, we usually have in mind the kind of 
behavior in which we are interested. Take the mouse-in-cage scenario as an example, where we are
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Figure 2: Work-flow for Video Based Behavior Analysis.
interested in finding the periods of the mouse resting, exploring, grooming, and eating, etc. Second, 
we need to define, characterize (represent), and model these behaviors in terms of three factors: 
physical (spatiotemporal) features; the relationship between these behaviors; and the relationship 
between the animal and its environment. These behaviors can then drive the task of feature extrac­
tion for basic and complex behaviors (or behavior pattern) recognition, which may in turn help the 
interpretation of behaviors. Third, another important component in this block is the internal model 
driving the behaviors of an animal.
The behavior representation and description is inherently hierarchical. The lowest level is the spa­
tiotemporal image sequence features. The next level is the basic behavior units (BBUs) defined in 
terms of certain spatiotemporal image features. Then the complex behaviors are represented as a 
set of BBUs with certain constraints. From this level up, it may corresponds to the natural language 
level, i.e., a sentence consisting of BBUs and complex behaviors. Since at the natural language 
level, it opens up another whole research area, in this research we concentrate on the process m ap­
ping from lower level to a higher level description, up to the level of complex behaviors.
Feature extraction. To be able to distinguish behaviors, we need to be able to extract sufficient spa­
tiotemporal physical features of the object from video sequences that represent different behaviors. 
The features may include: the object’s position, posture, speed, contour or region pixels, dynamics, 
motion patterns, etc. We may also need to extract features of the environment. This process usually 
requires the ability to detect and track objects from video sequences. Tn case of a high-dimensional 
feature set, feature selection or dimension reduction may be necessary, to reduce computation time.
Discovery of basic behavior units (BBUs), or behavioral segmentation. BBUs are the behavior 
primitives and higher level analysis will be carried out in terms of these. A BBU can be defined as 
an activity that remains consistent within a period of time, and that can be represented by a set of 
spatiotemporal features. This step is based upon successful feature extraction. For the mouse-in-
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cage example, the BBUs of a mouse in a cage can be resting, exploring, eating, etc. The process 
of BBU extraction involves mapping the extracted physical features to distinctive behavior units, 
hence classifying subsequences of the video frames into a sequence of BBUs.
Recognition of complex behaviors. A complex behavior consists of one or multiple BBUs with 
spatial or temporal relationship between them or between BBUs and environment. It is a higher 
level in the behavioral hierarchy. Once basic behaviors are discovered, complex behaviors can be 
constructed and analyzed based upon the relationship between basic behaviors, the interactions with 
the environment, and with other objects. For example, we may find out whether the mouse always 
grooms after eating, or whether it always rests in the same location, or we may detect the influence 
of environment change to the animal, etc. We can determine the patterns of the animal’s behavior, 
and thus interpret the causes of this behavior, given that a complete behavior sequence has been 
successfully recovered. This step may also help discover anomalous behaviors. If there is sudden 
change of pattern, then we can tell when the anomaly happens, or when the environment changes.
These four blocks are closely related to each other. In the diagram, the dotted arrows pointing to the 
behavior modeling module indicate the influence of the other three modules. The behavior model 
characterizes and represents the behavior in terms of physical features, which are then extracted in 
the feature extraction block. On the other hand, the features defined in the behavior model block 
are subject to changes and updates based upon the video quality, the reliability of the features, and 
the capability to distinguish behaviors. The detectable features may vary from video to video, and 
may be effective for one behavior but not for another, thus, the behaviors may need to be defined 
and characterized in different feature sets. The BBUs are directly defined in the behavior model 
block, and detection is based upon the extracted features from the video sequence. The BBU detec­
tion efficiency directly affects the behavior characterization and may initiate the request for feature 
selection or fusion. The complex behaviors interact with the behavior modeling block in a similar 
fashion. It depends on the efficiency of BBU detection and the accuracy of the behavior models de­
fined (in different levels, such as physiological, contextual, and conceptual) in the behavior model 
block.
1.3 Applications
This study has many potential applications across a number of fields. The proposed four-module 
framework can be readily extended to different live animals or humans, with specific behavior mod­
els being built for specific objects and behaviors of interest. Automatic lab animal behavior analysis 
is the first important target, which will benefit ethology, medicine, and medical experiments. Human 
behavior analysis, such as office activity, consumer shopping behaviors, monitoring of children, el­
derly or sick people, public behaviors, crowd behaviors, etc. are other areas receiving more and 
more research attention. Automatic sport games analysis, say soccer, basketball, and so on, may be 
another application that will benefit from this study.
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2 Related Work
In this section, we review the literature related to our approach to the topics mentioned in the work­
flow of Section 1.
2.1 Behavior Modeling
In the diagram of Figure 2, the behavior modeling block includes behavior definition, characteriza­
tion, and modeling. Here we review the internal models that drive the generation of behaviors.
Behavior modeling can be found from natural physical systems, to live organisms behavior study, 
life-like character animation, robot motion control, and automated behavior analysis from video 
sequences. The study of the behavior of natural systems is the basic undertaking of science, and the 
general goal is to produce a description that not only explains what happens, but that can be used 
to predict future events. For example, a description of the change in height of an object dropped 
from the top of a building might be derived from Newton’s laws and given as a function of height 
versus time. The behavior in this case is the change in position, and the resulting equation models 
this behavior. Such a model can be put to a variety of uses; e.g.:
• explain behavior: determine time or velocity of impact,
• predict behavior: given a desired time of impact, determine the necessary initial height and 
velocity, or
• characterize behavior: given a trajectory, determine if the object obeys the model.
The variables of such models are usually physical quantities that can be measured by well-defined 
instruments. The result of such measurements is called raw experimental data.
A similar approach may be taken in the study of living organisms as in ethology [15, 18, 29, 23, 27, 
33, 34,43,44,63]. Here the situation is more complicated because behavior is mediated not only by 
physical laws, but also by physiological conditions, internal drives and environmental context. Also 
complicating the issue is the interplay between success and survival at the individual and species 
levels.
In addition, the description of animal behavior may be couched in special variables defined by the 
investigator and discerned through the psychological processes of the human observer. For example, 
a gorilla may be watched to determine how often it displays affection for its young; a videotape of 
this would be raw experimental data, but a human produced log of affection events based on the 
video will be termed annotated behavior and serves as an explanation of the observed data. Such 
an explanation is mediated by and couched in terms of the conceptual model.
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In order to produce a life-like animation, it is necessary to produce both physically and psycholog­
ically correct behavior [55]. Models for animated characters require a body component and a mind 
component. The latter addresses goals, drives, beliefs, etc. A motion sequence generated by such a 
model will be called a generated behavior and is a predicted sequence of events.
The mobile robot research community also produces generated behaviors [13]. However, unlike the 
animation characters which exist only in an electronic world, physical robots exist in the real world. 
Thus, these behaviors also include a control aspect in terms of the robot acting in the physical world. 
(While it is true that an animated character interacts with its virtual world, this again involves gen­
erated behaviors, whereas the mobile robot gets physical feedback.) In the community of intelligent 
multiagent systems, researchers have tried to model the functional capabilities of the brain in per­
ception, cognition, and behavioral skills. The real-time control system (RCS) [9, 10], one of the 
cognitive architectures, consisting of a multi-layered multi-resolution hierarchy of computational 
agents each containing elements of sensory processing (SP), world modeling (WM), value judg­
ment (VJ), behavior generation (BG), and a knowledge database (KD). At the lower levels, these 
agents generate goal-seeking reactive behavior. At higher levels, they enable decision making, plan­
ning, and deliberative behavior.
Finally, the area which most interests us is automatic behavior analysis. Here the goal is to combine 
raw experimental data (usually video) with a behavior model and produce what we term interpreted 
behavior. This corresponds to annotated behavior except that one is produced by humans and the 
other by computation. Interpreted behavior thus also serves as an explanation of the observations in 
terms of the model.
In the literature surveyed, there are a few basic approaches to behavior modeling:
• State-space models [45].
• Computing models, including:
-  Automata (finite state machines, schema, agents, etc.)[34]
-  Grammatical methods (strings[34], T-patterns [42], etc.)
• Mathematical models (e.g., dynamic state variables [23, 43], game theory [27, 36], Bayesian 
approaches [24], utility theory [13], etc.)
• Sequential behavior models [24].
• Analog models (e.g., neurons, electrical circuits [13])
The State-Space model takes a motivational approach to behavior modeling: it takes into consid­
eration the internal and external causal factors to the behaviors, which include the physical and 
physiological factors. We base our model on this approach, and extend it to contextual and concep­
tual levels.
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The automata and grammatical models allow explicit recognition of hierarchy within behavior, 
which coincides with our idea of BBUs and complex behaviors. The sequential behavior models 
basically belong to the statistical analysis category, aiming to discover behavior patterns, equivalent 
to our formulation of behavior patterns.
The mathematical models such as dynamic state variable models, game theory, utility theory, and 
optimal control theory model the decision making process of an animal from an evolutionary stand­
point: the survival of the fittest-.- In these models, the animal always takes the optimal move ac­
cording to some optimization criterion, to enhance the fitness score-.- These models can also be 
considered as goal-directed behaviors. On the other hand, these theories can also be interpreted as 
determining the best set of parameters for a behavior model or to improve the global performance of 
the systems. Though these models would not be used in our approach directly, the ideas of optimal 
parameter determination is one important task in our four-block framework.
Numerous techniques have been developed to help build various aspects of a behavior model. Typ­
ically in the animal behavior literature, data is available in the form of observations, and it is 
necessary to determine the behavior units for the system being modeled, as well as the relations 
between the behavior units. The following statistical techniques have been demonstrated useful: 
(auto) correlation, pattern analysis, multivariate statistics (PCA, factor analysis), cluster analysis, 
multi-dimensional scaling and contingency tables [15, 24, 44]. These methods are mostly used in 
behavior classification and pattern analysis. One of the sequential analysis methods, the Hidden 
Markov Model (HMM) is used as our complex behavior model.
2.2 Feature Extraction
Feature extraction usually involves two processes: (1) object detection and tracking (so as to get the 
spatiotemporal features), and (2) feature selection or dimension reduction.
2.2.1 Detection and Tracking
We review the literature in two categories: animal video detection and tracking, and human motion 
tracking and analysis. Several simple techniques exists for detection and tracking of lab animals, as 
used in EthoVision [50]: grayscale or color information is used to identify the animals, and thresh­
olding is used for detection and tracking [50, 74]. Frame differencing and background subtraction 
is used in ant tracking in [16, 74]. Active shape models (ASM) are used in [65] to track and classify 
the posture of laboratory rodents. [31, 59] use simple image segmentation techniques for poultry 
tracking. Perner [53] uses object-oriented motion estimation techniques for tracking pigs. [21] uses 
face detection and tracking techniques to detect and track animal faces in wildlife videos.
Human motion analysis has received much more attention in the research communities. The fol-
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lowing survey papers give a good review of this subject: [7, 8, 22, 37, 47, 67], Besides the tech­
niques described for animal behavior analysis systems, more sophisticated methods have also been 
employed in human and other object detection and tracking, such as Kalman filters, the Conden­
sation Algorithm, Bayesian networks, model-based, kernel-based, feature-based, contour-based, 
and region-based tracking, spatiotemporal information based tracking, etc. Many advanced pattern 
recognition methods have been applied to the action and pose recognition problem, such as differ­
ent flavors of template matching techniques, correlation, hidden Markov models (HMMs), neural 
networks, principle components analysis (PCA), state-space approaches, etc. Recently, semantic 
descriptions of actions are becoming increasingly popular, which applies the grammatical concept 
of natural languages to vision systems.
The model-based method models the 2D or 3D appearance of the object, and tracks it through 
the video sequence. This applies well to rigid body detection and tracking, such as vehicles. For 
non-rigid objects like animals, whose body shape changes non-rigidly, the model based technique 
fails miserably. The kernel-based (mean-shift) technique is a robust video tracking technique, but 
it can only track the object in a specific form: either a box, or an ellipse. It is best for tracking the 
position of an object, but not able to track the orientation of the object. Feature-based techniques 
track objects based on features extracted from the video images, such as comers. Again the major 
tracking result is the object trajectory. Contour-based and region-based techniques try to track the 
object contour or silhouette. By tracking the contour, we are able to calculate several features, such 
as shape, posture, aspect ratio, etc. beyond the position information. Snakes (active contours), 
deformable models and level set methods are the major contour tracking techniques found in the 
literature. The implementation usually takes a level-set approach, which is topology change free.
In our application, we need not only the trajectory of the animal, but also postures, speed, motion, 
object contour, etc. Thus more features are needed to extract the BBUs. We adopt the level set 
framework to track the silhouettes of the animal in the video, utilizing the spatiotemporal informa­
tion, which will be introduced in the next section.
2.2.2 Feature Dimension Reduction
The image features, simple or complex, extracted either directly from video images or from detec­
tion and tracking results, may be high dimensional. Directly using high dimension data is computa­
tionally expensive, hence impractical. Thus dimension reduction is necessary.
The are two major categories of methods for dimensionality reduction: feature selection, and feature 
transformation. Feature selection methods keep only useful features, and feature transforms con­
struct new features out of the original variables. Most of the techniques focus on feature transforms.
The classical techniques for dimension reduction, Principle Components Analysis (PCA) and Multi­
dimensional Scaling (MDS) are simple to implement, efficiently computable, and guaranteed to 
discover the true structure of data lying on or near a linear subspace of the high-dimensional input
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space. Linear discriminant analysis (LDA), independent component analysis ( ICA), heteroscedastic 
discriminant analysis (HDA), and support-vector machines (SVM) has also been proposed for linear 
dimension reduction. Torkkola [64] developed a non-parametric method for learning discriminative 
feature transforms using mutual information as the criterion.
For input data with intrinsic non-linearity, Tenenbaum et al. [62] proposed the complete isomet­
ric feature mapping (Isomap) algorithm for non-linear dimensionality reduction, which efficiently 
computes a globally optimal solution. [40, 57] incorporated statistical methods and extended this 
algorithm to natural feature representation and place recognition.
We are using object region and contour pixels in each frame as one of the features, which is high 
dimensional. Hence we use the PCA technique to extract the major axis of the region and contour 
pixels, calculate the distribution along the principle axis, and use that as a representative feature.
2.3 Basic Behavior Discovery
Most of the techniques extract basic behaviors (or actions) directly based upon one or more features 
extracted (trajectory, motion, posture, etc.) from the detection and tracking results. Pattern recog­
nition techniques (template matching, clustering analysis) are used to classify the video sequence 
into actions or behavior units, as discussed in the survey papers [7, 8, 22, 37, 47, 67], These meth­
ods are effective in their specific applications. The idea is to utilize all the available distinguishing 
features to perform classification. Recently, new approaches based on data (or feature) variance or 
similarity analysis have been developed for discovering BBUs: PCA-related techniques, and affinity 
graph-based techniques.
PCA is a classical data analysis tool. It is designed to capture the variance in a dataset in terms 
of principle components, which is a set of variables that define a projection that encapsulates the 
maximum amount of variation in a dataset and is orthogonal (and therefore uncorrelated) to the pre­
vious principle component of the same dataset. This technique first calculates a covariance matrix 
from the data, then performs the singular value decomposition (SVD) to extract the eigenvalues and 
eigenvectors. The eigenvector corresponding to the largest eigenvalue is the principle component.
The affinity graph method is also an eigenvalue decomposition technique, or spectral clustering 
technique. It captures the degree of similarity between the data sequences. Different from the 
PCA technique, it computes an affinity matrix based upon an affinity measure (e.g., distance, color, 
texture, motion, etc.) instead of a covariance matrix. The eigenvectors extracted by SVD go through 
a thresholding step to segment out the first cluster. Then it goes on to process the next eigenvector 
to find the second cluster, and so on.
PCA-related techniques. Jenkins [39] employs a spatiotemporal nonlinear dimension reduction 
technique (PCA-based) to derive action and behavior primitives from motion capture data, for mod­
ularizing humanoid robot control. They first build spatiotemporal neighborhoods, then compute a
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matrix D of all pairs’ shortest distance paths, and finally perform PCA on the matrix D. Barbie 
et al. [17] propose three PCA-based approaches which cut on where the intrinsic dimensionality 
increases or the observed distribution of poses changes, to segment motion into distinct high-level 
behaviors (such as walking, running, punching, etc.).
Affinity graph method. The affinity graph method has mostly been applied in image segmentation, 
as summarized in [68]. Recently, this method has been applied to event detection in video [54, 72], 
Though not exactly the same approach, the concept of similarity matrix for classification is applied 
in gait recognition [19] and action recognition [28].
Different affinity measures have been proposed to construct the affinity matrix. In image segmen­
tation, distance, intensity, color, texture and motion have been used [32], In video-based event 
detection, as in [72], a statistical distance measure between video sequences is proposed based on 
spatiotemporal intensity gradients at multiple temporal scales. [54] uses a mixture of object-based 
and frame-based features, which consist of histograms of aspect ratio, slant, orientation, speed, 
color, size, etc., as generated by the video tracker. Multiple affinity matrices are constructed based 
on different features, and a weighted sum approach is utilized for constructing the final affinity 
matrix.
The most closely related methods to our work are [54] and [72], [72] constructs an affinity matrix 
from temporal subsequences using a single feature, while the former constructs the affinity matrices 
for each frame based upon weighted multiple features.
We are particularly interested in discovering animal behaviors from video sequences. We propose a 
framework for discovering basic behaviors from temporal sequences based on multiple spatiotem­
poral features. In our approach, we combine the advantages of the approaches from [54] and [72]:
1) We construct one affinity matrix based on a feature vector consisting of a set of weighted features. 
The combined features provide us with more information. 2) We construct the affinity matrix on 
a subsequence of the frame features (multiple-temporal scale), instead of on one frame. Thus we 
can encode the time trend feature into the problem, and capture the the characters of the temporal 
gradual changes. We also investigate the choice of affinity measures as well as the optimal length 
of the temporal subsequence.
2.4 Complex Behaviors and Behavior Pattern Analysis
The term complex behaviors, is also called complex events or scenarios in the video event min­
ing literature [12, 46, 48, 49], A BBU in our definition, corresponds to one type of event. The 
representation and analysis of complex behaviors or events follow a hierarchical structure.
State-based representations have been employed to represent temporal sequences or trajectories. 
The Hidden Markov Model (HMM) [26,41, 56] is a popular state-based model. Complex behaviors 
are decomposed into a number of states, and recognized by analyzing the transition probabilities.
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Variants of HMMs have been used for activity representation and recognition, such as entropic- 
HMMs [20], coupled-HMMs [51], and parametric-HMMs [71]. These approaches usually apply 
to low-level interpretations. In [30], HMM and data fusion are used to detect drowning behaviors 
in a swimming pool. Finite state machines is another state-based models, which has been used to 
represent a human’s state in an office environment [14].
In [48, 49], complex behavior is divided into two categories: single-thread composite events, and 
multiple-thread composite events. The former events correspond to a consecutive occurrence of 
multiple primitive events, while the latter is the composition of multiple single-thread events with 
some logical, temporal or spatial relations between them. They represent single-thread events using 
Bayesian networks, and multiple-thread events with finite-state machines (FSM).
Another popular approach is the grammatical method, where grammars and languages are used. The 
work of [38] recognizes visual activities and interactions by stochastic parsing. It employs a two- 
level event abstraction: HMMs are used to model simple events at the lower level and a stochastic 
context free grammar in the higher level. In [49], a language-based representation of events in video 
streams was developed.
A traditional artificial intelligence approach using interval temporal logic is proposed in [11]. In 
[58], the video sequence interpretation involves incremental recognition of states of the scene, events 
and scenarios, and the recognition problem is translated into a constraint-solving problem.
In [12], an explicit representation formalism for behavioral knowledge based on formal logic is 
presented that can be used in the tasks of understanding and creation of video sequences. The 
common sense knowledge is represented at various abstraction levels in a Situated Graph Tree 
(SGT).
The literature has shown that HMM and FSM are pretty good approach for complex behavior recog­
nition. The grammatical and temporal logic approaches have also been applied to small-scale prob­
lems. However, when the grammar and logic become very complex (as in the case of very complex 
activities), with a large vocabulary, the implementation of the systems may become prohibitively 
difficult. Hence here in our research, we take the HMM-flavored approach.
To summarize, the techniques mentioned above have mostly been applied to human motion or ve­
hicles, from an observer point of view; i.e., the observer breaks the observations into several states, 
and then the computer recognizes the complex behaviors from these observed states. As we are 
interested in animal behaviors, we take an object-centered approach, and combine the complex be­
havior analysis task with a behavior model that considers the influences of factors from physical, 
physiological, contextual, and conceptual levels. We explore the HMM approach, incorporated with 
our behavior models and spatiotemporal constraints.
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3 Goals and Proposed Work
The goal of this research is to develop algorithms corresponding to the four modules for automatic 
animal behavior analysis from video sequences shown in Figure 2. We first propose a behavior 
modeling framework and a model consisting of four levels to help analyze animal behaviors. Then 
we extend existing techniques and propose new methods for feature extraction, basic behavior unit 
determination, and complex behavior analysis. We apply these techniques to synthetic data and the 
real mouse-in-cage video. The following sections describe our goals and proposed work in detail. 
(Also, see [35])
3.1 Behavior Model
3.1.1 Goals and Proposed Work
Our goal is to construct an object-centered behavior model that will help with the analysis of behav­
ior from observed data. Here we propose a behavior modeling framework and a four-level animal 
behavior model.
3.1.2 Behavior Modeling Framework
To better understand the various manifestations of behavior and the emphases of different disci­
plines, we propose the general framework for scientific investigation shown in Figure 3. The world 
(Box 1) signifies the object of study which may be, for example, gravitational force, or the foraging 
behavior of army ants. Typically, direct access to the world is not possible and the world must be 
understood through observation and measurement (Box 2). Such observations may arise through 







Figure 3: General Framework for Scientific Ex- Figure 4: Computer Models Must Undergo Ver- 
planations. ification with Conceptual Model.
A model (Box 3) of the object of interest is developed based on measurements and observations of
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the object. Modeling and observation are highly coupled in that the observations provide desiderata 
for model creation, while the model itself informs the experimental framework for data acquisition. 
The model serves two major purposes; first, it should explain the observations; second, it should 
predict new phenomena. These explanations and predictions (Box 4) can be compared to the ob­
servations in order to validate the model. Finally, the model can provide guidelines to control the 
object of study; this can either be to define or improve observation conditions, or can be done with 
the goal of achieving a certain predicted result.
Another level of detail is required to distinguish computer models from other formal frameworks; 
this is shown in Figure 4. The conceptual model is converted to a computer model by program­
ming an implementation. To ensure the equivalence of the two models requires verification. This 
includes, understanding and eliminating algorithmic errors, numerical errors, coding errors, etc.
It is interesting to see that the various research domains of interest map directly onto this frame­
work. For example, an ethologist produces explanations of observed behavior based on the con­
ceptual model which provides descriptions of units of behavior. The production of behaviors for 
animated characters requires the generation of action sequences that are then validated against how 
realistically they capture real world behavior. Robot behaviors involve models of various aspects of 
the world, and thus usually have multiple components. For example, there may be a physical world 
component, a homeostasis, self-regulatory component (i.e., robot physiology), and a high-level con­
ceptual model. Each of these interacts with the others either by providing its own explanations and 
predictions as observations to the other components or by comparing explanations and predictions 
directly. Automatic behavior analysis produces an explanation of behavior which can only be val­
idated against the human explanation of the observed data; Figure 5 shows this situation in which 




Figure 5: Validation of Automatic Behavior Analysis by Machine Requires Human Explanatory 
Data.
Human Interrelation_ofJExjjenmental Data
Cq^mputer Interpretation of E^erimental Date
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3.1.3 Behavior Model of Four Levels
We propose that behaviors of live animals should be modeled in four different levels: physical, 
physiological, contextual, and conceptual. In the physical level, the image structure, geometric 
features, textures, and motion can be used to distinguish behavior units. In the physiological level, 
behavior is related to the physiological state of the animal or human. For example, as time goes 
on, the degree of hunger increases. In the contextual level, the relationship between environment 
and object, or between objects can be used to distinguish behaviors. The relative position, posture, 
motion, etc., can be used as parameters. In the conceptual level, the live object may exhibit goal- 
driven behavior.
Our approach to modeling follows that of McFarland [36, 45]. The typical model for a purely 
physical system behavior is shown in Figure 6. The model is divided into two major parts: (1) the
Figure 7: Physiological System Behavior 
Figure 6: Physical System Behavior Model. Model.
Equations of State (EoS) which describe all forces of interest at work in the system, and (2) the 
specific characteristics of the particular object under study. For example, (1) will usually elaborate 
F = rria while (2) specifies mass, initial position velocity, etc., as well as any other local constraints 
(e.g., gravitational constant, existence of floors, walls, etc.). In the physical model of the animal, 
the two major parts can be modeled as: 1) The physical energy (which enables it to perform various 
kinds of activities) state of the animal (e.g., E(t) = — 1), a(t),w(t)), where E(t) refers to
the energy state at time t, a(t) is the current activities, and w(t) is random noise); 2) The influence of 
the various activities to its energy state. I.e., the exploring activity will decrease its energy gradually, 
while eating will increase its energy instantly.
The next level of our animal behavior model describes the physiological system. Figure 7 shows 
the basic scheme for this. The overall mechanism is similar to the physical system, but we can 
model the animal in various physiological aspects. For example, we can model hunger and thirst 
as internal drives related to time passed and the activities performed, and this approach allows an 
appropriate conceptualization of hunger. Similar equations as in the physical model can be used 
here: D(t) = f ( t , D(t — 1 ),a(t),w(t)), where D represents the internal drives.
In the contextual level, the environmental factors act as external contextual stimulus to the behavior 
of the animal, which reflects the interaction between the animal under study and its environment.
15
The environmental context includes environmental changes, the appearance or disappearance of 
another animal of the same kind, etc. The conceptual level of the system models the motivational 
or goal-directed behavior.
Finally, the full model for the animal (or autonomous agents) is formulated in a feedback control­
like system, as shown in Figure 8. The physical and physiological systems are integral components
Figure 8: Motivated System Behavior Model.
of this model, with the environmental factors influencing the behavior in the contextual level, and 
motivational processes in the conceptual level. The behavioral mechanisms (i.e., the action gener­
ating processes) give the possible responses of the system. Such actions have consequences both 
in terms of the behavioral state of the agent, as well as in terms of the physical and physiological 
state. For example, if the selected action is eat, then there are required physical motions, and there 
are physiological consequences such as decrease in hunger and increase in thirst.
The motivational processes are those that play a role in creating goals, shifting attention, influenc­
ing drives, etc. and which are not strictly physical or physiological. Such processes may interact 
intimately with lower level processes; for example, the agent may choose to ignore pain in order to 
obtain food.
Mapping this behavior model to the automated behavior analysis problem is an important engineer­
ing task. The model interacts with the modules of feature extraction, BBU discovery, and complex 
behavior recognition as follows: the physical and physiological models (as mentioned earlier) can 
be used to predict behaviors with constraints from contextual and conceptual factors. The moni­
toring mechanism observes (or monitors) the animal’s internal states, high-level conceptual states 
and the contextual states. Then it make corresponding perceptual and behaviorial decisions. For 
instance, the monitoring mechanism may choose to use different feature sets to measure the envi­
ronment, and the animal’s current behavior. These measurements can also be used to verify the 
prediction, and then make proper update to the model parameters.
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3.2 Feature Extraction
3.2.1 Goals and Proposed Work
The two major questions to answer are:
1. What features to extract.
2. What detection and tracking method to use to extract these features.
Our goal here is to be able to extract the necessary features from video sequences for further analysis 
of BBUs, and select optimal features. Object trajectory is a feature many tracking methods try to 
extract from the video sequence, as reviewed in the related work. Due to the non-rigid nature of 
animals, we need more features than just the trajectory, e.g., posture, shape, orientation, motion, 
etc. We adopt the level set framework to track the silhouettes of the animal in the video, utilizing 
the spatiotemporal information.
The level set method [60] is a curve propagation technique that has been widely used in image 
denoising [70], segmentation [73], reconstruction [69], and registration [66]. It also has been applied 
in video object tracking [52, 61]. Our work is an extension of the work of [61, 73].
The level set method is generally formulated as a curve <f>(x(t), t) = 0 (x(t) is the curve location at 
time t), and the curve propagates in the curve normal direction with a speed:
<j>t(x) =  —F\V<f>\
<f>t=o(x) = Co
The speed function F, in our framework, consists of a smoothing term (the curvature k), a back­
ground and foreground competition term bg, a spatial gradient term g s , and a temporal gradient term 
9 t‘
F = Win +  W2bg + w ?Jgs + w±gt
The weights w-t need to be chosen according to the image quality and the foreground region (the 
animal) to track.
Features can then be extracted from the tracking result. Here we use the following features: x c, y c, 
vxc,vyc, pa,ma,r, where x c, y c are the coordinate of the centroid of the bounding box of the 
tracked region, and vxc, v y c are the corresponding speed, pa, ma are the principle and minor axes 
of the tracked region, and r  is the ratio of the area of the tracked region to the bounding box. The 
principle and minor axes of the tracked region can be calculated using the PCA technique, where 
the dimension of the region pixels is reduced from n  (the number of pixels) to two.
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3.3 Basic Behavior Discovery
3.3.1 Goals and Proposed Work
Our goal here is to be able to detect BBUs from the features obtained from previous step, at a reason­
able accuracy. We propose to apply the affinity graph method to the subsequences of features and 
we study the optimal selection of parameters, such as affinity measures and subsequence window 
size, etc.
A behavior model is built in terms of basic behavior units (BBUs). An appropriate BBU set must be 
found for the particular modeling approach. For example, suppose that we wish to model a mouse 
in a cage. Then, a set of BBUs of interest might include: resting, eating, drinking, grooming, and 
exploring. If we adopt the state-space approach, then the observable variables we use are: position 
(p(t)), speed (s(t)), and acceleration This is the physical level model, and we intend to
explore the other levels in the future; e.g., a thirst variable at the physiological level, an avoidance 
variable at the contextual level, and various goal variables at the conceptual level.
It is possible to make general functional characterizations of the BBUs in terms of the temporal 
variation of these variables. For example:
• resting: p(t) =  ground level; s(t) =  0; a(t) =  0
• eating: p(t) =  raised body; s(t) =  0; a(t) =  0
• drinking: p(t) =  raised body; s(t) =  0; a(t) =  0
• grooming: p(t) =  any; s(t) = sin(t); a(t) = square(t)
• exploring: p(t) =  any; s(t) varies randomly; a(t) varies randomly.
However, this is difficult since it involves high level notions about motion (random, sine, square 
wave, etc.), and in fact, should consider the motions of the limbs and head separately. Another 
approach is to obtain video data of the BBUs of interest, and then calculate time sequences of 
position (e.g., of the center of mass), speed, and acceleration, and determine whether these allow 
discrimination of the distinct BBUs.
3.3.2 Affinity Graph Method
We propose to use the affinity graph method, an unsupervised learning method to discover basic 
behavior units. We take a subsequence (of length T, the number of frames or seconds) of the video
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images as an element, calculate the affinity measure between all elements and construct the affinity 
matrix.
This is done by choosing an element for consideration. Next a matrix is constructed in which each 
( i , j )  entry gives an affinity (or similarity) measure of the i lh and j th elements. The eigenvalues 
and eigenvectors of the matrix are found, and the eigenvalues give evidence of the strength of a 
cluster of similar elements. As described by Forsyth and Ponce [32], if we maximize the objective 
function w^Awn  with affinity matrix A  and weight vector wn linking elements to the n th cluster, 
and requiring w jt w n = 1, then the Lagrangian is:
r p  rp
wn Awn +  X(wn wn — 1)
which leads to solving Awn = Xwn. Therefore, wn is an eigenvector of A. Thus, the eigenvectors 
of the affinity matrix determine which elements are in which cluster. We use this to extract basic 
behavior units in terms of their position, velocity, etc. of various state variables of interest.
Our approach differs from the closest literature [54, 72] as described in the related work in two 
aspects: 1) We construct one affinity matrix based on a feature vector consisting of a set of weighted 
features, instead of calculating affinity matrices for each feature. The combined features provide us 
with more information. We also propose a sequential hierarchical BBU segmentation based upon 
the distinguishing power of the features. 2) We construct the affinity matrix on a subsequence of 
the frame features (multiple-temporal scale), instead of on one frame. Selecting the optimal affinity 
measure, and time scale (length of the subsequence) is our next step.
3.3.3 Optimal Parameter Selection
In applying the affinity graph method, the affinity measure and optimal subsequence window size are 
two important parameters to choose. These parameters can be determined by applying optimization 
techniques to the training data or updated dynamically.
The BBU discovery process can be considered as a function /  : {V, 9} —> S  that maps the video se­
quence V  to a behavioral segmentation, i.e., a behavior sequence S , with a parameter vector 9 e  fi. 
Our goal is to find the optimal 9 that generates S  with minimal segmentation error. The optimal be­
havior S  sequence must be chosen from the set of all computable segmentations {<Si}, obtained from 
varying segmentation algorithm parameters 9, where i  denotes the ith possible segmentation result. 
If the prior can be assigned to each segmentation, then the maximum a posteriori (MAP) method can 
be applied. This requires maximizing the posterior possibility / ’(.S'; V ) =  P ( V \ S i ) P ( S i ) / P ( V )  as
S  =  a r g m a x ( P ( y \ S i ) P ( S i ) )  
si
which is equivalent to mimimizing the following
S =  argm in(—log2P(y\Si) — logzPiSi))
s i
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In order to adopt this approach, we need to properly define the term P(V\Si)  in our context.
3.4 Complex Behaviors and Behavior Patterns
3.4.1 Goals and Proposed Work
Once the BBUs are detected, we now can perform the recognition of complex behaviors, which are 
built on the BBUs with spatiotemporal constraints. Our goal is to combine the complex behavior 
recognition task with our behavior model (from physical, physiological and contextual aspects), 
for better recognition and behavior interpretation. We are going to explore two approaches: (1) 
Hierarchical structure with spatiotemporal constraints, and (2) Hidden Markov Model (HMM) to 
analyze and recognize complex behaviors.
4 Preliminary Results
In this section, we present some preliminary results on synthetic data and the mouse-in-the-cage 
video data.
4.1 Synthetic Data
We consider two problems:
1. A simple physical system.
2. A 2-state mouse problem.
4.1.1 Physical System 
Behavior Model
Here we consider a bouncing ball with no friction and no energy loss. Figure 9 shows the height 
and velocity as a function of time. In this example, the only governing physical factor is the gravity, 
and no other behavior levels are involved.
Basic Behavior Discovery
Here we take the position and velocity functions (versus time), as the basic data, and obtain behavior
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Figure 9: Bouncing Ball Position and Velocity Trace.
units by selecting a time interval and have these short sequences serve as elements. The affinity 
matrix is produced by running a correlation function pairwise on the elements. Next the eigenvalues 
are found, and only 3 are significant. Table 1 shows the absolute values of the eigenvectors and the 
clusters found by thresholding at 0.2 (each row corresponds to a 5-sec trace). Three behavior units 
were found (corresponding to going up, going down, and reversing direction).
eigenvectors clusters
.2875 0 0000 0 1 0 0
.2889 0 0 1 0 0
.2888 0 0000 0 1 0 0
.2888 0 0000 0 1 0 0
.2888 0 0 1 0 0
.2888 0 0000 0 1 0 0
.0000 0 0000 1 0 0 1
.0000 0 4084 0 0 1 0
.0000 0 4085 0 0 1 0
.0000 0 4085 0 0 1 0
.0000 0 4086 0 0 1 0
.0000 0 4087 0 0 1 0
.0000 0 4068 0 0 1 0
.2886 0 0000 0 1 0 0
.2889 0 0 1 0 0
.2888 0 0 1 0 0
.2888 0 0000 0 1 0 0
.2888 0 0000 0 1 0 0
.2888 0 0000 0 1 0 0
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Table 1. Eigenvectors (cols 1-3) and Clusters (cols 4-6).
4.1.2 A Two-State Problem 
Behavior Model
Consider the simulation and analysis of a very simple two-state mouse-in-cage scenario.
For data synthesis we assume that the physiological, contextual and conceptual models may be ex­
pressed as probabilistic functions of some S-curve form (sigmoidal, hyperbolic tangent, etc.). As the 
Basic Behavior Units, suppose the mouse can either rest (BBUrest) or wander (BBUwander). Fur­
thermore, suppose that the transition between these two behaviors is characterized by two functions, 
F r e s t—tw a n d e r i f )  & fld F w a n d e r—t r e s t i f )  •
F r e s t ^ w a n d e r ( t )  =  1/(1 + eKrcst^ 1)
F w a n d e r ^ r e s t ( i )  =  1/(1  +  
where K rest is a parameter specifying the length of rest periods, and the function gives the likeli-
Rest to Wander Transition Model: L{t) = 1/<1+exp<20-t))
Figure 10: Likelihood of transition from rest to wander behavior function (sigmoid).
hood as a function of time that the mouse will wake up and start to wander. K wander is a parameter 
specifying the distance wandered, and gives the likelihood that after moving a distance d the mouse 
will stop wandering and begin to rest. Figure 10 shows the transition likelihood for the sigmoid mod­
els used here to synthesize data sequences. Behavior sequences are synthesized over 20,000 time 
steps using fixed values of K rest = 40 and K wander = 40, and the observables are: x, x, y, y, a, a, 
where a is the mouse heading angle.
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Basic Behavior Discovery
First, the basic behavior units (rest, explore) are determined using the affinity graph method. Figure
11 shows the segmentation of part of the data sequence (the actual behavior sequence is shown as 
positive values and the segmented as negative to enhance the visual effect). A critical parameter in 
this temporal sequence analysis is the subsample time period, T (set to 3 here). As can be seen in 
the figure, there is a little error at the onset of each behavior segment. The error in segmentation 
(i.e., number of time steps incorrectly labeled) is about 3%. We are going to develop a statistical 
algorithm that can choose the optimal T parameter.
Complex Behaviors
The time spent in individual behavior units is used to develop a statistical model of the transition 
probability. These probabilities may be used to form different types of models (HMM, etc.); here we 
recover the same form of model as was used to generate the data in order to allow a straightforward 
comparison of the results. The best parameters for Frest^ wan^er(t), and Fwancier^ resl(t) are then 
determined. Let Crest be the total number of resting BBUs and CwandeT be the total number of 
wandering BBUs. Transition likelihoods are calculated using the length of time spent in each BBU;
1.5
Ground Truth vs. Behavior Segmentation Result
-1.5
-----  Ground Truth
—  Segmented Result
0 20 40 60 80 100 120 140 160 180 200
Time Sequence
Figure 11: Comparison of segmented result with ground truth, 
let the length of the i th BBU be \BBUstate,i\‘, then:
L<i\rest—mjander"CO Cr,est
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L w a n d e r^ re s t (t) =
| { | B B Uwan(^ er_i | <  t} |
Cw ander
Figure 12 shows the histogram of the times spent at rest, and Figure 13 shows the cumulative like­
lihood of transition curve derived from the histogram (i.e., its integral). K rest, the estimated value 
of K resl, is 37.5 (versus 40). Next consider the role of physiological, contextual or conceptual
(a) Time Sequence (t)
10 20 30 40
(b)
50 60 70 
Time Sequence (t)
80 90 100
Figure 12: Histogram of Action Transition Intervals for (a) Rest— Explore Transition and (b) 
Explore— Rest Transition.
variables in determining behavior. Our premise is that these variables change the parameter or form 
of the behavior likelihood functions. For simplicity of the demonstration, we assume that only the 
function parameter changes with the change in physiology, context or conceptual frame of mind. 
For example, suppose that the mouse tends to rest for longer periods and wander for shorter periods 
when it is dark; then the resting transition likelihood function shifts to the right, and the wander 
function to the left. If a behavior sequence is available which includes periods of dark and light, 
then this is readily determined by the appearance of multiple peaks in the transition time histogram 
(see Figure 14).
Functions with the appropriate respective parameters for light and dark can then be found. Figure 
15 shows this with the shifted versions of the transition likelihood functions. It is also possible to 
determine the causal role of light if the observed data includes some measure of the phenomenon 
(e.g., light intensity as a function of time).
For physiological and conceptual variables, there will be no corresponding observable data. How­
ever, it is still possible to detect multiple peaks in the behavior time histogram and infer hidden
24
300
(a) Action Transition Time intervals(t)
(b) Action Transition Time Intervals(t)
Figure 13: Cumulative Histogram of Action Transition Intervals for (a) Rest ^ Explore Transition 
and (b) Explore->Rcst Transition.
variables.
4.1.3 Mouse-in-Cage: Synthetic Video
Behavior Model We synthesized several clips of the mouse-in-cage scenario with a simple mouse 
shape built from ellipsoids and using four behaviors: resting, exploring, eating (reaching up to reach 
the food), and grooming (standing on tail with two front legs brushing the head with slight body 
motion), as shown in Figure 16. The little sphere in the center of image represents food-.-
This 2000-frame synthetic video sequence consists of 8 rest segments, 4 segments of reaching up, 
2 grooming segments, and the rest is exploring segments. The synthetic behavior generation fol­
lows similar equations as the rest, explore transition probability functions described in the two-state 
problem. The labeled behavior sequence is shown in Figure 18.
This synthetic video (which makes tracking easier)is very helpful in studying the effectiveness of 
the proposed technique. The mouse moves around in 3D space, sometimes closer to the viewer, and 
sometimes farther away (thus smaller). This requires that the features be scale invariant. Also, note 
the mouse moves in random directions, which increases the technical challenge of BBU discovery.
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(a) Action Transition Time Intervals(t)
(b) Action Transition Time Intervals(t)
Figure 14: Histogram of Action Transition Intervals with Light Context, for (a) Rest^-Explore 
Transition and (b) Explore^>Rest Transition.
Feature Extraction
The tracking result using the level-set tracking framework is show in Figure 17.
Basic Behavior Discovery We experimented with the following features extracted from the silhou­
ette, as result of the contour tracking: position (centroid of the blob), speed (of the blob centroid), 
principle axes of the blob, principle axes change, aspect ratio (width/height), and similar features 
of the motion history image (MHI) [25]. We used a subsequence of length 10 and slides one frame 
at a time in the experiments. We have tried two approaches: one using combined weighted features 
in the BBU detection step, the other using a sequential inference approach. The experiment results 
show that the global motion of the blob is a good feature for segmenting out the frames with no or 
slight motion. The change of principle axes, and features of MHI are good to separate the groom­
ing (slight global motion, with local motion) from resting behavior, and separate the reaching up 
behavior from the exploration behavior. Based upon this observation, we come up with the idea of 
sequential hierarchical BBU segmentation with the affinity method:
1) Select the feature set with most distinguishing power, and perform affinity method with these 
features. This segments the image sequence into several segments.
2) Select the next feature set with most distinguishing power, and perform BBU segmentation with 
these features on the segments produced by previous step.
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(a) Action Transition Time intervals(t)
(b) Action Transition Time intervals(t)
Figure 15: Cumulative Histogram of Action Transition Intervals with Light Context, for (a) 
Rest=4>ExpIore Transition and (b) ExpIore=4>Rest Transition.
(a) Rest (b) Explore (c) Eat (d) Groom
Figure 16: Synthetic Mouse-in-Cage Scenario Video Clips.
3) Repeat step 2) with the rest of the features.
Here we segment the video into static and dynamic sequences using the affinity measure on speed 
feature in step 1. Then the rest of the features are used to segment the groom  behavior from the rest 
behavior, and segment the reacfmp behavior from the explore behavior.
The BBU detection results separating the static and dynamic sequences is shown in Figure 19, and 
the error rate is about 4%. Notice that one of the reachup behaviors (at around frame 1300) was 
mostly misclassified as a static sequence, this is because the mouse’s back is to the viewer, which
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(a) Rest (b) Explore (c) Eat (d) Groom
Figure 17: Synthetic Mouse-in-Cage Scenario Tracking Result.
makes the reaching up and down action not obvious. The BBU detection result for the next step is 
shown in Figure 20. The overall misclassification rate is about 8%, which includes false positive 
rate and missing detection.
The errors come from two major sources, one of which is the selection of features. The other is the 
affinity measure and the optimal choice of parameters ( such as subsequence length, skip length, 
weights of features, etc.). Another improvement can be made by incorporating the behavior model 
in BBU detection, which will help predict the behavior in next frame, and verify against the measure.
4.2 Mouse-in-Cage: Real Video
We got this video from Prof. Mario Capecchi in the University of Utah Medical School. Some 
snapshots of the mouse resting, exploring, standing up, and grooming are shown in Figure 21.
4.2.1 Feature Extraction
Tracking The tracking result using the level-set tracking framework is shown in Figure 22.
4.2.2 Basic Behavior Discovery
We are going to use same set of features used in the synthetic video in the real mouse video, and 
explore new features for good BBU detection. Similar combined feature and sequential inference 
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Figure 18: Behaviors in the synthetic video sequence. (Rest = 0, Explore = 1, Reachup = 2, Groom 
= 3)
5 Conclusions and Future Work
We have proposed a framework for automatic video based behavior analysis system, consisting of 
behavior modeling, feature extraction, BBU discovery and complex behavior recognition modules. 
We presented our methodology for implementing each module. We presented a four-level (physi­
cal, physiological, contextual, and conceptual) animal behavior model, and we showed preliminary 
results on feature extraction and BBU discovery with the synthetic mouse video. The low BBU 
discovery error rate indicates that the affinity method is a promising BBU grouping method. In 
addition, we simulated the construction and recovering of complex behaviors through a simple two- 
state mouse problem. The advantage of using synthetic data or simulation is that we can study the 
effectiveness of the proposed methods and isolate the problems in each stage by comparing with the 
ground truth.
In the future, we are going to apply the proposed feature extraction (e.g., object contour tracking) 
BBU discovery method to the real mouse video. We are going to explore these methods to solve the 
challenges posed by the low-quality real mouse video (where some portion of the background and 
mouse are indistinguishable in color) and explore new spatial-temporal features.
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Figure 19: BBU Discovery for Static Frames (rest and groom). The blue line is the ground truth, 
and the red line is the detected result.
Meanwhile, from our experiments with the synthetic data, we have noticed that in applying the 
affinity method in BBU discovery, optimal feature (spatio-temporal features with strong BBU- 
distinguishing power) and parameter (size of temporal subsequence, and number of frames to skip) 
selection are critical to successfully cluster the BBUs. We plan to apply the proposed statistical 
method in this task.
Furthermore, conducting complex video animal behavior analysis and uncovering underlying be­
havior models is another area for our future research effort. Here the complex behaviors involve 
the spatial-temporal constraints (between object BBU and environment, between BBUs of the same 
object, and between different objects) from the contextual level and the goal-directed rules from the 
conceptual level. We plan to explore the HM M  model or the hierarchical approach for the complex 
behavior recognition.
Finally, we are going to explore the application of the four-level behavior models (i.e., the temporal 
state models for physical and physiological levels, the contextual relations, and the goal-directed or 
motivational model as shown in Figure 8) to feature extraction, BBU and complex behavior recog­
nition. Our hope is that the behavior model will help increase the accuracy of behavior recognition.
Once these models are successfully applied to the real mouse video, we will then extend this frame-
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Figure 20: BBU Discovery Result: a) rest b) reachup c) groom  d) explore. The blue line is the 
ground truth. The red line is the detected result.
work and methodology to other video-based object behavior analysis applications, e.g., human ac­
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Figure 21: Mouse-in-Cage Scenario Real Video Clips.
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Figure 22: Mouse-in-Cage Scenario Real Video Tracking Result.
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