The electroencephalogram (EEG) signal is very important in the diagnosis of epilepsy.
Introduction
Epilepsy is a common brain disorder that, according to an estimate of the World Health Organization, affects almost 60 million people around the world. Approximately one in every 100 persons will experience a seizure at some time in their life [1] . Epilepsy is characterized by the recurrent and sudden incidence of epileptic seizures which can lead to dangerous and possibly life-threatening situations [2] . The seizures are the result of a transient and unexpected electrical disturbance of the brain and excessive neuronal discharge that is evident in the electroencephalogram (EEG) signal representative of the electrical activity of the brain.
Consequently, the EEG signal has been the most utilized signal in clinical assessments of the state of the brain and detection of epileptic seizures, and is very important for a proper diagnosis of epilepsy.
The detection of epileptic seizures by visual scanning of a patient's EEG data usually collected over a few days is a tedious and time-consuming process. In addition, it requires an expert to analyze the entire length of the EEG recordings, in order to detect epileptic activity. A reliable automatic classification and detection system would ensure an objective and facilitating treatment and significantly improve the diagnosis of epilepsy as well as long-term monitoring and treatment of patients. For example, long-term treatment with antiepileptic drugs, which may cause cognitive or other neurological side effects, could be reduced to a targeted short-acting intervention [3] . Therefore, there is a strong demand for the development of such automated systems, due to both huge amounts and increased usage of long-term EEG recordings for proper evaluation and treatment of neurological diseases, including epilepsy. The possibility of the expert misreading the data and failing to make a proper decision would also be narrowed down [4, 5] .
Many automated EEG signal classification and seizure detection systems, using different approaches, have emerged in recent years. Among such studies, Gotman [6] presented a computerized system for detecting a variety of seizures, while Qu and Gotman [7] proposed the use of the nearest-neighbor classifier on EEG features extracted in both time and frequency domains to detect the onset of epileptic seizures. Gigola et al. [8] applied a method based on the evolution of accumulated energy using wavelet analysis for the prediction of epileptic seizure raw EEG signal as an input to a learning vector quantization network. Nigam and Graupe [17] proposed a new neural network model called LAMSTAR (large memory storage and retrieval) network and two time-domain attributes of EEG; namely, relative spike amplitude and spike rhythmicity have been used as inputs for the purpose of detecting seizures. The algorithm proposed by Kiymiket al. [18] uses a back propagation neural network with periodogram and autoregressive (AR) features as inputs for automated detection of epileptic seizures. GhoshDastidar et al. [19] discussed a classification methodology based on wavelet analysis and both radial basis function and Levenberg-Marquardt backpropagation neural network. Srinivasan et al. [20] presented an algorithm based on approximate entropy as an input to an artificial neural network classifier, while Subasi [21] used wavelet analysis and mixture of experts, in addition to the artificial neural network, to classify EEG signals and detect seizures.
Due to quite a low understanding of the mechanisms underlying the problem, most existing methods suffer from low accuracy, a high rate of false alarms and missed detections [22] . In addition, due to a lack of reliable standardized data, most reported EEG analysis-based algorithms are performed on a small number of datasets, which often demonstrate good accuracy for selected EEG segments but are not robust enough to adjust to EEG variations commonly encountered in a hospital setting [20] . In this research, however, a larger number of EEG data sets, which belong to three subject groups, were used: a) healthy subjects (normal EEG), b) epileptic subjects during a seizure-free interval (interictal EEG), and c) epileptic subjects during a seizure (ictal EEG). The EEG signal classification and seizure detection problem was modeled as a three-group classification problem that could be of great clinical significance. An automated system able to accurately differentiate between normal and interictal EEG signals can be used to diagnose epilepsy, while a system that can accurately differentiate between interictal and ictal EEG signals can be used to detect seizures in a clinical setting. Therefore, the classification algorithm must be able to classify all three groups accurately and at the same time be robust with respect to EEG signal variations across various mental states and subjects. The improvement of the classification accuracy is mainly based on the design of both 5 an appropriate feature space, by identifying combinations of all extracted features that increase the inter-class separation, and classifiers that can accurately classify all three groups of EEG signals based on the selected and reduced feature space. Real EEG recordings were applied to test algorithm performance and the results indicated that the algorithm has a potential to be applied within an automatic epilepsy diagnosis system.
Materials and Methods

Materials
The EEG data used were a subset of EEG data corresponding to both normal and epileptic subjects, made available by Dr. Ralph Andrzejak from the Epilepsy Centre at the University of Bonn [23] . Three EEG data sets from three different groups were analyzed: healthy subjects with normal EEG data, epileptic subjects during a seizure-free interval with interictal EEG data, and epileptic subjects during a seizure with ictal (epileptic) EEG data. Each data set recorded with a 128-channel amplifier system contained 100 single-channel EEG segments sampled at 173.61 Hz, each of 23.6 sec duration. These segments were selected and cut out from the continuous multi channel EEG recordings after visual inspection for artifacts (e.g. due to muscle activity or eye movement). In addition, the segments had to fulfill a stationarity criterion described in detail in Andrzejak et al. [23] . The first EEG data set corresponding to healthy subjects was taken from the surface EEG recordings of five healthy subjects, who were relaxed in an awaken state, using the standardized electrode placement technique. The second and third data sets obtained from five different epileptic subjects during a seizure-free and seizure interval, respectively, were taken from the intracranial EEG recordings during presurgical diagnosis.
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Figure 1 -Implanted intracranial electrodes.
The type of epilepsy was diagnosed as temporal lobe epilepsy with the epileptogenic focus being the hippocampal formation. A schematic of intracranial electrode placement is shown in Fig. 1 [23] . The depth electrodes were implanted symmetrically into the hippocampal formations and the strip electrodes were implanted onto the lateral and basal regions of the neocortex. The EEG segments were selected from all the recording sites exhibiting ictal activity.
Each EEG segment was considered as a separate EEG signal resulting in a total of 300 EEG data segments. 
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As an example, the first five seconds of all three different EEG data segments are magnified and shown in Fig. 2 . Interictal EEG data can contain only occasional transient waveforms, as isolated spikes, spike trains, sharp waves or spike-wave complexes, while ictal EEG data are composed of a continuous discharge of polymorphic waveforms of variable amplitude and frequency, spike and sharp wave complexes, rhythmic hypersynchrony, or electrocerebral inactivity observed over a duration longer than the average duration of these abnormalities during interictal periods, as shown in Fig. 2 . [24] .
There are five broad spectral sub-bands of the EEG signal which are generally of clinical interest: delta (0 -4 Hz), theta (4 -8 Hz), alpha (8) (9) (10) (11) (12) (13) (14) (15) (16) , beta (16) (17) (18) (19) (20) (21) (22) (23) (24) (25) (26) (27) (28) (29) (30) (31) (32) and gamma waves (32 -64 Hz). Higher frequencies are often more common in abnormal brain states such as epilepsy (i.e. there is a shift of EEG signal energy from lower to higher frequency bands before and during a seizure). These five frequency sub-bands provide more accurate information about neuronal activities underlying the problem and, consequently, some changes in the EEG signal, which are not so obvious in the original full-spectrum signal, can be amplified when each subband is considered independently. That was the basic premise of this research. Most of the features were extracted from each sub-band separately, after wavelet decomposition of the fullspectrum EEG signal, as well as reconstructed in all five sub-bands using the inverse wavelet transform. For example, the difference between normal and interictal EEG data is more apparent in Fig. 3 , where only theta sub-bands are presented, than in Fig. 2 where the same but fullspectrum signals are shown. On the other hand, ictal EEG data are easier to distinguish, mainly due to higher amplitudes. 
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Methods
An automated classification of EEG signals for the detection of epileptic seizures based on wavelet transform and statistical pattern recognition is proposed. The first step of this method is to obtain a set of features after wavelet transform of EEG data, including energy, entropy, and standard deviation of both wavelet coefficients and the EEG signal in different frequency bands of clinical interest. The second step is to perform dimension reduction of the feature space using scatter matrices. Finally, two quadratic classifiers are designed, which are able to distinguish all three groups of the EEG signals of interest from each other. The entire structure of the algorithm is shown in Fig. 4 . 
Wavelet transform
Abnormalities in EEG data during serious neurological diseases such as epilepsy are too subtle to be detected using conventional techniques that usually transform mostly qualitative diagnostic criteria into a more objective quantitative signal feature classification problem. The T m
The first quadratic classifier has the ability to localize information in both time and frequency [31] . Therefore, the wavelet transform has been utilized widely in biomedical signal processing [32, 33, 34] . In discrete wavelet analysis, a multi-resolution description is used to decompose a given signal () xt into increasingly finer detail based on two sets of basis functions [35] , the wavelets and the scaling functions, as follows:
where functions () t  and () t  are the basic scaling and mother wavelet, respectively. In the above expansion, the first summation represents an approximation of   When the wavelets are orthogonal, these coefficients can be calculated by
where () j a k and () j dk are the wavelet approximation and detail coefficients, respectively. In the DWT, the frequency axis is divided into dyadic intervals towards the lower frequencies, while the bandwidth length decreases exponentially. The wavelet packet (WP) transform is a generalization of the DWT in which decomposition is undertaken in both directions (lower and higher frequencies). This general decomposition offers a greater range of possibilities for signal analysis than the discrete wavelet decomposition. In the WP tree, each node is recognized by the decomposition level (scale) l with respect to the WP tree root and the frequency band f. The ability of the wavelet transform in adaptive time-scale representation and decomposition of a signal into different frequency sub-bands presents an efficient signal analysis method without introducing a calculation burden [36] . Based on wavelet coefficients obtained after the wavelet transform, the signal can be reconstructed in each of the previously derived sub-bands and its time-domain features in different sub-bands can be studied separately.
Feature space reduction
After an appropriate signal analysis (e.g. wavelet transform used in this research), as well as feature extraction, the feature vector due to dimension reduction [37] .
The reduction matrix A can be determined in several different ways using different approaches.
Among them, the most often applied approach is the Karhunen-Loeve Expansion method [38] , which, depending on the area of application, is also referred to as Principal Component Analysis (PCA). The main idea behind these methods is to determine the direction in which the scattering of the random vector is the greatest, through analysis of a covariance matrix. It is assumed that this is the most informative direction and that, in the case of dimension reduction, it should be preserved because it carries the largest amount of information. However, such an approach is not always convenient for some applications including the one discussed here. Figure 5 shows the realizations of a random two-dimensional vector. z there will be no overlapping of corresponding probability density functions. In this way it is possible to achieve good classification even in a space with reduced dimensions.
The procedure that both reduces dimensions and addresses the separability of classes is known as scatter matrices-based dimension reduction [38] and its essence can be described as follows:
It is assumed that N vectors of n -dimensional features , 1, , 
Corresponding mathematical expectation vectors and covariance matrices can be added to each of these subsets, or classes:
where  E  is the mathematical expectation operator. In practice, however, because the corresponding joint probability density functions are usually not known, these mathematical expectations are most often approximated by sample estimation:
It is also possible to estimate a priori probabilities of occurrence of certain classes within the data set:
, 1, ,
Based on such estimates, within-class w S and between-class b S scatter matrices are generated as follows:
In statistical discriminant analysis, within-class and between-class scatter matrices are used to formulate criteria of class separability. In view of its significance, () lm may be referred to as an informativity index. Based on its definition, the value of the informativity index ranges from 0% for 0 m  to 100% for mn  . This index shows the level of success of dimension reduction, or the extent of information saved following dimension reduction. Experience suggests that the results of dimension reduction with an informativity index higher than 85% is deemed satisfactory [37] , as in the present case.
Even though the percentage of information lost during feature dimension reduction might be high (i.e. more than 10%), this does not necessarily mean that we lose that much information needed for successful classification (e.g. as shown in Fig. 5 ). Proper dimension reduction improves the separability between classes and thus makes it easier for the classifiers to correctly classify the data at a later stage. In addition, without dimension reduction another very important feature of the proposed algorithm is lost, and that is the visualization of results and thus easier interpretation since any classifier in 25-dimensional space is very difficult to analyze and almost impossible to imagine.
Design of classifiers
As shown in Fig. 4 , following dimension reduction, the obtained random vector Z is classified.
The use of classifiers with a quadratic discriminatory function is proposed. Since the expected end result of this algorithm is the classification of EEG data into one of three categories (normal, interictal or ictal), the structure of the algorithm shown in Fig. 4 suggests sequential application of two classifiers. The first step is to decide whether the obtained vector Z belongs to an ictal (epileptic) EEG or an EEG which is not ictal. If the EEG is not ictal, the next step is to choose between a normal EEG and an interictal EEG. During the design of a quadratic classifier, the goal is to design the classifier () Z in the form:
where , QV and 0 v are the unknown mm  matrix, 1 m vector and scalar, respectively, which uniquely define the classifier. Based on the sign of the classifier for the given vector Z , the algorithm decides whether this vector originates from the first class (15) is a linear discriminant function, one can apply the optimum design procedure for a linear classifier [38] , [39] , resulting in 
On the other hand, it follows from Eq. (17) 
Equating Eq. (19) 
Once the functional form of f is selected, the optimum value of ()
It is allowed to add a constant real value to scalar 0 v in order to minimize the number of misclassified patterns.
Results
Wavelet Transform and Feature Extraction
The five EEG sub-bands of clinical interest: delta, theta, alpha, beta and gamma, span the 0-64 Given that the computed wavelet coefficients are a good representation of the signal in both time and frequency, almost all extracted features used later in dimension reduction and classification are based on them.
Apart from the mean and standard deviation of the wavelet coefficients in each sub-band, as typical statistical features, the entropy S (as a statistical measure of randomness) and the relative wavelet energy RWE in each sub-band were also computed based on previously derived wavelet coefficients, which are in the case of the delta sub-band calculated by Eqs. (27)- (28), respectively, as shown in Fig. 7 for all 300 EEG signal segments. In total, 25 features were extracted from all 300 EEG signal segments using the MATLAB software package and thus a 25-dimensional feature space Y was created. Even though a few of these features carry good information about their class (e.g. the two shown in Fig. 7) , none of them in combination with any other is still enough for a successful classification without further processing as described in the following section. 
Feature Space Reduction and Classification
The next step in the proposed algorithm (Fig. 4) is to define the reduction matrix A and suitable classifiers using the set of 300 25-dimensional feature vectors 1 2 25 [ ] , 1, 2, ,300
previously extracted from all three EEG data groups (i.e. 100 feature vectors from each subject group) that resulted in three subsets
, , , 1, ,100
. The superscripts (1), (2) and (3) denote normal, interictal and ictal EEG data, respectively. In order to reduce dimensions and according to Eqs. (4)- (7), all the necessary statistics were computed and resulted in (25 1)  -dimensional mean vectors 12 , MM Ψ and 2 Ψ that corresponded to the two highest eigenvalues were selected and based on Eq. (9) the reduction matrix A was created. In that way the initial 25-dimensional vectors were projected onto two-dimensional space and from the initial three subsets three new subsets were derived:
, which will later be used in the design of classifiers. The advantage of such dimension reduction, from 25 to 2, is two-fold. First, all of the obtained data can be represented by points in two dimensional space as shown in Fig. 9 and, as a result, a visual approach to data analysis is made possible. process. In the present case, after analyzing the elements of the matrix A , the conclusion was that the extracted features related to theta, beta and alpha sub-bands have a larger contribution to the classification accuracy, and thus the entire algorithm as well, than the other sub-bands. 
Ictal EEG
Interictal EEG Normal EEG
Testing and Validation Results
After the design of the classifiers, the rest of the 150 EEG data segments (i.e. 50 EEG segments from each of three classes), were used to test and validate the accuracy of the proposed algorithm for classifying EEG signals. The aim was to assign the input patterns to one of the classes according to the characteristic features selected for that class. There were three classes:
normal EEG class (healthy subjects), interictal EEG class (seizure-free intervals of five patients from the epileptogenic zone) and ictal EEG class (epileptic seizure segments). The classification results of the implemented algorithm were displayed by means of a confusion matrix, shown below in Table I , where each cell contains the raw number of exemplars classified for the corresponding combination of desired and actual classification results. According to the confusion matrix, all 50 normal EEG data segments were properly classified by the algorithm. One EEG data segment from the interictal EEG class was classified incorrectly, as a segment from the ictal EEG class. Additionally, one segment from the ictal EEG class was classified incorrectly, as a segment from the interictal EEG class.
The performance of the classifiers was determined by the calculation of sensitivity, specificity and total classification accuracy, which are defined as:
Sensitivity: total number of correctly classified positive patterns/total number of actual positive patterns; a positive pattern indicates an EEG data segment from one of these three classes.
Specificity: number of correctly classified negative patterns/total number of actual negative patterns; a negative pattern indicates a segment from one class classified as a member of one of the other two classes.
Total classification accuracy: total number of correctly classified patterns/total number of applied patterns; a pattern indicates an EEG data segment from all three classes.
The values of these statistical parameters are shown in Table II . The classification algorithm classified normal, interictal and ictal EEG data sets with an accuracy of 100%, 98% and 98%, respectively. All the sets were classified with an accuracy of 99%, which is the total classification accuracy. Taking into account other reported results that span from 85% to 99%
(summarized in Table III) , it is safe to say that the total classification accuracy of the algorithm proposed for this application is quite high and thus has potential for a real clinical setting. testing data segments mapped into the reduced feature space.
Discussion
As shown in Fig. 10 , the proposed approach is not important only because it provides an automatic, objective procedure that addresses all available features in a specific way and makes a decision based on these data, but because it also allows insight into the severity of the brain state. Figure 10 shows that in a two-dimensional representation some of the points are located very close to the classification line that differentiates between interictal and ictal data, and that a few points are even in the wrong class, while a number of points are far from this discrimination function. The distance of these points is indicative of the severity of the brain state and the most distant point in the diagram (the first coordinate greater than 0.1) represents the truly healthiest brain state.
Conclusions
This paper presented an EEG data classification algorithm which, based on a large number of features extracted after wavelet transform and statistical pattern recognition, makes an objective decision about the type of the EEG data processed and thus the brain state of a patient. The main advantages of the algorithm are: (a) the ability of the algorithm to run robustly in a clinical setting with noised EEG; (b) feature extractions with highly meaningful wavelet transform because hidden EEG information can be revealed and the noise effort reduced as certain data under some scales are omitted; (c) simplicity and low computational cost guaranteeing real clinical application; (d) very good sensitivity and specificity as well as an overall classification accuracy of 99%; and (e) patient-independent algorithm that does not require any specific prior knowledge of each subject. Therefore, the conclusion is that the proposed algorithm can be used to classify EEG signals and detect seizures in a clinical setting.
Apart from the quite high overall classification accuracy achieved, there are still two directions for further improvement of the proposed algorithm. One is to include additional features in the feature vector, e.g. by nonlinear series analysis (i.e. chaos analysis) of EEG data. The other pertains to the selection of more sophisticated pattern recognition methods that will definitely result in a more complex but also a more accurate classification algorithm. In addition, the 
