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ABSTRACT
Nature supports human well-being and sustainable development through the
provision of ecosystem services (ES). While ES have been mapped, modeled, and valued
with multiple methods by a wide range of disciplines, understanding the distribution of
ES benefits among individuals and groups within society remains a critical gap.
Addressing this gap is essential for making conservation and environmental policymaking more equitable. In this dissertation, I present four studies that evaluate the
distribution of ES among demographic and socioeconomic groups under a range of land
use and climate change scenarios.
In my first chapter, I project changes in the supply, demand, and benefits of four
ES in the conterminous US between 2020 and 2100. I find that ES benefits in the US will
not only decline over the next 80 years, but that those declines will most severely affect
already marginalized communities. In my second chapter, I develop a novel framework
for assessing the distribution of flood risk among property owners across the Lake
Champlain Basin under floodplain restoration and climate change scenarios. Similarly, I
show that those who are most vulnerable to flooding – mobile home owners and lowervalue property owners – are disproportionately exposed to its risks. In my third chapter, I
build on this framework by optimizing investments in floodplain restoration to mitigate
flood damages at the lowest cost, with explicit consideration of how the utility of avoided
damages may differ for households of varying income. In my final chapter, I quantify the
social benefits and costs of improving water quality in Lake Champlain under a range of
nutrient reduction and climate change scenarios. Under no scenario do the combined
benefits exceed the costs, and in general, groups who benefit from improvements to water
quality are distinct from those who bear the costs.
Together, these four chapters present broad evidence that ES are unevenly
distributed across socioeconomic and demographic groups, and that marginalized and
socially vulnerable populations often bear the burden of declines in ES benefits. Given
the potential for ES to mediate inequality, it is critical that stakeholders, researchers, and
decision-makers carefully consider how land use and climate change may alter the
distribution of ES benefits. Despite the many challenges to incorporating equity into
environmental decision-making, this dissertation also highlights several opportunities for
conservation and land use policy to create more just outcomes.
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CHAPTER 1: INTRODUCTION
1.1. Background & Motivation
Nature is essential to human well-being and sustainable development, as
decades of research and global assessment have made clear (Costanza et al. 2017; Díaz et
al. 2018). While the ecosystem services (ES) that nature provides have been
mapped, modeled, and valued with multiple methods by a wide range of disciplines,
understanding how the benefits of ES are distributed among different individuals and
groups within society remains a critical gap (Bennett et al. 2015; Mandle et al. 2020). As
inequality within society becomes one of the most pressing social, political, and
environmental issues of this century, this shortcoming has taken on increasing importance
for justice and equity in environmental governance and decision-making.
While the distribution of ES benefits remains poorly understood, the distribution
of environmental hazards has been well documented by the environmental justice (EJ)
movement and research community. Their work has found widespread evidence that
people of color and low-income communities are disproportionately exposed to
environmental hazards (Ringquist 2005). These hazards include water and air pollution
(Tessum et al. 2019), natural disasters such as flooding (Tate et al. 2021), and extreme
heat events (Turek-Hankins et al. 2020). People of color and low-income communities
are in general more vulnerable to these hazards, meaning that they are less able to prepare
for, respond to, and recover from hazardous events, as compared to white and highincome communities (Cutter et al. 2003). As a result, these vulnerable communities
experience worse health outcomes and bear greater costs of environmental damages
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(Srinivasan et al. 2008). Climate change is only expected to increase disparities in these
impacts (Carleton and Hsiang 2016; Hsiang et al. 2017).
Recent case studies suggest ES benefits are skewed towards more affluent and
less socially vulnerable groups. For example, indigenous people rarely benefit from water
quality offset projects associated with road development in the Peruvian Amazon
(Mandle et al. 2015). In the Miyun Reservoir watershed in northern China, poorer
households with members who are chronically sick and elderly have less access to ES
than wealthier, healthier, and younger households (Robinson et al. 2019). Even in US
cities, the supply of evaporative cooling ES provided by urban vegetation is spatially
correlated with neighborhood income, resulting in lower-income communities being
more exposed to extreme heat (Jenerette et al. 2011). These examples raise concern that
natural capital and the ES benefits that flow from it may be just as unevenly as distributed
exposure to environmental hazards, as well as other forms of capital in our society.
For environmental policy to create more equitable outcomes in the distribution
of the benefits of nature, it is essential to first understand how ES are distributed among
demographic and socioeconomic groups, currently and under alternative climate and land
use scenarios. Addressing this gap will enable decision-makers to design targeted policies
and practices that redistribute ES benefits where they are most needed. In doing so,
conservation and land use policy has the potential to play a positive role in addressing
social and economic inequality broadly.
In this introduction, I discuss the basis for equality and equity in society broadly,
the ways that inequities have manifested in social-ecological systems historically, and

2

how paradigms in economic decision-making have reinforced inequality in society. I also
highlight opportunities to incorporate equity into ES decision-making, and describe the
research gaps that inhibit progress in this area. I conclude by providing a brief overview
of each chapter of my dissertation and how they address these gaps.
1.2. The Problem of Inequality
In the United States, social, economic, and racial inequality is pervasive. Such
inequities not only negatively impact people’s well-being, health, and livelihoods, but
also have negative consequences on the stability and resilience of the social, economic,
and political systems and institutions on which all citizens rely. At the most fundamental
level, many people in the United States have basic needs that are not being met on a daily
basis: they lack adequate income, have little or no wealth, and do not have access to
decent housing, health care, or education. In the wealthiest country in the world, and in a
society that purports to value equal opportunity, these discrepancies are morally
abhorrent to many.
However, even if all people’s basic needs were met, and severe poverty and
deprivation were eliminated, inequality, as indicated by disparities between groups of
people, can still have insidious effects. In a society where economic power is
concentrated among relatively few individuals and groups, the wealthiest are capable of
exerting outsized political influence and shaping society in a way that conforms to their
interests – a direct violation of the principles of democracy. Further, as inequality
becomes increasingly calcified within society, people’s views of themselves and of others
become distorted in ways that reinforce tribalism and inhibit cooperation among disparate
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groups, which in turn negatively impacts the functioning of democratic government. The
accumulation of wealth, power, and privilege also inhibits social mobility and undercuts
equality of opportunity, undermining the possibility of the American Dream. So even if
poverty were eliminated and everyone had access to the resources needed to live a decent
life, that baseline would not be sufficient for the United States to realize the purported
ideals set forth by American democratic institutions.
1.3. Defining Equity and Equality
Despite general agreement that inequity is objectionable and that equity is
desirable, there are several challenges to creating more equitable outcomes. A primary
challenge lies in defining shared conceptions of what constitutes equity.
First, there are several dimensions of equity that can be grouped into three
categories: distributional, procedural, and recognitive (Schlosberg 2003). Distributional
equity is concerned with the allocation of benefits and costs among members of society;
procedural equity refers to the process by which decisions are made and who has a say in
those decisions; recognitive equity is about accepting different social and cultural norms
and respecting the value of different forms of knowledge in decision-making. Throughout
this dissertation, I solely focus on distributional equity, and hereafter, when I refer to
equity, I am referring specifically to distributional equity.
Second, equity and equality are not the same. Equality can be measured
objectively, whereas equity requires making normative judgements about what is fair and
just. Equality might involve allocating resources equally, whereas equity involves
distributing resources in a way that recognizes existing inequalities and people’s different
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needs. For example, if all people receive equal treatment, but some of those people are
disadvantaged, then inequality among individuals is simply maintained or exacerbated.
There are numerous definitions of what constitutes equity, but here, I define an equitable
process as one that reduces inequality within society – i.e. leveling the playing field. In
effect, equitable processes ought to lead to outcomes where differences in welfare are not
determined on the basis of race, class, gender, or other dimensions of identity.
1.4. Equity and Allocation
Another key challenge lies in understanding how different processes and
methods of resource allocation may or may not lead to equitable outcomes. In this
section, I review three prominent modes of resource allocation – rooted in theories of
welfare economics, egalitarianism, and utilitarianism – and highlight advantages and
limitations of each.
1.4.1. Kaldor-Hicks Criterion
When resource allocation decisions create winners and losers among different
individuals and groups, welfare economics suggests that compensatory mechanisms can
theoretically offset these disparities. Under the Kaldor-Hicks criterion, a decision is
assumed to improve social welfare if the ‘winners’ secure enough benefits to compensate
any ‘losers’ and still have some net gain left over (Hicks 1939; Kaldor 1939). For
example, property buyouts under eminent domain.
Compensation under the Kaldor-Hicks criterion, however, is considered
hypothetical and does not actually have to occur in order for a decision to be considered a
Pareto improvement. In fact, political institutions rarely facilitate or enforce
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compensatory transactions (Farley 2008; Nyborg 2014). Moreover, the ‘losers’ are more
likely poor because of their lower cost of compensation (Turner 2007). So even if
sufficient compensation does occur, these transactions may still result in inequitable
outcomes in instances when the poor remain the same and the wealthy become wealthier.
I argue that equitable outcomes are more likely to occur when goods and services are
equitably distributed from the outset, and that rarely are they achieved through
compensatory transactions.
1.4.2. Egalitarianism
Egalitarianism is a philosophy that emphasizes equality and the equal treatment
of all people. Underlying this philosophy is the assumption that all people are equal, and
that equal treatment ensures that equality is maintained. This philosophy largely ignores
that centuries of discrimination on the basis of race, ethnicity, class, gender, and religion
have caused deep inequalities. Unfortunately, this assumption conflates equity and
equality.
Allocation decisions based in egalitarianism may use the Gini coefficient to
measure equity. The Gini coefficient is a unitless index used to measure the dissimilarity
in costs or benefits among different entities, and is best known for its use in
macroeconomics as a measure of national-level income inequality. Recently though, the
Gini coefficient has been applied to the optimization of conservation and land use
decisions. By minimizing the Gini coefficient, these decisions seek to allocate benefits
and costs of conservation equally. For example, Halpern et al. (2013) identify tradeoffs
between improving fish habitat and costs to commercial fisherman in the creation of
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marine protected areas (MPAs). In spatial targeting of MPAs, costs are distributed
“equitably” to fisherman by minimizing the Gini coefficient. Similarly, Wu and Yu
(2017) optimize which farms receive payments as part of the Conservation Reserve
Program (CRP) by minimizing Gini coefficients for a range of conservation benefits.
Both of these studies seek to enhance equitable allocations of benefits and costs, yet seem
to neglect existing inequalities among fisherman and farmers.
1.4.3. Utilitarianism
Utilitarian economic theory is useful in operationalizing what constitutes
equitable distribution, and is the theory I apply moving forward. Under this theory,
equitable and socially optimal outcomes are achieved through distributing benefits to
those who derive the most utility and distributing costs to those who bear the least
disutility. By definition, this means an unequal allocation of benefits and costs.
Affirmative action in college admissions or in the distribution of COVID-19 vaccinations
are examples of utilitarianism. If it is assumed that resources are finite, the processes that
enable equitable outcomes, by definition, require that resources are allocated away from
those who are privileged and towards those who are less privileged.
The utility of goods and services varies widely among individuals, depending on
multiple factors, including their preferences, access to substitutes, and vulnerability to
hazards. As such, utility is difficult to measure, and doing so requires normative
judgements about a society’s aversion to inequality (e.g. differential income tax rates).
Ignoring this challenge by assuming that people derive the same utility from certain
benefits and costs may result in inequitably allocating resources and exacerbating
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inequalities. I argue that the utility a benefit provides is often inversely correlated with an
individual’s wealth, power, and privilege. Following this logic, allocating resources to
marginalized groups in society is often the process through which utility is maximized
and the greatest gains in social welfare are achieved.
1.5. Measuring Utility
In this section, I survey several proxies to measuring utility, and discuss the
advantages and limitations of each.
1.5.1. Monetary Valuation
Utility is most commonly measured though monetary valuation of goods and
services. Monetary valuation facilitates comparison and aggregation of different values
and is easily understood by many decision-makers. The allocation of resources based on
monetary valuation of benefits and costs, however, is often biased towards the
preferences of wealthier groups and tends to perpetuate distributional inequities
(Garmendia and Pascual 2013). There are two related underlying reasons for this.
First, monetary values are often assumed to provide the same utility to all
individuals (Daw et al. 2011). Intuitively though, there is diminishing marginal utility of
income, such that the utility (or disutility) of monetary gains (or losses) is greater for
poorer individuals. For instance, $10,000 in avoided flood damages is likely to provide
greater utility to an individual owning a $100,000 home than an individual owning a
$1,000,000 home. And second, prices are determined by willingness-to-pay. As such,
goods and services preferred by the wealthy are valued more highly, due to their greater
ability-to-pay, while goods and services required by the poor receive lower prices. For
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example, subsistence crops generally command lower market prices than major cereal
crops. Despite their crucial importance to the rural poor, these crops also often receive
less investment in research and development than major agricultural crops (Padulosi et al.
2002).
1.5.2. Equity-Weighted Utility Functions
Equity-weighted utility functions are one possible mechanism to address the
biases inherent in traditional monetary valuation (Pearce et al. 2006). In welfare
economics, utility functions are used to capture the diminishing marginal utility of
income or consumption. With equity-weighted utility functions, marginal utility is also
assumed to be dependent on the existing wealth of an individual, such that the costs and
benefits accrued to lower income individuals are often more highly weighted. These
functions can account for diversity in communities’ preferences for how costs and
benefits ought to be distributed among individuals. With this framework, the greatest
increases in social welfare generally occur when benefits are distributed from the bottom
up and when costs are distributed from the top down (Baer 2009). Equity-weighted utility
functions have been employed in an array of economic analyses, including the estimation
of damage costs from climate change (e.g. Anthoff et al. 2009; Baer 2009; Dennig et al.
2015) and in the allocation of health care resources (e.g. Bleichrodt et al. 2004; Bobinac
et al. 2012). When applied at national scales, equity weights have significantly impacted
the estimates of global environmental changes on social welfare (Srinivasan et al. 2008).
Although the use of equity weights has been advocated for in the ES valuation
literature (Balmford et al. 2011; Daw et al. 2011; Pascual et al. 2010), few studies have
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estimated ecosystem services benefits using disaggregated utility functions (see Daw et
al. 2015; Halpern et al. 2013; Ward and Pulido-Velazquez 2008). This is in part because,
similar to discounting the social welfare of future generations, forming a consensus on
appropriate equity-weights has proved difficult (Wegner and Pascual 2011). In addition
to the practical challenge of identifying how costs and benefits are distributed, there is the
ethical challenge of making judgments about a community’s distributional preferences
(Pearce et al. 2006). Ignoring this challenge by using monetary valuation, however,
simply assumes that the utility of income is equal for all stakeholders regardless of their
existing wealth.
1.5.3. Social Vulnerability to Environmental Hazards
Accounting for social vulnerability to environmental hazards is another strategy
to better capture the value of ES to different beneficiaries. Individuals or groups who are
vulnerable or less resilient to environmental hazards are likely to have greater demand for
ES related to disaster risk reduction and value these services more highly than those who
have greater adaptive capacity (Wolff et al. 2015). For example, flood risk mitigation will
be more valuable to a lower-income, more elderly, and less well-educated community
than a higher-income, younger, and well-educated community (Kotzee and Reyers 2016).
Based on demographic and socioeconomic factors, several composite social vulnerability
indices have been developed to measure resilience to a variety of environmental hazards
(Cutter et al. 2009; Cutter and Finch 2008; Rufat et al. 2015).
Harris County, Texas, where the City of Houston is located, offers a promising
example of how to more equitably allocate flood mitigation interventions, based on social
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vulnerability of exposed populations. In the wake of Hurricane Harvey in 2017, Harris
County passed a $2.5 billion bond to fund flood control projects. Instead of following the
common practice of prioritizing projects based on flood hazard alone, i.e. using the
“worst-first” principle, the commission responsible for allocating the funds decided to
rank projects with consideration to the social vulnerability of the populations exposed to
flood risk. As compared to historical flood protection interventions, this alternative
prioritization scheme effectively redistributes tax revenues from wealthier neighborhoods
to poorer neighborhoods. Despite significant political opposition, allocation of funding
based on vulnerability has the potential to ameliorate existing disparities in flood
resilience. More broadly, this plan and others like it (e.g. Cutter et al. 2013) present
critical opportunities to reconceptualize how investments in hazard mitigation are
prioritized.
1.6. Key Research Gaps
Distributional analyses have not been commonly applied to non-market
ecosystem service (ES) benefits (Hsiang et al. 2019). To date, ES have most often been
quantified in either biophysical terms or in terms of their total economic value (Chan and
Satterfield 2020; Mandle et al. 2020; Wei et al. 2017). However, both sets of metrics
mask the underlying distribution of ES benefits between groups within society and limit
our understanding of how ES contribute to human well-being. Without disaggregating ES
benefits, it is difficult to identify who wins and who loses in decisions affecting the
provision of ES (Wieland et al. 2016).
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Calls have been made for better disaggregation of ES benefits among
beneficiary groups (Bennett et al. 2015; Daw et al. 2011; Rieb et al. 2017), and multiple
conceptual frameworks have been developed for tracking the spatial and temporal flows
of ES (see Fisher et al. 2009; Jones et al. 2016; Serna-Chavez et al. 2014; Villamagna et
al. 2013). Yet relatively few studies present tractable, replicable, quantitative analyses of
equity in the distribution of ES (Mandle et al. 2020). Notably, Chaplin-Kramer et al.
(2019) project changes in ES globally, but do not distinguish projected impacts among
demographic or socioeconomic groups. Additionally, Ma et al. (2019) and Mullin et al.
(2018) highlight that socially vulnerable groups have less access to natural capital and are
at greater risk of losing ES benefits in the future. This dissertation builds on these prior
studies by disaggregating ES benefits according to specific socioeconomic and
demographic groups. This is particularly important in the US, where historical political,
economic, and social trends have perpetuated and reinforced inequality specifically along
lines of race, ethnicity, and class.
1.7. Overview of Dissertation
Across my four chapters, I develop novel quantitative approaches to assess how
changes in ES are distributed among multiple beneficiaries using publicly available data
and coupled biophysical-economic models. I also explore how conservation and land
management better account for existing disparities and explore how alternative decisionmaking approaches may better serve those who are most vulnerable.
In my first chapter, I project changes in the supply, demand, and benefits for
four ES in every county in the conterminous US between 2020 and 2100. These ES
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include climate regulation, provision of clean air, protection against West Nile virus
(WNV), and crop pollination. I then disaggregate the projected changes in ES benefits
across rural and urban communities, socioeconomic and demographic groups, and
regions of the country.
In my second chapter, I use a low-complexity probabilistic approach to estimate
flood risk to property owners under floodplain restoration and climate change scenarios
for a range of flood recurrence intervals. For each scenario, I evaluate the exposure of
properties, the damage to each property as a percentage of its appraised value, and the net
present value of damages to each property over a 100-year time horizon. I apply this
approach in the Vermont portion of the Lake Champlain Basin, a scale relevant to typical
policy decisions in the region.
In my third chapter, I build on the framework developed in my second chapter,
and optimize investments in floodplain restoration in a way that maximizes the utility of
avoided damages from flood inundation for a range of budgetary constraints. I estimate
the expected reduction in flood damages from restoration interventions by integrating a
hydraulic flood model and an economic damage cost model. Using equity-weighted
utility functions, I explicitly evaluate how the value of reduction in flood damages varies
for different property owners. I demonstrate the potential of this approach in the Lewis
Creek watershed, located in Vermont, USA.
In my fourth chapter, I quantify the benefits and costs of improving water
quality in Lake Champlain under a range of phosphorus (P) reduction and climate change
scenarios between 2016 and 2050. To estimate benefits, I use statistical models to link
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water quality outputs from a previously developed integrated assessment model with
three categories of benefits: tourism expenditures, property sales, and avoided human
health impacts.
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CHAPTER 2: PROJECTED LOSSES OF ECOSYSTEM SERVICES
DISPROPORATIONATELY AFFECT NON-WHITE AND LOWER-INCOME
POPULATIONS
2.1. Abstract
Nature supports human well-being through ecosystem services (ES), yet it is often
unclear how these benefits are distributed among groups of people. Addressing this gap is
critical for making conservation and environmental policy-making more equitable. Here,
we evaluate the distribution and equity of changes in ES benefits across demographic and
socioeconomic groups in the United States (US) between 2020 and 2100. Specifically, we
use land cover and population projections to model potential shifts in the supply, demand,
and benefits of the following ES: climate regulation, provision of clean air, protection
against a vector-borne disease (West Nile virus), and crop pollination. Across the US,
changes in ES benefits are unevenly distributed among socioeconomic and demographic
groups and among rural and urban communities, but are relatively uniform across
geographic regions. In general, people of color, lower-income, and rural populations
disproportionately bear the burden of declines in ES benefits. This is largely driven by
the conversion of forests and wetlands to cropland and urban land cover in counties
where these marginalized populations are expected to grow. In these locations, targeted
land use policy interventions are required to avoid exacerbating inequalities already
present in the US.
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2.2. Introduction
Nature is essential to human well-being and sustainable development, as
decades of research and global assessment have made clear (Costanza et al. 2017; Díaz et
al. 2018). While ecosystem services (ES) have been mapped, modeled, and valued using
a multitude of methods and have been studied by a wide range of disciplines,
understanding the distribution of ES benefits to individuals and groups within society
remains a critical gap (Bennett et al. 2015; Mandle et al. 2020). As inequality within
society becomes one of the most pressing social, political, and environmental issues of
this century, this shortcoming has taken on ever more importance for justice and equity in
environmental governance and decision-making.
Globally, the projected decline in ES is most severe in developing countries,
particularly in Africa and South Asia (Chaplin-Kramer et al. 2019). Furthermore, local
case studies suggest that ES benefits are skewed towards more affluent and less socially
vulnerable groups. For example, indigenous people rarely benefit from water quality
offset projects associated with road development in the Peruvian Amazon (Mandle et al.
2015). In the Miyun Reservoir watershed in northern China, poorer households with
members who are chronically sick and elderly have less access to ES than wealthier,
healthier, and younger households (Robinson et al. 2019). Even in US cities, the supply
of evaporative cooling ES provided by urban vegetation is spatially correlated with
neighborhood income, resulting in lower-income communities more exposed to extreme
heat (Jenerette et al. 2011). These examples raise concern that natural capital and the ES
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benefits that flow from it may be just as unevenly distributed as other forms of capital in
our society.
Measurement of the distribution of wealth and income has been a prominent
area of welfare economics research for decades (Hicks 1939; Pigou 1920), and
environmental economics specifically has long focused on the impacts of negative
externalities on public goods (Buchanan and Stubblebine 1962; Coase 1960). Moreover,
the environmental justice field has documented many instances of minority and lowerincome populations being disproportionately exposed to environmental hazards, such as
air pollution (Brown 1995) and natural disasters (Fothergill et al. 1999). However, these
types of distributional analyses have rarely been applied to non-market ES benefits
(Hsiang et al. 2019; Mandle et al. 2020). To date, ES have most often been quantified in
either biophysical terms or in terms of their total economic value (Chan and Satterfield
2020; Mandle et al. 2020; Wei et al. 2017). Both sets of metrics mask the underlying
distribution of ES benefits between groups within society and limit our understanding of
how ES contribute to human well-being. Without disaggregating ES benefits, it is
difficult to identify who wins and who loses in decisions affecting the provision the ES
(Wieland et al. 2016). This information can be used to develop policies that aim to
distribute benefits to those most vulnerable to the loss of ES or that facilitate
compensation for ES losses.
Multiple conceptual frameworks exist for relating nature’s contributions to
people (Chaplin-Kramer et al. 2019; Ma et al. 2019; Serna-Chavez et al. 2014;
Villamagna et al. 2013), each of which have their advantages and drawbacks. These
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frameworks often adopt the terms supply, demand, and benefit in ways that have proven
useful for understanding components of ES (Wei et al. 2017), even if such use does not
correspond directly with traditional definitions in microeconomics. We follow this
convention and define the supply of an ES as a biophysical measure of an ecosystem
process or function that has the potential to support or enhance human well-being. We
define demand for an ES as the need or desire for a good or service, which means
demand is therefore predicated on the presence of human populations. Such demand may
include mitigation of a potential risk (e.g. negative health outcomes) (Wolff et al. 2015).
Finally, we define the benefit of an ES as a function of both supply and demand, whereby
a change in human well-being occurs as the result of supply meeting demand. In
instances where ES supply occurs in the absence of demand, and vice-versa, there is no
benefit.
In the US, as in other parts of the world, projected changes in land cover and
population will have major consequences on the supply and demand for multiple ES (Sun
et al. 2020). As such, the distribution of ES benefits to various groups of beneficiaries
could shift dramatically. If historical trends in land cover change continue, projections
indicate further loss of natural land cover (i.e. forests, grasslands, and wetlands), with a
corresponding expansion of anthropogenic land cover (i.e. croplands and urban areas)
(Sleeter et al. 2013; Wright and Wimberly 2013). In response, the supply of some ES,
particularly those not currently valued in markets (e.g. disease risk mitigation), are
expected to decline; while others, particularly those valued in markets (e.g. food
production), are expected to increase (Brauman et al. 2020; Lawler et al. 2014).
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Simultaneously, population in urbanized areas is predicted to grow, while rural
populations will shrink (Wear and Prestemon 2019). Socio-economic and demographic
groups are also expected to become more segregated on local and regional scales (Hauer
2019; Wear and Prestemon 2019). These population shifts have important implications
for the magnitude and spatial distribution of ES demand.
Combined, we expect that these changes in land cover and population will create
mismatches between ES supply and demand, whereby ES supply decreases in the same
locations as where demand increases (Ma et al. 2019; Wang et al. 2019; Wei et al. 2017).
Based on case studies of inequity in the distribution of ES (Daw et al. 2015; Jenerette et
al. 2011; Mandle et al. 2015; Robinson et al. 2019), we hypothesize that such mismatches
will disproportionately affect already marginalized groups. To test this hypothesis, we
projected changes in the supply, demand, and benefits for four ES in every county in the
conterminous US between 2020 and 2100. These ES include climate regulation,
provision of clean air, protection against West Nile virus (WNV), and crop pollination.
We then disaggregated the projected changes in ES benefits across rural and urban
communities, socioeconomic (i.e. income quintiles) and demographic groups (i.e. racial /
ethnic groups), and regions of the country (i.e. Midwest, Northeast, South, West).
The four ES we model are an illustrative sample of services for which we have
data and expertise. In Table 2.1, we describe who the beneficiaries are for each ES and
the metrics used for quantifying supply, demand, and benefit. The beneficiaries, the
spatial scale over which the benefits are realized, and the way benefits are accrued vary
across ES. For air quality and protection against WNV, the beneficiaries include all
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households within a spatial unit. Changes in the supply of protection against WNV only
affect the population within a given county, changes in air quality have regional impacts
downwind of where emissions occur, and changes in climate regulation have global
impacts.
Our ES models are driven by existing datasets predicting future changes in land
cover and population across the US between 2020 and 2100. While several land cover
and population projections exist (Hauer 2019; Sohl et al. 2016), we selected datasets with
common underlying assumptions and that are used by US federal government agencies.
For land cover projections, we used the United States Geological Survey (USGS)
FOREcasting SCEnarios of Land-Use Change (FORE-SCE) dataset (Sleeter et al. 2012;
Sohl et al. 2014) (Figure 2.1). For population projections, we used the United States
Environmental Protection Agency (US EPA) Integrated Climate and Land Use Scenarios
(ICLUS) dataset (Bierwagen et al. 2010) (Figure 2.1). The population projections were
then coupled with county-level income (Wear and Prestemon 2019) and demographic
(Hauer 2019; NASS 2012) projections. These projections are modulated by four
alternative future scenarios (Figure 2.1), specified by the IPCC Special Report on
Emissions Scenarios (SRES). See Methods for more details on the assumptions and
development of these scenarios.
This study is the first to project changes in multiple ES benefits at the national
scale and assess the distribution of those benefits among demographic and socioeconomic
groups. Calls have been made for better disaggregation of ES benefits among beneficiary
groups (Bennett et al. 2015; Daw et al. 2011; Rieb et al. 2017), yet to date, relatively few
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studies have done so (Mandle et al. 2020). Notably, Chaplin-Kramer et al. (2019) project
changes in ES globally, but do not distinguish projected impacts among demographic or
socioeconomic groups. Additionally, Ma et al. (2019) and Mullin et al. (2018) highlight
that socially vulnerable groups have less access to natural capital and are at greater risk of
losing ES benefits in the future. Our analysis builds on these prior studies by
disaggregating ES benefits according to specific racial and ethnic groups, as well as
income quantiles. This is particularly important in the US, where historical political,
economic, and social trends have perpetuated and reinforced inequality specifically along
lines of race, ethnicity, and class.
2.3. Results
As a result of land cover change and population shifts between 2020 and 2100,
the US will experience declines in ES benefits under nearly all scenarios (Figure 2.2).
The magnitude of these trends varies by ES and by scenario. In general, declines in ES
benefits are greatest under scenario A2 and are mitigated under scenarios B1 and B2. In
scenario B2, climate regulation increases by 15%, and in scenario A1B, WNV disease
control increases by 4.5%. Hereafter, we focus our results on scenario A2, as observed
CO2 emissions between 1990 and 2010 are closely aligned with projections made under
this scenario (Pretis and Roser 2017). Results for scenarios A1B, B1, and B2 are shown
in the Supplemental Materials (Figure 2.S1).
At the county-level, expected changes in ES supply and demand are highly
variable (Figure 2.3; Figure 2.S1). ES mismatches are expected to occur in counties
where supply decreases and demand increases between 2020 and 2100 (i.e. purple-

25

colored counties, Figure 2.3; Figure 2.S1). Among these counties, the severity of ES
mismatches depends on the relative magnitude of changes in ES supply and demand.
Although regional and state-level trends are less apparent, county-level changes
in supply and demand illuminate some of the drivers underlying the aggregate national
statistics. For example, both supply and demand for air quality decrease in most counties
(Figure 2.3A, orange-colored counties) as cropland and urban land cover increases (i.e.
land uses associated with greater emissions) and rural counties depopulate. However,
demand for improved air quality increases in urban counties, due to projected growth in
population density; the outsized decline in air quality benefits in these counties results in
a net loss of benefits nationally.
In almost all counties, supply of climate regulation (i.e. carbon storage) is
expected to decrease, primarily due to the loss of forests and wetlands (Figure 2.3B).
Changes in demand for climate regulation are more heterogeneous across the country.
The greatest increases in demand for climate regulation occur in metropolitan areas,
where population is expected to increase (Bierwagen et al. 2010), and in the southern US,
where damages from climate change will likely be greatest (Hsiang et al. 2017). These
trends interact in such a way that ES mismatches occur in counties scattered across the
country with no strong geographic trend.
For crop pollination, demand among farmers increases in most counties, while
supply decreases (Figure 2.3C, purple-colored counties). These changes vary spatially,
but in scenario A2, most counties are expected to experience an increase in pollinatordependent cropland. As the proportion of crop types grown in each county are assumed to
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remain constant, this increase in demand occurs due to expansion of cropland area (see
methods for more details). This expansion, in part, also coincides with a loss of forested
land area, which contributes to a decline in crop pollination supply.
Similar to air quality, demand for vector-borne disease control decreases in a
large majority of counties, but increases in counties containing urban centers (Figure
2.3D). Supply of vector-borne disease control in most counties either remains relatively
constant or increases, leading to unrealized ES benefits. Due to differences in habitat
preference for WNV vectors (i.e. mosquitos), the land cover conversions driving the
increased supply of vector-borne disease control vary by region (Figure 2.S4). For
example, increased forest cover in the Great Plains is associated with lower risk of WNV,
but in the Eastern Temperate Forests, greater forest cover is associated with elevated risk
of WNV.
We find stark differences in the distribution of changes in ES benefits among
beneficiary groupings (Figure 2.4). Across all services except climate regulation, the
directionality of change is opposite for rural and urban counties (Figure 2.4; top row). In
rural counties, benefits of air quality and vector-borne disease control increase between
2020 and 2100, while crop pollination benefits decrease. Those trends are reversed for
urban counties. Compared with rural and urban counties, suburban counties are predicted
to experience relatively little change. For climate regulation, both rural and urban
counties are expected to experience declines in benefits across all scenarios except B2.
Among income groups, counties in the lowest quintile are projected to
experience the greatest losses in air quality and WNV benefits (Figure 2.4; second row).
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By contrast, counties in the highest quintile are predicted to gain benefits for air quality
and vector-borne disease control, but farmers in those counties are expected to experience
declines in crop pollination. For counties in the 2nd and 4th quintiles, the magnitude of
changes is smaller than in the 1st and 5th quintiles. Counties in the 3rd quintile experience
relatively little change compared to other counties.
Similar to the trends across income groups, the changes in ES benefits for
people of color are the opposite of the trends for white communities (Figure 2.4; third
row). In particular, Black and Latinx people are expected to experience substantial losses
in ES benefits, while white people will experience moderate gains. Averaged across
scenarios, air quality, climate regulation, crop pollination, and vector-borne disease
control will decrease for people of color by 200%, 50%, 127%, and 121%, respectively.
For white people, the benefits from these ES will increase by 10%, -14%, 35%, and 36%.
Differences in how ES benefits are distributed across broad geographic regions
of the US are less apparent than the other beneficiary groupings (Figure 2.4; bottom row).
For air quality, there is a consistent decline in benefits in each of the four broad regions
of the US (i.e. Midwest, Northeast, South, West). However, vector-borne disease control
benefits increase in the Midwest and Northeast under scenarios A1B and B1, while
benefits decrease in the South and West. Under all scenarios, the magnitude of climate
regulation benefits is greater in the Midwest and Northeast than in the South and West.
For crop pollination, the magnitude of change is relatively large for farmers in the
Midwest and Northeast.
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2.4. Discussion
These results show that ES benefits in the US will not only decline between
2020 and 2100, but that those declines will most severely affect already marginalized
communities. Other studies have also found that declines in ES will be likely at national
and global scales (Chaplin-Kramer et al. 2019; Lawler et al. 2014); however, this study is
the first to disaggregate results within a country to show that people of color, lowerincome, and rural communities are at the greatest risk of losing benefits from ES. These
findings complement widespread evidence that marginalized people are
disproportionately exposed to environmental hazards (Ringquist 2005). Our findings raise
concerns that, if left unattended, these environmental inequalities will persist and worsen
over the next century.
In most ES studies to date, ES benefits are either disaggregated spatially (e.g.
pixels across a landscape), regionally, or not at all, and are rarely disaggregated among
beneficiary groups (Mandle et al. 2020). Although spatial segregation along race and
socioeconomic lines is a defining feature of American landscapes, these divides typically
occur within smaller spatial scales, such as cities or counties. Here we show that the
differences in projected ES benefits among regions of the country are relatively small
(Figure 2.4), and that even the results mapped at the county-level show weak spatial
patterns (Figure 2.3). Instead, the largest differences in projected ES benefits occur
between income and racial groups. When beneficiaries are grouped by administrative or
even watershed boundaries, as previous ES studies have done, inequitable distributions of
ES benefits may be masked. In recognition of this shortcoming, several recent studies
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have demonstrated the potential for novel tools and techniques, such as open-access
social media datasets (e.g. Hamstead et al. 2018), agent-based modeling (e.g. Miyasaka et
al. 2017), and social vulnerability indices (e.g. Mullin et al. 2018), in evaluating the
distribution of ES benefits among beneficiary groups (Rieb et al. 2017).
The disproportionate impact of ES losses on marginalized people is largely due
to the conversion of natural land cover in counties where these communities are expected
to grow between 2020 and 2100. With the exception of WNV, ES supply declines in
counties where forests and wetlands are converted to cropland and urban land cover
(Figure 2.S3). Forests support high rates of carbon sequestration and provide nesting
habitat for insect pollinators, while fertilizer and tailpipe emissions from cropland and
urban areas threaten air quality. By contrast, the relationships between risk of WNV and
change in land cover are not generalizable on a national-scale because habitat preference
for vectors of WNV (i.e. mosquitos) varies by ecoregion (see Figure 2.S4) (Bowden et al.
2011). As the US becomes increasingly less white and income groups become more
geographically segregated, the decline in the supply of ES are expected to largely impact
people of color and low-income communities.
In the loss or absence of ES benefits, a range of outcomes or responses may
occur. The most obvious consequence is a direct cost or damage to a community. For
example, if air quality benefits decrease, then premature mortalities caused by respiratory
diseases may increase, or if crop pollination decreases, then yields for pollinatordependent crops may decline. Alternatively, communities may respond by substituting
the ES with a non-nature-based solution. For instance, if vector-borne disease control
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benefits decrease, then communities may respond by spraying pesticides in order to
reduce incidence of WNV. However, the cost-effectiveness, efficiency, and accessibility
of ES substitutes remains a critical area of future research (Cohen et al. 2019).
Emigration is another possible response to declines in the supply of ES (Renaud
et al. 2011). For instance, variation in local and regional air quality has been found to
induce household migration (Bayer et al. 2009). Similarly, increasing frequency and
severity of flooding has triggered voluntary buyouts of flood-prone properties (Mach et
al. 2019). These examples raise concern that the decrease in ES supply in one locale may
simply displace the demand for that ES from that location to another. In the case of
government-sponsored buyout programs, decisions regarding which properties to acquire
have major social justice implications (Siders 2019). However, when migration occurs in
the absence of government assistance, the financial costs to households are often
overwhelming, resulting in further vulnerability to environmental hazards and the loss of
ES.
Throughout our analysis, we evaluate changes in ES benefits relative to a
reference state representing conditions in 2020. However, our results do not imply that
the US is moving from an equitable baseline to an inequitable future. Instead, such
inequities are assumed to be present and, in part, likely underpin the disparities projected
here. The current distribution of ES benefits must therefore be understood within the
context of historical, political, and economic forces that have reinforced environmental
privilege and perpetuated class and race-based injustice. For instance, Black and Latinx
people are currently disproportionately exposed to air pollution caused mainly by the
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consumption of goods and services by white people (Tessum et al. 2019). That disparity,
and others, are only expected to worsen (Figure 2.4).
Climate regulation and crop pollination present interesting contrasts with the
other ES. Although damages from climate change are expected to be highly variable
across the US (Hsiang et al. 2017), the magnitude and distribution of these impacts are
unrelated to the locations of changes in carbon storage. As such, marginal changes in
storage have the same impact on global climate change, and therefore have the same
aggregate value to society (as represented by the social cost of carbon), regardless of
where they occur. This is in contrast with the other three services, where benefits depend
on the locations of the beneficiaries and changes in ES supply relative to each other.
Moreover, unlike the other ES, crop pollination services are mediated by agricultural
markets, whereby farmers (as opposed to all households) within a given county are the
most direct beneficiaries. While consumers of pollinator-dependent crops also benefit
from pollination services, there is of course a major disconnect between the locations
where crops are produced and where they are consumed. Addressing this complexity is
beyond the scope of our analysis.
Our findings contain several important areas of uncertainty. First, the land cover
and population projections used are not intended as best-estimates of future trends.
Instead, they represent a range of possible outcomes based on various assumptions
regarding economic development, material consumption, fertility rates, population
movement, and environmental governance. Further, the lack of consensus among other
land cover projections raise concerns about the validity of these modeling approaches
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generally (Sohl et al. 2016). As compared to other land cover projection datasets based on
the SRES scenarios, such as those developed by Wear (2011), Bierwagen et al. (2010),
and Strengers et al. (2004), the FORE-SCE model projections we use encompass greater
variability across scenarios (Sleeter et al. 2012; Sohl et al. 2014). We therefore would
assume that our results include a wider range of possible outcomes than if we were to use
of these other datasets. Second, projecting ES at the national scale required the use of
simple modeling approaches, broadly available datasets, and generalized parameters. As
is true in any modeling application, there is a trade-off between model scalability and
complexity. Our approaches tend toward the scalable, in order to address these issues
across the entire conterminous US.
Validation, calibration, and uncertainty assessment of ES models is a critical
area for further research. Better understanding the uncertainties in model-based
predictions of ES supply and demand has the potential to increase the credibility of this
information, and increase its relevance in decision-making (Bryant et al. 2018).
Although there are certainly unique challenges in validating and calibrating ES models,
there are also many opportunities to apply existing methods from other fields to ES
assessments (Hamel and Bryant 2017). Empirical monitoring of changes in ES benefits is
another important aspect of ES model validation. This could be done directly by
measuring changes in human well-being, such as incidence of WNV, or indirectly by
measuring the value of ES substitutes, such as the price of honeybee hives.
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Capturing the impacts of climate change on land cover change, ES supply, and ES
demand is another important area of future research. Neither of the land cover or
population datasets we use explicitly account for climate change in their projections, and
in none of our ES models do we include climatic variables. Despite these limitations,
increasing evidence suggests that climate change adaptation may lead to significant
changes in land use, with corresponding impacts on ES (Fezzi et al. 2017; Hashida and
Lewis 2019). Moreover, climate change is expected to negatively affect ecological
processes mediating ES supply (Mooney et al. 2009; Runting et al. 2017), as well as shift
ES demand through migratory responses of beneficiaries. Separate from the direct
impacts on ES, damages from climate change are expected to disproportionately affect
poorer regions of the US, thus increasing preexisting inequality (Hsiang et al. 2017).
Combined, these trends raise concern that our results indicating future disparities in ES
are likely underestimates.
Our study provides evidence of social-environmental challenges for this century,
but it also presents opportunities. It is a call for land owners, researchers, and decisionmakers to implement policies and practices that prevent further inequitable distribution of
ES benefits. Specifically, our results show that there is an opportunity for conservation
organizations and urban planners to better integrate equity and justice into every facet of
their work, and for social justice groups to consider the role of conservation and land use
policy in reducing inequality. Spatial targeting of conservation interventions will not only
need to consider where the supply of ES is threatened, but also where demand for ES is
greatest and by which groups of people. For instance, promoting agroecological practices
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that provide habitat for pollinators are needed not only where crop pollination gaps are
highest, but also for farmers who lack access to substitutes for wild bee pollination.
Similarly, federal payment for ecosystem programs, such as the Conservation Reserve
Program, could target payments not only in locations where the supply of ES is most at
risk, but also where people are most vulnerable to the loss of ES. Together, these types of
changes in land use policy and practices have the potential to protect, restore, and
redistribute ES benefits where they are most needed.
2.5. Methods
2.5.1. Future Scenarios
Both land cover and population datasets are modulated by alternative
socioeconomic and climate scenarios, representing various pathways through which
social, economic, political, and environmental trends may affect land cover and
population trajectories. These scenarios make varying assumptions about the degree to
which the economy is globalized and regulated for environmental protection, and have
implications for population growth rates, GDP growth rates, technological innovation,
energy sources, and natural resource protection (Figure 2.1). The FORE-SCE and ICLUS
datasets are based on the IPCC Special Report on Emissions Scenarios (SRES), while the
income and demographic projections are based on the Shared Socioeconomic Pathways
(SSPs). To ensure consistency across datasets, we map the SSPs onto the SRES based on
recommendations presented by van Vuuren and Carter (2014).
The SRES include four alternative scenarios: A1B, A2, B1, and B2. Scenario
A1B assumes rapid economic expansion, relatively limited population growth, and
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development of more efficient technologies; scenario A2 assumes regionalization of
economic activity, high population growth, and extensive fossil fuel use; scenario B1
makes similar assumptions as A1B except that economic activity shifts towards service
and information-based industries and greater emphasis is placed on environmental
sustainability; scenario B2 is similar to A2 except that material consumption and fossil
fuel extraction declines (Nakicenovic et al. 2000). Under scenarios A1B, A2, and B1,
cropland and urban land use area increase at the expense of forests, grasslands, and
wetlands, with A2 projecting the most extreme shifts (Figure 2.1). By contrast, Scenario
B2 predicts relatively minor increases in urban land cover, while declines in cropland
area are offset by gains in forests and wetlands.
2.5.2. Disaggregating Beneficiaries
For each service, we disaggregated projected changes in benefits across rural
and urban communities, socioeconomic groups, regions of the country, and demographic
groups. For all categories, except demographic groups, counties are grouped into discrete
bins. Counties with less than 10,000 people are considered rural, counties with
populations between 10,000 and 50,000 are considered suburban, and counties with more
than 50,000 people are considered urban (US Office of Management and Budget 2010).
Socioeconomic groups are based on the household-level income, whereby each county is
assigned to a quintile based on its per capita income. Regional classifications are based
on state (Table 2.S1).
Demographic groups are based on the population of each county that is Black,
Latinx, non-white (i.e. people of color), and white. Groups are not mutually-exclusive,
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such that people of color include Black and Latinx people, as well as Asians, Arabs,
Indigenous people, and other racial/ethnic minority groups within the US. These
race/ethnicity classifications reflect the ones used by the Hauer (2019) dataset; however,
we recognize that race is a social construct, and that there is no biological basis for
defining differences by race. In contrast to the other categories of disaggregation, we
partition ES benefits for a county based on the relative proportion of each demographic
group within that county. For example, if cases of WNV in a county are expected to
decrease by 10 and that county is comprised of 70% Black people and 30% white people,
then we estimate that 7 fewer Black people and 3 fewer white people will become
infected with WNV. This approach does not account for heterogeneity of impacts within
counties.
To account for racial disparities between farmers and the general population of
the counties in which they operate (Horst and Marion 2019), we adjusted the
demographic projections as they relate to the beneficiaries of crop pollination. By
comparing the percentage of white farm operators in each county (USDA NASS Census
2012) with percentage of white people in the total population of the county (US Census
2012), we found that farm operators are on average 15% more white (Figure 2.S2). Given
this disparity, we applied county-specific scalars to adjust the population demographic
populations accordingly. For example, take a county where the population is 50% white,
30% Black, and 20% Latinx; when recalculated, those proportions change, such that the
farmer operator demographics are 57.5% white, 25.5% Black, and 17% Latinx. As a
result of this adjustment, white populations are expected to be more greatly affected by
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changes in crop pollination benefits. Farmer income is also on average lower than the
general population; however, because we bin counties by income quintile, we assume that
the spatial distribution of farmer incomes matches that of the general population (e.g.
low-income farmers operate in lower income counties, and vice-versa).
2.5.3. Air Quality
We applied the Intervention Model for Air Pollution (InMAP) to estimate
changes in air quality under each land cover scenario. InMAP
(http://spatialmodel.com/inmap) is an open-source, spatially explicit chemical transport
model that simulates the annual average transport, transformation, and deposition of air
emissions (Tessum et al. 2017). InMAP is more computationally efficient than other
chemical transport models and only requires the input of the total annual emissions at a
source location. In our analysis, source locations are represented as counties.
Potential changes in NOx, NH3, SO2, and VOC emissions in each county were
estimated by multiplying the area of each land cover class within the county by
associated emissions factors drawn from the Model of Emissions of Gases and Aerosols
from Nature (MEGAN) v2.1 (Guenther et al. 2012) and the US National Emissions
Inventory (U.S. Environmental Protection Agency 2017). Emission factors for each land
cover class are shown in Table 2.S2. Forests, grasslands, and cropland naturally emit
VOCs; NH3 emissions result from volatilization of ammonium-based agricultural
fertilizers in cropland; NOx is also emitted from denitrification of nitrogen-based
fertilizers and is produced by combustion reactions (i.e. automobile engines); SO2
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emission results from combustion of fossil fuels. This approach assumes that all locations
of the same land cover type have equal emissions.
InMAP assumes linear relationships between NOx, NH3, VOC, and SO2
emissions and ground-level deposition of PM2.5 and O3. We estimated the marginal
damages of emissions by running InMAP for each county based on an assumed change of
one unit of NOx, NH3, VOC, and SO2 emissions. The model outputs a receptor matrix
shapefile covering the entire US, where the size of the receptor cells varies depending on
population density. Within each receptor cell, InMAP estimates elevated PM2.5 and O3
concentrations. We aggregated receptor cells to the county-level.
To predict damages to human health from NOx, NH3, VOC, and SO2 emissions
loss attributable to changes in land cover within each county, we coupled InMAP outputs
for elevated concentrations of PM2.5 and O3 and the estimated population within each
county. Changes in the relative risk of premature mortality from all causes of mortality
due to exposure to elevated PM2.5 concentrations were estimated using the Cox
proportional hazards function, as described by Lin and Wei (1989). This model assumes
that the relative risk of premature mortality increases exponentially with increases in
PM2.5 concentrations. We calculated the increase in mortality due to elevated PM2.5
according to the methods described by Tessum et al. (2014), where the expected increase
in premature mortality is multiplied by the affected population size and the baseline rate
of mortality.
2.5.4. Climate Regulation
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We measured the supply of climate regulation as the sum of carbon stored in
aboveground biomass and in soils. To predict changes in aboveground and belowground
carbon stocks that are expected to result from transitions in land cover, we associated
each land cover class with carbon storage coefficients. Because of differences in soil,
climate, plant species composition, and other biophysical variables, carbon coefficients
for each land cover vary by county. We estimated these carbon storage coefficients using
two empirical spatially-explicit datasets that map aboveground and soil terrestrial carbon
across the CONUS, overlaid with the 2016 NLCD dataset. For aboveground carbon
storage, we used an annual carbon stock dataset (available for years 1971-2015)
published by Liu and Sleeter (2018) and Sleeter et al. (2018). This dataset includes
carbon stored in living biomass, standing and downed deadwood, and litter. We elected to
exclude the soil component of this dataset, which captures carbon to 2 m in depth,
because the effects of land use change on soils are most pronounced at depths of less than
1 m (Guo and Gifford 2002). Instead, for soil carbon, we used the organic carbon stock
dataset from SoilGrids, which estimates soil carbon in intervals from 0-200cm below the
surface. We used SoilGrids to run our analyses for the top-most 30cm of the soil, as
effects of land use change on soil carbon stock are pronounced in this range (Hengl et al.
2017).
We coupled the most recent (2015) aboveground carbon layer and the soil
carbon layer with the 2016 NLCD dataset (resampled to 960 m spatial resolution) to
compute county-specific carbon stocks for each land cover class, expressed on a mass per
area basis (Mg C × ha-1). A county-level summary of carbon stocks (Mg C) would
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thereby be a summation of a county’s area in each land cover class multiplied by the
carbon storage coefficient. For the years 2020 and 2100, we computed new county-level
carbon stocks that reflected changes in land cover. These county-level values represent
the supply metric for carbon storage.
We measured the demand for climate regulation using estimates of expected
county-level damages from climate change, weighted by the population exposed to those
damages. Using econometrically-derived damage functions relating temperature, rainfall,
CO2 on agriculture, mortality, crime, labor, and energy demand, Hsiang et al. (2017)
predict county-levels impacts of climate change, as a proportion of county GDP, for the
coterminous US. Aggregated across sectors, damages from climate change increase
quadratically as global mean temperatures rise, costing on average approximately 1.2%
of national GDP per degree Celsius. Based on the projections developed by Hsiang et al.
(2017), we calculated demand (D) in a given county (i) in a given year (j) by multiplying
county-level damage estimates (d) by the county population (P).
𝐷!" = 𝑃!" ∗ (1 + 𝑑!" )
In the year 2020, we assume that climate-induced damages (d) are zero; in the
year 2100, the value of climate-induced damages, as a percent of county GDP, may be
either greater or less than zero. In effect, the demand for climate regulation in 2020 is
equal to the county population. If climate-induced damages in 2100 are positive, then
demand for climate regulation increases. Alternatively, demand may also increase
between 2020 and 2100 if population growth occurs. In instances where climate-induced
damages are positive, but population declines, then changes in demand are offset to a
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degree. For example, if population in County A decreases from 50,000 to 45,000 (i.e. 10%), but climate-induces damages in 2100 are equal to 20% of county GDP, then
demand in County A increases by 8%.
We describe the county-level benefit of climate regulation as the mitigation of
climate change damages, weighted by population. To calculate the percent change in
benefit (DB) between 2020 and 2100, we multiplied the percent change in the supply of
climate regulation (i.e. carbon storage), aggregated nationally (∑ 𝑆! ), by the relative
change in county-level demand (D).
D𝐵! =

∑ 𝑆!,$%&& − ∑ 𝑆!,$&$& 𝐷!,$%&&
∗
∑ 𝑆!,$&$&
𝐷!,$&$&

In our analysis, increases in terrestrial carbon storage are assumed to decrease
net carbon emissions, thereby reducing climate change-related damages and increasing
climate regulation benefits. As carbon emissions are well-mixed in the atmosphere, the
damages caused by elevated CO2 concentrations are independent from the location of
emissions. As a result, climate regulation benefits increase (decrease) in counties where
damages from climate change are positive and in scenarios where there is a net increase
(decrease) in carbon storage nationally. For example, if supply increases by 25% and
demand doubles, then benefits will increase by 50%. Alternatively, decreased demand for
climate regulation will lessen the effect of changes in supply on climate regulation
benefits. For example, if supply decreases by 30% and demand between 2020 and 2100 is
halved, then benefits will decrease by only 15%.
2.5.5. Crop Pollination
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We focus on bees as pollinators, given their role in pollinating more than 80% of
all flowering plant species (Ollerton et al. 2011) and as key ES providers for the majority
of crop species worldwide (Klein et al. 2006). We used the Lonsdorf et al. model (LEM)
to calculate the supply of pollination services by bees. This spatially-explicit model of
wild-bee visitation has been described by Lonsdorf et al. (2009) and validated with field
visitation observations (Kennedy et al. 2013; Nicholson et al. 2019). In brief, the LEM
maps relative abundance of nesting pollinators, then models visitation as the distanceweighted average abundance of surrounding nests. With increasing distance from nest
sites in all directions, the model assumes an exponential decay in visitation. The model
produces a relative index (0 - 1) of pollinator visitation.
The LEM requires gridded rasters of floral and nesting values. For this input, we
associated each land cover class with expert-opinion derived floral and nesting values
(Koh et al. 2016). The model’s single parameter, α, is a distance decay scalar
representing the average distance a bee would travel to forage. Based on a previous metaanalysis (Ricketts et al. 2008), we used an average foraging distance of 600 m for
temperate wild bees. We applied the LEM to each land cover scenario, then summarized
pollination supply as the relative visitation of wild bees for each US county by averaging
the visitation index for all cropland pixels within that county.
We calculated the demand for pollination services for each US county as the
area of pollinator-dependent crops. We used the 2017 National Agricultural Statistics
Service census (US Department of Agriculture - National Agricultural Statistics Service
2017) to determine the area for all disclosed crops within each county. We used the
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median pollination dependency value in the range reported by Klein et al. (2006) for each
crop type. We then calculated demand-weighted crop area for each county as: 𝐷'( =
∑)!*% 𝐷! 𝐴! where Di is the pollinator dependency rate of crop i and Ai is the area of crop i.
To estimate pollination demand in future years, we used this value to determine the
dependency-weighted proportion of crop area per county in 2020, and multiplied this
proportion by the cropland area in each future year. The proportion of pollinatordependent crop area is therefore assumed to remain constant over time, but as cropland
area fluctuates across years, the absolute area of pollinator-dependent crop area varies.
While demand for specific crops is likely to change in future years, modeling how the
proportion of crop types are expected to change through time is beyond the scope of our
analysis. To estimate the benefit of pollination services, we multiplied the supply and
demand metrics.
2.5.6. Vector-Borne Disease Control
We modeled vector-borne disease control as it related to incidence of West Nile
Neuroinvasive Disease (WNV). To predict changes in WNV, we developed statistical
models incorporating proportions of each land cover class within each county, controlling
human population density. We trained the models using the observed annual average
WNV cases (per 100,000 people) by US county between 2006-2016 (Centers for Disease
Control and Prevention 2019) and average proportions of land cover types, based on the
National Land Cover Dataset for the same years.
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Given the variability in WNV host and pathogen habitat across the US, we divided the
conterminous US into Ecoregions of North America Level 1 as defined by the US
Environmental Protection Agency (US EPA 2019), assigning each county to the
Ecoregion classification that represents most of its area, and further built a predictive
model for WNV incidence for each ecoregion. We also included human population
density in the model to control for its effect on the probability of disease occurrence. We
calculated human population density by county by dividing total county population by
county area. This approach does not capture other factors affecting risk of WNV, such as
climate, socioeconomic factors, and more granular habitat features (e.g. abundance of
standing freshwater) (Messina et al. 2011; Paull et al. 2017).
For each ecoregion we excluded land cover types with correlation coefficients
greater than 0.5 and sequentially prioritized land cover types as follows: Forest, Urban,
Cropland, Wetland, Grassland, Water, Shrubland and Barren, based on area extent,
human risk of exposure and potential WNV habitat. For all ecoregions, human population
density was highly correlated with Urban land cover type (r ≥ 0.5) and was thus excluded
from all models. We used the glmulti package in R to select the best fitting model for
each Ecoregion based on the lowest Akaike information criterion (AIC) value. We then
fitted WNV incidence using generalized linear models with Gamma distributions. We
validated each model using the cv.glm function in the boot package in R. Predictive
accuracy varied by model, averaging 62% and ranging from 33% in the Great Plains
Ecoregion to 97% in the Northern Forest Ecoregion.
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We projected WNV incidence, also referred to as “realized incidence” in
response to land use change for the years 2020 through 2100 using the fitted models with
only the land cover predictor variables that were statistically significant at an alpha level
of < 0.1. We considered avoided risk of exposure to WNV (Count per 100,000 people ×
yr-1) to represent supply of reduced risk of exposure (i.e., not accounting for population
exposure to the virus), while the human population projected by each scenario
represented the demand. By multiplying the supply and the demand for each county and
dividing by 100,000, we calculated the benefit as the inverse of the realized number of
WNV cases.
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2.8. Figures
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Figure 2.1. Projected changes in national population and land cover between 2020 and
2100. Projections vary by IPCC SRES scenario, as indicated by the color of the bars. See
EPA ICLUS (2008) for more information about population projections and Sohl et al.
(2012) for more information about land cover projections.
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Figure 2.2. Projected changes in ES benefits between 2020 and 2100. Benefits for each
service were calculated at the county-level, then summed at the national level. Projections
vary by IPCC SRES scenario, as indicated by the color of the bars. The indicators used
for each of the benefits are described in Table 2.1.

55

Benefits remain
relatively constant –
Both supply & demand ↑
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+100%
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Both supply & demand ↓

+100%
Unrealized ES
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% △ ES Supply

Figure 2.3. Maps of changes in ES supply and demand between 2020 and 2100 at the
county-level across the conterminous US. These maps only show results for scenario A2,
the most realistic of the four scenarios. Counties where supply or demand change
between -5% and 5% are plotted with lower hues. Purple areas outlined in red indicate
counties where supply and demand mismatches are expected to occur. This color scheme
does not distinguish the severity of projected mismatches between ES supply and
demand. For instance, a 90% decrease in supply and a 90% increase in demand will result
in a greater mismatch than a 10% decrease in supply and a 10% increase in demand.
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Figure 2.4. Distribution of percent changes in ES benefits, between 2020 and 2100,
across various groups of beneficiaries. Projections vary by IPCC SRES scenario, as
indicated by the color of the bars. The lower and upper limits of the x-axis for each
subplot are set to -150 and 150 to facilitate comparison across subplots; however, some
bars extend beyond these bounds.
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2.7. Tables
Table 2.1. Metrics used for estimating ES supply, demand, and benefits. See Methods
section for more information about the data and models used to estimate each of these
metrics.
Ecosystem
Service
Air quality

Key
Beneficiaries
Downwind
population

Supply Metric

Demand Metric

Benefit Metric

Avoided PM2.5
emissions
(kg × yr-1)

Avoided mortalities
(Count × yr-1)

Climate
regulation

Global
population

Aboveground biomass
& soil carbon storage
(Mg C × ha-1)

Crop
pollination

Farmers
within county

Wild bee abundance
(0-1 index)

Downwind
population exposed
to PM2.5 emissions
(Count)
County-level climate
change damages,
weighted by
population (index)
Pollinator-dependent
crop area (ha)

Vector-borne
disease control

County
population

Avoided risk of
exposure to West Nile
virus (Count per
100,000 people × yr-1)
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Population exposed
to West Nile virus
(Count)

Mitigation of climate
change damages,
weighted by
population (index)
Abundance of wild
bees in pollinatordependent cropland
(index)
Avoided cases of
West Nile virus
(Count × yr-1)

2.9. Appendix – Supplementary Materials
Table 2.S1. Regional classifications by state.
Regions
States
Midwest
Illinois, Indiana, Iowa, Kansas, Michigan, Minnesota,
Missouri, Nebraska, North Dakota, Ohio, South Dakota,
Wisconsin
Northeast
Connecticut, Maine, Massachusetts, New Hampshire, New
Jersey, New York, Pennsylvania, Rhode Island, Vermont
South
Alabama, Arkansas, Delaware, Florida, Georgia,
Kentucky, Louisiana, Maryland, Mississippi, North
Carolina, Oklahoma, South Carolina, Tennessee, Texas,
Virginia, West Virginia
West
Arizona, California, Colorado, Idaho, Montana, Nevada,
New Mexico, Oregon, Utah, Washington, Wyoming
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Table 2.S2. Emission factors by land cover class. All units are in Kg × Ha-1 × yr-1.
VOC
NH3
NOx
SO2
Urban
Forest
Grassland
Cropland
Wetland

N/A

N/A

7.02E-05

1.34E-03

3.91E-05

N/A

N/A

N/A

6.44E-06

N/A

N/A

N/A

2.33E-07

5.00E-04

1.00E-04

N/A

N/A

N/A

N/A

N/A
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Figure 2.S1 – Scenario A1B. Maps of changes in ES supply and demand between 2020
and 2100 at the county-level across the conterminous US. These maps only show results
for scenario A1. Counties where supply or demand change between -5% and 5% are
plotted with lower hues. Purple areas outlined in red indicate counties where supply and
demand mismatches are expected to occur.
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Figure 2.S1 – Scenario A2. Maps of changes in ES supply and demand between 2020 and
2100 at the county-level across the conterminous US. These maps only show results for
scenario A2 and are identical to the maps in Figure 2.3. Counties where supply or
demand change between -5% and 5% are plotted with lower hues. Purple areas outlined
in red indicate counties where supply and demand mismatches are expected to occur.
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Figure 2.S1 – Scenario B1. Maps of changes in ES supply and demand between 2020 and
2100 at the county-level across the conterminous US. These maps only show results for
scenario B1. Counties where supply or demand change between -5% and 5% are plotted
with lower hues. Purple areas outlined in red indicate counties where supply and demand
mismatches are expected to occur.
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Figure 2.S1 – Scenario B2. Maps of changes in ES supply and demand between 2020 and
2100 at the county-level across the conterminous US. These maps only show results for
scenario B2. Counties where supply or demand change between -5% and 5% are plotted
with lower hues. Purple areas outlined in red indicate counties where supply and demand
mismatches are expected to occur.
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Figure 2.S2. Scatterplot comparing the percentage of white farm operators (y-axis) with
the percentage of white people in the general population (x-axis), by county. On average,
farm operators are 15% more white than the general population of the county. The grey
line indicators the one-to-one line, whereby Y = X. The red dashed line indicators a fitted
OLS model. Farm operator demographic data were acquired from the USDA NASS 2012
Census. General population demographic data were acquired from the US Census.
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Figure 2.S3. Associations between change in ES supply and change in land cover
between 2020 and 2100. All four scenarios are plotted on each panel, such that each
county is plotted four times. The data were fitted using a simple linear regression, as
shown by the red trendline. The R2 for the linear regression is shown in the upper-left
corner of each plot.
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Figure 2.S4. Associations between change in avoided risk of West Nile virus (WNV) and
change in land cover between 2020 and 2100 by ecoregion. Blank plots indicate land
cover classes that were not included as predictors in the WNV model. All four scenarios
are plotted, such that each county is plotted four times. The data were fitted using a
simple linear regression, as shown by the red trendline. The R2 for the linear regression is
shown in the upper-left corner of each plot.
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CHAPTER 3: DISTRIBUTION OF FLOOD RISK UNDER FLOODPLAIN
RESTORATION AND CLIMATE CHANGE SCENARIOS
3.1. Abstract
Flooding is the most widely experienced natural disaster in the United States. In general,
low-income and socially vulnerable populations disproportionately bear the cost of flood
damages. Climate change is expected to increase the number of people exposed to fluvial
flood risk and cause greater property damages. Floodplain restoration has the potential to
mitigate these impacts, but the distribution of future risks among different types of
property owners under these altered conditions is often unknown. Here, we develop a
simple probabilistic approach for estimating flood risk to property owners under
floodplain restoration and climate change scenarios for a range of flood recurrence
intervals. We apply this approach in the Vermont, USA portion of the Lake Champlain
Basin. Over a 100-year time horizon, we estimate that the value of property damages
caused by flood inundation is approximately $2.13 billion under the baseline scenario.
Climate change is expected to increase damages to $5.29 billion, a 148% increase;
however, floodplain restoration has the potential to reduce the value of these impacts by
approximately 20%. For all scenarios, a larger proportion of lower value properties,
specifically mobile homes, face greater flood risk compared to higher value properties.
Climate change is expected to cost higher-value properties and commercial properties
more than other types of properties, but these same groups are also expected to benefit
most from floodplain restoration. In general, these results raise concern that those least
able to prepare for and recover from flood damages are also the people who face the
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greatest threats. In response, public policy interventions must consider not only where
flood risk is most severe, but also the vulnerability of people exposed to such risk.
3.2. Introduction
Flooding is the most widely experienced, deadliest, and costliest natural disaster
in the United States (US) and globally (Miller et al. 2008; Perry 2000). Flood risk is not
equally distributed across socioeconomic and demographic groups. In general, those who
are most vulnerable and least resilient to natural disasters are disproportionately exposed
to flood hazards (Chakraborty et al. 2014; Collins et al. 2019). In the US, these groups
include racial and ethnic minorities, low-income households, and mobile home owners
(Tate et al. 2021).
Households considered to be socially vulnerable are less likely to be prepared
for disasters (Phillips et al. 2005), are less capable of responding to imminent flood
events, and have less capacity to recover after damages and displacement occurs (Cutter
et al. 2003). In particular, income and wealth are major determinants of households’
ability to respond to and recover from flooding. These households typically have limited
access to transportation, lower savings rates, less insurance coverage, and are often
further disadvantaged by deficiencies in materials used to build their homes (Baker et al.
2011).
Due to climate change, heavy rainfall events are expected to occur with greater
severity and frequency in coming years, increasing fluvial flood risk (Field 2012;
Hirabayashi et al. 2013). Already climate change-induced increases in extreme
precipitation events have contributed one-third of flood damages incurred between 1988
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and 2017, with a cumulative impact of $73 billion (Davenport et al. 2021). Under future
climate change in the US, the area of inundation from 100-yr flood events is expected to
increase by up to 16% in the northeast, southeast, and western regions of the country
(Bates et al. 2020), and the population exposed to inundation is predicted to increase by
30-127% (Swain et al. 2020). These changes in flood hazard and exposure translate to a
roughly 30%, or $747 million, increase in annual flood-related damages (Wobus et al.
2014). The difference, however, in estimated damages between the least severe (RCP 4.5)
and most severe (RCP 8.5) climate change scenarios approaches $4 billion annually by
2100 (Wobus et al. 2017).
In response, public and private institutions are directing greater investments
towards interventions designed to mitigate flood damages. Efforts to protect properties
from flooding have historically focused on structural interventions (i.e. grey
infrastructure), such as dams and levees; however, floodplain restoration (i.e. green
infrastructure) is increasingly being considered as a complementary strategy to mitigate
inundation (Hudson and Middelkoop 2015; Pudar et al. 2020). Compared to traditional
forms of grey infrastructure, restored floodplains can be less expensive to maintain and
more resilient to catastrophic flood events (Daigneault et al. 2016). Restoration
interventions may include revegetation, bank reshaping, and wetland construction, among
other strategies (Bernhardt et al. 2005). By increasing the landscape roughness,
revegetation can reduce stream velocity during flood events, decreasing flood inundation
downstream (Hupp and Osterkamp 1996). Floodplain restoration may also provide a suite
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of valuable co-benefits, such as carbon sequestration, water purification, riparian habitat,
and recreational opportunities (Kousky and Walls 2014; Perry et al. 2015).
Understanding how interactions between climate change and floodplain
restoration may change the distribution of flood risk to different types of property owners
remains a critical gap. While impacts of climate change on flood risk will likely be
unevenly distributed among property-owners (Batibeniz et al. 2020; Mills et al. 2018),
floodplain restoration has the potential to either mitigate or exacerbate such inequities
(Gourevitch et al. 2020). Previous studies have modeled the potential impacts of
floodplain restoration (e.g. Dixon et al. 2016; Singh et al. 2018; Wobus et al. 2019) and
climate change scenarios (e.g. Bates et al. 2020; Swain et al. 2020) on flood inundation,
but rarely do they evaluate the distribution of flood damages to different groups under
these alternative scenarios.
Other recent studies have evaluated the distribution of flood risk among
demographic and socioeconomic groups based on historical flood events, FEMA flood
maps, or other static inundation models, but do not consider how alternative scenarios
alter risk profiles (e.g. Montgomery and Chakraborty 2015; Tate et al. 2021). These
studies also typically evaluate risk for aggregate spatial units, such as census tracts, and
thereby mask the distribution of flood damages among groups of people within these
spatial units (Maantay and Maroko 2009). Disaggregating the distribution of flood risk,
and evaluating how that distribution changes under alternative scenarios, is critical to
making natural hazard mitigation and climate change adaption more equitable.
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We address these gaps by assessing the distribution of flood risk to individual
properties under several floodplain restoration and climate change scenarios at the basin
scale. Using a low-complexity, probabilistic approach, we map flood inundation depths
and extent under a range of flood events (Diehl et al. 2021). For each scenario, we
evaluate the exposure of properties, the damage to each property for each event as a
percentage of its appraised value, and the net present value of damages to each property
over a 100-year time horizon (Figure 3.1). We apply this approach in the Vermont
portion of the Lake Champlain Basin (LCB) for all rivers with catchments greater than 10
mi2 (Figure 3.2), a scale relevant to typical policy decisions in the region.
3.3. Methods
3.3.1. Study Context
The LCB encompasses parts of Vermont, New York, and Quebec. The focus of
this study is the Vermont portion of the basin. The area of this part of the basin is
approximately 18,300 km2 and the population is 422,000. Within the basin, five main
rivers drain into Lake Champlin: the Lamoille River, Mettawee River, Missisquoi River,
Otter Creek, and Winooski River (Figure 3.2). Among these rivers, the Winooski River
watershed is the largest in both area (2750 km2) and population (143,000 people). The
upland areas of the basin are predominantly forested, while the lowland areas are mostly
agricultural.
Under climate change, flooding in the northeastern US is expected to become
increasingly frequent and more severe (Marsooli et al. 2019; Siddique and Palmer 2020).
Population growth, increased impervious surface area, floodplain development, stream
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channel incision, and installation of undersized culverts over the past several decades
have also contributed to increased flood hazards and exposure across the region (Mears
and McKearnan 2012). Most recently, in the state of Vermont, Tropical Storm Irene
caused over $1 billion in flood-related damages in 2011 (Galford et al. 2014). The storm
displaced over 1,500 families and damaged more than 3,500 residential properties,
including 500 mobile homes (Baker et al. 2014).
During Tropical Storm Irene and other flood events of the 20th century in
Vermont, existing natural ecosystems and green infrastructure have significantly reduced
property damages from inundation (Watson et al. 2016). In recognition of this,
conservation organizations and state government agencies are increasingly considering
the role of nature-based solutions in flood mitigation. To meet this need, these
organizations require more detailed information on 1) the location and magnitude of
damages caused by flood inundation, 2) the extent to which floodplain restoration and
climate change may impact these damages, and 3) the distribution of damages among
property-owners.
3.3.2. Mapping Flood Inundation
To map flood inundation depth and extent under a range of recurrence intervals
(i.e. annual exceedance probabilities), we used the probHAND model, developed by
Diehl et al. (2021). Building on the height above nearest drainage (HAND) approach
developed, and adopted, by others for rapid identification of flood risk hazards over large
scales (Johnson et al. 2019; Speckhann et al. 2018; Zheng et al. 2018), the probHAND
model takes a probabilistic, low-complexity approach to identifying flood depths for
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specified flood frequencies at the reach-scale. HAND maps, indicative of the relative
elevation of each point on the landscape above the river channel (e.g. Figure 3.3A), are
developed from high resolution digital elevation models (DEMs), using a suite of Dinfinity routing algorithms (Rennó et al. 2008). Empirically-derived stage-discharge
rating curves are then calculated on a reach-by-reach basis, using HAND-based
elevations (Zheng et al. 2018). From corresponding flood frequency curves, the
probHAND model then identifies the HAND elevation associated with a given recurrence
interval flood for each reach. By intersecting the HAND elevation with the original
DEM, the probHAND model produces raster maps of inundation depth and extent.
Spatial data inputs to the probHAND model for this study included 1m
resolution LiDAR-derived DEMs, NHDplus-defined reaches where the average drainage
area within the reach was greater than 10 mi2, and a Vermont-specific 2016 land cover
dataset (University of Vermont 2018). All raster-based spatial inputs were resampled to a
10m resolution in order to enhance computational efficiency. We associated Manning’s n
coefficients with each land cover class, based on the calibration results from Trueheart et
al. (2020). We also obtained peak discharge data for each recurrence interval for each
reach from the USGS StreamStats application (Ries III et al. 2017). For Vermont, this
information is derived from regression equations relating drainage area, number of lakes
and ponds in the upstream catchment, proportion of basin greater higher than 365 meters
in elevation, and the geographic coordinates of the basin centroid (Olson and Veilleux
2014).
3.3.4. Alternative Scenarios
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This study builds on the probHAND model by evaluating the impact of climate
change and floodplain restoration on flood inundation, relative to baseline conditions. To
model the impacts of climate change on flood inundation, we increased the discharge
associated with each flood recurrence interval, for a given reach, by 80% (e.g. Figure
3.3D; see Q vs. Q’), as suggested by the Vermont Climate Assessment (Galford et al.,
2014). For example, the peak discharge historically associated with a 100-yr flood for
Reach A is 5,000 m3 × sec-1; under climate change, we assume that the discharge
associated with a 100-yr flood is 9,000 m3× sec-1.
To simulate floodplain restoration, we converted cropland, pasture, hay, and
barren land cover classes to deciduous forest (Figure 3.3B). We implemented this
scenario by modifying the Manning’s n coefficients associated with each land cover
class, similar to Singh et al. (2018). For example, we converted any pasture cells,
represented by n = 0.06, to deciduous forest, represented by n = 0.13. When Manning’s n
is increased, the rating curves for that reach gets pushed outward, thereby increasing the
stage associated with a given discharge (Figure 3.3D, see ‘baseline rating curve’ vs.
‘restored rating curve’). This approach was designed to estimate the upper bound
potential of floodplain restoration through reforestation and to highlight the potential
distributional impacts of these types of interventions. While spatial optimization of
restoration interventions is also important, it is not computationally feasible with this
framework due to the high spatial resolution and large spatial extent of the model
domain.
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To capture the downstream impacts of floodplain restoration, we added a
dynamic module to the probHAND model, allowing downstream propagation of changes
in streamflow. Because the original probHAND model was developed to identify flood
extents for a discrete point in time (i.e. at the flood peak), calculations are performed for
each reach independent of neighboring reaches. The impacts of altering land cover on
streamflow, however, often have downstream consequences (Thomas and Nisbet 2007).
The approach we develop here, based on the logic of other dynamic inundation models
(Dixon et al. 2016; Sholtes and Doyle 2011), propagates the scenario-driven changes in
stage, from one reach to the next, starting at the top of the watershed. Change in predicted
flood stage within each reach is quantified as the difference between the baseline stage
and the average stage at the entrance and exit of the reach, under an alternative scenario.
When the average Manning’s coefficient is increased, flood stage within a reach
increases due to slower travel times in flood wave propagation (Figure 3.3C, see t0 vs. t1).
By assuming that there are no changes in flood volume as a result of restoration, longer
travel times result in decreased discharge (Figure 3.3C, see Q0 vs. Q1). Changes in
discharge are subsequently associated with new stage values (Figure 3.3D, see S vs. S’).
The code for the dynamic probHAND model will be made available upon publication
through a FigShare repository.
3.3.5. Uncertainty Analysis
As part of the probHAND approach, we used a Monte Carlo simulation to
estimate uncertainty in inundation depth and extent across all recurrence intervals (Diehl
et al. 2021). For each iteration of the Monte Carlo simulation (N=1000), we randomly
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sampled truncated normal probability distribution functions (PDFs) fitted to each of the
input parameters in the Manning’s equation (i.e. hydraulic geometry, roughness
coefficient, energy grade slope, and peak discharge). To define PDFs for the parameter
uncertainty, we compared the calculated baseline values to values derived from other
hydraulic or regression models or from measured field data. See Diehl et al. (2021) for
more information on the process for fitting each of the probability distribution functions.
Using the outputs from the Monte Carlo simulation, we calculated the uncertainty in
inundation depths and associated damages to each property in the basin.
3.3.6. Estimating Damages
We estimated inundation-related damages to residential and commercial
properties using depth-damage functions specified by the U.S. Federal Emergency
Management Agency (FEMA) guidelines. These functions were developed using past
flood insurance claims collected by the National Flood Insurance Program (NFIP) and are
used to estimate the damage to inundated properties as a percentage of their value
(FEMA 2003). For each scenario, we identified the flood depth for all properties within
the basin by overlaying the flood inundation map output from the probHAND model with
spatial locations of all properties (Figure 3.4A). We then calculated the percent damage
to each inundated property using depth-damage functions specific to the type of property
(i.e. single-family home, multi-family home, commercial property, mobile home) (Figure
3.4B). The estimated percent property damage was converted to a monetary estimate of
damages using the Vermont Grand List, a publicly available database of property tax
records that includes recent appraisals of property values.
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For each property, we evaluated the net present value (NPV) of expected
damages over a 100-year time horizon for 2, 5, 10, 25, 50, 100, 200, and 500-year flood
recurrence intervals. In any given year, the annual probability, p, of one of these events
%

occurring is + , where T equals the expected recurrence interval (e.g. p = 0.04 for a 25year flood event). These probabilities are independent of each other, such that multiple
flood events can occur in a single year. To estimate expected annual damages, EAD, we
integrated the damages for flood events, D, with respect to p (Eq. 3.1).
%

𝐸𝐴𝐷 = 2 𝐷(𝑝)𝑑𝑝

Eq. 3.1

&

Based on the methods in Olsen et al. (2015), we solved the integral using the
trapezoidal rule, a simple and commonly applied numerical integration technique (Eq.
3.2). In this equation, j represents the flood recurrence interval.
𝐸𝐴𝐷 = 4
"
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Eq. 3.2

We then estimated the NPV of the EAD over a 100-year time horizon, where t is
the future year, and 𝜌 is the discount rate (Eq. 3.3). We used a discount rate of 3%, which
is consistent with the current recommendations made by the US Office of Management
and Budget for cost-benefit analysis of public investments (U.S. Office of Management
and Budget 1992).
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Eq. 3.3
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3.3.7. Distributional Impacts
We assessed the distribution of flood risk to properties under each scenario
using multiple categorical groupings. Based on spatial location and property
characteristics included in the E911 dataset, we binned properties based on their HUC8
watershed location, property value, and property type. Property values were grouped by
quintile distribution (Table 3.1). Property types include single-family homes, multifamily homes, mobile homes, and commercial properties. We also disaggregated flood
damages by flood recurrence interval.
3.4. Results
We estimate that the NPV of damages under the baseline scenario (i.e.
“business-as-usual”) is approximately $2.13 billion over a 100-year time horizon.
Assuming historical climatic conditions, floodplain restoration has the potential to reduce
damages to $1.77 billion, a 17% decrease. Climate change is expected to increase
damages to $5.29 billion, a 148% increase over the baseline; however, floodplain
restoration has the potential to reduce damages under climate change to $4.28 billion, a
19% decrease from the climate change scenario.
Damages from flooding are not borne equally across watersheds. Under the
baseline scenario, damages in the Winooski River watershed are approximately $1.26
billion, which is greater than damages in all other watersheds combined (Figure 3.5; top
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panel). This trend holds for the other scenarios as well. Compared to the other
watersheds, the Winooski River watershed has the largest population, the highest median
property values, and is the largest watershed by area.
Flood damages are also primarily attributable to higher frequency, lower
severity flood events (Figure 3.5; bottom panel). Under the baseline scenario, 2-yr floods
(i.e. 50% annual probability) are expected to cause $1.01 billion in property damage,
47% of total damages. As annual exceedance probabilities decrease, the NPV of damages
gradually lessens. For example, 100-yr floods are expected to cause $0.14 billion in
damages, while 500-yr floods are expected to cause $0.04 billion in damages.
Across all scenarios, mobile homes and lower-value properties are
disproportionately exposed to flooding. Of all properties in the lowest quintile, 3.8% are
located in the 500-yr floodplain under the baseline scenario; by contrast, only 0.7% of all
properties in the highest quintile are expected to experience any flood damage (Figure
3.6A). Similarly, under the baseline, 5.8% of all mobile homes are exposed to inundation
during a 500-yr flood event (Figure 3.6B). By comparison, approximately 1.9% of all
multi-family and commercial properties are exposed to flooding. Although the percentage
of exposed properties changes under the alternative scenarios, the ranking of which
groups are most/least exposed does not.
When the monetary value of flood damages are disaggregated across the same
property value quintiles and property types, we found the opposite trend. In aggregate,
flood damages cost higher-value properties and commercial properties more than other
property groups. Even though properties may experience similar inundation depths, the
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value of damages highly depends on the value of the property. As such, the monetary
value of flood damages is greatest for properties in the highest value quintile and
commercial properties (Figure 3.6C; Figure 3.6D).
Climate change is expected to most severely affect higher-value properties and
commercial properties, but these same groups of properties are also expected to benefit
most from floodplain restoration. Under the climate change scenario, 1.2% of properties
in the highest value quintile and 5.7% of commercial properties are exposed to flood
inundation, representing 69% and 51% increases in exposure from the baseline scenario,
respectively (Figure 3.7). By contrast, 3.8% of properties in the lowest value quintile and
2.4% of mobile homes face exposure under climate change, representing 23% and 21%
increases in exposure, respectively (Figure 3.7). Under the combined climate change &
floodplain restoration scenario, 1.8% of properties in the highest value quintile and 5.4%
of commercial properties are exposed to flood inundation, constituting 5.6% and 4.8%
decreases in exposure, as compared to the climate change scenario (Figure 3.7). In
comparison, properties in the lowest quintile and mobile homes are expected to
experience 2.6% and 2.9% reductions in exposure (Figure 3.7).
3.5. Discussion
In this study, we develop a simple probabilistic approach for estimating flood
risk to property owners under floodplain restoration and climate change scenarios. We
find that under the baseline scenario, flood damages in the Vermont portion of the LCB
may exceed $2 billion over a 100-year time horizon. Climate change is expected to more
than double damages, yet floodplain restoration has the potential to mitigate these
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impacts by roughly 20%. Across all scenarios, socially vulnerable households,
specifically those who own lower value properties and mobile homes, are
disproportionately exposed to flood inundation. Although climate change is expected to
increase exposure most severely for higher-value properties and commercial properties,
these properties are also expected to benefit most from floodplain restoration. Our
findings complement widespread evidence that marginalized people are
disproportionately exposed to environmental hazards and will likely bear the greatest
burden of damages from climate change (Hsiang et al. 2017; Ringquist 2005). If these
disparities are ignored, the uneven distribution of flood risk may continue to reinforce
inequality within society.
This study is among the first to directly link climate change and floodplain
restoration scenarios with flood damages to individual properties, particularly at the
basin-scale. This linkage is critical to informing the consequences of alternative actions
and evaluating tradeoffs between policies. Previous studies have examined the impacts of
alternative scenarios on flood inundation, but do not connect these outcomes with
impacts to people (e.g. Dixon et al. 2016; Singh et al. 2018). Other studies have assessed
the distribution of flood damages among socioeconomic and demographic groups, but do
not consider how climate change and restoration scenarios might alter these distributions
(e.g. Montgomery and Chakraborty 2015; Tate et al. 2021). The novelty of our approach
is facilitated by our use of a relatively simple GIS-based flood inundation model (Diehl et
al. 2021), which was intentionally designed to evaluate alternative scenarios at large

82

spatial extents. Despite some loss in complexity in our modeling of flood dynamics, we
gain a flexibility and scalability not possible with other approaches.
Similar to Tariq (2013) and Wobus et al. (2019), we show that a large portion of
flood damages are attributable to higher frequency, lower severity flood events (Figure
3.5B). This result is a function of two interacting factors: 1) a large proportion of
properties exposed to any flood risk are located within the 2-yr floodplain and are
repeatedly inundated, and 2) for many properties, the difference in expected damages
between higher and lower frequency events is relatively small, due to the saturation of
damages beyond 2 meters of inundation (see Figure 3.4B). In the United States, flood
insurance pricing, zoning decisions, and hazard mitigation benefit-cost analyses are often
based on FEMA’s 100 and 500-year flood maps. Our finding, however, raises concern
that the exclusive use of lower-frequency flood maps may lead to underestimation of
expected annual damages and miscalculation of risk. Ongoing updates to FEMA flood
maps present a critical opportunity to reconsider the likely significant role of higher
frequency events in flood risk assessment.
Our results also show that the choice of metric matters when evaluating the
distribution of flood risk. When we consider the proportion of properties exposed to
inundation, we found that mobile home owners and lower value properties are
disproportionately exposed to flood risk (Figure 3.6A-B). By contrast, when the total
economic value of damages is used, commercial and higher values properties are shown
to face the greatest risks (Figure 3.6C-D). This disparity is largely a function of the
implicit bias of monetary valuation when evaluating flood damages. For example,
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property A, a $100,000 home, and property B, a $1 million home, experience the same
depth of inundation during a flood and the damages to the two properties as a proportion
of their value is the same. However, while property owner A is likely to have less
capacity to respond to and recover from the damages, the value of damages to property B
is 10x greater than the value of damages to property A. This bias in monetary valuation is
codified by FEMA’s hazard mitigation assessment methodologies, through their use of
benefit-cost analysis (Rose et al. 2007). In the absence of equity-weighting, these
methodologies create perverse incentives in prioritizing flood mitigation interventions,
whereby wealthier property owners often receive greater protection than more socially
vulnerable property owners (Frontuto et al. 2020; Kind et al. 2017).
While there are several other socioeconomic and demographic characteristics
that influence social vulnerability to flooding, the scale and availability of these data
limited the scope of our analysis. In Vermont, these socioeconomic and demographic
variables, such as race/ethnicity, household composition, and income/wealth are not
associated with property datasets in order to protect the privacy of property owners.
These data are only available at the census tract-level. Because population density in
Vermont is relatively low, census tracts are relatively large. As such, floodplains
comprise a small proportion of the area of census tracts. Projecting tract-level census data
onto properties located within the floodplain would assume that owners of those
properties are representative of all residents within the tract. This is not only a poor
assumption, but would also mask the distribution of flood risk in Vermont.
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Spatial targeting of floodplain restoration is an important area of future research.
In our analysis, we restore all cropland, pasture, hay, and barren land cover classes to
deciduous forest. This approach was designed to estimate the upper bound potential of
floodplain restoration through reforestation and to highlight the potential distributional
impacts of these types of interventions. Due to our large spatial extent, high spatial
resolution, and use of a Monte Carlo simulation, consideration of additional more
targeted restoration scenarios was not computationally feasible. However, given resource
and budgetary constraints, government agencies and non-profit organizations across the
state will be required to spatially prioritize their investments in restoration. For this,
multi-objective optimization tools can be useful for efficiently targeting the highest value
restoration sites at the lowest cost (Gourevitch et al. 2020). In addition to considering the
locations where the benefit-cost ratio will be greatest, prioritization schemes will need to
incorporate metrics of social vulnerability.
Harris County, Texas, where the City of Houston is located, offers a promising
example of how to implement such prioritization. In the wake of Hurricane Harvey in
2017, Harris County passed a $2.5 billion bond to fund flood control projects. Instead of
prioritizing projects based on flood hazard alone, i.e. using the “worst-first” principle, the
commission responsible for allocating the funds decided to rank projects with
consideration to the social vulnerability of the populations exposed to flood risk (Harris
County Flood Control District 2019). As compared to historical flood protection
interventions, this alternative prioritization scheme effectively redistributes tax revenues
from wealthier neighborhoods to poorer neighborhoods. Despite significant political
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opposition, allocation of funding based on vulnerability has the potential to ameliorate
existing disparities in flood resilience.
More broadly, this plan and others like it (e.g. Cutter et al. 2013) present critical
opportunities to reconceptualize how investments in hazard mitigation are prioritized.
Widespread evidence indicates that impacts of climate change will disproportionately
affect those who are socially vulnerable, thereby reinforcing inequality (Hsiang et al.
2017; Ringquist 2005). By allocating resources away from those who are more resilient
to environmental hazards and towards those who need them most, flood mitigation
interventions can play a critical role in making adaptation to climate change more just
and equitable.
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3.7. Figures
Baseline scenario
(current land cover &
historical climate)

Floodplain
revegetation scenario
(reforested floodplains &
historical climate)

Climate change
scenario
(current land cover &
future climate)

Combined future
scenario
(reforested floodplains &
future climate)

Flood inundation modelling
(probHAND model; Diehl et al. in review)

Identify inundation depth of
flooded properties
(GIS overlay analysis)

Estimate property damages
from flood inundation
(FEMA NFIP depth-damage functions)

Distribution of flood damages among
property types & property values
(E911 & Grand List data; by property)

Figure 3.1. Conceptual diagram for assessing the distribution of flood risk scenarios to
property-owners under floodplain restoration and climate change. Literature and data
sources are shown in parentheses.
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Figure 3.2. Vermont portion of the Lake Champlain Basin. The basin is comprised of six
HUC 8 watersheds, each shown in a different color. Within each watershed, blue lines
indicate rivers with catchments larger than 10 mi2. The thin white lines indicate the subwatershed (HUC 12) boundaries within each HUC8 watershed. Lake Champlain is on the
western border of the state. The map on the lower right shows the location of Vermont
within the United States.
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A

B

C

D

Figure 3.3. Examples of components of the probHAND model. Map locations were
randomly selected for plots A and B, and values were randomly generated for plots C and
D. (A) Height above nearest drainage (HAND) map. Values greater than 10 meters are
not mapped. A hillshade surface is shown below the HAND layer. (B) Baseline and
restored land use and land cover (LULC). Each LULC class and Manning’s n value is
associated with a unique color. (C) Hydrographs for the baseline and restored scenarios.
The area under the curves represents flood volume, which is equal for the two scenarios.
(D) Rating curves for the baseline and restored scenarios. Q and Q’ indicate the different
discharge values used for the baseline and climate change scenarios.
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Figure 3.4. Example of property damage estimation methods. (A) Locations of residential
and commercials are overlaid on the inundation depth raster. Each property is associated
with the flood depth where the structure is located. (B) FEMA depth-damage functions
used to evaluate percent damage to properties as a function of flood inundation depth.
Functions are differentiated by property type (indicated by color).
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Figure 3.5. Net present value (NPV) of flood damages across scenarios, disaggregated by
watershed (top) and flood recurrence interval (bottom). Error bars represent one standard
error from the mean. Damages in the Lake Champlain direct drainage sub-watersheds are
so small that they do not appear on the plot.
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Figure 3.6. Distribution of flood exposure and damages across property values (subplots
A & C) and property types (subplots B & D). Bars are grouped by scenario and colored
by property characteristics. For subplots A & C, any property where inundation is greater
than zero for the 500-yr recurrence interval is considered to be exposed to inundation. For
subplots B & D, damages are reported in absolute terms (do not account for event
probability) and are not discounted.
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Figure 3.7. Percent change in number of properties exposed to flood inundation, as
compared to the baseline scenario. Damages are disaggregated by property value (top)
and by property type (bottom). Bars are grouped by scenario and colored by property
characteristics.

98

3.8. Tables
Table 3.1. Property value quintile distribution.
Quintile
Lowest quintile
2nd quintile
3rd quintile
4th quintile
Highest quintile

Property Value Range
<= $101,000
$101,000 - $163,000
$163,000 - $226,000
$226,000 - $328,000
>= $328,000
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CHAPTER 4: SPATIAL TARGETING OF FLOODPLAIN RESTORATION TO
EQUITABLY MITIGATE FLOOD RISK
4.1. Abstract
Floodplain restoration offers an opportunity to enhance communities’ resilience
to flooding. However, the degree to which these interventions mitigate damages is often
unknown, and identifying the best locations for implementation is a challenge. Further,
the extent to which the benefits of flood mitigation are equitably distributed within
communities is rarely considered in restoration projects. Here, we develop a novel
framework to optimize investments in floodplain restoration that maximizes the utility of
avoided damages from flood inundation for a range of budgetary constraints. We estimate
the expected reduction in flood damages from restoration interventions by integrating a
hydraulic flood model and an economic damage cost model. Using equity-weighted
utility functions, we explicitly evaluate how the value of reduction in flood damages
varies for different property owners. We demonstrate the potential of this approach in the
Lewis Creek watershed, located in Vermont, USA. Under all optimal scenarios, the
benefits of avoided flood damages over a 100-year time period outweigh the costs of
restoration by at least 5-to-1. Floodplain restoration has the potential to reduce the present
value of damages by up to $400,000, a 5% decrease from the baseline, at a cost of only
$75,000. We also show that the equity-weighted utility of flood mitigation increase when
restoration interventions protect the lowest-income property owners, particularly those
who live in mobile homes. Together, our results illuminate the importance of evaluating
the distribution of benefits and costs associated with alternative restoration strategies, as
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well as underscore the capacity for floodplain restoration to build resilience to flooding.
4.2. Introduction
Flooding is the most common, widely experienced, and deadliest natural disaster
globally (Miller et al. 2008). During the twentieth century in the United States, flooding
caused more fatalities and property damage than any other form of natural disaster (Perry
2000). The damages from flooding are only expected to grow over time. Due to
population shifts and increasing development in floodplains, population and asset
exposure to flooding are projected to increase by up to 50% by 2100 in the United States
(Wing et al. 2018). Heavy rainfall events are also expected to occur with higher
frequency in coming years (Field 2012; Hirabayashi et al. 2013), further increasing flood
hazards. In response, communities globally face the challenge of determining how to best
adapt to these risks and mitigate damages.
Efforts to control flooding have historically focused on structural interventions,
such as dams and levees. Such forms of infrastructure are often effective in protecting
communities from routine flooding, but are costly to build and maintain and have the
potential to fail during catastrophic flood events (Birkland et al. 2003). Complementary
to structural interventions, protection and restoration of natural floodplain ecosystems are
increasingly being considered as alternative strategies to mitigate inundation. Recent
studies show the economic value of natural ecosystems in mitigating damages from
flooding to be significant (Narayan et al. 2017; Watson et al. 2016). Compared to
traditional forms of infrastructure, “green infrastructure” is less expensive to maintain
and more resilient to catastrophic flood events (Daigneault et al. 2016). Natural
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floodplain ecosystems also provide a suite of valuable co-benefits, such as carbon
sequestration, water purification, and recreational opportunities (Kousky and Walls
2014; Zedler and Kercher 2005).
Due to increased pressures from development and agricultural expansion,
floodplain ecosystems globally have been degraded and converted to other land uses
(Bhattacharya et al. 2016; Wheater and Evans 2009). Consequently, the provision of
valuable ecosystem services provided by floodplain ecosystems has diminished.
However, floodplain restoration is gaining prominence as a strategy to enhance flood
mitigation services. Restoration may include revegetation, bank reshaping, and wetland
construction, among other interventions (Bernhardt et al. 2005). By increasing the
landscape roughness, revegetation can reduce stream velocity during flood events,
subsequently decreasing flood inundation downstream (Hupp and Osterkamp 1996). The
effects of these interventions, however, are spatially heterogeneous and depend on the
local topography and geomorphic characteristics within watersheds (Singh et al. 2018;
Ward et al. 2001). Given budgetary and resource constraints, spatial targeting of the best
locations for restoration interventions is critical.
Cost-benefit analysis is commonly used in guiding decisions to maximize
multiple benefits at the lowest cost, but it does not ensure an equitable distribution of
those benefits and costs (Le Grand 1990). Even scenarios that preserve or enhance the
provision of ecosystem services, and maximize monetary net present value, can still
create winners and losers among different individuals or groups (e.g. Daw et al. 2015;
Mandle et al. 2015). Inequality within communities may become exacerbated when
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benefits are disproportionately accrued by the wealthiest and/or least vulnerable
individuals and costs are born by marginalized or disenfranchised groups. These
distributional inequities often arise when monetary valuation is used to measure costs and
benefits. For example, in traditional cost-benefit analysis, changes in income or economic
surplus are assumed to have the same impacts on utility for all individuals, regardless of
their existing wealth. This assumption ignores the decreasing marginal utility of income,
whereby a change in income, or in this case flood damages, more negatively impact the
utility of the poor. Although compensatory mechanisms could theoretically offset these
disparities, political institutions rarely facilitate or enforce these transactions (Farley
2008; Nyborg 2014). Furthermore, even when compensation does occur, these
transactions may still result in inequitable outcomes in instances when the poor remain
the same and the wealthy become wealthier.
Equity-weighted utility functions are a possible mechanism to address
inequitable distributions of costs and benefits in cost-benefit analysis (Pearce et al. 2006).
These functions can account for diversity in communities’ preferences for how costs and
benefits ought to be distributed among individuals. With this framework, the greatest
increases in social welfare generally occur when benefits are distributed from the bottom
up and when costs are distributed from the top down (Baer 2009). Equity-weighted utility
functions have been employed in an array of economic analyses, including the estimation
of damage costs from climate change (e.g. Anthoff et al. 2009; Baer 2009; Dennig et al.
2015) and in the allocation of health care resources (e.g. Bleichrodt et al. 2004; Bobinac
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et al. 2012). When applied at national scales, equity weights have significantly impacted
the estimates of global environmental changes on social welfare (Srinivasan et al. 2008).
Several calls have been made to better account for the distribution of benefits
and costs in ecosystem service valuation and conservation planning (Balmford et al.
2011; Bennett et al. 2015; Daw et al. 2011; Pascual et al. 2010). However, few studies
have estimated ecosystem services benefits using disaggregated utility functions or
assessed the tradeoffs between equity and efficiency when spatially prioritizing
conservation interventions (see Daw et al. 2015; Halpern et al. 2013; Ward and PulidoVelazquez 2008). Further, equity-weighted utility functions have not been applied in any
ecosystem services assessments to date. In addition to the practical challenge of
identifying how costs and benefits are distributed, there is the ethical challenge of making
judgments about a community’s distributional preferences (Pearce et al. 2006). Similar to
discounting the social welfare of future generations, forming a consensus on appropriate
equity-weights has proved difficult (Wegner and Pascual 2011).
In the context of flood risk mitigation, households vary in their vulnerability and
resiliency to flood damages, depending on their socioeconomic, demographic, and
housing characteristics (Kotzee and Reyers 2016). As such, the value of marginal
reductions in flood damages may vary from household to household. In particular,
residents living in mobile homes are disproportionately vulnerable to flooding and benefit
more from marginal reductions in flood damages than wealthier households. Mobile
homes are prevalent in rural regions of the U.S. and often house lower-income residents
(Baker et al. 2011). These households are less likely to be prepared for disasters (Phillips
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et al. 2005) and are structurally more vulnerable to flood damages than other types of
housing (Grosskopf 2005). Although the utility provided to mobile home residents from
flood risk mitigation is presumably equal to, if not greater than, other higher-income
residents, this discrepancy is often not reflected in avoided damage calculations since
these valuation methods do not account for the diminishing utility of income and assume
that avoided flood damages result in the same utility for all individuals. As a result,
traditional forms of cost-benefit analysis are expected to bias towards scenarios that
protect the highest value properties, as opposed to the households most vulnerable to
utility loss from flooding.
Floodplain restoration planning relying on heuristic-based approaches have also
fallen short of identifying optimal scenarios and have not accounted for distributional
impacts of changes in inundation. Prior modeling studies of flood risk have developed
scenarios using possible extremes where all natural land cover is converted (e.g. Narayan
et al. 2017; Watson et al. 2016), or rule-based methods that rely on hydraulic or
geomorphological characteristics such as stream velocity or channel incision (e.g. Dixon
et al. 2016; Singh et al. 2018). Neither of these methods, however, guarantees
identification of optimal scenarios. While extreme scenarios can be useful in bounding
the range of possible outcomes and total economic value, they also, by definition, omit
moderate scenarios that may more effectively balance multiple objectives. Rule-based
methods that rely on biophysical properties often fail to consider the locations of
properties relative to locations where inundation is expected to change. These methods
will more likely result in an inefficient allocation of resources and may even increase
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flood risk for some people. Participatory scenarios generated through stakeholder
engagement processes are another option for developing floodplain restoration plans.
These approaches potentially offer a greater understanding of the socio-political
constraints that restoration projects may encounter and of the specific hydraulic and
geomorphological processes of a river system, but may overlook optimal scenarios and
are difficult to scale-up to other watersheds.
Here, we develop a novel and highly-integrated optimization approach to identify
the most cost-effective locations for restoration. To do this, we evaluate how individual
property-owners are affected by floodplain restoration scenarios by integrating a
hydraulic flood model with property inundation damage-cost functions. In recognition of
the differences in impacts of flood damages on property-owners of varying income
levels, we use equity-weighted utility functions to scale the utility of avoided flood
damages based on the appraised value of a property. Under a range of budgetary
constraints, we identify unique sets of optimal restoration scenarios that vary depending
on the specified equity weight. To our knowledge, this is the first study to apply equityweighted utility functions to restoration planning to enhance ecosystem services. Based
on the optimal restoration scenarios for each equity-weight, we ask the following:
1) To what extent can floodplain restoration mitigate flood inundation damages?
2) How are benefits of flood mitigation distributed among property-owners?
3) Where should restoration be targeted to achieve the greatest benefits?
4.3. Methods
4.3.1. Study Area
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We conducted this analysis in the Lewis Creek watershed, a small catchment
(19.8 km2) located within in the U.S. state of Vermont. Situated in the lowlands of the
Lake Champlain Basin, the Lewis Creek watershed is highly susceptible to flooding due
to mountainous regions located upstream in the basin. The land cover in the watershed is
dominated by forest (62.8%) and a combination of row crops and pasture (37.0%) (Figure
4.1). Lewis Creek has two major tributaries and two minor tributaries that feed into a
main stem that drains into Lake Champlain. We selected this watershed for our analysis
for several reasons: 1) there are numerous reaches with opportunities for restoration, 2)
the relatively low slope of the watershed increases the likelihood that revegetation will
reduce flood risk, 3) Lewis Creek has an abundance of publicly-available stream
geomorphic data, needed for HEC-RAS model development and testing (Singh et al.
2018).
Within the Lewis Creek 100-year flood extent lie 41 residential properties that
are at-risk of flood inundation (Figure 4.1). Many of these properties are mobile homes
valued at less than $50,000 and are clustered in the Lazy Brook Mobile Home Park,
located in the northeastern corner of the watershed. Contrary to what their name may
suggest, mobile homes are not in fact easily moveable; rather, these properties are
manufactured in a factory and are transported to a site of residence, but are rarely
relocated. Given their structural vulnerability, minor inundation (< 1 meter) incurs
relatively greater damages to these homes than to single-family homes and commercial
properties (Figure 4.S4). Among the “at-risk” properties, three are valued at between
$100,000 and $200,000 and two are valued at over $200,000. In addition to residential
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properties, there are also several commercial properties (e.g. restaurants, retail stores, and
office buildings) located in the watershed; however, none of these are considered to be
“at-risk” of flood inundation.
Under climate change, flooding in Vermont is expected to become increasingly
frequent and more severe statewide (Galford et al. 2014). Population growth, increased
impervious surface area, floodplain development, stream channel incision, and
installation of undersized culverts have also contributed to increased flood hazards and
exposure across the state (Mears and McKearnan 2012). Most recently, Tropical Storm
Irene caused over $1 billion in flood-related damages in Vermont in 2011 (Galford et al.
2014). Over 1,500 families were displaced and more than 3,500 residential properties
were damaged, including 500 mobile homes (Baker et al. 2014).
During Tropical Storm Irene and other flood events during the 20th century in
Vermont, existing natural ecosystems and green infrastructure have significantly reduced
property damages from inundation (Watson et al. 2016). Since 1985, however, forest
cover has decreased in Vermont, marking the reversal of a 200-year trend of forest
expansion in the state (Thompson et al. 2017). Wetland ecosystems in Vermont also
continue to decline (Vermont Department of Environmental Conservation 2017). In
response, conservation organizations and state government agencies, such as The Nature
Conservancy, Vermont Land Trust, the Vermont Agency of Natural Resources, and the
Vermont Department of Environmental Conservation are considering the role of naturebased solutions in flood mitigation and prioritizing investments in conservation
accordingly. To efficiently target and maximize returns from investments in nature-based
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solutions, these decision-makers require information on the potential benefits and costs of
interventions.
4.3.2. Overview of Optimization & Modeling Approach
To identify the full range of optimal restoration scenarios, we applied a multiobjective genetic optimization algorithm. There were two objectives of the optimization:
1) maximize equity-weighted utility of avoided flood damages, and 2) minimize
restoration costs. The algorithm was initialized with a set of randomly generated
restoration scenarios, and then iteratively “evolved” scenarios to identify the best
locations for interventions based on the objectives (Figure 4.2). Across the watershed,
there are 199 possible locations where restoration may occur. At each location, one of
three interventions may be selected: 1) forest revegetation, 2) wetland revegetation, or 3)
do nothing. To evaluate avoided flood damages under each scenario, we integrated a
hydraulic flood inundation model, HEC-RAS, with an economic flood damage-cost
model (right panel of Figure 4.2). To account for heterogeneity in the value of flood
mitigation benefits to property-owners, we translated avoided damage costs into a utility
metric using an equity-weighted utility function. We also evaluated the restoration costs
based on the costs of purchasing land easements combined with the intervention
implementation costs. These methods are described in greater detail below.
4.3.3. Multi-Objective Genetic Algorithm
We used a multi-objective genetic algorithm (GA) to identify Pareto optimal
restoration scenarios, creating a frontier between cost and avoided damages. Based on
basic evolutionary principles, GAs offer a powerful approach for quickly and efficiently
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“evolving” solutions to complex optimization problems that otherwise may be unsolvable
using brute-force or mathematically-based optimization methods, such as linear or
convex optimization algorithms. Genetic algorithms have been applied to a range of
optimization problems in conservation planning and water resources planning, due to
their flexibility in evaluating non-linear and spatially-dependent objective functions
(Nicklow et al. 2009). These algorithms are computationally-efficient and are well-suited
to multi-objective decision-contexts with high dimensionality (Eiben and Smith 2003).
They are also useful for creating Pareto optimal efficiency frontiers that visualize
tradeoffs between competing objectives.
In our GA, we represented a scenario, or “individual”, as a vector of 199
integers, ranging from 0 to 2. The index of each integer in the vector corresponds to a
specific location where restoration may occur and the value of an integer corresponds to
one of the three possible restoration interventions described in section 2.2. The use of a
GA here is essential, due to the computational complexity of the hydraulic model and the
spatial dependence of restoration effects. We randomly generated an initial population of
5000 individuals and evolved it over 500 generations (Figure 4.2, left panel). During each
generation, 5000 “offspring” were created by modifying individuals in the existing
population (hereafter called “parents”) using either a mutation or crossover variation
operator. Offspring have a 10% probability of being created via mutation and 90%
probability of being created via crossover. To create an offspring by mutation, a parent is
randomly selected, cloned, and then stochastically altered, such that each integer in the
vector has a 0.5% probability of being replaced by another integer in the range of 0 to 2.
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When offspring are created by crossover, two parents are randomly selected from the
current population and “mate” with each other. To produce an individual by mating, the
integer at each index in the offspring vector is randomly selected from the same index
within one of the two parent vectors. We then evaluate the fitness of all parents and
offspring according to the methods described below (Figure 4.2, right panel) and use the
NSGA-II algorithm (Deb et al. 2002) to select the best-fit individuals to become parents
in the following generation. We implemented the GA using the Distributed Evolutionary
Algorithms in Python (DEAP) package in Python version 2.7 (Fortin et al. 2012). The
GA parameters we used and an evaluation of the GA performance are described in detail
in the Supplemental Materials (Table 4.S1; Figures 4.S1-4.S2).
4.3.4. Hydraulic Modeling
We used HEC-RAS 5.0.5, a hydraulic model developed by U.S. Army Corps of
Engineers (Brunner 2016), to simulate the effects of floodplain restoration on flood
inundation in the watershed. We used a 1D steady-state, as opposed to a 2D unsteadystate, HEC-RAS model in order to reduce the computational intensity of the optimization.
While a 2D model may have captured the impacts of revegetation on flood wave
dynamics more accurately, the implementation of a 2D model would have required high
spatial resolution stream bathymetry data that were not available, and increased
computational runtimes by several orders of magnitude. The details of the hydraulic
model development and implementation, including the approach used to simulate
restoration interventions and the sensitivity analysis of flood depth to model inputs (e.g.
Manning’s n), can be found in Singh et al. (2018).
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In brief, the HEC-RAS model used a series of spatially intensive (~200m apart)
cross-sections to extract stream geometry and topography from a high-resolution (1.6m x
1.6m) digital elevation model (DEM). The hydraulic roughness of the stream banks was
parameterized using Manning’s n coefficients associated with the land cover class at each
cross section. We used the 2011 National Land Cover Dataset to map land cover in the
watershed and applied Manning’s n values based on prior studies that examined the
effects of vegetation on surface roughness (Kalyanapu et al., 2010; Dixon et al., 2016).
This model uses estimates of flow conditions upstream of modeled reaches to simulate
hydraulic conditions (velocity, depth, stream power) at each reach. We used USGS
empirical equations developed for ungauged streams in Vermont (Olson 2002) to develop
estimates of flood magnitude at for 2, 10, 25, and 100-year flood recurrence intervals and
simulated the maximum inundation depth and extent for all cross sections in the model
domain. Flood recurrence intervals beyond 100-years were omitted because revegetation
has a lesser effect on events of this magnitude (Javaheri and Babbar-Sebens 2014). Each
modeled cross-section represents the morphology and topography of the middle of the
reach and serves as a potential location for restoration. Hereafter, cross-sections are
referred to as reaches. For each model run, HEC-RAS calculates the flood inundation
depth and extent as a 2D raster.
The effects of floodplain revegetation were simulated in HEC-RAS by modifying
the Manning’s n coefficients of stream banks. The hydraulic model was run separately for
individual interventions, and the changes in flood inundation extent were estimated from
the baseline conditions. Based on the methods in Singh et al. (2018), we estimated the
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impacts of revegetation by changing the Manning’s n values; forest revegetation was
represented by changing the Manning’s n to 0.2 and wetland revegetation was
represented by changing the Manning’s n values to 0.086 (Kalyanapu et al. 2010). For
comparison, the Manning’s n value for pasture is 0.05. A simplified schematic showing
how we modeled revegetation scenarios using HEC-RAS can be found in the
Supplemental Materials (Figure 4.S3). Based on past observational and modeling studies
(see Thomas and Nisbet 2007; Wang and Wang 2007), forest revegetation is expected to
increase inundation depths upstream of the intervention and decrease depths downstream.
Singh et al. (2018) conducted a sensitivity analysis of flood inundation depths to variation
in Manning’s n coefficients. Altering the Manning’s n coefficients by ±10% along all
modeled reaches for the 5 and 100-year flood recurrence intervals, Singh et al. (2018)
found that decreasing the Manning’s n values decreased inundation depths by an average
of 3.8%, while increasing the Manning’s n coefficients had no effect on flood inundation.
Changing the discharge by ±10% had approximately a ±4% effect on water depths.
Additionally, uncertainty in Manning’s n and discharge parameters may affect estimates
of inundation depth by up to ±8%.
4.3.5. Property Damages from Flood Inundation
We estimated damages caused by flood inundation to residential and
commercial properties using depth-damage functions specified by the U.S. Federal
Emergency Management Agency (FEMA) guidelines. These functions are fit using flood
insurance claims collected by the National Flood Insurance Program (NFIP) and are used
to calculate the percent damage to inundated properties (FEMA 2003). As flood depth
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increases, marginal damages decrease, such that the greatest marginal damages occur at
low levels of flooding and total damages plateau beyond approximately 3 meters of
inundation (Figure 4.S4). For a given scenario, we identified the flood depth for all
properties within the watershed by overlaying flood inundation map output from HECRAS with spatial locations of all properties (VCGI 2013). We then calculated the percent
damage to each inundated property using depth-damage functions specific to the type of
property (i.e. single-family home, multi-family home, commercial property, mobile
home). The estimated percent property damage was converted to a monetary estimate of
damages using the Vermont Grand List, a publicly available database of property tax
records that includes recent appraisals of property values.
For each property in a given restoration scenario, we evaluated the present value
of expected avoided damages over a 100-year time horizon. As mentioned in section 2.4,
we evaluated flood damages under each restoration scenario for 2, 10, 25, and 100-year
flood recurrence intervals. In any given year, the annual probability, p, of one of these
%

events occurring is + , where T equals the expected recurrence interval (e.g. p = 0.04 for a
25-year flood event). These probabilities are independent of each other, such that
multiple flood events can occur in a single year. To estimate expected annual damages,
EAD, we integrated the damages for flood events, D, with respect to p (Eq. 4.1).
%

𝐸𝐴𝐷 = 2 𝐷(𝑝)𝑑𝑝
&
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Eq. 4.1

Based on the methods in Olsen et al. (2015), we solved the integral for a given
scenario, i, using the trapezoidal rule, a simple and commonly applied numerical
integration technique (Eq. 4.2). In this equation, j represents the flood recurrence interval
(i.e. 2, 10, 25, or 100-year). Avoided EAD were calculated by subtracting 𝐸𝐴𝐷! from the
baseline EAD (Eq. 4.3).
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Eq. 4.3

We then estimated the present value, 𝑃𝑉, of 𝐸𝐴𝐷! over a 100-year time horizon,
where t is the year, and 𝜌 is the discount rate (Eq. 4.4). We used a discount rate of 7%,
which is consistent with the recommendations of the US Office of Management and
Budget for cost-benefit analysis of public investments (U.S. Office of Management and
Budget 1992).
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Eq. 4.4
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4.3.6. Utility of Avoided Property Damages
The utility of avoided flood damages to individual property-owners was
evaluated using an equity-weighted utility function. In welfare economics, utility
functions are used to capture the diminishing marginal utility of income or consumption.
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With equity-weighted utility functions, marginal utility is also dependent on the wealth of
an individual, such that benefits and costs accrued to poorer individuals are typically
weighted more heavily (Anthoff et al. 2009). Following this progressive assumption, we
estimate that the utility of avoided damages to property-owners is inversely proportional
to the appraised value of their property. The strength of this relationship depends on
normative assumptions regarding social preferences about distributional outcomes. In Eq.
4.5, we show that the utility of avoided damages for household i, 𝑢! , is a function of 𝑃𝑉! ,
the appraised value, 𝐴𝑉! , of property i, and the parameter, h, representing aversion to
inequality. By increasing h, the utility of avoided damages to lower-value property
owners increases relative to higher-value property-owners.
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Eq. 4.5
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For higher values of h, it is assumed that social welfare will increase as avoided
losses are distributed more toward lower-value properties. To illustrate this concept,
consider two property owners A and B, with A owning a property valued at $100,000 and
B owning a property valued at $1,000,000. If h = 0, the marginal utility of avoided
damages is the same for all property owners. For example, the utility of $10,000 in
avoided damages is equal for A and B. If h = 1, the utility of $10,000 in avoided damages
for A (i.e. 10% of the value of A) is equal to the utility of $100,000 in avoided damages
for B (i.e. 10% of the value of B). If h = 2, the utility of $10,000 in avoided damages for
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A is 10x greater than the utility of $100,000 in avoided damages for B. Figure 4.S5
provides a graphical representation of this concept.
Since h is a normative parameter that should theoretically reflect a society’s
preferences towards accounting for inequality through risk mitigation, we neither
prescribe nor assign a single value for h. Rather, we run three separate optimizations,
where h equals 0, 1, and 2, and determine whether the spatial targeting of optimal
restoration interventions shifts. These three values represent increasingly progressive
assumptions regarding the marginal utility of avoided damages to property owners of
varying wealth. While an h of 2 is quite high, this upper-bound can help illustrate the
sensitivity of the model to this parameter. We did not include values of h less than 0 are
regressive and values of h greater than 2 are considered implausible.
4.3.7. Estimating the Costs of Restoration Scenarios
The costs of restoration scenarios were calculated based on the combined costs
of purchasing land easements from landowners and the implementation of interventions.
The purchase of land easements restricts the allowable land uses on a parcel without
requiring ownership of the land to be transferred. As compared to an outright land
purchase, easements are often considerably less expensive. To estimate easement costs,
we used market-based land value data from the U.S. Natural Resource Conservation
Service (NRCS) Agricultural Conservation Easement Program (NRCS Vermont 2017).
Costs are grouped into categories based on soil characteristics that influence the predicted
value of forgone future development or agricultural production. Land with category 1
soils has few to moderate limitations for either development or agriculture
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and costs $8,670 ha-1; category 2 soils have severe limitations for development but slight
to moderate limitations for agriculture and costs $6,670 ha-1; and category 3 soils land
with severe limitation for both agriculture and development and costs $5,340 ha-1. We
assigned each reach a cost based on its soil category and area. The costs of implementing
restoration interventions reflect the price of required labor and materials. The NRCS
estimates that the cost of forest revegetation is approximately $6,400 ha-1 and wetland
revegetation is $3,200 ha-1 (Eikenberry 2017; Gabos 2018). Combined, the easement and
implementation costs represent one-time upfront payments, and do not account for any
ongoing monitoring or maintenance costs.
4.4. Results
4.4.1. Baseline Flood Risk
Under the baseline scenario, where no restoration interventions were
implemented, the present value of damages to properties within Lewis Creek over a 100yr time horizon is $7.50 million. Of this total cost, 22.6% is attributable to 2-yr flood
events; 24.1% is attributable to 10-yr flood events; 25.4% is attributable to 25-yr flood
events; and 27.8% is attributable to 100-year flood events. These damages are distributed
among 41 properties, 38 of which are mobile homes and 3 of which are single-family
homes (Figure 4.3). Of these 41 properties, 36 incur damages greater than their appraised
value and 25 incur damages 5x greater than their appraised valued (assuming that homeowners immediately rebuild in the same location). These costs are heavily skewed
towards lower-value properties. Properties in the bottom quartile of appraised values bear
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91.5% of the total damage costs, while properties in the top quartile do not incur any
costs (Figure 4.3).
4.4.2. Benefits of Optimal Restoration Scenarios
We identified the range of optimal restoration scenarios using a Pareto frontier
(Figure 4.4). Points on the frontier represent optimal restoration scenarios, whereas points
under the frontier indicate sub-optimal scenarios (i.e. those for which it is possible to
increase avoided damages for no additional cost). The GA generated several million suboptimal restoration scenarios, not all of which are shown in Figure 4.4, but are depicted in
Figure 4.S2. For all but one optimal restoration scenario, the benefits of avoided flood
damages outweigh the costs of restoration by at least 5-to-1 (Figure 4.4, red circles).
Along the Pareto frontier, avoided damages range from $0 to $390,000 and restoration
costs range from $0 to just under $75,000. As restoration costs increase along the Pareto
frontier, the benefit-to-cost ratio decreases. For example, with a restoration budget of
$10,000, maximum avoided damages are $112,000 (benefit-to-cost ratio = 11.2); with a
restoration budget of $25,000, maximum avoided damages are $229,000 (benefit-to-cost
ratio = 9.2); and with a restoration budget of $50,000, maximum avoided damages are
$384,000 (benefit-to-cost ratio = 7.7).
A key assumption of our benefit-cost analysis is that property-owners
immediately rebuild their properties in the same location. However, particularly for
properties where the NPV of flood damages are multiple times greater than the value of
the property (see Figure 4.3, solid red circles), it is likely that the cost of relocation is less
than the cost of repeated rebuilding. To account for this alternative mechanism through
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which property-owners may reduce their flood risk, we reconsidered the magnitude of
flood reduction benefits when the NPV of flood damages to a given property are capped
at the appraised value of the property. Under this more conservative method, the
restoration costs remain the same, but the maximum benefits decrease from $400,000 to
$249,000. In addition, with a restoration budget of $10,000, maximum avoided damages
are $13,000 (benefit-to-cost ratio = 1.3); with a restoration budget of $25,000, maximum
avoided damages are $130,000 (benefit-to-cost ratio = 5.2); and with a restoration budget
of $50,000, maximum avoided damages are $248,000 (benefit-to-cost ratio = 4.96).
While these changes decrease the overall magnitude of benefits, the benefit-to-cost ratio
remains much greater than 1.
4.4.3. Spatial Targeting of Interventions
For all optimal scenarios, avoided damages can be maximized by restoring only
a few of the 199 possible restoration sites. When restoration costs equal $25,000, two
reaches are revegetated with wetlands; when restoration costs equal $50,000, three
reaches are revegetated with wetlands and one reach is revegetated with forest; and when
restoration costs equal $75,000, three reaches are revegetated with wetlands and two
reaches are revegetated with forest (Figure 4.5). The reaches targeted for restoration are
disconnected from the adjacent floodplain (Singh et al. 2018) and are located
immediately upstream of properties within the floodplain.
4.4.4. Distribution of Avoided Damages
The distribution of avoided damages under all optimal restoration scenarios is
skewed toward higher value properties within the floodplain. Among properties exposed
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to flood risk under the baseline scenario and assuming a budgetary constraint of $50,000,
those in the top quartile of appraised values benefitted from over $250,000 in avoided
damages (Figure 4.6). In contrast, properties in the bottom quartile of appraised values
benefitted from less than $25,000 in avoided damages. Despite the greater social
vulnerability of the residents living in properties in the bottom quartile of appraised
values, these households benefit the least from restoration interventions in the watershed.
The value of the equity weight (i.e. 𝜂 = 0, 1, or 2) used in the utility function had
only a slight impact on the distribution of avoided damages (Figure 4.6), as well as the
underlying optimal configuration of restoration interventions (Figure 4.7). To
demonstrate these findings, let us assume a budgetary constraint equal to $50,000. As 𝜂 is
increased from 0 to 2 (i.e. greater aversion to inequality), avoided damages for properties
in the bottom quartile of appraised values increase from $15,200 to $16,800, a 10% gain
(Figure 4.6). For properties in the top quartile, avoided damages decrease from $302,000
to $282,000, a 7% loss (Figure 4.6). While a $1600 increase in avoided damages for the
bottom quartile comes at the expense of $20,000 in damages for the top quartile, this shift
still produces greater aggregate equity-weighted utility when 𝜂=2. For all three values of
𝜂, four total reaches are restored (Figure 4.7). Three of these four reaches receive the
same interventions in the same locations, while the fourth restored reach varies both in
location and intervention (Figure 4.7). For a breakdown of changes in inundation depths
for each property under the different recurrence intervals and across optimal equityweighted scenarios, please refer to Figure 4.S6 in the Supplementary Materials.
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4.5. Discussion
We developed an integrative modeling approach to target floodplain restoration
and optimize avoided flood damages. Combined, wetland and forest revegetation in
Lewis Creek can mitigate flood damages by up to $395,000 over a 100-year time period,
the equivalent of 5.3% of total baseline damages. With the benefits outweighing the costs
by at least 5-to-1, we demonstrate that floodplain restoration provides an economically
viable opportunity to reduce flood damages. However, benefits are primarily accrued by
the highest value properties, indicating that restoration scenarios create tradeoffs between
equity and efficiency in the reduction of flood damages. We show that spatial
optimization is a useful tool for achieving multiple objectives of restoration; if the same
interventions were applied elsewhere within the watershed, avoided damages would be
substantially lower. Together, these results highlight the power of spatial optimization to
guide conservation investments over watershed scales and the importance of evaluating
the distributional impacts of these decisions.
Because of the several other benefits of floodplain restoration that we did not
capture, our results are likely to be highly conservative. Reducing inundation depths
would not only benefit built structures, but would also mitigate damages to agricultural
production. In the same watershed, Singh et al. (2018) demonstrated that the same set of
modeled interventions decrease stream power during flood events, thereby potentially
reducing bank erosion and damages to bridges and roads caused by scour. Forest and
wetland revegetation may also provide a suite of other ecosystem service benefits, such
as nutrient retention, carbon sequestration, and recreational opportunities (Kousky and
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Walls 2014; Zedler and Kercher 2005). We would expect that estimating the value of
these additional benefits would significantly increase the benefit-cost ratio and may result
in shifting spatial priorities. However, given the lack of model validation, our estimates
of the benefits of floodplain revegetation remain uncertain. Before our approach is
applied to real-world watershed management decisions, this uncertainty requires explicit
treatment using a probabilistic risk-based framework.
A major advantage of our modeling approach is the capability to identify
winners and losers in each restoration scenario by tracking changes in inundation depths
for each individual property. Restoring many of the reaches along Lewis Creek has no
effect on property damages from flooding. In fact, for some reaches, restoration even
worsens inundation upstream through “backwater effects” (see Figure S2; Thomas and
Nisbet 2007). In some scenarios, restoration benefits for some properties were canceled
out by increased flood damages for others. In other scenarios, restoration efforts
substantially increased aggregate flood damages over the baseline scenario. These
findings demonstrate that the benefits of restoration efforts are highly dependent on their
spatial configuration within the watershed, and that neglecting to consider the spatial
relationships between restoration efforts and exposed properties may have severe
unintended consequences.
Properties located in the floodplain are on average less valuable than properties
outside the floodplain (Figure 4.3), such that lower-income property-owners
disproportionately bear the potential costs of flooding. Among the properties that did
benefit under the optimal restoration scenarios, the overwhelming majority of avoided
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damages were accrued by the highest value properties. We assume that property values
are correlated with the wealth and income of the property owner, and inversely
proportional to the social vulnerability of the household (Cutter et al. 2003). Therefore,
the allocation of avoided damages to wealthier individuals may mean that benefits of
flood mitigation may not be distributed in a way that stakeholders perceive as equitable.
In order to protect the poorest households, flood managers may have to consider
strategies other than floodplain restoration to enhance flood protection, such as structural
interventions, improved zoning regulations, and property buyouts and relocation (Wilby
and Keenan 2012). These strategies may more efficiently reduce flood risk, but are
unlikely to create the same suite of benefits as nature-based interventions.
Increasing the equity weight used in the utility function changed the distribution
of avoided damages among properties, but only slightly. Based on how equity-weighted
utility functions have impacted policy recommendations in previous studies (e.g. Anthoff
et al. 2009; Baer 2009; Dennig et al. 2015; Srinivasan et al. 2008), we initially expected
the optimal restoration configurations to shift more drastically than they did. However,
given the limited number of at-risk properties within the watershed (n=41) and the
relatively homogenous distribution of their appraised values (Figure 4.3), it is perhaps not
surprising that different equity-weights had little effect on the optimization results. Also,
since almost all of the at-risk mobile home properties in Lewis Creek are clustered in the
northeastern part of the watershed, restoring one to two reaches upstream of the mobile
home park resulted in some level of protection for all of those properties. Future
applications of equity-weighted utility functions are more likely to affect the allocation of
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resources where the beneficiaries are more numerous, spatially dispersed, and
socioeconomically diverse, such as in urban areas or basin-scale spatial extents.
A key barrier to applying equity weights in future cost-benefit analyses is
formulating an appropriate weight to use in a particular context. Similar to the practical
and theoretical challenges of determining appropriate discount rates (Weitzman 2013),
identifying appropriate equity weights requires evaluating a community’s preferences for
how costs and benefits should be distributed among individuals (Pearce et al. 2006;
Wegner and Pascual 2011). In this study, we do not specify what the “correct” equity
weight might be for this region. Instead, we apply equity weights ranging from 0 to 2 and
evaluate the differences in the distribution of benefits under each. If equity weights are to
be used in decision-making processes, extensive deliberative stakeholder engagement
will be required. Also, while equity-weighted utility functions help to scale the marginal
benefits or costs, several other socioeconomic and demographic factors can influence
vulnerability to hazards such as flooding. These include age, gender, educational
attainment, access to medical and social services, and surrounding population density
(Cutter et al. 2003; Rufat et al. 2015). These characteristics strongly influence peoples’
ability to respond to and recover from extreme events. They are beyond the scope of this
study, but accounting for them could dramatically shift optimization results.
Equitable outcomes may be achieved through several means. This study focuses
on the extent to which spatial targeting of floodplain restoration can meet this goal and
does not consider other mechanisms, such as compensatory transactions. Achieving
equitable outcomes through spatial targeting of restoration interventions may be costly
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and potentially inefficient. For example, when 𝜂 is increased from 0 to 2 in our
optimization framework, a $1600 increase in avoided damages to the bottom quartile
comes at a cost of $20,000 to the top quartile (Figure 4.6). Alternatively, it may be more
efficient for the top-quartile of property owners to simply compensate the bottom quartile
for a fraction of the cost. However, for policies that pass the Kaldor-Hicks test,
compensation may still lead to inequitable outcomes, particularly when the poor remain
the same and the wealthy are better off. Given that both options have advantages and
drawbacks, comparison of the efficiency and politically feasibility of the two remains an
important avenue for future research.
Regardless of this limitation, the approach we develop here has important
implications for ecosystem service modeling more broadly. Several conceptual
frameworks exist for linking ecological changes with impacts to human well-being and
for tracking the spatial and temporal flows of ecosystem services (see Bagstad et al.
2013; Fisher et al. 2009; Jones et al. 2016; Serna-Chavez et al. 2014; Villamagna et al.
2013). Yet there remain few empirical applications of these frameworks (Boerema et al.
2017; Wei et al. 2017). In this study, we capture both the biophysical and socio-economic
effects of restoration interventions using publicly-available data and relatively simple
models. In applying this approach to other decision-contexts, it is essential to carefully
identify who the potential beneficiaries are, where they are located, and how they might
value changes in the provision of ecosystem services. Taking this additional step is
important to more meaningfully quantify how ecological changes impact human wellbeing.
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Further, our approach provides a promising opportunity for decision-makers to
more effectively evaluate the cost-effectiveness of restoration scenarios and the
distribution of benefits and costs among property-owners. For local municipalities, state
government agencies, and NGOs tasked with allocating scarce resources for mitigating
flood risk, scientists and technicians within these institutions require generalizable
methods and tools to support decision-makers’ in efficiently target investments. These
organizations also require information on the potential benefits and costs of specific
intervention scenarios. While nature-based solutions have repeatedly been shown to play
an important role in mitigating flood damages, this information has yet to be widely
incorporated into decision-making processes (Guerry et al. 2015). The framework we
develop here supports decision-makers by providing this information in a form that is
easily understandable and highlights tradeoffs between equity and efficiency. Although
similar approaches have been used in other restoration planning and water resources
management contexts, this framework carefully accounts for the complexity of these
social-ecological systems and considers distributional impacts of potential scenarios.
Ecosystem service modeling and spatial optimization provide important
information for restoration planning, but it is critical that these approaches are embedded
within local co-development and participatory processes. The two objectives that we
optimized for, avoided flood damages and restoration costs, were relatively easy to
quantify; however, there are other restoration considerations that are more complex and
less easily modeled using the tools we presented. For instance, there may be resistance to
selling easements among some landowners, or certain zoning policies may restrict where
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interventions are allowed to occur. Given these other critical factors that must be
considered in planning processes, our analysis simply represents one of many inputs
required for developing an efficient, equitable, and feasible watershed-scale restoration
strategy.
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4.7. Figures

Figure 4.1. Map of the Lewis Creek watershed. The background land cover layer is the
2011 National Land Cover Dataset (NLCD), reclassified to indicate only major land
cover classes. The 100-yr flood extent was mapped using the steady-flow HEC-RAS
model described in the section 2.4. We identified “at-risk” properties by intersecting
Vermont’s E911 site-locations dataset with the flood extent raster. The United States
inset map, in the bottom-left corner, indicates the location of the Lewis Creek watershed.

135

Genetic algorithm

Evaluation of avoided damages

Initialization
(randomly generate 5000
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Figure 4.2. Conceptual framework for optimizing investments in floodplain restoration to
mitigate flood damages. The left panel outlines the structure of the multi-objective
genetic algorithm used to optimize restoration scenarios and the right panel describes the
steps for evaluating the utility of avoided damages from flooding under potential
scenarios.
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Figure 4.3. Present value (PV) of flood damages to each property (indicated by a circle)
over a 100-year time period under the baseline scenario. On the y-axis, damages from 2,
10, 25, and 100-year flood events have been combined to generate an aggregate present
value metric. Color indicates the property type. Solid circles indicate properties damaged
from flood inundation, and smaller, open circles indicate properties that do not incur any
damages from flooding. Open circles are slightly misaligned to better visualize their
distribution. Both axes are on a log10 scale.
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Figure 4.4. Benefits expressed in terms of present value (PV) of avoided flood damages,
and associated restoration costs for simulated floodplain restoration scenarios. Each circle
represents a potential Pareto optimal restoration scenario, where one objective cannot be
improved without negatively affecting the other. Red circles indicate the maximum total
benefits under a given scenario. Blue circles show benefits when the NPV of flood
damages for a given property are capped at the appraised value of the property. The line
connecting the optimal scenarios approximates the Pareto frontier. In the area to the left
of the Pareto frontier, the GA did not identify any feasible solutions, and solutions to the
right of the frontier are suboptimal. Both axes are in U.S. dollars; the PV of avoided flood
damages as a proportion of the total flood damage value is shown as a percent (in
parentheses).
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Figure 4.5. Optimal floodplain restoration scenarios under budgetary constraints of
$25,000, $50,000, and $75,000. The large map on the left shows property locations and
indicates the reaches where restoration may occur. On the right, the map insets identify
the spatial allocation of restoration interventions that maximize the total monetary value
of avoided damages for that particular budget constraint. Interventions are indicated by
the color of the stream bank; commercial and residential properties are indicated by the
orange circles. Arrows indicate the direction of stream flow.
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Figure 4.6. Distribution of flood mitigation benefits to properties, depending on the value
of h used to evaluate utility within the optimization. Properties are grouped into quartiles
based on their appraised value. Within each quartile, the present value of avoided
damages among properties are summed. The shape of the markers indicates the value of
h used to optimize utility. Each set of marker shapes was produced using an optimization
where the cost constraint was set at $50,000.
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Figure 4.7. Optimal floodplain restoration scenarios under a budgetary constraint of
$50,000. The large map on the left shows property locations and indicates the reaches
where restoration may occur. On the right, the map insets identify the spatial allocation of
restoration interventions that maximize the utility of avoided damages, assuming
different equity-weights. Interventions are indicated by the color of the stream bank;
commercial and residential properties are indicated by the orange circles. Arrows indicate
the direction of stream flow.
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4.8. Appendix – Supplementary Materials
Table 4.S1. Multi-objective genetic algorithm parameters values and operator functions.
For further information describing these parameters and operators in more detail, see
Eiben and Smith (2003) and Fortin et al. (2012).
Parameter/Operator
Value/Function
Population size

5000

Generations

500

Mutation operator

Uniform integer

Offspring mutation probability

0.1

Attribute mutation probability

0.005

Crossover operator

Uniform

Offspring crossover probability

0.9

Attribute mutation probability

0.5

Selection operator

NSGA-II (Deb et al. 2002)
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Figure 4.S1. Shannon entropy index for floodplain restoration scenarios for selected
generations from multi-objective genetic algorithm (GA). The Shannon entropy index is
an indicator of the diversity of individuals within a generation. In any GA, there are
tradeoffs between “exploration” and “exploitation” of the search space; emphasizing
exploration prevents premature convergence on sub-optimal solutions and emphasizing
exploitation increases the efficiency with which the GA convergences on optimal
solutions. By comparing the Shannon entropy index across generations, we assess the
degree to which the GA is exploring vs. exploiting the search space as the population
evolves over time. Here, we present the Shannon entropy index across the population
(left panel) and within individuals (right panel) for selected generations. The Shannon
entropy index ranges from 0 to 2, with higher values indicating greater diversity.
Diversity among and within individuals decreases as generation progress, indicating that
the GA initially explores the search space, but quickly converges on Pareto optimal
scenarios.
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Figure 4.S2. Restoration scenarios randomly sampled (n=1,000,000) from archive of
scenarios generated by multi-objective genetic algorithm (GA). Within the plot, points
are plotted according to the present value (PV) of avoided damages and the restoration
cost of scenarios. On the top and right axes, Gaussian kernel-density estimates (KDE)
show the probability density function (PDF) of the variables on the x- and y-axes. This
plot demonstrates both the exploration and exploitation of the scenario search space by
the GA. The few individuals in the lower fitness regions indicates that the GA is not
overly suppressing exploration. The exploitation of the search space is indicated by the
convergence on low-cost restoration scenarios, while exploring a wide range of avoided
damage values.
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Figure 4.S3. Schematic diagram of the 1D HEC-RAS model used to simulate
revegetation interventions. Panel A shows an unrestored, or baseline, scenario and panel
B shows a scenario where forests were restored along the streambank. The bottom section
of both panels, shown in bird’s eye-view, represents a stream as it flows through multiple
land cover classes. The top section of both panels, shown in cross sectional-view,
represents the red cross-section in the bottom panel. Under the revegetated scenario, the
original Manning’s coefficients are replaced with coefficient value associated with forest
(n=0.2).
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Figure 4.S4. Depth-damage functions used to evaluate percent damage to properties as a
function of flood inundation depth. Functions are differentiated by property type
(indicated by color) and are derived from the FEMA HAZUS model (FEMA 2003).
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Figure 4.S5. Equity-weighted utility functions for evaluating utility of avoided flood
damage costs. Each sub-plot displays the function outputs, based on different values of 𝜂,
ranging from 0 to 2. Line color indicates examples of appraised property values. Since
utility is not comparable across values of 𝜂, the y-axis for each plot is normalized on a 0
to 1 scale. Where 𝜂 equals 0, all three lines are overlapping, resulting in the lines
representing properties valued at $500,000 and $5,000,000 to not be visible.
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Figure 4.S6. Change in flood inundation depth to properties under optimized scenarios
with a budgetary constraint of $50,000. Individual properties (open circles) are plotted
according to their appraised value (x axis), and change in inundation depth (y-axis). The
x-axis is on a log10 scale. Plots are organized by flood recurrence interval (rows) and
values of 𝜂 (columns). Red circles indicate properties that experience different changes in
inundation depth across values of 𝜂.
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CHAPTER 5: QUANTIFYING THE SOCIAL BENEFITS AND COSTS OF
REDUCING PHOSPHORUS POLLUTION UNDER CLIMATE CHANGE
5.1. Abstract
Excess phosphorus (P) loading to waterbodies has led to increasing frequency
and severity of harmful algal blooms, negatively impacting economic activity and human
health. While interventions to improve water quality have the potential to create large
societal benefits, these investments are costly and the value of benefits is often unknown.
Therefore, improved understanding of the social and economic impacts of reduced P
loading is critical both to develop effective land use policies and generate public and
political support for these initiatives. Here, we quantify the benefits and costs of
improving water quality in Lake Champlain under a range of P reduction and climate
change scenarios between 2016 and 2050. To estimate benefits, we use statistical models
to link water quality outputs from a previously developed integrated assessment model
with three categories of benefits: tourism expenditures, property sales, and avoided
human health impacts. We estimate the costs of reducing P runoff using empirical data
reported by the State of Vermont. We find that under the most aggressive P reduction
scenario, the total benefits of improved water quality exceed $50 million; however, under
no scenario do the combined benefits exceed the costs. Due to the limited time horizon of
the study and the omission of other types of benefits, the benefits of clean water remain
underestimated and it is unclear whether investments in P reductions truly fail the
benefit-cost test. Despite this uncertainty, our study provides a tractable framework for
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disentangling the complex relationships between water quality and human well-being,
and illuminates the value of reductions in P loading to society.
5.2. Introduction
Phosphorus (P) is an essential nutrient for food production, but its excess use
can have major social costs (MacDonald et al. 2016). P loading to waterbodies
contributes to widespread water quality impairments, ranging from temporary reductions
in water clarity to sustained harmful cyanobacteria algal blooms (Carpenter 2005). Public
investments directed towards improving water quality have the potential to create
positive ecological, economic, and health outcomes, yet the value of these benefits is
often unknown or underestimated (Olmstead 2010). Accounting for these social benefits
is critical for developing efficient land use policies, generating public and political
support for these initiatives, and mitigating tradeoffs between agriculture and water
quality (Pennington et al. 2017; Polasky et al. 2011).
Several studies have estimated the total and marginal costs of water quality
impairments caused by P loading (Egan et al. 2009; Griffiths et al. 2012). In the United
States, Dodds et al. (2009) estimate that the total economic losses due to eutrophication
exceed $2.2 billion annually. At local and regional scales, revealed preference valuation
methods have been applied to estimate households’ willingness to pay for clean water.
For example, travel cost approaches show that recreational lake users in Minnesota and
Iowa are willing to travel 56 minutes farther (equivalent to $22 in travel costs) for every
one-meter increase in water clarity (Keeler et al. 2015). Studies using hedonic models
found that a meter increase in water clarity (i.e., Secchi depth) is associated with up to a
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10% increase in property values (Liu et al. 2019; Moore et al. 2020). Stated preference
studies have also demonstrated high willingness to pay for water quality benefits
associated with a range of recreational activities, including swimming, boating, and
fishing (Carson and Mitchell 1993; Johnston et al. 2005).
These findings highlight the potential magnitude of damages related to water
quality impairments, but are limited in their relevance and applicability to policy and
management. In particular, valuation assessments are not often linked with changes in
management, land use, or other actions designed to improve water quality (Keeler et al.
2012). While estimates of the total costs of eutrophication (e.g. Dodds et al. 2009) can be
compared with other aggregate economic indicators, such as GDP, they are unable to
inform the consequences of alternative actions or evaluate tradeoffs between policies. In
order to inform decision-making, the value of the clean water must be assessed in terms
of the marginal benefits and costs associated with pollution abatement interventions
(Garnache et al. 2016). This requires a two-step approach: first, linking policy or
management interventions with changes in biophysical measures of water quality, and
second, valuing changes in water quality to specific beneficiaries (Griffiths et al. 2012).
Estimating the social benefits of reductions in P loading presents several
challenges related to the unique biogeochemistry of P. Due to P stored in lake sediments,
“internal” loading from “legacy P” can contribute to eutrophic conditions for years or
even decades after external loading from the landscape has been substantially reduced
(Søndergaard et al. 1999). Consequently, there may be significant lags between the time
at which P abatement costs are incurred and when benefits of clean water are
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experienced. Furthermore, depending on bathymetry, residence times, and other
hydrodynamic features, waterbodies exhibit varying sensitivity to P loading. This implies
that marginal reductions in loading may have nonlinear and heterogeneous impacts on
water quality within and across waterbodies.
In addition, climate change is expected to hinder interventions designed to
improve water quality. Due to warmer summer temperatures and reduced windspeeds,
water temperatures and thermal stratification within waterbodies are expected to increase
(Michalak et al. 2013). These conditions elevate cyanobacteria growth rates (Chapra et al.
2017) and increase internal loading from P stored in lake sediments (Giles et al. 2016;
Jeppesen et al. 2014; Orihel et al. 2017). Particularly in shallow waterbodies where
bioavailability of internally-released P is greater, the interaction of these mechanisms is
predicted to increase the frequency and severity of algal blooms. In effect, potential
benefits of reducing external P loading may be counteracted by impacts of climate
change (Zia et al. 2016).
Given these challenges, we develop a novel framework for estimating the social
benefits of reductions in P loading that captures the unique biogeochemical
characteristics of P, accounts for the potential impacts of climate change, and uses
empirically-based relationships between water quality and economic outcomes (Figure
5.1). Under a range of P reduction and climate change scenarios, we estimate changes in
water quality between 2016 and 2050 using a previously developed integrated assessment
model (IAM) (Zia et al. 2016). We couple the outputs from this model with revealed
preference statistical models linking water quality indicators with three categories of
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benefits: tourism expenditures, property transactions, and avoided risk of amyotrophic
lateral sclerosis (ALS; commonly known as Lou Gehrig’s disease). We then compare the
value of these benefits under each scenario with the marginal and total costs associated
with reductions in P loading.
These three benefits were chosen to provide an illustrative sample of the ways in
which improving water quality positively impacts economic and human health outcomes.
Changes in water quality have direct and measurable effects on recreational opportunities
and the aesthetic quality of waterbodies. As water quality fluctuates over time, we expect
that the value of these impacts is revealed through tourism expenditures at hotels, bars,
and restaurants, and through property sale prices. For residents living near waterbodies
with frequent algal blooms, recent epidemiological studies have found that these
households face increased risk of ALS due to elevated exposure to neurotoxins present in
algal blooms (Maria et al. 2020; Torbick et al. 2018). By reducing the frequency and
severity of algal blooms, we expect a decrease in the incidence of ALS within lakeshore
communities. This analysis does not aim to provide a comprehensive estimation of the
total benefits of improving water quality. When aggregated, these outcomes provide a
lower-bound estimate of the potential range of total benefits.
5.3. Policy-Context & Prior Work
We apply this framework to the Missisquoi Bay within Lake Champlain, located
on the border of Vermont and Quebec (Figure 5.S1). In this region, improving P
management is critical to addressing conflicts between agricultural productivity, water
quality, and pollution reduction goals designed to protect human health and the
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environment. Over the past several decades, eutrophic conditions have become
increasingly common in this part of the lake (Figure 5.S2), primarily due to
intensification of dairy production (Wironen et al. 2018) and climate change (Zia et al.
2016). These impairments have significant economic costs. For example, Voigt et al.
(2015) estimate that a one-meter decrease in Lake Champlain water clarity is associated
with the loss of 195 full-time jobs and an annual reduction of $12.6 million in tourism
expenditures across the Lake Champlain basin.
To address these concerns, the US Environmental Protection Agency (EPA)
implemented a Total Maximum Daily Load (TMDL) for P concentrations in the lake.
Within the Missisquoi Bay watershed, P loading must be reduced by 64.3% from a 20012010 baseline (US EPA 2016). Costs associated with meeting the TMDL are closely
tracked (Vermont Agency of Administration 2019); however, the social benefits of
achieving this target have not been quantified. Estimates of these social benefits are
useful in designing market-based policies to address P loading, such as Pigouvian taxes,
cap-and-trade, or payment for ecosystem service programs (Garnache et al. 2016).
Communicating these benefits to the citizens of Vermont is also essential for generating
the public support needed to sustain such long-term investments.
A previous study developed an IAM to forecast water quality outcomes in
Missisquoi Bay under a range of P reduction and climate change scenarios (Zia et al.
2016). Their model predicts total phosphorus (TP) and chlorophyll-a (Chl-a)
concentrations within the bay on a daily time-step between 2016 and 2050. Beginning in
2016, external P loading to the bay is reduced by either 0, 20, 40, 60, 64, 80, or 100%.
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Water quality responses to these reductions are mediated by one of four “representative
concentration pathway” (RCP) climate change scenarios labeled RCP 2.6, 4.5, 6.0, and
8.5, from least severe to most severe. Scenarios are applied combinatorially, for a total of
28 unique scenarios (Zia et al. 2016).
Between 2016 and 2050, water quality may improve or worsen depending on the
P reduction and climate change scenario. Between 2001 and 2015, Chl-a concentrations
exceeded 50 µg / L – the moderate health risk threshold in recreational waterbodies
established by the World Health Organization (Chorus and Bartram 1999) – for 8 days
per year on average. Compared to this historical baseline, the average annual number of
days when Chl-a concentrations exceed 50 µg / L is expected to decrease by up to 7.5
days when P is reduced by 100% under RCP scenario 2.6, or increase by up to 18 days
when P loading remains constant under RCP scenario 8.5 (Figure 5.S3). Due to legacy P
stored in lake sediment, water quality responses to P reduction are delayed by several
decades.
5.4. Methods
5.4.1. Integrated Assessment Model
We use an IAM developed by Zia et al. (2016) to estimate the impacts of P load
reductions and climate change on water quality in Missisquoi Bay between 2016 and
2050. To model the hydrodynamics and biogeochemistry of Missisquoi Bay, Zia et al.
(2016) use the 3-dimentional Advanced Aquatic Ecosystem Model (A2EM), which
consists of environmental fluid dynamics code (EFDC), and Row Column AESOP
(RCA), a water quality model capable of tracking changes in sediment nutrient storage
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over time. These coupled models provide daily estimates of Total Phosphorus (TP) and
Chl-a concentrations within the bay. For more information about these models, data
inputs, and procedures used to calibrate and validate outputs, see Zia et al. (2016).
5.4.2. Scenarios
We used the IAM to assess water quality outcomes under seven P reduction
scenarios and four climate change scenarios, for a total of 28 unique scenarios. Annual
external P loading is one of many lake model inputs within the IAM. The assumed base
load to Missisquoi Bay is approximately 136.33 Mt / yr. The load allocation under the
TMDL is 48.64 Mt / yr, meaning that annual P loading must be reduced by 64.3%, or
87.69 Mt / yr. In addition to the TMDL load reduction of 64.3%, we also consider load
reduction scenarios of 0, 20, 40, 60, 80, and 100%. In reality, these reductions are
expected to occur incrementally between 2016 and 2030. However, the complexity of the
IAM required us to assume that annual P loading is reduced to the specified amount
beginning in the year 2016. None of these scenarios vary internal P loading, or the P
stored in lake sediments that is released into the water column. As a result of internal
loading, there are significant time lags between cessation of external P loading and water
quality improvements.
The climate change scenarios are driven by four emissions trajectories:
Representative Concentration Pathway (RCP) 2.6, 4.5, 6.0, and 8.5. These RCP
scenarios, listed in order from least extreme to most extreme, were chosen based on their
ability to capture a wide range of climate futures. Zia et al. (2016) use an ensemble of
statistically downscaled Global Circulation Models (GCMs) from the Coupled Model

156

Intercomparison Project 5 (CMIP5) to generate daily temperature ranges, precipitation,
air pressure, relative humidity, shortwave radiation, wind speed, and wind direction at a
~1km resolution for 2001 to 2050. These daily meteorological time series drive the IAM.
In general, less wind and warmer conditions are found to increase internal P loading and
lead to elevated cyanobacteria growth rates. In this study, we average IAM outputs across
GCMs. For more detailed information on RCP and GCM downscaling and daily weather
estimation, see Zia et al. (2016).
5.4.3. Property Transactions
We used a hedonic property valuation model to estimate the relationship
between lake water quality and property sale prices. Hedonic models are commonly
applied to elicit preferences for environmental amenities, such as parks or clean air, and
have been employed in several clean water valuation studies (e.g. Liu et al. 2019; Moore
et al. 2020). By controlling for other factors that influence property prices, such as lot
size, number of bedrooms, and proximity to schools, these models can be used to
estimate the effect size of marginal changes in water quality on the value of real estate.
We developed a simple linear hedonic model for properties within 10 km of
Lake Champlain based on observations of water quality and property transactions
between 2010 and 2020. Public records maintained by the Vermont Agency of
Administration (VT AoA) document every property transaction during this time period,
including sale price and date of sale (N = 21,769). We paired these records with observed
water quality indicators collected by a network of lake monitoring stations managed by
the Vermont Department of Environmental Conservation (VT DEC). The monitoring
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network consists of 15 in-situ sensors distributed across the lake. These sensors collect an
array of water quality data roughly every two weeks between April and October,
including Total Phosphorus, Chl-a, and Secchi depth. We joined these data with each
property transaction using the sensor nearest to the property.
In addition to water quality, we accounted for property distance to the lake
shore, year of sale, whether the property is located within Chittenden County (i.e. located
in a Metropolitan area), and the tax-appraised value (Table 5.S2). In the absence of data
on specific building characteristics, such as the number of bedrooms, number of
bathrooms, and area of interior space, the tax-appraised property value theoretically
captures much of the variation in sale price introduced by those variables, but does not
account for water quality. We also assumed a priori that the effect of water quality on
property prices depends on the proximity of the property to the lake. For example, we
expected that properties within 100 m of the lake are more sensitive to water quality
changes than properties 1000 – 5000 m from the lake. To capture this, we created
interaction terms between water quality and several dummy variables representing the
distance of properties from the lake. To normalize the data, we log transformed the sale
price and appraised value variables.
We tested 42 model specifications, varying how water quality is quantified. In
each model, we used a single water quality variable, but altered the indicator used to
represent water quality (i.e. TP, Chl-a, or Secchi Depth), the time horizon over which
those data were summarized (i.e. 1, 2, 3, 6, 12, 60, 120 months prior to date of sale), and
the statistic used to summarize the data (i.e. mean, min for TP and Chl-a, or max for
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Secchi depth). Selecting the best-fit model based on lowest AIC value, we found that
mean Chl-a concentrations one month prior to sale had the greatest effect on sale prices
(R2 = 0.48; Table 5.S2). For properties within 100 meters of the lake, a unit (µg / L)
decrease in Chl-a concentrations one month prior to closing is associated with a 1.1%
increase in sale price. For properties between 100 and 500m from the lake, a unit
decrease in Chl-a concentrations is associated with a 0.95% increase in sale price.
Beyond 500m from the lake, marginal changes in Chl-a concentrations have less than a
0.5% impact on sale prices.
We used the best fit model to predict property sale prices near Missisquoi Bay
under climate change and P reduction scenarios. For these projections, we randomly
generated individual property transactions between 2016 and 2050. Based on historical
transactions, we estimated the probability that a property is sold in a given year, by
property type. For example, single family homes may have 5% probability of being sold
in a given year, while commercial properties may have a 7% probability of sale. For each
property in the tax database, we stochastically synthesized a dataset of when properties
will sell in future years. We also account for the probability distribution of sales
throughout the year (e.g., more sales in summer months than winter months). This
synthesis does not account for market-driven changes in property valuation or any new
property development or subdivision, but does allow for properties to be sold multiple
times between 2016 and 2050. In the predictive application of the hedonic model, we use
the IAM water quality projections to estimate future sale prices.
5.4.4. Tourism Expenditures

159

We also assessed the impacts of observed changes in water quality on tourism
expenditures between 2016 and 2019. Our hypothesis was that expenditures would
decrease in response to declines in water quality, due to diminished recreational
opportunities, losses in aesthetic value, and the potential for adverse health outcomes.
Tourism expenditures were measured using state tax datasets tracking meals, rooms, and
alcohol receipts, made publicly-available by the VT AoA. These data are recorded
monthly for each town in Vermont. We assumed that tourism expenditures are sensitive
to lake water quality only during summer months (June through September) and in the 14
towns bordering Lake Champlain. We coupled monthly expenditures with water quality
data based on the in-situ sensor closest to the centroid of the town.
We applied a mixed effects linear model to estimate the effect of lake water
quality on expenditures. Similar to the hedonic model, we tested 42 unique model
specifications, varying the water quality indicator, time horizon, and summary statistic. In
each model, we treated “month” and “year” as categorical variables, and set “town” as a
random effect. To ensure linearity, we log transformed the water quality variable. Based
on AIC selection, we found that the maximum Chl-a value in the five years prior to when
expenditures occurred generated the best fit model. On average, a percentage decrease in
the maximum Chl-a concentration is associated with a decrease in monthly expenditures
of $9,600 (Table 5.S3).
Using the best-fit model, we predicted tourism expenditures between 2016 and
2050 for the town of Swanton, VT. The other town bordering Missisquoi Bay, Highgate,
is small enough that it is not required to report monthly meals and room receipts. As
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such, we were unable to estimate a random effect coefficient for the town and were
unable to make predictions about future expenditures. Similar to the hedonic model, we
applied the outputs from the IAM P reduction and climate change scenarios to predict
expenditures. These predictions are based on the estimated random effect coefficient for
Swanton and for each summer month. Because predictions are out-of-sample for future
years, we averaged the dummy variable year coefficients.
5.4.5. Incidence of Amyotrophic Lateral Sclerosis (ALS)
Based on recent evidence linking exposure to cyanobacteria algal blooms and
elevated risk of ALS, we estimate the value of changes in premature mortality resulting
from improvements to water quality. Many cyanobacteria algal blooms contain
neurotoxins that lead to the development of neurodegenerative diseases (Main et al. 2018;
Mello et al. 2018). In particular, chronic exposure to low levels of b-methylamino-Lalanine (BMAA) is associated with elevated risk of ALS (Banack and Cox 2003).
Exposure to BMAA often occurs through food consumption or direct water contact.
However, BMAA may also become aerosolized (Stommel et al. 2013), and has been
found in human respiratory tracts (Facciponte et al. 2018). Exposure to aerosolized
BMAA may result from multiple sources, including, but not limited to, waterbodies that
exhibit frequent algal blooms.
Recently, a New England-based epidemiological study, that included Lake
Champlain, found that people living near to lakes experiencing frequent cyanobacteria
blooms are at greater risk of ALS diagnosis (Torbick et al. 2018). Specifically, they
estimate that the risk of ALS increases by approximately 48% for individuals living near
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a lake (as defined by a range of proximity parameters) with average phycocyanin (PC)
concentrations greater than 100 µg / L. For this analysis, Torbick et al. (2018) employed
a database of ALS cases over a ten-year time period in Vermont and New Hampshire that
included residential geolocations for all individuals (N = 347). Based on a prior survey
conducted in the region, increased risk of ALS was associated with having lived full-time
within 2 miles of a waterbody and frequent participation in water-based recreational
activities, particularly water skiing (Andrew et al. 2017). Similarly, Maria et al. (2020)
found that people diagnosed with ALS in Italy are 40% more likely to reside in the
vicinity of impaired waterbodies.
Given increasing consensus on the elevated risk of ALS due to cyanobacteria
exposure, and the mechanisms underlying these threats, we applied the relative risk
estimates developed by Torbick et al. (2018) to predict changes in ALS incidence in
response to improvements in water quality. Globally, average baseline incidence of ALS
is 2.2 cases per 100,000 people per year (Logroscino et al. 2018). Given that
approximately 19,000 people live within 20km of Missisquoi Bay (CIESIN 2018; Rose et
al. 2019), we assume the baseline rate of incidence among this population is 0.42 cases
per year, or roughly 15 cases over a 35-year period. Because the IAM does not output PC
concentrations, we applied a quadratic regression equation developed by Torbick and
Corbiere (2015), specific to Lake Champlain, to translate Chl-a concentrations to PC
concentrations (Eq. 5.1).
PC = 0.0189(Chl-a)2 – 0.0225(Chl-a) + 0.338
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Eq. 5.1

In each year between 2016 and 2050, we calculate the change in ALS incidence based on
the mean PC concentration for that year. We assume a linear relationship between mean
PC concentrations and relative risk, but set a ceiling on relative risk at 48%. For example,
if the mean PC concentration is 50 µg / L, then the relative risk is 20%; however, if the
mean PC concentration is 150 µg / L, then the relative risk is still 48%. We then value the
relative increase in ALS incidence using the Value of Statistical Life (VSL), assuming
that all diagnoses of ALS result in premature mortality. We apply the VSL established by
the US EPA, adjusted for inflation, which is $9.2 million in 2020$.
5.4.6. Costs of Phosphorus Reduction
We used data reported by the VT AoA between 2016 and 2019 to estimate the
marginal and total costs of P reduction in Missisquoi Bay. Each year, as part of their
Clean Water Initiative Performance Report, the VT AoA publishes the achieved load
reduction and the awards granted by VT state agencies for clean water projects (Table
5.S3). The majority of investments thus far have been directed towards improvements to
municipal wastewater systems, implementation of stormwater and road infrastructure
projects, and cost sharing for agricultural best management practices.
Given the limited time series, we project the costs of additional P reductions
using two separate methods. One method assumes that marginal costs of P reduction
remain constant. Under this method, we calculate the constant marginal cost by taking the
average of the observed marginal costs of abatement between 2016 and 2019 ($934 per
Kg P). As a result, total costs of abatement increase linearly. The other method assumes
that marginal costs of P reduction will increase linearly. Under this method, we fit a
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linear model to the data, whereby marginal costs (MC) increase by $0.07 with each
additional Kg of P (Eq. 5.2; R2 = 0.90). This method results in an exponential increase in
the total costs of abatement.
MC = 465.31 + 0.07(Kg P)

Eq. 5.2

In reality, reductions in P loading and the associated costs are expected to accrue
incrementally between 2016 and 2038. Similar to the future value of improved water
quality benefits, the future costs of P reduction should theoretically be discounted at the
same rate. However, as previously discussed, the IAM makes the simplifying assumption
that the reduction of annual P loading occurs at the onset of year 2016, resulting in
improvements to water quality occurring earlier than if P were reduced gradually over a
longer period of time. To be consistent across modeling assumptions, we also assume that
all costs associated with P reduction occur in the year 2016. As such, we do not discount
these costs.
5.5. Results
If no action is taken to reduce P loading, our models predict that water quality
will decline further and a loss of social benefits as compared to average historical values
(2001 to 2015) will occur. Under historical levels of P loading (i.e., 0% reduction
scenario), we expect that the NPV of property sales will decline by $787,000 ($22,000
annually) and tourism expenditures by $14.5 million ($414,000 annually) between 2016
and 2050, averaged across climate change scenarios (Figure 5.2). Similarly, incidence of
ALS will increase by 0.68 cases, costing $3.2 million ($91,000 annually; Figure 5.2). In
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order to assess the net benefits of reductions of P loading, we use these values as the
baseline for comparison, not the historical values. Hereafter, net benefits are presented in
terms of the difference between a given reduction scenario and the 0% reduction
scenario. As such, the net benefits of inaction are zero.
Using simulated property transactions between 2016 and 2050, we estimate that
the improvements in water quality associated with meeting the TMDL (i.e. 64%
reduction in P loading) will increase the NPV of property sales surrounding Missisquoi
Bay by $5.6 million ($160,000 annually), averaged across climate change scenarios
(Figure 5.3, top panel). When P loading is completely eliminated, property sales increase
by $8.9 million ($254,000 annually). Conversely, when P loading is only reduced by
20%, the benefits increase by only $1.5 million ($43,000 annually). Across climate
change scenarios, the differences in benefits to property sales are relatively minor.
Next, we find that meeting the TMDL load reduction requirement is expected to
increase NPV tourism expenditures between 2016 and 2050 in the town of Swanton by
$16.9 million ($483,000 annually), averaged across climate change scenarios (Figure 5.3,
middle panel). By contrast, reducing P by 100% would increase the NPV of expenditures
by an average of $28.5 million ($815,000 annually), whereas reducing P by 20% would
increase expenditures by only $5.2 million ($148,000 annually). For reference, average
annual tourism expenditures in Swanton between 2016 and 2019 were $5.89 million.
Across climate change scenarios, the increase in tourism expenditures ranges from $15.5
million under RCP 6.0 to $18.1 under RCP 8.5 when P loading is reduced by 64%.
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We predict that the total incidence of ALS to decrease by 1.3 cases between
2016 and 2050 under the TMDL P reductions, averaged across climate change scenarios.
This reduction in cases translates to a NPV of $7.2 million, or $204,000 annually (Figure
5.3, bottom panel), assuming a value of statistical life of $9.2 million and a 3% discount
rate. If P loading is eliminated, we expect ALS incidence to decrease by 3.1 cases over
the 35-year period, equivalent to a NPV of $16.0 million. If P loading is reduced by 20%,
we expect cases will decrease by only 0.2, equivalent to $0.9 million. Across climate
change scenarios, the decrease in ALS incidence ranges from 1.2 under RCP 8.5 to 1.4
under RCP 2.6, when P loading is reduced by 64%.
We estimate that the total costs of meeting the TMDL in Missisquoi Bay range
from $81 to $311 million, depending on whether marginal costs are assumed to be
constant or increase linearly (Figure 5.4, bottom panel). Between 2016 and 2019,
observed marginal costs increased each year; from $582 per Kg P in 2016 to $1244 in
2019 (Figure 5.4; top panel). However, without more data, it is not possible to
definitively conclude that marginal costs will continue to increase linearly. When
marginal costs are assumed to be constant ($934 per Kg P), each 10% reduction in P
costs $12.7 million. By contrast, when marginal costs are assumed to be linear, total costs
increase exponentially (Figure 5.4; bottom panel). While a 50% reduction would cost
approximately $197 million, a 100% reduction would cost $724 million.
Even under the lower-bound cost estimates, the benefits of reducing P loading
do not exceed the costs under any scenario (Figure 5.5). Among the three benefit
categories, the total value of tourism expenditures is greater than the combined value of
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property sales and avoided incidence of ALS for all levels of P reduction. As P reduction
moves from 20% to 100%, the average benefit-cost ratio increases from 0.31 to 0.43.
When P loading is reduced by 64%, benefit-cost ratios range from 0.36 to 0.39 across
climate change scenarios; when P loading is completely eliminated (i.e. 100% reduction),
benefit-cost ratios range from 0.41 to 0.46 (Figure 5.5).
Increasing the discount rate applied to future benefits has negative impact on the
benefit-cost ratio. Based on the recommendations of the U.S. Office of Management and
Budget (1992), we use a 3% discount rate for all previously reported results. Under the
64% reduction scenario, decreasing the discount rate to 0% increases the benefit-cost
ratio to 0.65, while increasing the discount rate to 7% decreases it to 0.21 (Figure 5.S4).
5.6. Discussion
Our study provides a novel integrated and empirical framework for illuminating
the value of reductions in P loading to society. Between 2016 and 2050, we find that
meeting the TMDL in Missisquoi Bay will yield between $29 and $31 million in water
quality benefits, depending on the climate change scenario and assuming a 3% discount
rate. If P loading to the bay is completely eliminated, these benefits may increase to $52
to $58 million. Among the values we quantified, the projected increase in tourism
expenditures provide the greatest proportion of total benefits, while reductions in ALS
incidence comprise the least. Meeting the P TMDL in Missisquoi Bay is expected to cost
between $81 and $311 million (Figure 5.4), depending on whether marginal costs of
abatement are assumed to be constant or linear. Under no P reduction or climate change
scenario do the combined benefits exceed even the lower-bound cost estimates.
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This benefit-cost ratio (i.e., less than 1) aligns with other evaluations of water
quality policies in the US. In a review of 20 evaluations of policies designed to decrease
pollution in US waterbodies, Keiser et al. (2019) found that the median benefit-cost ratio
is 0.37. While many of these benefit-cost assessments were conducted in accordance with
federal regulatory policies, such as the Clean Water Act and US EPA Effluent
Guidelines, most of these analyses are related to the reduction of point-source pollutants
and use benefits-transfer valuation methods. Few of these studies evaluate the social
benefits and costs of policies related to agricultural nutrient management and non-point
source pollution using IAMs.
Although the benefits do not outweigh the costs in this analysis, our approach is
broadly useful and improves on previous approaches. This study is among the first to link
1) P load reductions, 2) water quality indicators, and 3) a suite of economic and health
benefits. The integration of these three components facilitates better evaluation of
tradeoffs between policies and enhances the relevance and applicability of this work to
decision-makers. Furthermore, we develop empirically-based revealed preference
econometric and health cost models using publicly-available datasets. As opposed to
commonly applied benefits-transfer approaches, these models are locally relevant and are
responsive to daily changes in water quality.
The policy implications of our benefit-cost analysis remain subjective. One
possible conclusion is that the costs of improving water quality truly outweigh the
benefits, and therefore, these investments are a poor use of public funds. Alternatively,
one could conclude that the benefits of improved water quality have been underestimated,
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and if properly valued, then investments in clean water are more likely justified. In their
review, Keiser et al. (2019) conclude water quality policies often fail benefit-cost tests
because the benefits of improved water quality are systemically underestimated by
typical non-market valuation methods. Keeler (2020) identifies this trend as the “Water
Value Paradox”, whereby qualitative and participatory research finds that there is often
broad public support for clean water investments and willingness to prioritize water
quality expenditures over other policy objectives; yet non-market valuation studies often
find such expenditures unjustified.
This trend may also be explained in part by the poor cost effectiveness of clean
water projects. In a recent report on the cost effectiveness of investments directed
towards reducing P loading, the Vermont State Auditor’s Office found that wastewater
and stormwater projects received 53% of State funds, even though such projects are
among the least cost effective solutions to reduce P loading, as compared to projects
implemented on agricultural and forested lands (Battista 2019). Although wastewater and
stormwater projects are necessary in certain parts of the watershed, their comparatively
poor cost effectiveness raises concern that State funds are not being allocated in a way
that maximizes reductions in P loading. Conversely, it seems possible that the same
levels of reductions in P loading could be achieved at a lower cost. Assuming that the
value of improving water quality is held constant, then the benefits of achieving the
TMDL would exceed the costs, if the total costs were reduced to under $30 million.
Our study shares several limitations with previous work that likely result in the
underestimation of benefits. First, our analysis does not account for the full range of
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benefits provided by improved water quality. For example, we do not estimate the value
of benefits associated with recreational fishing, local recreation that is not associated with
expenditures, other health outcomes, and non-use values of clean water. Second, we do
not account for benefits accrued beyond the year 2050. If this study were extended to
2100 (or beyond), and the discount rate were sufficiently low (i.e. > 3%), the benefits
would likely be much greater. And third, we only account for benefits accrued in
Vermont, and not along the shoreline of Quebec (see Figure 5.S1).
There are also several characteristics of our study area that reduce the impacts of
changes in water quality on the value of property sales, tourism expenditures, and
incidence of ALS. Relative to other areas surrounding Lake Champlain, the towns near
Missisquoi Bay have low population density, housing prices, and tourism visitation. In a
20 km of buffer of the bay, the total population is approximately 19,000. Similarly, much
of the bay’s coastline is designated as a National Wildlife Refuge and tourism
infrastructure, such as beaches, boat launches, campgrounds, and restaurants, is sparse.
Moreover, because ALS is a rare disease (2 cases per 100,000 people annually), elevated
risk of ALS due to cyanobacteria exposure has relatively low impacts, particularly in
sparsely populated areas. If this same study were conducted in a metropolitan area, or
even in a more remote place with abundant tourism, we may have found the value of
clean water benefits to be much greater. As such, expanding the scope of this analysis to
a wider portion of the Lake Champlain Basin will be critical area of future work.
In Vermont, as is true elsewhere, political support for investments in clean water
is mixed (Zia et al. 2014). Because a large portion of P loading comes from the
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agricultural sector (US EPA 2016; Wironen et al. 2018), reductions in P will likely result
in a decrease in agricultural production. This creates tensions between two cultural values
that are core to the state’s identity, as well as its economic activity – clean water in the
lake and small-scale family farming. In addressing these tradeoffs, benefit-cost analysis,
despite its flaws (Wegner and Pascual 2011), has an important role to play. Especially
when the benefits of improved water quality are experienced decades in the future, and
the burden of the costs are incurred now, it can be difficult to generate public and
political support for these initiatives (Jarvie et al. 2013). This study, however, takes an
important first step towards identifying who benefits from improved water quality and
quantifying the value of those benefits.
The use of benefit-cost analysis, here and in general, masks the distribution of
benefits and costs among households and stakeholder groups. By aggregating these
values, this form of analysis makes it unclear who wins and who loses as a result of these
policies. In most instances, the costs of P reduction are born by VT state agencies, which
are funded by state taxpayers and federal grants (i.e., US taxpayers). However, there is
growing concern that command-and-control land use regulations are transferring the costs
to dairy farmers – a group that is already struggling to survive in an increasingly
globalized industry. Since our analysis only includes costs associated with state
expenditures, these regulatory costs to farmers are not captured in our estimates. By
contrast, the beneficiaries of improved water quality are more diffuse. Tourists and
recreationalists value clean water for health and aesthetic reasons, and in turn, their
expenditures benefit local bars, restaurants, and hotels. Local property owners may
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benefit from clean water at the time of sale, but in the interim, they may face greater
property taxes. Through the property transfer tax, the state government also benefits from
increases in property sale prices. All this raises concern that the people and businesses
near the lake disproportionately benefit from improvements to water quality, while dairy
farmers and state taxpayers broadly bear the bulk of the costs.
Tradeoffs between water quality and agricultural production are a global issue
(Mueller et al. 2014). This study illuminates the importance of coupling IAMs and
rigorous non-market valuation in supporting these difficult decisions. While estimates of
the social cost of carbon remain scientifically contentious and politically fraught, they
have undoubtedly shaped climate change policy in critical ways (Pizer et al. 2014).
Similarly, estimates of the social benefits of P reduction may always contain a high
degree of uncertainty. Nonetheless, they remain a potentially useful tool in shaping water
quality policies and are a critical area for further research.
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5.8. Figures
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Figure 5.1. Conceptual diagram linking P load reduction and climate change scenarios
with the impacts on water quality values. Data inputs and outputs are represented using
straight-edge boxes and models are represented with rounded-edges. Literature sources
for each model are shown in parentheses.
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Figure 5.2. Predicted changes in the net present value (NPV) of P reductions with no
changes in P loading, as compared to a historical baseline (2001 – 2015). Values assume
a 3% discount rate. Bars are colored by climate change scenario and are grouped by
categories of benefits.
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Figure 5.3. Potential changes in the net present value (NPV), relative to the scenario
where there are no changes in P loading. Bars are colored by climate change scenario and
are grouped by P reduction scenario. The 64% scenario corresponds to the reduction
required by the TMDL. Property sales are shown on the top plot, tourism expenditures
are shown on the middle plot, and ALS incidence is shown on the bottom plot. All
models assume a 3% discount rate.
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Figure 5.4. Marginal and total costs of reductions in P loading. The black circles indicate
observed costs reported by the Vermont Agency of Administration (2019). We project
these costs forward, assuming that marginal costs are either constant or linear (blue and
red dashed lines, respectively).
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Figure 5.5. Total benefits and costs of P reduction, by climate change (x-axis) and P
reduction scenario (subplots). Each of the benefit categories has a unique color. Only
lower-bound cost estimates (i.e. assuming constant marginal costs) are shown. Both
benefits and costs assume a 3% discount rate. Benefit-cost ratios are shown above each
set of bars.
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5.9. Appendix: Supplemental Materials
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Figure 5.S1. Missisquoi Bay study area. The upper left map displays the location of
Missisquoi Bay within the northeastern United States.
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Figure 5.S2. Observed water quality indicators in Missisquoi Bay between 2005 and
2019. Data were collected approximately every two weeks by in situ water quality
sensors maintained by the Vermont Department of Environmental Conservation. Data are
missing during winter months when the bay is frozen.
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Figure 5.S3. Average number of days per year when Chl-a concentrations exceed 50 mg /
L. Bars are colored by P reduction scenario and sub-plots are grouped by climate change
scenario. Data are binned by five-year intervals. The dashed horizontal line indicates the
average between 2001 and 2015.
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Table 5.S1. Regression coefficients for the best-fit tourism expenditures model.
Variable
Coefficient
Standard Error
p-value
Intercept
4667466
1665144
0.005
Month July
558245
152525
>0.001
Month August
677136
152548
>0.001
Month September
2323
154883
0.988
Year 2017
27678
149621
0.853
Year 2018
451094
158268
0.004
Year 2019
301412
151890
0.047
Chl-a (60-month max)
-961321
263847
>0.001
Town
N/A
N/A
>0.001
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Table 5.S2. Regression coefficients for the best-fit hedonic property valuation model.
Variable
Coefficient
Standard Error
p-value
Intercept
2.1564
0.0839
1.28E-143
Within Chittenden County
0.2336
0.0092
4.478E-140
Appraised value
0.7441
0.0063
0.000E+00
Distance to lake <100m
0.4717
0.0359
3.114E-39
Distance to lake 100 - 500m
0.4543
0.0307
3.153E-49
Distance to lake 500 - 1000m
0.4762
0.0315
3.056E-51
Distance to lake 1000 - 5000m
0.4243
0.0204
8.963E-95
Distance to lake >5000m
0.3299
0.0199
2.000E-61
Year 2003
0.0000
0.0000
1.197E-02
Year 2004
-2.0964
0.5000
2.762E-05
Year 2005
0.3744
0.4997
4.538E-01
Year 2006
0.1262
0.4998
8.006E-01
Year 2007
-0.3752
0.2561
1.430E-01
Year 2008
0.3147
0.0664
2.160E-06
Year 2009
0.3147
0.0660
1.867E-06
Year 2010
0.3259
0.0658
7.374E-07
Year 2011
0.3689
0.0658
2.066E-08
Year 2012
0.3436
0.0657
1.746E-07
Year 2013
0.3970
0.0657
1.528E-09
Year 2014
0.4239
0.0657
1.113E-10
Year 2015
0.5080
0.0657
1.101E-14
Year 2016
0.5377
0.0657
2.779E-16
Year 2017
0.5929
0.0657
2.044E-19
Year 2018
0.0000
0.0000
5.413E-04
Chl-a (1 month mean) *
-0.0110
0.0039
4.374E-03
Dist to lake <100m
Chl-a (1 month mean) *
-0.0095
0.0043
2.723E-02
Dist to lake 100 - 500m
Chl-a (1 month mean) *
-0.0010
0.0061
8.645E-01
Dist to lake 500 - 1000m
Chl-a (1 month mean) *
-0.0033
0.0014
2.431E-02
Dist to lake 1000 - 5000m
Chl-a (1 month mean) *
-0.0018
0.0012
1.341E-01
Dist to lake >5000m

186

Table 5.S3. Observed costs of reductions in P loading between 2016 and 2019 for the
Missisquoi Bay watershed. Values drawn from Vermont Clean Water Initiative 2019
Performance Report, submitted by the Vermont Agency of Administration on January 15,
2020.
Load Reduction
(Kg P・yr-1)

Annual Cost
(millions $・yr-1)

Annual Marginal
Cost ($・Kg P)

Cumulative
Load Reduction
(Kg P・yr-1)

Cumulative Cost
(millions $)

2016

1889.4

$1.1

$582

1889.4

$1.1

2017

2700

$2.0

$735

4589.4

$3.1

2018

3307.5

$3.9

$1,174

7896.9

$7.0

2019

4064.9

$5.1

$1,244

11961.8

$12.0
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Figure 5.S4. Total benefits and costs for a range of discount rates, averaged across
climate change scenarios. Only lower-bound cost estimates (i.e. assuming constant
marginal costs) are shown. Benefit-cost ratios are shown above each set of bars.
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CHAPTER 6: CONCLUSIONS & FUTURE RESEARCH
Across these four studies, I seek to understand how ES benefits are distributed
among various groups under a range of alternative land use and climate change scenarios.
Understanding these distributions is a first step towards enhancing equity in the
management of ES. The spatial scale of my analyses ranges from small sub-watersheds in
Vermont to the extent of the United States. I evaluate the distribution of benefits for
multiple ES, ranging from flood mitigation to air quality, and consider unique groups of
beneficiaries for each.
In my first chapter, I find that changes in land cover and population in the
United States will likely lead to declines in ES benefits over the next 80 years. In general,
these declines are expected to most severely affect racial and ethnic minority groups,
lower-income households, and rural populations. In the absence of land use policies that
explicitly aim to counteract such trends, these disparities will continue to reinforce
inequality within the United States.
In my second chapter and third chapters, I show that socially vulnerable
households, specifically those who own lower value properties and mobile homes, are
disproportionately exposed to flood inundation. Although climate change is expected to
increase exposure most severely for higher-value properties and commercial properties,
these properties are also expected to benefit most from floodplain restoration. These
results complement widespread evidence that marginalized people are disproportionately
exposed to environmental hazards and will likely bear the greatest burden of damages
from climate change. However, equity-weighted utility functions can play an important
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role in capturing the differential utility of avoided flood damages to households of
varying incomes, as reflected by society’s aversion to inequality.
In my final chapter, I quantify the social benefits and costs of improving water
quality in Lake Champlain under a range of nutrient reduction and climate change
scenarios. Here, I find that there is no scenario under which the combined benefits exceed
the costs, and in general, groups who benefit from improvements to water quality are
distinct from those who bear the costs. Due to the limited time horizon of the study and
the omission of other types of benefits, the benefits of clean water remain underestimated
and it is unclear whether investments in P reductions truly fail the benefit-cost test.
Despite this uncertainty, this study provides a tractable framework for disentangling the
complex relationships between water quality and human well-being, and illuminates the
value of reductions in P loading to society.
Together, these four studies present broad evidence that ES are unevenly
distributed across socioeconomic and demographic groups, and that marginalized and
socially vulnerable populations often bear the burden of declines in ES benefits. Given
the potential for ES to mediate inequality, it is critical that stakeholders, researchers, and
decision-makers carefully consider how land use and climate change may alter the
distribution of ES benefits.
Despite the many challenges to incorporating equity into environmental decisionmaking, this dissertation also highlights several opportunities for conservation and land
use policy to create more just outcomes. In general, this work focuses on the “what”, as
in “what is the distribution of ES?”; critical next steps are in figuring out the “who” and
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the “how”, as in “who are the groups best positioned to affect change” and “how are
decisions made more equitable?” In each of my chapters, I identify tools and
methodologies for how conservation organizations and urban planners can better
integrate equity and justice into different facets of their work. Anecdotally, in the wake of
George Floyd’s killing, it appears that these organizations have a greater appetite for
taking on this challenge. While social justice groups are not the primary audience for my
work, there is ample evidence to suggest that they also ought to consider the role of
conservation and land use policy in reducing inequality.
Spatial targeting of conservation interventions will not only need to consider
where the supply of ES is threatened, but also where demand for ES is greatest and by
which groups of people. As I explicitly state in the introduction, and as I implicitly imply
in each chapter, the maximization of social welfare occurs when the ES benefits are
distributed to those most in need, and the costs are distributed to those most resilient to
environmental change. The most challenging aspect of implementing this paradigm is in
determining who is most “in need”, or in other words, how different people value ES. In
this effort, scenario analysis, multi-objective optimization, equity-weighted utility
functions, social vulnerability indices can be useful tools.
Another difficultly lies in understanding society’s aversion inequality, and in
shaping decisions outcomes that meet that level of aversion. In the United States, stated
and revealed preferences regarding inequality are often in conflict and indicate
heterogeneity among groups. For example, NIMBY-ist attitudes towards affordable
housing developments or advocacy for lower tax rates among the rich. Balancing these
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conflicting preferences, along with other conservation and public policy objectives, will
require participatory and deliberative governance.
Growing inequality within society and global climate change are and will be the
most pressing challenges of the 21st century. These challenges are highly intertwined and
addressing them will require creative interrelated solutions. As evidenced by this
dissertation, the conservation of natural capital and ecosystem services has the potential
to simultaneously mitigate both inequality and damages from climate change. In
designing nature-based solutions, understanding how ES benefits are distributed now, and
in the future, as done throughout this dissertation, is essential, but it is not sufficient.
Implementing such solutions will require a deeper understanding of social-ecological
system dynamics, adoption of new paradigms in economic decision-making, and a broad
mandate to reorder the balance of power, privilege, and wealth within society.
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