In this paper we present a new technique to estimate varying coefficient models of unknown form in a panel data framework where individual effects are arbitrarily correlated with the explanatory variables in a unknown way. The resulting estimator is robust to misspecification in the functional form of the varying parameters and it is shown to be consistent and asymptotically normal. Furthermore, introducing a transformation, it achieves the optimal rate of convergence for this type of problems and it exhibits the so called "oracle" efficiency property. Since the estimation procedure depends on the choice of a bandwidth matrix, we also provide a method to compute this matrix empirically. Monte Carlo results indicates good performance of the estimator in finite samples.
Introduction
In the last five decades, an enormous amount of literature has been devoted to the study of panel data models. Indeed, the availability of this type of data has enriched the complexity of econometric models and therefore, it has enabled us to extract information and inferences that were not possible to obtain with pure cross-section or time series models. Traditionally, (see Baltagi (2005) and Hsiao (2003) ) econometric specification of this type of models was concerned with unobserved individuals heterogeneity and its relationship with the explanatory variables. Much less concern was shown about the robustness of parameters estimators to deviations from linearity or other distributional assumptions. However, as it has been already emphasized in Arellano (2003) most part of panel data models rely on rather strong assumptions about functional forms and densities. Although in many cases these assumptions are quite realistic, there exists situations in which the risk of misspecification is high. If this is the case, standard estimators based in moment conditions are biased and their use might lead to wrong inference. Among other possibilities, one approach to overcome these problems is to use fully nonparametric regression techniques. In this context, if the individual effects are assumed to be uncorrelated with the regressors (random effects) Henderson and Ullah (2005) , Lin and Carroll (2000) , Li and Racine (2007) and Ullah and Roy (1998) propose several alternative nonparametric estimators. If correlation between individual effects and regressors is allowed (fixed effects) then Henderson et al. (2008) and Lee and Mukherjee (2008) propose a nonaprametric estimator that exhibits good asymptotic properties. Although this type of estimators are robust to incorrect specification of the regression function they show a quite unpleasant property that is the so-called "curse of dimensionality". That is, as far as the number of explanatory variables increases the rate of convergence of these estimators becomes dramatically slower. To overcome this problem, semiparametric methods have been proposed in the literature. What is known from previous empirical research or economic theory is modeled parametrically whereas what is unknown for the researcher is specified nonparametrically. Partially index models fall within this class of semiparametric models and there have been widely used in panel data analysis. For the case of random effects see for example Kniesner and Li (2002) , Li and Stengos (1996) , Li and Hsiao (1998) , Su and Ullah (2010) and You et al. (2010) and for fixed effect models see Baltagi and Li (2002) and Su and Ullah (2006) .
Recently, some empirical problems such as the estimation of returns to education have motivated the introduction of time varying coefficient models in panel data. As it has been already pointed out in Su and Ullah (2010) , varying coefficient models encompass both nonparametric and partially linear models, and therefore they offer a quite general setting to handle a great variety of problems. In the context of varying coefficients, random effect panel data models can be easily estimated through standard nonparametric techniques as for the case of fully nonparametric models. However, under fixed effects the task becomes much cumbersome. In fact, as it has been already remarked in Su and Ullah (2010) , traditional techniques for the estimation of this type of models such as standard differencing methods are hard to use in this framework because without further restrictions it is not possible to identify the varying parameters. Motivated by a least squares dummy variable model in parametric panel data analysis, in Sun et al. (2009) is proposed a profile local linear estimator of the varying parameters that is consistent and asymptotically normal. Unfortunately, as in all this type of literature, the estimator relies on a rather strong identification assumption about the heterogeneity component. Trying to overcome this drawback, in this paper we present an estimator that, based in differencing techniques, does not need the type of strong identification assumptions assumed in other contexts and furthermore it does not need of iterative procedures to achieve nice asymptotic properties. The main idea is borrowed from Yang (2002) who proposed it in a completely different context and consists in approximating locally at the same point different values of the same function. The resulting estimator is obtained by a local linear kernel weighted least squares procedure. It turns out to be consistent and asymptotically normal, although it shows a slow rate of convergence. Then, we propose a transformation that allows this estimator to achieve an optimal rate of convergence and a nice "oracle" efficiency property. We also provide a method to compute the bandwidth matrix empirically.
The rest of the paper is organized as follows. In Section 2 we set up the model and the estimation procedure. In Section 3 we study its asymptotic properties and we propose a transformation procedure that provides an estimator that is "oracle" efficient and achieves optimal rates of convergence. Section 4 shows how to estimate the bandwidth matrix empirically and finally in Section 5 we present some simulation results. Finally, Section 6 concludes the paper. The proofs of the main results are collected in the Appendix.
Statistical model and Estimation procedure
Let (X it , Z it , Y it ) i=1,··· ,N ;t=1,··· ,T be a set of independent and identically IR d+q+1 -random variables in the subscript i, where the Y it are scalar response variables and (X it , Z it ) i=1,··· ,N ;t=1,··· ,T are explanatory IR d+q -random variables.
We assume the response variables are generated by the following statistical model,
where the function
T is unknown to the researcher and needs to be estimated. The random errors v it are independent and identically distributed, with zero mean and homoscedastic variance, σ 2 v < ∞. Furthermore, they are independent of µ i , Z is and X is for all i, j. The unobserved individual effects µ i are assumed to be independent and identically distributed with zero mean and constant variance σ 2 µ < ∞. Also, µ i is correlated with the X it 's and/or Z it 's with an unknown correlation structure. Note that, we do not assume further conditions on the µ's as it is the case in Sun et al. (2009) where they assume
This econometric framework corresponds to the so called fixed effect varying coefficient panel data regression model. Note that correlation of unknown form in the time series is allowed. Furthermore, independence between the v it -errors and the X it -variables and/or the Z it -variables is assumed without loss of generality. We could relax this assumption by assuming some dependence based on second order moments. For example, heteroskedasticity of unknown form can be allowed and in fact, under more complex structures in the variance-covariance matrix a transformation of the estimator proposed in You et al. (2010) can be developed in our setting. This type of assumption also rules out the existence of endogenous explanatory variables and imposes strict exogeneity conditions. In this case, it is also possible to relax these conditions by introducing a instrumental variable method as it is done in Soberon and Rodriguez-Poo (2012) . Finally, all our results hold straightforwardly for the random coefficient setting.
Using standard nonparametric estimation methods, consistent estimation of the unknown function, m (·), in (1) is hard to undertake. The main reason is the statistical dependence between µ i and X it and/or Z it . This dependence produces systematic bias in any standard estimation procedure. As it has been already pointed out by many authors, see in Su and Ullah (2010) , there exist two different ways to overcome this problem. One is the so called profile least squares method proposed alternatively in Su and Ullah (2010) and Sun et al. (2009) and the other is based in differencing methods. This last technique consists in removing the individual effects by taking differences in (1). We then obtain the following transformation
As it can be clearly remarked, the presence of the function m (·), evaluated at two different values Z it and Z it−1 , makes cumbersome the estimation. One possibility that has been already mentioned by some authors is to implement a two step procedure. In the first step, the whole expression
) is estimated through a multivariate nonparametric smoother. In a second stage, m (·) is estimated using for example marginal integration techniques. Its is clear that this estimation procedure is not very appealing. Among other reasons it is very hard to implement, and to our knowledge no empirical work has been developed based on these estimators. On the other side, profile least squares methods, as we have already pointed out before, need some rather strong assumptions that are not usually considered in panel data models framework. Furthermore, the resulting estimators do not show the so called "oracle" efficiency property and they are computationally intensive. In what follows we present an estimator for m (·) that, based in differencing methods, it is easy to compute and it does not rely on iterative procedures. Furthermore, applying a simple one step backfitting algorithm the estimator achieves the optimal rate of convergence and it exhibits the 'oracle' efficiency property.
The main idea is to approximate linearly around the same element z 0 , in the interior of the support of f (Z), both m (Z it ) and m Z i(t−1) . If we do so, then (2) becomes
where
is a dq × 1 vector of first derivatives of m(·). The quantity of interest, m (z), can be estimated using a local linear least squares kernel estimator (see Fan and Gijbels (1995) , Ruppert and Wand (1994) or Zhan-Qian (1996) ),
where H is a q × q symmetric positive definite bandwidth matrix.
It is easy to verify that the solution to the minimization problem in (4) can be written in matrix form as
The local weighted linear least squares estimator of m(z 0 ) is then defined as
matrix of zeros. Note that the dimensions of W and Z are respectively N (T − 1) × N (T − 1) and
This estimation procedure, in a especial case where d = 1 and X it = 1 can be applied to a fully nonparametric fixed effect panel data model as the one considered in Su and Ullah (2006) and Henderson et al. (2008) . Furthermore, if we make X T it m (Z it ) = m 1 (Z it ) +X T it β 0 , for some real valued function m 1 (·) and (d − 1) × 1 vector β 0 our estimation technique can be applied to estimate consistently m 1 (·) and β 0 in either a fixed effect (see Baltagi and Li (2002) ) or a random effect setting (see Li and Stengos (1996) ).
3 Asymptotic properties and the "oracle" efficient estimator
In this section we investigate some preliminary asymptotic properties of our estimator. In order to do so, we need the following assumptions
,Z 1(t−2) (z 1 , z 2 , z 3 ) be respectively the probability density functions of Z 1t , Z 1t , Z 1(t−1) and Z 1t , Z 1(t−1) , Z 1(t−2) . Then for any point
have compact support and they have continuous first order derivatives in all their arguments. Furthermore, let (z 1 , z 2 , z 3 ) be an interior point in the support of
= z 3 have also compact support and continuous first order derivatives in all their arguments.
(B.4) The kernel function K is symmetric about zero and compactly supported, bounded kernel such that uu T K(u)du = µ 2 (K) I, where µ 2 (K) = 0 is a scalar and I is a d × d identity matrix.
(B.5) The moment function
Assumptions (B.1) and (B.5) give some smoothness conditions on the functions involved. Assumption (B.4) includes some particularities of the kernel function. Under these assumptions we now establish some results on the conditional mean and the conditional variance of the local linear least squares estimator.
Theorem 3.1 Under Assumptions (B.1)-(B.5) then, if H → 0 such that N |H| → ∞ as N tends to infinity and T is fixed we get
The proof of this result is done in the Appendix. As it has already been pointed out in other works the leading terms in both bias and variance do not depend on the sample and therefore, we can consider such terms as playing the role of the unconditional bias and variance. Furthermore, we believe that the conditions established on H are sufficient to show that the other terms are o p (1) and therefore it is possible to show the following result for the asymptotic distribution of m(z 0 ; H):
as N tends to infinity.
The proof of this result is shown in Appendix.
Note that the rate at which our estimator converges is N |H|. Under the conditions established in the propositions, our estimator is both consistent and asymptotically normal. However, its rate of convergence is sub-optimal since the lower rate of convergence for this type of estimators is N |H| 1/2 .
In order to achieve optimality we propose to reduce the dimensionality of the problem by adding a term that cancels asymptotically with one of the two terms and therefore the resulting estimator shows an asymptotically optimal rate. Let
substituting (2) into (8) we get ∆Y
As it can be realized in (9), estimation of m (·) is now a q-dimensional problem, and therefore we can use again a local linear least squares estimation procedure with kernel weights. If we do so, the optimization problem to solve is the following:
Let
10) may be written as
and solving this problem we get
Unfortunately m (1) (z 0 ) is an unfeasible estimator for m (·). To avoid this problem we replace m (·) in (8) by a consistent estimator, m (·; H), defined in (6) and then
The local linear least squares estimator of m(z 0 ) is then
In order to show the asymptotic efficiency of our technique we need the following additional assumptions:
Note that these assumptions are devoted to ensure that both bias and variance rates for m (z 0 ) are uniform (see Masry (1996) 
and
The proof of the Theorem 3.2 is done in the Appendix.
Then, we see that m (1) (z 0 ; H) enjoys the same asymptotic distribution as m (1) (z 0 ; H). This is the so called "oracle" efficiency property.
Finally, focusing on the relevant terms of bias and variance of Theorems 1 and 2 and following Ruppert and Wand (1994) it can be highlighted that each entry of H m (z 0 ) is a measure of the curvature of m (·) at z 0 in a particular direction. Thus, we can intuitively conclude that the bias is increased when there is a higher curvature and more smoothing is well described by this leading bias term. Meanwhile, in terms of the variance we can conclude that it will be penalized by a higher conditional variance of Y given Z = z 0 and sparser data near z 0 .
Bandwidth selection
In this section we propose a method to estimate the variable bandwidth matrix H for each estimator. Theoretically, one option would be to minimize some measure of discrepancy, as the Mean Square Error (MSE), with respect to H so the optimal bandwidth matrix could be obtained as
Unfortunately, there are some terms of the MSE unknown so this result is not empirically useful and it is necessary to resort to some alternative approach. In this way and following to Zhang and Lee (2000) we propose to get an estimator of the H optimal that minimize an estimation of the MSE and that we call the estimated variable bandwidth matrix ( H).
Let X, Z be vectors of random variables such that X = (X 1 , · · · , X d ) and Z = (Z 1 , · · · , Z q ), and D the observed covariates vector,
Moreover, let bias ( m l (z 0 ; H)|D) be the conditional bias of m l (z 0 ; H) given D, b(z 0 ; H) = bias ( m(z 0 ; H)|D) and the proposed MSE is
so we may define the MSE for the local weighted least squares estimator as
However, given that M SE { m(z 0 ; H)|D} also depends on some unknown quantities, to obtain H we need to estimate both the conditional bias and variance previously. Then, taking the idea of Zhang and Lee (2000) as benchmark we need an additional assumption:
Thus, in the bandwidth selector procedure that we propose we first calculate the conditional bias based on a Taylor expansion of order (g+1). Combining this approximation with (6)
(z 0 ) are dq 2 and dq (g+1) vectors that contains the vec operator of the Hessian and the (g+1)th derivative matrix of the d-th component of m(·), respectively, and
Thereby, the conditional bias to estimate is
T is a vector of unknown functions that need to be estimated. For convenience we take g = 2 so Z 3 is a N (T − 1) × dq 2 (1 + q) matrix and D 3 a dq 2 (1 + q) × 1 vector.
To estimate the vector D 3b we use a local polynomial regression of order g = 3 (g> 1) with a bandwidth matrix H * so
g=1 q g ) vector where I is an identity matrix and 0 a matrix of zeros.
Note that the initial bandwidth matrix H * can be obtained by the minimizer of some residual squares criterion (RSC), as Fan and Gijbels (1995) , and then the conditional bias can be already estimated.
Secondly, we calculate the conditional variance that can be written as
where V = E ∆v∆v T |D is a N (T − 1) × N (T − 1) matrix that contains the V ij 's matrices described in (31). Using the information of (31), V = σ 2 v A where A is a N (T − 1) × N (T − 1) matrix of constant, the variance can be rewritten as
To calculate (18) we need to estimate the unknown quantity σ 2 v for which we use the following normalized weighted residual sum of squares from a (g+1)th-order polynomial fit
where ∆Y * it = Z T (g+1)it D + ∆v * it , g = 3, ∆v * it is the idiosyncratic error term and
Once known σ 2 v the conditional variance can be already calculated.
To get the Ω(z 0 ) matrix it is necessary to estimate the r ll (z 0 ) element of this matrix, where l, l = 1, ..., d
and Ω(z 0 ) = E(X lit X T l it |Z = z 0 ), through a fully nonparametric model. For that, we can use some standard nonparametric techniques such as the Nadaraya-Watson estimator (see Härdle (1990) ).
Finally, using (16)- (19) we obtain the following estimate of M SE { m(z 0 ; H)|D},
for (g + 1) and the minimizer of this expression is H, the estimated variable bandwidth matrix for the local lineal estimator with kernel weights.
Meanwhile, to get the estimated variable bandwidth matrix for the "oracle" estimator we adapt the prior procedure to the particularities of this estimator so now H is selected solving
where for (g = 2),
Monte Carlo experiment
In this section we report some Monte Carlos simulation results to examine whether the proposed estimators perform reasonably well in finite samples when µ i are fixed effects.
We consider the following varying-coefficient nonparametric models,
where X dit and Z qit are scalars random variables; v it is an i.i.d.N(0,1) random variable; and m(.) is a pre-specified function to be estimated. The observations follow a data generating process where Z qit = w qit + w qi(t−1) , being w qit an i.i.d. uniformly distributed [0, Π/2] random variable; and X dit = 0.5X di(t−1) + ξ it , with ξ it being an i.i.d.N(0,1).
We consider three different cases of study,
where the chosen functionals form are m 1 (Z 1it ) = sin (Z 1it Π), m 1 (Z 1it , Z 2it ) = sin ((Z 1it , Z 2it ) Π) and m 2 (Z 1it ) = exp −Z 2 1it ; and we experiment with two specifications for the fixed effects, (a) µ 1i depends on Z 1it , where the dependence is imposed by generating
where in both cases u i is an i.i.d.N (0, 1) random variable and c 0 = 0.5 controls de correlation between the unobservable individual heterogeneity and some of the regressors of the model.
In the experiment we use 1000 Monte Carlo replications (Q). The number of period (T) is fixed at three, while the number of cross-sections (N) is varied to be 50, 100 and 200. In addition, the Gaussian kernel has been used and, as Henderson et al. (2008) , the bandwidth is chosen as H = σ z (N (T − 1)) −1/5 , where σ z is the sample standard deviation of
We report estimation results for both proposed estimators and as measure of their estimation accuracy we use the Integrated Squared Error (ISE). Thus, denoting the subscript r the rth replication,
which can me approximated by the Averaged Mean Squared Error (AMSE)
The simulations results are summarized in Table 1 , 2 and 3, respectively. We further carried out a simulation study to analyze the behavior in finite samples of the multivariate locally estimator with kernels weights, m (z 0 ; H), and the "oracle" estimator, m (1) (z 0 ; H), proposed in Sections 2 and 3. Looking at Tables 1, 2 and 3 we can highlight the following.
On one hand, as the proposed estimators are based on a first difference transformation, the bias and the variance of both estimators do not depend on the values of the fixed effects so their estimation accuracy are the same for different values of c 0 .
On the other hand, from Tables 1, 2 and 3 we can see that both estimators carry out quite well. For all T, as N increases the AMSE of both estimators are lower, as we expected. This is due to the asymptotic properties of the estimators described previously. In addition, these results also allow us to test the hypothesis that the "oracle" estimator generates an improvement in the rate of convergence. Specifically, for the univariate case, Tables 1 and 3 , we may appreciate that the achievement of both estimators are quite similar while, on the contrary, in the multivariate case, Table 2 , the rate of convergence of the "oracle" estimator is faster that the multivariate locally estimator as we expected.
In addition, as we can see in Table 2 results of the local polynomial estimator reflect the "curse of dimensionality" property given that as the dimensionality of Z it increases the AMSE is greater. Thus, the backfitting estimator has an efficiency gain over the local polynomial estimator, as we suspect.
Conclusion
This paper introduces a new technique that estimates varying coefficient models of unknown form in a panel data framework where individual effects are arbitrarily correlated with the explanatory variables in a unknown way. The resulting estimator is robust to misspecification in the functional form of the varying parameters and we have shown that it is consistent and asymptotically normal. Furthermore we have shown that it achieves the optimal rate of convergence for this type of problems and it exhibits the so called "oracle" efficiency property. Since the estimation procedure depends on the choice of a bandwidth matrix, we also provide a method to compute this matrix empirically. Monte Carlo results indicates good performance of the estimator in finite samples.
Appendix
Proof of Theorem 3.1
Taking conditional expectations in (6) and noting that
Taylor's Theorem implies that
We denote by
is the Hessian matrix of the d-th component of m (·) and R(z) is a vector of Taylor series remainder terms. Furthermore, as it is already pointed out in Ruppert and Wand (1994) , using (B.1) we get
and then,
Notice that expression D m (z 0 ) in (22) vanishes since
For the sake of simplicity let us denote
now, define the symmetric block matrix
where,
Using standard results from density estimation and as the variables are i.i.d. in the subscript i we can show that, as N tends to infinity,
Furthermore, using assumptions (B.1) to (B.5), as N tends to infinity
Finally,
. Using the the results shown in (27), (28) and (29) we obtain
+o p (1),
Also it is straightforward to show that the terms in
are asymptotically equal to
Finally, the terms in
Taking into account (23), (24) and the previous results the asymptotic bias can be written as
To obtain an asymptotic expression for the variance let us first define the (
matrix that contains the V ij 's matrices
Then, taking into account that
the variance ofm (z 0 ; H) can be written as
The upper left entry of
The upper right block is
Then using standard kernel density results, under (A.1) to (A.5) we get
It is straightforward to show that
. Finally, the lower-right block is
So now, substituting (30), (34), (35) and (36) into (33) we obtain
Proof of Corollary 3.1
We will first show that under conditions of the corollary
, as N tends to infinity. In order to do so, recall that under conditions in Theorem 3.1
By the law of iterated expectations,
The leading term in (37) does not depend on the sample and furthermore, under the conditions established in the corollary the remainder terms are o p (1). Hence,
Condition (7) applies and the proof is done. Now we show that
as N tends to infinity. In order to show this let
where ∆v = [∆v 11 , · · · , ∆v N T ] T . Under conditions (B.1) to (B.5) and recalling that (X it , Z it ) are i.i.d random variables in the sub-index i, we directly apply the Lindeberg-Levy Central Limit Theorem and we obtain 1
where D has been already defined in (34), (35) and (36). Finally, using (30) and applying the CramerWold device the proof is done.
Proof of Theorem 3.2
The proof of this result follows the same lines as in the proof of Theorem 3.1. Let
Then proceeding as before in the proof of Theorem 3.1 we get
are N (T − 1) × 1 vectors. We can approximate M (1) through a Taylor's expansion, i.e.
and therefore,
To obtain an asymptotic expression for the bias we first calculate
Using standard properties of kernel density estimators, under conditions (A.1) to (A.5) and as N tends to infinity, 
where C
(1) 11 
Furthermore the terms in (N T ) −1 1 2
and O p H 3/2 , respectively. In order to evaluate the asymptotic bias of the last term we have to calculate
(N T ) −1 it X it X T i(t−1) E m( Z i(t−1) ) X 11 , · · · , X N T , Z 11 , · · · , Z N T − m(Z i(t−1) ) K it (N T ) −1 it {X it ⊗ (Z it − z 0 )} X T i(t−1) E m( Z i(t−1) ) X 11 , · · · , X N T , Z 11 , · · · ,
It is straightforward to show that as N tends to infinity. Now substitute the asymptotic expressions for (42), (43) and (44) into (41) Following exactly the same lines as in the proof of the variance term in Theorem 3.1 we get, as N tends to infinity,
In order to calculate the asymptotic order of I 2 , we just need to calculate
The upper left entry is 
Applying the Cauchy-Schwarz inequality for covariance matrices then (48) 
