Infrared small target detection in an infrared search and track (IRST) system is a challenging task.
Introduction
Infrared imaging plays a vital role in a wide range of applications in remote sensing [1, 2] and long-distance target detection is of great importance for surveilance applications. In this filed, small infrared target detection remains a major challenge despite advances in infrared detector technology and image processing techniques [3] . This challenge becomes more critical when the long-distant target is embedded in a noisy and complicated background [4] .
There are too many researches in the literature which are dedicated to the small infrared target detection field. Background subtraction methods like as max-mean and max median [5] , morphology opening [6] are the fast and low complexity methods. Although, these methods have a high false-alarm rate due to imperfect background estimation. The other type of small target detection algorithms simultaneously enhances the target area and suppresses the background clutter. Laplacian of Gaussian (LoG) scale-space was proposed to distinguish the target from background clutter by maximum selection in scale dimension [7] . While this method is able to detect low contrast point-wise target, the second derivative part of the filter boosts background noise. Local contrast measure (LCM) [8] has a good ability to enhance target region. However, LCM amplifies the single-pixel salt noise and increases the number of false-alarms. Additionally, the high-intensity background clutters are also intensified in the output image. Average absolute gray difference (AAGD) algorithm [9] effectively suppresses background noise (using local averaging) and enhances target area (by adopting local contrast). Since this algorithm can be easily implemented via local averaging and subtraction operators, the AAGD algorithm has low computational complexity and is suitable for real-time practical applications. However, AAGD faces major problem when the infrared scenario contains high intensity edges and structural background clutter. In this situation, AAGD returns false responses as true target area. In multi-scale patch-based contrast measure (PCM) [10] after dividing each interesting area into nine patches, dissimilarity between the surrounding patches and the central one are calculated. After multiplying directional dissimilarities and minimum selection among the results, the final output is obtained. While the directional approach utilized in this method is remarkable, However, by multiplying the directional dissimilarities all efforts would be vain. Note that, multiplying different directional information is the only data fusion which has been utilized in the literature.
In order to develop robust and effective small target detection algorithm and resolve the aforementioned issues, in this paper, a directional approach is presented and adopted into the AAGD algorithm.
The rest of this paper is organized as follows: In the next section the related background and motivation is discussed briefly. The section III is dedicated to the proposed small target detection algorithm followed by simulation results in the section IV. Finally, The paper is concluded in the section V.
Background and motivation

Average absolute gray difference algorithm
Average absolute gray difference (AAGD) algorithm is one of the most effective small target detection algorithms in noisy scenarios [9] . Since this algorithm utilizes local averaging, it has good capability to eliminate background noise. The target enhancement mechanism in this method relies on the existing contrast between the target region and local background area. This algorithm is utilizing two nested windows which are sliding pixel by pixel. The difference between the average values of the internal window (Φ) and the external window (Ω) is used to construct saliency map. The saliency map construction in AAGD algorithm can be mathematically formulated as
where I(x, y), N Φ and N Ω stand for the pixel intensity at position (x, y), the total number of pixels contained in the set Φ and the total number of pixels contained in the set Ω, respectively.
AAGD algorithm has a good ability to enhance low contrast target and eliminate background noise.
However, when the infrared scenario contains high-intensity edges and structural background clutter, non-target areas are also intensified. Also, while target area always has positive contrast, AAGD returns strong response no matter whether the contrast of an interested region is positive or negative [11] .
To address the aforementioned issues and overcome deficiencies of the AAGD algorithm, a directional approach is utilized here to achieve better clutter rejection and background suppression capability. The proposed approach is adopted in the AAGD algorithm and a new small infrared target detection algorithm called absolute directional mean difference (ADMD) is developed. The following section describes the proposed algorithm.
The proposed algorithm
While the directional filter design concept was presented and investigated in small infrared target detection field of study [12, 13, 14] , the lack of proper data fusion strategy avoids robust small target detection. As mentioned in the introduction section, multiplication is the only fusion strategy which has been investigated. Using multiplication to obtain final output from directional filters (similar to what proposed by [10] ) will put all efforts in vain. In order to address this issue and avoiding data loss, the fusion strategy is modified in a way to improve clutter rejection ability.
Generally, infrared targets have a positive local contrast which means that the target area is brighter than local background in all directions (neglecting special cases like the situation which target is close to high gray intensity background clutter). Considering this fact into account, it appears that utilizing all information from the all directional filters effectively can suppress high-intensity structural background. As shown in Fig. 1 , a small infrared target (red rectangle) has positive contrast in all directions while a high-intensity edge (yellow rectangle) does not have a such property. Hence, using the minimum value of the directional AAGD algorithm will effectively enhance false-alarm suppression ability. The following procedure describes the saliency map construction of the proposed method.
As depicted in Fig. 2 , two nested windows are assigned for each pixel (i, j) in the input image.
The internal one, u, denotes the target window and its size is related to the small infrared target size (typically smaller than 9 × 9). The external window, v, stands for local background window and its size is 3 times of the size of the target window. As shown in the figure, the external window is divided to 9 equal cells (obviously the cell 0 is the target window u). The average intensity of the pixels of the cell k is denoted by m k and calculated as follows:
where, I k (s, t) is the gray value of the pixel (s, t) in k th cell when the center of cell u lies on pixel (i, j).
Also, N cell is the number of pixels in each cell. The AAGD algorithm for eight different directions can be computed as:
In order to address the hole-like objects issue in AAGD algorithm and reduce false alarms, simply the resulting negative contrast are suppressed using the following thresholding procedure:
where H(·) is the Heaviside step function and expressed as:
As mentioned before, unlike the structural background clutters, small targets have positive contrast in all directions. Hence, considering minimum directional response as the final output will enhance clutter rejection capability, while the target detection ability remains unchanged. Therefore, in this paper, absolute directional mean difference (ADMD) value is defined as:
This procedure can be done through several scales (cell size) for multi-scale processing. The output of the multi-scale ADMD algorithm can be expressed as:
where ADM D s denotes the ADMD output at the s th scale. interval. As shown in the figure, the proposed algorithm effectively eliminates the high-intensity edge.
Clutter rejection mechanism
The gray intensity of the red rectangle does not exceed 0.6 (Fig. 3f) . However, the AAGD algorithm has relatively strong response in that area which is demonstrated as two parallel lines in the figure.
As shown in Fig. 3e , the maximum gray intensity of the area related to the red rectangle is about 60
which is approximately 100 times greater than the ADMD output.
In order to investigate the behavior of both AAGD and ADMD algorithms facing sharp edges, a brief analysis is provided here (Fig. 4) . Without losing generality, let assume that the area under test just has two gray levels (g b and g d values for bright and dark areas, respectively). Also, let assume that both target and background windows are identical for both algorithms. As the final assumption, let assume that the algorithms are constructed just in a single scale. In the first scenario (Fig. 4a) , the target window completely lies on bright area. In this situation, the output of the AAGD algorithm can be calculated as:
According to Eq. 8, as ∆g increases (the edge becomes more sharper), the output of the AAGD algorithm becomes more intensified (Fig. 3e) .
Considering 
Therefore,
When the target window has negative contrast compare to the bright background cells (Fig. 4b) , the output of AAGD algorithm is computed as follows:
Eq. 11 demonstrates that, similar to the former scenario (Fig. 4a) , the AAGD algorithm returns a strong response for the non-target area. When the center of the target window exactly lies on the edge, the AAGD output takes zero value. This is why there is a dark area between two parallel lines in the AAGD output (Fig. 3b) .
The output of the ADMD algorithm to Fig. 4b scenario is expressed as:
According to eqs. (10) and (13), one can conclude that the proposed algorithm effectively eliminates high-intensity edges. It is worth to mention that since the small target has positive contrast in all directions, minimum selection strategy does not degrade detection ability.
Efficient implementation
In order to construct a single-scale ADMD algorithm, eight directional AAGD algorithm should be computed, separately. Performing these amount of operations needs high processing resources. In this section, the proposed algorithm is reformulated to reduce computational complexity.
Since structural background clutters do not have positive contrast in all directions, considering the maximum average intensity of the background cells in contrast function formulation will mimic the behavior of the proposed algorithm. Therefore,maximum directional mean value M dir is defined as:
Accordingly, absolute difference mean value for the pixel (i, j) is calculated as follows:
By discarding negative values through thresholding operation, the final ADMD output will achieve:
This new formulation can be efficiently implemented via local averaging and morphology dilation operators. To this end, the following procedure can be utilized to obtain the final saliency map:
1. The input infrared images is filtered using local averaging with proper neighborhood size (3 × 3, 5 × 5, 7 × 7 or 9 × 9), m 0 .
2. The filtered image, m 0 , is morphologically dilated using proper structural element (e.g. Fig. 5 )
to obtain maximum directional value, M dir . 3. Then, The absolute difference mean is calculated, ADM .
4. Finally, saliency map is constructed by eliminating negative contrasts, ADM D. 
Simulation results
Detection ability analysis
In order to demonstrate the effectiveness of the proposed small target detection algorithm, simulation results are provided here. To compare detection performances, some basic as well as state of the art algorithms like as Top-Hat [6] , Laplacian of Gaussian (LoG) [15] , local contrast measure (LCM) [8] , absolute average gray difference (AAGD) [9] and patch-based contrast measure (PCM) [10] are chosen as baseline algorithms. Except MS-LoG, which uses 12 scales [7] , the rest of the algorithms (AAGD, LCM, PCM, and ADMD) utilize four scales. Typically, an small target occupies less than 80 pixels [8] , therefore the target window in AAGD as well as the cell size in LCM and PCM take [3 × 3, 5 × 5, 7 × 7, 9 × 9] values to cover different size of the small target. The test images include naval and aerial infrared targets embedded in complicated backgrounds (Fig. 6) . The filtering results of the baseline algorithms as well as the proposed one are illustrated in Fig. 6 . As shown in the figure, the proposed algorithm (ADMD) effectively suppresses background clutter and enhances the small infrared target while the other methods show poor performances facing these scenarios. Note that, when the input image just contains homogeneous background plus detector noise (Fig. 6v) , since there is no structural texture, the performance of the AAGD algorithm is close to the proposed algorithm.
Background suppression factor (BSF) and signal to clutter ratio (SCR) which are defined as follows are used as quantitative measures:
where f T , f b , σ b , σ in and σ out denote average value of target pixels, mean of background region, standard deviation of local background, standard deviation of non-target area in original image and standard deviation of non-target area in filtered image, respectively. Higher BSF value indicates better background clutter rejection and the more SCR the more possibility to hit true target. These values are reported in Tab. 1 and Tab. 2 for the test images. As reported in the tables, it is clear that the ADMD algorithm strongly outperforms other methods from both SCR and BSF points of view.
While BSF and SCR are pre-thresholding metrics, false-alarm rate (P f a ) is used to evaluate postthresholding clutter rejection ability
where N f and N w are the number of false alarms and number of all pixels in the whole image, respectively [16] . False-alarm rates versus global threshold level for the test images are shown in Fig. 7 . As depicted in the figure, the proposed algorithm has the lowest false-alarm rate compare to the other algorithms. This means that the proposed algorithm effectively suppresses background clutter.
Execution time analysis
In this section, run-time analysis of the different algorithms are provided to demonstrate the computational complexity of each algorithm. All the algorithms are implemented using OpenCV C++ is almost 27 times faster than the original ADMD. Since the whole 288 × 110000 panorama image is captured every 1.5 second, none of these multi-scale algorithms can operate in real-time using the reported hardware (Tab. 3). GPU implementation will be a good choice for real-time implementation of these algorithms. Tab. 5 shows the average execution time for single-scale algorithms. As reported in the table, TopHat, AAGD and ADMD eff algorithms can be implemented in real-time using the reported hardware. Also, it can be clearly seen that the efficient ADMD eff algorithm is significantly faster than the original ADMD algorithm.
Conclusion
Infrared small target detection is of great importance in a wide range of applications such as surveillance, remote sensing, security and astronomy. Despite the high attention paid to this filed, the lack of robust and effective target detection method is tangible. To develop a robust small target detection algorithm, in this paper, a directional approach is constructed for better background suppression.
Since the small targets have positive local contrast in all directions, in the proposed method, the maximum background intensity (or the minimum local difference) is adopted in absolute average gray difference (AAGD) algorithm. The proposed method effectively suppresses the high-intensity edges and structural background clutters, while the noise suppression and target enhancement ability remain undegraded. In the next step, an efficient implementation procedure is provided using specific structural elements. The simulation results on different real scenarios prove the significant performance and remarkable effectiveness of the proposed method. 
