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1. INTRODUCTION 
For a sequence of ordinary linear vector differential systems 
Y; = q)Yj +fjw Yjbj> = r)j 9 j = 0,l ,...) a < t < 6, (1.1) 
the most classic limit theorem is that if the Aj( t), f?(t) are continuous matrix 
and vector functions on [a, b] with {Aj} -+ A, and {fj} *fO uniformly on 
this interval, while sj E [a, b] and {(sj , TV)} + (sO , v,,), then the sequence of 
solution vectors {yj} converges to yO uniformly on [a, b], (see, for example, 
Graves [fl, Theorem 3, p. 156; Hartman [a, Corollary 4.1, p. 55). If the 
stated condition on the coefficient functions in (1.1) is replaced by the 
condition that the elements of A,(t) and fj(t) belong to ,f?!, the class of 
Lebesgue-integrable functions on [a, b], and that {A,}, (fi} converge strongly 
in B to AO,fO, respectively, then the fact that the sequence of solutions 
{yj} converges to y,, uniformly on [a, b] is a direct consequence of a result 
noted a number of years ago by Tamarkin [Z6]. As far as the author is 
aware, however, it has not been noted that the uniform convergence of {yj} 
to y,, still remains valid when the condition of strong convergence in B is 
replaced by weak convergence in 2; a related result of this type is Holt 
([IO], Section 2), where a similar result is established for a homogeneous 
system of the form (l.l), with the elements of the coefficient matrices in 2s. 
The present paper is devoted to limit theorems of this type, and also 
related results for a system of generalized differential equations of a type 
previously treated by the author [14], [15]. Prefatory to the proof of these 
results in Sections 3 and 4, Section 2 is devoted to the proof of a limit 
theorem for Riemann-Stieltjes integral equations of the form studied by 
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H. S. Wall [27], MacNerney [13], and Hildebrandt [S]. Certain application 
of these limit theorems are discussed in Section 5. 
Matrix notation is used throughout; in particular, matrices of one column 
are called vectors, and for a vector (yJ (a = l,..., n), the Euclidean norm 
I Y I = (I Yl I2 + *** + I Yn I”)“” is employed. The linear vector space of 
ordered n-tuples of complex numbers, with complex scalars, is denoted 
by C, . The n x n identity matrix is denoted by En , or merely E when 
there is no ambiguity, and 0 is used indiscriminately for the zero matrix of 
any dimensions; the conjugate transpose of a matrix M is designated by M*. 
If M is an m x n matrix, the symbol 1 M / is used for the supremum of 
I My I for y in the closed unit ball {y : ( y ) ,( l} of C, , which is also the 
supremum of / M*z 1 for z in the closed unit ball of C, . The relations 
M 3 N, (M > N), are used to signify that M and N are Hermitian matrices 
of the same dimensions, and M - N is a nonnegative (positive)-definite 
matrix. 
A matrix function M(t) is called continuous, integrable, etc., when each 
element of the matrix possesses the specified property. If M(t) is a.c. 
{absolutely continuous) on an interval I = [a, b] of the real line, then M’(t) 
signifies the matrix of derivatives at values for which these derivatives exist, 
and the zero matrix elsewhere; if M(t) is (Lebesgue-) integrable on [a, b], 
then JI M(t) do denotes the matrix of integrals of respective elements. If M(t) 
and N(t) are equal a.e. (almost everywhere), we write simply M(t) = N(t). 
For a given interval I = [a, b] on the real line the symbols (Shk , 2hk ,2& 
for p > 1, BBhk , K:23Bh, and 2lI,, are used to denote the class of h X k 
matrix functions M(t) = [M&t)], (a = l,..., h; /3 = I,..., k), on I which are 
respectively continuous, (Lebesgue-) integrable, (Lebesgue-) measurable and 
I M&P E 211 > b.v. (bounded variation), continuous and of b.v., and a.c.; 
for brevity, 6, , ah, J&P, !BQ , GBB), , and 91h are written for the correspond- 
ing classes with indices h, k = 1. If ME 2g, , we write 
II M IIv for [x J” I M,(t) ~ndt]“~. 
4 a 
If M(q) is a matrix function defined for q E S, we set 
I] MIJs = Supremum I M(q)1 on S. 
If (Mi(q)} is a sequence of matrix functions defined on S, and which converges 
to M,(q) uniformly on S, for brevity we write {Mj} -++ M,, on S, or merely 
PfJ - Mo. 
As in Reid, [14], [25], if ME 8B3nk, SE &rh , and TE @Jks , then 
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s” S[dM] T denotes the r x s matrix with elements given by the Riemann- 
Satieltjes integrals 
and 
designate 
s 
b [dM]T and jb S[dM] 
a a 
I b GSdWT 
and 
s ’ S[dMb% , a a 
respectively. If M(t) = [Ma&t)] E B‘Bhlc then V(t : M) denotes the total 
variation function V(t : M) = x,Ol,a V(t : M,), where for each 01, /I the total 
variation of the scalar function M, on the subinterval [u, t] of [a, b] is desig- 
nated by V(t : Ma&. For M(t) E !?3&, it follows readily that 
j M(t) - Mu < 1 V(t : M) - V(T : M)I for t, .T EI x I, (1.2) 
for [c, d] C 1, so that, in particular, Jt S[dM] T E B%&, . 
2. A LIMIT THEOREM FOR RIEMANN-STIELTJES INTEGRAL EQUATIONS 
Throughout this paper we shall be concerned with a fixed compact interval 
I = [a, b] on the real line. For M(t) E ES!& , g(t) E En , and (s, 7) E I x C, , 
we shall consider the Riemann-Stieltjes integral equations 
r(t) = 7 + j-” [dMWl W t E I, (2.1) s 
~(0 = g(t) + St [dWr)lAG t EI. (2.2) 8 
It is well-known (see Wall [17]; MacNerney [13]; Hildebrandt [a]), that 
(2.1) has a unique solution, given by 
r(t) = w, 4 7, (2.3) 
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where Y(t, s) is the solution of the corresponding matrix integral equation 
Y(t, s) = E + 1” [dWr)l W, 4, t,sEI x I, (2.4) 
.s 
and (2.2) has a unique solution, given by 
r(t) = g(t) + J-t Y(4 y) [~Wr)l m (2.5) 1 
The solution of (2.4) has the expansion 
with 
Y(t, s) = =f IMyt, s), (2.6) 
k=O 
M(O)(t, s) = E, llP+l)(t, s) = 
s 
t [divqr)] M’“‘(Y, s), k = 0, I,... . (2.7) 
9 
Moreover, 
Y(t, s) = E + s” Y(t, y)[dJ,f(y)], t,scI x I, ( 2.8) s 
Y(t, 4 = Y(4 6 v, 4, t, s, Y E I x I x I. (2.9) 
By induction it follows that the matrices &P(t, S) of (2.7) are continuous 
in (t, S) on I x I, and for k = 0, I,... and t, S, Y E I x I x I, 
(4 1 &P)(t, s)l < (l/k!) 1 V(t : M) - V(s : My 
< (l/k!)[V(b : M)]k, 
(b) ] &P+l)(t, S) - M’k+“(r, s)l < 1 V(t’ : M) - V(Y : M)l (l/k!)[V(b : M)]“, 
(4 V(b : M’kfl’(*, s)) < (I/k!)[V(b : M)]“+l, (2.10) 
(4 1 Y(t, s) - Y(r, s)l < 1 V(t : M) - V(Y : M)I exp V(‘(b : M), 
(e) 1 Y(t, s) - Y(t, Y)I < I V(‘(s : M) - V(r : M)j exp V(b : M), 
( f) / Y(t, s)I < exp V(7(b : AI). 
The first limit theorem for differential equations will be based on the 
following limit theorem for integral equations of the form (2.2). 
THEOREM 2.1. Suppose that M,(t),gi(t), (j = 0, l,...) are such that: 
(i) A& E Cb!&, , and {Aqt)} -+ AI,(t) fOY each t E I; 
(ii) gj E t& , and {gj} -go 012 I; 
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(iii) {Mj} is uniformly of bounded variation on I; i.e., there exists a constant 
K such that V(b : Mj) < K, (j = 0, l,...); 
(iv) if Yj(t, s) is th e solution of the respective integral equation (2.4) with 
integrator matrix n/r, , then {Yj} + Y,, on I X I; 
(v) Pj(t) = s,” [dM,(r)] g&r), (j = 0, l,...), is such that {Pj} -++ P,, on I. 
TfsjEI, (j= 0, l,... ), with{sj}-fs,,, and yj(t) is the solution of the respective 
integral equation 
rAtI = gdt) + s:. [dW(r)l y&9, t E I, j = 0, l,... (2.11) 
3 
then { yj} G+ y,, on I. In particular, if conditions (i)-(iii) hold and {Mj} --ff M0 
on I, then conditions (iv) and (v) also hold. 
In view of the form (2.5) for the solution of (2.2) we have 
where 
Y&) = gdt) - SAC SJ + Q&t, t), 
Qdt, 4 = 1’ ydt, r)[dWWl &> a 
for (t, s) E I x I. From elementary inequalities, and (2.10d), it follows that 
1 Qj(tz , sJ - Qj(tl , s,)l does not exceed 
{I Wz : M5) - J% : W)l exp V : W) + I s2 - s1 III Yi llrxr) W : Mj)llgj lb. 
Consequently, each Qj(t, s) is continuous on I x I, and, as {gj} --++ g, , in 
order to prove that {yj> ++ y,, it suffices to show that (Qi(t, s)} -c-+ Q,,(t, s) 
on I x I. Now 
where 
Qh 4 - Q&t, 4 = i h,i(t, 4, 
i=l 
Mt, 4 = 1’ (Ydt, r) - Ydt, rN[dM+-)I gh9, a 
h& 4 = ( ydt,r)[dWrM.&) -g&N, 
where 
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With the aid of inequality (1.3) it follows that 
I MC 41 d II yj - yo Ilrxr II gj 111 WJ : WI, 
I h& a < II yo IhI II is - go III q : Wh 
and in view of conditions (i)-(iv) it follows that (Iz,r} -++ 0 and {&} -x- 0 
on I x I. Now (i), (ii), and (v) imply that Nj E En, and {II Nj Ill} + 0. 
Moreover, 
h&t, S) = Yo(t, r) Nj(r)I:Z - I ’ [hYo(t, r)] Nj(r>, a 
and with the aid of (2.10e,f), it follows that 
I &a(6 s)I G I yo(C $)I I N,(S>I + I J’o(ts a)l I N,(a)1 
+ II Nj IL V(b : WJ exp v(b : WJ, 
< II Nj IL [2 + v(b : MO)] exp V(b : jJ&J, 
so that {&} -++ 0 on I x I, thus completing the proof of the first conclusion 
of the theorem. 
Now suppose that conclusions (i)-(iii) hold, and (Afj} --w MO on I. From 
(2.7) it then follows that 
and 
IMjyt, s) - M?)(t, 5) = 0 
onIXI.Now 
Myc+yt, s) - MF+l’(t, s) = s” [dMj(Y)](Mjk)(Y, s) - Mp(Y, s)) 
* 
+ J: kQ(r)l JqYr, 4, 
where Qj(t) = M,(t) - &f,(t), and if (kCk)} -+-+ MA,“) on I x I, then the 
fact that {M!“+l) 
the relations’ 
} - Mhkfl) on I x I folliws from the above equations and 
1 ,: Wfj(~)l(Mjk)(~, s) - MAk’(r, s))l < V(b : M,) II M;“) - Mr) II,xI, 
s t [dQj(r)]M;“)(r, s) = Qj(y) MF’(r, s)l;st, * 
- s ‘, Qj(y)[‘~M~“)(y, ‘>I, 
1 ,I Qj(y)[QJf~kYy, s)ll < II Qj II,CW : M,)IW - l)!, 
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where the last inequality is a consequence of (1.3) and (2.10~). In order to 
show that (v) also holds under these conditions, it is to be noted that the 
continuity of g, , and the pointwise convergence of {Mj(t)} to M,,(t) on 1, 
together with the MY being of uniformly bounded variation on this interval, 
imply by a well-known theorem (see, for example, Graves [6], Theorem 22, 
p. 282, or Hildebrandt [P], Theorem 15.3, p. 70), that 
(2.13) 
for each t E I, and whenever {Mj> ++ n/l, on I, a slight modification of 
argument provides the result that the convergence in (2.13) is uniform on I. 
This result may be deduced also from Theorem 29, p. 288 of Graves [a, 
by considering the parameter family MJt), a < CJ < b, with 
Mj,(t) = Mj(Min[t, u]), a<t<b. 
3. AN APPLICATION OF THEOREM 2.1 TO DIFFERENTIAL SYSTEMS 
As a ready consequence of Theorem 2.1 one has the following result. 
THEOREM 3.1. Suppose thet Ai( fj(t), j = 0, l,... are such that: 
(0 4 E %, , and {A,} + A,, weakly in L?!,, ; 
(ii) fj E 2% , and {fi} -+ f0 weakly in l& ; 
(iii) (Q , Q) E I x G , and t(+ ,4> - (~0 , a). 
If y$(t) is the solution of the respective linear differential system 
Y; = A,(t>rj +fi(t), y&i) = rli , (i = 0, L-i, 
then { yi} ++ y,, on I. 
Indeed, (3.1) is equivalent to (2.11) with 
(3.1) 
fC 
M,(t) = 1’ A,(s) ds, 
a 
gj(t) = ‘lj + h,(t) - h&s,) with h,(t) = J fi(s) ds, 
a (3.2) 
while the weak convergence of {Ai} and (fj} to A,, and f0 respectively, 
implies, (see Banach [I], p. 136, or Edwards [4], Section 4.21, Example 4.27, 
p. 294): 
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(a) there exists a constant K such that for j = 0, I,..., 
V(b : Mj) = c j-” 1 Aj;&t)l dt < K, 
4 a 
WJ : 4) = c 1” I.h:m(t)l dt < K, 
OL a 
(b) {2Mi(t)} + M,,(t), @j(t)> --+ h,(t) for each t 6 I, 
(c) for each E > 0 there is a 6, > 0 such that 
5 j-, I 4;dt)l dt < 6, CSTlfi:Jt)ldt<e if TCI andmeas T<S. 
a (3.3) 
In particular, j M,(t) - M,(s)] < E and I hi(t) - hj(s)/ < E if 1 t - s 1 < 6,) 
so that the functions of the sequences {Mj} and {hi} are equicontinuous on I, 
and hence, in view of the Arzell theorem, the convergence in the above 
relation (b) is uniform on I. Consequently, the Mj , gj of (3.2) satisfy condi- 
tions (i)-(iii) of Theorem 2.1, and {Mj} -W M,, , and therefore, as a direct 
consequence of Theorem 2.1, it follows that the solutions yj(t) of (3.1) are 
such that {yi} ++ y,, . 
Now L?:,. C &r for p > 1 since I is a compact interval, and consequently 
the result of Theorem 3.1 holds if, in conditions (i) and (ii), one replaces 
2 nn 9 % by Q&t 9 f!!n?-‘, where p > 1. In this case the proof of the result might 
have proceeded in a manner similar to that used by Holt [IO] in the proof 
of his Theorem 2.1. Moreover, forp > 1 a closed ball 6 in ti&. is sequentially 
weakly self-compact, i.e., if Fj E 6, (j = 1, 2,...), then there exists a F,, E 6 
and a subsequence {Fj,} of Fj such that {F$} -+ F0 weakly in L?:,. , and 
consequently also {Fjk} -F F,, weakly in enr . In view of these remarks, one 
has the following result. 
THEOREM 3.2. Let A, , A, be sets of matrix and vector functions which 
are sequentially weakly self-compact sets in B,, and & , respectively, and Z a 
compact set in I X C, . If A(A, , A,, 2:) denotes the set of n-dimensional 
vector functions which are solutions of a system 
y’ = A(t)y -t-f(t), Y(S) = 7, with A E AA ,f E At, (s, 71) E G (3.4) 
then A(A, , A, , 2) is a sequentially self-compact set in B, ; i.e., if 
yj E A(A, , A, , Z), (j = 1,2 ,... ), then th ere exists a subsequence (yj,} of {yj} 
and a y0 E A(A, , A, , Z) such that (11 yj, - y0 //I} + 0. In particular, ifp > 1, 
and for given positive constants c, , c2 the symbol A, = A,(c, , ca , .Z) denotes 
the set of solutions of systems (3.4) for which A E c:, , f E 2,” with /I A /I9 < c1 , 
Ilf IIP < cz 9 and (s, 7) lies in a compact set Z of I x C,, , then A, is a 
sequentially self-compact set in KS . 
SOME LIMIT THEOREMS FOR ORDINARY DIFFERENTIAL SYSTEMS 431 
That the last conclusion of Theorem 3.2 does not hold when the condition 
p > 1 is replaced by p = 1 is illustrated by a sequence of scalar equations 
y; = aj(t)yi , Yi(O> = 1, t E [O, 11, 
where aj EQ[O, I] (j = 1, 2,...), {ji / aj(t)l dt} is a bounded sequence, but 
there is no subsequence of {uj} which converges weakly in f![O, I]. For 
example, if aj(t) E j on [0, l/j], aj(t) = 0 on (l/j, 11, then s,’ j aj(t)l dt = 1, 
yj(t) = exp jt on [0, l/j],yj(t) = e on [l/j, 11. 
4. A GENERALIZED DIFFERENTIAL SYSTEM 
We shall now consider a generalized differential system 
Y’ = 4t)y + B(t)% 
d.z = [C(t>y + D(t) ~1 dt + [dWt)l Y, 
t EI = [a, b], (4.1) 
where AE~~~,BE-O~~,CE~~~,DE~~~, and ME%%~~, which is a 
system of the type previously considered by the author [14], [15]. A solution 
of (4.1) means a vector function pair y(t), z(t) with y E ‘u, , z E BE& and 
such that 
4) = 4~) + jt tW ~(4 + D(s) 441 A + j’ [dW)l Y(S)> t E I, 
a (1. 
while y’(t) = A(t)y(t) + B(t) z(t). 
If Y(t), Z(t) are fundamental matrix solutions of the respective first-order 
differential systems, 
Y’ = A(t) Y, Y(a) = Eh ; 2’ = D(t) 2,2(u) = E, , (4.2) 
then, by an argument similar to that of Reid ([14], Section 7), it follows that 
under the substitution 
y(t) = Y(t) u(t), e> = z(t) v(t), tEI, (4.3) 
the system (4.1) is equivalent to 
u’ = B(t) v, dv = [dl@(t)] u, teI, (4.4) 
with coefficient matrices 
B(t) = Y-‘(t) B(t) Z(t), nir(t) = s” F(s) C(s) Y(s) ds + Z-l(t) M(t) Y(t). 
a 
(4.5) 
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Moreover, u(t), o(t) is the solution of (4.4) satisfying U(S) = ~8, n(s) = wa if 
and only if u(t) is the solution of the Riemann-Stieltjes integral equation 
u(t) = g(t) + s” B(r) 1 j-’ [dfi(w)l +u)i dr, t ~1, (4.6) s s 
where 
g(t) = u” + (j; &) d’) d, (4.7) 
and v(t) is given by 
v(t) = o” + j-” [da(w)] u(w), t EI. (4.8) 
s 
If K is a constant such that 1 g(t)J < K on 1, then, as in Reid ([14], Section 2), 
it follows that if u(O)(t) 3 0 and 
@+1)(t) = g(t) + 1: B(r) 1s: [d&(w)] I/ dr, 
= g(t) + (s” s” B(r) d’) [d@w)l u(~WU), 
s 20 
(4.9) 
then each dk)(t) is continuous on 1, and 
1 dk+l)(t) - dk)(t)l < (K/k!) [v(b : fi) / 1’ 1 B(r) 1 dr I]“, k = 0, I,..., 
s 
(4.10) 
so that {dk)(t)} converges uniformly on I to a u(t) which is the unique solution 
of (4.6), and 
where 
( u(t) - dk)(t)l < (~/k!)p~ expp, 
p = V(b : A) 
s 
b j B(r)1 dr. 
a 
(4.11) 
For systems of the form (4.1) our first limit theorem is as follows. 
THEOREM 4.1. Suppose that for j = 0, l,.,. the A, , Bi , Cj , Dj , Mj are 
matrix functions on I of respective dimensions h x h, h x k, k x h, k x k, 
k]x h, and such that: 
(i) {A,}, {B,}, {C,}, {Dj} converge weakly in the corresponding class 2 to 
A, , B, , Co , Do , respectively; 
(ii) the n/r, are uniform+ of b.v. on I, and {M,(t)} --+ MO(t) for each t EI; 
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(iii) (si , y?, zj”) EI X C, X Ck , and {(sj , y:, a:)} + (ss , yOO, ass). 
Then for yj(t), zj(t) the solution of the respective system 
y; = 4(t>y, + B,(t) 3 9 
dzj = [Cj(t)Yj + Dj(t) zj] dt + [dMj(t)l J’5 3 
Ydsj) = YrO7 Zj(Sj) = zjo ( j = 0, l,...), 
(4.12) 
we have {yj} ++ y. 011 I. 
In view of the weak convergence of {A,} and {Dj} to A, and Do , respectively, 
it follows from Theorem 3.1 that the fundamental matrix solutions Yj(t), Zj(t) 
satisfying (4.2) with A = Aj and D = D, , (j = 0, l,...), are such that 
{Yj} --w Y. and {Zj> ++ 2, on 1. Moreover, from the weak convergence 
of (Cj} to Co it follows that there exists a constant ~~ such that 
z [l I Cj&>l dt < K~, (i = 0, L...), 
and hence the Bj , i@j defined by the respective matrices corresponding to 
(4.5), and ~+a = Y-l(Sj)yjo, vjo = Z-l(sJ ajo, are such that: 
(i’) (8,) + 8, weakly in f!hlc ; 
(ii’) the .i@j are uniformZy of b.v. on I, and {@j(t)} + Be(t) for each t E I; 
(iii’) (Sj , ZQ’, vi”) E I X Ch X Ck , and {(+ , z+‘, 01’)) -+ (so , u,‘, voo). 
Consequently, the result of Theorem 4.1 is equivalent to the result that, 
under hypotheses (i’)-(iii’), the solutions uj(t), vj(t) of 
24; = Bj(t) vj ) 
Uj(Sj) = Uj’, 
dvj = [dfij(t)] Uj 
Vj(Sj) = Vj” 
(j = 0, l,... ), (4.12’) 
are such that {z+) ++ u. on I. 
By an argument similar to that used in the proof of Theorem 3.1, the fact 
that {&} -+ 8, weakly in Ohlc implies that {j, &Y) dr) ++ s”, B,(Y) dr on I. 
Consequently, 
gj(t> = uj” + (/l, B,(Y) dy) VP (j = 0, l,...) 
is such that {gj} ++ go , and there exist constants ~~ , K~ such that 1 gj(t)I < ~~ 
for t ~1, and s” 1 Bj(r)l dr < K1 for j = 0, l,... . Moreover, in view of (ii’) 
there is a cons&t K~ such that v(b : aj) < K$ , j = 0, I,... . Consequently, 
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for the sequence of approximants u:” to uj defined by the respective equations 
(4.9) the relation (4.11) implies that for t ~1 and j = 0, l,..., 
j uj(t) - u?)(t)/ < (~,/h!)p,k expp, , where p, = K~K~ . 
Hence the result that {ui} --f+ u,, is immediate as soon as it is established 
that for each K = 0, 1 ,... we have {u:“‘} --f+ u?‘. Clearly this is true for the 
constant sequence {uj”>, and, as noted above, {gj} -+t go, so that it is also 
true for K = 1. Now for a given K we have 
U;!+yt) = g,(t) - I?#, s,) + I?#, t>, 
where 
R#, s) = j; (jl BJr) dr) [dllaj(W)] q’(w), 
and hence in order to show that {u:‘+“} ++F @+” whenever {u:“‘} --w @), 
it suffices to show that when this latter condition holds then each Rj(t, s) is 
continuous and {Rj} ++ R, on I x I; Now by elementary inequalities it 
follows that 
so that each Rj(t, s) is continuous on I x I. Indeed, under the assumption 
that {z@‘> ++ ~2’ it follows that the sequence {II UP’ II,} is bounded, and in 
view of the boundedness of {V(b : Mj)}, together with the conditions on the 
Bj similar to (3.3) that are implied by the weak convergence in L?!hk of {&} 
to so, it follows from the above inequality that the R)(t, s), (j = 0, I,...), 
are equicontinuous on I x I. Now 
where 
W, s) = i fL(t, 4, 
61 
H&, s) = j’ ( jt (Bj(r) - Be(r)) dr) [dA$(w)] u;~~‘(w), 
a w 
Hj,(t, s) = j: (j:, B,(r) dr) [d&j(w)](u::“‘(w) - z@‘(w)), 
Hj3(t, s) = j: (j:, Be(r) dr) [dfij(w)] u;~)(w). 
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Since the weak convergence of {&} to &, implies that 
while the aj are uniformly of b.v. and {@‘} ++ z@), elementary inequalities 
show that {Hjl) +t 0 and {H,,} ++ 0 on I x I. Also, the continuity of 
J” B,,(r) dr and z$‘(w) as functions of w, together with the above condition 
(i?‘), imply by a well-known theorem, (see, for example, Hildebrandt [9], 
Theorem 15.3, p. 70), that {Hja(t, s)} -+ H&t, s) = R,(t, s) for each 
(t, s) EI X I. Consequently, {&(t, s)} + Rs(t, s) for each (t, s) ~1 x I, and 
in view of the equicontinuity of the functions of this sequence it follows from 
the Arzela theorem that the convergence is uniform, thus completing the 
proof of the theorem. 
Now if Mj E 23!& and / Mj(a)l + V(b : Mj) < K, (j = 1, Z,...), then by 
the Helly theorem, (see, for example, Hildebrandt [9], Section 8.9, p. 44), 
there exists a subsequence {Mjlc} of {M,}, and a M,, E b!& with 
/ M,,(a)j + V(b : M,,) < K, such that {M,,(t)} -+ M,,(t) for each t E 1. This 
result, and the fact that for p > 1 a closed ball in one of the spaces P is 
sequentially weakly self-compact, leads to the following result as a direct 
consequence of Theorem 4.1. 
THEOREM 4.2. Suppose that A, , A,, & , A, are sets of matrix functions 
which are sequentially weakly self-compact sets in !L& , llhk , Ekh , 5Zkk , 
respectively, I= is a compact set in I x Ch x Ck , and A, is a set in b!& 
on which 1 M(a)1 + V(b : M) is bounded, and which is closed under pointwise 
convergence. If A = A(A, , A,, A=, AD , A,, Z) denotes the set of h- 
dimensional vector functions y(t) belonging to a solution y(t), z(t) of (4.1) with 
A~A~,B~fl~,C~A~,D~fl,,M~fl,,and(s,y~,z~)~~, thendisa 
sequentially self-compact set in Oh . In particular, ifp > 1 and for given AM , Z, 
and positive constants cl , c2 , c3 , cq the symbol A, = A,[c, , c2 , c3 , cq , AM, Z] 
denotes the y(t) belonging to solutions y(t), z(t) of systems (4.1) with A l 21, , 
BE%, CE%A, D~fij& and I/4D<~1, lIBII,dc,, IICll,Gc,, 
IIDII, <c,> MEAw, and (s, y”, z”) E .Z:, then A, is a sequentially self-compact 
set in E:h . 
Under the hypotheses of Theorem 4.1 it is not true in general that 
{q(t)} -+ z&t) for t E I. It is to be commented, however, that if sj = so 
forj = 0, l,..., then it is true that {zj(t)} -+ z,(t) for each t E I, but in general 
the convergence is not uniform on I. 
Finally, it is to be noted that (4.1) is no more special than the system 
dy = [A(t)y + B(t)4 dt + [W)ly, 
t E I, 
dz = [CRY + D(t) 21 dt + [dWt)l y + [dQ(t)] z, 
(4.13) 
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where, as above, A E Bhh , B E S& , C E !i?,,, D E l&.2 , &I E %93kh , while 
P E CPBB23,h and Q E Cb!&, it being understood that a solution of (4.13) 
is a pair (y, a) E: 89, x ?ZBk such that, for t ~1, 
Indeed, if (y, z) is a solution of (4.13) then y E V&Y$, , and if Y(t), Z(t) are 
the soIutions of the matrix integral equations 
Y(t) = 4, + St [+)I Y(s), a z(t) = Ek + j-” [dQb)l z(s), a 
then Y(t), Z(t) are nonsingular matrix functions in @B!& and @BB,, , 
respectively, and by an argument similar to that of Reid ([Id], Section 7) 
it follows that (y, x) is a solution of (4.13) if and only if 7, 5 defined by 
y(t) = Y(t) q(t), z(t) = Z(t) c(t) is a solution of 
rl’ = A”(t> 7 + BO(t) 5, 
where A0 = Y-lAY, B* = Y-lBZ, co = z-ICY, Do = Z-IDZ, 
MO = Z-lik!Y. With the aid of the result of Theorem 2.1, one may then 
deduce as corollaries to Theorems 4.1 and 4.2 corresponding results for 
systems of the form (4.13). 
5. APPLICATIONS OF THE LIMIT THEOREMS 
(a) Let G be a closed set in t& , and suppose that a(y) is a real-valued 
function which is lower, (upper), semi-continuous on B. If AA , /r, , Z and 
A(A, , il, , 2) are as in Theorem 3.2, and 6 n d(AA , A,, .Z) is non-empty, 
then by the most classic theorem on the existence of extrema the function 
Q(y) has a minimum, (maximum), on G n d(AA , .4,, Z). Examples of this 
result are the following: 
(i) A,, A, the sets of n x n matrix functions A and n-dimensional 
vector functions f such that A(t) = A,(i) Uo(t) + Ul(t) A,(t),f(t) = 
F,(t) Us(t) + Us(t)F1(t), where for fixed positive integers T, s,p, 4 we have 
Ao~~~r,Al~~!sn,Fo~~na,, Fl E 2, , and U, , U, , Us, Us are matrix func- 
tions of respective dimensions r x n, n x s, p x 1, n x q with elements 
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which are measurable on Z and are in absolute value not greater than a given 
constant K; ,E = {(a, v”)}, where q” is a fixed nonzero vector in C, ; 6 the set 
of y E ($ for which there exists a t o = t,[y] on Z for which y(t,) = 0; 
Q(y) = Minimum of {t 1 t E Z, y(t) = O}. 
(ii) flA , (1, the sets of real-valued measurable n x n matrix functions 
A(t) = [A&t)] and n-dimensional vector functions f(t) = (f,(t)) such that 
C$ < A,(t) < C$ , cm0 <f=(t) < c,l for t E Z, where C$ , Ci, , c,O, c,l are 
given real constants; z = {(a, TO)}, where TO is a fixed nonzero vector in C, ; 
6 = K, ; D(y) = Maximum 1 h*y(t)l on I, where h is a given nonzero 
vector in C, . 
In particular, the differential system considered by LaSalle in the time- 
optimal-control problem of [Z2] is a special instance of(i), and the extremizing 
problems treated by de Brujn [3] and Fink [5] are of the form covered by (ii). 
It is to be emphasized that in each of the cited references the existence of 
an extremizing element is but a partial aspect of the overall treatment, which 
in each case provides a characterization of the extremizing element. 
(b) For an application of Theorem 4.2 we shall consider the system 
Y’ = A(t) y + B(t) x, dz = [C(t)y - A*(t) z] dt + [dM(t)] y, (5.1) 
where the coefficient matrices are such that: 
(Ho) ME !zm3,, ; A, B, C in &, , with C = C*, B = B*, B > 0 on I. 
A system (5.1) is said to be nonoscillatory on a subinterval [a, , b,] of Z if 
there is no solution y(t), z(t) of this system with y(tJ = 0 = y(tz), y(t) f 0 
on (tl , tz), where a, < t, < t, < b, . In particular, in view of well-known 
criteria for nonoscillation, (see, for example, Reid [Z4], Theorem 3.1; 
[25], Theorem 5.1), if Y(t, s), Z(t, s) are n x n matrices whose respective 
column vectors are solutions of (5.1) as functions of t, and satisfy the initial 
conditions Y(J, s) = E, Z(s, s) = 0, and Z. is a subinterval of Z such that 
s E IO and Y(t, s) is nonsingular for t E I, , then (5.1) is nonoscillatory on IO. 
With the aid of Theorem 4.2, the following uniformity condition may be 
established readily. 
THEOREM 5.1. Let r = r(A, , As , A,, A,) denote the class of systems 
(5.1) for which (Ho) h o Id s and A, B, C belong to respective sets AA , A,, A, 
of matrix functions, each of which is sequentially weakly self-compact in ennn, 
while M belongs to e set AM in b2&, such that 1 M(a)\ + V(b : M) is bounded 
on A, and A, is closed under pointwise convergence. Then there exists a 6 > 0 
such that, if Z, is a subinterval of Z of length not exceeding 6, then all systems 
of r are nonoscillatory on IO . 
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(c) The limit theorems of Sections 3 and 4 may also be applied to establish 
for some types of boundary problems the existence of proper values possessing 
certain extremizing properties. For simplicity, attention will be restricted 
to the scalar boundary problem 
Ye + @(t)y = 0, Y(O) = 0 = Y(l), (5.2) 
where p(t) is a real-valued nonnegative integrable function satisfying 
s lp(t) dt =M, (5.3) 0 
and M is a given positive constant. For each such p(t), the problem (5.2) 
has a sequence of proper values {An> with corresponding proper functions 
y,(t) which may be normalized so that 
s l~(t)y,(t)~m(t) dt = hzwz 9 (n, m = 1, 2 ,... ), 0 
and A, is characterized as the minimum of s,’ T’~ dt on the class of real-valued 
q(t) a.c. on [0, 11, with 
q'(t>e ey0, 11, q(O) = 0 = 71(l), j1p(t)~2(l)dt = 1,jh yn(t) rl(t) dt = 0 
0 0 
for n < m. 
If 0 < M < H < co, and E(M, H) d enotes the class of real-valued 
nonnegative integrable functions satisfying (5.3), and for which 0 < p(t) < H 
on [0, I], then E(M, H) is a sequentially weakly self-compact set in 9[0, I], 
and with the aid of Theorem 3.2 one may prove readily that for each positive 
integer m there exists a pm(t) E E(M, H) such that in the class of problems 
(5.2) with p(t) E E(M, H) the mth proper value Am is a minimum for p = 9, . 
On the other hand, if E(M) denotes the class of real-valued nonnegative 
integrable functions satisfying (5.3), then E(M) is not a sequentially weakly 
self-compact set in L![O, 11, and Theorem 3.2 is not applicable; indeed, there 
is nop, E E(M) for which X,(p,) is a minimum. However, ifp(t) E E(M) then 
At : P) = j; P(S) ds, O<t<l 
is a member of the class A, of monotone nondecreasing functions p on [0, l] 
with ~(0) = 0, ~(1) = M. Upon considering the generalized differential 
systems 
I 
Yl = Yz 9 dh = --h[rlCLl~l, Yl(O> = 0 = Ydl)? 
having p E A,, then with the aid of Theorem 4.2 it follows readily that for 
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each positive integer m there is a pm E A, such that A,(& exists, and if 
p E A, and Am(p) exists, then A&) >, &&,J. Indeed, it may be shown that 
p,(t) is a step function with precisely m steps on (0, 1). Such a &t) is not 
of the form P(L : p) with p E E(M); h owever, there clearly exist sequences 
{pj} with pj E E(M) and {p(t : pJ} --+ ,~~(t) for each t E [0, I]. For a com- 
prehensive treatment of these and some more general related problems, the 
reader is referred to Krein [11] and Banks [2]. 
Similarly, for some types of self-adjoint boundary problems associated 
with generalized differential systems (5.1) the existence of proper values 
possessing certain extremizing properties may be established with the aid 
of Theorem 4.2; but for brevity no further treatment of such problems is 
considered here. 
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