Abstract-The incomplete perfect phylogeny (IPP) problem and the incomplete perfect phylogeny haplotyping (IPPH) problem deal with constructing a phylogeny for a given set of haplotypes or genotypes with missing entries.
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INTRODUCTION
A frequently encountered problem in evolutionary genetics is the construction of the evolutionary tree for a set of taxa. This problem is referred to as the problem of phylogenetic reconstruction. A phylogeny in which each mutation event is unique is called a perfect phylogeny. A given set of taxa may or may not admit a perfect phylogeny, but if they do admit a perfect phylogeny, then it is highly likely that the phylogeny is the actual evolutionary tree for the given taxa. A perfect phylogeny for the given set of taxa can be constructed in polynomial time in terms of the number of differentiating loci (henceforth referred to as "characters") when the number of states (alleles) in each character is bound by a constant [1] .
Most of the variation in the human genome is due to Single Nucleotide Polymorphisms (SNPs). SNPs are singlebase loci in the genome where multiple alleles occur in a population. A position in the human genome is generally classified as an SNP only if there are at least two alleles in that position that occur with a frequency greater than a certain threshold. It is estimated that there are 10 million SNPs in the human genome [2] . Most of the SNPs in the human genome are biallelic. Since the human genome is diploid, there are two copies of each chromosome in each cell of an individual. One of these copies is derived from the mother of the individual, and the other is derived from the father of the individual. Each of these copies is called a haplotype. Collecting haplotype data empirically is prohibitively expensive. Therefore, genome variation studies like the HapMap Project (www.hapmap.org) collect the genotype data instead. The genotype of an individual is the conflated information about the two haplotypes of the individual. A site is homozygous in a genotype if the two constituent haplotypes have the same allele in that site and heterozygous otherwise. The exact allele information for all the homozygous sites in an individual is available from the genotype of an individual. However, in case of heterozygous sites, the only information available from the genotype is that the sites are heterozygous. Haplotype data is preferred and necessary for disease association studies. Therefore, the general approach is to obtain the genotypes empirically and computationally infer the most likely pair of haplotypes that explain each genotype. This problem is called as the haplotype inference (HI) problem.
A genotype with m heterozygous sites can be the result of the conflation of any of 2 mÀ1 haplotype pairs. The fundamental issue in the HI problem is to find the most likely explanation for the genotype out of the 2 mÀ1 haplotype pairs. The haplotype-inference problem was first introduced by Clark [3] , and a parsimony-based exponential-time algorithm was presented. Gusfield [4] presented a new approach to the HI problem based on perfect phylogeny. The perfect phylogeny approach to HI is to resolve each genotype in the given set of genotypes into a pair of haplotypes so that all the resulting haplotypes in the population form a perfect phylogeny. This version of the HI problem is called the perfect phylogeny haplotyping (PPH) problem. The PPH problem is justified because of the block structure of the human genome. Multiple linear-time solutions have been presented for the PPH problem [5] , [6] , [7] , [8] , [9] .
Missing Data
Real biological data is generally incomplete, i.e., the state of some loci might not be known in each taxon. The incomplete perfect phylogeny (IPP) problem is to determine if the given set of incomplete taxa admit a perfect phylogeny. This problem is known to be NP-complete [10] , even when each character is biallelic. However, if at least one taxon in the input set is complete, any one of the complete taxa can be considered as the root for the phylogeny, and the problem then becomes the incomplete directed phylogeny (IDP) problem. The IDP problem is solvable in polynomial time [11] .
When the input consists of incomplete genotypes, the problem is called the incomplete perfect phylogeny haplotyping (IPPH) problem. The IPPH problem is clearly NP-complete since the IPP problem can be viewed as a special case of the IPPH problem in which there are no heterozygous loci. Interestingly, even the rooted version of the IPPH problem was shown to be NP-complete [12] .
In this paper, we handle the IPP and IPPH problems in their original form, without making any assumptions about the input data. Using empirical analysis, we demonstrate that the IPP problem can almost always be solved in polynomial time, even when as much as 50 percent of the input data is missing. We extend this approach to the IPPH problem and present an efficient algorithm for the IPPH problem. As stated in [13] , the necessary and sufficient conditions under which an incomplete matrix admits a unique perfect phylogeny are unknown. We solve this open problem and formulate a set of necessary and sufficient conditions under which any given IPP or IPPH instance has a unique solution. Some of the results of this paper have previously been published as a technical report [14] .
PROBLEM STATEMENT AND PREVIOUS WORK
In this paper, we exclusively deal with biallelic data. Therefore, a complete haplotype is represented by a length-m vector over the alphabet {0, 1}, where 0 and 1 are representative of the two alleles in each position. An incomplete haplotype is a length-m vector over the alphabet {0, 1, ?}, where "?" represents missing data. A complete genotype is represented by a length-m vector over the alphabet {0, 1, 2}, where "0" or "1" indicate that the corresponding SNP is homozygous in the genotype with the "0" or "1" allele, respectively, and "2" indicates that the corresponding SNP is heterozygous. An incomplete genotype is a length-m vector over the alphabet {0, 1, 2, ?}.
The perfect phylogeny T for an n Â m complete haplotype matrix M is a tree with exactly m edges that satisfies the following properties:
Each vertex V of T is labeled by a haplotype vector
LðV Þ of length m. 2. Each of the m columns labels exactly one edge in T . 3. If U and V are two adjacent vertices, and the edge ðU; V Þ is labeled by the kth column, then LðUÞ½k ¼ LðV Þ½k. The vertex labels LðUÞ and LðV Þ are identical in all other positions. 4. Each row in M labels some vertex in T . The input to the IPP problem is an n Â m matrix M over the alphabet {0, 1, ?}. Each of the n rows in the matrix represents a haplotype. The IPP problem is to determine if there is an assignment of "0" or "1" to each "?" in M so that the resulting matrix admits a perfect phylogeny.
We define the following terms. An ordered pair ða; bÞ, a 2 f0; 1g, b 2 f0; 1g, is said to be induced by a pair of ordered columns ði; jÞ if there is a row r in M such that M½r; i ¼ a and M½r; j ¼ b. The set of ordered pairs induced by a pair of columns ði; jÞ is denoted by Iði; jÞ. According to the well-established four-gamete test, the matrix M will admit a perfect phylogeny only if jIði; jÞj 3 for every pair of columns ði; jÞ.
Halperin and Karp [13] made the assumption that jIði; jÞj ¼ 3 for every pair of columns ði; jÞ in M. They call this assumption the rich data hypothesis. If an incomplete matrix M satisfies the rich data hypothesis, M will either admit unique perfect phylogeny or will not admit any perfect phylogeny at all. When the matrix M satisfies the rich data hypothesis, they presented añ OðnmÞ algorithm to recover a complete haplotype and construct the perfect phylogeny for M. In Section 5, we show that the IPP problem can in fact be solved as the perfect phylogeny problem on complete haplotype data when the rich data hypothesis is satisfied. The procedure presented in Section 5 is applicable in many situations, even when the rich data hypothesis is not satisfied.
When the root, i.e., any complete haplotype that must be in the perfect phylogeny is available, the IPP problem can be solved as the IDP problem. Peer et al. [11] present an efficient solution for the IDP problem when the root is an all-0 vector. If the root is not an all-0 vector, it can be converted into an all-zero vector by flipping (replacing each "0" by "1" and each "1" by a "0") every column that is not "0" in the root. The algorithm presented by Peer et al. [11] takes an expected time ofÕðnmÞ, where n is the number of taxa, and m is the number of characters.
In case of the IPPH problem, Kimmel and Shamir [12] present an algorithm with expected time ofÕðnm 2 Þ, when certain assumptions about the input data are satisfied. The most significant of these assumptions is that the columns in the matrix are much fewer than the number of rows. Specifically, they assume that m ¼ Oðn 0:5 Þ. Their algorithm, in fact, involves an exhaustive search through all-possible haplotype vectors that could be the root of the perfect phylogeny. For each root, they try all possible phase relationships between pairs of columns in order to search for a solution. Though their algorithm has exponential time worst-case complexity, they show that the algorithm takes Oðnm 2 Þ time when the assumptions they make are satisfied. Gramm et al. [15] introduced a special case of IPPH problem, where the perfect phylogeny is known to be a path. They show that even this restricted version of the problem, known as Perfect Path Phylogeny Haplotyping, is NP-hard.
REALIZABILITY CONDITIONS FOR THE IPP PROBLEM
In this section, we present the conditions under which a given undirected IPP instance admits a perfect phylogeny. Our algorithm for the IPP problem is based on these conditions. In the following, we introduce some definitions. For any pair of columns ði; jÞ, the set of noninduced pairs, denoted by Uði; jÞ, is given by Uði; jÞ ¼ fð0; 0Þ; ð0; 1Þ; ð1; 0Þ; ð1; 1Þg À Iði; jÞ:
The four-gamete test can be restated in terms of the noninduced pairs as in the following sentence-any matrix M (complete or incomplete) does not admit a perfect phylogeny if jUði; jÞj ¼ 0 for any pair of columns ði; jÞ. When jUði; jÞj ¼ 1, the single ordered pair ðf ij ; f ji Þ 2 Uði; jÞ is defined as the forbidden pair for the pair of columns ði; jÞ, denoted by F ði; jÞ. Throughout this paper, we follow the notation that F ði; jÞ ¼ ðf ij ; f ji Þ.
A column i is said to be nonpolymorphic if there are no "1"s or no "0"s in the submatrix M½Ã; i. It can be trivially shown that nonpolymorphic columns are uninformative and hence can be removed from the matrix without effecting the matrix in any way. Therefore, throughout the rest of this paper, we assume that every column is polymorphic in the given complete or incomplete matrix M.
Significance of the Forbidden Pairs
In a perfect phylogeny, there are certain relationships between the forbidden pairs of any three columns. In any perfect phylogeny, the topology of the tree formed by a triplet of columns ði; j; kÞ must be one of the two topologies shown in Fig. 1, i. e., the three of them must form a Y-shaped tree, as shown in Fig. 1a , or a path, as in Fig. 1b . The edges can be labeled differently, but the overall topology must be either that in Fig. 1a or that in Fig. 1b . Let ða; aÞ, ðb; bÞ, ðc; cÞ, be the pairs of alleles for the sites i, j and k respectively. Consider the labeling in Fig. 1a . There can be no vertex in the perfect phylogeny T 1 with the allele a in site i and b in site j. Hence, F ði; jÞ ¼ ða; bÞ, where f ij ¼ a and
, and f ki ¼ f kj , irrespective of how the edges are actually labeled. Similarly, for the topology in T 2 , f ij ¼ f ik , f ki ¼ f kj , and f ji ¼ f jk , where j is the column in the middle. Therefore, in any perfect phylogeny, there are some restrictions and associations between the forbidden pairs of triplets of columns. In the following sections, we present a formalization for these associations.
The 3-Way Compatibility Expression
For any three distinct columns i, j, and k with F ði; jÞ ¼ ðf ij ; f ji Þ, F ðj; kÞ ¼ ðf jk ; f kj Þ, and F ði; kÞ ¼ ðf ik ; f ki Þ, we define the 3-way compatibility expression, denoted by Rði; j; kÞ:
where
Here, "þ" is the logical OR operator, and "È" is the logical XOR operator. We define the three columns i, j, and k to be 3-way compatible if Rði; j; kÞ ¼ 1 and 3-way incompatible if Rði; j; kÞ ¼ 0.
Theorem 1.
An incomplete matrix M with jIði; jÞj ¼ 3 for every pair of columns i and j admits a perfect phylogeny iff Rði; j; kÞ ¼ 1 for every triplet of columns ði; j; kÞ.
Proof. We first prove that M does not admit a perfect phylogeny if Rði; j; kÞ ¼ 0 for any triplet of columns ði; j; kÞ. Since the expression R is symmetric with respect to E i , E j , and E k , we only prove the case when
Since jIði; jÞj ¼ 3 and F ði; jÞ ¼ ðf ij ; f ji Þ, the pair ðf ij ; f ji Þ is in Iði; jÞ, and there will be a row r 1 in M with M½r 1 ; i ¼ f ij ¼ f ik and M½r 1 ; j ¼ f ji ¼ f jk , as shown in Fig. 2 . Similarly, there will be a row r 2 in M with M½r 2 ; i ¼ f ik ¼ f ij and M½r 2 ; k ¼ f ki , as shown in Fig. 2 . Without loss of generality, assume that M½r 1 ; k ¼ ? and M½r 2 ; j ¼ ?. We will show that any assignment of values to M½r 1 ; k and M½r 2 ; j leads to a forbidden pair for some pair of columns.
Since M½r 1 ; i ¼ f ik and M½r 1 ; j ¼ f jk , in order to avoid a forbidden pair in row in r 1 , we must assign
In row r 2 , since M½r 2 ; i ¼ f ij , M½r 2 ; j must be equal to f ji in order to avoid F ði; jÞ. However, since f ji ¼ f jk , this means that f ki cannot be equal to f kj in order to avoid having F ðj; kÞ in r 2 . Therefore, it is not possible to complete both the rows r 1 and r 2 without introducing the forbidden pair in some pair of columns. Hence, the matrix M does not admit a perfect phylogeny when Rði; j; kÞ ¼ 0 for any triplet of columns. Now, we prove that M admits a perfect phylogeny when Rði; j; kÞ ¼ 1 for every triplet of columns ði; j; kÞ. This means that we should be able to assign values to all missing entries in M without inducing the forbidden pair for any pair of columns. The proof is by contradiction. Assume that there is some entry M½r; k ¼ ?, which cannot be assigned a value without forcing a forbidden pair for some pair of columns. This can only happen if there are at least two columns i and j such that M½r; i ¼ f ik , M½r; j ¼ f jk , and f ki ¼ f kj . If M½r; k is set to f ki , F ði; kÞ will be induced into row r. Since Rði; j; kÞ
This implies that F ði; jÞ is already induced by the row r. However, this is not possible, since we know that jIði; jÞj ¼ 3. Therefore, there can be no such entry M½r; k in M, and every "?" in M can be assigned a 0 or 1 so that there is a perfect phylogeny for the resulting matrix.
t u Theorem 1 can be better understood from the matrix representation of the forbidden pairs shown in Fig. 2b . The variables along the diagonal are not defined. The terms E i , E j , and E k in Rði; j; kÞ are relationships between the two variables in the rows i, j, and k, respectively. E i , E j , or E k will be zero if the two variables in the corresponding row are not equal to each other. The columns ði; j; kÞ will be 3-way compatible if variables in at least two rows are equal to each other.
In some situations, Theorem 1 allows us to define F ði; jÞ even if it is not directly induced by the matrix M. For example, consider the case when F ði; kÞ and F ðj; kÞ are known, and f ki ¼ f kj . Applying Theorem 1 will tell us that f ij must be equal to f ik , and f ji must be equal to f jk if M is to admit a perfect phylogeny. Hence, we can indirectly define F ði; jÞ in this case using Theorem 1.
Conditions for Any Incomplete Matrix M
In the following, we answer the following question: Given an incomplete matrix M in which jIði; jÞj < 3 for some pairs of columns ði; jÞ, is there an assignment F ði; jÞ ¼ ðf ij ; f ji Þ for every pair of such columns ði; jÞ that leads to a perfect phylogeny? In other words, is it possible to have a matrix in which the forbidden row cannot be defined for some pairs of columns and every possible assignment of forbidden pairs results in a matrix that does not admit a perfect phylogeny, but the original incomplete matrix does admit a perfect phylogeny? To answer this question, we need to first examine the circumstances under which jIði; jÞj can be less than 3 for two columns i and j in a complete matrix M that admits a perfect phylogeny. We will later (in Theorem 2) extend these conditions to an incomplete matrix. Property 1. For any pair of columns i and j in a complete matrix M that admits a perfect phylogeny, 2 jIði; jÞj 3.
Property 2. For any pair of columns i and j in a complete matrix M that admits a perfect phylogeny, jIði; jÞj ¼ 2 only if i and j label the same edge in T .
Property 1 directly follows from the fact that every column in M must be polymorphic. Property 2 is evident from Fig. 3a . Let i and j label the two edges as shown, with the two alleles of the site i being a and a and the two alleles of the site j being b and b. As shown, the state of the columns ði; jÞ is ða; bÞ at vertex A and ða; bÞ at vertex B. If there is any internal node C in the path from A to B (other than A and B), the state of C will be ða; bÞ. When jIði; jÞj ¼ 2, there can be no such third node C. Therefore, i and j must label a single edge connecting the nodes A and B.
Property 2 leads to an additional result. Since Iði; jÞ ¼ fða; bÞ; ða; bÞg when jIði; jÞj ¼ 2, Iði; jÞ must be either {(0, 0),
Theorem 2. An incomplete matrix M with jIði; jÞj < 3 for some pairs of columns ði; jÞ admits a perfect phylogeny iff there is a matrix M 0 obtained by adding additional rows to M so that 1) jIði; jÞj ¼ 3 for every pair of columns ði; jÞ in M 0 , and 2) M 0 admits a perfect phylogeny.
Proof. Let M be a matrix that admits a perfect phylogeny T . Without loss of generality, we assume that every column in M is polymorphic (Nonpolymorphic columns are uninformative and can be removed from M without affecting the perfect phylogeny for M in any way). From Property 1, we know that Iði; jÞ ! 2 for every pair of columns ði; jÞ in a complete matrix M. Let c 1 and c 2 be two columns that label the same edge in T , as depicted by the edge ðA; BÞ in Fig. 3b . From Property 2, we know that jIðc 1 ; c 2 Þj ¼ 2 in M. Clearly, the node labels of A and B are identical except in the sites c 1 and c 2 . If c 1 ¼ a and c 2 ¼ b at A, c 1 and c 2 will be a and b at B. We can always introduce a new node C so that c 1 labels the edge ðA; CÞ and c 2 labels the edge ðB; CÞ by introducing an extant leaf C 0 , as shown in Fig. 3c . At vertices C and C 0 , c 1 ¼ a and c 2 ¼ b, and every other column takes the same value as at nodes A and B. If we add the label of the leaf C 0 to M 0 , jIðc 1 ; c 2 Þj will be equal to 3 in M 0 . The same can be done for every pair of columns ði; jÞ for which jIði; jÞj ¼ 2 in M. Hence, for every incomplete matrix M that admits a perfect phylogeny, there will be a matrix M 0 in which jIði; jÞj ¼ 3.
t u
Because of Theorem 2, we can use the 3-way compatibility expression to determine if a given matrix M admits a perfect phylogeny, even if jIði; jÞj < 3 for some pairs of columns in M. If M admits a perfect a phylogeny, F ði; jÞ can be defined for every pair of columns ði; jÞ. Applying the 3-way compatibility expression on any triplet of columns i, j, and k, we obtain the following set of equations:
In total, there will be mðm À 1Þðm À 2Þ=2 such equations, since there are mðm À 1Þðm À 2Þ=6 possible ways to choose i, j, and k. The incomplete matrix will admit a perfect phylogeny only if there is an assignment of 0 or 1 to each variable that satisfies all these equations. In the special situation in which at least two out of the four variables in each expression can be assigned a value, the problem can be reduced to the 2-SAT problem and can be solved in polynomial time.
For any pair of columns ði; jÞ, if jIði; jÞj ¼ 3, then both f ij and f ji will be known. When jIði; jÞj ¼ 2, either f ij or f ji will be known, or one of them can be expressed as the other or the complement of the other. For instance, Iði; jÞ ¼ ð0; 0Þ; ð0; 1Þ f g) Fði; jÞ 2 ð1; 0Þ; ð1; 1Þ f g ) f ij ¼ 1:
Similarly,
Iði; jÞ ¼ ð0; 0Þ; ð1; 1Þ f g) Fði; jÞ 2 ð1; 0Þ; ð0; 1Þ f g
)
When jIði; jÞj ¼ 1, f ij and f ji will be related by a disjunction. For instance,
Iði; jÞ ¼ ð0; 0Þ f g) Fði; jÞ 2 ð1; 0Þ; ð0; 1Þ; ð1;
For the matrix M to admit perfect phylogeny, the above disjunctions have to be satisfied in addition to (3).
Properties of the Forbidden Pairs
It is convenient to represent the forbidden pairs using an m Â m matrix F , where F ½i; j ¼ f ij 8 ði; jÞ, i 6 ¼ j. The diagonal of the matrix, i.e., F ½i; i 8 i, is not defined. When jIði; jÞj ¼ 3, both f ij and f ji can be assigned a value of 0 or 1. When jIði; jÞj < 3, we might be able to define one of the two variables ðf ij ; f ji Þ or introduce an equality or disjunction relationship between the two variables.
In any phylogeny T , we denote the node-label of a node V using the notation LðV Þ. LðV Þ is a length-m haplotype vector. The following are some interesting properties of F . Property 3. Exactly two node labels in T can be obtained from each column in F .
Assume the matrix M admits a perfect phylogeny T . Therefore, every column i in M labels a unique edge in T . Let a column c label an edge ðU; V Þ, where U and V are nodes in T . We show how to construct the node labels of U and V from F . Without loss of generality, let LðUÞ½c ¼ 0, and LðV Þ½c ¼ 1, as shown in Fig. 4 . For any column i in T , the state of the column i at both the nodes U and V will be f ic . This is irrespective of which "side" of c the column i appears in T , as is evident from the columns i and j shown in Fig. 4 . Therefore, if we know f ic for every site i, we will be able to build the node labels for both the vertices U and V .
i.e., if every entry (except F ½c; c, which is not defined) in the column c in F is known, we can construct the node labels for the two nodes that define the edge labeled with column c.
Let
Another interesting property of F is that each node label in T can be obtained directly from some column in F . As described above, each column c in F describes the two node labels LðUÞ, LðV Þ, where ðU; V Þ is the edge labeled by the site c in T . Therefore, we can derive the node label of any node X in T from any column i that labels an edge incident on X. There can be at most m þ 1 nodes in T , and we can obtain 2m node labels from F . The number of times a node label is repeated in these 2m node labels gives the degree of the corresponding node in T . For example, refer to Fig. 5 . A phylogeny T is shown in Fig. 5a , and the corresponding forbidden matrix F is shown in Fig. 5b . The node label {01100} can be derived from any of the three columns c 2 , c 4 , or c 5 in F . As the node with the label {01110} is a leaf in the tree, it can be derived from only one column (column c 4 ) in F . Also, notice that any row that is all-0 or all-1 in F is a site that is incident on a leaf in T . All three leaves of the tree satisfy this property.
REALIZABILITY CONDITIONS FOR THE IPPH PROBLEM
The input to the IPPH problem is a matrix M ¼ f0; 1; 2; ?g nÂm . Each row in the matrix M represents a genotype. Each genotype contains the conflated information about two haplotypes. Let H 1 and H 2 be two haplotype vectors that are conflated to produce a genotype G. If H 1 and H 2 have the same allele in a site i, i.e., if H 1 ½i ¼ H 2 ½i ¼ a, a 2 f0; 1g, then G½i ¼ a. On the other hand, if the site i is heterozygous in G, G½i ¼ 2.
Formally stated, the IPPH problem is to determine if there is a 2n Â m complete haplotype matrix A so that we have the following: 
The matrix
The IPP problem can be viewed as a special case of the IPPH problem in which there are no "2"s in the matrix M. Therefore, the discussion and results in Section 3 are applicable for the IPPH problem too. The only difference is that the definition of the induced rows is slightly different, and an additional set of constraints apply on triplets of columns that are all "2" in the same row.
Since all the three columns i, j, and k are heterozygous, i, j, and k must mutate in the path between the two haplotypes for the row r in any perfect phylogeny T for M. Hence, any companion triplet of columns must form a path topology, as shown in Fig. 1b . There are three ways in which the columns i, j, and k can label three edges in an undirected path, each corresponding to the columns i, j, or k labeling the "inner" edge in the path. This restriction on a companion triplet of columns can be expressed in terms of the forbidden pairs as
where E i , E j , and E k are as described in Section 3.2. It can easily be seen that E i E j E k ¼ 1 iff the columns i, j, and k form a path with i in the middle. Similarly, the other two terms in (4) correspond to j being in the middle and k being in the middle. Equation (4) can be simplified to the following form:
If a pair of columns ði; jÞ are both "2" in a genotype, the pair of columns can be expanded as either {(0, 0), (1, 1)} or {(0, 1), (1, 0)} in the two haplotypes for the genotype. It has been previously established [16] , [6] , [9] that every genotype in M in which the columns i and j are "2" must be expanded the same way if M is to admit a perfect phylogeny. This relationship between a pair of columns is defined as the phase between the two columns [6] , [9] . The phase between the pair of columns ði; jÞ is represented as P ði; jÞ. In terms of the forbidden pairs, the phase between a pair of columns ði; jÞ can be expressed as P ði; jÞ ¼ 1 È f ij È f ji . The genotype matrix M will admit a perfect phylogeny iff (3) is satisfied on every noncompanion triplet of columns, and (5) is satisfied on every companion triplet of columns.
Assume that the matrix M admits a perfect phylogeny T . If three columns i, j, and k are all "2" in some row r of the matrix M, the pairwise phase relationships will have some interdependencies, very similar to those introduced in [6] . Let H 1 and H 2 be the two haplotypes that combine to produce the row r in M. Since i, j, and k are all "2" in row r, H 1 and H 2 differ in all three columns i, j, and k. In T , the path between the vertices labeled with H 1 and H 2 must contain all the three edges labeled with i, j, and k. Theorem 3 establishes the interdependencies between the pairwise relationships. Theorem 3 for the rooted PPH problem was first introduced by Bafna et al. [16] using different terminology. Here, we present a generalized version of the theorem that is applicable to the unrooted version of the problem.
Theorem 3. In any genotype matrix M that admits a perfect phylogeny, if three columns i, j, and k are all "2" in some row r, then the pairwise phase relationships are related by the expression P ði; jÞ È P ðj; kÞ ¼ P ði; kÞ.
Proof. Let us consider the arrangement in Fig. 6a . Let the two alleles for columns i, j and k be fa; ag, fb; bg, and fc; cg, respectively. Let a, b, and c be the alleles on the left of edges labeled i, j, and k in Fig. 6a . Therefore, the vertex labels will be ða; b; cÞ (labeling H1), ða; b; cÞ (any vertex between the edges i and j), ða; b; cÞ (any vertex between the edge j and k), and ða; b; cÞ (labeling H2). Clearly, F ði; jÞ ¼ ða; bÞ, F ði; kÞ ¼ ða; cÞ, and F ðj; kÞ ¼ ðb; cÞ. Hence,
ALGORITHMS
The algorithms we present in this section for the IPP and IPPH problems are enumerative algorithms-they essentially do an exhaustive search of all possible arrangements that might result in a perfect phylogeny. However, the search space can be reduced by applying the conditions explained in the previous sections. This reduction of search space happens to be so effective that most practical instances of the problems can be solved in less than a second on a commodity CPU. The brute-force enumerative solution for IPP and IPPH problems will be to try all possible assignments for all the unknown entries in F until we obtain an assignment that satisfies (3) and (5) on each triplet. We can then build the perfect phylogeny from F . However, this approach might be impractical, since there can be quite a few unassigned entries in F , and the computational complexity would be exponential in terms of the number of unassigned entries in F . Our approach, instead, is to apply (3) and (5) on triplets of columns in order to fill F to the fullest extent possible. If all the entries in a complete column of F are filled using this procedure, we can convert the unrooted version of the problem into a rooted version of the same problem. For both the problems, solving the rooted version of the problem is much simpler, and the rooted version of the IPP problem can be solved in OðmnÞ time.
An Algorithm for the IPP Problem
In the following, we present a practical algorithm for the IPP problem. For simplicity of illustration, we assume that each column in the input matrix M is polymorphic. As described earlier, nonpolymorphic columns in M are uninformative and will not label any edges in the perfect phylogeny for M. We also assume that there are no complete rows in M, as the problem can be solved as the IDP problem if there is a complete row in M. The algorithm first constructs the forbidden matrix F from M. If there is a complete column in F , the root of the phylogeny can be derived from this complete column, as described in Section 3.4, and the problem can again be solved as the IDP problem. In the following, we assume that no such complete column is directly available from the data.
Obtaining all possible information from F . If there is no complete column in F , we apply condition Rði; j; kÞ ¼ 1 on triplets of columns, in order to obtain assignments for unknown entries. We continue to do this until either all the entries in a column or assigned or until no further information can be obtained from F . In general, if two of the four variables in any of the three expressions in (3) are known, it might be possible to infer some information about the others. This step of obtaining all the possible information from F can be implemented to run inÕðm 3 þ nm 2 Þ time. Solving the IPP problem. After obtaining all possible information from F , if all the entries in any column are assigned values, the root of the phylogeny can be obtained as described in Section 3.4, and the IPP problem can be solved as the IDP problem. If a complete column is not available, we select the most complete column in F and obtain all possible assignments for the unassigned entries in this column. Each assignment can be solved as an IDP problem. The computational complexity of this step will be exponential in terms of the number of unassigned entries in the most complete column of F . A high-level description of the algorithm is given in Fig. 7 .
Uniqueness of the solution. A given incomplete matrix M will have a unique perfect phylogeny if there is a unique way of filling F so that (3) is satisfied on every triplet of columns. Each complete matrix F that satisfies (3) has a unique perfect phylogeny T . This is because a complete matrix F refers to a hypothetical matrix M 0 in which Ijði; jÞj ¼ 3 for all pairs of columns. The incomplete matrix M consists of a subset of rows from M 0 .
Algorithm for the IPPH Problem
Our IPPH algorithm is fundamentally similar to the IPP algorithm described in Section 5.1. The approach is to obtain all the information that can be obtained by applying (3) and (5) on triplets of columns until no further information can be obtained. In practice, this leads to a situation in which at least one column in F is complete or nearly complete. Once a complete column in F is known, the IPPH problem can be converted to the directed IPPH problem. However, as even the directed IPPH problem is NP-complete, obtaining the root does not lead to a solution for the IPPH problem. We present an enumerative algorithm for the directed IPPH problem. This enumerative algorithm is based on the IDP algorithm presented in [11] and makes a maximum use of the information available from the matrix F . In fact, if the forbidden matrix F is complete, this algorithm will, in principle, be the same as the IDP algorithm presented in [11] . Enumerative algorithm for the directed (rooted) IPPH problem. We first present a brief overview of the enumerative algorithm for the directed IPPH problem. The algorithm tries to construct the tree starting at the root. In order to build the subtree under any node in the tree, the algorithm tries to find a column that must label an edge incident on the node. We term such a column as a branching column from the node. There could be multiple branching columns at any node. A column that can be a branching column needs to satisfy certain conditions, and the search for the branching column can be narrowed down to a few columns based on these conditions. Once the algorithm finds a branching column, the problem can be divided into two independent subproblems: All the haplotypes that must be in a subtree under the branching column form one subproblem, and all the remaining haplotypes form the other subproblem. For each candidate branching column, there can be multiple ways of distributing the haplotypes into two subproblems. The selection of a branching column and distribution of the haplotypes into subproblems force some assignments to the unknown entries in the input matrix. Each possible branching column and each possible distribution have to be tried in order to see if they can lead to a perfect phylogeny. The procedure is repeated for each subproblem. The algorithm halts when it arrives at a perfect phylogeny or when all the possible choices for branching columns and partitions have been tried out. A more detailed explanation of the algorithm follows. We assume that the root is an all-zero vector. When the given root is not an all-zero vector, a simple transformation of F and M can be performed to ensure that the root is an all-zero vector-for every column that is "1" in the root, we can complement the corresponding row in F and column in M in order to ensure that the root is an all-zero vector. A 2ðm þ nÞ Â m matrix B is constructed as follows:
1. The first 2m rows in B are incomplete or complete haplotypes derived from F . Two haplotypes are derived from each column in F , as described in Property 4. 2. The remaining 2n rows in B are genotypes or haplotypes derived from M:
. If a row r in M has exactly one column i that is "2," B½2m þ 2r; i ¼ 0 and B½2m þ 2r þ 1; i ¼ 1.
In every column j 6 ¼ i,
. If a row r in M has no "2"s or has multiple "2"s,
The matrix B has the following properties:
1. Every IPPH solution for B is an IPPH solution for M.
Every IPPH solution for M is an IPPH solution for B.
Decomposing matrix B into smaller matrices. The very first step of the algorithm is to find if the matrix B can be split into independent submatrices. Each independent submatrix can then be solved using the enumerative algorithm.
Let C be the set of columns in B, and let R be the set of rows in B. A graph G 2 ¼ ðV ; EÞ is constructed, where V ¼ C S R, and the edge ðc 1 ; c 2 Þ 2 E if there is a row r in which B½r; c 1 2 f1; 2g and B½r; c 2 2 f1; 2g. Also, the edge ðr; cÞ 2 E if B½r; c 2 f1; 2g. We determine the connected components of G 2 .
We call the graph G 2 as the 2-dependency graph. If two columns are both in the same connected component of G 2 , there might be some relationships between two columns that need to be satisfied in order to build a perfect phylogeny for B. On the other hand, if two columns are in different connected components of G 2 , they are completely independent of each other.
The columns and rows in each connected component of B form a completely independent subproblem. In any row r of B, all the columns that do not belong to the same connected component as r can be set to "0." Because of the way the matrix B is built, for each column c in B, there will be at least one row r in B with B½r; c ¼ 1. Hence, each column c will be in a nontrivial connected component of G 2 , where as there can be rows in B that form isolated vertices in G 2 . The overall effect is that the matrix B can be divided into a set of submatrices as shown in Fig. 8a . All the entries outside each submatrix can be set to "0." The columns in each nontrivial connected component in G 2 form a subtree of the phylogeny for the matrix B, as shown in Fig. 8b . This decomposition is very similar to the decomposition on a haplotype matrix presented in [11] .
Solving each submatrix. For each submatrix B i , i 2 f1; . . . ; kg, we need to check if the matrix B i admits a perfect phylogeny. The fundamental approach at this stage is to select a branching column c b and to divide B i into two submatrices H 0 and H 1 , as shown in Fig. 9a . In the matrix B i , there might be multiple choices for the branching column c b . For each such choice, there might be multiple ways of distributing the columns between H 0 and H 1 . In order do this efficiently, we do the following.
For the submatrix B i , let C i be the set of columns in B i , and let R i be the set of rows in B i . We construct a graph G All columns that can be semiuniversal are candidates for the branching column. At least one of these columns must be a branching column at this level. For each branching column c b , we need to test all possible ways of distributing the columns in B i between the two matrices H 0 and H 1 . The following properties are taken into consideration while distributing the columns between H 0 and H 1 : If the matrix H 0 or H 1 created in this fashion does not have any 2s, it can be solved as an instance of the IDP problem. Otherwise, each of these submatrices is again subject to further decomposition. The process is repeated recursively until a solution is found or until all possible choices for splitting B i into H 0 and H 1 fail. If all possible choices for H 0 and H 1 fail, a different branching column is selected. If all candidate branching columns fail to produce a solution, the matrix B i does not admit a perfect phylogeny. Fig. 11 demonstrates the process of splitting B i into H 0 and H 1 through an example. Consider the matrix B i in Fig. 11a . There are three nontrivial connected components in the graph G semiuniversal. Notice that the column c 1 cannot be semiuniversal because of the row r 10 as c 1 and c 2 are in the same connected component, and B i ½r 10 ; c 1 ¼ 0 and B i ½r 10 ; c 2 ¼ 2.
Let us assume we pick c 2 as the branching column. Now, we need to split B i into H 0 and H 1 based on c 2 . As c 2 is in D 1 , all the columns in D 1 must be in H 1 . Since B i ½r 8 ; c 2 ¼ 0 and r 8 is in D 3 , D 3 must be in H 0 . D 2 , however, can be either in H 0 or in H 1 , and both the possibilities must be tested. Consider the case when D 2 is included in H 1 . Since the rows r 10 and r 11 have 2s in both H 0 and H 1 , each one of them is phased into two rows, with one of them going into H 1 , and the other going into H 0 , as indicated by the rows r Fig. 11b . Since the row r 12 has 2s only in the columns in H 0 , it is copied into H 0 without phasing. All the entries out side H 0 and H 1 must be set to 0.
A high-level description of the complete IPPH algorithm is given in Fig. 12 .
RESULTS
We have implemented the algorithms in C++. The implementation is available from http://www.cs.ucf.edu/ rvijaya/ipph/. The algorithms were tested on simulated data. We first generate complete haplotype matrices that admit perfect phylogenies using the program MS [17] . For the IPPH case, we combine consecutive rows in the haplotype matrix to form genotypes. We then create incomplete haplotype/genotype matrices from these complete matrices by converting each entry in the matrix to a "?" with a fixed masking probability p. The incomplete haplotype/genotype matrices created in this fashion are inputs to the IPP/IPPH algorithms. The algorithms were tested on a Pentium 3.2-GHz machine running redhat Linux.
Results of the IPP Algorithm
The IPP algorithm was tested on data sets with m and n ranging from 50 to 100. The input data was generated so that the minimum allele frequency for any site is at least 2 percent. For each data set, incomplete matrices were created with masking probability p ranging from 0.1 to 0.5. The motivation in selecting data sets of this size is to test the performance of the algorithm under the worst possible scenarios. When m is large, and n is equal to or even less than m, very little information is available from the input matrix.
The experiment was repeated 1,000 times for each problem size and each value of p. Interestingly, the input data sets never satisfied the rich data hypothesis on all pairs of sites. A complete haplotype was only available for very few data sets (< 5 percent of the data sets with p ¼ 0:1). Table 1 shows that just building the forbidden matrix F (which takes Oðnm 2 Þ time) or applying the condition Rði; j; kÞ ¼ 1 on triplets (which takesÕðm 3 Þ time) is sufficient, in most cases to convert the IPP problem into the IDP problem. It is evident from the results that even with 50 percent missing data, the root can be effectively inferred from the matrix F in most situations. In the cases in which a complete column was not available in F even after applying Rði; j; kÞ ¼ 1 on triplets of columns, there were at most five unknown values in the most complete column. Therefore, the maximum number of root vectors tested (number of IDP instances tried) for any data set never exceeded 32. Table 2 shows the average number of roots (average number of IDP instances) that had to be tested for each test case. It can be seen that this quantity is very close to 1 for all test cases with p 0:4. Even for the most difficult problem with n ¼ 50 and m ¼ 100 with 50 percent of the input data missing, the average number of IDP instances that needed to be tested was just 1.49. The performance of the algorithm in terms of speed is shown in Table 3 . All the times are averages over 1,000 runs. The standard deviation for the runtimes varied greatly and was as high as 20 percent for some test cases. It can be seen that the time taken is less than 0.1 second for all problem sizes. Also, it can be seen that time taken for a given problem size did not vary much with masking probability.
Results of the IPPH Algorithm
The IPPH problem is significantly harder than the IPP problem, as there is no polynomial-time solution even when the root is known. Therefore, to establish the usefulness of the algorithm, we tested the algorithm on a practical 200 Â 30 data set, in addition to the test cases presented above. Though Kimmel and Shamir [12] have also tested their algorithm on matrices of size 200 Â 30, their matrices were generated from a maximum of nine distinct haplotypes. Since the only restriction we apply on the data is that the minimum allele frequency be greater than 2 percent, our input data sets can have up to 50 distinct haplotypes. Therefore, we are dealing with problems that are much harder to solve. Our algorithm has performed extremely well on all the problem sizes.
For the problem sizes we are dealing with here, we consider that the algorithm has failed on the data set if the algorithm takes longer than 60 seconds to come up with a solution. There are very few input matrices on which the algorithm took more than one minute. In very few instances of the problem, the algorithm took up to 10 hours to complete. Table 4 presents the results for the problem size of 200 Â 30. The error rate is the average percentage of loci in original haplotype matrices that are incorrectly recovered. Notice that the algorithm takes less than 0.1 second nearly 95 percent of the time, even with 50 percent missing data. The algorithm completed in less than a second in more than 99.4 percent of the cases with 50 percent missing data.
Performance of the IPPH algorithm on more difficult data sets is presented in Table 5 . As can be seen, the algorithm takes less than two seconds on most of the test cases. Even for p ¼ 0:5, greater than 97 percent of the instances complete in less than one minute. Note that the algorithm is extremely fast on data sets with 10 percent missing data. As no more than 10 percent of the data is missing in case of real genotype data, the algorithm is very practical for application on real genotype data.
Conclusion
The algorithms presented in this paper, though very efficient, are mainly of theoretical significance. This is because large data sets of real haplotype/genotype data often contain a direct violation of the 3-gamete rule and hence seldom admit a perfect phylogeny. The results presented in this paper can be of practical significance if they can be extended to handle imperfect phylogenies. (1973-1976, 1982-1986, and 1992-1994 . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
