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Abstract
In this thesis the design, construction process and the performance of two fem-
tosecond optical parametric oscillators and one second–harmonic generation fem-
tosecond pulse shaper is described. One oscillator was applied to gas sensing
while potential applications of other devices are outlined.
A Ti:sapphire oscillator was used to pump a periodically–poled lithiumniobate–
based optical parametric oscillator. This signal–resonant device was configured
to produce broadband idler pulses tunable in the range of 2.7–3.4 µm. This wave-
length coverage was matched to the ν3 optical absorption band of methane, and
Fourier–transform spectroscopy of a CH4:N2 mixture was implemented by em-
ploying a mid–IR silica photonic bandgap fibre simultaneously as a gas cell and
an optical waveguide. Methane sensing below a 1% concentration was demon-
strated and the main limiting factors were identified and improvements sug-
gested.
Another optical parametric oscillator was demonstrated which was pumped
by a commercial Yb:fibremaster oscillator/power amplifier system andwas based
on a periodically–poled lithium niobate crystal. The signal was tunable between
1.42–1.57 µm and was intended as a source for a subsequent project for waveg-
uide writing in silicon. The oscillator was a novel long–cavity device operating
at 15 MHz. The 130 nJ pump pulse energies allowed for 21 nJ signal pulses at
a pump power of 2 W. The performance of the oscillator was characterised via
temporal and spectral measurements and the next steps of its development are
outlined.
Finally a pulse shaper based on second harmonic generation in a grating–
engineered periodically–poled lithium niobate crystal was demonstrated. Pulses
from a 1.53 µm femtosecond Er:fibre laser were compressed and then used as the
input to the shaper. The performance of the shaper was tested by performing
cross–correlation frequency–resolved optical gating measurements on the output
second harmonic pulses and this confirmed the successful creation of multiple
pulses and other tailored shapes including square and chirped pulses, agreeing
well with theoretical calculations.
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Chapter 1
Introduction
Since the invention of laser in 1960 [1.1,1.2], when massive and well–controllable
light intensities became readily available in laboratories, industry, and even in
everyday life, there has been a huge interest in exploiting the light–matter inter-
actions achievable under these extreme conditions for obtaining the whole family
of nonlinear optical effects. The nonlinear effects in question are widely used for
light frequency conversion, ultrashort pulse generation and characterisation as
well as the construction of new, otherwise unobtainable laser–like sources show-
ing some interesting, unique and useful properties.
Optical frequency conversion using the nonlinear response of certain crystals,
demonstrated as early as the next year after laser devices became available [1.3,
1.4, 1.5] is nowadays a very important technique for building tunable lasers and
is generally capable of extending the spectrum available from these sources to
the entire range from terahertz (λ ≈ 1 mm) to X–ray wavelengths (λ ≈ 1 nm).
Nonlinearities suitable for the construction of laser sources based on Kerr–lens
modelocking (as originally demonstrated using the Ti:sapphire crystal [1.6]), and
the broad extension of the available bandwidth of ultrafast lasers became possi-
ble due to the nonlinear effects in optical fibres and other materials [1.7, 1.8, 1.9].
Also, pulse measurement techniques in the ultrashort–duration regime rely on
nonlinear processes to exactly characterise these phenomena, which are far too
fast for any electronics–based monitoring system.
The unique properties of many nonlinear crystals can be used for even more
versatile pulse generation and characterisation. Somematerials are naturally suit-
able for certain applications under carefully chosen conditions, but others can be
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freely designed and engineered using special formulæ and manufacturing tech-
niques to configure favourable properties for dedicated processes or to become
the basis of novel, versatile light sources. The most notable example of such en-
gineering would be the periodic poling of a ferroelectric crystal to obtain a non–
birefringent phasematching for a nonlinear process, first proposed by Armstrong
et al. [1.10] and Franken et al. [1.11]. A more sophisticated application is the di-
rect design of a crystal transfer function by aperiodic poling for the generation of
shaped femtosecond pulses [1.12, 1.13].
In this PhD thesis I am presenting several studies involving complementary,
novel applications of poled nonlinear crystals, describing the details of design–
related theory and calculations, together with the experimental configurations
and results. I begin with a general introduction to the fundamental concepts of
nonlinear crystal optics.
1.1 Linear pulse propagation in dispersive media
1.1.1 Gaussian pulses
A simple case of an optical pulse useful for estimating the linear and nonlinear
effects for its propagation is the Gaussian pulse, i.e. the spectral amplitude is a
Gaussian function:
E(ω) = E0 exp
[
− (a + ib)ω2
]
(1.1)
with the full–width at half–maximum (FWHM):
∆ω =
√
ln 4
a
. (1.2)
It is natural to define the pulse shape in the frequency domain as it is well
understood how a plane wave propagates in both linear and nonlinear regimes
through a medium with given linear and nonlinear refractive indices nL(ω) and
nNL(ω). If the spectral amplitude of any pulse is known, then the numerical mod-
elling of the propagation effects can be performed (phase added and/or ampli-
tude modified) to all the spectral components of the pulse. For the same reason
analytical solutions of the propagation problems are also presented in the fre-
quency domain.
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The temporal profile of the pulse is given by the inverse Fourier transform of
the E(ω):
E(t) = E′0 exp
[
− at
2
4
(
a2 + b2
)] exp [i bt2
4
(
a2 + b2
)] . (1.3)
The quantities a and b are responsible for the pulse duration. The a parameter is a
positive constant for a given spectral shape and sets the lower limit for the pulse
duration. The b parameter may be negative, zero or positive for every spectrum
and describes the dispersive broadening of the pulse in the time domain.
The common measure of the pulse duration is the FWHM value, and for the
Gaussian shape it is given by:
∆τ = 2
√(
a2 + b2
a
)
ln 4. (1.4)
From (1.4) it is clear that any non–zero b value increases ∆τ, stretching the pulse
in time. The minimum duration for a given spectrum is present for b = 0 and
equals:
∆τMIN = 2
√
a ln 4. (1.5)
When the b parameter is non–zero and the pulse duration is longer than the min-
imum, the pulse is called “chirped”.
A good measure of chirp is the product ∆ω∆τ. For a given pulse shape it
has a constant minimum value, independent of the particular pulse details, cor-
responding to the zero chirp. In the case of Gaussian pulses, ∆ω∆τ = 2 ln 4 ≈
2.77. Clearly when the pulse is chirped this quantity is bigger, and this way the
duration–bandwidth product may be used as a chirp measurement.
The Gaussian shape can be found in the actively modelocked lasers, but there
are more analytical solutions to the problems encountered in optical pulse gener-
ation. For example, a common shape found in the passively modelocked oscilla-
tors is sech2(t). Its duration–bandwidth product is 1.98. On the other hand, in the
amplifier regime, parabolic shapes are the solutions of the nonlinear Schro¨dinger
equation. This shape is characterised with a theoretical duration–bandwidth
product of 4.59.
1.1.2 Linear pulse propagation
Any dielectric medium has a frequency–dependent refractive index and the result
is the phenomenon known as dispersion; as the optical frequency changes, the
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wavevector in a medium also changes in a complicated way according to the
dispersion formula:
|~k| = n(ω)ω
c
, (1.6)
where n(ω) is a frequency–dependent refractive index. This has a broadening ef-
fect for the optical pulses consisting of a finite spectrum because different spectral
components have, in general, different phase velocities:
vϕ =
c
n(ω)
. (1.7)
The optical pulse will be stretched after propagating through a block of a trans-
parent material. Rigorous analysis of the influence of the k(ω) to the pulse shape
involves representing k(ω) as a Taylor series around the central frequency ω0:
k(ω) = k(ω0) +
dk
dω
∣∣∣∣∣
ω0
(ω − ω0) +
1
2
d2k
dω2
∣∣∣∣∣∣
ω0
(ω − ω0)2 + . . . (1.8)
When searching for the effect of dispersion on the pulse, the accumulated phase
must be added to the pulse shape:
E(ω, z) = E(ω, z0)e
−ik(ω)z ⇒
E(t, z) = ei(ω0t−k0z)A(t′, ω0), (1.9)
where A(t′, ω0) is the pulse envelope, propagating with the group velocity vg =
[ (dk/dω)|ω0]−1. The carrier wave travels at the phase velocity vϕ = ω0/k0 = c/n(ω0).
The fact that vg depends from the optical frequency is the origin of pulse broad-
ening while propagating. Actually, the next Taylor term
d2k
dω2
=
d
dω
(
1
vg
)
(1.10)
is defined as the group–velocity dispersion (GVD) and is a good measure of the
chirp accumulated by the pulse due to the propagation through the material.
When multiplied by the distance travelled, it becomes the group–delay disper-
sion GDD = L · d2k/dω2 = d2ϕ/dω2, or the difference in the arrival times for differ-
ent spectral components of the pulse.
When describing dispersion, commonly used is another parameter, β, which
is defined as the imaginary part of a propagation constant γ:
A0
A(z)
= eγz
γ = α + iβ, (1.11)
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where A0 is the initial amplitude, A(z) is the amplitude after some distance z, and
α is called the attenuation constant. β is known as the phase constant and is
measured in radians per meter. This notation is especially useful in the context of
optical fibres.
1.2 Nonlinear crystal optics
Nonlinear phenomena in optics are defined as those light–matter interactions in
which the optical properties of medium and the strength of the process depend
on the light intensity. The dielectric polarisation P is always a nonlinear function
of the electric light field E:
~P(~E) = ǫ0
(
χ(1) ~E + χ(2) ~E2 + χ(3) ~E3 + . . .
)
, (1.12)
but for weak beams all components of this expansion higher than first order may
be neglected as they give no detectable effect. When it comes to laser light, at
least some of the components must be taken into account and cause very spec-
tacular and useful phenomena as second (third, fourth, . . . ) harmonic genera-
tion, difference– and sum–frequency generation, optical rectification, self–phase
modulation, self–focusing and a whole array of parametric processes, includ-
ing generation and amplification. In these processes the spectral, temporal and
geometrical profiles of an input beam may be altered just by the interaction of
the light with the medium, even though it is completely transparent. How-
ever, some nonlinear processes are not only responsible for exchanging energy
between light beams, but can also remove the energy from the beam and trans-
fer it to the medium (e.g. Raman scattering), so in those cases the medium is
non–transparent.
It is thanks to nonlinear phenomena that we can build laser sources which
are not formally lasers, but nevertheless act as wavelength converters. Not all
frequency regions are covered by available laser transitions, but parametric (χ(2))
and Raman (χ(3)) oscillators and amplifiers make it possible to shift laser outputs
far from their original frequencies.
The topic of nonlinear optics is the subject of many textbooks which discuss
all the aspects in detail. As an example of a thorough review, the books [1.14]
or [1.15] may be suggested.
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1.2.1 Nonlinear polarisation
In a dielectric medium, the polarisation ~P is a field representing the density of the
electric dipole moments.
In a linear case, where the external electric field in the material is not too
strong, the polarisation stays in a simple relation to the electric field ~E, but is
not necessarily collinear to it:
Pi = ǫ0
∑
j
χijEj, (1.13)
where i and j are indices representing Cartesian coordinates, ǫ0 is the vacuum
permittivity and χij is the electric susceptibility tensor.
For more intense electric fields, as in the case of laser light, the linear approx-
imation is not valid and nonlinear components must be taken into account:
Pi(~E) = ǫ0

∑
j
χ(1)
ij
Ej︸     ︷︷     ︸
PL/ǫ0
+
∑
jk
χ(2)
ijk
EjEk +
∑
jkl
χ(3)
ijkl
EjEkEl + . . .︸                                        ︷︷                                        ︸
PNL/ǫ0

, (1.14)
where χ(p) are the electric susceptibility tensors of the respective p rank. The non–
zero elements of the tensors of p > 1 determine the value of the nonlinear polari-
sation PNL which is the origin of the nonlinear processes.
In general, ~P is not constant and may depend upon the strength of the ~E
field (nonlinearity), the polarisation of the ~E field and its direction of propagation
(birefringence), the optical frequency (dispersion), the position in a non–uniform
material and the ~E field history (hysteresis). To highlight the nonlinear response,
the term PNL is separated, which reflects the dependence of polarisation from the
higher–order powers of the electric field, or the non–zero value of χ(p) for p > 1.
Commonly in the literature the nonlinear tensor d is used, which for the second–
order nonlinearity is defined as follows:
dijk =
1
2
χ(2)
ijk
. (1.15)
The ith component of a monochromatic travelling optical field in the medium
may be represented as:
Eωi (z, t) =
1
2
[
Eωi e
i(ωt−kz)
+ Eωi e
−i(ωt−kz)]
=
Eωi (z, t) =
1
2
[
Eωi e
i(ωt−kz)
+ c.c.
]
, (1.16)
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where z and t are spatial and temporal propagation coordinates, ω is the optical
oscillation frequency of the electric field and k is the magnitude of the wavevec-
tor defined as |~k| = nω/c. If there are two or more electric fields present oscil-
lating at different optical frequencies ω1, ω2, . . . , multiplication of their respective
exp[i(ωjt − kz)] components by each other according to (1.14) yields the polarisa-
tion terms containing frequencies other than the fundamental frequency, namely
their linear combinations, e.g. ω1 + ω2, ω1 − ω2, ω1 + ω2 + ω3,. . . . The result is a
new electric field oscillating at the new frequency, created thanks to the nonlinear
interaction in the medium and propagating in it as a real optical field.
1.2.2 Coupled wave equations
The equation (1.14) shows the coupling between the fields propagating in the
medium. Existing electric fields interact to create a new field which, in turn, in
combination with the previously existing fields, will interact too and theywill co–
propagate further, continuously exchanging energy with each other. This energy
flow rate and direction depend on the material structure (χ), the fields strength
and relative phases. To find the exact formulae governing the propagation of
light in a medium, it is necessary to refer to general electromagnetism, namely
the Maxwell’s Equations [1.16]:
∇ × ~E = −∂
~B
∂t
∇ × ~H = ∂
~D
∂t
+ ~J, (1.17)
which describe the interdependence between oscillating electric and magnetic
fields in a medium. The detailed definitions of the components are:
~J = σ~E
~B = µ ~H (1.18)
~D = ǫ0 ~E + ~P = ǫ0(1 + χL)~E + ~PNL = ǫ ~E + ~PNL,
where ~J is the current density, σ is the conductivity, ~B is the magnetic field, µ is
the permeability, ~H is the magnetising field, and ~D is the electric displacement
field in the medium. χL is the linear part of the susceptibility, χ
(1), whereas PNL
contains all the higher orders χ(p) for p > 1.
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If the curl of the equations of the form (1.17) is taken, then, according to the
general mathematical vector identity stating that:
∇ × (∇ × ~A) = ∇(∇ · ~A) − ∇2 ~A, (1.19)
we may rewrite the left–hand side of the first equation (1.17) as:
∇ × (∇ × ~E) = ∇(∇ · ~E︸︷︷︸
=0
) − ∇2 ~E = −∇2 ~E= ∇ × L, (1.20)
where ∇ · ~E = 0 due to the material being dielectric and possessing no free electric
charges. The right–hand side of the formula is:
∇ ×
−∂~B
∂t
 = −∂
(
∇ × ~B
)
∂t
= −µ0
∂
(
∇ × ~H
)
∂t
= −µ0
∂
∂t
∂
~D
∂t
+
=0︷︸︸︷
~J
 =
= −µ0
∂2
(
ǫ ~E + ~PNL
)
∂t2
= ∇ × R, (1.21)
where ~J = 0 due to the dielectric nature of the medium. Comparing the sides
∇ × L and ∇ × Rwe obtain the nonlinear wave equation:
∇2 ~E = µ0ǫ
∂2 ~E
∂t2
+ µ0
∂2~PNL
∂t2
, (1.22)
which describes the spatio–temporal dependence of the electric field from itself
or from other fields present in the material.
For a simple analysis of a three–wave mixing process all three, independent
waves can be assumed as monochromatic and propagating in one direction z:
E
ω1
i
(z, t) =
1
2
[
Eω1ie
i(ω1t−k1z) + c.c.
]
E
ω2
j
(z, t) =
1
2
[
Eω2je
i(ω2t−k2z) + c.c.
]
(1.23)
E
ω3
k
(z, t) =
1
2
[
Eω3ke
i(ω3t−k3z) + c.c.
]
As the propagation direction is z, the polarisation of each of the waves can be
either x or y and is symbolised by independent i, j and k indices. The nonlinear
polarisation under the examination oscillates at the frequency ω3 = ω1 + ω2.
The second order nonlinear polarisation at the frequencyω1 is P
ω1
NL,i
= 2ε0di jkE jEk
and this is the equation describing the relation of the amplitudes and phases of
the three waves mixing in the medium. Multiplication of E j by Ek introduces new
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frequency terms, namely ω2 + ω3, ω2 − ω3 and ω3 − ω2. In this analysis we are in-
terested in the process involving only three frequencies so the polarisation term
showing the coupling to the wave with ω1 = ω3 − ω2 becomes:
P
ω1
NL,i(z, t) = 2ε0di jkE
ω2
j
(z)[E
ω3
k
(z)]∗. (1.24)
Substituting the E and P fields at frequency ω1 to the nonlinear wave equa-
tion gives the first wave equation for the amplitude of the Eω1 field showing its
evolution during the propagation through the medium:
dE
ω1
i
dz
= − iω1
cn1
di jkE
ω2
j
(
E
ω3
k
)∗
exp (−i∆kz) , (1.25)
where the slowly varying envelope approximation was used (∇2Eω1
i
≈ 0) together
with some simplifying relationships:
k1 =
n1ω1
c
c =
1√
µ0ε0
. (1.26)
A similar analysis can be performed for the other frequencies ω2 and ω3 and
the set of coupled wave equations for the quadratic polarisation is completed by:
d
(
E
ω2
j
)∗
dz
=
iω2
cn2
di jkE
ω1
i
(
E
ω3
k
)∗
exp (i∆kz) (1.27)
dE
ω3
k
dz
= − iω3
cn3
di jkE
ω1
j
E
ω2
k
exp (i∆kz) , (1.28)
and the following second–order nonlinear processes are described by these equa-
tions: sum frequency generation, difference frequency generation and parametric
amplification and oscillation.
In the remainder of the thesis unless otherwise stated, I will be referring by
default to the lowest order nonlinearities, namely those involving χ(2).
1.2.3 Second harmonic generation
Second harmonic generation (SHG) is the degenerate case of sum frequency gen-
eration, where two electric fields oscillating at optical frequencies polarise the
medium and force it to radiate another optical field at the new frequency. In the
case of SHG the new frequency is equal to the doubled fundamental frequency,
hence the alternative name — frequency doubling. This phenomenon was dis-
covered just the year after the first laser construction [1.3]. It is observable when
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a strong electric field at the frequency ω is present in a suitable material. This
field may be represented according to (1.16). The non–zero value of some χ(2)
components will cause the appearance of the electric fields of the form:
E
ωNEW
i
(z, t) = ǫ0
∑
jk
χ(2)
ijk
EjEk
{[
ei(ωjt−kjz) + c.c.
] [
ei(ωkt−kkz) + c.c.
]}
. (1.29)
One of the fields is that of the doubled frequency 2ω:
E2ωi (z, t) = ǫ0
∑
jk
χ(2)
ijk
EjEk
[
e2i(ωjt−kjz) + c.c.
]
. (1.30)
In such nonlinear frequency conversion processes both energy and momen-
tum must be conserved. Energy conservation places a constraint on the output
frequency and can be written as:
~ω + ~ω = 2~ω = ~2ω, (1.31)
meaning that two photons from the fundamental beam at frequency ω (having
energy ~ω) interact to create one photon at frequency 2ω (having energy 2~ω) —
hence “energy conservation”. The idea of the energy exchange between the three
waves in this process is shown in Fig. 1.1.
Figure 1.1: The idea of the second harmonic generation process illustrated
with an energy diagram. The energy of two photons is combined and ex-
changed for the energy of a single photon with a doubled optical frequency.
To make it possible, a “virtual energy level” is used as a transition stage for
this instantaneous three–photon process without leaving any energy in the
medium. It is analogous to the real energy states in the medium, for example
involved in a laser process.
Momentum conservation means that some other quantities are constrained:
~~k + ~~k = 2~~k = ~2~k, (1.32)
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which describes a relation between photon momenta or, equivalently, wavevec-
tors ~k. When we consider the meaning of magnitude of a wavevector, it can be
discovered that these conservation rules denote not only to frequencies, but si-
multaneously to phase velocities of light in the medium:
2|~k| cos
(
α
2
)
= |2~k|
2
n(ω)ω
c
cos
(
α
2
)
=
n(2ω)2ω
c
(1.33)
n(ω) cos
(
α
2
)
= n(2ω),
where α is the angle between two fundamental beams (as illustrated in Fig. 1.2)
and, in the case of the collinear propagation, the factor cos(α/2) equals 1. The
above formula is the phase–matching condition for the SHG process as it de-
scribes the equality of the phase velocities of the three interacting fields. It is clear
that this is a very restrictive condition. Even if it is met for a certain frequency, the
dispersion ruins the match for other frequencies. If there is no phase–matching,
the energy conversion process is not efficient. There are some ways of prepar-
ing the medium for broadband phase–matching and those are explained in the
subsections 1.2.5 and 1.2.6.
Figure 1.2: The illustration of the wavevector relation in the process of second
harmonic generation. Thewavevector of second harmonic~k(ω)must be equal
to the sum of two wavevectors of the interacting fundamental waves 2~k(ω).
The discussion so far was based on the approximation of a plane waves inter-
action. The more sophisticated theory of a more realistic SHG process including
the Gaussian beam geometry and its experimental validation is described in the
article [1.17].
1.2.4 Optical parametric oscillation
One of the other nonlinear phenomena is parametric down–conversion, which
occurs when one photon is annihilated and in its place two lower–energetic pho-
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tons are created. In a wave description this event corresponds to light at one fre-
quency being converted into two beams having new, lower frequencies. Again,
this phenomenon falls into the class of three–wave mixing. This process obeys
both energy and momentum conservation laws, so the optical frequencies are
related to each other:
~ωP = ~ωS + ~ωI ⇒
ωP = ωS + ωI, (1.34)
where subscripts P, S and I denote, respectively, the traditional descriptions of
the waves taking part in this interaction: pump, signal, and idler which are named
so in the order of decreasing frequency, as shown schematically in Fig. 1.3.
Figure 1.3: The idea of the optical parametric oscillation process. Similarly
to second harmonic generation, a virtual energy level is used for an instanta-
neous energy exchange with the medium. The energy of one photon is split
and exchanged for the energy of two lower–energetic photons.
Momentum conservation requires another relation to be fulfilled:
~~kP = ~~kS + ~~kI. (1.35)
In the case of a collinear interaction this general, vectorial relation can be further
simplified using magnitudes only:
~
n(ωP)ωP
c
= ~
n(ωS)ωS
c
+ ~
n(ωI)ωI
c
⇒
n(ωP)ωP = n(ωS)ωS + n(ωI)ωI, (1.36)
which together with Eq. 1.34 makes it necessary to search for favourable phase–
matching conditions. When a suitable medium for performing this process can
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be found, a single–pass geometry (formally a situation known as optical para-
metric generation—OPG) may be used, however it requires extremely high light
intensities (usually femtosecond amplifiers). A common way of removing this
difficulty is placing the nonlinear crystal in an optical cavity which consists of
highly–reflecting mirrors optimised for one of the generated wavelengths — ei-
ther signal or idler (signal– or idler–resonant OPO). This way a nanojoule–energy
femtosecond oscillator or even a CW laser can be used as a pump. A simple
concept of an OPO cavity is presented in Fig. 1.4.
Figure 1.4: The OPO cavity concept. The blue beam is the pump focused into
the nonlinear crystal X through the mirror HR, which is transparent for the
pump wavelengths but highly reflective for the longer–wavelength signal,
symbolised by the green beam, which oscillate in the cavity. The output cou-
pler OC is the partially transparent mirror which transmits the usable portion
of the generated signal beam.
The first OPO was built by Giordmaine et al. in 1965 [1.18] and was based
on a LiNbO3 crystal pumped by a giant–pulse Nd
3+:CaWO4 laser. Later the syn-
chronously pumped OPO idea was proposed by Burneika et al. in 1972 [1.19].
These demonstrations opened fields for creating tunable, broadband sourceswork-
ing in previously unavailable spectral IR regions. Mode–locked dye lasers made
it possible to create 100–200 fs pulses [1.20, 1.21, 1.22] tunable in ranges of 750–
1040 nm (signal) and 1.5–3.2 µm (idler). Further development came when sta-
ble and simple femtosecond Ti:sapphire oscillators became available [1.23, 1.24].
At the same time, new nonlinear materials were appearing, e.g. periodically
poled lithium niobate (PPLN), exploiting the quasi–phase–matching principle,
described in the subsection 1.2.6. Not relying on birefringence any more, this ap-
proach offers arbitrary orientation, making it possible to use the crystal direction
associated with highest nonlinearity d and avoid lateral walkoff between pump
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and generated wavelengths. It can be phase–matched to a variety of processes
and originally was used as an efficient second harmonic generator [1.25, 1.26],
but later in OPO construction as well [1.27].
1.2.5 Birefringent phase matching
In the early years of modern nonlinear optics, the birefringence–based idea of
realizing phase–matched interactions was found [1.28]. The medium (typically
a crystal) needs to be birefringent, so differently polarised beams at the same
frequency have different refractive indices. One of the polarisations (the extraor-
dinary one) experiences a dependence of its refractive index on the propagation
angle with respect to one of the principal optical axes. In the case of SHG, in
some crystals a direction of propagation can be found in which the extraordinary
ray of second harmonic radiation propagates at the same velocity as the funda-
mental ordinary ray; then the equality ~k2 = 2~k1 is fulfilled and phase–matching is
obtained:
ne(2ω, θPM) = no(ω), (1.37)
Figure 1.5: The sphere and the ellipsoid of the ordinary and the extraordinary
wave phase velocities in a uniaxial birefringent crystal. Due to the disper-
sion the velocities are different for different frequencies and it may happen
that for a certain frequency ω the ordinary ray travels at the same velocity as
the extraordinary ray at the doubled frequency 2ω, when propagating at the
phase–matching angle θPM.
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where the indices e and o denote to the extraordinary and ordinarywaves, respec-
tively, and θPM is the phase–matching angle. Schematically this situation is shown
for a uniaxial birefringent crystal in Fig. 1.5. Propagation along this direction en-
sures the equality of the phase velocities, however due to the non–collinearity of
its Poynting vector and wavevector, the extraordinary wave experiences lateral
walkoff, so the overlap between the interacting beams is gradually decreased and
the efficiency is reduced. For other nonlinear processes, very commonly birefrin-
gent crystals are used for the phase–matching, too.
1.2.6 Quasi–phase matching idea
Birefringent phase–matching is not ideal for several reasons: when it comes to
converting broad spectra, in one direction the vectors are matched only for a cer-
tain wavelength. Another problem is a complete lack of control of the nonlin-
earity in crystals; the polarisations and propagation direction that maximise the
crystal nonlinearity may not be phase–matchable, forcing the use of a crystal ori-
entation giving phase–matching but with less than optimal efficiency. Another
problem is that ordinary and extraordinary waves with collinear ~k vectors do
not really propagate collinearly as their Poynting vectors are not collinear; lat-
eral walkoff causes the sliding of the extraordinary beam from the ordinary one,
limiting the maximum interaction path.
In a direction which is not exactly phasematched (i.e. ∆k , 0), a second har-
monic beam is created, but after a short path (of the orders of tens of micrometres)
its energy is returned back to the fundamental one. The situation is periodic (see
Figure 1.6) as after some characteristic propagation length Λ, dependent on the
phase velocities of the waves involved, the situation is again in the starting point
thanks to the periodicity of the phases of the electric fields.
In the original paper describing quasi–phasematching [1.10], Armstrong et al.
presented the idea of modulating the optical properties of a crystal so that the
sign of nonlinearity could be periodically inverted. After a distance ofΛ/2, where
the back–conversion begins, the stronger wave should be forced to produce the
generated signal with an opposite sign, adding it to the previously generated one
rather than subtracting it as it happens in the case of the phase mismatch. One of
the ways to ensure this is by the inverting the sign of the nonlinear tensor, d, by
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Figure 1.6: The idea of quasi–phase–matching. (a) shows the situation of
a phase mismatch in a bulk crystal — after a short propagation path (Λ/2)
the newly generated field has an opposite phase to the newly generated one
(equal to the fundamental) which is equivalent to subtracting it from the pre-
viously generated one, rather than adding it. The idea shown in part (b) is
to change artificially the phase (effectively the sign of di jk) of the next created
portion of the path, after the process becomes un–matched. It may be as sim-
ple as inverting the crystal domain orientation. The local intensities of the
second harmonic are shown schematically inside the crystals.
changing the physical orientation of the crystal, effectively replacing the PNL by
−PNL.
The early techniques used to implement the required inversion were: using
stacks of separately oriented plates [1.29, 1.30], alternating a bias voltage while
the crystal was grown [1.31, 1.32] or by the careful choice of periodically poled
single–crystal fibres [1.33, 1.34]. Nowadays practically the inversion is routinely
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done by electrical poling of the crystal with a high voltage after an initial single–
domain crystal is grown [1.35, 1.25, 1.26]. The material must be ferroelectric for
this purpose, but despite this limitation several suitable media can be found.
If the birefringence is no longer used, the restriction put on the polarisations
of all the waves involved is now released and this is the source of a twofold ad-
vantage: first, the lateral walkoff can be avoided and second — the direction in
the crystal promising the highest nonlinearity dijk may be chosen.
A very thorough review of the quasi–matching theory and tuning possibilities
is presented in [1.36].
1.2.7 Third order effects
When the third order susceptibility χ(3) is taken into account, new processes in-
volving four waves are introduced. If the χ(2)–related and higher than third–order
phenomena are neglected, the polarisation becomes:
P = ε0
(
χ(1)E + χ(3)E3
)
, (1.38)
and a nonlinear refractive index may be defined:
P = ε0
(
χ(1) + χ(3)E2
)
︸           ︷︷           ︸
χEFF
E
nEFF =
√
1 + χEFF ≈ nL +
χ(3)
2n0
E2. (1.39)
Expressing the field amplitude E as intensity with the relation I = n0cε0|E|2/2
gives the formula for the intensity–dependent nonlinear refractive index caused
by the third–order polarisation and responsible for the optical Kerr effect:
n = nL +
(
χ(3)
n2
0
cε0
)
︸   ︷︷   ︸
nNL
I. (1.40)
The existence of this fact manifests itself in spatial and temporal effects. Self–
focusing is the spatial effect caused by the nonuniform intensity distribution
across the beam. The higher intensity near the beam centre sees a different re-
fractive index than the weaker parts and the wavefronts become distorted. If
nNL > 0 (the predominant effect in common materials), phase retardation occurs
in the centre of the beam and a focusing effect occurs.
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A light pulse can also exhibit a varying temporal intensity: it is stronger in
the centre than in the edges. The phase becomes modulated by the nNLI term
(self–phase modulation — SPM), ultimately leading to pulse breakup. New fre-
quencies are created by SPM and can lead to substantial broadening of the pulse
spectral bandwidth.
1.2.8 Nonlinear evolution of the pulse shape
The nonlinear evolution of the pulse shape in the medium is described by the
nonlinear Schro¨dinger equation:
i
∂E
∂z
=
β2
2
∂2E
∂t2
− γ|E|2E, (1.41)
where β2 is the linear dispersion coefficient (group velocity dispersion per unit
length) and γ is the nonlinear coefficient. The term γ|E|2E will create new fre-
quencies.
When the nonlinear term is neglected (γ = 0), the linear regime is valid and
the only phenomenon present is dispersion; the evolution is linear as presented
in section 1.1. When the nonlinearity is included (γ , 0), the nonlinear potential–
like term results in self–phase modulation which is the process depending on the
third power of the field amplitude.
During propagation, the phase accumulated due to the self–phasemodulation
after propagation over a distance z is:
ϕSPM(z, t) = γ |E(0, t)|2 z (1.42)
and the related frequency chirp becomes:
ω(z, t) = −∂ϕSPM(z, t)
∂t
= −γz∂ |E(0, t)|
2
∂t
, (1.43)
which corresponds to pulse spectral broadening during propagation.
Stable solutions of the nonlinear Schro¨dinger equation have the form:
E(x, t) = A
1
cosh(x)
eiωt = Asech(x)eiωt, (1.44)
and are referred to as temporal solitons [1.37]. They maintain their pulse shape
during propagation due to the balance between dispersion (a compressive effect
in a negative dispersion regime) and self–phase modulation. This requires a cer-
tain finite pulse energy as the SPM is a function of the electric field amplitude.
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If the pulse sees gain in the medium, an additional term in the Schro¨dinger
equation must be included:
i
∂E
∂z
= i
g
2
E +
β2
2
∂2E
∂t2
− γ|E|2E, (1.45)
where g is the gain coefficient. Under these conditions stable solutions of this
equation still exist but now they have some specific (parabolic) shapes [1.38,1.39]:
E(t) = E0
√
1 −
(
t
t0
)2
eiϕ, (1.46)
which possess the very interesting property of a purely linear chirp which is easy
to remove after the pulse generation, making them readily compressible.
1.2.9 Materials suitable for nonlinear interactions
The first material used as a nonlinear medium in laser experiments was crys-
talline quartz (in second harmonic generation [1.3]). Despite its relatively low
nonlinearity and lack of phase matching a doubled frequency was recorded.
In the early years of laser science the only material suitable for the birefrin-
gently phase–matched nonlinear processes was KDP (KH2PO4), but its nonlin-
earity was not very impressive [1.40]. Later on newmaterials were identified and
now several notable families are available.
Lithium compounds, LiNbO3, LiIO3 and LiTaO3 are very common choice for
periodic poling or electro–optic modulators due to their ferroelectricity and high
nonlinearity for extraordinary rays [1.41]. They suffer from photorefractive dam-
age and to prevent this are commonly heated to ∼100°C, but currently MgO dop-
ing is a very popular modification, which decreases this unwanted effect without
the need for heating.
Another group suitable for periodic poling is titanyl phosphates and arsen-
ates [1.42]: KTP (KTiOPO4), KTA (KTiOAsO4) and RTA (RbTiAsPO4). Arsenates
have extended mid–IR transmission in comparison with the phosphates.
Various borates are available: BBO (β–BaB2O4), LBO (LiB3O4), BIBO (BiB3O6)
and many more [1.43, 1.44, 1.45]. They have quite a high nonlinearity and are
phase–matchable through birefringence in a broad range of frequencies, working
very well in noncollinear parametric amplifiers or as frequency doublers.
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A very high nonlinearity and a wide mid–IR tranparency range make ZGP
(ZnGeP2) material suitable for OPO construction and doubling of CO2 laser fre-
quency [1.46].
For the construction of a quasi–phasematched device a standard choice now is
MgO:PPLN (MgO–doped periodically poled LiNbO3), which is widely available
commercially and can be grown to lengths of almost 10 cm with a high optical
quality. The growth and poling technology is very well established, and still im-
proving, so recently thicker crystals became available offering apertures greater
than the previous limit of 0.5 mm. Typically several poled patterns are incorpo-
rated beside each other into one crystal, so it may act as a frequency converter
easily switchable between several phase–matching conditions by translating the
crystal relative to the input beam. These crystals are manufactured for the nor-
mal incidence of the beam and are orientated so all the interacting beams are ex-
traordinary waves, exploiting the highest nonlinear coefficient available for this
crystal. Anti–reflective coatings are applied to end surfaces.
1.3 Femtosecond pulse measurement
In many ultrafast optics–related experiments it is very important to know the
shape and exact length of laser pulses used. As no electronic devices can pro-
cess the information quick enough to show the envelope of femtosecond pulses,
physicists decided to use intrinsic properties of the intense light to develop op-
tical methods of ultrashort pulses measurement. All current methods of pulse
characterisation on the femtosecond timescale rely on nonlinear optical phenom-
ena – the general fact that we can see effects whose strength is modulated by the
presence of light’s electric field in the medium.
Two widely used complete ways of characterising femtosecond pulses are
frequency–resolved optical gating (FROG) [1.47] and spectral phase interferome-
try for direct electric–field reconstruction (SPIDER) [1.48]. A simpler alternative is
the autocorrelation measurement, however at a cost of losing some information.
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1.3.1 Autocorrelation functions
The temporal autocorrelation is the simplest tool for obtaining an estimate of
pulse durations. It also allows easy characterisation and control of pulse du-
rations in a system as the width of the autocorrelation function scales with the
pulse duration, and the residual chirp at the point of the measurement can be
easily minimised if there is a compression line in the system.
The autocorrelation function is the correlation of the electric field with it-
self [1.49]:
g2(τ) =
+∞∫
−∞
∣∣∣[E(t) + E(t − τ)]2∣∣∣2 dt
2
+∞∫
−∞
∣∣∣[E(t)]2∣∣∣2 dt (1.47)
and requires two identical pulse replicas with a variable delay τ between them.
The common experimental arrangement is a Michelson interferometer with one
arm of a variable length (Fig.1.7). Experimentally it is the second–order autocor-
relation function which must be recorded so a nonlinear effect (∼ E2) in a crystal
Figure 1.7: The setup for the measurement of the autocorrelation function.
Scanning the arm of the Michelson interferometer gives the variable delay.
The second–order signal is either detected by a two–photon photodiode (2)
or by the single–photon photodiode and the second harmonic generated in a
nonlinear crystal (1).
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is necessary or a two–photon absorption in a photodiode. An ideal “interferomet-
ric” autocorrelation function of a Gaussian pulse without chirp is shown with the
blue line in Fig. 1.8.
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Figure 1.8: The second order functions of autocorrelation of an unchirped
Gaussian pulse. The blue line — the interferometric function. The red line —
the intensity profile for a measurement without sufficient bandwidth.
It is not always possible to resolve the fringes in the autocorrelation function.
When the detection device is too slow to do this, the averaged result is the inten-
sity autocorrelation (the red line in Fig. 1.8):
S (τ) = 1 +
2
+∞∫
−∞
I(t)I(t − τ)dt
+∞∫
−∞
I2dt
(1.48)
It is not possible to determine the pulse duration exactly from the autocorre-
lation function unless the pulse shape is known. The autocorrelation FWHM is
proportional to the pulse FWHM but the proportionality factor is pulse–shape
dependent, so it is necessary to assume one of the standard shapes. For the Gaus-
sian pulse it is
√
2 and for the sech2(t) it is 1.543.
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1.3.2 Frequency–Resolved Optical Gating (FROG)
A technique allowing for the complete pulse characterisation is frequency–resolved
optical gating. The apparatus required is very similar to the one employed in the
autocorrelation measurement with the nonlinear crystal (Fig. 1.7 (1)), however
the optical nonlinear signal is subsequently spectrally resolved, i.e. for each de-
lay the spectrum must be measured instead of only intensity. This gives a matrix
of points which is then processed by an iterative phase–retrieval algorithm. The
algorithm processing time can be a major problem in this method, however sub-
Hz rates of the pulse shape retrieval were presented [1.50, 1.51] at the expense of
a complicated setup. In a standard application the FROG trace is captured and
then the pulse is retrieved using a separate program.
Many nonlinear processes can be used as sources for the FROG trace: second
harmonic generation [1.52], third harmonic generation [1.53], self–diffraction [1.47]
and polarisation gating [1.54] are typical. The second harmonic–based version is
the most sensitive due to the second–order nonlinearity but suffers from the am-
biguity of time–reversal due to the inherent symmetry of the trace. The functional
dependencies of the FROG trace from the measured pulse field are as follows:
second harmonic S SHG
FROG
(ω, τ) =
∣∣∣∣∣∣
+∞∫
−∞
E(t)E(t − τ)e−iωtdt
∣∣∣∣∣∣
2
third harmonic S THG
FROG
(ω, τ) =
∣∣∣∣∣∣
+∞∫
−∞
E(t)E2(t − τ)e−iωtdt
∣∣∣∣∣∣
2
self–diffraction S SD
FROG
(ω, τ) =
∣∣∣∣∣∣
+∞∫
−∞
E2(t)E∗(t − τ)e−iωtdt
∣∣∣∣∣∣
2
, (1.49)
polarisation–gating S PG
FROG
(ω, τ) =
∣∣∣∣∣∣
+∞∫
−∞
E(t) |E(t − τ)|2 e−iωtdt
∣∣∣∣∣∣
2
.
The retrieval algorithm is iterative. There are several slightly different ap-
proaches, but in the programs I have used later in this thesis the principal compo-
nent generalised projections method was employed [1.55]. It is quite straightfor-
ward and is based on some fundamental algebraic observations. After guessing
the initial probe and gate vectors P and G, respectively, the computations neces-
sary to perform in each iteration step are the following:
1. Calculate the FROG trace from the vectors P and G according to the equa-
tion suitable for the experimental method used, thus applying the nonlinear
constraint. For the SHG–FROG it means:
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• take the outer product of the probe and gate which are essentially the
same pulse in this case, so O = PTG +GT P,
• find the time–domain representation of the FROG trace by shifting
each row of the O matrix by its number decreased by 1, this way in-
troducing the delay,
• Fourier–transform each column of O from time to frequency, yielding
the matrix O(τ, ω),
• the new FROG trace is |O|2, however O is more convenient for further
calculations.
2. After determining the new FROG trace, apply the experimental constraint,
replacing the amplitude of the calculated trace with the measured one: O =
√
S FROG · exp(i∠O).
3. Return to the outer product form by inverse Fourier transformation column–
wise and removing the delay by shifting each row by its number decreased
by 1 in the opposite direction to the one applied in step 1.
4. Perform SVD decomposition into matrices U ×W ×VT , where columns of U
are candidate probe vectors, rows of V are candidate gate vectors and diago-
nal elements of W are their relative weights in contributing to the formation
of O.
5. Find the biggest weight Wii (the principal component) and the corresponding
pair of Ei and Gi which are this iteration’s results.
6. Find the RMS error for this iteration, defined as:
δ =
√√
1
N2
N∑
i=1
N∑
j=1
[
S FROG(ωi, τ j) − |O(ωi, τ j)|2
]2
. (1.50)
This algorithm, implemented on a modern computer, depending on the grid size,
typically runs at the speed of 0.1–10 iterations per second and for not very ex-
otic pulses converges after several tens of iterations. Once the error is below
the target threshold value, the current E vector is accepted as the pulse electric
field in time E(t). Generally, the algorithm will not converge if the measurement
was not performed properly, so the fact of convergence is a test for the quality
24
of the experimental data. Subsequently a check is routinely performed to assess
the quality of the retrieval itself — the Fourier transform of E(t) is found and its
intensity |E(ω)|2 compared to the measured spectrum, ending the procedure.
1.3.3 Cross–Correlation Frequency–Resolved Optical Gating
As was mentioned previously, the probe and gate pulses do not need to be iden-
tical. In fact there exists a version of the FROG technique which makes it possible
to obtain the full amplitude and phase information about two unknown different
pulses simultaneously if both interact nonlinearly in a crystal. Commonly this
method is referred to as XFROG [1.56, 1.55]. This approach removes the time–
reversal ambiguity:
S XFROG(ω, τ) =
∣∣∣∣∣∣∣∣
+∞∫
−∞
E1(t)E2(t − τ)e−iωtdt
∣∣∣∣∣∣∣∣
2
, (1.51)
because E1 and E2 cannot be freely swapped without changing the shape of the
measured trace.
Sum–frequencymixing or difference–frequencymixing (modifying E2 into E
∗
2
)
can be used as the nonlinear process, thus increasing the flexibility of the choice
of the spectral region for detecting the XFROG signal.
The principal reason for the use of this variant is the fact that the time–ambiguity
is automatically removed from the retrieval process. Moreover, if two different
unknown pulses are present in the experiment simultaneously, it is possible to
measure them simultaneously, using one data set and still with a high reliability.
1.3.4 Spectral Phase Interferometry for Direct Electric–field Re-
construction (SPIDER)
The other, competitive technique of measuring the phase of ultrashort pulses, is
SPIDER [1.48]. It relies on the fact that two pulses interfering on the spectrome-
ter’s detector produce a trace which contains information about the difference of
their phases, if only some conditions are initially fulfilled.
For the full phase information to be extracted from the interference spectrum
of the pulse with itself, twofold preparation is needed: the delay τ between pulse
and its replica must be introduced, and, much more demanding requirement, a
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spectral shear Ωmust be added to one of the pulses. Then the measured interfer-
ence trace is:
S (ω) = I(ω) + I(ω + Ω) + 2
√
I(ω)
√
I(ω + Ω) cos[ϕ(ω) − ϕ(ω + Ω) + ωτ]. (1.52)
The Fourier transform of this spectrum reveals three components: a constant
term S DC; a negative–frequency component S −; and a positive–frequency compo-
nent S +, whose phase is equal to:
∠(S +) = ϕ(ω) − ϕ(ω + Ω) + ωτ. (1.53)
Now, the ωτ part must be subtracted and then the phase difference ϕ(ω)−ϕ(ω+Ω)
is available for concatenation, or numerical integration.
The procedure is not iterative, which is the great advantage of this method,
however the relatively small amount of data needed makes it quite vulnerable to
hidden experimental errors which do not demonstrate themselves so readily as
in FROG. Another serious problem is the presence of two experimental constants
τ and Ω, which must be known with a high accuracy. The spectral shear is quite
demanding as each spectrum must be measured separately to find Ω and the
delay needs to be extracted from the separate interferogram. Both quantities may
be calculated based on the knowledge of the experimental details, but any error
in τ raises an error in a form of linear factor in the phase difference, so as a result
a false quadratic component in ϕmay be added to the result. An error in finding
Ω introduces a shift in the data and an error in the linear phase component.
The standard experimental setup for the measurement of femtosecond pulses
with the SPIDER technique consists of several sections and is quite complicated.
First, the pulse is split and one part is substantially stretched, in a glass block
for example. Then the other part is split again into two copies with a certain
delay between them. Subsequently these two copies are mixed in a nonlinear
crystal with two different (due to the delay) quasi–monochromatic portions of
the stretched pulse so that the pulses being the result of this process are spectrally
sheared. The final step is the measurement of the spectrum of these two up–
converted pulses. The idea is based on the fact that the phase of the original
pulse should be preserved in the nonlinear mixing process. The SPIDER method
was not used in the work described in this thesis and so will not be discussed
further.
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1.4 Outline
In my thesis work I used periodically–poled lithium niobate nonlinear crystals to
build sources of ultrashort pulses. The performance of the sources was charac-
terised and possible applications tested or suggested.
In Chapter 2 the construction of an optical parametric oscillator tunable in the
region of 3.3 µm is described. Combined with a novel photonic bandgap fibre
guiding at these wavelengths, it was applied to methane sensing.
Chapter 3 contains the description of the construction of a long–cavity, high–
energy optical parametric oscillator tunable around 1500 nm. The device was
designed for the material processing, especially waveguide writing in silicon.
Finally, Chapter 4 refers a novel femtosecond pulse shaping system. It is
based on a grating–engineered quasi–phasematched crystal which was designed
for creating various target pulses by means of an engineered second harmonic
generation process.
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Chapter 2
Methane detection using an optical
parametric oscillator and photonic
bandgap fibre
2.1 Motivation and background — methane sensing
Methane (CH4) is a gas commonly present in many industrial environments and,
as a component of natural gas, in domestic installations. It is not toxic but can
be dangerous when the concentration level in air exceeds 5% — then it may ex-
plode. Also methane displaces oxygen from inadequately ventilated areas and
causes a risk of asphyxia. It is colourless and odourless so detection must be per-
formed with indirect physical means. The known physical effects which can be
used to build a practical sensing device are: surface conductivity variations of
semiconductor oxides caused by exposure to changing atmospheres and infrared
(IR) light absorption by methane molecular vibrations.
Use of semiconductor oxides is not very convenient as they require highwork-
ing temperatures (e.g. 800°C in tin dioxide [2.1] or 250°C in zinc dioxide [2.2])
and complicated, not well explored additions of other materials (e.g. zeolitic
films [2.3]), to be selective and to prevent long–term drift. Moreover, the mini-
mal time response reported is of the order of tens of seconds. Quick, sensitive
and non–degradable semiconductor oxides–based methane detectors are still the
subject of active development.
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Optical detection schemes may additionally benefit from incorporating them
into fibre–based apparatus. Fibre can be used to deliver a beam into remote en-
vironments (possibly hazardous or not accessible otherwise) or to enhance detec-
tion efficiency if the entire length of the fibre is made sensitive, while still the size
and weight of the device remain relatively small. Other advantages are: electro-
magnetic immunity— any ambient electronic noise does not contribute to optical
signal propagating in the core; no need for electric power in the place of detec-
tion, so removing a risk of ignition; a capability for multiplexing, so one fibre can
carry information gathered using different wavelengths [2.4].
A separate class of sensing applications emerged with the invention of pho-
tonic crystal fibres [2.5]. Their characteristics and some working examples will be
briefly discussed in the Section 2.7. This particular technique was a vital part of
my experiment, in which I demonstrated an optical detection of methane present
in the core of a hollow fibre.
2.2 The origin of methane IR absorption spectra
Practically the only type of commercially available and reliable methane detec-
tors are those exploiting IR absorption measurement. This technique relies on the
existence of a so–called molecular ”fingerprint” region, which is a range of wave-
lengths including sets of spectral lines uniquely identifying certain molecules or
characteristic parts of bigger molecules.
The origin of these absorption spectra can be explained on the grounds of
quantum mechanical description of molecular movements (see [2.6, 2.7]). The
crucial quantity governing the overall molecule ability to interact with the electric
field of light is a vector called the electric dipole moment of molecule, defined for a
pair of electric charges q and −q separated by a distance R as:
~µ = q~R, (2.1)
and directed from the negative charge to the positive. Generally, for everymolecule
whose internal charge is spread in space in a complicated way, a dipole moment
can be determined and is a measure of the relative displacement of centres of total
negative and positive charges in the molecule.
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A molecule will absorb a portion of energy from a light beam if this energy is
equal to the difference of energies between one of the available higher levels and
the current level. There is one absolutely necessary condition to be fulfilled for
an interaction between the beam’s electric field and the molecule to happen: only
those molecular movements during which a change of dipole moment occurs
will be induced by the absorption of light. Otherwise there is no “handle” for the
oscillating field to use in order to start this movement.
2.2.1 Rotations
The simplest activity which a molecule can be forced to perform is a rotation.
The energy associated with molecular rotation is relatively small and frequencies
for which pure rotation spectra are observed lie in the microwave range (tens to
hundreds of GHz, wavelengths of the order of cm).
To a stationary observer, a change in dipole moment can occur in a rotating
molecule only if it already has its own permanent dipole moment (as shown in
Fig. 2.1). This means that homonuclear diatomic molecules (like H2), symmetrical
linear molecules (like CO2) and molecules having all three moments of inertia
equal (spherical rotors, like CH4) can rotate, but this rotation cannot be induced
by absorption of optical radiation.
In order to find energies of rotations in the molecule, we can use a simple
classical model, in which
EROT =
1
2
Iω2, (2.2)
Figure 2.1: The electric dipole oscillation during rotation of the molecule.
Stationary observer sees alternating projection of the dipole vector to the axis
parallel to the electric field of the light beam, however the vector magnitude
remains fixed.
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where I is the moment of inertia and ω is the angular velocity. For the methane
molecule, shown in Fig. 2.2, which is a spherical rotor, there is only one value of
I = 8
3
mHR
2, where mH is the mass of the hydrogen atom.
Figure 2.2: The tetrahedral structure of the methane molecule. The central
carbon atom is surrounded by four hydrogen atoms. R is the length of the
molecular bond (distance between C and H atoms) equal to 77 pm and θ is
the angle between bonds equal to 109°28’.
The magnitude of the angular momentum is:
| ~J| = Iω, (2.3)
so energy can be rewritten as:
EROT =
J2
2I
. (2.4)
According to the rules of quantization, in the expression for the rotational energy
of the molecule, J2 must be replaced by J(J + 1)ℏ2, so energy becomes:
EJ =
ℏ
2
2I
J(J + 1), (2.5)
and J is a number of the rotational state, J = 0, 1, 2, . . . The energy acquired by the
molecule during the absorption of one photon is then equal to:
EJ+1 − EJ =
ℏ
2
I
(J + 1)
B ,
ℏ
2
2I
(2.6)
∆E = 2B(J + 1),
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and simultaneously is equal to the energy of the photon. The distances between
the rotational energy levels are increasing with increasing J and the result is the
equally spaced series of transition spectral lines, as shown in Fig. 2.3.
Figure 2.3: The schematic of the origin of the rotation absorption lines in
the molecule. Increasing energy differences between adjacent levels are the
source of equally spaced spectral lines.
2.2.2 Oscillations
The next, more complicated mode of movement for a molecule is a vibration
around its equilibrium shape. There are two types of possible vibrations — the
molecule can either stretch or bend its bonds. Schematic examples of these dif-
ferent modes for a relatively simple CO2 molecule are shown in Fig. 2.4. The
energies associated with the oscillation are higher than those in the case of rota-
tions and the vibrational transitions may be observed as an absorption of light in
the IR region (wavelengths of the order of µm). One group of molecules cannot
be forced to vibrate by optical absorption due to the lack of the “handle”, as there
is no change of dipole moment during the transition — these are homonuclear
diatomic molecules, like N2. These oscillations are called optically inactive. How-
37
ever, not all vibrations in even more complex molecules are optically active. If
there is no change of the dipole moment during the transition from the ground
state, there is no absorption of light, too, as it is in the case of the symmetric
stretching CO2 mode of oscillation shown in Fig. 2.4(a).
Figure 2.4: The complete set of CO2 molecule oscillation modes. The
molecule in equilibrium has zero dipole moment and it does not change dur-
ing the type (a) oscillation (symmetric stretching) — the transition to this os-
cillation is optically not active. Type (b) oscillation (asymmetric stretching)
and type (c) (bending) introduce non–zero dipole moment and these can be
observed as absorption of mid–IR radiation.
The oscillation around the equilibrium is very accurately described with an
idea of the harmonic oscillator, which assumes a parabolic shape of the potential
curve:
V =
k
2
(R − R0)2, (2.7)
that in turn leads to the quantum mechanic solution for energies in this potential
being equally spaced levels:
Ev = ℏω
(
v +
1
2
)
, (2.8)
where v = 0, 1, 2, . . . and ω is a frequency of the classical oscillator, related to the
strength of the bond k and the reduced mass in this oscillation µ:
ω =
√
k
µ
. (2.9)
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Again, as in the case of the rotational transitions, there is a selection rule for os-
cillation transitions. In a quantum mechanical description, states of the molecule
are identified with wavefunctions and the probabilities of the transitions between
these states may be expressed as integrals being the transition dipole moments:
~µI→F = −e
∫
ψ∗F ~r ψI dt. (2.10)
If the transition dipole moment is zero, the transition does not occur (is forbidden).
It is just a strict quantummechanical expression for the requirement that the elec-
tric dipole ~µ must change during the transition. If the harmonic oscillator model
is assumed, the analytic solutions for the wavefunctions corresponding to v val-
ues are known. From their properties it can be shown that only the transitions for
which
∆v = ±1 (2.11)
will appear as for these combinations of the wavefunctions |~µ|2 , 0.
There are no pure vibration absorption spectra. When there is enough en-
ergy available from the absorbed light for a vibration, rotations and vibrations
co–exist and the excited molecule performs its stretching or bending oscillations
simultaneously with rotating. If there are several rotational modes available,
in a group of molecules there will be populations excited to different rotation–
vibration modes and this will manifest itself by absorption of slightly different
energies from the incident radiation — more than one absorption line will be ob-
served. The general schematic explaining the vibration–rotation spectra is shown
in Fig. 2.5. The selection rules ∆v = ±1 and ∆J = ±1 say that for each transition
the energy absorbedmust be equal to the difference between neighbouring vibra-
tion levels (ℏω) increased or decreased by a multiple of 2B, separation between
rotational levels.
The harmonic oscillator model, however useful for deriving general results, is
not exactly accurate in the case of a molecular bond. The potential well is not an
infinite parabola due to the dissociation for large separations. It is necessary to
introduce corrections which make the assumptions more realistic. The modifica-
tion of the shape of the potential curve causes the modification in the shape of the
wavefunctions. Two notable consequences of anharmonicity are: unequal spac-
ing of vibration levels and the fact that the selection rule of the form of ∆v = ±1
giving the only one absorption energy E1 = ℏω does not hold strictly any longer.
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Figure 2.5: The chart shows the formation of the structure of the vibration–
rotation molecular absorption spectra. For all the lines ∆v = 1. The central
feature is a Q–branch and denotes to the situation when the ∆J = 0. The
left, smaller–frequency P–branch is the result of ∆J = −1 transitions, the right,
higher–frequency R–branch is the result of ∆J = 1 transitions.
These are the reasons for the appearance of the overtones, which are just absorp-
tion bands similar to the fundamental one, but surrounding the transitions for
∆v = 2, 3, . . . centred at the energies close to the harmonics: E2 ≈ 2ℏω, E3 ≈ 3ℏω . . .
Apart from these overtones, deviations from the purely harmonic oscillations
lead to the occurrence of combination vibrations possible to be detected by the
absorption of sum frequencies of light: E1+2 = E1 + E2, . . .
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Themethane molecule has 3·5−6 vibrational degrees of freedom so there exist
9 modes of oscillation. They form four groups having different energies, however
in two of these groups the electric dipole moment does not occur so they are
optically inactive (see Fig 2.6). The result of this analysis is the observation that
Figure 2.6: All the vibration modes of the methane molecule, grouped by the
common oscillation frequencies. For historical reasons they are called ν1, ν2,
ν3 and ν4. ν1 and ν2 are optically inactive because ~µ does not change during
these oscillations. Small–energy oscillations ν4 are bending of all four C–H
bonds: three base atoms move towards the centre of the base and the top
atom moves either towards one of the base atoms, like (g) and (h) or towards
the central point on the side of the base (i). The inactive (e) and (f) at energy
ν2 is bending the bonds in pairs towards each other. ν1 is also inactive and it
is so called “breathing mode” — all three atoms stretch their bonds in phase.
ν3 is also a stretching mode: in (a) three base bonds stretch, in (b) two, and in
(c) only one of the base bonds is stretched. The top bond stretches in all the
ν3 cases. These ν3 modes of vibration are the source of the absorption bands
in my experiment.
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two fundamental absorption bands are expected, and the experiment supports
this: 7.656 µm and 3.311 µm lines were found in 1900’s [2.8] and later interpreted
as fundamental. Overtones were reported in [2.9, 2.10, 2.11].
An overview ofmethane spectral absorption lineswhich can be found in near–
and mid–infrared for the wavelengths shorter than 4 µm is pictured in Fig. 2.7.
The data has been taken from the HITRAN database [2.12]. In this spectral range
the fundamental absorption near 3.311 µm is strongest and thus measurement
techniques exploiting this wavelength region should be most sensitive, even two
orders of magnitude more sensitive than those using the strongest overtone. Two
overtones shown are the second harmonic of the fundamental ν3 around 1.66 µm
and the combination of two fundamental oscillations ν3 + ν4 around 2.35 µm. Rel-
ative transitions intensities can be seen in a logarithmic scale in Fig. 2.8.
 !" #!$ #!" %!$ %!" &!$
$!$
$!#
$!&
$!'
$!(
 !$
 
 
 
!
"
#
!
$
 
"
%
&
'
(
)
*
)
+
 !"#$#%&'()*+,-
Figure 2.7: Intensities of methane absorption lines in near– andmid–infrared.
The linear scale shows only fundamental transitions around 3.3 µm, over-
tones are almost invisible in this scale. A detection system working beyond
3 µm presents a huge, evident advantage over one trying to detect overtones.
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Figure 2.8: Intensities of methane absorption lines in the near– and mid–
infrared. The logarithmic scale shows a comparison between the intensities
of fundamental transitions and the overtones, which are around 100 times
weaker. 1.66 µm is a wavelength of the first overtone (second harmonic of ν3
at 3.31 µm fundamental frequency, often referred to as 2ν3) and 2.35 µm ab-
sorption originates from a combination of ν4 at 7.7 µm and ν3 fundamentals,
hence is commonly called ν3 + ν4.
2.3 Overview of methane sensing techniques
Optical absorption–based sensors in principle can use light sources emitting any
wavelength which is known to be absorbed by methane molecules — either fun-
damental bands or one of various overtones. The ability to work in the region of
fundamental absorption offers one advantage of a great importance — the sen-
sitivity possible there is, on average, about two orders of magnitude higher than
in any of the overtones. Fundamental absorption bands of methane are centred
around 7.65 µm and 3.31 µm and the most frequently used overtone wavelengths
for this molecule are 2.35 µm and 1.66 µm.
There are two general strategies for gas sensing when it comes to the choice
of the light source class. One incorporates an extremely narrow spectral emission
from a tunable source and scanning its central wavelength, this way detecting
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the presence of the absorption line. The other makes use of a broadband emis-
sion of some kind (not necessarily coherent). Comparison of the spectrum after
passing the analysed volume of gas with the reference spectrum should reveal
the presence of the absorption lines. In the case of the narrowband emission,
only a point detector for power measurement is required, in the broadband de-
vice a spectrometer is needed as the source emission must be recorded at many
wavelengths simultaneously.
2.3.1 Detection methods
Gases are relatively weakly absorbing so a special effort must be taken to increase
the interaction path length and the detection sensitivity. The traditional method
of the signal strength enhancement is using an optical multipass cell. Several
types of cells have been developed: a White cell [2.13], a Herriott cell [2.14], an
astigmatic mirror cell [2.15] and Chernin matrix system [2.16], each capable of
offering hundreds of passes through the analyte thus increasing the effective ab-
sorption path up to hundreds of metres.
Another method of increasing the optical path for the interaction with gas
is cavity ring–down spectroscopy (CRDS) [2.17]. This method is based on mea-
suring of the rate of absorption rather than the magnitude of absorption and is
performed in an optical cavity consisting of high–reflectivity mirrors. Typically, a
pulsed laser beam is coupled into the cavity through one of the mirrors and stays
in the resonator for about ten thousand round–trips. The portion of the beam
outcoupled through the other mirror is measured and its decay rate carries the
information about the absorption of the examined sample.
Recent advances in photonic fibre technology have brought a new type of gas
cell — the core of a hollow optical fibre [2.18]. The method is seen as particu-
larly promising due to the reliability of manufacturing long optical fibres. How-
ever, for long and small core–diameter fibres there still remains the problem of
introducing the gas of interest into the fibre. Forced pumping is one of the so-
lutions [2.19], but it requires complicated pump and gas circuits not necessarily
suitable for a portable gas–sensing device, so the efforts have beenmade to let the
gas flow through the micrometre–sized holes drilled with focussed femtosecond
laser pulses in the fibre wall with good results [2.20].
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Photoacoustic spectroscopy is another technique for the sensitive spectroscopic
measurements, however it is not a direct method — absorption of laser light oc-
curs in a specially designed cell, but it is detected by means of the acoustic signal.
A miniature microphone measures the sound wave generated by the absorption
of the beam with an amplitude modulated at acoustic frequencies (for example,
see [2.21]). The sound intensity changes revealing the variable absorption in-
duced by tunable light radiation.
Frequency–modulation spectroscopy is a powerful technique exploiting the
ability of laser diodes to be rapidly tuned by varying driving current. Sine–wave
modulation introduces two sidebands into the light spectrum, ω0−Ω and ω0 + Ω,
whereω0 is the frequency of laser beam andΩ is themodulation frequency. If dur-
ing the interaction with the gas, one of the sidebands is absorbed more strongly
than the other (is positioned inside the absorption line), it becomes evident after
detection as the asymmetric result will not combine back to the original shape of
identicallymodulated signal. For an example of the technique strength, see [2.22].
2.3.2 Spectral ranges and light sources
The most convenient source in terms of operating simplicity, life time and mod-
ulation possibility is a laser diode, which falls into the narrowband category.
Driven only by the applied current, it can be the part of a miniaturised sensor
together with a small detector. The 1.65 µm overtone is relatively simple to reach
with a popular InGaAs or GaInPAs laser diode light and can be used for methane
sensing [2.21, 2.23, 2.24]. However, lower–order overtones or ideally fundamen-
tals are more desired for sensitivity improvement. Quantum–well lasers are the
examples of recent advances in the mid–IR optics technology. Quantum–well an-
timonide laser diodes allow for a single–wavelength operation engineerable by a
careful choice of the thickness and composition of the layers. Both 2.35 µm and
3.3 µm regions were reachedwith this type of lasers [2.25,2.26,2.27,2.28,2.29,2.30],
however not all of them were suitable for operation in room temperatures.
Another type of laser diode which can be engineered to operate in the mid–IR
fundamental methane absorption bands is the lead salt–based laser diode. The
difficulty in this case is the need for a cryogenic cooler, which makes it quite
complicated. The operation temperatures are in the range of 15–80 K. Gas sensing
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experiments were successfully performed with the use of these lasers [2.22, 2.31].
The relatively new technology of quantum cascade laser diodes gives access
to 3–24 µm spectral range. Until recently it was not possible to manufacture these
kind of diodes for a continuous work mode in room temperatures, but this diffi-
culty has been removed now (for example, see [2.32]). This technology has been
widely tested in the application of methane detection [2.33, 2.23, 2.34].
Recent advances in the tunable solid state lasers technology revealed promis-
ing media for mid–IR broadband emission. One example is Cr2+:ZnSe, which is
suitable for the construction of a femtosecond oscillator in the 2–3 µm range. A
methane sensing device based on this type of laser and Fourier–transform detec-
tion method was successfully built [2.35].
The thulium–doped fibre laser capable of emitting 2.2–2.4 µm light was used
to perform the methane sensing experiment based on ν3 + ν4 overtone [2.36].
There has been some work done on a ∆ν=2 overtone in CO gas–based lasers.
They can be tuned to the region of 3 µm and methane sensing using the CRDS
technique was performed with the high sensitivity there [2.37].
The phenomenon of difference frequency generation in nonlinear crystals may
be used to access some spectral regions not available by other means with lasers.
The availability of periodically poled crystals which can be prepared for the quasi–
phasematching in a broad range of wavelengths made possible methane sensing
in fundamental absorption regions [2.38, 2.39, 2.40, 2.41].
Optical parametric oscillators are powerful tools offering relatively high out-
put powers and tunability over wide spectral ranges. The continuously working–
type was used as a tunable light source in a methane detecting device [2.42]. The
broadband femtosecond version was also tested with good results in conjunction
with the Fourier transform measurement technique [2.43]. My experiment relied
on a femtosecond OPO as well.
Generally, laser diodes are the most attractive light sources for various gas
sensing devices due to low manufacturing costs and simplicity in use but they
lack tunability which could be very advantageous in some applications. A broad-
band femtosecond laser diode would be ideal and there are already the first signs
of this technology approaching, e.g. as described in a review paper of Rafailov
and co–workers [2.44] but still the solid state–based laser and parametric oscil-
lators which are products of a well established technology offer the spectrally
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broadest coherent radiation flexibly tunable within spectroscopic regions of in-
terest. In this experiment, with a lithium niobate–based OPO, it was expected to
obtain a few tens of milliwatts of light with its spectrum at least partially over-
lapped with one of the fundamental absorption bands of methane so it was pre-
dicted to be a suitable light source for this application, offering potentially high
sensitivity.
2.3.3 Summary of detection schemes
The majority of solutions rely on using a narrow–band emitting laser tuned to
one of the known absorption lines and power measurement with a photodiode
after passing through the gas. Usually a laser diode is the first choice device. Typ-
ical powers are not easily detectable (of the order of µW) so a frequently adopted
strategy is using the liquid nitrogen–cooled HgCdTe or similar photodiode. De-
tection sensitivities for this kind of sensor are well below 1 ppb level, however
frequently these devices are only laboratory prototypes.
Rarely used for the reasons of complexity are broadband sources–based de-
tectors, which record the events of absorption as changes in the spectrum trans-
mitted through the gas cell or generally space under examination. They offer a
broader image of the phenomenon of absorption as many lines are visible simul-
taneously and additionally the presence of several species can be tested with the
same laser. In particular, femtosecond oscillators do not compromise the beam
quality — unlike thermal sources — and possess the high spectral density while
still covering tens or hundreds of nanometres so can be reliably used similarly to
CW–lasers in the experiment and offer the rapid acquisition of data rich in spec-
tral information. In order to obtain a satisfactory spectral resolution, the preferred
technique of wavelength measurement in the mid–IR is the Fourier–transform
spectroscopy, presented in detail on page 51.
The examples of methane sensing experiments described in scientific journals
are presented in the table 2.1. The current trend is development of laser diodes
working at fundamental absorption frequencies which, due to the fact that the
technique is well known, should bring rapid improvement of results and further
miniaturisation without losing sensitivity.
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Table 2.1: Comparison of different optical methods of methane detection
Light source Wavelength Detection method Sensitivity Reference
CW tunable sources
InGaAs laser diode 1.59–1.67 µm photoacoustic 14 ppm [2.21]
laser diode 1.65 µm photoacoustic 0.15 ppm [2.23]
GaInPAs laser diode 1.64–1.67 µm multipass cell, Ge detectors 0.04 ppm [2.24]
InAsSb laser diode 3–4 µm multipass cell, HgCdTe detector 0.002 ppm [2.29]
Pb–salt laser diode 8 µm multipass cell, HgCdTe detector 0.02 ppm [2.31]
7.8 µm frequency modulation, HgCdTe detector 0.000050 ppm [2.22]
Quantum cascade laser diode 7.84 µm multipass cell, HgCdTe detector 0.005 ppm [2.33]
7.85–7.90 µm photoacoustic 0.003 ppm [2.23]
7.93 µm multipass cell, HgCdTe detector 0.003 ppm [2.34]
Tunable solid state (Cr2+:ZnSe) 2.28–2.37 µm photoacoustic 0.8 ppm [2.35]
Difference frequency generator 3.5 µm multipass cell, HgCdTe detector 10 ppm [2.38]
2.9–3.5 µm multipass cell 0.003 ppm [2.39]
3.36 µm wavelength modulation, InSb detector 0.047 ppm [2.40]
3.3 µm multipass cell, HgCdTe detector 0.028 ppm [2.41]
Optical parametric oscillator 3.2 µm CRDS 0.00016 ppm [2.42]
CO laser 3 µm CRDS 0.0001 ppm [2.37]
Supercontinuum 1.62–1.70 µm multipass free space 8000 ppm [2.45]
Tm3+–doped fibre laser 2.2–2.4 µm gas cell, InAs detector 150 ppm [2.36]
Broadband sources
fs optical parametric oscillator 3.2–3.8 µm gas cell, PbSe detector 2 ppm [2.43]
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My experiment aimed at joining two promising techniques— photonic crystal
fibre as a gas cell and a femtosecond optical parametric oscillator, both suitable
for the use at the wavelengths of one of the fundamental absorption bands.
2.4 Optical parametric oscillator design
The main idea of this experiment was to examine the possibility of observing the
methane absorption at one of the fundamental bands (namely 3.31 µm) using a
prototype silica photonic crystal fibre having guidedmodes at thesewavelengths,
reported in [2.46]. As the maximum of the transmission for this fibre was not
accurately alignedwith themethane band structure, we decided to build the laser
source tunable in the range of the overlap available, namely around 3.15–3.30 µm.
In the previous experiments performed in our group, also related to methane
spectroscopy [2.43], an OPO was used working in the same spectral region so it
was decided to adopt the same approach. The requirements nowwere: tunability
between at least 3.15–3.30 µm, and the ability to extract this mid–IR light from
the OPO cavity with as small losses as possible and average power of the order
of tens of milliwatts. From previous experience it was known that it should be
possible to obtain this from a signal–resonant OPO built around a PPLN crystal
with grating periods in the range of around 21 µm pumped by an 800 nm–centred
femtosecond oscillator.
TheOPOused in this experimentwas designed as an X–cavity, signal–resonant
device pumped by a Ti:sapphire femtosecond oscillator and the exact configura-
tion is shown in Fig 2.9.
The pump laser was emitting ≈100 fs pulses at a wavelength around 800 nm
with a repetition frequency of 105.25 MHz. The typical spectral width was 10 nm.
The PPLN crystal was 12 mm–high, 0.5 mm–thick and 1 mm–long, with several
grating periods, ranging from 20.5 to 22 µm. The cavity consisted of a focusing
section of two concave mirrors (R=−100 mm) and two arms ending with plane
mirrors. A stable cavity configuration was found using program LCAV, which
calculates beam sizes along the optical axis by applying an ABCD matrix analy-
sis, taking into account astigmatism introduced by slightly tilted mirrors. Beam
clearance past the PPLN crystal required a mirror tilt angle of 4°, but this was
small enough to allow stable operation. To maintain stability the distance be-
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Figure 2.9: OPO cavity schematic. Ti:sapphire femtosecond oscillator work-
ing around 800 nm is the pump laser. The signal–resonant cavity consists of
two curved mirrors M1 and M2 and plane mirrors M3–M6. L1: 63 mm fo-
cal length BK7 lens for the pump beam focusing, L2: 100 mm focal length
CaF2 lens for the idler beam collimation, M1: R= −100 mm, CaF2 mirror,
HT (highly transmittive) for idler wavelengths (2.8–3.4 µm) and pump (750–
850 µm), HR (highly reflective) for signal (950–1150 µm), M2: R= −100 mm,
BK7 mirror, HT and AR (anti–reflective) for pump (750–850 µm), HR for sig-
nal (950–1150 µm), M3–M6: plane, BK7 mirrors, HR for signal (950–1150 µm),
PPLN: the periodically poled LiNbO3 crystal formed in several gratings with
periods varying from 20.5 to 22 µm. M6 mirror position along the beam (cav-
ity length in practice) can be adjusted by a piezo–element within the range of
9 µm.
tween the curved mirrors and crystal was set to 51 mm. The cavity arms were
chosen to be symmetric, each being approximately 66 cm long.
The mirror coatings were designed as high–reflectors for signal wavelength
(950–1150 nm) but not for the idler (2.8–3.4 µm) and pump wavelengths. On the
contrary, these beams left the cavity through the first mirror they encountered
(M1) after interacting in the crystal. As the OPO was a synchronously pumped
device, its cavity length had to match pump laser cavity length. One of the end
mirrors was mounted on a translation stage to allow for precise matching of cav-
ity round–trip time to frequency of incoming pump pulses. The lithium niobate
crystal was mounted in an oven mount and kept at a temperature of 84°C to
avoid photorefractive damage. The details of the mount design are shown in
Figure 2.10.
To characterise the output of the oscillator and perform later absorption mea-
surements it was essential to build a dedicated spectrometer to have a necessary
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Figure 2.10: The detailed view of the OPO crystal mount. The resistor heats
the mount and the thermistor detects the temperature to provide the feed-
back. Both electrical circuits are served by a laser diode controller. The crystal
clamped in themount is vertically split into several separate gratings what al-
lows for adjusting different mode–locking conditions (the grating period) by
sliding the entire mount in the vertical direction. The pump beam is always
focused in one of the gratings. The outer diameter of the mount is 25.4 mm.
design flexibility for the setup. Prior to the construction of the experiment all the
requirements and constraints were not obvious so it was desirable to be able to
redesign the spectrometer itself to adapt for any new concepts. The planned use
of the home–built OPO and the fibre connected to the gas installation forced the
layout to be open to redesigning should any unprecedented difficulties arise. Ad-
ditionally, the acquisition rate for the spectrometer had to be high enough to give
reliable results even for a fluctuating OPO output, which was anticipated. In our
design it was straightforward to manipulate both the acquisition frequency and
the resolution of the device as we chose the build the Fourier–transform spec-
trometer.
2.5 Fourier transform spectrometer
Fourier transform spectroscopic techniques date back to original Michelson ex-
periments on the speed of light and have been developed since then both exper-
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imentally and theoretically. The availability of fast computers makes it a very
convenient method to measure a spectrum over an extremely broad range of
wavelengths. A thorough review of the fundamental principles can be found
in [2.47].
2.5.1 FTIR data acquisition and processing
In general, this method is based on the Michelson interferometer (Fig. 2.11).
Figure 2.11: Michelson interferometer used in FTIR measurements. Gray and
red arrows symbolise directions of propagation of the IR and He–Ne beams,
repsectively, in both interferometer arms. BS is beamsplitter, M1 and M2 are
mirrors, PD1 and PD2 are the photodiodes which record interference patterns
by linear absorption of incident IR or He–Ne light, respectively. ∆x is the
scan amplitude, so due to the double–pass geometry the total arms length
difference introduced by the scan is 2∆x.
One of the arms is scanned around zero–delay and the output contains a tem-
poral sequence of intensity fringes which can be recorded by a point detector
(photodiode). An example is shown in Fig. 2.12. The signal measured by the
photodiode at the output of the Michelson interferometer is called the interfero-
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Figure 2.12: Example of the intensity fringes from the oscilloscope screen.
Green trace denotes OPO idler and yellow the He–Ne laser. Scan takes 0.8 s
and contains 250000 points.
gram and can be expressed using input electric field values E(t) as:
IOUT(τ) =
∞∫
−∞
|E(t − τ) + E(t)|2 dt. (2.12)
Further manipulation reveals the intuitive separation of the negative–, zero– and
positive–frequency terms in the Fourier transform of the interferogram:
IOUT(τ) =
∞∫
−∞
2I(t)dt +
∞∫
−∞
[E(t)E∗(t − τ) + E∗(t)E(t − τ)] dt
= const(τ)︸   ︷︷   ︸
ω=0
+F
−1[I(ω)]︸     ︷︷     ︸
+ω
+F
−1[I(−ω)]︸       ︷︷       ︸
−ω
, (2.13)
where F−1 is the inverse Fourier transform operator.
Isolating the positive frequency component and applying the Fourier trans-
form to it leaves us with the complex spectrum
I(ω) = |I(ω)| · ei∆ϕ, (2.14)
where |I(ω)| is the spectrum and ∆ϕ is the phase difference between two inter-
ferometer arms which can be discarded in the spectrum measurements. The fig-
ure 2.13 shows schematically the data manipulation process.
A separate problem presents itself in obtaining the frequency (or eventually
wavelength) scale which depends on the temporal distance between the data
points in the interferogram. A very accurate way of calibrating this acquisition
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Figure 2.13: The schematic of the FTIR data processing. Graph (a) shows the
raw interferogram captured from the oscilloscope, represented by eq. 2.12.
Fourier transform applied to this data gives the (b) data set in frequency do-
main. Negative–, zero– and positive–frequency components become visible
then according to the eq. 2.13. The absolute value of the positive frequency
peak is the spectrum intensity, shown isolated in the figure (c). The proper
frequency scale is extracted separately from the He–Ne interferogram.
step is using a He–Ne laser in the same interferometer and recording its inter-
ferogram with a separate detector, yielding a sine–wave. It is known that one
period corresponds to the distance of one wavelength which is determined ac-
curately to be 632.8 nm. The He–Ne interferogram is recorded for entire length
of the scan for the main signal, so at each point of the signal interferogram there
is a local “ruler” made from fringes arranged in 632.8 nm intervals. The extra
feature is the possibility of expanding the working distance for the scan even be-
yond the linear regime, as the He–Ne fringes always preserve the local distance
measure so there is no need to assume the same distance between data points
in the entire set. After extracting the position scale from the He–Ne fringes, it
is possible to rescale the signal interferogram to the delay units by the simple
relationship τ = x/c, where τ is the delay, x is the position and c is the velocity
of light. After these manipulations, real frequency units appear naturally in the
Fourier–transforming process. According to needs, the spectrum can be shown
in wavelength units, using λ = c/ν relationship, where ν is the original frequency
scale and λ is the wavelength scale.
As the He–Ne interferogram is not always of excellent quality, a fringes–
thresholding and counting computer algorithm was employed as a crucial part
of the data–processing software.
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2.5.2 Experimental details of the FTIR spectrometer
The actual scanning device in our spectrometer was a loudspeaker which allowed
for a simple scanning frequency adjustment. It was driven by a standard sine–
wave signal generator and an audio amplifier. There was a silver mirror attached
to themoving part of the speaker. The practical scan distancewas limited to about
6 mm due to the properties of the speaker. The idler wavelength–dedicated PbSe
detector was unfortunately too slow to resolve the interference fringes for scan
frequencies higher than 1 Hz. The other arm was built from the mirror mounted
on a translation stage so the zero–delay position could be accurately found.
The Infrasil beamsplitter was not optimised for 50/50 operation at 3.3 µm
wavelength but still it wasworking sufficiently well (60/30with 10% absorption).
At the He–Newavelength of 632.8 nm the splitting was 82/14 but the interference
fringes were visible.
2.5.3 Sampling and resolution criteria
The classic paper of Shannon [2.48] contains the rigorous proof of the fact that in
order to accurately and uniquely sample a continuous, bandwidth–limited signal
it is necessary to probe it more frequently than two times per the shortest period
corresponding to the highest frequency fMAX:
fS > 2 fMAX ⇒
δtS <
1
2 fMAX
, (2.15)
what is known as the Nyquist criterion. δtS is a temporal distance between points
in the sampled signal and fS is the sampling frequency.
When applied to the conditions of my experiment, the Nyquist criterion re-
quires more than two samples per a He–Ne period as this laser possesses the
shortest wavelength used in the measurements so the corresponding temporal
variations in the signal are the quickest ones for this laser. The experimental
limit was the number of points in the memory of the oscilloscope but it was quite
high and equal to 250000. This fixed number of points could be used to sample
a certain number of He–Ne interference fringes and there is an upper limit to
this number —with 250000 points not more than 125000 periods can be uniquely
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sampled. It puts the limit to the amplitude of the scan ∆x:
2∆x < 125000 · 632.8nm
∆x < 39mm, (2.16)
and the reason for 2∆xmultiplication is that in theMichelson interferometermod-
ifying the length of one arm by ∆x causes the modification of the overall optical
path in this arm by 2∆x due to the double pass geometry.
The Fourier transform properties say that the distance between points in one
of the domains is tightly related to the span in the other domain, so for example
in the case of the distance between points in the spectrum (effectively spectral
resolution) depends on the signal recorded in time:
δν =
1
∆t
, (2.17)
whichmeans that the increase of the spectral resolution can be obtained by record-
ing longer temporal sequences of the signal. In my experiment the available
temporal sequence is strictly limited by the oscillation amplitude of the speaker,
which could not be higher than 2 mm and the eventually used cropped optical
path scan was 3 mm, implying the resolution of about 3.6 nm. Simultaneously
it means that the sampling rate was sufficient as the limit of 39 mm was much
higher than the actual amplitude.
Another parameter which was limited in the experiment was the scan speed.
In principle it should be as high as possible to minimise the sensitivity to the OPO
temporal instability. In practice the upper limit was caused by the PbSe detec-
tor speed and in order to record the vertically symmetrical trace it was essential
not to increase the scan frequency above 1 Hz. To safely reject the scan turning
points which were the regions where the interference fringes were not readable,
the temporal window was cropped to 0.8 s and this number can be defined as the
duration of a single measurement.
2.6 Optical parametric oscillator characterisation
The OPOwas designed exclusively with the use of non–resonant idler in mind so
there was no output coupler for resonating signal wavelengths and no measure-
ments of the signal were performed, however, to show the versatility of this de-
vice, I measured its spectrum in the visible and the near–IR, and this is shown in
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Fig. 2.14. The signal peak, which should be present in the area of 1000–1100 nm,
is not visible due to lack of output coupling because this wavelength did not
leave the cavity. Instead, a very strong peak of the second harmonic of the signal
is clearly visible. The cavity mirrors were transparent at these wavelengths and
this 2ωS was a useful monitor of the OPO operation. The ≈500–550 nm–centred
peak of a bright green–orange light was initially a clear indication of the oscil-
lation and was helpful during the alignment process. In later measurements the
spectrum of 2ωS was monitored and its position was used as an indirect measure
of the repeatability and stability of the idler central wavelength.
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Figure 2.14: OPO spectrum in the visible and near–IR. ωP is the pump fre-
quency, but other frequencies are generated in the OPO crystal in non–phase–
matched processes: 2ωP is the second harmonic of the pump, ωP + ωS is the
pump mixed with the signal and 2ωS is the second harmonic of the signal.
The idler tunability was examined for different pump wavelengths (Fig. 2.15).
It is clearly visible that the OPO emits idler wavelengths in the spectral region
where methane absorption is expected (3.2–3.5 µm) only for a carefully set pump
central wavelength and this pump–wavelength sensitivity is caused by the phase–
matching conditions which relate the pump and the idler wavelengths to each
other. The central wavelength of 801.5 nm was chosen in the experiment as the
optimal pump alignment giving the longest idler wavelength at a usable power
level.
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Figure 2.15: OPO idler power and central wavelength as a function of pump
wavelength (shown in the top part of each graph) and cavity length. The
pump wavelength of 801.5 nm gives the longest idler wavelength for a con-
siderable (≈15 mW) output power and this setting was chosen as the optimal
working condition in the experiment.
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Additionally, the idler output power as a function of the cavity length for
different pump central wavelengths was measured. It is presented in Fig. 2.15
together with the idler tunability. The cavity length window (10 µm) is equal
to the total range of the piezo stack. Even though there were still oscillations for
shorter cavity length at some settings of the pumpwavelength (792.6 nm, 796 nm,
and 801.5 nm) they are not acquired due to the fact that there the device emitted
wavelengths too short for the experiment. Concatenation of two sets of data for
different cavity lengths was not reliably possible so it was decided to record the
data for the central wavelengths which were close to the working conditions used
later in the experiment.
The typical spectral shapes obtainedwith the OPO are shown in Fig. 2.16. Two
distinctive modes of operation are highlighted: one in the short wavelengths, in
the area of 2.7 µm which is not used later in the experiment, and the methane
absorption range, in the region of 3.2 µm.
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Figure 2.16: OPO example spectra. (a) is for the short–wavelength mode of
operation in the region of 2.7 µm, where the water vapour presence causes
the absorption lines to appear. (b) is a typical spectrum in the range useful
for methane absorption experiment.
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2.7 Photonic bandgap fibre as a gas cell
Photonic bandgap fibres utilise a unique idea of using photonic crystals to guide
light in a special way, even though the refractive index of a core may be smaller
than the one of a cladding. Photonic bandgap structures are media possessing
a suitable spectral periodicity of refractive index changes allowing for macro-
scopic constructive or destructive interference due to multiple reflections, as it
happens in the case of reflection from multi–layer stacks of highly–reflective di-
electric coatings routinely used as high–reflectivity mirrors. Such mirrors are an
example of a 1D photonic bandgap structure and at optical wavelengths the pe-
riodicity required is of the order of hundreds of nanometres. For mirror coatings,
sputtering and evaporation techniques can be used to deposit dielectric layers of
the correct thickness and index, however photonic bandgap fibres involve cre-
ating a bandgap in 2D, so the periodic structure required is more sophisticated
than simple alternating layers. Using the well–established technique of “fibre–
drawing” it is possible to create nano–structured fibres with the correct spatial
periodicity needed to achieve a photonic bandgap. The simplified comparison
between 1D– and 2D–bandgap structures is shown in Figs. 2.17 and 2.18.
Figure 2.17: The dielectric mirror as an example of a 1D–bandgap structure
principle of operation. Alternating layers of n1 and n2 refractive index mate-
rial cause multiple backreflections which interfere destructively or construc-
tively depending on the wavelength of the incident light. (a) shows the ge-
ometry of such a device, (b) is a typical reflectivity curve for a mirror of this
type.
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Figure 2.18: The ”folded” dielectric mirror called a Bragg fibre as an exam-
ple of a 2D–bandgap structure principle of operation. The reflectivity of the
layers is similar in character to the reflectivity in 1D–structure in Fig. 2.17.
(a) shows the circular geometry of a device, (b) is a reflectivity curve that si-
multaneously is a graph of guided wavelengths since the ones which cannot
propagate in the structured cladding are forced to remain in the core.
As the principle of fibre operation (guiding) here is not a simple difference
of refractive indices between the core and the cladding but the confinement of
light in the core is obtained by forbidding its propagation in the cladding due to
the periodicity and multiple reflections, even guiding in the air core can be easily
engineered — it is the principle of operation of photonic bandgap fibres. The
bandgap is a frequency region for which the light is forbidden to propagate in the
periodic structure, so in the case of the mirror it is the high reflectivity frequency
range and in fibres these are the guided frequencies— the only direction in which
they are free to propagate is along the structure.
The Bragg fibre, shown in Fig. 2.18 and reported [2.49, 2.50] as scalable to
guide light in the range of wavelengths 0.75–10.6 µm, is a device intuitively de-
rived from a 1D Braggmirror, but usually photonic fibres are manufactured using
nanorods rather than nanolayers and as an example of a real structure a photonic
bandgap fibre is presented in Fig. 2.19. This geometry opens the field for more
flexible fibre characteristics manipulation.
The effect of replacing layers with rods in the photonic fibres is adding new
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Figure 2.19: Cross–section of a photonic bandgap fibre used in this experi-
ment.
periodicity patterns which can be used to enhance the guiding properties and
more finely engineer the bandgap position. Schematically the difference is shown
in Fig. 2.20.
Figure 2.20: The comparison of a single–periodic Bragg fibre (a) with the pe-
riod Λ and the photonic fibre (b), possessing multiple periodicities Λ1, Λ2, Λ3
and many others, not shown here. This feature may introduce new bandgaps
into the transmission profile of the fibre making the fibre suitable to be used
in more spectral regions than the simple Bragg fibre. The rods of refractive
index n1 in (b) are very frequently left hollow.
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Drawing is a technique which has commonly been applied to manufactur-
ing ordinary optical fibres and by introducing slight modifications it has been
adapted for photonic fibre production. The fabrication process consists of pre-
form preparation, but unlike standard fibres that use a single rod of optical ma-
terial, the preform is prepared as a stack of capillaries which together make a
macroscopic model of the final fibre design. More details concerning computa-
tional and practical issues in photonic crystal fibres design can be found in an
exhaustive review article [2.51].
There are two general types of optical fibres based on the photonic crystal ef-
fect — one which leaves a high–index material as a core (“photonic crystal fibre”,
PCF) and the other whose core is made of a lower–index material, usually air
(“photonic bandgap fibre”, PBF). The air holes pattern can be arbitrary in any of the
fibre types; the only condition which must be met is periodicity. The particular
choice of hole distribution determines the fibre’s guiding properties, such as spec-
tral transmission, dispersion ormode size. Solid–core fibresmay be used to create
conditions of high nonlinearity (when entire mode is confined in an area with di-
ameter of the order of micron), but hollow–core fibres, on the contrary, have their
modes guided in air (more than 99% of beam travels in a hollow core [2.52]) so
nonlinear effects may be totally eliminated or engineered to achieve some specific
outcome, e.g. to efficiently deliver soliton pulses [2.53].
Photonic fibres have found many applications so far, including construction
of various devices, like: an OPO [2.54], optical sensor and sample collector [2.55],
all–fibre chirped pulse amplifier [2.56], pulse compressor by spectral broaden-
ing [2.57] and their general capabilities in an aspect of nonlinear optics are re-
viewed in [2.58].
A choice of a PBF as a gas cell is justified in detail and summarised in [2.18].
The general idea is very simple — the hollow core may be filled with any gas; the
propagating light mode will interact with the gas very efficiently due to excellent
overlap between gas volume and mode volume. Subsequently this arrangement
may be exploited to performing experiments with nonlinear properties of gases
(like Raman scattering), locking of lasers to molecular lines or analysing the core
contents for the presence of substances of interest. There has been methane sens-
ing with a PBF connected to a vacuum chamber [2.19] and drilled PBF [2.20] per-
formed at overtone wavelengths, but in our experiments it was planned to use a
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novel fibre with its bandgap (guided wavelengths region) centred around 3.2 µm,
similar to the one described in [2.46] and supplied by Photonics and PhotonicMa-
terials Group at the Department of Physics, University of Bath. We planned to use
this fibre in the region of fundamental methane absorption around 3.2 µm, where
the spectroscopic analysis can be performed potentially with the best sensitivity
and where we expected our OPO light source to be emitting sufficient amount of
power.
2.8 Characterisation of candidate fibres
As even small environmental variations during the process of photonic fibre draw-
ing may cause the bandgap to be shifted and generally distorted with respect to
the theoretical design, we were supplied with several fibres, originating from
different fabrication processes. I measured their spectral transmission and com-
pared it with the known position of the methane absorption lines to achieve op-
timal overlap, taking into account the constraint of the limited OPO tuning abili-
ties. The testing methodology was not complicated and involved measuring the
spectrum of OPO pulses coming straight from the oscillator and their subsequent
spectrum transmitted through the fibre. These quantities are related to each other
in the following way:
S T(λ) = S IN(λ) · TPBF(λ), (2.18)
where S T is transmitted spectrum, S IN is spectrum measured before the fibre and
TPBF is fibre’s spectral transmission.
We chose to measure the spectrum with an FTIR method, described before in
the section 2.5. The entire optical system consisting of the OPO, FTIR spectrom-
eter components and fibre is visible in Fig. 2.21. A single measurement leading
to the spectrum retrieval was always the same, whether it involved fibre or not.
Two detectors were used for measuring the interferograms — a Si photodiode
recorded the He–Ne trace and a PbSe photodetector recorded the OPO idler. The
data acquisition lasted 0.8 s and just before it was started, the spectrum of the
second harmonic of the OPO signal was recorded for the reference. The interfero-
grams data was saved to text files and the optical setup was modified to transmit
the idler light through the fibre. Then, again just before the measurement was
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Figure 2.21: Completemeasurement setup including pump laser, OPO cavity,
Michelson interferometer, He–Ne laser, detectors and fibre. The dashed line
shows the beam when the reference measurement (without the fibre) was
performed.
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Figure 2.22: Transmissions of six photonic bandgap fibres. At the time of
performing this check the OPO was not tunable beyond 3.4 µm so the long–
wavelength part of the transmission profile was not always known. After
taking into account the available OPO idler spectrum, methane absorption
and each fibre’s transmission, fibre (b) was chosen as the most suitable for
being a gas cell in this experiment.
65
started, the OPO cavity length was finely tuned with the PZT piezo controller
(lead zirconate titanate, Pb[ZrxTi1−x]O3) so the spectrum of the second harmonic
matched the previously recorded one. The overall set of data necessary to obtain
the fibre transmission for a single OPO tuning position included four text files:
two idler interferograms (the green one in Fig. 2.12) and two corresponding He–
Ne traces (the yellow one in the same figure). From each pair of interferograms
a spectrum was retrieved with the method described in Section 2.5.1. Then, ac-
cording to the eq. 2.18, the transmission was calculated. The transmission curves
usually extended over a broader range than the idler bandwidth, so the measure-
ments were repeated for other idler central wavelengths and then concatenated
to create a continuous transmission profile of the fibre. Six fibres were checked
in terms of their transmission around the centre wavelength of the fundamental
methane absorption and the results are shown in Fig. 2.22.
2.9 Methane sensing experiment
After choosing the particular fibre with the most suitable transmission properties
it was adapted to be a gas cell by terminating it with two mini–cells containing
CaF2 windows for high mid–infrared transmission. The detailed schematic of a
terminator is shown in Fig. 2.23. The gas installation was a closed circuit with
the added facility of evacuating it or filling with a methane:nitrogen mixture or
nitrogen only. The full schematic is shown in Fig. 2.24.
The measurement protocol was as follows: we first acquired the spectrum of
the beam propagating in the fibre filled with pure nitrogen where no absorption
was expected, then refilled the fibre with a methane:nitrogen mixture and re–
measured the spectrum. The two spectra obtained are related to each other in a
way similar to the previous transmission formula (2.18):
S N2:CH4(λ) = S N2(λ) · TCH4(λ), (2.19)
where S N2:CH4 is a spectrum after methane and nitrogen absorption, S N2 is a pure
OPO spectrum transmitted through the fibre containing nitrogen only and TCH4 is
the methane transmission which translates to the absorption shown in Fig. 2.7 in
a simple manner, namely:
ACH4(λ) = 1 − TCH4(λ), (2.20)
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Figure 2.23: One of the fibre terminators. The end of the fibre is sealed with
silicon into a brass joint (right port). The left port is a sealed CaF2 window,
ready for coupling the OPO idler into the fibre. The top port of the joint is a
sealed rubber hose serving as a gas inlet/outlet.
Figure 2.24: Schematic of gas installation used in the experiment. Only one of
the valves is open each time: evacuating the circuit with vacuum pump (VP),
filling it with methane:nitrogen mixture (CH4:N2) or nitrogen only (N2). PBF
is photonic bandgap fibre which transmits both light and gas. The beam goes
through both terminators (rectangles) and the fibre.
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where ACH4 is methane absorption. Two representative examples of interfero-
grams are shown in Fig. 2.25.
Figure 2.25: Comparison of typical interferograms as seen on an oscilloscope
screen. Trace (a) refers to situation without methane in the fibre, so without
high–frequency modulations in the spectrum. Trace (b) has substantial por-
tion of high–frequency components what means that spectrum is strongly
modulated — contains absorption lines.
The OPO central wavelength was not ideally stable and was vulnerable to en-
vironmental changes and this was causing problems during measurements. This
behaviour was greatly minimised by the construction of an acrylic glass box sur-
rounding the OPO cavity and covering it from the top, leaving only small holes
in the sides for the pump beam, idler output beam and the micrometre screw for
rough tuning of the OPO. The only available way of eliminating this completely
was manual tuning by modifying cavity length with a precise PZT controller
using as a feedback some other OPO–related directly measured spectrum. The
second–harmonic of the signal was quite simple to observe after leaving the cav-
ity and was used to monitor OPO tuning changes. The spectrum was recorded
once and then before every measurement the cavity length was adjusted so that
the currently observed spectrum matched the reference one. However, we did
not have any means to introduce such modifications continuously in the sub–
second scale of data acquisition so it was not possible to control the idler central
wavelength during the scan. This was the most serious source of noise in the
main results.
A full set of data, being a result of one measurement at 5% concentration, is
presented in Fig. 2.26. It includes a spectrum with and without methane absorp-
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tion, calculated absorption and theoretically predicted absorption lines with the
best resolution available from the database, of the order of 3 pm.
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Figure 2.26: Result of 5% concentration measurement. (a) shows spectra
obtained by Fourier–transforming of raw interferograms. Blue denotes a
spectrum transmitted through a fibre, green is after absorption by methane
present in the core. (b) shows transmissions — inferred from measurement
(data given in (a)) with a black line and data from HITRAN database with
a red line. The constant shift of the experimental results with respect to the
theory is apparent.
2.9.1 Spectrum calibration
The lines derived from the measurement appear to be shifted with respect to the
reference data by 2.5 nm. This indicates the intrinsic error in calibration which is
very likely in a delay–scanning system. It originates from a small noncollinear-
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ity between the beams present in the scanned–length arm. The non–zero angle
between these causes the reference He–Ne trace to have a different effectively
recorded wavelength than it really has (Fig. 2.27). This misalignment is very dif-
ficult to eliminate, however the error itself is quite simple to remove with a mea-
surement of a well–known spectrum, e.g. methane absorption lines. As a result
of a changed effective He–Ne wavelength, the acquired data will be shifted in
wavelengths by a constant, giving the effect visible in the comparison of the raw
data without the calibration correction and the spectrum taken from a database
(Fig. 2.26). The calibration then aims to remove the shift by adjusting the effec-
tive He–Ne wavelength so the absorption lines from both data sets overlap. In
my case the new effective calibration wavelength was 632.3 nm, which is differ-
ent from the real used wavelength by 0.5 nm, indicating the noncollinearity of
α = 0.5°. Subsequently this wavelength was used in the numerical retrieval of the
idler spectra from the measured interferograms.
Figure 2.27: The effect of shortening of the calibration wavelength. The non–
zero value of the angle between the beams in the interferometer α modifies
the effective recorded reference wavelength to λEFF = λHe−Ne × cos(α).
The absorption curve for the 5% results using the wavelength scale corrected
for the noncollinearity effect is presented in Fig. 2.28.
Further measurements were taken for four methane concentrations in nitro-
gen, namely 5%, 1%, 0.5% and 0.1%. The results for all concentrations tested are
shown together in Fig. 2.29. It is clear that the noise present in the IR beam, both
in terms of spectrum centring and power fluctuations, makes it difficult to ex-
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Figure 2.28: The calibrated result of 5% concentration measurement. The
wavelength shift caused by the noncollinearity between the beams has been
removed.
tend the applicability of the device to lower methane concentrations. The lack of
simultaneously captured data from a reference channel introduces artifacts and
washes out the absorption lines, even if in comparison with a simulated data,
shown in Fig. 2.29, it is possible to find main features of the predicted curve. The
Q–branch is well recognisable and corresponds to the theoretical shape down to
0.5% measurement.
The general assessment of the device performance based on the results would
be that the sensitivity available is sufficient to measure even lower methane con-
centrations than 0.1% (especially taking into account the short fibre length ap-
plied), but the noise must be removed to make it possible. A similar detection
scheme, but based on 2ν3, was proposed recently [2.59] and the detection limit
estimated there was 10 ppm (0.001%), but a 5 m–long fibre and a low–noise laser
diode were used, so after employing longer fibre and decreasing noise in my ex-
periment detectability of the order of 1 ppm should be possible due to the strong
fundamental absorption.
Results were published in two journal articles [2.60,2.61] and presented at the
CLEO 2007 conference [2.62].
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Figure 2.29: Comparison of methane absorption for different methane con-
centrations (numbers shown in the right side of each graph) are shown with
the thick blue line. The thin red line shows theHITRANdatawith the applied
simulated resolution of 3.6 nm, equal to the estimated minimum resolution
in the experiment.
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2.10 Conclusions
This feasibility study experiment has shown the sensitivity of the apparatus and
potential of methane sensing using the strongest fundamental absorption lines.
The main sources of errors and noise were identified and solution is proposed.
The heavily structured spectral transmission profiles for the fibres we had
available made the measurements very vulnerable to OPO detuning during data
acquisition. The comparison of spectra after passing through nitrogen andmethane
assumes that incoming spectrum is constant and if it is not the case, the result may
be very noisy due to the presence of small features and steep slopes in the fibre’s
transmission.
The OPO instability was caused principally by environmental changes that
need to be controlled. This can be very difficult to achieve due to the required in-
terferometric accuracy in the cavity length which is ruined by air currents which
introduce into the beam path a medium containing both temporal and spatial
variations of refractive index, which depends on temperature.
It is possible to eliminate both these sources of errors by a common mode
rejection approach, and a sufficient solution would be to rebuild the detection
system in a way shown in Fig. 2.30. A complicated spectral transmission profile
would not be an issue any more since it is present in both idler traces and thus
is automatically erased. OPO central wavelength fluctuations would be not im-
portant as well because the scan speed is common for both reference and sample
fibres, so any uncontrolled detuning would happen at the same moment in both
fibres, being rejected without any experimental effort.
Additionally, resolution in this home–built FTIR spectrometer was definitely
not satisfactory. The lines were visible but enormously broadened. It was a proof–
of–principle experiment, but there exist commercial solutions which could be ap-
plied on the next stage of development. However, even the home–built device
could be improved if a longer scanning range was possible, which would imme-
diately increase the resolution. There is still much to do in this particular issue as
the theoretical derivation of the sampling requirements limits the scan amplitude
to 39 mm while the loudspeaker allowed for only 2 mm amplitude. Addition-
ally, the signal–to–noise ratio in the interferograms could be slightly increased
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Figure 2.30: Suggested measurement setup which benefits from a common
mode rejection. Two identical photodiodes detect the idler beam which was
split into two and each copy is coupled into identical length of the same type
of fibre. The only difference will be the cores’ contents: the reference fibre
contains nitrogen and the sample one is filled with appropriate methane mix-
ture.
if the visibility of the fringes were better, and this could be achieved by using a
beamsplitter dedicated for the idler wavelengths.
This technique can be potentially extended to other gases as the only modifi-
cations required would be tuning the light source into other wavelengths (how-
ever, e.g. in the case of ammonia it is already in the region of absorption) and
preparing the fibre guiding this beam, which is generally possible as the knowl-
edge about PBF modelling and engineering is developed very quickly in many
centres across the world. Additionally, another aspect of this approach is valu-
able — the beam delivery to distant, possibly hazardous and inaccessible places.
Not necessarily the entire length of the fibre has to be gas–sensitive, so for exam-
ple one proposition would be to couple the light efficiently into the fibre and in
the middle of its length arrange some means of sensing (possibly holes drilled in
the cladding down to the core), depositing this ventilated section in the place of
interest. However, the applicability of this depends on the availability of low–
loss fibres operating at the spectral region of interest. A careful prediction would
envisage the future of gas sensing devices in the marriage of broadband fem-
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tosecond laser diodes and photonic bandgap fibres or alternatively Bragg fibres
if these prove to have better characteristics for this purpose.
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Chapter 3
Design and construction of a
high–energy femtosecond optical
parametric oscillator for silicon
material processing
3.1 Motivation and background – femtosecond mate-
rial processing
Micromachining using laser beams offers the capability to produce ablated fea-
tures with sizes of less than 1 µm [3.1]. Especially systems offering ultrashort
pulses are very suitable here because thermal effects are kept to a minimum due
to the short exposure times and plasma–assisted material removal. In metals ab-
sorption of intense light delivered in the time–scale much shorter than the heat
transfer mechanisms allows localised ablation of the sample in the place of the
laser focus without affecting neighbouring areas. In dielectrics, this technique is
even more versatile because not only the surface ablation mode by absorption of
the laser beam can be used but also transparent samples may be processed by
means of multi–photon (nonlinear) absorption. This technique localises the ma-
chining area to the spots smaller than the focus size and, moreover, not necessar-
ily on the surface. Processing of bulk material in 3D geometry without modifying
the surface is available and in this approach there is no material removal but only
refractive index modification which is the way to direct waveguide writing.
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In the early work of Hill and co–workers, fibre Bragg mirrors were fabricated
with the use of an argon laser. The quality was sufficient to use such a mirror as
an output coupler in the same Ar+ laser [3.2]. However, the process responsible
for the structure formation in the glass was not a result of intense focusing but
rather was caused by an intensity grating created by two counter–propagating
laser beams. The photosensitive material, which in that case was a Ge–doped
silica fibre, was permanently inscribed with a reflective Bragg grating.
When it comes to the ablation regime, the mechanism responsible for the ma-
chining process is the plasma formation caused by a rapid excitation of the elec-
trons at the material surface. Plasma is subsequently removed from the inter-
action area by evaporation. The pulse duration and the material properties dic-
tate the conditions and the machining quality — high temperatures obtained can
cause defects, melting and unwanted expansion even at the regions far from the
focus. There are two general regimes: ablation in metals and dielectrics.
The first reported metal–related calculations supported by experiments date
back to 1965, whenmicrosecond– and nanosecond–scale pulses were used in test-
ing thermal effects on several metal samples [3.3]. Pulse lengths available at the
time did not allow for considering non–thermal interactions as the mean free
electron–electron collision time in conductors is of the order of 10-100 fs. Pulses
longer than that deposit the energy in the lattice through the heat transfer from
initially excited free electrons, but if the pulse duration is shorter than hundreds
of femtoseconds, then thermal diffusivity is strongly decreased due to the high
electron temperature caused by high laser light intensity and electrons can leave
the focal area prior to interacting with the lattice. The pulse duration must be
short in order to obtain a clean cut in a metal sample because otherwise excited
electrons can move freely from the focal region and either collide with other elec-
trons exchanging energy with them, or even be replaced by cold electrons from
outside and diffuse into the surrounding areas, warming up the metal and caus-
ing thermal expansion.
In dielectrics there are not many free electrons and the plasma formation relies
mainly onmultiphoton ionisation. Avoiding heat transfer is not that important as
it is in the case of metals because excited electrons cannot freely diffuse from the
plasma region and exchange energy with the surrounding areas. For example,
multiphoton absorption in PTFE was shown to lead to clean edge ablation when
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a femtosecond UV excimer laser was used [3.4]. However, it is not always the
case that dielectrics ablation results in clean edges because no melting occurs and
sometimes rough surface is left on the edges of themachinedmaterial. As another
example, femtosecond dye–based oscillators were sources of short enough pulses
to apply the nonlinear absorption in processing of various materials, including
skin cells [3.5], cornea [3.6] and silicon [3.7].
Ti:sapphire amplifiers have become the new standard sources for machining
of optically transparent materials by nonlinear processes. Early experiments in-
cluded a thorough comparative analysis of different pulse durations and their
corresponding mechanisms of laser breakdown in fused silica [3.8] and calcium
fluoride [3.9]. Also metallic substrates were successfully machined and their be-
haviour under exposure to the laser beam tested, including gold [3.10] and sil-
ver [3.11].
A nonlinear absorption in transparent targets opens the path for 3D machin-
ing in the bulk material. The physical mechanism in this case is similar to surface
ablation, but the evaporation of the high–temperature material is not possible. It
resolidifies and subsequently can form small density or structural variation, lead-
ing to alteredmedium properties, for example refractive index changes. For more
intense pulses the process may be more violent and cause structural damage by
explosive expansion. The index modification regime is especially attractive when
it comes to direct waveguide inscription in which, under favourable conditions,
a track of a uniformly index–enhanced material may be created in the bulk of a
sample when suitable scanning of the focal position is performed.
The first successful waveguide writing in glass by refractive index modifi-
cation with a Ti:sapphire amplifier was reported in 1996 [3.12]. Subsequently
femtosecond–laser inscribed media were used as waveguide host materials for
signal amplification or laser action: Er:glass [3.13], Nd:YAG [3.14] and Ti:sapphire
[3.15]. Additionally successful waveguide creation in highly nonlinear crystals
was demonstrated: LiNbO3 [3.16] and KTP [3.17, 3.18].
In the high–power approach, an interesting experiment creating a waveguide
by introducing a strain field between two parallel damage trencheswas presented
by Burghoff and co–workers [3.19], offering very clean mode shapes (Fig. 3.1). If
there is only one damage field, two strain fields are created and they can guide
light, however the efficiency is limited due to the edge of the cross–section, where
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the guided mode partially overlaps with the damage area. If two trenches are
madewith a carefully chosen distance between them, the shared strain field offers
a much cleaner mode and more efficient guiding. This method is planned to be
tested in future with the laser system described in this chapter.
Figure 3.1: A schematic structure of a cross–section of a waveguide written
by a femtosecond laser. The black fields symbolise the damage regions, which
are surrounded by strain fields. The case (a) is less efficient than the case (b)
due to the close neighbourhood of the damage region.
Formore detailed and systematic analysis of the femtosecondmachining physics
and technology, see [3.20].
3.1.1 The work outline
Waveguides created in bulk silicon and in silicon–on–insulator samples are a spe-
cially attractive perspective and promise a simple integration with electronic de-
vices. This project was planned as a construction of the powerful OPO source
needed for second–order absorption experiments in silicon. The OPO was built
and its performance tested. The next steps will be energy scaling via its modifi-
cation to a cavity–dumped device, and systematic tests of waveguide inscription
in silicon for various parameters.
To create waveguides in silicon a powerful laser working at the wavelengths
longer than the absorption edge of silicon (1.1 µm) is needed. The idea behind this
experiment was to use a fibre–based amplifier to pump an OPO tunable in the re-
gion of 1.3–1.5 µm corresponding to silicon’s 2–photon absorption regime. The
PPLN crystal was designed and purchased and used to construct an OPO based
on a commercial Yb:fibre oscillator–amplifier. The pump laser was also obtained
commercially and the OPO was built in the laboratory. The operating character-
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istic of the OPO output were measured and additionally an OPO simulation code
was developed.
3.2 Pump laser characterisation
The design of a femtosecond optical parametric oscillator requires detailed knowl-
edge of the pump laser characteristics – both temporal and spatial. The pump
pulse profile should be matched to the crystal grating structure in a way so that it
can be optimally depleted and the highest output power obtained. The beam pro-
file must also be known before designing the oscillator cavity, taking into account
the pump focusing characteristics while designing the crystal and the resonator
focusing around it.
The pump laser we decided to usewas a commercially available sub–picosecond
FemtoPower1060–10 (Fianium [3.21]) working at the central wavelength of 1064 nm.
The specified average power PAVG can be adjusted from 0 to 11 W, and the nom-
inal pulse duration ∆t is 7 ps but is compressible to ≈ 400 fs. The repetition
frequency f is 15 MHz, which gives the expected values of the maximum pulse
energy:
EPULS E =
PAVG
f
=
11 W
15 MHz
= 0.733 µJ (3.1)
and maximum peak power for these chirped pulses:
PPULS E =
EPULS E
∆t
=
0.733 µJ
7 ps
= 105 kW. (3.2)
3.2.1 Repetition frequency
The repetition frequency was measured with a photodiode and oscilloscope. Di-
rectly reading the temporal distance between intensity peaks on the oscilloscope
screen gave 15.31 MHz, equivalent to 9.791 m of free–space cavity length.
An independent check was performed with a radio frequency analyser and a
more precise result was obtained, namely 15.307MHz, for which a corresponding
cavity length is 9.793 m.
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3.2.2 Spectra for different output powers
The pump laser is built as an amplifier using an ytterbium–doped fibre to increase
the pulse bandwidth by a self-phase modulation process. This means that the
spectral shape depends on the power set at the output, which is itself dependent
on the amplifier gain. I measured the spectra as a function of average output
power and they are shown in Figure 3.2. The heavily structured shape is the
classic signature of a self–phase–modulation.
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Figure 3.2: Spectra of the pump laser as a function of output power. The
graphs correspond to the measured spectra for the output power in the range
1–11 W, in 1 W steps. Top graph: 1 W, bottom graph: 11 W. The width in-
creases with the power as expected.
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This spectral behaviour is unavoidable and means that the full power of the
amplifier must be used whenever a broad spectrum is desired. Even if the power
needed is small, it must be obtained through an attenuation of the full output
power in order to ensure identical performance at all power levels.
3.2.3 Temporal characteristics and compression scheme
Generally, in a generation scheme like this, a pulse will have a different temporal
structure at each different output power. Even if the intensity profile remains
the same, the complex field may be unique for different spectra. To find the full
electric–field values containing the optical phase, I used the FROG technique. All
eleven maps are shown together in a Figure 3.3.
Figure 3.3: Direct results of a non–compressed pulse measurement using a
SH–FROG technique. These maps span 20 nm in wavelengths and 48.3 ps
in delay. Qualitatively it can be quickly estimated that pulses do not change
their duration but only spectral width for different output powers.
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The FROG traces were used for an attempted retrieval of the pulses, however
it was difficult to find proper and reliable results due to the huge ∆τ∆ω factor and
limited experimental spectral resolution. The resampling requirements caused
the data matrices to be very big and the computations were time–consuming. The
principal component generalised projections algorithm struggled to converge and
was not stable even for the narrow spectra. Anyway, the essence of the measure-
ment was the confirmation of the fact that the spectrum broadened for increasing
power but the duration stayed the same.
The part of the future project was a test of the OPO performance for various
crystals and pump pulse durations. To facilitate this, I built a compression sec-
tion consisting of two fused silica transmission gratings (Ibsen Photonics [3.22]).
The gratings were optimised for the central wavelength of 1064 nm, vertical light
polarisation and the first diffraction order (Littrow configuration) so the transmis-
sion efficiency after a single pass of one grating was 94%. The complete double–
pass system is shown in Fig. 3.4. The overall transmission of this section was
measured to be 75%.
Figure 3.4: The grating compressor. (a): top view, (b): side view. The gratings
were used in a Littrow configuration, i.e. when the incident angle is equal to
the diffraction angle, here α = 41.7°. G1,G2: fused silica transmission gratings
(Ibsen Photonics), M: dielectric mirror, HR at 1064 nm. To allow variable
compression the grating G2 and the mirror M were mounted together on a
translation stage (grey box) so the distance between the gratings d could be
adjusted without any major disturbance of the pump beam direction. The
beam height differences at the input and the output are shown.
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After building the compression section, I measured the autocorrelation func-
tions for different grating distances in steps of 2 mm to evaluate the compression
ratio available with the broadest spectrum, at 11 W. The results are shown in
Fig. 3.5.
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Figure 3.5: The autocorrelation functions for different grating distances (as
given on the left–hand side in millimetres). The optimal compression oc-
curred for quite a short distance of the order of 15 mm and the longer dis-
tances indicate negatively–chirped pulses.
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Figure 3.6: The duration of the compressed pulses with an assumption of a
Gaussian pulse shape. The green curve is a 2nd degree polynomial fit to the
four points around the minimum and the estimated minimum value is 437 fs.
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Further analysis of the autocorrelation function FWHM, and using the Gaus-
sian deconvolution factor of
√
2, led to the graph showing the estimated pulse
duration as a function of the distance between gratings τ(l), presented in Fig. 3.6.
Due to the mounting constraints it was not possible to achieve a better compres-
sion ratio. In the region of the minimum of the τ(l) curve the parabolic fit was
done leading to an estimated minimum value of 437 fs.
3.2.4 Pump beam profile measurement
The pump beam profile was measured in order to find the complex beam param-
eter which could be used later in the simulations of propagation through various
optical components.
The complex parameter q contains the full information about two indepen-
dent values: the beam radius w, defined here as the second–order moment of the
intensity distribution, and the wavefront radius of curvature R [3.23, 3.24]:
1
q
=
1
R
− iλM
2
πw2
. (3.3)
The M2 value is the measure of the beam quality. M2 = 1 means that the beam is
of the ideal Gaussian shape, M2 > 1 means the quality is worse. The M2 value de-
scribes the quality and size of the beam focus, which is a very important problem
in the situation of the pumping of an oscillator.
The q and M2 measurement method is based on finding the beam radius w
in different points along the beam and fitting the functional dependence of the
form:
w(z) = w0
√
1 +
(
zM2
z0
)2
, (3.4)
where z is the distance measured along the beam, z0 is the position of the focus,
and w0 is the beam radius in the focus. After finding the w0, the beam parameter
at the focus q(z0) is known because the real term 1/R(z0) = 0, by definition. The
M2 value is important in any propagation simulations because a clean Gaussian
beam with M2 = 1 diverges less quickly than beams with M2 > 1.
The standard approach for evaluating M2 is to measure the beam width as
the beam passes through a focus created using a lens of known focal length. The
data used in the fitting procedure and the resulting curves fitted to Eq. 3.4 are
shown in Fig. 3.7. A f = 5 cm lens was positioned in the beam and this was the
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Figure 3.7: The data used to find the beam complex parameter. The beam is
slightly astigmatic. The red colour corresponds to the vertical plane and the
black colour to the horizontal plane. Dots indicate the measurement points
and the dashed lines are the analytical curves fitted to the data collected after
the f = 5 cm lens.
region used for the fitting procedure, rather than the laser output area. The fitting
was performed with the Origin™ program. There was some uncertainty in the
determination of M2 and the focus size w0 as these are highly dependent values,
and M2 = 1.28 as stated by the manufacturer was chosen to be the trusted value.
The knife–edge method of the beam radius w measurement was used. It is
based on the fact that partially blocking the beam with an edge and measuring
the transmitted power gives the integral value:
+∞∫
−∞
dy
+∞∫
xCUT
dx I(x, y), (3.5)
which — when measured for a sufficiently large number of different xCUT points
(practically 20–30) — can be differentiated to yield the beam shape I(x, y). For
the purpose of this experiment I prepared an automated apparatus consisting of
a Newport NewStep™ motor and an oscilloscope. The motion and data acquisi-
tion was operated from the National Instruments LabVIEW™ environment. The
motor incrementally pushed the translation stage with the knife edge mounted
92
on it and the photodiode measured the relative total light intensity of the focused
beam. For the situation of the partially blocked beam, the intensity was smaller
and the signal fell to zero as more of the beamwas obscured. By means of the nu-
merical differentiation within the program, the sampled I(x, y) profile was calcu-
lated and then the generalised beam radius w [3.24], defined as the second–order
moment, was calculated using:
w = 2
√∑
(xi − x0)2 · Ii∑
Ii
, (3.6)
where x0 is the centre of the beam, defined as the first–order moment of the in-
tensity distribution:
x0 =
∑
(xi · Ii)∑
Ii
. (3.7)
Having found the q parameter I developed a numerical model of the pump
beam propagating in a free space, then transmitted through a lens and a cavity
mirror to determine the available focus sizes. The model was based on the ABCD
matrices formalism. The pump beam radius w evaluated in the model is shown
in Fig. 3.8.
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Figure 3.8: The result of calculations of the pump beam propagation through
a free space, a lens and a cavity mirror. The blue line denotes the vertical
plane, the red one the horizontal plane.
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The model showed it was possible to manipulate the beam radius w by vary-
ing the distance between the laser output aperture and the lens, as the beam was
not collimated. The value of w = 40 µm was chosen to be the target focus size
since this was achievable in terms of the intracavity OPO focal size and was suf-
ficiently large to minimise the risk of damage.
3.3 Crystal design
When the target signal wavelength was known, then the PPLN crystal period had
to be calculated using its refractive index. The crystal was 5% MgO–doped and
the temperature–dependent extraordinary refractive index equationwas supplied
by the manufacturer (HC Photonics [3.25]), based on their material data:
ne(λ, T ) =
√
B + H · X + C + I · X
λ2 − (D + J · X)2 +
E + K · X
λ2 − F2 −G · λ
2
L − M · T , (3.8)
where the symbols are explained in Tab. 3.1.
The standard approach of presenting the OPO theoretical tunability is to plot
the process conversion efficiency as a function of the grating period and the sig-
nal wavelength. The wavevector mismatch in the collinear optical parametric
oscillation process is:
∆k = 2π
(
nP
λP
− nS
λS
− nI
λI
− 1
Λ
)
, (3.9)
where P, S, I denote the pump, signal and idler, respectively, nP, nS and nI are their
extraordinary refractive indices, Λ is the grating period, and λP, λS and λI are their
wavelengths related to each other by:
1
λP
=
1
λS
+
1
λI
. (3.10)
The efficiency of the nonlinear process depends on the wavevector mismatch ∆k
and the crystal length L:
POUT ∼
[
sin(∆k · L/2)
∆k · L/2
]2
= sinc2
(
∆k · L
2
)
. (3.11)
The plot of sinc2(∆k · L/2) for different gratings and in a broad tuning range is
shown in Fig. 3.9.
Following these calculations a set of crystals was designed, and the one which
was used to build the OPO is schematically presented in Fig. 3.10.
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Table 3.1: Refractive index constants for MgO:PPLN as supplied by HC Pho-
tonics and used in Eq. 3.8.
λ wavelength [µm]
T temperature [°C]
B 5.35583
C 0.100473
D 0.20692
E 100
F 11.34927
G 0.015334
H 0.0000004629
I 0.00000003862
J −0.0000000089
K 0.00002657
L 1.01813847
M 0.0000000813965809
X (T − 23.5) · (T + 569.5)
Figure 3.9: The OPO tunability range calculated using the refractive index
equation for MgO:PPLN (3.8) and a 1 mm crystal length.
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Figure 3.10: The MgO:PPLN crystal design. The numbers denote to the grat-
ing periods. The thickness was 0.5 mm.
3.4 Cavity design
The oscillator was designed as a synchronously–pumped device so the cavity
length corresponded exactly to the pump laser repetition rate and equalled 9.79m.
Figure 3.11: The OPO cavity design. L: AR–coated f=100 mm lens, M1:
R=300 mm mirror, M2: R=200 mm mirror, M3–M6: R=2000 mm mirrors, M7–
M8: planemirrors. All themirrors wereHR–coated for thewavelengths 1250–
1550 nm. X: 1 mm–long PPLN crystal with grating periods ranging from
23–32 µm. The red beam indicates the pump. Mirror M8 was mounted on a
translation stage for precise cavity–length adjustment, needed for the initial
alignment and later tuning.
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To avoid large beam sizes due to the divergence we used relay imaging. The ex-
act layout of the cavity mirrors and the distances between them is presented in
Fig. 3.11.
The OPO signal mode shape was calculated using the LCAV program which
employs the ABCD matrix formalism. The expected focus size was found to be
40 µm. The signal mode with the mirror positions marked is shown in Fig. 3.12.
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Figure 3.12: The shape of the OPO signal mode as calculated by the LCAV
program with ABCD matrices. The positions of the mirrors and the crystal
are marked, and the mirror numbers correspond to those in Fig. 3.11.
3.5 System characterisation
3.5.1 Slope efficiency
The pump power was freely changed from 0–7 W by means of a half–waveplate
and a cube polariser. The maximum pump power used was limited to 2 W as
the built–in amplifier isolator had limited isolation efficiency and the modelock-
ing ceased after increasing power to 3W. It is expected that the application of an
external isolator will remove this issue, but this has not yet been implemented.
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The slope efficiency was measured for two different output couplers, namely
10% and 25% for the OPO operating at the 30 µm grating and the data are shown
in Fig. 3.13.
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Figure 3.13: The extracted OPO power for two different output couplers. The
red symbols denote 10% and the blue symbols — 25% output coupling value.
The dashed lines are the linear fits. The slope efficiencies were 18.5% (10%
output coupler) and 25% (25% output coupler).
To obtain the highest intracavity energy a 10% value for the output coupler
transmission was studied for future operation. The threshold in these conditions
was estimated as 200 mW and the slope efficiency was 18.5%. For 25% output
coupling the threshold was much higher, 1.3 W, and the slope efficiency was 25%.
3.5.2 Optimal output coupling
The measurements of the output power as a function of the output coupling were
performed with a microscope slide inserted into the cavity which was precisely
rotated to vary the Fresnel reflection losses. The angular range between Brew-
ster’s angle and 90° was used to obtain the highest dynamic range from 0% to
almost 100%. The schematic of the measurement process is shown in Fig. 3.14.
The measured powers P1–P5, corresponding to losses δ1–δ5, were measured
as a function of the glass plate rotation angle. The loss δ3 is the output coupling
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Figure 3.14: The measurement scheme of the total usable output power as a
function of output coupling. The glass plate was rotated in steps of around
0.6°, and for each position the cavity alignment was optimised and all the
powers corresponding to losses δ1–δ5 were measured.
value. In the measurements this was either 0% or 10%, and then the two sets of
data were concatenated. The theory of Fresnel reflection was used to map the
angle to the reflection losses δ1–δ2 and δ3–δ4:
δi(α) =

tan
[
α − arcsin
(
sin(α)
n
)]
tan
[
α + arcsin
(
sin(α)
n
)]

2
, (3.12)
and then the total percentage losses giving the useful output were found for the
roundtrip, taking into account the decreasing power as a result of the outcou-
pling:
δTOT = 1 −
i=5∏
i=1
(1 − δi). (3.13)
The loss δTOT was accepted as the value of the effective output coupling and the
total measured extracted power PTOT =
∑5
1 Pi was plotted against δTOT in Fig. 3.15.
A theoretical fitting procedure was performed as follows. There is a known
relation between the cavity constants and the output power (e.g. [3.26]) in the
approximation of a small output coupling loss:
POUT = δTOT
(
γ
δP + δTOT
− 1
)
PSAT
2
, (3.14)
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Figure 3.15: The output power as a function of output coupling. The line
shows the theoretical fit using the approximation of the small output cou-
pling, hence the less pronounced agreement in the large output coupling
regime. The red line shows the position of the maximum of the curve which
is the optimal output coupling value, 19%.
where γ is the gain exponential coefficient, δP are any uncontrolled parasitic losses
inside the cavity, and PSAT is the saturation power. The fit revealed the values
shown in Tab. 3.2.
Table 3.2: The fit parameters for the output coupling equation (3.14) and the
curve in Fig. 3.15.
γ 0.75
δP 17%
PSAT 2.6 W
The γ coefficient translates to a linear gain value of exp(γ) = 2.1.
It must be mentioned that the theory behind the equation (3.14) is valid only
for small output coupling values (when the intra–cavity power after applying
the losses does not change much) so the imperfect fit in the region of large out-
put coupling is not a problem. Usually this approximation gives values higher
than actually measured for high output coupling and generally any conclusions
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should be drawn based on the small output coupling region. The behaviour of
the experimental data is as expected as the output power should drop to zero for
some maximal output coupling which was not actually observed due to the very
quick dependence of δi(α) in the α / 90° regime, however the tendency seems to
show it clearly.
3.5.3 Signal tunability
At the 2 W pump power only four gratings gave oscillations, these with the peri-
ods ranging from 28–31 µm. The output power available was 140 mW, 260 mW,
320 mW and 26 mW for the periods 28 µm, 29 µm, 30 µm and 31 µm, respectively.
The average power of 320mW translates to a pulse energy of approximately 21 nJ:
E =
PAVG
fREP
. (3.15)
The OPO signal spectra were measured for each grating and are presented in
the Fig. 3.16. There are some interesting features to comment in this data. The
operation using grating (a) is affected by water absorption in the cavity at these
wavelengths, hence the heavily structured spectra. Grating (b) gives a very broad
spectrum for one of the cavity lengths. Grating (c) probably introduces double–
pulsing to the OPO action which can be inferred from the regularly fringed spec-
tra with a deep modulation. Grating (d) is free from these modulations and al-
lows for precise tuning beyond 1530 nm.
A check of the agreement with the theoretically predicted tunability (Fig. 3.9)
was made, and for each grating the tuning range was defined by the following
values:
λMIN = λ
CENTRAL
MIN − 2 · σ
(
λCENTRALMIN
)
(3.16)
λMAX = λ
CENTRAL
MAX + 2 · σ
(
λCENTRALMAX
)
, (3.17)
where λCENTRAL
i
are the central wavelengths for the shortest and the longest wave-
length spectrum observed at the given grating, for each spectrum calculated as
the first moment of the intensity distribution and shown in Fig. 3.16:
λCENTRAL =
∑
λ
[λ · I(λ)]∑
λ
I(λ)
, (3.18)
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Figure 3.16: The OPO signal spectra for four gratings. (a): 28 µm, (b): 29 µm,
(c): 30 µm, (d): 31 µm. Cavity length–tuned spectra obtained with any single
grating are overlaid on each of the corresponding graphs (a)–(d). The cavity
length adjustment step was 5 µm. The small graphs on the right–hand side
show the direction of tuning for each grating.
102
and σ is the standard deviation of these spectra defined as the second moment of
the intensity distribution:
σ
(
λCENTRALi
)
=
√√√√∑
λ
[(
λ − λCENTRAL
i
)2 · I(λ)]∑
λ
I(λ)
. (3.19)
The full tunability intervals for each grating were calculated and are shown in
Fig. 3.17.
Figure 3.17: The measured tunability of the OPO. The dotted lines denote
the grating periods for which oscillation occurred. The horizontal axis range
spans all the grating periods incorporated in the crystal.
The general agreement with theory is good. The cutoff at the long wave-
lengths (> 1.55 µm) can be explained by the edge of the high reflectivity region at
the cavity mirrors coating.
3.5.4 Cavity group delay dispersion
As the tunability data was available, it was possible to assess the cavity group
delay dispersion. Not all the spectra had a well–defined central wavelength, so
the “centre of mass” of each spectrumwas found as the first moment of the inten-
sity distribution (Eq. 3.18) and this quantity was plotted against the cavity length
change. Sets of points originating from different gratings were freely shifted by
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an arbitrary length as this is not a measurable value and it is a fitting parameter
in the concatenation process for these data sets. Then the cavity length change
coordinate ∆L was mapped to the delay coordinate τ by the relation:
τ =
2∆L
c
. (3.20)
The fit to the τ(ω) was performed with a third–degree polynomial and the subse-
quently taken derivative, dτ/dω, is the group delay dispersion. The data, the fit
and the derived GDD are shown in Fig. 3.18.
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Figure 3.18: The cavity group delay dispersion. The measured delays for
different wavelengths are shown with the green points. The green curve is
the third–order polynomial fit to this data and the blue curve is its derivative
(the GDD). The red horizontal line shows the zero value of the GDD, and
the vertical one — the wavelength at which the GDD equals zero, namely
1.506 µm.
The result of this analysis is the knowledge of the zero–dispersion wavelength
for this cavity. It is 1.506 µm and the OPO works in both regimes: negative– and
positive–dispersion. For stability reasons an advantageous mode of operation
would be in the region of negative dispersion but this requires compensation of
more than 7700 fs2 of positive GDD by a prism pair or a block of a negatively
dispersive material.
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3.5.5 Signal pulse measurement
TheOPO signal autocorrelation functionsweremeasured for the gratingswith 28,
29 and 30 µm gratings. The 31 µm grating signal was too weak to be measured
this way. The pairs of spectra and the corresponding autocorrelation functions
are presented in Fig. 3.19. The pulse durations estimated basing on the FWHM of
the intensity autocorrelation and assuming the sech2 pulse shape corresponding
to the presented measurements are: (a): 170 fs, (b): 287 fs, (c): 295 fs and (d):
475 fs.
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Figure 3.19: Themeasured spectra and autocorrelation functions for different
signal tuning positions. (a): 28 µm grating, (b): 29 µm grating, (c) and (d):
30 µm grating.
3.5.6 Phase noise measurement
The measurement of the phase noise was performed using a built–in function of
an Agilent N9068A Spectrum Analyzer, for both pump laser and OPO. A sili-
con photodiode was used as a linear detector for the pump wavelengths and an
InGaAs photodiode for the OPO.
The results are shown in Fig. 3.20 and show that the phase noise is actually
smaller for the OPO output than for the pump, which is not unexpected, even
if the natural guess would be that the errors should accumulate and be larger
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Figure 3.20: The phase noise of the OPO. The red line shows the pump noise
and the blue and green lines denote OPO signal noise for the biggest (29 µm
grating) and the smallest (31 µm), respectively. The noise for the signal at the
28 µm grating was not measured due to high instability. The noise for the
OPO signal was always smaller than the original noise of the pump.
after the stage of the optical generation process. It seems that the OPO, being a
synchronously pumped device, acts as a frequency filter for the repetition rate of
the pump pulses — if the pump timing jitter is too big, the out–of–phase pulses
are just not used in the generation process due to the lack of the temporal overlap
with the oscillating signal. No output signal pulses exist for these misplaced
pump pulses so the phase noise is not propagated through to the OPO stage. The
actual effect may be some increased amplitude noise due to the unused pump
pulses which missed their precisely determined moment for the interaction and
did not transfer any energy to the signal beam.
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3.6 Signal dynamics simulations
A numerical model was created to find the OPO signal dynamics. It was based
on applying the coupled wave equations to the propagation in the PPLN crystal.
The code consisted of the following steps:
1. creating the pump, signal and idler pulses in time– and spectral–domain
2. design of a PPLN crystal of a given length and grating period
3. calculation of a phase acquired after signal propagation through a small dz
length of the crystal
4. calculation of the difference of delays between the pump and the signal after
the propagation through the entire crystal
5. calculation of the cavity dispersion based on the fit coefficients found with
the procedure described in the section 3.5.4
6. calculation of the self–phase modulation effect in the crystal
7. the oscillation loop in dz steps inside the crystal:
• solving the coupled wave equations for the crystal propagation in dz
steps
• applying the PPLN–caused phase to the signal
• applying the cavity–caused phase to the signal
• applying the cavity losses
• applying the delay so the pump and signal pulses overlap in the crystal
in the next step of the loop
• applying the self–phase modulation–caused phase to the signal
Only a preliminary check was performed — the code was run and after each
100 oscillation steps the delay between the pump and the signal was changed by
a value corresponding to 5 µm of the cavity length which was the increment also
used for the measurement of the tunability. The position of the maximum of the
spectrum was recorded and plotted with the measured values in Fig. 3.21.
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Figure 3.21: The results of the OPO simulation for 29 µm (a) and 30 µm (b)
gratings comparedwith themeasured central wavelengths. The rapid change
of the cavity length occurs every 100 oscillations (in the places of vertical
dashed lines) and is equal to the value used in the experiment, 5 µm. The blue
line shows the evolution of the OPO normalised optical power, the green one
denotes the current central wavelength during the evolution and the red bars
are the measured values of the central wavelength. A worse agreement in (b)
may be explained by the edge of high reflectivity of cavity mirrors which was
not modelled exactly in the code.
The absolute values of the experimental delay and the one used in the calcu-
lations are not identical so there is a freedom of a horizontal movement for the
red bars on the Fig. 3.21 and this may introduce some disagreement, however
a general tuning behaviour inferred from the model is correct. The sign of dis-
persion agrees (the direction of tuning) and the position of the modelled central
wavelengths is not far from the measured positions, too. A better agreement is
obtained for the shorter wavelengths (29 µm grating) but it may be explained by
the fact that the high reflectivity region for the cavity mirror coatings does not ex-
tend beyond 1.6 µm. It was included in the model however only as a sharp edge
at 1.6 µm, but actually the finite reflectivity occurs for even shorter wavelengths
and it may be responsible for the fact that the OPO tuning is “repelled” from this
region while in the model there is no phenomenon of this kind.
When it comes to spectral shapes, they were also qualitatively good (in terms
of their FWHM), however finding in the model exactly the same spectra as in the
experiment would require the more accurate inclusion of self–phase modulation
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and the addition of water absorption. Temporal profiles for the shorter gratings
were typically a factor of 2–3 longer than the durations estimated experimentally
from the autocorrelation measurements — the duration was always at least 500 fs
long.
3.7 Conclusions and outlook
Ahigh–pulse–energy optical parametric oscillator working between 1410–1580 nm
was built and characterised. The pump laser was also characterised and the
pulse–compression scheme was applied to optimise the pump beam peak power
and the nonlinear interaction in the OPO crystal.
The maximum average signal power at 10% output coupling was measured
to be 230 mW, corresponding to 21 nJ of pulse energy. Pulse durations based on
the autocorrelation measurements were in the range 170–475 fs. The cavity group
delay dispersion was measured and positive– and negative GDD spectral regions
were identified. Also the optimal output coupling was found to be 19%.
The planned application for this device will be silicon waveguide writing.
Even more pulse energy and stability will be required for precise machining so
the next steps improving the overall performance are in preparation now. These
will include:
• building an acrylic glass box around the cavity mounts to eliminate the air
currents and variations of its refractive index caused by temperature insta-
bility,
• active cavity length stabilisation with a piezo actuator and a spectrum–
based automated feedback process,
• applying higher pump power after securing the pump laser from back–
reflections which could damage the laser or make it unstable — this will
probably activate the oscillations with the remaining gratings, increasing
the expected tuning range down to 1.3 µm.
• cavity dumping which will give access to full intracavity power.
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Chapter 4
Femtosecond pulse shaping with
engineered quasi–phase matching of
second harmonic generation in
aperiodically poled lithium niobate
4.1 Motivation and background — pulse shaping
Femtosecond pulse shaping, originally pioneered in a very simple form by Her-
itage and co–workers [4.1], has attracted huge interest over the last few years
as it is a very powerful technique allowing the creation of pulses having spe-
cific intensity envelope shapes or travelling in specially designed sequences, with
limitations set only by the available spectrum. This feature is extremely im-
portant in many fields of optical physics, like the coherent control of chemical
reactions [4.2, 4.3] or atomic wavefunction configurations [4.4], high–harmonic
generation [4.5], sequential excitation of atoms or molecules [4.6, 4.7], femtosec-
ond machining [4.8], optical communication encoding systems [4.9], efficient use
of multiphoton processes in microscopy [4.10] and terahertz waveform genera-
tion [4.11]. The approach is suitable for general use in any experiment which
needs adjustable chirp of given fixed laser pulses, usually for compensation of
unwanted dispersion, for example in optical communication transmission sys-
tems [4.12] or after amplification. The chirped pulse amplification process itself
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has also been enhanced by pulse shaping [4.13]. Recently a new shaper–assisted
pulse measurement scheme was presented [4.14].
Two main modes of operation can be outlined — programmable and static
pulse shaping. Programmable systems possess the capability to create many
different output shapes from a single input one, by adjusting internal settings,
which can be further enhanced by introducing the self–learning ability to the sys-
tem [4.15]. Static methods, on the contrary, are designed to give a fixed output
from an assumed input and are not able to be modified beyond that pre–defined
application. Both versions are used and still developed as each technique pos-
sesses distinctive attractive elements: programmable shaping systems are flexible
and adjustable, but complicated in alignment; static ones are usually robust and
simple, however not really universal.
4.2 Programmable methods of femtosecond pulse
shaping
Programmable methods usually rely on the manipulation of the signal in the
Fourier domain because direct time–domain modulation is impractical. A phase
is added selectively to desired spectral components and additionally, in some
embodiments, spectral components can also be suitably attenuated. Such shapes
can be arranged in a transmittive or reflective geometry. First, the pulse must
be spectrally resolved in a zero–dispersion 4f setup and then, in a Fourier plane,
the phase modification is applied. A more detailed theoretical description is pre-
sented in next sections, preceded by a short review of existing experimental tech-
niques of femtosecond pulse shaping.
4.2.1 Liquid crystal modulators
In a transmittive geometry, a linear matrix of pixelated liquid crystals (LC) may
selectively retard light in each of its discrete sections, and in this way an extra
phase is added in the spectral domain [4.16]. A variable retardation is introduced
by rotating crystal’s axis and modifying the extraordinary refractive index as it
is shown in Fig. 4.1. The use of additional polarizers before and after the liq-
uid crystal cells makes it possible to vary the spectral amplitude of input pulses
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Figure 4.1: The principle of operation of the liquid crystal modulator. The
voltages Vi can be independentlymodified to rotate the local optical axis (o.a.)
of the liquid crystal in the plane of the drawing — the angle α describes the
rotation. This modifies the extraordinary refractive index experienced by the
light beam polarised in this plane. The electrodes are made of a transparent
conductor so the device may be used in transmission or, after the suitable
coating of the electrodes or attaching the mirror the reflective geometry may
be used.
with a suitable attenuation. The phase–only, amplitude–only and phase–and–
amplitude modulators are presented schematically in Fig. 4.2. These devices can
be also used in a double–pass geometry after attaching a mirror to the back sur-
face. The examples of successful pulse shaping experiments with the use of liquid
crystal modulators are these of Weiner [4.16] and Brixner [4.17]. Commercial sup-
pliers include CRi [4.18], Boulder Nonlinear Systems [4.19] and Forth Dimension
Displays [4.20]. This electrically–addressed approach is actually an improved
version of an originally static device, which employed a fixed, microlithograph-
ically etched phase mask instead of a programmable one [4.21]. Due to a huge
market interest, these modulators are being continuously developed and now
the Liquid Crystal on Silicon technology is widely introduced, e.g. by Hama-
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Figure 4.2: Three types of the LCM geometry: (a) is a phase modulator, (b) is
the amplitude modulator, and (c) is a phase and amplitude modulator. The
crossed black arrows in each of the modulator sections symbolise the refrac-
tive index value for the beam polarised along the respective direction. The
ordinary index remains unchanged but the extraordinary one can be varied
by the applied voltage. The red arrow schematically depicts the horizontally
polarised input beam. P: polariser layers; LC: liquid crystal layers.
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matsu [4.22]. There the crystal layer is deposited directly on a silicon substrate,
making it suitable for combining the device with on–chip electronics.
Practically, the adjustment of the spectral phase is done by applying specific
voltages to the transparent housing of the liquid crystal cells and, after suitable
precalibration, the values of these voltages may be visualised on a computer
screen to indicate the phase modulation in real time. Figure 4.3 shows a typical
arrangement of the optical components in a transmittive shaper geometry using
a liquid crystal spatial phase modulator.
Figure 4.3: The zero–dispersion configuration of a transmittive setup real-
ising pulse shaping with phase and/or amplitude modulation in a Fourier
plane. DG: diffraction gratings, L: lenses, SLM: spatial light modulator.
In a more advanced version of this technique pixelation is removed by means
of optical addressing [4.23], namely illuminating a transparent photoconductive
layer with a spatially modulated light intensity to obtain smoothly variable resis-
tance and the continuously variable voltage drop across the liquid crystal cell.
Liquid crystals are known to absorb a portion of incident light and thus are
not always suitable for high energy applications. Also they cannot be used in cer-
tain specific spectral regions where non–negligible absorption occurs, however
this solution remains the first choice femtosecond pulse shaping device and the
available resolution is being continuously improved. The advantage is a small
voltage required, in the order of 5 V.
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4.2.2 Deformable mirrors
Instead of exploiting the retarding properties of liquid crystals one may use a
purely reflective geometry method and arrange different paths in air for different
spectral components by deforming a mirror’s surface. The flexibility needed for
this purpose is not very demanding — 2π in terms of phase delay in reflection
equals half a wavelength, which usually in optical applications is less than 1 µm.
More commonly, in the case of an undispersed beam, this so–called adaptive op-
tics technology generally deals withmodifying the geometry (or other properties)
of the optical components in the setup to improve its transmission properties or
removing the distortions introduced by the optical elements, acting directly on
the wavefront shape. This idea originates from the astronomy community, where
the main problem triggering this application is the fact that the atmospheric tur-
bulence blurs the astronomical images and this effect can be efficiently removed
by the means of the adaptive optics [4.24]. Medical applications are possible, too,
e.g. in retinal imaging [4.25]. The adaptive optics approach with a deformable
mirror proved to be useful in the optimisation of the process of femtosecond laser
ablation [4.26].
Piezoelectric transducers are capable of changing their physical dimensions
by several microns when a high voltage (typically of the order of 150 V) is ap-
plied. Existing devices of this kind involve attaching a thin optical substrate,
polished and coated for high reflectivity, to a deformable material and address-
ing separately small sections corresponding to different fragments of spectrum.
The designs fall into two groups: simple piezo–actuators adjustable perpendicu-
larly to the attached mirror surface (Fig. 4.4) or a bimorph piezo–ceramic device
which consists of two layers of thematerial capable of elongating in the parallel to
the mirror surface (Fig. 4.5). Examples of successful constructions are described
in [4.27] (perpendicular PZT) and [4.27,4.28] (bimorph). These constructions offer
a continuous reflecting surface, so even though voltages are applied to separate
pixels in the piezoceramic layer, the channels are not independent, however the
surface is always smooth. The disadvantage is a high voltage required, typically
150–250 V.
Another approach is to use Coulomb forces and try to adjust the shape of a
mirror by attracting themirror’s surface to the actuators. Suchmembranemirrors
118
Figure 4.4: The schematic of the piezo–driven deformable mirror. Each ac-
tuator is formed of a stack of piezo–ceramic layers attached to the common
mount with the voltage applied to each of them for a multiplied stretching
effect. B: base mount, P: piezo ceramic, M: mirror. The black arrow shows the
direction of the piezo deformation.
Figure 4.5: The schematic of the bimorph piezo–driven deformable mirror.
Two layers of the piezo material polarised in parallel to the mirror surface
can elongate and this way deform the mirror. E: electrodes, P: piezo ceramic,
M: mirror. The black arrows show the direction of the piezo deformation.
are made of a thin silicon nitride (500–700 nm) or a thicker silicon layer (∼100 µm)
coated for high reflectivity and the series of electrodes not touching this mem-
brane. The advantages are that the reflecting surface is continuous and the power
consumption is negligible, however a voltage of the order of 200 V is essential.
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The schematic is shown in Fig. 4.6. The examples of the use of commercially
available devices are described in [4.29, 4.30]. The result of the further devel-
opment and miniaturisation are Micro Electro–Mechanical Systems which offer
separated individual piston–like micro–membranes mounted on–chip [4.31]. The
diffraction losses reported are of the order of 5%.
Figure 4.6: The electrostatic deformable mirror. The position of the mem-
brane M is electrostatically actuated by variable voltages Vi. The red arrow
shows the direction of the incoming beam.
Generally, the deformable mirrors form two main groups — having contin-
uous and segmented mirror surfaces. Both have their advantages and disad-
vantages: the continuous surface does not introduce diffraction losses caused by
the presence of gaps between the segments but there is always some degree of a
crosstalk between the channels due to the physical connection. Another limita-
tion for both types of mirrors is a lack of selective control over the light intensity
— only the optical path is varied. The examples of manufacturers include OKO
Technologies [4.32] and Boston Micromachines [4.33].
4.2.3 Other devices
A transmittive geometry may be also used with an acousto–optic modulator as
a tool for diffracting selected spectral components in a Fourier plane [4.34]. A
complicated radio frequency waveform is sent to the modulator (usually made
of TeO2) in a transverse direction so it can cause diffraction of precisely chosen
spectrum fragments and the others, which are not diffracted, are rejected from
the apparatus and do not take part in reconstruction of the pulse at the output
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port of a 4f setup. The efficiency of diffraction depends on the RF signal power
and can be varied.
Another possibility was realised in the “Dazzler” method [4.35, 4.36], now
commercialised [4.37], where the acoustic waveform is launched into a LiNbO3,
PbMoO4 or TeO2 crystal collinearly with the light beam and forms a localised
grating which can cause a phase–matched coupling of light to the other polarisa-
tion. The efficiency of the coupling depends on the acoustic power used. The big
advantage is the fact that this device does not require to be placed in the Fourier
plane of a zero–dispersion line but rather straight in the beam. The technique
was successfully applied to amplified pulse compression [4.38], but is limited to
low–repetition–rate pulses.
An excellent review article [4.39] describes all the details of pulse shapingwith
spatial light modulators and presents a comparison of practical aspects of using
different methods.
It is worth mentioning that there exists another method which does not re-
quire decomposing the pulse into the spectral domain, but rather acts in a certain
compact way to shape a pulse directly in the time domain. The use of birefringent
crystals makes it possible to create simple patterns of series of identical pulses or
nearly–square pulses. This technique was first proposed in [4.40] and recently
developed [4.41]. So far it was not demonstrated to shape pulses in an arbitrary
way but the optical setup remains extremely simple and linear, demanding only
waveplates rotation ability. Due to this simplicity it can almost be regarded as
a static method — after initial alignment it does not require any high voltage or
radio frequency signal to work continuously, however it may be realigned to pro-
duce some other output shape. Anyway, as there was no general shaping shown
with this technique, it remains in its early stage of development and is not widely
used in experiments where something more than bursts of pulses or rectangular
shapes is demanded.
4.3 Static methods of femtosecond pulse shaping
Static methods fall into two groups: they may act on the phase of existing pulses
and adjust it according to device specifications (like distributed Bragg mirrors)
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or may create another pulse which is shaped and the input pulse is discarded
(nonlinear poled crystals).
4.3.1 Fibre Bragg gratings
The static modulation of the optical pulses is investigated intensively in the con-
text of the dispersion–managed optical telecommunication in the picosecond regime
(the review and the theoretical analysis is presented in [4.42]). Superstructured
Bragg gratings have been used to generate shaped rectangular pulses of a good
quality [4.43]. The term “superstructured” refers to those fibre Bragg gratings
whose refractive index contrast is not uniform along the fibre length, both in
terms of amplitude and phase.
There was also developed a method of extracting a series of pulses from a
broadband input by using a specially prepared fibre containing several distributed
Bragg mirrors [4.44]. The spatial distances between the reflectors buried in the fi-
bre correspond to spatial and temporal distances between the output pulses. The
pulses can also be centred around different wavelengths selected from the in-
put spectrum as the maximum reflectivity of each of the mirrors can be designed
independently. A later review article explains thoroughly various experimental
aspects of this technique [4.45].
4.3.2 Poled nonlinear crystals
The other general method relies on the creation of shaped pulses generated by a
nonlinear frequency–conversion process using the interaction of an input pulse
and a structured nonlinear medium. In these processes a shaped pulse is pro-
duced at a different wavelength to the input pulse. The original work of Fejer
and co–workers [4.46] described creation of second harmonic femtosecond pulse
trains obtained by using specially designed poled nonlinear crystals of lithium
niobate. The pulses were generated in precisely selected regions within the crys-
tals due to the presence of the phase–matching grating patterns which were re-
peated along the crystal to make possible the generation of subsequent pulses.
The gaps between pulses were possible due to the positioning of the different
poled sections of the crystal.
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This simple localised–conversion approach was later extended theoretically
by Reid and co–workers [4.47, 4.48] to the idea of an engineerable generalised
transfer function. This was the inspiration of my experiment which tested the
performance of the crystal manufactured according to the design based on this
calculations method.
4.4 Spectral and temporal transfer functions
4.4.1 The transfer function concept
In the low–conversion regime, the pulse shaping process can be described in the
frequency domain as a multiplication by a certain complex “frequency response
function” (transfer function) H(ω):
EOUT(ω) = H(ω) · EIN(ω). (4.1)
As a complex number, the transfer function can be represented in an exponen-
tial form: H(ω) = |H(ω)| · e(i·arg[H(ω)]), where |H(ω)| is responsible for attenuation
and arg[H(ω)] contains the information about introduced delays (phase). This
frequency domain approach is equivalent to engineering the pulse shape in the
time domain. The difference here is that the temporal “impulse response func-
tion” h(t) does not stay in a simple linear relation to the pulse shape but can be
expressed as:
eOUT(t) =
∞∫
−∞
eIN(τ) · h(t − τ) · dτ, (4.2)
which is a convolution of the input pulse shape and temporal response function.
The simple pulse shaping description in the frequency domain is very conve-
nient, as trying to shape femtosecond pulses by acting on temporal phase is not
practical due to the lack of high–speed modulators and therefore most methods
use selective addressing of spectral phase and amplitude, thus employing H(ω).
Usually the desired shape of the pulse is known in the time domain, so either h(t)
can be calculated and then its Fourier transform taken to find H(ω):
H(ω) = F[h(t)] =
∞∫
−∞
h(t) · e−iωt · dt (4.3)
or some iterative algorithm varying H(ω) and using eOUT(t) as a feedback should
be applied to obtain the correct spectral transfer function.
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4.4.2 Pulse propagation in a poled crystal
To calculate the effect of the pulse propagation in the medium, the coupled wave
equations must be considered. For the case of second harmonic generation in the
low conversion regime, these simplify to one propagation equation, namely:
dESHp
dz
= iκdpqre
i∆kz, (4.4)
where κ is a constant expression containing:
κ = −ωSHEFqEFr
cnSH
. (4.5)
ESHp is the generated second harmonic field polarised along the p direction, dpqr
is an absolute value of a nonlinear coefficient, ∆kz is a phase mismatch, ωSH is
a frequency of the second harmonic field, c is a velocity of light, nSH is a refrac-
tive index for second harmonic frequency, EFq and EFr are fundamental fields
polarised along directions q and r, respectively.
The analytic solution of the equation 4.4 for a single crystal (one domain) of
length q1 is:
ESHp|q1 =
κdpqr
∆k
ei∆kq1 − κdpqr
∆k
. (4.6)
The field generated in any further mth domain can be analytically calculated with
the general formula, taking into the account the alternating polarity of domains:
ESHp|z = ameik∆z + bm, (4.7)
where
am = −(−1)ma1 = −(−1)m
κdpqr
∆k
(4.8)
and
bm = bm−1 + (am−1 − am) exp
i∆k m−1∑
l=1
ql
 . (4.9)
When applied recursively, this formula gives the cumulative field generated dur-
ing the propagation in the crystal consisting of u domains, whose domain bound-
ary positions are defined by the vector Qu according to Fig. 4.7:
Qu ≔ [q1, q1 + q2, q1 + q2 + q3, . . . , q1 + · · · + qu], (4.10)
and the total field value is equal to:
ESHp(ω) = −
κdpqr
∆k(ω)
1 − (−1)uei∆k(ω)Qu + u∑
v=1
2(−1)vei∆k(ω)Qv
 . (4.11)
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Figure 4.7: Definition of a Qu vector. qv are lengths of domains and Qv are
distances from the beginning of the crystal to the current boundary.
The κ contains the EFqEFr component which, due to the assumption of a small
conversion efficiency, is regarded as constant throughout the propagation and
thus the initial fundamental field value for every domain is the same.
4.4.3 The crystal transfer function
The isolated total effect of the crystal on the propagation may be expressed in one
equation describing the generalised transfer function:
ECRYS(ω) = −
κ′dpqr
∆k(ω)
1 − (−1)uei∆k(ω)Qu + u∑
v=1
2(−1)vei∆k(ω)Qv
 , (4.12)
which, for the output intensity |E(ω)|2, in the case of a periodic crystal leads to the
well–known sinc2(∆k · L/2) function. κ′ is defined as:
κ′ =
κ
EFqEFr
= − ωSH
cnSH
, (4.13)
which makes it independent on the input fields. Now, when the calculation of the
output second harmonic field ESH(t) is carried out, it only requires a simple one–
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step analytic formula with no need for introducing lengthy propagation loops:
ESH(t) = F
−1 {
F
[
E2IN(t)
]
· ECRYS(ω)
}
, (4.14)
where F is the Fourier transform operator and F−1 is the inverse Fourier trans-
form operator.
This observation allows for a very flexible engineering of the output pulse
temporal shape. A practical difficulty remains in the fact that there is no simple
“reverse” calculation procedure which can work by applying a single formula to
reveal the optimal grating design when the target pulse ESH(t) is known.
4.5 Design of aperiodic gratings for pulse shaping
The well–established way of solving numerically a problem like the design of
pulse–shaping domain pattern is using some iterative minimisation algorithm. In
this particular situation the “simulated annealing” [4.49] method was employed.
The simulated annealing algorithm relies on the iterative calculations of the
SH pulses, finding their effective “distance” from the ideal target pulses and us-
ing this difference as a feedback for next iterations which involve random per-
turbations, accepted or not depending on the gradually decreased “temperature”
value, thus minimising the risk of finding false global minima. The number sym-
bolising the distance between the current solution and the ideal one must be sen-
sitive to even small differences, and due to this requirement the FROG–based
RMS error definition was selected, which gives a good representation of the sim-
ilarity between two pulses in amplitude and phase:
ek =
√∑
τ
∑
ω
∣∣∣ISHG
FROG
(τ, ω) − ITARGET
FROG
(τ, ω)
∣∣∣2. (4.15)
The polarisation–gated FROG version was used as it discriminates between two
time–reversed and otherwise identical solutions. The IFROG(τ, ω) trace can be syn-
thetically generated for any pulse and is defined as:
IFROG(τ, ω) =
∣∣∣∣∣∣∣∣
∞∫
−∞
EF(t)|EF(t − τ)|2e−iωtdt
∣∣∣∣∣∣∣∣
2
. (4.16)
The exact algorithm structure is shown in the Fig. 4.8.
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Figure 4.8: The algorithm flowchart for the crystal design procedure.
This approach requires the knowledge of the input pulse but it was not char-
acterised at the time of performing the crystal design. This was the reason of as-
suming some ideal, but realistic pulse — a Fourier–limited Gaussian shape with
the duration of 150 fs and spectrally centred around 1530 nm.
Nine grating patterns were designed with the help of this algorithm and the
corresponding target SH pulse shapes are listed in the Table 4.1.
The final crystal design is shown in Fig. 4.9. It was fabricated by HC Photon-
ics. The domain sizes for all the nine sections are shown in the Fig. 4.10. Some
intuitive regularities can be found in these patterns. First of all, the constant slope
in (f) and (g), which correspond to the positively and negatively chirped pulses,
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Figure 4.9: The details of the shaping crystal design. Nine gratings were
created in one lithium niobate crystal. The exact numbers of domains are
shown for each grating. The fundamental beam (ω) is coming from left to
right and is polarised horizontally. The schematic expected shapes of second
harmonic (2ω) pulses are shown in the right.
Table 4.1: Nine target pulses
(a) Fourier–limited 150 fs Gaussian pulse
(b) Fourier–limited 200 fs Gaussian pulse
(c) stepped 400 fs pulse
(d) rectangular 400 fs pulse
(e) triangular 200 fs pulse
(f) positively chirped 300 fs pulse
(g) negatively chirped 300 fs pulse
(h) two pulses, 150 fs each
(i) three pulses, 150 fs each
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Figure 4.10: The actual sizes of the crystal domains as calculated with the
algorithm. The mean value is marked with a horizontal black, dashed line.
The lengths are not identical. The intuitive behaviour of the algorithm is
visible in (f) and (g) chirped gratings and (h), (i) — the multiple pulse shapes.
respectively, is expected as it is obvious that a linearly chirped grating scheme
results in a chirped output pulse if the input pulse is Fourier transform–limited.
Additionally, (h) and (i), which are designed for the double– and triple pulses,
show signs of “sectioning” — these shapes are generated pulse–by–pulse.
4.6 Pulse shaping experiment
4.6.1 Overview
The experiment was performed using a home–built Er:fibre femtosecond oscil-
lator working at the central wavelength of 1530 nm, producing typically 300 fs
chirped pulses, compressible down to ∼250 fs. The full experimental configura-
tion is shown in Fig. 4.11.
The first stage of the actual setup was a pulse compression section consisting
of a pair of silicon prisms in a double–pass configuration, separated by 12 cm. It
was necessary to introduce this part due to some residual chirp on the oscillator
pulses, which had to be removed as the input pulses assumed in the model were
Fourier transform–limited.
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Figure 4.11: Experimental setup for pulse shaping and measurement. Beam
from erbiumfibre oscillator is compressed in a prismatic line and focused into
an APPLN crystal. After recollimation fundamental wavelength (FW) is sep-
arated from second harmonic (SH) with a dichroic mirror (DM). Both beams
are retroreflected in a Michelson interferometer, recombined and tightly fo-
cused into a thin (100 µm thick) BBO crystal phase–matched for sum fre-
quency generation between fundamental and second harmonic. Resulting
green light spectrum is used for XFROG measurement.
The compressed fundamental pulses were ready to be upconverted in the
crystal, however to obtain any observable second harmonic intensity, a lens was
used to focus the beam into the crystal. The optimal focal length giving the focal
size ideal in terms of conversion efficiency was calculated as around 6 cm and
subsequently f=5 cm was initially tested.
The red second harmonic light (765 nm) was readily visible by eye and the
alignment was not very critical. After the collimating lens the remaining part of
the setup was the monitoring section, namely a cross–correlator, later modified
into an XFROG system for final measurements.
4.6.2 Er:fibre laser
The home–built erbium–doped fibre oscillator design was based on that pre-
sented by Lenz in [4.50] and is shown schematically in the Fig. 4.12.
130
Figure 4.12: The schematic of the erbium–doped fibre oscillator. Pumping
was performed with the laser diode working in a CW mode at 980 nm. C:
collimators, λ/2: half–wave plate, λ/4: quarter–wave plates.
The cavity consisted of the free–space section and two fusion–spliced fibres
which for the oscillating wavelength (∼1530 nm) were characterised with the dis-
persion of the opposite signs. In the air section the beam was collimated. The
unidirectional operation was forced by the Faraday isolator. The mode–locking
in this type of laser is obtained by a nonlinear polarisation rotation in the fibre.
This effect is peak power–dependent so for one proper alignment of the wave-
plates strong pulses can be coupled back into the fibre section for feedback and
the weaker ones are rejected. After reaching the steady state the single–pulse
operation is established and the output is a stable pulse train. The stable pulse
duration is ensured by the balanced stretching action of the erbium doped fibre
and the compressing action of the SMF28 fibre. The oscillator was working in
the stretched–pulse regime and the output pulses were positively chirped. To be
as close as possible to the assumed situation of Gaussian unchirped pulses we
used a pulse compressor consisting of two silicon prisms. The optimal distance
between the prisms for the best pulse compression was of the order of 12 cm.
The oscillator was pumped with an optically pumped semiconductor verti-
cal cavity surface emitting (VCSEL) laser, the TeleCom Coherent OPSL–980–500
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model working at 980 nm and producing 500 mW of power. It was provided in a
single–mode fibre pigtailed package.
The typical oscillator spectrum is shown in Fig. 4.13 and the compressed–
pulse autocorrelation function in Fig. 4.14.
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Figure 4.13: The typical spectrum of an Er:fibre oscillator used in the experi-
ment.
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Figure 4.14: The typical autocorrelation function of compressed Er:fibre os-
cillator pulses used in the experiment.
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The Gaussian shape–based estimation of the pulse duration after compression
was 240 fs.
4.6.3 Measurement and optimisation of the shaped SH pulses
In the initial stage of the experiment the pulse measurement section was only
a quality–monitoring device so a simple cross–correlator was used at that time.
Both the fundamental and second harmonic beams were used, separated with a
mirror dedicated for a Ti:sapphire oscillator cavity, which reflected the majority
of the 765 nm light but was highly transparent for the 1530 nm component, ef-
fectively acting as a dichroic beamsplitter in the Michelson interferometer. The
second harmonic retro–reflector was mounted on a piezo–stage and the relative
delay between the arms was scanned at ∼10 Hz frequency to obtain the cross–
correlation measurement. The beams were focused into a common point inside a
thin (100 µm) BBO crystal and the sum–frequency mixing signal at 510 nm was
focused onto a silicon photodiode. The cross–correlation functions are shown in
Fig. 4.15.
Figure 4.15: Themeasured cross–correlation functions of the target SH pulses
shaped according to Table 4.1 with the fundamental frequency pulses.
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Interestingly, this simple monitoring tool quickly revealed the fact that the
5 cm focusing lens had too short a focal length; it was found while observing the
three–peaked cross–correlation function of the triple pulse and the fundamental
one shown in Fig. 4.15 (i). The translation of the crystal along the beam caused
an increase in the intensity of one of the peaks, apparently depending on the fact
where the focus was localised. However, it was known from the model that all
three intensities should be the same due to the plane wave and no–depletion ap-
proximations. The simple way to remove this intensity non–uniformity was by
employing a lens with a longer focal length, losing some conversion efficiency
but coming closer to the plane–wave situation. The 5 cm focusing lens was re-
placed with a 10 cm one, and the unwanted effect disappeared, indicating that
the illumination became uniform enough under these focusing conditions.
Formore exactmeasurements the cross–correlatorwas replacedwith an XFROG
system by the simple substitution of the photodiode with a spectrometer. The
XFROG signal is obtained exactly in the same way as the cross–correlation, by
nonlinear interaction of two different input pulse fields with a variable delay in-
troduced between them, using the frequency–mixing effect:
IXFROG(τ, ω) =
∣∣∣∣∣∣∣∣
∞∫
−∞
ESH(t)EF(t − τ)e−iωtdt
∣∣∣∣∣∣∣∣
2
. (4.17)
The XFROG measurement apparatus required a Michelson interferometer with
a variable delay in one of the arms, as already employed in the autocorrelation
measurement. A frequency–mixing crystal was required and the same 0.5 mm–
thick BBO crystal phase–matched for themixing of 1530 nm and 765 nmwas used
for this purpose. The output signal at 510 nm was focussed on the OceanOptics
USB4000 spectrometer slit for the spectrum measurement. The variable length
arm retro–reflector position was precisely adjusted with a Newport NewStepmo-
tor offering 100 nm resolution. The stagemovement and the spectrum acquisition
were controlled by a dedicated LabVIEW program, using RS232 port for the step-
per motor control and the USB port for the communication with the spectrometer.
The program allowed for the modification of the delay step, the spectrum acqui-
sition time and averaging, and for the choice of the number of points collected in
one measurement. An example screenshot of the program interface is presented
in Fig. 4.16.
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Figure 4.16: The screenshot of the LabVIEW program written for the acqui-
sition of the XFROG data. The spectrum viewer (a) is continuously showing
the output of the spectrometer before the scan commences. The vertical bars
in the graph are movable and form the spectrum boundaries for the recorded
traces. The panel (b) shows the XFROGmap after all the spectra are collected.
The controls (c) allow for the choice of the number of points in wavelength
and delay, step length and spectrum acquisition features: averaging and inte-
gration time. The stepper motor indicators (d) show the current step number
and the motor position which is constantly queried for while performing the
scan. The written spectrum is shown during each step in the panel (e), while
the graph (f) is filled with the autocorrelation function after the measurement
is done.
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Figure 4.17: The schematic of the XFROG measurement setup. F: the arm
with the fundamental beam, S H: the arm with the second harmonic, BS :
dichroic beamsplitter (Ti:sapphire laser mirror), BBO: nonlinear crystal. The
motor makes a step corresponding to 20 fs delay and the spectrum of the
frequency–mixing signal is recorded. The setup is easily transferable to
FROG apparatus by replacing the beamsplitter and tuning the BBO to the
doubling position of the fundamental frequency.
Figure 4.18: XFROG maps of shaped pulses. The delay step was chosen to
be 20 fs and the spectrum resolution is 0.3 nm. After converting into the
frequency domain and preparing for the retrieval using the algorithm, the
points are distributed on a square matrix with dimensions 128×128.
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The entire setup is shown schematically in Fig. 4.17. The Fig. 4.18 shows the
measured XFROG maps.
4.7 Comparison with theory
The recorded XFROG traces contain complete information about both pulses in-
volved so the temporal shapes of fundamental and second harmonic were re-
trieved from this data. The results cannot be directly compared to the originally
designed target shapes due to the difference between the assumed input pulses
and the actual ones. Instead, the real fundamental pulse was characterised and
used as the EIN, together with the ECRYS based on the real domain sizes in the
formula (4.14). This way the expected ESH was calculated and compared to the
experiment results. The comparison is shown in the Fig. 4.19.
Figure 4.19: The comparison of measured (blue) and calculated (red) second
harmonic pulses. The intensity is shown with solid lines and the left hand–
side axis and the phase — with dots on the right hand–side axis. General
agreement is good, however there are some significant differences, especially
when it comes to (a) and (b). It can be explained by the presence of relatively
long sections of unpoledmaterial after the grating structure. These fragments
do not contribute to the pulse shaping, but rather only add unwanted disper-
sion which can cause the difference.
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The comparison is very satisfactory — the general agreement in terms of in-
tensity and phase is good. There are some differences, namely the measured
intensity envelopes are a bit broader than the predicted ones in the case of (a) and
(b), simple Gaussian, Fourier–limited pulses. This may be caused by the prop-
agation through a relatively long section of an unpoled crystal after the pulse is
already shaped. This introduces unwanted dispersion without further contribut-
ing to the shaping process and is not taken into account in the designing algo-
rithm. Another detail is that in the case (h) the phases are swapped, suggesting
that the pulses are inverted in time but it should not be possible due to the use of
the time–invariant FROG version. This is not a serious problem as the designed
shape is symmetric anyway so there may have been several occasions when the
data was accidentally inverted. It does not change the fact that the pulse was
shaped accordingly to the theoretical prediction.
4.8 Conclusions
The experiment tested the applicability of the previously developed theory to the
femtosecond pulse shaping with aperiodically poled lithium niobate crystals in
the low–depletion regime. The theory proposed described the recipe for a simple
and quick calculation of the shaped pulse field and additionally offered an algo-
rithm for the design of a suitably tailored grating structure, given a known input
pulse and a chosen target output one. Nine gratings were designed by means of
this theory to create nine pulse shapes and the corresponding domain structures
were incorporated into a commercially obtained crystal. The experiment of pulse
shaping was performed with an Er:fibre femtosecond oscillator and the result
pulses were accurately measured. These pulses were then compared to the sim-
ulated output of the formula, using as the input the known grating structure and
the real data for the fundamental pulses. The comparison was very satisfactory
and the differences were only rather small. It is estimated that the accuracy is suf-
ficient to obtain any pulse structure if only the input spectrum is broad enough.
Any extensions of this technique into “power” applications (like femtosecond
machining) are possible only when the depletion effect is included in the theory
due to a high conversion efficiency expected in that case. However, it is not a
general problem — the most important outcome of this experiment is the ver-
138
ification of the fact that a completely arbitrarily shaped copy of a femtosecond
pulse may be produced with a poled lithium niobate crystal and that the result is
predictable. Now the high–depletion effect needs to be put into the crystal design
recipe but as long as the formula is physically accurate, the pulse will be shaped
properly.
The experiment was described in a journal article [4.51], appeared as a Re-
search Highlight in Nature Photonics magazine [4.52] and was presented at two
conferences [4.53, 4.54].
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Chapter 5
Conclusions and outlook
In my thesis I have presented the design process and the construction of two
femtosecond optical parametric oscillators and one femtosecond pulse shaper, all
based on the technology of periodically poled lithium niobate which permits flex-
ible and engineerable phasematching of all χ(2) processes within its transparency
range.
The first device, the Ti:sapphire–pumped OPO was used as a broadband light
source for methane sensing by utilising amid–IR Fourier–transform spectroscopy
approach. With the exception of thermal sources, broadband coverage in the
spectral region of 3.3 µm is unavailable from any other sources but promises
high efficiency of CH4 detection. The experiment revealed an available practi-
cal sensitivity of around 1% which is still unsatisfactory compared to realistic
requirements and performance using thermal sources, however there are some
significant benefits in the concept demonstrated and also much can be improved.
For example, in Chapter 2 I suggested the addition of a reference circuit which
could remove the noise associated with the OPO’s vulnerability to environmen-
tal noise. Then the full potential of this light source would be available and, based
on the results obtained with a similar source [5.1] a sensitivity much better than
2 ppm would be possible. The reason for optimism here is the novel application
of a photonic bandgap fibre which optimises the overlap between the light beam
and the analysed gas volume and offers long interaction paths. It has been shown
that precise drilling of the fibre side is possible [5.2] so in principle it is also pos-
sible that a sensing device employing such a fibre with multiple holes can exist
without the need to load the gas into the fibre core using active pumping and so
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detect the presence of the gas straight from the environment.
It would be a big step towards building a really portable device if the con-
struction of the light source was simpler. The need for three laser systems in
series makes the whole apparatus only rather a sophisticated and fragile labo-
ratory device. There are already available quantum cascade lasers, lead– and
antimonide–based laser diodes operating at the wavelength of the fundamental
methane absorption (3.3 µm and 7.7 µm) but they are still not simple devices, and
usually both diode and detector require cryogenic cooling. A sufficiently advan-
tageous compromise would be the OPO pumped by a mode–locked laser diode.
Pulse energies emitted by such diodes are three orders of magnitude smaller than
these from Ti:sapphire oscillators and it would be a great challenge to obtain para-
metric oscillation but that is probably an idea to pursue. There are low–noise
semiconductor optical amplifiers available at 1.3 µm [5.3] and recently multiple
quantum–dot femtosecond oscillators were developed [5.4], however their peak
powers are of the order of 1 W due to typically high (20 GHz) repetition fre-
quency, so parametric oscillation could be difficult to obtain under these pump-
ing conditions.
Another, still cheaper approach for the methane sensing at 3.3 µm would be
using a fibre laser to pump the OPO, namely joining the pump from Chapter 3
with the cavity from Chapter 2, possibly with a modified grating, to replace the
large and expensive Nd:YVO4/Ti:sapphire oscillator system with a cheaper and
potentially smaller fibre MOPA system. The spectral region of 3.3 µm (ν3 oscilla-
tion) would be still accessible then.
An interesting alternative would be using a mode–locked Yb:KYW laser (for
example, one similar to the system presented in [5.5]) for the OPO pumping. The
laser itself is commonly pumped by butterfly–packaged pigtailed laser diodes
which now are a mature and inexpensive technology. Moreover, the properties of
the laser crystal remove the necessity for complicated thermal management, mak-
ing the whole potential InGaAs diode/Yb:KYW laser/OPO system an attractive,
cheap and simple tunable light source.
When it comes to the project started with the development of the long–cavity
OPO (Chapter 3), I think it was a big success and there is still much to do and it is
all well within the range of the current group’s capabilities. The prediction is that
cavity dumping will yield easy access to hundreds of nanojoules of signal energy
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and then silicon machining will be feasible. Specifically, increasing the pump
power from 2 W (demonstrated) to 7 W (the maximum available) should allow
the extraction of ≈70 nJ signal pulses. Cavity dumping could access pulses with
around ten–times higher energy again, yielding (conservatively), 500 nJ pulses.
More interesting prospects appear when frequency doubling is taken into ac-
count. The second harmonic generation may be either incorporated into the OPO
crystal (intracavity) or performed outside the cavity, or the pump light may be
upconverted prior to being launched into the oscillator. For example, the second
harmonic of the long–cavity OPO described in Chapter 3 may potentially cover
the spectral range of Ti:sapphire oscillators emission thus replacing them with a
cheaper and simpler alternative.
The pulse shaping scheme demonstrated in Chapter 4 works by a second har-
monic generation, and it could be used in an intracavity configuration to improve
its efficiency. The shaping crystal design process would need to be completed
by inclusion of the high depletion regime, but this is just a matter of extending
the equations to a full 3–wave analysis, and attempts have been made by other
groups already [5.6].
A separate interesting project could concentrate on passive modelocking of
a holmium laser which hasn’t been demonstrated yet. It offers broad emission
spectra centred around 2 µm (for example 200 nm in YAlO3 host material [5.7]). It
is especially suitable for the pumping of an OPO based on ZGP crystal, in which
tunability of a single device in the range of 3.8–12.4 µm has been shown, however
at slightly different pumping wavelength [5.8]. At these wavelengths many gas
detection systems can operate. Moreover, this spectral region could be a field
of even more experiments exploiting optical nonlinearity if femtosecond pulses
were readily available.
The world of parametric processes seems to offer a response to any demand of
a light source—powermay be scaled, wavelengthmay be tuned and CWor short
pulse operation may be obtained. Potential applications seem to be countless and
all problems solvable, waiting only for a researcher to identify them and then
design and engineer a proper device. Not many events in the experimentalist’s
life are more rewarding than a bright flash of a parametric oscillator light after
weeks of patient adjustments and I look forward to more of these.
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