This study presents the work carried out by the authors to apply Intel MKL PARDISO (a parallel sparse matrix solver) to the load flow solution algorithms of MATPOWER and OpenDSS. The goal is to explore the potential execution time reduction obtained when working with large power systems and multi-core installations. Test systems of different sizes were solved in order to observe the time reduction as function of the system size and the number of cores used in the parallel execution. Results show that except for the full Newton-Raphson algorithm, one should not expect a reduction in execution times when using a parallel routine. The use of a parallel sparse matrix solver is only justified when the sparse matrix must be recalculated at every step of the solution process or the systems under study are much larger than those analysed here. This study also presents how a parallel computing solution can be implemented in different applications by using available high-performance parallel libraries.
Introduction
Parallel computing has become a cost-effective solution for large and data-intensive problems when the objective is to reduce total execution times and utilise larger memory/storage resources [1] [2] [3] . Recently multi-core processors in personal computers and workstations have become a standard feature, while easier access to multi-core equipment has facilitated the development and improvement of parallel-oriented software tools. The progress in both areas (hardware and software) has pushed forward the growth of parallel computing applications.
Parallel computing has had a significant impact on a variety of fields ranging from computational simulations for scientific and engineering applications to commercial applications in data mining and transaction processing [3] . The use of multi-core computing in studies related to power systems is a natural approach given the capabilities of the software tools used in the simulation of power systems and the nature of the analysed problems. In recent years many important works have been conducted on the application of parallel computing to power systems analysis; see [4] [5] [6] [7] [8] [9] .
Access to powerful hardware and software applications has led to a continuous effort to analyse and solve large and realistic systems. In [10] a test system with 87,263 network nodes and 674,027 network devices was used to test an industrial-grade data translator for the interfacing of power-flow programs with EMTP-type programs. Individual executions (e.g. snapshot load flow) do not represent a major concern, even when solving systems with so many elements; it is the time-domain or time-driven execution of such systems that may result in too high execution times. Moreover, optimisation or parametric studies can require performing a large number of executions, which can lead to prohibitive simulation times.
The introduction of parallel computing into the simulation of power systems can be carried out assuming two different perspectives: † In data-parallel execution, system solution is concurrently run on multiple cores [3] , where each core works on a specific part of the problem. This approach requires partitioning the analysed system into several sub-problems according to the available number of cores; each sub-problem is solved with a different core but the required information is exchanged among working cores. One example of data-parallel execution can be found in real-time systems [11] , where test systems are decoupled into two or more groups that are simultaneously solved in parallel cores; an efficient implementation has been proposed in [12] , an algorithm similar to that proposed in [13] . † Task-parallel execution is an adequate approach when the same system is required to be simulated many times with only small variations in certain input parameters (e.g. optimisation or parametric studies) [3] . Under these circumstances the total number of system executions is distributed among available cores, where they are solved independently from the executions performed in other cores. The authors of [14] presented a parallel Monte-Carlo method for the optimum allocation of distributed generation.
The main objective of this paper is to apply the use of parallel sparse matrix solvers in the solution of load flow problems and to assess its impact on the reduction of execution times for large power systems when working with a multi-core environment. A second objective is aimed at proposing a practical rule that could allow users to determine the optimal number of cores (to be used in the parallel computation) based on the size of the system under study. A final objective is to show how parallel computing can be applied to engineering problems by means of high-performance parallel libraries without the need of being an expert programmer or having a deep knowledge of parallel algorithms.
Different works on parallel load flow algorithms with central processing units have been presented to date; see, for instance, [15] [16] [17] [18] [19] . In recent years the focus has been on using graphical processing units (GPU) [20] [21] [22] [23] ; most of these works present custom-made applications that seek to exploit parallelism in all stages of a load flow algorithm (i.e. admittance matrix formation, solution of linear system, error calculation). Although this approach may lead to more efficient algorithms, it also requires advanced programming skills and a high level of expertise in mathematical algorithms.
Many software tools are currently available for analysing power systems; although commercial packages are widely used, opensource software has become a valid option for companies and researchers given the powerful capabilities and features present in some of them (see [24] ). In addition, there are also a great number of available libraries for implementing high-performance applications that exploit the resources of multi-core processors (e.g. [25] [26] [27] [28] ). MATPOWER [29] and OpenDSS [30] are the tools selected in this paper for the simulation of power systems, while Intel MKL [25] is the library chosen for the parallel solution. Simulation control and data gathering was carried out using MATLAB and Visual Studio.
The paper has been organised as follows. Section 2 summarises the main features of Intel MKL PARDISO, the parallel sparse matrix solver used in this work, and how it can be applied to the solution of load flow algorithms. Section 3 details the implementation of Intel MKL PARDISO in MATPOWER and OpenDSS; the section includes a description of the test systems used with each tool, and a summary of results. A discussion about alternatives to the solution considered in this work is presented in Section 4, while the main conclusions are summarised in Section 5.
2 Application of a parallel sparse matrix solver to the load flow solution
Intel MKL and Intel MKL PARDISO
The Intel Math Kernel Library is a package of highly optimised and extensively threaded routines for high-performance applications [25] . Optimised for Intel processors, Intel MKL provides FORTRAN and C/C++ programming interfaces, as well as a DLL than can be used for software redistribution. Capabilities included in the library cover areas such as linear algebra routines, distributed processing linear algebra routines, sparse solver routines, fast Fourier transform functions, vector mathematics routines, data fitting library, and eigensolvers.
Intel MKL PARDISO is a direct sparse solver routine based on the PARDISO solver [31] , a high-performance software package for solving large sparse linear systems of equations on shared-memory multiprocessors [32] . The solver uses a combination of left-and right-looking Level-3 BLAS supernode techniques, while Level-3 BLAS update and pipelining parallelism are used with a combination of left-and right-looking supernode techniques for improving sequential and parallel sparse numerical factorisation performance [32] . It can cope with a variety of sparse matrices, including real and complex, symmetric and non-symmetric, positive definite and indefinite sparse linear systems of equations. For sufficiently large-size problems, numerical experiments demonstrate that the scalability of the parallel algorithm is nearly independent of the shared-memory multiprocessing architecture.
The execution of Intel MKL PARDISO can be divided into the following phases: (i) fill-reduction analysis and symbolic factorisation; (ii) numerical factorisation; and (iii) forward and backward solve. These stages can be executed in one sequence or individually at different times.
Load flow solution using a parallel solver
Sparse matrix solvers are optimised routines that seek to exploit the sparsity of linear systems represented by the following equation
where A is a sparse matrix, and b and x are vectors. Furthermore, parallel sparse matrix solvers take advantage of the resources present in multi-core computers in order to speed up calculations. The form in (1) can also be recognised in the iterative solution of the full Newton-Raphson (NR) [33] , fast decoupled NR [34] , and default OpenDSS [30] load flow algorithms; therefore, the application of the Intel MKL PARDISO to the solution of the aforementioned algorithms is straightforward.
One important aspect of the fast decoupled NR and default OpenDSS algorithms is the use of constant matrices for the iterative solution; in such cases constant matrices must be calculated and triangulated only once. Thanks to Intel MKL PARDISO's capability of dividing the solution process in different stages (analysis, numerical factorisation, and solve), the iterative scheme remains unchanged and the solution process can be carried out using the triangulated matrix.
Intel MKL PARDISO requires that the sparse matrix A be defined using the compressed sparse row (CSR) format [32] . Additional operations are necessary for obtaining the three-vector representation of the admittance matrix; however, the overhead produced by these operations does not represent a significant loss of performance.
3 Implementation and testing of the parallel solver
Application with MATPOWER
MATPOWER is an open-source software package that allows users to perform load flow (AC and DC) and optimal power flow calculations for power systems [29] . It has been implemented in MATLAB and consists of a group of m-files, which grants a great flexibility and allows the user to modify and improve the existing code. For AC load flow calculations, the user can choose among several solution algorithms (full NR, fast decoupled NR, and Gauss-Seidel). System information is provided in form of matrices that contain the system parameters (i.e. parameters of branches and generators, as well as buses) [35] .
The codes implemented in this work to run MATPOWER m-files when using the Intel MKL PARDISO routine in the full NR and fast decoupled NR solution algorithms are shown in the Appendix.
The power system selected in this work for testing the performance of MATPOWER is the system referred to as 9241Pegase, which is included among the cases provided with this tool. The network accurately represents the size and complexity of the European high-voltage (HV) transmission network; it contains 9241 buses, 1445 generators, and 16,049 branches. The operating voltages of this system are 750, 400, 380, 330, 220, 154, 150, 120, and 110 kV [36] . Although the 9241Pegase system provides a valid test case for assessing the potential time reduction achieved with the introduction of parallel sparse matrix solvers, additional tests with systems of larger sizes are also required. However, finding or developing large size test systems (i.e. with several thousand buses) is not an easy task; therefore, it was decided to create a set of new test systems by simply replicating the 9241Pegase case as many times as it was desired. As a result, the sizes of the new test systems will be 2, 10, and 20 times that of the 9241Pegase case. Tables 1-4 show the results obtained for the different test systems; these tables compare the execution times with different number of cores (threads) and also present the solution times found when using MATLAB capabilities to solve the load flow algorithms. Note that the results focus on execution times and not solution values; however, the number of required iterations for problem solution have been included to show that the use of Intel MKL PARDISO does not affect algorithm convergence. Execution times were measured by comparing the processor's clock before and after evaluating a function.
MATPOWER test systems were solved for nominal load (i.e. snapshot load flow). The results shown in Tables 1 and 2 were obtained using a laptop computer with an Intel Core i7-3630QM processor (4 Cores, Clock frequency =2. From the results found with the fast decoupled NR method it can be seen that matrix factorisation (i.e. analysis and numerical factorisation stages) is the most computationally expensive operation; depending on the number of threads this time may represent between 25 and 60% of the total execution time. One can observe that individual execution times for other operations are very short (note that the iterative scheme performs 14 P-iterations and 13 Q-iterations) and that the time spent performing P and Q iterations can increase with the number of threads used in the parallelisation.
A better performance is achieved for the full NR method given that Intel MKL PARDISO uses parallel routines for both matrix factorisation and the solution of linear equation systems. Moreover, since the sparse Jacobian matrix used in this method is considerably larger than the constant matrices used in the fast decoupled method, multithreaded routines have a greater effect on larger matrices.
The curves presented in Fig. 1 show a saturation effect: they exhibit a rapid initial growth but there is no significant increment in time reduction when Intel MKL PARDISO uses more than 8 threads. Furthermore, it can be seen that the solution process suffers a decrease in performance for the smallest system (9241Pegase). The theoretical speed-up that can be achieved through parallel computing is defined by the Amdahl's law [37] [38] [39] , which is a function of the code's fraction that can be parallelised and the number of threads used in the parallelisation. Thus for a given algorithm, there exists a number of threads that produces a maximum speed-up. Moreover, according to Fig. 1 the real speed-up is also dependent on the size of the solved problem. The saturation effect, which is also a consequence of Amdahl's law, will allow determining the optimal number of threads that must be used in the parallelisation of the load flow algorithms; therefore, the optimal number of threads will be equal to the number of threads where curve saturation is produced.
The results shown in Fig. 2 present important differences between the Laptop computer and the HPC server; however, if the results from the HPC server are taken as a reference, it can be concluded that the maximum time reduction will be achieved with 8 threads.
Application with OpenDSS
OpenDSS is an open-source simulator for analysis of electric utility distribution systems [30] , implemented as both a stand-alone executable program and a COM DLL that can be driven from some software platforms. The executable version adds a basic user interface to the solution engine to assist users in developing scripts and viewing solutions. Modelling and calculation capabilities of this tool allow users to represent the most important distribution components and perform studies considering both deterministic and probabilistic calculations. Built-in solution capabilities include snapshot and time-mode power flow, harmonics, fault current study, dynamics, parametric and probabilistic studies [40] . OpenDSS can be used for planning and analysis of multi-phase distribution systems, analysis of distributed generation interconnection, annual simulations, storage modelling and analysis, and other studies.
OpenDSS uses the single-core routine KLUSolve for the solution of the resulting sparse system [41] . The built-in KLUSolve functions only return the Compressed Sparse Column (CSC) format [32] ; this situation does not pose a problem if the correct parameters are used for matrix factorisation.
The code added to generate the CSC format of the admittance matrix and perform matrix factorisation in OpenDSS is shown in the Appendix; additionally, it presents the changes introduced to the source code when using the Intel MKL PARDISO routine. Table 5 presents the main characteristics of the three test systems developed for testing the parallelised OpenDSS. They are 50 Hz overhead systems and consist of a simplified representation of the HV system, a Medium-voltage (MV) network, and low-voltage (LV) networks served from the secondary side of distribution MV/ LV transformers. The LV networks are based on the low voltage test feeder shown in Fig. 3 and provided with OpenDSS. The configuration of the three test systems is shown in Fig. 4 . LV loads are represented by a ZIP model; each part of the load model has been assigned a weighting factor equal to 1/3 for both active and reactive powers and use curve shapes derived with a procedure presented in [42] . It is important to mention that the test system 3 is composed by two systems such as the one shown in Fig. 4c . OpenDSS test systems were simulated for one year using a 1-hour time step; only information related to the number of iterations performed at each step and solution convergence was collected during the simulation in order to avoid unnecessary overhead times. The yearly simulation allows for a better performance assessment of the Intel MKL PARDISO routine, since it can average out the variations that result with individual executions. Fig. 5 shows the time reduction in 'total solve time' for the three test systems when using different number of threads and the default OpenDSS solution algorithm. Although the results show significant differences between the laptop computer and the HPC server, it is clear that the use of the Intel MKL PARDISO has caused an increment in execution times. Moreover, the general trend is that increasing the number of threads leads to a greater performance loss. It can be noted from these results that for test system 1 the number of threads has very little impact on the performance of the Intel MKL PARDISO routine, whereas for the other two test systems it depends on the platform (i.e. laptop computer or HPC server). The time reduction curve in Fig. 5a shows a clear negative tendency as a function of the number of threads for test systems 2 and 3; a similar behaviour is present in Fig. 5b for a number of threads equal or greater than 8. This behaviour is an indication that the algorithm has passed the optimal number of cores and increasing the number of threads will only further decrease the routine's performance.
With a smaller number of threads, it can be assumed that the performance of the Intel MKL PARDISO is almost constant, since the variations in execution times are not significant. A small overhead is caused by the generation of the CSC format of the admittance matrix and performing matrix factorisation; this cannot be avoided since the OpenDSS code relies on KLUSolve to generate and factor the admittance matrix. Although negligible when compared to total simulation times, that overhead is much larger than the 'average individual solve time' (see Tables 6 and 7) .
This behaviour indicates that the solve stage of the Intel MKL PARDISO routine is the least expensive in computational terms. As result, in order to obtain any performance gain at the solve stage it will be necessary to work with much larger systems than those presented here.
The differences between the laptop computer and the HPC server could be caused by the behaviour of the virtual machine used in the HPC server and to the fact that Intel's hyper-threading could not be switched off in the laptop computer.
One important aspect to consider is that the presented results are only a reference; actual solution times may vary depending on the OS and computer hardware. In addition, they can also be affected by other processes: resources not required for load flow computations (e.g. Web browser, text processing software, anti-virus software, Wi-Fi Card, etc.) should be closed or turned off in order to prevent any unnecessary actions by the OS.
Discussion
Multi-core processors are not the only option for implementing parallel computing applications; in recent years the use of GPUs has been widely extended in high-performance engineering and scientific applications. Different works have been conducted on GPU-based parallel load flow algorithms (e.g. [20] [21] [22] [23] ); although results are mostly positive, they should be regarded with care. As mentioned in [21] , most works solve and compare dense matrices and such results cannot be extrapolated to those obtained with sparse matrix solvers. The work presented in [22, 23] provide great insight into the potential performance of GPUs when working with large sparse matrices in load flow algorithms. The presented results show important algorithm speed-ups although they only evaluate individual executions; therefore, it is still necessary to assess the impact that GPUs may have on the consecutive execution of the load flow algorithms when the sparse matrix remains constant. Future work could be aimed at linking GPU parallel libraries (e.g. CUDA Toolkit [43]) with MATPOWER and OpenDSS in order to explore the potential improvement in execution times. That work should also focus on determining how large the test systems must be in order to obtain a positive impact.
Conclusion
This study has presented how the parallel sparse matrix solver Intel MKL PARDISO can be introduced into the iterative solution scheme of MATPOWER and OpenDSS. The use of this solver did not require extensive alterations of the respective source codes (see Appendices 1-3). From a programming point of view, the hardest task was identifying the code sections that needed to be modified in order to include the parallel solver. Other tasks such as linking the redistribution DLL, accessing the parallel routines from within the DLL, and manipulating the input/output data can be readily completed with intermediate programming skills. In a broad sense, the Intel MKL PARDISO could be considered as 'plug-and-play', since the effort to link it to other software applications cannot be compared to that required for implementing a custom-made parallel application that includes a parallel sparse matrix solver. The use of a parallel sparse matrix solver has proven to be a valid choice when the sparse matrix A in (1) must be updated at every step of the iterative solution: results found with the full NR method show that significant reductions in total execution times can be achieved. However, it seems clear that the use of parallel sparse matrix solvers is not adequate for the consecutive execution of iterative algorithms that rely on constant matrices (e.g. OpenDSS time-driven simulations), since time increments in individual solutions (caused by problem partitioning in the solve stage) can lead to much larger differences in total execution times. According to the obtained results, the Intel MKL PARDISO can produce time reductions of up to 40% for the full NR method; however, its use did not lead to significant performance improvements for the fast decoupled NR method. Results also show that the number of threads used in the parallelisation of the Intel MKL PARDISO routine has an important impact on the time reduction that can be achieved. Based on the curves presented in Figs. 1 and 2 , it can be observed that, for systems with sizes similar to those used in this study, eight threads are enough to achieve an important reduction of execution times: using more than eight threads with the full NR method does not produce significant improvements in performance, whereas for the fast decoupled NR method it can lead to an increment in execution times.
The results obtained with OpenDSS show that the Intel MKL PARDISO routine can lead to time increments of up to 47%, causing an important loss in performance when compared to KLUSolve. Fig. 5 demonstrates that increasing the number of threads used in the parallelisation of the Intel MKL PARDISO routine causes an increment in solution times. This behaviour is typical of small systems where the overhead caused by partitioning the problem (according to the number of threads) outweighs the time gain of the parallel solution.
On the basis of the saturation effect shown in Fig. 1b , it can be determined that eight is the optimal number of threads for the parallelisation of the full NR algorithm (when solving test systems of sizes similar to those presented here). The fast decoupled NR method only shows very limited improvement and the default OpenDSS algorithm presents a clear diminishment in its performance. This behaviour is an indication that the best option is to rely on highly-efficient single-core routines. Matrix factorisation is the most computationally expensive operation in a parallel sparse matrix solver and for iterative algorithms that rely on constant matrices (e.g. default OpenDSS algorithm and fast decoupled NR) the parallel sparse routine has a negative effect when solving equation systems with sizes similar to those presented here. The solution of the Intel MKL PARDISO can be divided into three stages: analysis, numerical factorisation, and solve. The analysis and numerical factorisation stages are always performed together and in the case of constant matrices they must be executed only once, therefore the time spent in these stages is accounted as one. For the default OpenDSS algorithm it is clear that the 'average individual solve time' is much shorter than the time spent for the generation of the CSC format and matrix factorisation (i.e. analysis and numerical factorisation stages); take into account that this time includes the time required to gather the compensation currents vector. For the fast decoupled NR algorithm an average solve time has not been calculated; however, the time spent to perform the P and Q iterations can be calculated by subtracting the 'factorisation' and 'CSR format' times from 'total time'. Although these times vary according to the number of threads used in the parallel routine, it is clear that the time needed to execute the solve stage is much shorter than the 'factorisation' time.
Although other parallel high-performance libraries may exhibit similar or slightly superior performance than the Intel MKL PARDISO (see [19] ), it is not expected that this or other libraries will produce a significant performance improvement with respect to highly-efficient single-core routines, unless the equation systems are much larger than those analysed here. In [44, 45] a system with over one million buses was used to test single-core Newton-Krylov solvers for very large power systems. The ongoing efforts to test systems of such size using single-core routines can be seen as an indication that in order to obtain a significant performance gain using parallel routines it is necessary to study systems several times larger than that used in [44, 45] .
It is important to emphasise that linking a high-performance library (e.g. Intel MKL PARDISO) with pre-existing software tools (e.g. MATPOWER and OpenDSS) can be a suitable option for implementing parallel solutions. Although the development of a custom-made parallel routine is a difficult task and requires deep some knowledge of parallel algorithms and programming, this paper has shown that some available libraries can be deployed with interfaces that are readily used to connect them to other applications. Furthermore, most routines can be initialised with a set of default parameters, which facilitates its use for non-expert users. However, a clear understanding of sparse matrices and sparse solvers will always provide a great aid to maximise the performance of such routines. In the present MATLAB code the Intel MKL PARDISO solution process is divided in different stages, see Fig. 7 . First the phase variable is set to perform only the analysis and numerical factorisation stages of the B′ and B″ admittance matrices [25] . Next the code required to solve the voltage angle and magnitude corrections is shown; note that the phase variable is set so only the solve stage is performed. The csrmatrix_symm function was developed by the authors.
Appendix 3: Code for the solution of the default OpenDSS solution
The Delphi code in Fig. 8 in this annex shows the lines used to retrieve the admittance matrix using the CSC format and perform the analysis and factorisation stages of the Intel MKL PARDISO. In addition, it presents the code inserted into the iteration process to calculate the updated node voltages using the factorised admittance matrix and the compensation currents vector. The phase variable is set accordingly and it is assigned the same values as in the code used for the fast decoupled NR. 
