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Cap´ıtol 1
Introduccio´
1.1 Motivacio´ del projecte
Tradicionalment, l’u´s de processadors gra`fics (GPUs) es limitava a la com-
putacio´ de gra`fics o al tractament d’imatges. En els u´ltims anys, pero`, s’ha
comenc¸at a utilitzar aquest tipus de processadors per a la computacio´ en
altres tipus aplicacions on tradicionalment s’hi utilitzaven processadors de
propo`sit general (CPUs).
Actualment, tot i que els processadors gra`fics estan dissenyats principal-
ment per a la generacio´ de gra`fics 3D, compleixen certes caracter´ıstiques que
els fan molt atractius per a la computacio´ per exemple en l’a`mbit cient´ıfic o
de simulacio´. Entre aquestes caracter´ıstiques s’hi pot destacar l’alt nivell de
paral·lelisme o l’optimitzacio´ per a ca`lculs en coma flotant. Dos dels mod-
els de programacio´ per a GPUs que me´s s’utilitzen actualment so´n CUDA i
OpenCL. Aquests models, pero`, afegeixen complexitat en el desenvolupament
d’aplicacions ja que els programadors han de manegar de forma expl´ıcita les
GPUs i les seves memo`ries (a la Figura 1.1 s’hi pot veure un esquema que
mostra la complexitat d’aquests sistemes).
Al Barcelona Supercomputing Center (BSC), s’hi desenvolupa el model de
programacio´ OmpSs, amb l’objectiu de facilitar la programacio´ en entorns
paral·lels i amb memo`ries distribu¨ıdes. Aquest model este´n les directives
d’OpenMP per suportar parel·lelisme as´ıncron i heterogene¨ıtat de disposi-
tius, permetent al programador dividir les computacions en sub-tasques per
executar-les de maner dina`mica en diferents dispositius i arquitectures, com
poden ser CPUs, GPUs o acceleradors com el IBM Cell B.E. entre d’altres.
A me´s, els programadors no han de fer co`pies expl´ıcites entre les memo`ries
dels dispositius.
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Figura 1.1: Esquema de connectivitat entre dispositius CPU i GPU.
A la vegada, s’han estat desenvolupant una se`rie d’eines i llibreries per
al suport d’aquest model. Una d’elles e´s el runtime Nanos++, que dona
suport a la part de paral·lelitzacio´ de tasques i la seva sincronitzacio´ basada
en depende`ncies de dades que s’ha de dur a terme durant l’execucio´ de les
aplicacions. Aquest runtime permet l’execucio´ de tasques en entorns hetero-
genis amb diferents tipus de dispositius, entre ells les GPUs.
Per altra banda, al BSC tambe´ s’hi desenvolupa GMAC, una llibreria que
neix amb l’objectiu de simplificar la programacio´ de baix nivell en sistemes
amb acceleradors. Aquesta llibreria abstrau al programador de les difere`ncies
entre CUDA i OpenCL, i proposa una interf´ıcie comuna i un conjunt d’utili-
tats que permeten, per exemple, la gestio´ me´s eficient i senzilla de la memo`ria.
L’objectiu d’aquest Projecte Final de Carrera e´s la implementacio´ d’un
nou ”back-end”a Nanos++ per a la programacio´ de GPUs fent u´s de la llibre-
ria GMAC i substituint l’actual implementacio´ basada en CUDA. En aque-
sta implementacio´ s’intentaran explotar totes les eines que ens proporciona
GMAC i aix´ı poder valorar objectivament la seva utilitat i el seu rendiment.
1.2 Objectius i Planificacio´
L’objectiu principal del projecte e´s la implementacio´ del nou ”back-end”de
Nanos++ fent u´s de la llibreria GMAC i comprovar-ne el seu funcionament
i rendiment. Addicionalment s’intentara` optimitzar i explotar al ma`xim les
eines que proporciona GMAC. Els principals punts que composen els objec-
tius del projecte es detallen a continuacio´.
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• Simplificacio´ del codi per al manegament de GPUs a Nanos++.
• Creacio´ d’un ”back-end”que suporti diferents models de programacio´
per a GPUs fent u´s de GMAC.
• Exploracio´ de possibles optimitzacions de sincronitzacio´ entre tasques
i transfere`ncies de memo`ria entre dispositius.
Partint dels objectius de l’apartat anterior, la planificacio´ a grans trets
per a la realitzacio´ del projecte s’ha dividit en els segu¨ents apartats:
• Estudi previ
- Visio´ general sobre la arquitectura i la computacio´ amb unitats
de processament gra`fic (GPGPU).
- Model de programacio´ de GPUs de Nvidia: CUDA.
- Programacio´ d’alguns exemples d’aplicacions fent u´s de CUDA,
amb l’objectiu de consolidar coneixements.
- Model de programacio´ de GPUs GMAC.
- Programacio´ d’alguns exemples d’aplicacions fent u´s de GMAC,
amb l’objectiu de consolidar coneixements.
- Model de programacio´ OmpSs: exemples i u´s espec´ıfic amb GPUs.
- Estudi del conjunt d’eines que intervenen en la programacio´ d’apli-
cacions utilitzant OmpSs: Nanos++, el compilador Mercurium, el com-
pilador de Nvidia NVCC, Extrae, etc.
- Programacio´ d’alguns exemples d’aplicacions fent u´s d’OmpSs i
GPUs, amb l’objectiu d’entendre el seu funcionament.
• Estudi del runtime Nanos++
- Detallar el funcionament intern del runtime i de les classes que
intervenen en la computacio´ amb GPUs: unitats de processament,
gestio´ de threads, planificacio´ i execucio´ de tasques, gestio´ de memo`ria
i caches, interaccio´ amb els diferents ”back-ends”, etc.
- Interaccio´ amb el compilador Mercurium: traduccio´ del codi OmpSs
a crides de Nanos, traduccio´ dels kernels CUDA.
- Detallar a fons el funcionament del ”back-end”a substituir: flux
d’execucio´ de tasques, depende`ncies de dades entre tasques, gestio´ de
memo`ria, gestio´ de threads, instruccions de CUDA-Runtime a substi-
tuir, etc.
9
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• Implementacio´ del nou ”back-end”
- Especificacio´ i Implementacio´.
- Exploracio´ de possibles optimitzacions i usos d’altres utilitats pro-
porcionades per GMAC.
- Avaluacio´: proves de rendiment i funcionament, altres beneficis
no quantitatius.
Es fa dif´ıcil calcular pre`viament la ca`rrega de treball de cada un dels punts
que composen el projecte. Bona part del projecte consisteix en adquirir nous
coneixements i experimentar amb noves tecnologies, i per tant no es pot
calcular amb certesa el temps que comportara`. Per altra banda, el projecte
es basa sobretot en la experimentacio´. Aixo` vol dir que una vegada s’ha
implementat la primera versio´ funcional del runtime fent servir GMAC arriba
una fase d’exploracio´ del les diferents possibilitats que aixo` aporta. Un altre
factor important e´s que els projectes de Nanos++ i de GMAC so´n molt actius
i el projecte e´s susceptible a canvis.
1.3 Cost econo`mic del projecte
E´s dif´ıcil calcular el cost econo`mic del projecte, ja que es tracta d’un proce´s
d’experimentacio´ en el que es van definint el objectius a mesura que aque-
st avanc¸a. El desenvolupament d’un projecte d’aquestes caracter´ıstiques es
duria a terme en grup de treball d’investigadors, com el que s’encarrega del
desenvolupament de Nanos++ al BSC, d’una manera doncs forc¸a flexible i
depenent dels resultats que es van obtenint. Tot i aixo`, a les segu¨ents l´ınies
s’intenten desglossar els costos dels diferents elements que han intervingut
en el desenvolupament del projecte. S’ha calculat el cost per un per´ıode de
5 mesos, tot i que en un projecte real aquest temps seria flexible.
Cost per personal
Per als ca`lculs es considerara` un temps total del projecte de 5 mesos. Com
s’ha fet durant el temps que ha durat el projecte, es necessita un investigador
a temps complert i un assessor amb una dedicacio´ setmanal de 3 hores. L’in-
vestigador, que representa a l’estudiant en aquest cas, es considera un in-
vestigador novell, ja que bona part del projecte consisteix en adquirir nous
coneixements. L’assessor, per altra banda, representa un investigador exper-
imentat i capac¸ de guiar el investigador novell durant el desenvolupament del
projecte.
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Tenint en compte aquest plantejament, el cost del personal del projecte
es calcula de la segu¨ent manera:
Personal Preu/Hora Hores Cost (eur)
Investigador novell 10 800 8000
Investigador 15 60 900
Total 860 8900
Cost per material
Per a la realitzacio´ del projecte s’ha fet servir ba`sicament un ordinador per-
sonal, per la part de desenvolupament del codi i relacionats, i dues ma`quines
de proves per avaluar el funcionament i rendiment del runtime que s’ha anat
desenvolupant. En un entorn de treball com el del BSC, aquestes ma`quines
ja es troben al abast dels desenvolupadors, no s’ha de realitzar una inversio´
inicial per adquirir-les i per tan nome´s s’haurien de tenir en compte els cos-
tos d’amortitzacio´. Considerarem, pero`, el cas en que aquesta inversio´ inicial
sigui necessa`ria, amb els segu¨ents costos aproximats:
Equip Cost (eur)
Ordinador personal 1000
Equip de proves A 5630
Equip de proves B 3302
Total 9932
Les caracter´ıstiques te`cniques de les dues ma`quines de proves que s’han
utilitzat i el perque` de la seva necessitat es discuteixen al cap´ıtol 5, al apartat
sobre la metodologia experimental i entorn de proves. El desglossament del
preu estimat dels equips de proves que s’ha utilitzat e´s el segu¨ent:
Equip de proves A
Component Model Cost (eur)
Processador 2x Intel Xeon E5620 890
Memo`ria 24GB DDR3/1066 353
GPU 4x Nvidia Tesla C2070 3987
Altres 400
Total 5630
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Equip de proves B
Component Model Cost (eur)
Processador 1x Intel i7 930 360
Memo`ria 12GB DDR3/1066 160
GPU 1x Nvidia Tesla C2070 2382
Altres 400
Total 3302
Llice`ncies de software
Durant tot el desenvolupament del projecte no s’ha fet servir cap software
de pagament. El programari que s’ha fet servir amb els equips de desenvolu-
pament era tot software lliure. Per tant no el cost no es veu incrementat.
Cost total
Sumant els costos que s’han calculat anteriorment ens surt el segu¨ent cost
total aproximat:
Tipus de cost Cost (eur)
Personal 8900
Material 9932
Software 0
Total 18832
El cost que s’ha obtingut e´s orientatiu i es pot veure alterat per un munt
de factors. Un fet important a tenir en compte e´s que el cost de material
s’esta` assumint tot per aquest projecte en concret. S’ha de tenir en compte
que en un entorn de treball com per exemple el BSC, els equips so´n utilitzats
a la vegada per diferents grups d’investigacio´ i per tant aquest cost queda
repartit.
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Estudi previ
2.1 GPGPU
2.1.1 Computacio´ sobre unitats de processament gra`fic
General-purpose computing on graphics processing units (Computacio´ de
propo`sit general sobre unitats de processament gra`fic o GPGPU) consisteix
en la utilitzacio´ de processadors gra`fics per a la computacio´ en aplicacions
on tradicionalment s’utilitzaven processadors de propo`sit general (CPUs).
Les GPUs o processadors gra`fics s’han fet servir principalment per a la
generacio´ de gra`fics en 3D, en un mercat molt exigent on cada vegada es
demanen gra`fics amb me´s resolucio´, me´s detall i eficie`ncia. Davant d’aixo`,
aquests processadors han evolucionat cap a sistemes altament paral·lels, amb
un elevat ample de banda i gran capacitat de ca`lcul en coma flotant (com es
pot veure a la Figura 2.1). Per tant, una GPU treballa de manera eficient
resolent problemes que es poden expressar com a computacions paral·leles
de dades, e´s a dir, el mateix programa s’executa sobre diferents elements de
dades en paral·lel. Si s’executa el mateix programa per cada element i el
rati d’operacions aritme`tiques contra operacions de memo`ria e´s elevat, no es
necessiten un control de flux i una cache gaire complexos (a la Figura 2.2
es pot veure un esquema que mostra cap a on ha evolucionat l’arquitectura
d’aquests processadors).
Moltes aplicacions poden utilitzar aquest model de computacions en par-
al·lel de dades, on s’assigna cada element de dades a computar a un fil d’exe-
cucio´ paral·lel, per accelerar els seus ca`lculs. Amb el renderitzat d’imatges en
3D per exemple, un munt d’operacions sobre p´ıxels o ve`rtex poden ser assig-
nades a threads independents en paral·lel. De manera similar, es pot utilitzar
aquesta te`cnica per moltes altres aplicacions, com pot ser el processament de
senyals, simulacions, ca`lculs cient´ıfics, etc. Per tant, molts algoritmes fora
13
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Figura 2.1: Operacions en coma flotant per segon, comparacio´ entre CPU i
GPU. [1]
Figura 2.2: Esquema d’arquitectura, comparacio´ entre CPU i GPU. [1]
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del camp de la generacio´ de gra`fics o imatges es poden accelerar fent u´s de
processadors gra`fics.
Recentment han sorgit eines per facilitar la programacio´ sobre aquests
processadors gra`fics. Una d’elles e´s CUDA de Nvidia, un nou model de
programacio´ i conjunt d’instruccions que permeten de manera me´s senzilla
programar les GPUs de la mateixa marca (al punt 2.2 del document es de-
talla el funcionament de CUDA). Entre d’altres alternatives no tant esteses
hi podem destacar OpenCL, que proposa un esta`ndard similar pero` obert.
Aquest esta`ndard esta` impulsat per un consorci d’empreses, entre elles AMD,
Apple o Intel.
2.2 Compute Unified Device Architecture (CU-
DA)
Al 2006 Nvidia va introduir CUDA, una nova plataforma i model de pro-
gramacio´ que permetia programar de manera me´s senzilla els processadors
gra`fics de la mateixa marca, existents en molts dels equips actuals. Aquest
entorn de programacio´ permet al desenvolupador utilitzar llenguatges d’alt
nivell, com pot ser C, per programar les seves aplicacions i posteriorment
executar-les de manera paral·lela als processadors gra`fics o GPUs.
Una GPU, a difere`ncia d’una CPU, e´s un sistema essencialment paral·lel
i per tant el seu paral·lelisme es segueix escalant seguint la llei de Moore.
Ens trobem per tant davant de sistemes amb cada vegada me´s processadors i
cores. El principal repte de la programacio´ d’aplicacions per GPU e´s la capac-
itat d’aquestes per executar-se en diferents sistemes que poden variar molt en
termes de grau de paral·lelisme. Tenint en compte aixo`, CUDA proporciona
tres abstraccions clau amb el seu conjunt d’instruccions: una jerarquia de
grups o blocs de threads, memo`ria compartida i sincronitzacio´ amb barrera
(barrier syncronization) entre aquests threads. Aquests tres conceptes, que
es detallen me´s endavant, ens permeten en un primer nivell dividir el proble-
ma en sub-problemes independents per ser computats en un grup de threads
(paral·lelisme de dades de gra gros a nivell de tasca). En un segon nivell, es
divideix cada sub-problema en petites peces que poden ser computades pels
threads d’un mateix bloc de manera cooperativa i paral·lela (paral·lelisme de
dades de gra fi a nivell de thread). Aixo` ens permet programar aplicacions
que escalen de manera automa`tica, per exemple, programant la execucio´ de
cada bloc de threads en funcio´ del nombre de processadors disponibles.
A continuacio´ es descriuen, d’una manera resumida, els principals con-
ceptes de CUDA que so´n necessaris per a la realitzacio´ d’aquest projecte.
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No es tracten, per tant, temes avanc¸ats de la programacio´ amb CUDA i
s’intenta en tot moment donar una visio´ general de com es programa sobre
aquesta plataforma i de les seves caracter´ıstiques me´s importants. Per a me´s
informacio´ es pot consultar la guia de programacio´ de Nvidia [1].
2.2.1 Kernels
Com s’ha comentat al inici d’aquesta seccio´, CUDA permet dividir els prob-
lemes en sub-problemes independents que seran computats per blocs de
threads. A la vegada, dins d’aquests blocs cada un dels threads que el com-
posen executa un tros de codi que li permet computar una fraccio´ del sub-
problema. Aquest tros de codi que executa cada un dels threads, que no
deixa de ser una funcio´ definida per l’usuari, e´s el que s’anomena kernel.
Un kernels doncs, e´s una funcio´ programada en C que s’executa de manera
paral·lela en cadascun dels threads dins un bloc. A continuacio´ es mostra un
exemple simplificat de kernel en una aplicacio´ que suma dos vectors, A i B,
de mida N i en guarda el resultat en un tercer vector C (Codi font 2.1).
1 // Kernel d e f i n i t i o n
2 g l o b a l void VecAdd( f l o a t ∗ A, f l o a t ∗ B, f l o a t ∗ C)
3 {
4 i n t i = threadIdx . x ;
5 C[ i ] = A[ i ] + B[ i ] ;
6 }
7
8 i n t main ( ) {
9 . . .
10 // Kernel i nvoca t i on with N threads
11 VecAdd<<<1, N>>>(A, B, C) ;
12 . . .
13 }
Codi font 2.1: Exemple de kernel CUDA: suma de vectors
Centrem-nos primer en el codi de host (codi que s’executara` a la CPU) al
main. Com es pot veure s’ha definit una nova sintaxi per a la configuracio´ de
les crides de funcions kernel : la cadena <<< ... >>>. Aquesta configuracio´,
que per ara utilitzarem amb dos para`metres, permet indicar al runtime de
CUDA: primer, en quants blocs volem dividir el nostre problema, i segon,
per quants threads o fils d’execucio´ estara` composat cadascun dels blocs.
Per tant, amb la configuracio´ de l’exemple s’invocara` el kernel VecAdd, que
s’executara` amb un sol bloc composat per N threads.
Analitzem ara la definicio´ del kernel, la funcio´ VecAdd. El primer que ens
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pot sobtar e´s el qualificador __global__ a la declaracio´. Aquest qualificador
declara una funcio´, que ha de retornar sempre tipus void, com a kernel ;
aquest indica que la funcio´ s’executa al dispositiu (GPU) i que nome´s pot ser
invocada des del host (CPU). A me´s a me´s, podem veure com es passa per
para`metre la adrec¸a de memo`ria dels dos vectors a sumar (A i B) i del vector
on guardar-hi el resultat C.
Per entendre el codi del kernel hem de tenir en compte que cadascun dels
threads dins d’un bloc executara` en paral·lel aquesta funcio´ una vegada. Dit
aixo`, la primera instruccio´ del kernel (linia 4) obte´ l’identificador local i u´nic
del thread que executa el tros de codi. D’aquesta manera podem diferenciar
un thread d’un altre i fer servir aquest identificador, per exemple, com a ı´ndex
dels vectors a tractar i aconseguir que cada un dels threads acabi computant
una unitat de la suma de vectors en paral·lel.
2.2.2 Jerarquia de threads
Com s’ha vist fins ara, a CUDA els threads s’organitzen jera`rquicament per
facilitar la programacio´ d’aplicacions que escalin automa`ticament en funcio´
del nombre de processadors o nuclis.
La unitat me´s ba`sica d’aquesta jerarquia e´s el thread, que com s’ha ex-
plicat a la seccio´ anterior e´s qui acaba executant el codi del kernel tot
coordinant-se amb altres threads. Tambe´ s’ha vist com aquests threads dis-
posen d’un identificador u´nic per poder coordinar-se, que s’obte´ amb la vari-
able threadIdx (veure Codi font 2.1). Aquesta variable, que e´s u´nica per
cada thread, e´s en realitat un vector amb tres components (x, y, z) que permet
organitzar els threads dins d’un bloc de manera unidimensional, bidimension-
al o tridimensional. Si es decideix organitzar el bloc amb una sola dimensio´,
l’ID de cada thread correspondra` a la component x del vector (threadIdx.x).
Amb una organitzacio´ bidimensional d’un bloc de mida (Dx, Dy), l’ID d’un
thread a la posicio´ (x, y) seria (x + yDx). Per altra banda, amb un bloc
tridimensional de mida (Dx, Dy, Dz) l’ID del thread a la posicio´ (x, y, z) del
bloc seria (x+ yDx + zDxDz). Aquesta capacitat d’organitzar els threads de
forma N -dimensional ens permet executar computacions de manera natural
sobre elements d’un vector, matriu o volum; es podria, per exemple, com-
putar una suma de matrius on cada thread acced´ıs a la posicio´ (i, j) de la
matriu fent servir com a ı´ndex les seves components (x, y) directament (ex.
elem = matriu[threadIdx.x][threadIdx.y]).
Tots els threads que composen un bloc s’executen de manera concurrent
en una de les unitats de proce´s de la GPU. No obstant, degut a les limitacions
del hardware, aixo` implica que hi ha un nombre ma`xim de threads que es
poden executar a la vegada i per tant una mida ma`xima de bloc. Aixo` implica
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Figura 2.3: Jerarquia de threads a CUDA.
moltes vegades la necessitat de dividir els problemes i fer u´s de nombrosos
blocs de threads. A difere`ncia dels threads, els blocs son independents i no es
coordinen entre si; a me´s a me´s, poden ser executats per la GPU en qualsevol
ordre, sequ¨encial-ment o concurrent-ment. Per a la organitzacio´ dels blocs
s’este´n el mateix conveni que amb els threads, formant el que s’anomena grid o
xarxa. Aquesta grid de blocs pot estar organitzada de forma unidimensional,
bidimensional o tridimensional. A la figura 2.3 s’hi pot veure un esquema
que resumeix aquesta jerarquia de threads.
Com a exemple d’u´s de blocs i grids multi-dimensionals, a continuacio´ es
mostra una aplicacio´ que calcula la suma de dues matrius (Codi font 2.2).
1 // Kernel d e f i n i t i o n
2 g l o b a l void MatAdd( f l o a t A[N ] [N] , f l o a t B[N ] [N] ,
3 f l o a t C[N ] [N] )
4 {
5 i n t i = blockIdx . x ∗ blockDim . x + threadIdx . x ;
6 i n t j = blockIdx . y ∗ blockDim . y + threadIdx . y ;
7 i f ( i < N && j < N)
8 C[ i ] [ j ] = A[ i ] [ j ] + B[ i ] [ j ] ;
9 }
10
11 i n t main ( ) {
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12 . . .
13 // Kernel i nvoca t i on
14 dim3 threadsPerBlock (16 , 16) ;
15 dim3 numBlocks (N/ threadsPerBlock . x , N/ threadsPerBlock . y ) ;
16 MatAdd<<<numBlocks , threadsPerBlock>>>(A, B, C) ;
17 . . .
18 }
Codi font 2.2: Exemple d’u´s de blocs i grids milti-dimensionals a CUDA
A la funcio´ main de l’exemple es comenc¸a definint primer el nombre de
threads per bloc (threadsPerBlock) i el nombre de blocs totals (numBlocks).
Es pot deduir com es defineixen blocs bidimensionals de mida 16x16, e´s a
dir, de 256 threads. La grid es defineix tambe´ de forma bidimensional, i conte´
tants blocs com siguin necessaris per computar tota la matriu d’entrada. Fi-
nalment s’invoca al kernel, passant com a para`metres pel runtime de CUDA
les dimensions de la grid i blocs. Al kernel, el que ha de fer cada un dels
threads e´s identificar-se per determinar quin element de la matriu ha de com-
putar. Per cada eix hem de calcular primer el desplac¸ament en en funcio´ de
la posicio´ del bloc actual a la grid (fent u´s d’una nova variable que indica la
mida de bloc, blockDim); a aquest desplac¸ament hi hem de sumar tambe´ el
desplac¸ament dins del bloc. Una vegada determinades les coordenades sobre
la matriu i comprovar que so´n va`lides es pot sumar l’element corresponent.
Els threads d’un mateix bloc poden coordinar-se fent u´s de memo`ria com-
partida (shared memory), que s’explica me´s detalladament a la segu¨ent sec-
cio´. Tambe´ existeixen instruccions per a la sincronitzacio´ expl´ıcita, com
la funcio´ __syncthreads(), que actua com a barrera i sincronitza tots els
threads en un mateix punt.
2.2.3 Jerarquia de memo`ria
Ba`sicament hi ha tres nivells a la jerarquia de memo`ria que ens proporciona
CUDA. En un primer nivell, cada thread disposa de memo`ria privada i local.
A me´s a me´s, tambe´ es disposa de memo`ria compartida (shared memory)
a nivell de bloc, visible per tots els threads d’un mateix bloc. Al nivell
superior d’aquesta jerarquia hi tenim la memo`ria global (global memory), que
e´s visible per tots els threads del dispositiu. La figura 2.4 il·lustra aquesta
jerarquia de memo`ria.
E´s important destacar que com me´s privada i local e´s aquesta memo`ria e´s
tambe´ me´s ra`pida. Per tant, la memo`ria compartida a nivell de bloc e´s molt
me´s ra`pida que la memo`ria global del dispositiu, de la mateixa manera que
la memo`ria local a nivell de thread e´s tambe´ molt me´s ra`pida que la memo`ria
19
Cap´ıtol 2. Estudi previ 20
Figura 2.4: Jerarquia de memo`ria a CUDA.
compartida a nivell de bloc.
Tambe´ existeixen alguns espais d’adreces addicionals accessibles pels threads,
com pot ser la memo`ria de textures, que no es veuen en aquest document.
2.2.4 Memo`ria de dispositiu
Al model de programacio´ de CUDA s’assumeix un sistema composat per un
host (CPU) i un device (GPU) amb memo`ries separades. Els kernels nome´s
poden operar amb la memo`ria de dispositiu, i e´s per aixo` que CUDA ofereix
un conjunt d’instruccions per reservar i copiar dades sobre aquesta memo`ria.
T´ıpicament, les instruccions sobre memo`ria de dispositiu que me´s s’util-
itzen so´n les segu¨ents (per a me´s detalls consultar la guia de programacio´
amb CUDA de Nvidia [1]):
• cudaMalloc: permet reservar memo`ria al dispositiu.
• cudaFree: permet alliberar memo`ria pre`viament reservada del disposi-
tiu.
• cudaMemcpy: permet copiar dades de memo`ria de host a memo`ria de
dispositiu i al inreve´s.
Habitualment, el flux de treball d’una aplicacio´ programada amb CUDA
e´s el segu¨ent (veure figura 2.5):
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Figura 2.5: Flux de treball d’una aplicacio´ a CUDA.
1. Copiar les dades d’entrada necessa`ries per realitzar la computacio´.
Implica instruccions de reserva de memo`ria al dispositiu i co`pies de
memo`ria de host a memo`ria de device.
2. Configurar i llanc¸ar la execucio´ del kernel.
3. Computacio´ en paral·lel a la GPU.
4. Copiar els resultat. Implica co`pies de device a host.
2.2.5 Page-locked host memory
Un tema molt important a l’hora d’optimitzar l’execucio´ d’aplicacions so-
bre GPUs e´s l’u´s d’un tipus de memo`ria de sistema anomenada en angle`s
page-locked/pinned memory. Als sistemes operatius multi-tasca actuals, que
implementen sistemes de memo`ria virtual amb paginacio´, les pa`gines de
memo`ria de certes aplicacions poden eventualment deixar de residir a la
memo`ria principal (RAM). La peculiaritat d’aquesta memo`ria de host ”blo-
quejada”e´s que es reserva indicant al sistema operatiu que aquesta no pot ser
mai paginada; per tant, les pa`gines marcades com a ”bloquejades”sempre es
trobaran a la memo`ria principal del sistema.
L’u´s d’aquest tipus de memo`ria amb CUDA aporta una se`rie d’avantatges
[2]. Els me´s significatius so´n els segu¨ents:
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• Amb la majoria de dispositius actuals, l’ample de banda en trans-
fere`ncies entre device i host augmenta significativament.
• Amb alguns dispositius, les transfere`ncies de dades entre device i host
es poden encavalcar amb l’execucio´ de kernels.
• Amb alguns dispositius, la memo`ria de host ”bloquejada”pot ser mape-
jada directament a l’espai d’adreces del dispositiu, evitant aix´ı la ne-
cessitat de realitzar co`pies.
El runtime de CUDA ofereix una se`rie de rutines per a la gestio´ d’aquest
tipus de memo`ria:
• cudaHostAlloc/cudaFreeAlloc: permet reservar i alliberar memo`ria
bloquejada.
• cudaHostRegister: permet bloquejar una regio´ de memo`ria pre`viament
reservada amb la funcio´ malloc.
2.2.6 Execucio´ concurrent i as´ıncrona
Algunes operacions sobre GPUs, com execucions de kernels o co`pies de
memo`ria, poden ser llargues. Si totes les crides CUDA que es fan des de
host es realitzen de manera s´ıncrona, e´s evident que en molts casos les es-
peres per part de la CPU (i per tant temps ocio´s) poden ser importants.
E´s per aixo` que CUDA re-implementa algunes d’aquestes funcions de forma
as´ıncrona (identificades pel sufix Async).
A me´s a me´s de la capacitat de realitzar accions a la GPU sense bloquejar
la CPU, alguns dispositius actuals permeten tambe´ l’encavalcament o overlap
de transfere`ncies de memo`ria i execucions de kernels. Aixo` vol dir que mentre
es realitza una transfere`ncia sobre la GPU es pot executar un kernel sobre la
mateixa GPU al mateix temps. Altres dispositius permeten tambe´ l’execucio´
de me´s d’una transfere`ncia o fins i tot de me´s d’un kernel al mateix temps.
Evidentment, el grau d’overlapping ve determinat per les caracter´ıstiques de
la GPU i e´s responsabilitat del programador saber explotar-les.
2.2.7 Streams
Per a la gestio´ de concurre`ncia, CUDA proporciona una eina anomenada
Stream, que no e´s res me´s que una sequ¨e`ncia de comandes que s’executen
en ordre. Les aplicacions poden fer u´s de diversos streams per cada un dels
seus threads i hi poden encuar operacions as´ıncrones com poden ser co`pies o
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llanc¸aments de kernels. El segu¨ent fragment de codi mostra un exemple de
creacio´ i u´s d’aquests streams (Codi font 2.3).
1 // Streams c r e a t i on
2 cudaStream t stream [ 2 ] ;
3 f o r ( i n t i = 0 ; i < 2 ; ++i )
4 cudaStreamCreate(&stream [ i ] ) ;
5
6 f l o a t ∗ hostPtr ;
7 cudaMallocHost(&hostPtr , 2 ∗ s i z e ) ;
8
9 f o r ( i n t i = 0 ; i < 2 ; ++i ) {
10 cudaMemcpyAsync ( inputDevPtr + i ∗ s i z e , hostPtr + i ∗ s i z e ,
11 s i z e , cudaMemcpyHostToDevice , stream [ i ] ) ;
12 MyKernel<<<100, 512 , 0 , stream [ i ]>>>
13 ( outputDevPtr + i ∗ s i z e , inputDevPtr + i ∗ s i z e , s i z e ) ;
14 cudaMemcpyAsync ( hostPtr + i ∗ s i z e , outputDevPtr + i ∗ s i z e ,
15 s i z e , cudaMemcpyDeviceToHost , stream [ i ] ) ;
16 }
17
18 // Streams de s t ru c t i on
19 f o r ( i n t i = 0 ; i < 2 ; ++i )
20 cudaStreamDestroy ( stream [ i ] ) ;
Codi font 2.3: Exemple d’u´s de streams a CUDA
A la primera i u´ltima part de l’exemple es pot veure com un stream e´s
un tipus definit a la llibreria del CUDA runtime i que es crea i es destrueix
amb dues funcions especials: cudaStreamCreate i cudaStreamDestroy. En
particular, a l’exemple es creen dos streams en el vector streams. El codi
segueix amb una assignacio´ de memo`ria al host i dues iteracions que consten
d’una co`pia as´ıncrona de host a device, un llanc¸ament de kernel i finalment
una co`pia as´ıncrona de device a host. Amb l’u´s de d’aquests dos streams es
garanteix que cada una de les operacions d’una mateixa iteracio´ s’executara`
en ordre. Entre les operacions de diferents iteracions, i en aquest cas difer-
ents streams, no es garanteix cap mena d’ordre.
Els streams tambe´ permeten sincronitzacio´ expl´ıcita. Algunes de les fun-
cions del runtime per a la sincronitzacio´ so´n
• cudaDeviceSynchronize(): espera fins que totes les comandes de tots
els streams de tots els treads del host acaben.
• cudaStreamSynchronize(stream): espera fins que totes les comandes
d’un stream en concret acaba.
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• cudaStreamWaitEvent(stream, event): sincronitza el stream amb
un event, bloquejant totes les comandes que s’afegeixen posteriorment
al stream fins que l’event s’enregistra.
• cudaStreamQuery(): permet consultar l’estat d’un stream i saber si
ha acabat.
2.2.8 Events
CUDA tambe´ permet la creacio´ d’events en un moment determinat per mon-
itoritzar el progre´s de les aplicacions. Aquests events es poden fer servir per
exemple per temporitzacio´ o per sincronitzacio´.
Un event e´s del tipus cudaEvent_t, definit al CUDA runtime, i es po-
den crear amb la funcio´ cudaEventCreate. De forma similar, tambe´ es po-
den destruir amb la funcio´ cudaEventDestroy. Per enregistrar un event en
cert punt del l’execucio´, aquest es pot ”encuar”a un stream amb la funcio´
cudaEventRecord(event, stream); aquesta funcio´ no nome´s ens permet
enregistrar l’event en un determinat punt d’un stream, sino´ que tambe´ en
permet enregistrar-lo quan acaben totes les operacions anteriors al context
actual (passant un zero com a para`metre del stream).
2.2.9 Execucio´ concurrent
Un altre factor molt important a tenir en compte quan es programa en CUDA
e´s la capacitat que tenen les GPUs d’executar certes tasques de manera con-
current i per tant d’una manera molt me´s eficient. El grau de concurre`ncia
que es pot aconseguir depe`n de la arquitectura de cada dispositiu. Amb
arquitectura Fermi, per exemple, es poden aparal·lelitzar les seguents opera-
cions [4]
• Fins a 16 kernels a la GPU.
• Fins a 2 transfere`ncies de memo`ria as´ıncrones (han de ser en direccions
contra`ries).
• Computacions a la CPU.
La manera que te´ l’usuari de gestionar aquesta concurre`ncia e´s mitjanc¸ant
streams, tenint en compte que per definicio´ dues tasques encuades en streams
diferents poden ser executades concurrent-ment. La GPU s’encarrega de
gestionar aquestes depende`ncies en temps d’execucio´ i n’intenta paral·lelitzar
el ma`xim.
24
Cap´ıtol 2. Estudi previ 25
Figura 2.6: Execucio´ concurrent amb arquitectura Fermi i Kepler.
S’ha de tenir en compte, pero`, que operacions definides com a concurrents
no sempre s’executen efectivament de manera concurrent. Aixo` pot ser degut
per exemple a limitacions del hardware de la GPU, com e´s el cas per exemple
de l’execucio´ concurrent de certs kernels a Fermi. A la figura 2.6 es pot veure
una comparacio´ entre els models d’execucio´ de streams a Fermi i a Kepler
[5]. Mentre que a Fermi nome´s es disposa d’una u´nica c¸ua hardware”per
tots els streams (cosa que pot comportar falses depende`ncies), a Kepler es
disposa de fins a 32 cues hardware que executen tasques a la GPU de manera
concurrent.
Un altre avantatge important de disposar de mu´ltiples cues hardware e´s
la major probabilitat d’executar efectivament kernels concurrents. Aixo` e´s
degut a que al disposar d’una sola cua hardware, es pot donar el cas en que
el temps d’execucio´ d’un kernel a la GPU sigui menor que el temps que es
triga a iniciar el segu¨ent kernel de la cua i per tant mai s’arribin a executar
de manera concurrent. Si es disposa de mu´ltiples cues que inicien kernels a
la GPU de forma simulta`nia la probabilitat de que dos kernels coincideixin
a la GPU augmenta.
L’efecte de tenir mu´ltiples cues es pot veure a l’apartat d’avaluacio´, on
s’han realitzat proves amb arquitectura Fermi i Kepler.
25
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2.3 El model de programacio´ OmpSs
2.3.1 OpenMP
OpenMP e´s una API multi-plataforma dissenyada per facilitar la programacio´
en sistemes paral·lels que poden tenir mu´ltiples CPUs amb memo`ria com-
partida, on una mateixa memo`ria e´s accedida per diverses untats de proce´s
(veure Figura 2.7). Esta` disponible per a la majoria de sistemes operatius i
arquitectures i e´s una eina molt utilitzada actualment en la computacio´ d’alt
rendiment o High-performance computing (HPC). OpenMP esta` promogut
per un consorci d’empreses tecnolo`giques anomenat OpenMP Architecture
Review Board.
Figura 2.7: Sistema amb memo`ria distribu¨ıda (esquerre) i memo`ria compar-
tida (dreta).
OpenMP es composa per un conjunt de directives de compilador, vari-
ables d’entorn i de rutines que influeixen en el comportament de la aplicacio´
en temps d’execucio´. El model de programacio´ que proposa proporciona
una interf´ıcie simple i flexible que permet programar fa`cilment aplicacions
que poden executar-se tant en ordinadors personals com en sistemes multi-
processador. En sistemes amb mu´ltiples nodes, com els supercomputadors,
s’acostuma a utilitzar conjuntament amb MPI (Message Passing Interface).
La interf´ıcie que proposa OpenMP utilitza el model ”fork-join” i tots els
programes comencen amb un u´nic thread principal, que executa el codi de
manera sequ¨encial fins que s’arriba a una regio´ paral·lela (veure Figura 2.8).
En aquest moment, es crea un grup de threads (fork) per executar en paral·lel
aquesta regio´ de codi definida com a paral·lela. Quan ha finalitzat l’execucio´
de la regio´ els threads es sincronitzen i es destrueixen (join), quedant de nou
nome´s el thread principal fins que acaba el programa o es troba una altra
regio´ paral·lela. El nombre de threads que es creen es pot definir mitjanc¸ant
variables d’entorn del sistema o al mateix codi.
A continuacio´ es mostren alguns exemples que aclareixen el funcionament
d’aquest model.
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Figura 2.8: Multi-threading amb OpenMP.
Creacio´ de threads
1 i n t main ( i n t argc , char ∗argv [ ] ) {
2 i n t th r ead id ;
3 #pragma omp p a r a l l e l p r i va t e ( th r ead id )
4 {
5 th r ead id = omp get thread num ( ) ;
6 p r i n t f ( ”This i s thread %d\n” , th r ead id ) ;
7 }
8 re turn EXIT SUCCESS ;
9 }
Codi font 2.4: Creacio´ de threads amb OpenMP.
En aquest exemple d’aplicacio´, es crea una regio´ paral·lela perque` on cada
un dels threads creats escriu un missatge amb el seu identificador.
A la l´ınia 3 es defineix amb una directiva del compilador la regio´ que
s’executara` en paral·lel i que acaba a la l´ınia 7. Quan el thread principal o
master thread arriba a aquest punt, es crea una se`rie de threads que execu-
taran individualment aquesta regio´. En aquest cas, cada thread obte´ el seu
identificador amb la funcio´ de la API omp_get_thread_num() i l’escriu per
la sortida esta`ndard.
A la definicio´ de la regio´ paral·lela hi apareix tambe´ l’atribut private,
que serveix per indicar que la variable thread_id e´s una variable privada
per cada un dels threads i que per tant es reservara` a la pila local d’aquests.
Per a me´s informacio´ sobre aquest i altres atributs, com poden ser shared o
copyin, es pot consultar la guia d’iniciacio´ a OpenMP [6] o a la seva especi-
ficacio´ [7] que apareixen a la bibliografia.
Divisio´ de feina entre threads
1 i n t main ( i n t argc , char ∗argv [ ] ) {
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2 const i n t N = 100000;
3 i n t i , a [N ] ;
4
5 #pragma omp p a r a l l e l f o r
6 f o r ( i = 0 ; i < N; i++)
7 a [ i ] = 2 ∗ i ;
8
9 re turn EXIT SICCESS ;
10 }
Codi font 2.5: Divisio´ de feina entre threads amb OpenMP.
En aquest segon exemple, es pot veure com es paral·lelitza una multipli-
cacio´ dels elements un vector. Per fer-ho, nome´s cal indicar al compilador
quin bucle “for” vols paral·lelitzar i de quina manera ho vols fer amb el prag-
ma de la l´ınia 5. La llibreria d’OpenMP s’encarrega en temps d’execucio´ de
dividir el bucle entre els diferents threads disponibles.
Tasques
1 i n t main ( i n t argc , char ∗argv [ ] ) {
2 i n t elem [ 1 0 0 ] ;
3
4 #pragma omp p a r a l l e l
5 {
6 #pragma omp s i n g l e
7 {
8 f o r ( i n t i = 0 ; i < 100 ; i++) {
9 #pragma omp task
10 {
11 proce s s ( elem [ i ] ) ;
12 }
13 }
14 }
15 }
16
17 re turn EXIT SUCCESS ;
18 }
Codi font 2.6: Creacio´ de tasques amb OpenMP.
Amb la versio´ d’OpenMP 3.0 es va introduir el concepte de tasca o task.
La especificacio´ de la API ens defineix una tasca de la manera segu¨ent:
Task is a specific instance of executable code and its data en-
vironment, generated when a thread encounters a task construct
or a parallel construct.
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Per tant, una tasca no e´s res me´s que un tros de codi que s’ha d’executar
sobre un conjunt definit de dades. Aquestes tasques poden ser executades en
el moment en que es creen o de manera diferida per algun dels threads del
grup. Tambe´ es poden definir condicions d’entrada de les tasques i fins i tot
niar-ne.
El codi font 2.6 mostra un exemple de creacio´ de tasques, en aquest
cas una per cada element del vector elem. Per poder executar les tasques
de manera paral·lela, aquestes s’han de generar dins un equip de threads
(pragma parallel). Com que a cada iteracio´ nome´s es vol generar una sola
tasca, la creacio´ de les tasques l’executa un u´nic thread (pragma single).
2.3.2 OmpSs
OmpSs e´s un model de programacio´ desenvolupat al BSC, creat amb l’objec-
tiu d’estendre les directives d’OpenMP per suportar paral·lelisme as´ıncron
i heterogene¨ıtat de dispositius. Aquest model permet al programador no
nome´s dividir les computacions en sub-tasques com es pot fer amb OpenMP,
sino´ tambe´ executar-les de manera dina`mica en diferents dispositius i arqui-
tectures, com poden ser CPUs, GPUs o acceleradors com el IBM Cell B.E.
entre d’altres. D’altra banda, OmpSs tambe´ s’encarrega de fer totes les co`pies
necessa`ries entre memo`ries de dispositius per la execucio´ de les tasques. El
runtime que s’encarrega de manegar tot aixo` en temps d’execucio´ s’anomena
Nanos++.
Sincronitzacio´ per depende`ncia de dades
El paral·lelisme as´ıncron s’aconsegueix definint les depende`ncies de dades
entre les diferents tasques que es generen durant l’execucio´. El pragma per
crear tasques que ja existeix a OpenMP s’ha ampliat amb tres nous atributs:
input, output i inout. Aquests nous atributs permeten que el programador
indiqui al sistema quines dades fa servir cada tasca i de quina manera, per
poder determinar les depende`ncies que existeixen entre les tasques.
Cada vegada que es defineix una tasca amb els seus outputs i inputs, es
busquen possibles depende`ncies de dades entre aquesta i la resta de tasques
pre`viament generades. Si es troba alguna depende`ncia, ja sigui de tipus RaW,
WaW o WaR, la nova tasca passa a ser successora de la tasca corresponent.
El runtime genera en temps d’execucio´ un graf de depende`ncies que permet
planificar l’execucio´ de les tasques correctament, determinant quines tasques
es poden executar paral·lelament i quines no.
Al codi font 2.7 es pot veure un exemple de creacio´ de tasques amb de-
pende`ncies de dades amb OpmSs; la figura 2.9 mostra el graf de depende`ncies
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Figura 2.9: Exemple de graf de depende`ncies amb OmpSs.
generat amb aquest exemple.
1 void foo ( i n t ∗a , i n t ∗b )
2 {
3 f o r ( i = 1 ; i < N; i++ ) {
4 #pragma omp task input ( a [ i −1]) inout ( a [ i ] ) output (b [ i ] )
5 propagate(&a [ i −1] ,&a [ i ] ,&b [ i ] ) ;
6
7 #pragma omp task input (b [ i −1]) inout (b [ i ] )
8 c o r r e c t (&b [ i −1] ,&b [ i ] ) ;
9 }
10 }
Codi font 2.7: Exemple de tasques amb depende`ncies amb OmpSs.
El constructor target
Per suportar heterogene¨ıtat, s’introdueix un nou constructor que permet
definir en quins tipus de dispositius es pot executar una determinada tas-
ca. La sintaxi d’aquest constructor e´s la segu¨ent:
#pragma omp target [clauses]
task construct | function definition | function header
Els diferents atributs (clauses) que es poden fer servir so´n els segu¨ents:
• device - Permet especificar en quin dispositius s’ha d’executar la tasca.
Aixo` permet per exemple la programacio´ de kernels CUDA per ser
executats en una GPU. El seu valor per defecte e´s SMP.
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• copy_in - Permet especificar quines dades s’han de copiar a la memo`ria
del dispositius abans d’executar la tasca.
• copy_out - Permet especificar quines dades s’han de copiar de tornada
des de la memo`ria del dispositius despre´s d’executar la tasca.
• copy_inout - Convinacio´ de copy_in i copy_out.
• copy_deps - Especifica que si el constructor de la tasca o la definicio´
de la funcio´ actual tenen depende`ncies especificades, aquestes passen a
ser tambe´ co`pies (copy_in/out/inout).
• implements - Indica que el codi e´s una alternativa d’implementacio´
d’una tasca ja definida, pero` en un altre dispositiu. La alternativa pot
ser utilitzada si es creu oportu´.
Exemple d’u´s amb CUDA
El codi font 2.8 e´s un exemple d’aplicacio´ de suma de dos vectors fent u´s
d’OmpSs i CUDA. En aquest cas es creen dos vectors, A i B, i un tercer vector
C amb el resultat de A+B. Es defineix una mida de vector (VEC_SIZE) i una
mida de tasca (TASK_SIZE), per tant, com hem de computar tot el vector, el
nombre de tasques totals que generara` el programa e´s VEC_SIZE/TASK_SIZE.
A partir d’aqu´ı, nome´s s’han d’indicar les regions dels vectors que computa
cada una de les tasques (l´ınies 22 a 24) i generar les tasques, que en aquest
cas so´n llanc¸aments de kernels CUDA.
1 #pragma omp ta rg e t dev i ce ( cuda )
2 g l o b a l void vecAddKernel ( f l o a t ∗A, f l o a t ∗B, f l o a t ∗C, i n t
a r r a y s i z e )
3 {
4 i n t i = blockDim . x ∗ blockIdx . x + threadIdx . x ;
5 i f ( i < a r r a y s i z e ) C[ i ] = A[ i ] + B[ i ] ;
6 }
7 . . .
8 i n t main ( i n t argc , char ∗argv [ ] )
9 {
10 f l o a t ∗A = new f l o a t [ VEC SIZE ] ;
11 f l o a t ∗B = new f l o a t [ VEC SIZE ] ;
12 f l o a t ∗C = new f l o a t [ VEC SIZE ] ;
13 i n i t v e c t o r (A, VEC SIZE) ;
14 i n i t v e c t o r (B, VEC SIZE) ;
15
16 i n t ta sk s = VEC SIZE / TASK SIZE ;
17 f o r ( i n t task = 0 ; task < ta sk s ; task++) {
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18 i n t d a t a s t a r t = task ∗ TASK SIZE ;
19 i n t data end = da t a s t a r t + TASK SIZE ;
20
21 #pragma omp ta rg e t dev i ce ( cuda ) \
22 copy in (A[ da t a s t a r t : data end ] ) \
23 copy in (B[ da t a s t a r t : data end ] ) \
24 copy out (C[ da t a s t a r t : data end ] )
25 #pragma omp task
26 {
27 // Invoke ke rne l
28 dim3 dimBlock (THREADS PER BLOCK) ;
29 dim3 dimGrid (BLOCKS PER GRID) ;
30 vecAddKernel<<<dimGrid , dimBlock>>>(&A[ s t a r t ] , &B[ s t a r t ] ,
&C[ s t a r t ] , end − s t a r t ) ;
31 }
32 }
33 #pragma omp taskwai t
34 }
Codi font 2.8: Exemple de kernel CUDA amb OmpSs.
2.4 El runtime Nanos++
2.4.1 Introduccio´ a Nanos++
Nanos++ e´s un runtime dissenyat per al suport en temps real d’entorns par-
al·lels, com per exemple un supercomputador. Actualment s’utilitza princi-
palment per donar suport a OmpSs, tot i que tambe´ disposa de mo`duls que
permeten executar codi OpenMP o Chapel.
El runtime Nanos++ dona suport a la creacio´ de tasques -com les que
s’han vist als apartats sobre OpenMP i OpmSs- i a la seva execucio´ en en-
torns paral·lels. Proporciona tambe´ sincronitzacio´ de tasques basada en de-
pende`ncies de dades i cohere`ncia entre diferents espais d’adreces, com ara
GPUs.
No esta` previst que l’usuari utilitzi directament les funcions que propor-
ciona Nanos++ i de fet s’espera que aquest faci servir directament algun dels
seus models de programacio´ suportats, com ara OmpSs o OpenMP. Al BSC
tambe´ s’hi desenvolupa el compilador Mercurium, que s’encarrega precisa-
ment de transformar el codi d’usuari en crides a Nanos++. La figura 2.10
mostra el flux de treball t´ıpic per executar una aplicacio´ que fa u´s d’OmpSs.
Com es pot veure, una vegada compilat el codi d’usuari amb Mercurium,
el binari resultant conte´ crides a Nanos++ que ba`sicament generen tasques.
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Figura 2.10: Flux d’execucio´ de codi OmpSs amb Nanos++.
Nanos++ mante´ en temps d’execucio´ un graf de depende`ncies de dades en-
tre aquestes tasques que li permet calcular quines es poden executar i quines
encara no ho poden fer. Una vegada es detecta alguna d’aquestes tasques ja
preparades, es planifica la seva execucio´ en algun dels dispositius disponibles,
com pot ser una CPU o una GPU.
Nanos++ permet tambe´ la instrumentacio´ amb la llibreria Extrae, per a
poder generar traces i analitzar el comportament de les aplicacions durant la
seva execucio´ amb Paraver.
2.5 GMAC
2.5.1 Introduccio´ a GMAC
GMAC e´s una llibreria que s’esta` desenvolupant al BSC i que aporta un model
de programacio´ que intenta facilitar la programacio´ de sistemes basats en ac-
celeradors, com per exemple sistemes amb GPUs. Aquest model ba`sicament
abstrau al programador de les peculiaritats de cada sistema en concret i pro-
posa una API senzilla per a substituir el codi host de gestio´ dels dispositius
per un de me´s gene`ric. Aixo` permet, per exemple, l’execucio´ de codi CUDA
o OpenCL amb el mateix codi al host.
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Algunes caracter´ıstiques importants que ens aporta el model i que s’util-
itzaran per a la realitzacio´ del projecte so´n
• Unificacio´ de les diferents memo`ries del sistema (asymmetric distribut-
ed shared memory [10]).
• Gestio´ de depende`ncies entre operacions mitjanc¸ant events.
• Compatibilitat amb CUDA i OpenCL.
• Informacio´ sobre topologia del sistema (interconnexio´ PCIe, nombre de
sockets, ample de banda per l’acce´s a memo`ria, etc).
• Abstraccio´ del hardware del sistema i de les seves peculiaritats.
• Explota de manera transparent les capacitats del hardware del sistema.
• Augmenta la portabilitat entre sistemes.
A continuacio´ es comenten les funcionalitats me´s importants que s’han
utilitzat durant la realitzacio´ del projecte.
2.5.2 Disseny
GMAC es composa de diverses capes que proporcionen, cada una, un cert
nivell d’abstraccio´ del sistema. Les me´s importants i que poden interessar
als programadors, que es poden veure a la figura 2.11, so´n les segu¨ents
• HAL (Hardware Abstraction Layer): Proporciona abstraccions de hard-
ware gene`riques.
• DSM (Distributed Shared Memory): Gestiona la cohere`ncia entre els
diferents espais d’adreces (release consistency).
• ULAS (Unified Logical Address Space): Proporciona un u´nic espai
d’adreces lo`gic per totes les memo`ries.
• System-level programming model.
Per aquest projecte s’ha utilitzat la capa HAL, que ens proporciona les
abstraccions necessa`ries per substituir el codi CUDA existent per codi GMAC
de manera eficient.
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Figura 2.11: Disseny de GMAC.
Figura 2.12: Objectes i vistes a GMAC.
2.5.3 Gestio´ de memo`ria
El model de memo`ria de GMAC es basa en la utilitzacio´ de mu´ltiples espais
d’adreces virtuals per definir quins objectes poden ser accedits des dels dis-
positius. Tenint en compte que cada dispositiu disposa del seu propi espai
d’adreces f´ısic (memo`ria local), es permet la creacio´ d’espais d’adreces virtu-
als per a cada dispositiu. Per altra banda, GMAC permet al programador
crear objectes de dades que poden ser “mapejats” en un o en mu´ltiples espais
d’adreces virtuals existents. D’aquesta manera, el programador pot definir
fa`cilment quins objectes son visibles per cada dispositiu. Tots els objectes
poden fer-se accessibles per qualsevol dels dispositius del sistema i GMAC
s’encarrega de manera transparent de l’acce´s remot de les dades o de la seva
replicacio´. A la figura 2.12 es pot veure un esquema del “mapeig” d’objectes
sobre espais d’adreces.
Quan es “mapeja” un objecte en un espai d’adreces virtual, s’obte´ una
vista o view. Aquesta vista permet definir certes propietats sobre la visibilitat
de les dades, com pot ser la capacitat de lectura o d’escriptura, o sobre el
comportament del protocol de cohere`ncia (DSM).
GMAC tambe´ proporciona una classe pro`pia de punter a les dades. Aque-
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sts punters propis (classe hal::ptr), permeten accedir i iterar sobre les
dades emmagatzemades als objectes i s’obtenen a partir d’una vista. Aquests
punters permeten accedir de manera uniforme als objectes “mapejats” a les
memo`ries qualsevol tipus de dispositiu del sistema.
Val a dir tambe´ que GMAC proporciona optimitzacions per l’acce´s a
memo`ria de manera transparent i el programador no ha de preocupar-se per
exemple de fer co`pies o a dispositiu fent u´s de memo`ria pinned o d’explotar
certa caracter´ıstica d’un model de GPU en concret.
A continuacio´ es detalla un exemple de codi, fent u´s de la capa HAL de
GMAC, per copiar dades entre dispositius.
1 i n t main ( ) {
2 . . .
3 hal : : e r r o r e r r ;
4 hal : : phys : : system sys = hal : : phys : : get system ( ) ;
5
6 // Get p ro c e s s i ng un i t s
7 hal : : phys : : system : : v e c t o r p r o c e s s i n g un i t pUnitsCPU ,
pUnitsGPU ;
8 pUnitsCPU = sys−>g e t p r o c e s s i n g un i t s ( ha l : : phys : :
p r o c e s s i n g un i t : : type : :CPU) ;
9 pUnitsGPU = sys−>g e t p r o c e s s i n g un i t s ( ha l : : phys : :
p r o c e s s i n g un i t : : type : :GPU) ;
10
11 hal : : phys : : p r o c e s s i n g un i t ∗pUnitCPU , ∗pUnitGPU ;
12 pUnitCPU = ∗pUnitsCPU . begin ( ) ;
13 pUnitGPU = ∗pUnitsGPU . begin ( ) ;
14
15 // Get phy s i c a l addr spaces
16 hal : : phys : : aspace ∗pasCPU , ∗pasGPU ;
17 pasCPU = &pUnitCPU−>get paspace ( ) ;
18 pasGPU = &pUnitGPU−>get paspace ( ) ;
19
20 // Create v i r t u a l addr spaces
21 hal : : v i r t : : aspace ∗asCPU , ∗asGPU;
22 hal : : phys : : aspace : : s e t p r o c e s s i n g u n i t compatibleUnitsCPU ({
pUnitCPU }) ;
23 hal : : phys : : aspace : : s e t p r o c e s s i n g u n i t compatibleUnitsGPU ({
pUnitGPU }) ;
24
25 asCPU = pasCPU−>c r ea t e va space ( compatibleUnitsCPU , e r r ) ;
26 asGPU = pasGPU−>c r ea t e va space ( compatibleUnitsGPU , e r r ) ;
27
28 // Create data ob j e c t s
29 hal : : v i r t : : ob j e c t ∗objCPU , ∗objGPU ;
30 objCPU = sys−>c r e a t e o b j e c t (pUnitCPU−>get pre fer red memory ( ) ,
ELEMS ∗ s i z e o f ( f l o a t ) , e r r ) ;
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31 objGPU = sys−>c r e a t e o b j e c t (pUnitGPU−>get pre fer red memory ( ) ,
ELEMS ∗ s i z e o f ( f l o a t ) , e r r ) ;
32
33 // Map ob j e c t s to dev i c e s
34 hal : : ptr ptrBaseCPU = asCPU−>map(∗objCPU0 , ha l : : prot : :
READWRITE, hal : : v i r t : : map f lags : :DEFAULT, e r r ) ;
35 hal : : ptr ptrBaseGPU = asGPU−>map(∗objGPU , hal : : prot : :
READWRITE, hal : : v i r t : : map f lags : :DEFAULT, e r r ) ;
36
37 // Copy host to dev i ce
38 hal : : copy (ptrBaseGPU , ptrBaseCPU , ELEMS ∗ s i z e o f ( f l o a t ) , e r r )
;
39 . . .
40 }
Codi font 2.9: Exemple de creacio´ d’objectes i co`pies a GMAC.
2.5.4 Sincronitzacio´ per events
GMAC disposa d’un conjunt d’operacions que poden ser executades de forma
as´ıncrona, com poden ser per exemple co`pies de memo`ria o execucions de ker-
nels a la GPU. Com a eina per a la sincronitzacio´ operacions, es proporciona
tambe´ sincronitzacio´ per events.
Cada operacio´ as´ıncrones retorna un event (classe hal::event_ptr) que
permet la sincronitzacio´ amb la seva finalitzacio´. D’altra banda, les opera-
cions tambe´ permeten passar com a para`metre un event o llistat d’events per
a definir precede`ncia entre operacions (es sincronitza amb els events abans
d’iniciar la operacio´). Com e´s d’esperar, el programador tambe´ pot sin-
cronitzar de manera impl´ıcita, amb la funcio´ hal::event_ptr::sync().
Figura 2.13: Depende`ncies entre operacions a GMAC.
2.5.5 Model d’execucio´
GMAC permet la creacio´ de diferents contexts d’execucio´ virtuals per cada
dispositiu. Aquests contexts, que es poden crear a partir d’un espai d’adreces
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virtual, permeten, com indica el seu nom, crear diferents contexts indepen-
dents d’execucio´. Aixo` permet per exemple executar diferents kernels en
una mateixa GPU de forma independent i per tant la seva execucio´ es pot
paral·lelitzar. A un context d’execucio´ se li poden encuar kernels per la se-
va execucio´ que internament acabaran encuats en un stream (un stream per
context). De la mateixa manera que amb les co`pies, es poden sincronitzar
les operacions d’execucio´ de kernels amb events.
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Nanos++ sobre CUDA
3.1 Disseny
Al cap´ıtol 2 d’estudi previ s’introdueix el runtime Nanos++ i s’explica una
mica el seu funcionament des del punt de vista de l’usuari. L’objectiu dels
segu¨ents apartats e´s entendre el funcionament intern del runtime per poder
implementar el nou “back-end” per a GPUs sobre GMAC.
Tot i la seva complexitat i magnitud (el codi conte´ me´s de 350 class-
es), a les segu¨ents seccions s’intentaran explicar de manera simplificada i
entenedora nome´s les parts me´s importants per aquest projecte del codi de
Nanos++, programat en C++. La versio´ de Nanos++ utilitzada, branca de
desenvolupament “gpu”, data del setembre del 2012.
La figura 3.1 mostra un esquema de la organitzacio´ del runtime. El codi
es podria dividir en dues grans parts: el core, que conte´ el codi de gestio´ del
runtime gene`ric i comu´ per tots els tipus de dispositiu, i per altra banda una
se`rie de “back-ends” espec´ıfics per cada tipus d’arquitectura sobre la que es
poden realitzar computacions. Entre aquestes arquitectures la que es tracta
en aquest projecte, la de tipus GPU.
3.1.1 Core
Una de les capes que apareixen a la figura 3.1 e´s el core, que s’encarrega de
tota la gestio´ de tasques, grafs de depende`ncies, ordenar execucions, etc. En
aquesta seccio´ s’analitza a grans trets el funcionament del core, de les classes
que el composen i la interaccio´ amb les diferents “back-ends” que existeixen
a Nanos++.
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Figura 3.1: Esquema del codi de Nanos++.
System
La classe principal del core e´s la classe System. Aquesta classe e´s la encar-
regada d’iniciar el runtime, generar i configurar tot el necessari per a l’execu-
cio´ de les tasques i finalment iniciar la seva execucio´. Aquesta classe engloba
les classes me´s importants del core i serveix per fer-se una idea general del
funcionament del runtime.
A continuacio´ es resumeixen algunes de les classes que intervenen en flux
de treball de la classe System i que posteriorment es veuran amb me´s detall.
• ProcessingElement: representacio´ gene`rica d’un processador capac¸ de
computar. Hi ha diferents tipus de ProcessingElement o PEs, com
per exemples de tipus SMP o GPU. La classe Implementa els me`todes
necessaris per la interaccio´ entre el sistema i el processador que ha de
computar tasques, com poden ser inicialitzacions, posada en marxa,
reserva de memo`ria, etc.
• BaseThread: representa un fil d’execucio´ o thread d’un processador.
De la mateixa manera que amb els PE tambe´ i ha diferents tipus de
thread. La classe implementa els me`todes necessaris pel control de la
execucio´ de tasques al processador, com pot ser l’inici de la computacio´
d’una nova tasca.
• Device: classe esta`tica que conte´ codi depenent del dispositiu. Hi ha
tants tipus de Device com tipus de PE.
• WorkDescriptor: Classe que conte´ la informacio´ d’una tasca. Conte´
informacio´ de les dades d’entrada, de sortida, depende`ncies i codi a
executar.
Simplificant, el sistema esta` composat per un llistat d’unitats de pro-
cessament disponibles (Processing Elements) i dels respectius treballadors o
workers, que no so´n me´s que els threads dels que disposa cada un d’aquests
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Figura 3.2: Codi Nanos++, interaccio´ classe System.
processadors. La figura 3.2 mostra un esquema d’aquesta composicio´. En-
trant me´s en detall, el llistat de Processing Elements o PEs s’emmagatzemen
en un vector i el conjunt de workers en una llista que conte´ vectors de threads.
Es pot veure tambe´ com un Processing Element pot tenir me´s d’un worker
thread si es tracta per exemple d’un processador capac¸ de computar amb me´s
d’un fil d’execucio´ (multi-thread).
La funcio´ que inicia el sistema, la funcio´ System::start(), ba`sicament
realitza les segu¨ents accions (alguns conceptes s’acaben de detallar me´s en-
davant):
1. Carregar els mo`duls necessaris.
2. Aplicar la configuracio´ del usuari.
3. Obtenir el nombre de unitats de processament a generar (Processing
Element o PE).
4. Es crea un PE amb la arquitectura per defecte (SMP si no es modifica)
i el seu worker thread associat. A aquest thread se li dona el nom de
“Master”.
5. S’assigna el Master Work Desciptor (WD) al thread creat pre`viament,
41
Cap´ıtol 3. Nanos++ sobre CUDA 42
on un WD e´s una classe que identifica una unitat de treball com pot
ser una tasca.
6. Es creen els (T −1) worker threads que falten al PE, on T e´s el nombre
de threads per PE definits per l’usuari. Aquests threads
7. Es creen els (P − 1) PEs que falten, cada un amb els seus T worker
threads, on P e´s el nombre de PEs a utilitzar durant l’execucio´ definits
per l’usuari.
8. Es crea un “Team” amb tots els worker threads creats al sistema.
9. S’inicia la execucio´.
Processing Element
Un Processing Element o PE e´s una representacio´ gene`rica d’un processador
capac¸ d’executar tasques i per tant de realitzar computacions. Com que
les tasques es poden executar en diferents tipus de dispositius tambe´ hi ha
diferents tipus de PE. Alguns exemples d’aquests tipus poden ser SMP o
GPU. A la figura 3.3 es pot veure la jerarquia de la classe Processing Element,
que e´s una classe virtual de la qual en deriven els PEs espec´ıfics.
Figura 3.3: Codi Nanos++, jerarquia classe Processing Element.
Com es pot observar, de la classe gene`rica PE en deriven els tipus de
processador SMP (CPU) i SPU (Cell). Tambe´ s’en deriva una nova classe,
Accelerator, de la que s’en deriva un conjunt me´s espec´ıfic de processadors
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anomenats Cached Accelerators. Aquest u´ltim conjunt de processadors es
veura` en detall me´s endavant i engloba els processadors que utilitzen una
memo`ria pro`pia local com a cache.
La classe ProcessingElement defineix una se`rie de me`todes virtuals que
s’han d’implementar per cada una de les arquitectures espec´ıfiques. Alguns
d’aquests me`todes importants que s’han d’implementar a les subclasses so´n
els segu¨ents:
• createThread: la funcio´ rep com a para`metre un descriptor de treball
o WorkDescriptor. S’ha de comprovar que la computacio´ es pot dur a
terme en aquest tipus de processador, i si e´s aix´ı, crear un Thread del
sub-tipus corresponent com pot ser per exemple un GPUThread.
• copyDataIn: la funcio´ rep com a para`metre un WorkDescriptor amb
informacio´ de les co`pies d’entrada que necessita el PE per poder com-
putar una tasca. Es registren els accessos a memo`ria i amb alguns tipus
de processadors amb cache, com les GPUs, s’executen les co`pies que
faci falta.
• waitInputs: funcio´ que espera fins que el PE te´ les entrades preparades
i pot executar la tasca.
• copyDataOut: funcio´ semblant a copyDataIn pero` en aquest cas amb
les dades de sortida. Si fa falta tambe´ s’inicien co`pies del dispositiu al
host (memo`ria principal).
• getAddress: funcio´ que donat un identificador d’una entrada del direc-
tori (dades locals) retorna l’adrec¸a f´ısica d’aquestes dades al dispositiu.
En el cas de tractar-se de processadors amb memo`ria pro`pia aquesta
adrec¸a pot ser diferent a l’adrec¸a local.
• copyTo: funcio´ per ordenar co`pies de dades al dispositiu.
Aquests me`todes s’han hagut d’implementar en el nou “back-end”, com
es pot veure en el cap´ıtol 4.
Device
La classe Device e´s una classe que conte´ informacio´ depenent de dispositiu
o processador. La classe, per tant, s’especialitza per cada tipus concret de
PE que suporta el runtime i implementa una se`rie d’operacions que actuen
directament sobre el dispositiu “f´ısic”. Algunes d’aquestes especialitzacions
que es tracten en aquest projecte es poden veure a la figura 3.4.
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Figura 3.4: Codi Nanos++, jerarquia classe Device.
La classe gene`rica del core Device nome´s conte´ informacio´ sobre el tipus
de dispositiu. Me´s endavant es tractara` el cas concret del tipus GPU i els
me`todes que implementa.
Threads
La classe Thread representa un fil d’execucio´ de tasques dins un PE. Un PE
pot tindre me´s d’un Thread si ho suporta (processadors multi-thread) i es
creen durant la inicialitzacio´ del sistema. Aquests Threads, una vegada es
creen, passen a un estat d’espera fins que el planificador te´ tasques disponibles
i decideix executar-les. El flux de treball d’un Thread seria el segu¨ent:
1. Inicialitzacio´.
2. Disponible, a la espera de tasques per executar.
3. Planificacio´ d’execucio´ de tasca:
(a) Co`pies d’entrada.
(b) Computacio´.
(c) Co`pies de sortida.
4. Tornada al punt 2.
A la figura 3.6 es mostra un esquema d’aquesta execucio´ de tasques sobre
els diferents threads del sistema. Es pot veure com hi ha dispositius capac¸os
d’executar tasques en paral·lel amb mu´ltiples fils d’execucio´. En el cas concret
de les GPUs, les computacions es realitzen mitjanc¸ant kernels.
Un Thread pot tenir comportaments diferents en funcio´ del tipus de pro-
cessador o de l’arquitectura amb la qual es treballa. E´s d’esperar doncs que
la classe Thread tambe´ s’especialitzi en cada cas. A la figura 3.7 es veuen dos
especialitzacions de Thread, en aquest cas del tipus SMP i SPU. Tambe´ es
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Figura 3.5: Codi Nanos++, interaccio´ classe Device.
Figura 3.6: Codi Nanos++, execucio´ de tasques en threads als dispositius.
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pot veure que el Thread accedeix a la informacio´ relacionada amb la tasca que
esta` executant a partir del WorkDescriptor o WD. A la figura tambe´ es pot
observar que el Thread de tipus GPU (GPUThread) hereta de SMPThread
i no de Thread directament. Aixo` e´s degut a que les computacions amb la
GPU sempre s’inicien a la CPU local, al host, amb forma per exemple de
llanc¸ament de kernel. Per tant, estem parlant d’un fil d’execucio´ a la CPU
que eventualment iniciara` computacions a la GPU. El comportament del
GPUThread te´ moltes semblances doncs amb el del SMPThread i es poden
aprofitar algunes operacions.
Figura 3.7: Codi Nanos++, interaccio´ classe Thread.
Accelerator
Com ja s’ha vist (figura 3.3), la classe Accelerator e´s una especialitzacio´ de la
classe PE que representa un tipus de processador accelerador. Dins d’aquest
grup de processador hi entraria per exemple un accelerador gra`fic (GPU).
Els acceleradors tenen una memo`ria local pro`pia que implica una gestio´ ad-
dicional d’entrades i sortides; una manera de gestionar aquesta memo`ria e´s
utilitzant-la com una cache, com s’implementa en aquest cas. Per enten-
dre el seu funcionament, primer cal entendre que les dades s’organitzen a la
memo`ria principal amb un Directori. Aquest directori conte´ un llistat d’en-
trades que representen un conjunt de dades utilitzades per una tasca, ja sigui
en forma d’entrada o de sortida. Aquestes entrades contenen entre d’altres
la mida i l’adrec¸a de memo`ria base, que s’utilitza tambe´ com a identificador
o tag de la mateixa. Els acceleradors utilitzen la seva memo`ria com una
cache d’aquestes entrades. Aixo` vol dir que cada vegada que una tasca d’un
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Figura 3.8: Esquema d’entrada/sortida amb cache d’un Accelerator de tipus
GPU.
accelerador necessita unes dades d’entrada, es registra un acce´s a la cache
del dispositiu, per aquella entrada en concret, a partir de l’identificador. En
cas que l’entrada no hi sigui a la cache o s’hagi modificat, es copien aquestes
dades a la memo`ria del dispositiu i es crea una nova entrada a la cache. De
manera semblant, tambe´ es s’indica a la cache quan una entrada s’ha tractat
com a sortida per poder invalidar-la. Per tant, totes les dades que es copien
a la GPU s’anoten i es gestionen com entrades d’una cache. La figura 3.8
mostra un esquema d’aquesta utilitzacio´ de la memo`ria, en aquest cas d’u-
na GPU, com una cache. La classe Accelerator re-implementa les segu¨ents
operacions de la classe PE:
• copyDataIn: en aquest cas pot implicar co`pies de la memo`ria prin-
cipal a la memo`ria del dispositiu. Per cada una de les entrades de
dades es registra un acce´s a la cache. Es crida a la funcio´ virtual
registerCacheAccessDependent per fer-ho, implementada a la classe
CachedAccelerator.
• waitInputs: funcio´ que espera a que estiguin disponibles cada una de
les entrades. Es crida a la funcio´ virtual waitInputsDependent per
fer-ho, implementada a la classe CachedAccelerator.
• copyDataOut: tracta les dades de sortida de la tasca i en aquest cas
pot implicar co`pies de la memo`ria del dispositiu a la memo`ria principal.
Cada una de les entrades s’invalida a la cache. Es crida a la funcio´
virtual unregisterCacheAccessDependent per fer-ho, implementada
a la classe CachedAccelerator.
• getAddress: en aquest cas es te´ en compte que l’adrec¸a e´s de memo`ria
de dispositiu. Es crida a la funcio´ virtual getAddressDependent per
fer-ho, implementada a la classe CachedAccelerator.
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• copyTo: funcio´ per realitzar co`pies de dades a una adrec¸a dest´ı de la
memo`ria del dispositiu. Es crida a la funcio´ virtual copyToDependent
per fer-ho, implementada a la classe CachedAccelerator.
Cached Accelerator
S’ha separat part de la implementacio´ que te´ a veure amb al gestio´ de la cache
en una nova subclasse anomenada CachedAccelerator (veure figura 3.3, pa`g.
42). Aquesta classe ba`sicament conte´ informacio´ de la cache (refere`ncia a
una insta`ncia de la classe Cache, que es detalla me´s endavant), de la seva
pol´ıtica i dels me`todes que interaccionen amb aquesta. La figura 3.9 descriu
la relacio´ de classes en aquest aspecte. A la figura tambe´ hi apareix la cache
i les seves entrades, que es comente a la segu¨ent seccio´.
Aquesta classe ha d’implementar les segu¨ents funcions virtuals definides
a la classe Accelerator:
• registerCacheAccessDependent: registra un acce´s d’una entrada a la
cache. La cache s’encarrega de gestionar i decidir si fa falta iniciar una
co`pia o fins i tot si fa falta reservar memo`ria al dispositiu i iniciar una
co`pia.
• unregisterCacheAccessDependent: el cas contrari que l’anterior. S’indi-
ca a la cache que una entrada ja ha estat utilitzada al dispositiu. Si
me´s endavant la entrada fes falta s’iniciaria una co`pia a la memo`ria
principal o a un altre dispositiu.
• waitInputsDependent: funcio´ que espera a que les dades d’entrada
estiguin llestes. La cache s’encarrega de comprovar-ho.
• getAddressDependent: a partir del tag d’una entrada s’obte´ l’adrec¸a
base f´ısica de les dades al dispositiu. S’acaba cridant al me`tode getAddress
del dispositiu en particular.
• copyToDependent: a partir del tag d’una entrada, es copien les dades
d’aquesta entrada a una adrec¸a dest´ı f´ısica del dispositiu.
Cache
Com s’ha explicat anteriorment, la cache del dispositiu conte´ un subconjunt
de les entrades que hi ha al Directori del sistema. La classe Cache conte´ tot
el codi necessari per a la gestio´ d’aquesta cache del dispositiu. A banda de
la cache, tambe´ s’utilitzen les classes CacheEntry i CachePolicy, com es pot
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Figura 3.9: Codi Nanos++, interaccio´ classe CachedAccelerator.
veure a la figura 3.9. La classe CacheEntry conte´ informacio´ d’una entrada
de la cache, com pot ser la validesa de l’entrada o si aquesta esta` en proce´s de
co`pia, entre d’altres. La classe CachePolicy representa una pol´ıtica a seguir
per la gestio´ de la cache. D’aquesta classe per tant en deriven subclasses que
defineixen pol´ıtiques espec´ıfiques.
3.1.2 Back-end GPU
A la figura 3.1 de la pa`gina 40 es mostra un esquema amb la organitzacio´ del
codi a Nanos++ on es poden veure els diferents “back-ends” de dispositius
que hi coexisteixen. Un d’ells e´s el que implementa les operacions per les
computacions en acceleradors gra`fics o GPUs. Algunes de les classes me´s
importants d’aquest “back-end” que utilitza CUDA so´n les segu¨ents:
• GPUProcessor: a banda d’implementar les funcions virtuals, la classe
conte´ informacio´ relacionada amb el dispositiu, en aquest cas la GPU.
Defineix tres classes addicional (GPUProcessorInfo, GPUProcessorStats
i GPUProcessorTransfers) per emmagatzemar informacio´ sobre l’estat
del dispositiu o estad´ıstiques d’u´s.
• GPUThread: implementa les funcions virtuals de la classe Thread per
a la execucio´ de tasques.
• GPUDevice: implementa una se`rie de funcions esta`tiques per interac-
tuar directament amb el dispositiu. Entre aquestes hi ha funcions per
ordenar co`pies sobre el dispositiu o reservar i alliberar memo`ria.
• GPUConfig: aquesta classe defineix per una banda la configuracio´ dels
dispositius del tipus GPU i les opcions que l’usuari pot modificar. Per
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l’altra banda, implementa funcions de configuracio´ que executa el sis-
tema al iniciar-se i que serveixen per configurar els dispositius i obtenir-
ne informacio´ ba`sica del hardware.
• GPUCublasPlugin: plugin que permet l’execucio´ de codi, per part de
l’usuari, que fa u´s de la llibreria matema`tica CUBLAS.
Cal destacar tambe´ dues classes que no so´n espec´ıfiques d’aquesta ar-
quitectura pero` que s’utilitzen directament. Aquestes so´n per una banda
SimpleAllocator, que e´s una classe per a gestionar una memo`ria, i per altra
banda BufferManager, per gestionar buffers de dades. Aquestes dues classes
es comenten en profunditat me´s endavant.
A continuacio´ s’expliquen en detall les operacions me´s importants que
realitzen aquestes classes.
GPUProcessor
La classe GPUProcessor s’ha utilitzat per implementar algunes funcionali-
tats de la gestio´ de la GPU a Nanos, com poden ser les inicialitzacions del
dispositiu i de totes les estructures del “back-end”.
Per una banda cal destacar la funcio´ d’inicialitzacio´: init(). Aquesta
funcio´ s’encarrega d’inicialitzar tota la informacio´ i les estructures de gestio´
de la GPU i es crida la primera vegada que s’utilitza el thread de la GPU.
La inicialitzacio´ consta de les segu¨ents parts:
• Inicialitzacio´ de la memo`ria local de la GPU. com s’ha comentat, la
memo`ria local de la GPU es tracta com si fos una cache. S’ha decidit
doncs reservar des d’un inici tota la memo`ria disponible del dispositiu
per gestionar-la de forma manual. Per a la gestio´ d’aquesta memo`ria
s’utilitza la classe SimpleAllocator, que permet reservar i alliberar por-
cions de memo`ria i que es comenta en detall a l’apartat “Gestio´ de
memo`ria”.
• Determinar si s’utilitza in/out overlap. Com s’ha comentat al cap´ıtol
sobre programacio´ amb CUDA, les transfere`ncies de dades i les exe-
cucions de kernels a la GPU en algunes ocasions es poden encavalcar.
Aquest possible encavalcament o overlap es pot configurar per part de
l’usuari, i si es determina que aix´ı ho vol s’han de crear les estructures
necessa`ries per gestionar-ho. En concret, s’ha de crear un Stream CU-
DA de sortida i un d’entrada. Per aquestes transfere`ncies tambe´ es
reserven dues porcions de memo`ria pinned (veure cap´ıtol sobre CUDA
on es parla de la necessitat d’utilitzar aquest tipus de memo`ria) a la
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memo`ria principal que es gestionaran a mode de buffer (es comenta
en detall a l’apartat “Gestio´ de memo`ria”). Al apartat sobre la classe
GPUThread s’explica amb detall com funciona aquest mode d’execucio´
amb overlap.
• Configurar llistes de transfere`ncies de memo`ria. Totes les transfere`ncies
de memo`ria entre la memo`ria del dispositiu i la memo`ria principal es
gestionen mitjanc¸ant unes llistes de transfere`ncies. Aquestes llistes, que
es comenten amb detall me´s endavant, prenen un comportament o un
altre en funcio´ de si hi ha overlap o no i per tant si les transfere`ncies
han de ser as´ıncrones o no respectivament.
Per altra banda tambe´ tenim la funcio´ de finalitzacio´: cleanUp(). Aque-
sta funcio´ es crida al finalitzar totes les computacions sobre una GPU i es
limita a destruir els Streams creats i a escriure per pantalla les estad´ıstiques
de l’execucio´. La funcio´, tal i com esta` implementada a la versio´ de Nanos
de la que es disposa, no allibera la la memo`ria de la GPU.
La classe GPUProcessor tambe´ ha d’implementar algunes funcions virtu-
als de la classe ProcessingElement que s’han vist a les seccions anteriors:
• createThread: la funcio´ nome´s ha de comprovar que la tasca pot
executar-se sobre una GPU, que com hem vist anterior-ment equiv-
al a comprovar que pot executar-se sobre SMP. Una vegada comprovat
es crea una insta`ncia de la classe GPUThread.
• allocate/free: aquestes dues funcions acaben cridant a les funcions
allocate/free del SimpleAllocator de la GPU. El funcionament d’aque-
st SimpleAllocator es detalla me´s endavant.
• getAddress: en aquest cas no cal implementar-la, ja esta` implementada
a la classe CachedAccelerator.
GPUThread
La classe GPUThread representa un fil d’execucio´ sobre el dispositiu, que en
aquest cas e´s la GPU, i engloba tot el codi per la gestio´ de l’execucio´ de les
tasques i de les seves entrades i sortides. Una GPU es pot gestionar de manera
eficient amb un sol thread de la CPU, ja que la manera d’interactuar amb
aquesta e´s anar-hi encuant feina que s’executa en pral·lel amb la execucio´
d’aquest thread. Per tant, a Nanos es crea sempre un sol fil d’execucio´,
representat amb la classe GPUThread, per cada un dels dispositius f´ısics,
representats per la classe GPUProcessor. D’aquesta manera, l’esquema amb
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la composicio´ del sistema que es mostrava a la figura 3.2 de la pa`gina 41
passa ara a semblar-se a l’esquema que es pot veure a la figura 3.10.
La classe GPUThread ha d’implementar una se`rie de funcions que son
utilitzades pel planificador del runtime per interactuar amb el thread. Les
funcions que s’utilitzen so´n les segu¨ents:
• initializeDependent: aquesta funcio´ es crida durant la inicialitzacio´
del sistema i una sola vegada. La funcio´ fa un cudaSetDevice [1] per
seleccionar la GPU f´ısica que ha de fer servir el thread i tambe´ crida
a la funcio´ GPUProcessor::init que s’ha comentat anteriorment. La
funcio´ tambe´ crea un CUBLAS handle, que no es tractara` en aquest
projecte.
• runDependent: aquesta funcio´ es crida tambe´ una sola vegada de-
spre´s d’haver cridat la funcio´ initializeDependent i s’encarrega d’ini-
ciar l’execucio´ del thread. A partir d’aquesta funcio´ el thread pas-
sara` a executar codi del planificador i anira` executant tasques sis-
tema`ticament. Una vegada acaba la execucio´ es crida a la funcio´
GPUProcessor::cleanUp.
• inlineWorkDependent: aquesta funcio´ e´s l’encarregada d’executar una
tasca en concret ordenada pel planificador. La funcio´ es crida just
despre´s d’haver ordenat les co`pies d’entrada de la tasca i just abans
d’ordenar les co`pies de sortida. El funcionament d’aquesta funcio´ es
detalla me´s endavant, al apartat sobre la execucio´ de tasques.
GPUDevice
La classe GPUDevice conte´ algunes funcions esta`tiques programades amb
CUDA per a la gestio´ del dispositiu f´ısic. Algunes d’aquestes funcions serveix-
en per reservar i alliberar la memo`ria f´ısica de la GPU (allocateWholeMemory,
freeWholeMemory), reservar i alliberar memo`ria pinned (allocatePinnedMemory,
freePinnedMemory) o iniciar tot tipus de co`pies de dades (host to device, de-
vice to host o device to device). Aquestes funcions son utilitzades per les
altres classes del “back-end”.
Gestio´ de memo`ria
La gestio´ de la memo`ria de la GPU es fa de forma manual (sense utilitzar cap
Allocator d’altres llibreries del sistema), reservant d’entrada tota la memo`ria
disponible i gestionant-la fent u´s d’una classe anomenada SimpleAllocator.
Aquest SimpleAllocator s’inicialitza amb la adrec¸a base i la mida del segment
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Figura 3.10: Codi Nanos++, interaccio´ classe System amb GPUs.
continu de memo`ria f´ısica que es vol gestionar. A partir d’aqu´ı, aquest permet
reservar i alliberar fragments de memo`ria dins d’aquest segment amb els
me`todes allocate i free que implementa. La gestio´ d’aquesta memo`ria es
fa de forma molt senzilla, dividint l’espai en chunks o fragments de mida
variable en funcio´ de les porcions de memo`ria que es van reservant (veure
figura 3.11). Quan es vol reservar un nou fragment de memo`ria, amb una
certa mida requerida, es recorre tot el mapa de chunks fins que es troba un
espai prou gran per reservar. D’altra banda, si es vol alliberar un fragment
de memo`ria es passa com a para`metre l’adrec¸a d’aquest fragment; en aquest
cas es recorre el mapa de chunks fins que es localitza el fragment i es marca
la zona com a memo`ria lliure.
Aquest me`tode de gestionar la memo`ria e´s simple i ra`pida, pero` com
tambe´ es pot veure a la figura pot comportar problemes de fragmentacio´.
Es pot donar el cas per exemple de que es vulgui reservar un fragment amb
una certa mida, i que tot i tenir l’espai lliure suficient, aquest no estigui
consecutiu. El resultat en aquest cas seria no poder reservar el fragment.
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Figura 3.11: Esquema funcionament del mapa de chunks de SimpleAllocator.
Execucio´ de tasques
La funcio´ inlineWorkDependent e´s l’encarregada d’executar una tasca or-
denada pel planificador i s’ha comentat que e´s cridada just despre´s d’haver
ordenat les co`pies d’entrada d’una tasca i just abans d’ordenar-ne les co`pies
de sortida. Com s’ha comentat al cap´ıtol sobre CUDA, certes operacions
de la execucio´ de les tasques, com les co`pies d’entrada/sortida o la execu-
cio´ del kernel, es poden encavalcar (overlap) a la GPU i d’aquesta manera
augmentar-ne el rendiment. El comportament d’aquesta funcio´ varia doncs
en funcio´ de si l’usuari defineix overlap o no. El codi de la funcio´, sense
overlap i per tant tenint en compte que les co`pies d’entrada es fan de manera
s´ıncrona i ja han acabat quan s’executa la funcio´, es podria dividir en les
segu¨ents parts:
1. Iniciar la execucio´ del kernel.
2. Esperar a que acabi l’execucio´ del kernel.
El codi de la funcio´, amb overlap i ara amb co`pies as´ıncrones, es podria
dividir en les segu¨ents parts:
1. Esperar a les dades d’entrada. Aquesta espera es fa sincronitzant amb
el Stream d’entrada.
2. Iniciar la execucio´ del kernel.
3. Comprovar si es necessiten dades de sortida de tasques anteriors del
nostre dispositiu. Si e´s aix´ı s’inicien co`pies de sortida.
4. Esperar a que es copi¨ın aquestes dades de sortida, si fa falta. Aquesta
espera es fa sincronitzant amb el Stream de sortida.
5. Esperar a que acabi la execucio´ del kernel.
Executant les tasques d’aquesta manera, s’aconsegueix fer overlap per ex-
emple de l’execucio´ del kernel (del punt 2 al punt 5) amb co`pies de sortida
(punts 3 i 4).
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Una cosa que s’ha de tenir en compte amb l’execucio´ de les tasques e´s
que el planificador de Nanos nome´s permet la execucio´ de tasques de manera
s´ıncrona. Aixo` vol dir que quan s’ha iniciat una tasca en un dispositiu,
aquesta ha d’acabar completament abans de poder-ne iniciar una de nova.
Aixo` pot suposar un problema de rendiment quan es treballa amb GPU,
tenint en compte que aquestes permeten la execucio´ a la vegada de mu´ltiples
kernels i transfere`ncies de memo`ria. Aixo` suposa una poca ocupacio´ dels
recursos i s’intentara` fer alguna cosa al respecte amb la versio´ GMAC del
“back-end”.
Transfere`ncies de memo`ria
S’ha comentat que les transfere`ncies de memo`ria d’entrada i de sortida de la
GPU es gestionen amb unes llistes de transfere`ncies. Les classes que imple-
menten aquestes llistes so´n les segu¨ents:
• GPUMemoryTransferOutSyncList: llista on s’hi encuen transfere`ncies
de sortida. S’executaran de manera s´ıncrona.
• GPUMemoryTransferOutAsyncList: llista on s’hi encuen transfere`ncies
de sortida. S’executaran de manera as´ıncrona
• GPUMemoryTransferInAsyncList: : llista on s’hi encuen transfere`ncies
s’entrada. S’executaran de manera as´ıncrona.
A la inicialitzacio´ de la GPU, en funcio´ de si s’han d’executar les tasques amb
overlap o sense, s’inicialitzen les llistes de transfere`ncies amb comportament
s´ıncron o as´ıncron respectivament.
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Nanos++ sobre GMAC
4.1 Disseny i implementacio´
En aquest cap´ıtol s’explica com s’ha implementat el nou “back-end” per a
la computacio´ amb GPUs sobre GMAC, prenent coma punt de partida la
versio´ CUDA comentada al cap´ıtol anterior.
En un primer moment, es va marcar com a objectiu aconseguir una nova
implementacio´ funcional fet u´s de GMAC amb les mateixes funcionalitats
que la versio´ CUDA. Aquesta primera part d’aquest cap´ıtol tracta sobre la
implementacio´ d’aquesta primera versio´, amb una estructura i una gestio´
de les GPUs molt similars al que s’ha vist al cap´ıtol anterior. Per fer-ho
s’ha seguit un proce´s incremental, transformant poc a poc el “back-end” ja
existent fins aconseguir-ne la nova versio´.
Es comenc¸a comentant les modificacions me´s importants que s’han hagut
de fer al core del runtime, per passar a continuacio´ a explicar les classes
pro`pies del “back-end”. Tambe´ s’han hagut de modificar altres components
de Nanos que no es comentaran en detall en aquest document, com fitxers
de compilacio´, fitxers de configuracio´ i instal·lacio´, fitxers de configuracio´ del
compilador Mercurium, etc.
4.1.1 Core
S’ha intentat tocar el mı´nim possible el core de Nanos i centrar tota la imple-
mentacio´ a les classes concretes del “back-end”. Aixo` s’ha fet aix´ı per evitar
incompatibilitat amb altres elements del runtime, com altres “back-ends”.
Tot i aixo`, algunes modificacions han sigut inevitables. Moltes d’aquestes
modificacions han consistit en duplicar codi de gestio´ que ja s’utilitzava per
exemple amb la versio´ CUDA, com inicialitzacions d’estructures de control o
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aplicar configuracions. Un exemple d’aixo` e´s la modificacio´ de la funcio´ d’ini-
cialitzacio´ de la classe System, on en comptes de crear les insta`ncies de Pro-
cessingElement com a GPUProcessor s’han de crear ara com a GMACPro-
cessor.
4.1.2 Back-end GMAC
A la figura 3.1 de la pa`gina 40 es mostrava un esquema amb la organitzacio´
del codi a Nanos++, amb els diferents “back-ends” de dispositius que hi
coexistien. S’ha decidit no substituir el “back-end” CUDA pel nou “back-
end” GMAC i mantenir els dos a la vegada amb la restriccio´ de no poder ser
utilitzats a la vegada. Fer-ho aix´ı ens ha perme`s amb una u´nica instal·lacio´
poder disposar de les dues opcions. La figura A la figura ?? mostra la nova
composicio´.
La organitzacio´ i les classes que s’han utilitzat en aquest nou “back-end”
so´n molt semblants a les utilitzades en la versio´ CUDA, tret del canvi de nom
i d’algunes excepcions. Les classes me´s importants so´n les segu¨ents:
• GMACHalmanager: per intentar centralitzar al ma`xim el codi de la
gestio´ de GPUs amb GMAC s’ha creat aquesta classe Singleton que
fa d’interf´ıcie entre la resta de les classes del “back-end” i la llibreria
GMAC. Aixo` facilita la gestio´ de canvis sobre l’u´s de GMAC (s’explica
amb me´s detall me´s endavant).
• GMACProcessor: a banda d’implementar les funcions virtuals, la classe
conte´ informacio´ relacionada amb el dispositiu, en aquest cas la GPU.
Defineix tres classes addicional (GPUProcessorInfo, GPUProcessorStats
i GPUProcessorTransfers) per emmagatzemar informacio´ sobre l’estat
del dispositiu o estad´ıstiques d’u´s.
• GMACThread: implementa les funcions virtuals de la classe Thread
per a la execucio´ de tasques.
• GMACDevice: implementa una se`rie de funcions esta`tiques per inter-
actuar directament amb el dispositiu. Entre aquestes hi ha funcions
de la API de GMAC per ordenar co`pies sobre el dispositiu o reservar i
alliberar memo`ria.
• GMACConfig: aquesta classe defineix per una banda la configuracio´
dels dispositius del tipus GPU i les opcions que l’usuari pot modificar.
Per l’altra banda, implementa funcions de configuracio´ que executa
el sistema al iniciar-se i que serveixen per configurar els dispositius
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i obtenir-ne informacio´ ba`sica del hardware. A causa d’utilitzar en
aquest cas GMAC i un model de programacio´ de me´s alt nivell, les
operacions es veuen molt simplificades.
• GMACRuntimeWrappers: implementa una se`rie de me`todes del CUDA
Runtime que so´n necessaris per Mercurium i que no implementa GMAC
(s’ha de recordar que GMAC utilitza Driver API i no CUDA Runtime).
GMACHalManager i GMACRuntimeWrappers so´n dos elements nous que
s’han incorporat respecte la versio´ vuda. Per altra banda, s’ha eliminat el
plugin de la llibreria Cublas perque` que de moment no esta` suportat per
GMAC. Encara que d’una manera una mica diferent, es segueixen utilitzant
les classes del core SimpleAllocator, que e´s una classe per a gestionar una
memo`ria, i per altra banda BufferManager, per gestionar buffers de dades.
A continuacio´ s’expliquen en detall les operacions me´s importants que
realitzen aquestes classes.
GMACHalManager
Com s’ha comentat, s’ha intentat centralitzar al ma`xim tota la gestio´ de
GPUs amb GMAC fent u´s d’una classe interme`dia entre les classes del “back-
end” i GMAC. Aquesta classe s’encarrega de tasques com la inicialitzacio´
de GMAC, la creacio´ dels espais d’adreces f´ısics i virtuals de les GPUs o de
reserves de memo`ria. Aquesta classe intenta abstraure a la resta de les classes
de les peculiaritats del model de programacio´ de GMAC (veure el cap´ıtol
sobre el model de programacio´ de GMAC dal cap´ıtol ”Estudi previ”.).
Algunes de les operacions que ha d’implementar la classe poden actuar
sobre algun element relacionat amb un dispositius en particular, com per
exemple una reserva de memo`ria sobre una l’espai d’adreces virtual d’un
GPU. Per tal de mantenir aquesta abstraccio´ que s’ha comentat, la classe
GMACHalManager emmagatzema tota la informacio´ i estructures de GMAC
que es necessiten durant l’execucio´, com per exemple els espais d’adreces. Per
identificar aquestes GPUs es fan servir uns identificadors, que so´n utilitzats
per les classes del “back-end” per poder indicar sobre quina GPU es realitzen
les operacions.
Algunes de les funcions que implementa aquesta classe i que so´n util-
itzades per la resta de classes so´n:
• initialize: inicialitza la llibreria GMAC i inicialitza totes les estruc-
tures de gestio´ necessa`ries.
• finalize: al contrari que l’anterior, finalitza la llibreria GMAC i al-
libera recursos.
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• initializeDevices: prepara els dispositius que so´n accessibles amb
GMAC. Obte´ el llistat de GPUs disponibles al sistema, en recopila la
informacio´ i les inicialitza (creacio´ dels espais d’adreces).
• getUnassignedGPU: la classe gestiona les unitats disponibles i mante´
un control de les que han estat assignades o no. Aquesta funcio´ obte´
una unitat disponible i en retorna un identificador.
• unassignGPU: al contrari que la funcio´ anterior, allibera una GPU.
• getGPUGlobalMemorySize: tambe´ hi ha funcions per obtenir informa-
cio´ del dispositiu, com per exemple la mida de la seva memo`ria interna.
• allocate: permet crear i fer allocate d’un objectes de certa mida a
una GPU. Es retorna un punter del tipus hal::ptr.
• free: permet alliberar i eliminar un objecte de memo`ria d’una GPU.
GMACProcessor
La classe GMACProcessor s’ha utilitzat per implementar algunes funcional-
itats de la gestio´ de la GPU a Nanos de la mateixa manera que es fe amb
GPUProcessor. Cal destacar pero` que ara no s’ha de gestionar tanta infor-
macio´ sobre la GPU, perque` aquesta e´s gestionada per la classe GMACHal-
Manager. Amb mantenir-ne l’identificador n’hi ha prou.
Per una banda cal destacar la funcio´ d’inicialitzacio´: init(). Aquesta
funcio´ s’encarrega d’inicialitzar tota la informacio´ i les estructures de gestio´
de la GPU i es crida la primera vegada que s’utilitza el thread de la GPU.
La inicialitzacio´ consta de les segu¨ents parts:
La funcio´ init(), que s’encarrega d’inicialitzar tota la informacio´ de la
GPU i que es crida la primera vegada que s’utilitza el thread de la GPU,
no varia gaire respecte a la vista al cap´ıtol anterior. Les operacions que es
realitzen so´n les segu¨ents:
• S’obte´ la insta`ncia de la classe Singleton GMACHalManager.
• Amb el HalManger s’obte´ una GPU que no hagi estat assignada a cap
altre GMACProcessor i s’en guarda l’identificador.
• Inicialitzacio´ de la memo`ria local de la GPU. Com ja es comenta amb
la versio´ CUDA, la memo`ria local de la GPU es tracta tambe´ com si fos
una cache i es gestiona de forma manual (veure cap´ıtol anterior). Per
a la gestio´ d’aquesta memo`ria s’utilitza ara la classe GMACAllocator,
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que permet reservar i alliberar objectes de GMAC i que es comenta en
detall a l’apartat “Gestio´ de memo`ria”.
• Determinar si s’utilitza in/out overlap. En aquest cas no s’utilitzen
Streams de CUDA i la gestio´ de les operacions as´ıncrones es fa amb
events de GMAC. Per aquestes transfere`ncies tambe´ es reserven dues
porcions de memo`ria pinned (veure cap´ıtol sobre CUDA on es parla de
la necessitat d’utilitzar aquest tipus de memo`ria) a la memo`ria principal
que es gestionaran a mode de buffer (es comenta en detall a l’apartat
“Gestio´ de memo`ria”).
• Configurar llistes de transfere`ncies de memo`ria. Totes les transfere`ncies
de memo`ria entre la memo`ria del dispositiu i la memo`ria principal es
gestionen mitjanc¸ant unes llistes de transfere`ncies molts similars a les
utilitzades al “back-end”.
• Configurar alineament de memo`ria. Es permet al usuari trair quin
alineament de memo`ria vol utilitzar al reservar memo`ria a la GPU.
Aixo` pot influir en el rendiment de les caches i les transfere`ncies de
memo`ria.
Per altra banda tambe´ tenim la funcio´ de finalitzacio´: cleanUp(). Aque-
sta funcio´ es crida al finalitzar totes les computacions sobre una GPU i es
limita ara a des-assignar la GPU amb l’ajuda del HalManager. A la ver-
sio´ CUDA ja es va comentar que no s’alliberaven els recursos de la GPU al
finalitzar les execucions. En aquesta versio´, en canvi, si que s’han volgut
alliberar tots els recursos correctament. Aixo` pot provocar que el temps de
finalitzacio´ de les aplicacions es demori una mica respecte a la versio´ CUDA.
Finalment, si l’usuari aix´ı ho ha indicat amb la configuracio´ de Nanos, es
mostren estad´ıstiques sobre l’execucio´ de GPU per pantalla.
La classe GMACProcessor ha d’implementar algunes funcions virtuals de
la classe ProcessingElement del core:
• createThread: la funcio´ nome´s ha de comprovar que la tasca pot
executar-se sobre una GPU de la mateixa manera que es feia a la ver-
sio´ CUDA. Una vegada comprovat es crea una insta`ncia de la classe
GMACThread.
• allocate/free: aquestes dues funcions acaben cridant a les funcions
allocate/free del GMACAllocator de la GPU. El funcionament d’aque-
st GMACAllocator es detalla me´s endavant.
• getAddress: en aquest cas no cal implementar-la, ja esta` implementada
a la classe CachedAccelerator.
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GMACThread
La classe GPUThread representa un fil d’execucio´ sobre el dispositiu, que en
aquest cas e´s la GPU, i engloba tot el codi per la gestio´ de l’execucio´ de les
tasques i de les seves entrades i sortides.
El canvi de CUDA a GMAC ha suposat pocs canvis importants en aquesta
classe. La u´nica cosa que s’ha vist modificada en aquesta classe e´s la funcio´
inlineWorkDependent, encarregada de l’execucio´ d’una tasca planificada pel
runtime. El comportament d’aquesta classe es comenta me´s endavant al
apartat “Execucio´ de tasques”.
GMACDevice
La classe GPUDevice conte´ algunes funcions esta`tiques programades amb
CUDA per a la gestio´ del dispositiu f´ısic. La principal difere`ncia en aquest
cas respecte a la versio´ CUDA e´s la utilitzacio´ de la classe HalManager per
realitzar les operacions que acaben actuant sobre els dispositius i que abans
es codificaven amb CUDA. Algunes funcions han estat mogudes a la classe
HalManager, com les de gestio´ de memo`ria de la GPU o les encarregades de
reservar memo`ria de tipus pinned a la memo`ria principal.
Un altre canvi important respecte a la versio´ CUDA e´s que ara no es
diferencien les transfere`ncies de memo`ria segons so´n entre dispositius, de
dispositiu a cpu o de cpu a dispositiu. Amb GMAC aquestes difere`ncies
desapareixen i les co`pies es realitzen totes de la mateixa manera i cridant
a la mateixa funcio´ de co`pia (hal::copy). A tot aixo` s’hi afegeix la gestio´
necessa`ria dels events de GMAC que generen i s’utilitzen amb les co`pies
as´ıncrones en comptes d’utilitzar Streams de CUDA.
Gestio´ de memo`ria
La gestio´ de la memo`ria de la GPU es fa de de la mateixa manera que
a la versio´ CUDA, de forma manual (sense utilitzar cap Allocator d’altres
llibreries del sistema). Es reserva d’entrada tota la memo`ria disponible i es
gestiona fent servir una classe anomenada GMACAllocator en comptes de la
classe SimpleAllocator que es feia servir a la versio´ CUDA. Aquesta classe
funciona pra`cticament igual que la classe SimpleAllocator amb la difere`ncia
de que treballa amb adreces del tipus hal::ptr en comptes de void*.
GMACAllocator s’inicialitza amb la adrec¸a base (ara un punter hal::ptr)
i la mida del segment continu de memo`ria f´ısica que es vol gestionar. A partir
d’aqu´ı, aquest permet reservar i alliberar fragments de memo`ria dins d’aquest
segment amb els me`todes allocate i free que implementa (ara amb punters
hal::ptr).
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Figura 4.1: Codi Nanos++, interaccio´ CUDA backend i classe SimpleAllo-
cator.
Figura 4.2: Codi Nanos++, interaccio´ GMAC backend i classe GMACAllo-
cator.
S’ha utilitzat el mateix me`tode de gestio´ de memo`ria que a la versio´ CU-
DA de reserva per chunks (veure ”Gestio´ de memo`ria”del la versio´ CUDA al
cap´ıtol anterior). Per fer-ho la classe GMACAllocator si que utilitza interna-
ment la classe SimpleAllocator. Internament s’inicialitza un SimpleAllocator
amb una adrec¸a base zero i s’utilitza per sumar desplac¸aments als punters
hal::ptr (veure figura 4.2).
Al utilitzar el mateix me`tode d’emmagatzematge de dades que amb la
versio´ CUDA tambe´ s’arrosseguen els mateixos problemes de fragmentacio´
comentats al cap´ıtol anterior.
Execucio´ de tasques
La funcio´ inlineWorkDependent e´s l’encarregada d’executar una tasca or-
denada pel planificador i e´s cridada just despre´s d’haver ordenat les co`pies
d’entrada d’una tasca i just abans d’ordenar-ne les co`pies de sortida. L’esque-
ma del funcionament d’aquesta funcio´ e´s el mateix que s’ha explicat al cap´ıtol
anterior amb la versio´ CUDA, amb la difere`ncia d’utilitzar sincronitzacio´ per
events.
Repetint l’esquema de funcionament de la versio´ CUDA, el comportament
d’aquesta funcio´ sense encavalcament o overlap i per tant tenint en compte
que les co`pies d’entrada i sortida es realitzen de forma s´ıncrona fora d’aquesta
funcio´, i les de sortida es realitzen posteriorment, e´s el segu¨ent:
1. Iniciar la execucio´ del kernel.
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2. Esperar a que acabi l’execucio´ del kernel.
El codi de la funcio´, amb overlap i ara amb co`pies as´ıncrones que poden no
haver acabat al entrar a la funcio´, queda de la segu¨ent manera:
1. Esperar a les dades d’entrada. En aquesta ocasio´ es sincronitza amb els
events GMAC de les co`pies d’entrada en comptes d’utilitzar Streams
de CUDA.
2. Iniciar la execucio´ del kernel.
3. Comprovar si es necessiten dades de sortida de tasques anteriors del
nostre dispositiu. Si e´s aix´ı s’inicien co`pies de sortida.
4. Esperar a que es copi¨ın aquestes dades de sortida, si fa falta. Es sin-
cronitza tambe´ amb els events generats per les co`pies de sortida.
5. Esperar a que acabi la execucio´ del kernel. Ens sincronitzem en aquesta
ocasio´ tambe´ amb un event generat per la funcio´ de GMAC que inicia la
execucio´ del kernel (veure apartat sobre els CUDA Runtime Wrappers).
Executant les tasques d’aquesta manera, s’aconsegueix fer overlap per ex-
emple de l’execucio´ del kernel (del punt 2 al punt 5) amb co`pies de sortida
(punts 3 i 4).
Com s’ha comentat, el planificador de Nanos nome´s permet la execucio´
de tasques de manera s´ıncrona. Com d’entrada s’ha decidit no modificar
el core per a la realitzacio´ del projecte, segueix existint el problema de la
poca ocupacio´ del hardware de la GPU. Al apartat sobre optimitzacions es
proposen una se`rie de possibles solucions al problema.
CUDA Runtime Wrappers
Com ja s’ha comentat, GMAC no utilitza internament la llibreria CUDA
Runtime API, sino´ la CUDA Driver API. Per altra banda, el compilador
Mercurium utilitza la Runtime API i per tant utilitzen un conjunt d’instruc-
cions diferent per interactuar amb la GPU. Mercurium, al generar el binari
que s’acaba executant hi introdueix algunes crides a funcions d’aquesta llibre-
ria. Algunes d’aquestes funcions del Runtime API, com les de llanc¸ament de
kernels de les tasques que s’utilitzen durant la execucio´ no s’implementen al
Driver API i per tant s’han de capturar. Una vegada capturades, s’ha d’im-
plementar el comportament d’aquestes operacions del Runtime API pero` ara
fent servir la llibreria GMAC.
De manera molt resumida, el conjunt de funcions del Runtime API que
s’ha d’implementar e´s el segu¨ent:
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• __cudaRegisterFatBinary: registra un nou kernel en forma de bina-
ri. S’ha d’emmagatzemar aquest binari per possibles llanc¸aments del
kernel.
• __cudaUnregisterFatBinary: elimina un binari emmagatzemat.
• __cudaRegisterFunction: registra una funcio´.
• cudaConfigureCall: configura la segu¨ent crida de kernel que es real-
itzara`. Es passen per para`metre la mida de grid, de bloc.
• cudaSetupArgument: configura un dels arguments del segu¨ent ker-
nel que es llanc¸ara`. S’ha de guardar aquest para`metre pel posterior
llanc¸ament de kernel amb instruccions de GMAC.
• cudaLaunch: funcio´ que inicia un llanc¸ament de kernel. El llanc¸ament
es realitza amb instruccions de la llibreria GMAC i de forma as´ıncrona.
Es genera un event que s’utilitzara` per sincronitzar-se si fa falta i es-
perar a la finalitzacio´.
4.2 Optimitzacions
Una vegada aconseguit l’objectiu principal del projecte, que era la imple-
mentacio´ d’una versio´ de Nanos funcional fent u´s de la llibreria GMAC, s’ha
seguit millorant el codi per intentar treure’n el ma`xim rendiment i aprofitar
al ma`xim aquesta llibreria. En aquesta segona part del cap´ıtol es comenten
algunes optimitzacions que s’han intentat realitzar sobre el nou “back-end”.
No totes questes optimitzacions s’han pogut dur a terme i per algunes d’elles
nome´s es comentara` la idea i quedaran com a possible treball futur.
4.2.1 Sincronitzacio´ intra-task amb events de forma
impl´ıcita
Com s’ha vist al apartat “Execucio´ de tasques” de la seccio´ anterior, en una
primera implementacio´ de la funcio´ inlineWorkDependent del nou “back-
end” s’ha substituint la sincronitzacio´ per Streams que utilitza la versio´ CU-
DA per sincronitzacio´ amb events. Tot i aixo`, es segueix esperant activament
a que acabin les co`pies d’entrada d’una tasca o a que finalitzi la execucio´ d’un
kernel abans de donar per finalitzada una tasca (sincronitzacio´ expl´ıcita).
Aquesta sincronitzacio´ expl´ıcita implica que cada vegada que acaba una
operacio´ a la GPU, aquesta ha d’enviar un missatge al thread de la CPU que
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s’esta` esperant i que a continuacio´, despre´s d’executar un conjunt d’instruc-
cions de la aplicacio´, enviara` un altre missatge de tornada a la GPU amb
noves operacions. Aquest lapsus de temps, des que la GPU envia el missatge
avisant que ha acabat fins que en rep un de nou amb noves operacions, e´s
relativament llarg i pot suposar una pe`rdua de rendiment important.
Les operacions as´ıncrones de GMAC, com s’ha comentat al cap´ıtol 2
d’estudi previ, no nome´s generen events per poder sincronitzar sino´ que tambe´
permeten passar com a para`metre llistes events per sincronitzacio´ de manera
impl´ıcita. D’aquesta manera, la CPU va enviant operacions a la GPU sense
sincronitzacions expl´ıcites, deixant la gestio´ de depende`ncies al hardware de
la GPU i evitant el temps perdut del cas anterior.
Una primera optimitzacio´ que s’ha realitzat ha sigut aquesta sincronitzacio´
impl´ıcita entre les operacions que es realitzen a la GPU i per una mateixa
tasca. La excepcio´, pero`, e´s que s’ha de sincronitzar sempre expl´ıcitament al
final de les tasques per assegurar-nos que acaben, perque` el planificador de
Nanos no permet la execucio´ de tasques de forma as´ıncrona i quan acaba la
funcio´ inlineWorkDependent la computacio´ ha d’haver acabat.
4.2.2 Execucio´ de tasques de forma as´ıncrona i sin-
cronitzacio´ inter-task amb events
Un dels problemes me´s importants que es va detectar, tant en la versio´ CUDA
com en la versio´ GMAC del “back-end” va ser la poca ocupacio´ (occupacy)
del hardware de la GPU. Aixo` e´s degut a que tal i com s’executen les tasques,
amb sincronitzacions expl´ıcites en un punt o altre, mai s’arriba a aconseguir
un encavalcament o overlap o`ptim a la GPU entre transfere`ncies de dades i
kernels i molt menys entre diferents kernels, que de fet e´s impossible (veure
el cap´ıtol sobre execucio´ concurrent amb CUDA del cap´ıtol 2 per me´s infor-
macio´).
Una possible solucio´ e´s una evolucio´ de la optimitzacio´ anterior i consisteix
en evitar totes les sincronitzacions expl´ıcites com la que s’ha de realitzar al
final de cada tasca. Aixo` permet que a la GPU s’hi puguin encuar operacions
de mu´ltiples tasques alhora i per tant aconseguir un major grau d’overlapping,
fins i tot entre kernels.
Aquest canvi en el mode d’executar de les tasques, pero`, implica la mod-
ificacio´ del planificador del core de Nanos per poder permetre l’execucio´ de
tasques de forma as´ıncrona. Per altra banda, tambe´ s’ha de gestionar el pas
d’events entre tasques en funcio´ de les depende`ncies de dades que tinguin
aquestes, per poder gestionar aquestes depende`ncies amb events al hardware
de la GPU.
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Aquesta optimitzacio´ no s’ha pogut dur a terme en aquest projecte per la
complexitat dels canvis al core de Nanos que implica i queda com a treball
futur explora-la.
4.2.3 Virtualitzacio´
Seguint amb el problema de la poca ocupacio´ del hardware de la GPU i
descartant d’entrada la implementacio´ de la optimitzacio´ anterior, es va pro-
posar una altra manera de poder executar me´s d’una tasca a la vegada sobre
una mateixa GPU: la virtualitzacio´. Aquesta solucio´ consisteix en la creacio´
de mu´ltiples fils d’execucio´ de tasques per una mateixa GPU f´ısica, fent
creure al planificador de Nanos que en realitat disposa de mu´ltiples GPUs
independents.
Per aconseguir aquesta virtualitzacio´ s’ha hagut de modificar en primer
lloc la part d’inicialitzacio´ de dispositius de la classe System del core de
Nanos. Ara, en comptes d’obtenir el nombre de GPUs del sistema i per cada
una d’elles crear una insta`ncia de la classe GMACProcessor i una altra de la
classe GMACThread, es creen N insta`ncies de cadascuna d’aquestes classes,
on N e´s el nombre de GPUs virtuals que es vol crear per cada GPU f´ısica i
que tria l’usuari mitjanc¸ant un nou para`metre de configuracio´ que s’ha creat.
Tambe´ s’ha hagut de modificar la inicialitzacio´ dels dispositius al “back-end”
i la classe HalManager passa ara a treballar amb unitats virtuals en comptes
d’unitats f´ısiques.
La implementacio´ d’aquesta solucio´ no ha suposat un gran canvi al codi
del “back-end” per diversos motius. Per una banda, gra`cies a que s’utilitza
la classe interme`dia HalManager entre la llibreria GMAC i el reste de classes,
les classes no operen directament sobre la GPU i deleguen aquestes opera-
cions a la classe HalManager. Per tant, s’ha hagut de modificar la classe
HalManager, pero` no la resta de classes, que realment no so´n conscients de
les caracter´ıstiques del dispositiu amb que treballen (nome´s en tenen un iden-
tificador). Per altra banda, GMAC permet la creacio´ de mu´ltiples contexts
d’execucio´ per GPU i per tant es pot implementar sense grans problemes
(veure el cap´ıtol sobre el model d’execucio´ de GMAC del cap´ıtol 2 per me´s
informacio´).
Amb aquesta virtualitzacio´, el que s’aconsegueix e´s que es puguin executar
de forma simulta`nia operacions de diferents tasques sobre una mateixa GPU,
ja que el planificador de Nanos tracta aquestes unitats virtuals com si fossin
unitats f´ısiques. Aixo` per tant augmenta el grau d’overlap entre operacions
en una mateixa GPU de manera molt significativa, depenent evidentment del
nombre de GPUs virtuals que es creen al sistema. S’aconsegueix tambe´ que
es puguin executar kernels de diferents tasques de manera concurrent sobre
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Figura 4.3: Execucio´ de kernels de tasques sense virtualitzacio´ (esquerra) i
amb virtualitzacio´ (dreta).
una mateixa GPU, com es pot veure al esquema de la figura 4.3. Per que
aixo` sigui possible, pero`, aquests kernels han de ser prou petits com per no
ocupar tota la capacitat de la GPU.
Els resultats que s’han obtingut amb aquesta optimitzacio´ han sigut molt
bons i es poden consultar al cap´ıtol 5 sobre avaluacio´.
4.2.4 Virtualitzacio´: cache multi-thread
Tal i com esta` implementada la cache core de Nanos que s’utilitza amb els
acceleradors, aquesta no e´s thread-safe i per tant no pot ser utilitzada per
me´s d’un fil d’execucio´ a la vegada. Aixo` implica que per cada insta`ncia
de GMACProcessor que es crea nome´s s’hi pot associar una insta`ncia de
GMACThread. No es poden tenir mu´ltiples GMACThread per GMACPro-
cessor per implementar la virtualitzacio´, i per tan s’ha hagut de crear una
insta`ncia de GMACThread i una insta`ncia de GMACProcessor per cada una
de les unitats virtuals del sistema.
Una possible optimitzacio´ e´s la modificacio´ d’aquesta cache per poder ser
accedida de manera concurrent. D’aquesta manera, es podrien tenir tantes
insta`ncies de GMACProcessor com GPUs f´ısiques hi ha al sistema, amb
cadascuna tantes insta`ncies de GMACThread com unitats virtuals es vulgui
crear per GPU f´ısica. Introduir aquest canvi implicaria evitar la redunda`ncia
d’haver de gestionar per cada GPU virtual una memo`ria i una cache pro`pies,
amb l’overhead que aixo` comporta.
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La optimitzacio´ no s’ha pogut dur a terme per la complexitat dels canvis
al core que implica i falta de temps; queda com a treball futur.
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Avaluacio´
5.1 Metodologia experimental
Ena questa seccio´ s’explica la metodologia que s’ha seguit per avaluar la
aplicacio´ resultant d’aquest projecte. A continuacio´ es detalla l’entorn de
proves que s’ha utilitzat i quin conjunt conjunt de proves s’han utilitzat per
a la avaluacio´.
5.1.1 Entorn de proves
En aquest apartat es detallen els entorns de proves que s’han utilitzat per
avaluar el “back-end” que s’ha desenvolupat.
Ba`sicament s’han utilitzat dues ma`quines del BSC anomenades interna-
ment Asterix i Panoramix. La primera d’elles, Asterix, consta de 4 GPUs
amb arquitectura Fermi, que han servit per avaluar el comportament de la
aplicacio´ sobre sistemes amb mu´ltiples GPUs. Per altra banda, a Panoramix
es disposa d’una sola GPU pero` amb arquitectura Kepler (veure l’apartat de
CUDA del cap´ıtol 2). Aquesta GPU, d’arquitectura me´s avanc¸ada, ha servit
sobretot per avaluar l’impacte de les optimitzacions introdu¨ıdes que es basen
en l’u´s me´s intensiu del dispositiu, com per exemple la virtualitzacio´ (veure
cap´ıtol 4).
Les caracter´ıstiques te`cniques de les dues ma`quines utilitzades es detallen
a continuacio´.
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Hardware
Asterix (Fermi) Panoramix (Kepler)
CPU Model Intel Xeon E5620 Intel i7 930
CPU Sockets 2 1
CPU Cores 2x4 1x4
CPU Threads 2x8 1x8
Memory 23,5 GB 12 GB
PCIe controllers 4 2
GPU 4x Nvidia C2070 1x Nvidia k20
Per altra banda, les versions del software que s’ha utilitzat durant la
avaluacio´ so´n les segu¨ents:
Software
Asterix (Fermi) Panoramix (Kepler)
System OS Linux 3.2.0-4 amd64
GMAC 0.0.4 (Mercurial rev. 3570)
Nanos++ Git commit 7b43bc6 - 09/2012
Mercurium Git commit 459f23d - 09/2012
Extrae 2.2.1
GNU gcc compiler 4.7.2 (C++11)
Nvidia nvcc compiler 5.0 (CUDA 5)
5.1.2 Microbenchmarks
En un primer moment, s’ha volgut analitzar l’impacte de la implementacio´
del nou “back-end” sobre el temps que es dedica a “gestio´” del runtime
durant una computacio´. Estem parlant, per tant, de tot el temps que es perd
calculant depende`ncies entre tasques, planificant, overhead del codi intern de
Nanos i tot allo` que no implica la computacio´ efectiva (execucio´ de kernels i
transfere`ncies de dades).
S’han programat una se`rie de tests que intenten maximitzar el nombre
de tasques, la gestio´ i la planificacio´ d’aquestes i a la vegada minimitzar el
temps d’execucio´ de cada una d’elles (kernels molt curts i que accedeixen a
poques dades). Els testos que s’han programat es detallen a continuacio´.
MB 1: Overhead inicialitzacio´ i finalitzacio´
El que es busca amb aquest microbenchmark e´s fer-nos una idea de la difere`ncia
de temps, entre la nova implementacio´ i la original, que es dedica a la inicial-
itzacio´ i finalitzacio´ d’una aplicacio´. Dins aquest temps, per tant, hi entra la
inicialitzacio´ dels dispositius, carregar llibreries externes, reservar memo`ries,
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etc. Tambe´ s’hi inclou el temps que triga una aplicacio´ en alliberar els recur-
sos una vegada s’ha computat.
El que fa d’aquest microbenchmark e´s ba`sicament realitzar una sola com-
putacio´ per GPU el me´s petita possible. Aquesta computacio´ te´ un temps
de ca`lcul insignificant i no realitza cap transfere`ncia de memo`ria.
S’ha decidit fer aquest test perque` durant el desenvolupament es va de-
tectar que aquest temps era diferent entre les dues implementacions.
MB 2: Suma de vectors
Amb aquest segon microbenchmark es busca comparar l’overhead que provo-
ca la gestio´ de tasques a Nanos entre les dues versions. Estem parlant, per
tant, del temps que es dedica a la planificacio´ de tasques, gestio´ d’entrada i
sortida dels dispositius o invocacio´ de kernels entre d’altres.
S’ha programat un algorisme simple la suma de vectors. S’ha dividit el
ca`lcul sobre els vectors en un nombre de tasques determinat i les sumes s’han
realitzat a la GPU. E´s important tambe´ comentar que les tasques no tenen
depende`ncies entre si.
MB 3: Increment sobre les cel·les d’un vector n vegades
Amb aquest tercer microbenchmark s’ha volgut tambe´ analitzar l’overhead
que provoca la gestio´ de tasques, pero` aquesta vegada afegint depende`ncies
entre aquestes. L’algorisme, en aquest cas, itera sobre les cel·les d’un mateix
vector i n’incrementa el seu valor en una unitat a la GPU. El recorregut sobre
el vector es realitza diverses vegades, generant depende`ncies entre les tasques
d’una iteracio´ amb les de la anterior.
5.1.3 Benchmarks
Per avaluar el rendiment de la nova implementacio´ en un entorn realista s’han
utilitzat les d’aplicacions que es detallen a continuacio´. Algunes d’aquestes
aplicacions ja es fan servir actualment al departament per avaluar sistemes i
per tant s’ha decidit seguir fent u´s d’algunes d’elles. D’altres, com la multi-
plicacio´ de matrius, s’han implementat durant el projecte.
B 1: Matrix-Matrix multiplication
Aplicacio´ per a la multiplicacio´ de matrius bidimensionals. El programa
pren com a entrada la mida de les dues matrius a multiplicar, la mida de
bloc i el nombre de repeticions de la multiplicacio´. A continuacio´ es generen
les matrius d’entrada aleato`riament i es calcula el resultat. Per calcular la
71
Cap´ıtol 5. Avaluacio´ 72
Figura 5.1: Esquema de la multiplicacio´ de matrius per blocs.
multiplicacio´ de forma paral·lela i aix´ı poder dividir el problema en tasques
d’OmpSs, es subdivideixen les matrius en blocs de mida fixa (blocking) que
es calculen de forma individual.
A la figura 5.1 es pot veure el funcionament d’aquest algorisme, don-
ades dues matrius d’entrada (A i B) i una matriu de sortida (C). Com es
pot veure, es divideixen les matrius inicials en blocs o sub-matrius de mida
BLOCK SIZE ∗BLOCK SIZE, que so´n les que realment es multipliquen
a la GPU en forma de tasca. Tenint en compte l’algorisme de la multipli-
cacio´ de matrius, sabem que per calcular el valor d’una posicio´ de la matriu
de sortida C s’han d’agregar els resultats de les multiplicacions de tots els
valors d’una de les files de la matriu A amb els valors d’una de les columnes
de la matriu C. Per tant, per calcular el resultat final del bloc (i, j) de C ,
s’han de multiplicar entre si tots els blocs de la fila (i) de la matriu A amb
els de la columna (j) de la matriu B.
Suposant ara que les matrius d’entrada so´n quadrades i de la mateixa
mida, N ∗N , el nombre de blocs de mida BLOCK SIZE ∗BLOCK SIZE
e´s NB = (N/BLOCK SIZE)∗(N/BLOCK SIZE). El nombre de tasques
que es generen, sabent que una tasca e´s una multiplicacio´ de dos blocs i que
per cada bloc de C s’han de realitzar N/BLOCK SIZE multiplicacions de
blocs, e´s NT = NB ∗ (N/BLOCK SIZE). El nombre de tasques depe`n
doncs de la mida de les matrius d’entrada i de la mida de bloc, mentre que
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la mida de tasca depe`n nome´s de la mida de bloc. Cada tasca genera un
llanc¸ament d’un kernel que multiplica dos blocs (configurant una mida de
bloc a la GPU de 32). E´s important veure que hi ha depende`ncies de dades
entre tasques que estan calculant el sumatori de les multiplicacions d’un
mateix bloc de C. Evidentment tambe´ hi haura` depende`ncies entre tasques
de de diferents repeticions de la multiplicacio´.
B 2: NBody
Aquest benchmark, que s’utilitza actualment al grup de treball de Nanos al
BSC, es tracta d’un simulador de sistemes dina`mics de part´ıcules i e´s un
problema molt conegut dins l’a`mbit de la computacio´ cient´ıfica. Com no e´s
objectiu d’aquest document detallar el funcionament de l’algorisme nome´s es
comentara` la relacio´ entre els para`metres d’entrada i la generacio´ de tasques
OmpSs i la seva mida.
Els para`metres d’entrada que s’han utilitzat so´n el nombre de part´ıcules
(P ) i el nombre de passos o steps (S) de l’algorisme. Per cada iteracio´ o step,
es generen 8 tasques que es reparteixen el total de part´ıcules. Per tant, el
nombre de tasques generades depe`n del nombre de passos i e´s NT = S ∗ 8;
per altra banda la mida de tasca ve donada pel nombre de part´ıcules i e´s
PT = P/8.
B 3: Julia
Aquest benchmark tambe´ s’utilitza al BSC i s’encarrega de renderitzar imat-
ges de mida fixe aplicant una se`rie d’operacions per p´ıxel. Tampoc s’entrara`
en els detalls sobre l’algorisme o els me`tode per a la generacio´ de les imatges
pero` si en la relacio´ entre els para`metres d’entrada i l’u´s de les GPUs.
El para`metre d’entrada que es modificara` en aquest cas e´s el nombre
d’iteracions de renderitzat o d’imatges a generar. Per cada una d’aquestes
iteracions la imatge es divideix en 4 fragments horitzontal de la mateixa mida.
Per cada un d’aquests fragments, que es poden computar forma paral·lela,
es genera una tasca que llanc¸a un kernel per calcular cada un dels p´ıxels del
fragment de forma paral·lela a la GPU (amb mida de bloc a la GPU de 128).
Tenim per tant un nombre fix de 4 tasques per iteracio´, podent modificar el
nombre d’iteracions totals. Abans d’iniciar una nova iteracio´ s’espera a que
acabin totes les tasques de la iteracio´ anterior. La mida de les imatges i per
tant la mida de tasca no s’ha modificat.
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B 4: Perlin noise
En aquest cas tenim un altre benchmark utilitzat al BSC. La aplicacio´ e´s un
generador de Perlin Noise, per a la generacio´ de soroll coherent en l’espai;
on el soroll e´s coherent quan donats dos punts en l’espai la funcio´ de soroll
sempre canvia de manera suau entre un punt i l’altre. L’algorisme esta`
bastant en una implementacio´ de Ken Perlin i en aquest cas es treballa amb
dues dimensions.
Els dos para`metres que es modifiquen durant les proves so´n les dimensions
de la imatge generada (dim ∗ dim) i el nombre d’iteracions sobre aquesta.
Per cada una d’aquestes iteracions es divideix la imatge de sortida en 16
fragments horitzontals de la mateixa mida. Per cada un d’aquests fragments
es genera una tasca que llanc¸a un kernel per calcular cada un dels p´ıxels
del fragment de forma paral·lela a la GPU (amb mida de bloc a la GPU de
128). La computacio´ dels fragments e´s independent i no per tant no genera
depende`ncies entre tasques. Abans d’iniciar una nova iteracio´ s’espera a
que acabin totes les tasques de la iteracio´ anterior. Tenim en aquest cas un
nombre fix de 16 tasques per iteracio´, amb una mida de tasca que depe`n de
les dimensions de la imatge a generar.
5.1.4 Obtencio´ dels resultats
Per a la realitzacio´ de les proves, s’ha fet servir la nova implementacio´ del
back-end de Nanos++. Com a refere`ncia i per poder comparar s’ha fet servir
tambe´ la implementacio´ pre`via programada amb CUDA. S’han comparat els
temps d’execucio´ dels benchmarks amb les dues implementacions.
Els temps d’execucio´ s’han extret amb codi als mateixos benchmarks.
Amb tots els benchmarks, a excepcio´ del microbenchmark #1 dedicat a cal-
cular el temps d’inicialitzacio´ i finalitzacio´, es calcula el temps d’execucio´
tenint en compte nome´s el temps de computacio´ de tasques. Per obtenir
els temps d’execucio´ dins el codi de les aplicacions, s’ha utilitzat una funcio´
d’OpenMP omp_get_wtime(), que proporciona Nanos en temps d’execucio´.
Per obtenir temps d’execucio´ total de les aplicacions, utilitzat al benchmark
#1, s’ha utilitzat la versio´ 1.7 de la comanda time de GNU.
Per cada benchmark, s’ha extret un nombre necessari de mostres per
obtenir una mitjana fiable, tenint en compte la desviacio´ esta`ndard del con-
junt de mostres.
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5.2 Resultats
En aquesta seccio´ s’expliquen en detall els resultats que s’han obtingut ex-
ecutant les proves que ja s’han detallat anteriorment. Per les proves, que
s’han dut a terme en les ma`quines Asterix (GPU amb arquitectura Fermi)
i Obelix (GPU amb arquitectura Kepler) del BSC, s’han utilitzat dues ver-
sions del runtime Nanos++: la versio´ de refere`ncia programada en CUDA i
la nova versio´ GMAC que s’ha realitzat amb aquest projecte. S’han volgut
separar les proves en dos parts, per tractar per separat la optimitzacio´ de
virtualitzacio´.
5.2.1 Primera versio´ del “back-end” (Fermi)
En primera insta`ncia s’ha volgut comprovar el rendiment de la nova imple-
mentacio´ amb totes les optimitzacions comentades al cap´ıtol 4 a excepcio´ de
l’u´s de virtualitzacio´, que s’analitza a la segu¨ent seccio´.
A continuacio´ s’analitzen alguns dels resultats me´s interessants obtinguts
amb els microbenchmarks i els benchmarks comentats a la seccio´ anterior,
amb aquesta primera versio´ de la implementacio´ i sobre arquitectura Fermi.
Tot i haver realitzat aquestes proves sobre els dos tipus d’arquitectura, Fermi
i Kepler, no s’han detectat difere`ncies notables entre les dues i per tant en
aquest document s’analitzen els resultats obtinguts amb arquitectura Fer-
mi. Al disposar d’una ma`quina amb 4 GPUs Fermi (Asterix), s’han pogut
realitzar tambe´ proves amb mu´ltiples GPUs a la vegada.
Microbenchmarks
Una de les coses que s’ha volgut analitzar primer amb els microbenchmarks
e´s el temps d’inicialitzacio´ i finalitzacio´ del nou “back-end”. En aquesta cas
el temps que es calcula e´s el de tota la execucio´ del programa, a difere`ncia
de la resta de benchmarks, que nome´s tenen en compte el temps de com-
putacio´. A la figura 5.2 es poden veure els resultats que s’han obtingut amb
el Microbenchmark #1. Es pot veure con la versio´ que utilitza GMAC triga
me´s que la versio´ CUDA en aquest aspecte. Aquesta difere`ncia de temps
e´s deguda sobretot al temps extra que suposa la ca`rrega i inicialitzacio´ de
la llibreria GMAC, que inicialitza el sistema d’una manera me´s gene`rica per
poder oferir aquesta flexibilitat amb el seu model de programacio´. S’ha de
tenir en compte tambe´ que com ja es comenta al al cap´ıtol 4, a la finalitzacio´
de la versio´ CUDA del “back-end” no s’alliberen els recursos utilitzats a les
GPUs, cosa que si es fa a la versio´ GMAC. Tot i aquesta difere`ncia de rendi-
ment amb aquest microbenchmark, aquest temps e´s fix i es pot considerar
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despreciable amb aplicacions de certa duracio´.
Figura 5.2: GMAC v1; MB 1 Test init/fin; Comparacio´ del temps d’inicial-
izacio´ i finalitzacio´ multi-gpu entre les versions GMAC i CUDA (temps total
de programa).
Tambe´ e´s interessant analitzar el temps que es perd al nou “back-end”
realitzant operacions del runtime, com poden ser ca`lculs de depende`ncies o
el mateix overhead del codi. En aquest aspecte s’han obtingut resultats sem-
blants amb tots els microbenchmarks. A la figura 5.3 es mostren els resultats
del benchmark #2 (suma de vectors). Els resultats mostren com la nova im-
plementacio´ te´ un bon rendiment amb 1 GPU. A mesura que augmenta el
nombre de GPUs i per tant disminueix el temps de computacio´ efectiva, es
veu com la nova versio´ e´s una mica menys eficient en quest aspecte.
Tot i semblar dolents, aquests resultats so´n normals tenint en compte que
amb la nova versio´ s’utilitza un llibreria externa, GMAC, que per si sola ja
pot afegir un overhead considerable.
Benchmarks
Despre´s d’avaluar el nou “back-end”, amb aquesta primera versio´ sense vir-
tualitzacio´, s’ha demostrat que el rendiment e´s molt semblant al rendiment
de l’anterior “back-end” programat amb CUDA. Per tat, s’ha aconseguit
satisfacto`riament l’objectiu d’implementar aquesta nova versio´ del runtime
Nanos++ fent u´s de GMAC.
La figura 5.4, per exemple, mostra els temps d’execucio´ del primer bench-
mark de multiplicacio´ de matrius de reals amb una mida de matriu de 4096
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Figura 5.3: GMAC v1; MB 2 Vector Add; Comparacio´ del temps d’execucio´
multi-gpu entre les versions GMAC i CUDA.
i una mida de bloc de 512. A la gra`fica es mostren els temps d’execucio´
obtinguts tant amb la versio´ CUDA antiga com amb la nova versio´ GMAC
utilitzant diferents nombres de GPUs (1, 2, 3 i 4). La figura 5.5 mostra els
resultats de les mateixes proves pero` ara amb una mida de bloc de 1024.
Es pot veure amb els resultats de les dues figures com el rendiment e´s molt
semblant, amb petites difere`ncies que podrien ser degudes a la variabilitat
del planificador de Nanos i per tant del repartiment de tasques que es fa en
temps d’execucio´. Tambe´ s’ha de tenir en compte la variabilitat del propi
sistema i de la utilitzacio´ dels dispositius.
La figura 5.6 mostra ara els resultats obtinguts amb la aplicacio´ de ca`lcul
de sistemes de part´ıcules NBody. En aquest cas, s’ha calculat un sistema
amb 1000 part´ıcules i s’han realitzat 100 passos o steps. En aquest cas es
pot observar una mı´nima difere`ncia del temps d’execucio´ del nou “back-en”,
en algun cas favorable i en algun altre cas no tant favorable. Tot i aix´ı, les
difere`ncies so´n poc importats tenint en compte la variabilitat del planificador
de nou i l’overhead que pot suposar l’u´s de les llibreries de GMAC. Una prova
d’aquesta variabilitat es pot veure amb l’indicador de la desviacio´ esta`ndard
amb el cas d’una GPU (franja vertical negre a la part superior de les barres
de temps), tot i haver repetit el test un munt de vegades.
La figura 5.7 mostra els resultats obtinguts amb Julia. En aquest cas s’han
generat 10 frames i els resultats obtinguts han estat de nou molt semblants
entre les dues implementacions.
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Figura 5.4: GMAC v1; B1 Matrix Mul; Arq. Fermi; Mida matriu 4096; Mida
block 512. Comparacio´ del temps d’execucio´ multi-gpu entre les versions
GMAC i CUDA.
Nome´s s’han mostrat alguns dels resultats obtinguts durant la avaluacio´
del la nova implementacio´, pero` els suficients per veure que el rendiment
obtingut e´s pra`cticament ide`ntic amb les dues implementacions. Per tant,
l’objectiu principal del projecte, que era aconseguir una implementacio´ fun-
cional fent u´s de la llibreria GMAC s’ha complert. Alguns avantatges de
la nova implementacio´ (versio´ sense virtualitzacio´) respecte la anterior, tot i
tenir rendiments molt semblants, s’exposen a la seccio´ “Altres beneficis no
quantitatius”.
5.2.2 Virtualitzacio´ (Fermi)
Una de les optimitzacions me´s importants i la que ha donat millors resul-
tats amb difere`ncia e´s la virtualitzacio´ (veure apartat d’“Optimitzacions” del
cap´ıtol 4). Aquesta optimitzacio´ s’introdueix per intentar augmentar el grau
d’ocupacio´ (occupancy) o d’utilitzacio´ de les GPUs, que es va detectar que
era molt baix. Aixo` s’aconsegueix creant un cert nombre d’unitats virtuals
per cada GPU f´ısica del sistema, que a ulls del runtime i del planificador
actuen com qualsevol altre accelerador. D’aquesta manera es sobrecarreguen
les GPUs realitzant mu´ltiples execucions de tasques alhora i permetent la
paral·lelitzacio´ de la execucio´ de tasques. Amb aquesta optimitzacio´ s’han
aconseguit resultats molt prometedors, que es detallen a continuacio´.
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Figura 5.5: GMAC v1; B1 Matrix Mul; Arq. Fermi; Mida matriu 4096; Mida
block 1024. Comparacio´ del temps d’execucio´ multi-gpu entre les versions
GMAC i CUDA.
En aquesta seccio´ es discuteixen els resultats obtinguts sobre arquitectura
Fermi i en la segu¨ent seccio´ es discuteix sobre els resultats amb arquitectura
Kepler. Cada un dels benchmarks s’ha executat sobre una u´nica GPU f´ısica
pero` amb un nombre variable de GPUs virtuals. Les gra`fiques mostren el
speedup obtingut amb cada una de les execucions, agafant com a refere`ncia
(speedup=1) la execucio´ amb una sola unitat virtual sobre la unitat f´ısica
(equivalent a la no virtualitzacio´). E´s evident doncs que aquests temps de
refere`ncia amb una sola unitat virtual so´n ide`ntics als obtinguts a la seccio´
anterior, on es comparaven les versions CUDA i GMAC.
A la figura 5.8 es poden veure els resultats obtinguts amb el benchmark
NBody executant amb 1, 4, 8, 12 i 16 unitats virtuals. Es pot observar una
difere`ncia important de rendiment, que s’arriba a multiplicar per 2,5 en algun
cas. Es pot veure tambe´ com el rendiment comenc¸a a millorar a partir de 12
GPUs virtuals.
A la figura 5.9 es pot veure un altre exemple d’aquest augment de rendi-
ment, en aquest cas amb el benchmark Perlin Noise per 1000 iteracions. En
aquest cas tambe´ s’observa una millora del rendiment, que s’arriba pra`cticament
a duplicar. Es pot veure pero` que aqu´ı s’aconsegueix el ma`xim rendiment
sobre les 4 GPUs virtuals, estabilitzant-se o arribant fins i tot a empitjorar
al superar aquesta xifra.
79
Cap´ıtol 5. Avaluacio´ 80
Figura 5.6: GMAC v1; B2 NBody; Arq. Fermi; 1000 particles; 100 steps.
Comparacio´ del temps d’execucio´ multi-gpu entre les versions GMAC i CU-
DA.
Explicacio´ dels resultats
Per entendre els resultats s’han de tenir clars els conceptes que s’expliquen
al apartat 2.2.9 sobre la execucio´ concurrent en GPUs, on s’explica la ca-
pacitat de les GPUs d’executar en paral·lel diverses operacions, com poden
ser co`pies d’entrada/sortida o les execucions de kernels. El planificador de
Nanos, pero`, esta` programat de manera que executa sempre les tasques so-
bre qualsevol tipus de dispositiu de manera s´ıncrona, esperant-se sempre a
la finalitzacio´ d’una tasca per iniciar-ne una de nova. Aixo` impossibilita per
exemple que es puguin executar de manera paral·lela dos kernel a la mateixa
GPU. Amb la virtualitzacio´ s’evita aquest problema i s’aconsegueix que de
manera involunta`ria el planificador de Nanos executi me´s d’una tasca de
manera simulta`nia en una mateixa GPU. El factor me´s important doncs que
fa que augmenti el rendiment aplicant virtualitzacio´ e´s la possibilitat d’en-
cavalcament d’algunes operacions de tasques diferents en la mateixa GPU.
La millora en el rendiment que s’aconsegueix depe`n ba`sicament dels segu¨ents
factors:
• Grau de virtualitzacio´: el nombre de GPUs virtuals que s’utilitzen e´s
evidentment un factor determinant en el rendiment de la aplicacio´.
Tenint en compte que el comportament del planificador de Nanos e´s
indeterminat (les assignacions de tasques a les unitats es van realitzant
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Figura 5.7: GMAC v1; B3 Julia; Arq. Fermi; 10 frames. Comparacio´ del
temps d’execucio´ multi-gpu entre les versions GMAC i CUDA.
en temps d’execucio´), com me´s GPUs virtuals hi hagi per GPU f´ısica
me´s probabilitats hi ha de que algunes operacions coincideixin i s’ex-
ecutin de manera paral·lela al hardware de la GPU. S’ha de tenir en
compte, pero`, que un excessiu nombre de GPUs virtuals pot provocar
un (overhead) excessiu que fes empitjorar el rendiment.
• Nombre de tasques: el nombre de tasques tambe´ e´s important. Per que
hi hagi un bon repartiment de tasques entre les GPUs virtuals i aix´ı
aconseguir paral·lelisme, el nombre de tasques ha de ser proporcional al
nombre de GPUs virtuals al sistema. Si hi ha poques tasques a repartir
entre moltes unitats o suficients tasques a repartir pero` massa poques
unitats no es maximitza la utilitzacio´ de la GPU.
• Mida de les operacions de les tasques: la mida de les operacions d’una
tasca, com les co`pies de dades o la execucio´ del kernel, e´s tambe´ un
factor molt important. Si les tasques so´n molt petites la probabilitat
d’encavalcament a la GPU disminueix. Per altra banda, si els kernels
so´n prou grans com per ocupar tota la capacitat de la GPU, aquests
mai s’executaran a la vegada dins una mateixa GPU. Per tant, les
aplicacions amb kernels petits poden veure’s me´s beneficiades en aquest
sentit. Les aplicacions amb kernels molt grans es veuran beneficiades
nome´s per encavalcaments entre transfere`ncies i kernels, pero` mai entre
mu´ltiples kernels.
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Figura 5.8: GMAC virt; B2 NBody; Arq. Fermi; 100 steps. Speedup amb
execucio´ mono-gpu amb diferents graus de virtualitzacio´.
• Capacitat del hardware: la capacitat de la GPU per executar opera-
cions de manera paral·lela e´s un dels factors me´s importants. Algunes
de les difere`ncies entre arquitectures es discuteixen al apartat 2.2.9 so-
bre la execucio´ concurrent en GPUs
Tenint en compte aquests factors, es poden entendre millor alguns resul-
tats com els de la figura 5.8. En aquesta execucio´ de l’aplicacio´ NBody no
s’observa una millora de rendiment fins a tenir 12 GPUs virtuals, que e´s quan
les operacions comencen a coincidir en el temps i es poden encavalcar.
Per altra banda, a la figura 5.9 es pot veure que amb l’aplicacio´ Per-
min Nouse el rendiment s’estanca o fins i tot empitjora a partir de 8 GPUs
virtuals. Aixo` e´s degut a que durant l’execucio´ es generen poques tasques
(concret 16) i per tant hi ha poques operacions candidates a ser executades
de forma paral·lela. De fet, com els kernels so´n prou grans com per ocu-
par tota la capacitat de la GPU, mai hi pot haver encavalcament entre ells.
Aixo` implica que les millores que es poden aconseguir utilitzant virtualitacio´
amb aquesta aquesta aplicacio´ venen donades per encavalcaments entre una
transfere`ncia de dades i una altra, o entre una transfere`ncia de dades i un
kernel. Tenint en compte que amb Fermi nome´s es poden encavalcar a la
vegada dues transfere`ncies de memo`ria en sentit contrari o transfere`ncies de
memo`ria amb un kernel (veure l’apartat de concurre`ncia amb CUDA del
cap´ıtol 2), i tenint en compte tambe´ que en aquest cas les operacions so´n
grans, el ma`xim rendiment amb aquesta aplicacio´ s’aconsegueix amb poques
unitats virtuals. Afegir me´s unitats virtuals del compte nome´s hi afegeix
overhead.
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Figura 5.9: GMAC virt; B4 Perlin Noise; Arq. Fermi; 1000 iteracions.
Speedup amb execucio´ mono-gpu amb diferents graus de virtualitzacio´.
5.2.3 Virtualitzacio´ (Kepler)
En aquesta seccio´ es discuteixen els resultats obtinguts sobre arquitectura
Kepler. S’ha volgut comprovar el rendiment amb virtualitzacio´ sobre arqui-
tectura Kepler perque` aquesta aporta unes millores de hardware respecte a
Fermi que en principi propicien l’execucio´ concurrent d’operacions a la GPU
(comentades al apartat 2.2.9), com per exemple l’u´s de mu´ltiples cues hard-
ware pels Streams. Cada un dels benchmarks s’ha executat sobre una u´nica
GPU f´ısica pero` amb un nombre variable de GPUs virtuals. Les gra`fiques
mostren el speedup obtingut amb cada una de les execucions, agafant com
a refere`ncia (speedup=1) la execucio´ amb una sola unitat virtual sobre la
unitat f´ısica (equivalent a la no virtualitzacio´).
A la figura 5.10 es mostren els resultats obtinguts amb el benchmark
NBody, amb un nombre de part´ıcules variable i 100 passos o steps. Es pot
veure com s’aconsegueix un speedup de vora 4 amb 1000 part´ıcules i per sobre
de 6 amb 10000 part´ıcules. Per altra banda, a la figura 5.11 es mostren els
mateixos resultats pero` amb 1000 steps. En aquest cas s’aconsegueix una
millora me´s que notable, amb un rendiment 10 vegades superior amb 1000
part´ıcules.
A la figura 5.12 es mostren els resultats obtinguts amb l’aplicacio´ Perlin
Noise. Comparant els resultats amb els obtinguts amb arquitectura Fermi,
a la figura 5.9, es veu que en aquest cas els rendiments so´n molt semblants
entre les dues arquitectures.
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Figura 5.10: GMAC virt; B2 NBody; Arq. Kepler; 100 steps. Speedup amb
execucio´ mono-gpu amb diferents graus de virtualitzacio´.
Explicacio´ dels resultats
Amb arquitectura Fermi s’ha vist com el rendiment augmenta de manera
notable al utilitzar virtualitzacio´. En aquest cas, pero`, la millora ha sigut
molt me´s important. Aixo` e´s degut a que amb la arquitectura Kepler s’intro-
dueixen algunes millores en el hardware de la GPU que propicien en alguns
casos una major concurre`ncia. Una d’aquestes millores e´s la utilitzacio´ de
mu´ltiples cues hardware per les quals s’encuen operacions a la GPU (una per
Stream), a difere`ncia d’una unica cua hardware a Fermi. Aixo` evita falses
depende`ncies i una major probabilitat d’encavalcament, per exemple, de ker-
nels de mida molt petita. Aquesta major probabilitat e´s deguda a que amb
kernels petits i amb una u´nica cua harware, i per tant un u´nic camı´ per on
encuar kernels a la GPU, es pot donar el cas que el temps de retard entre
l’inici de dos kernels sigui major que la mateixa execucio´ d’aquests, impossi-
bilitant aix´ı una execucio´ concurrent d”aquests kernels (quan entra un nou
kernel l’anterior ja ha acabat). A Kepler es disposa de 32 cues hardware i
per tant la concurre`ncia i el rendiment augmenta.
S’ha vist com amb l’aplicacio´ NBody, per exemple, el rendiment amb
Kepler ha millorat molt respecte a Fermi. En el primer cas de la figura 5.10,
amb 100 steps, es pot veure com el rendiment e´s millor amb me´s part´ıcules i
per tant amb kernels me´s grans i amb me´s probabilitat d’encavalcament.
Per altra banda, a la figura 5.11 amb 1000 steps els resultats canvien.
En aquest cas, al realitzar me´s iteracions es generen me´s tasques a repartir
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Figura 5.11: GMAC virt; B2 NBody; Arq. Kepler; 1000 steps. Speedup amb
execucio´ mono-gpu amb diferents graus de virtualitzacio´.
entre les GPUs virtuals, cosa que en principi e´s favorable. Es comprova ara
que amb menys part´ıcules i per tant amb tasque me´s petites s’aconsegueix
el millor resultat. Sembla doncs que amb un nombre suficientment gran de
tasques (me´s iteracions) funcionen millor les petites i s’utilitza la GPU de
manera me´s eficient.
Si es comparen els resultats obtinguts ara amb l’aplicacio´ Perlin Noise
(figura 5.12) amb els resultats obtinguts amb arquitectura Fermi (figura 5.9)
es pot veure com en aquest cas no hi ha pra`cticament difere`ncies. Aixo` e´s
degut a que aquesta aplicacio´ genera molt poques tasques de mida molt gran
i que ocupen tota la capacitat de la GPU. Aixo` implica que les millores de
rendiment amb la virtualitzacio´ en aquesta aplicacio´ venen donades per en-
cavalcaments de transfere`ncies amb kernels pero` mai entre mu´ltiples kernels
(no hi caben a la GPU). Per culpa d’aixo`, no es poden aprofitar totes aquestes
millores de hardware que aporta Kepler respecte Fermi.
Tambe´ s’han realitzat proves amb els altres benchmarks, amb resultats
similars als que s’han comentat. En general la millora ha sigut notable
pero` sempre depe`n de les aplicacions i de quina manera utilitzen les tasques
OmpSs. El nombre d’unitats virtuals que es creen, tal i com s’ha implemen-
tat, es tria per part de l’usuari. Aixo` implica que e´s l’usuari qui ha d’anar
provant diferents configuracions fins aconseguir un rendiment o`ptim.
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Figura 5.12: GMAC virt; B4 Perlin Noise; Arq. Kepler; 1000 iteracions.
Speedup amb execucio´ mono-gpu amb diferents graus de virtualitzacio´.
5.3 Altres beneficis no quantitatius
La realitzacio´ d’aquest projecte tambe´ ha servir per, una vegada implemen-
tada aquesta nova versio´ de Nanos++, analitzar altres possibles beneficis que
pot aportar l’u´s de la llibreria GMAC per a gestionar els acceleradors gra`fics.
Molts d’aquests beneficis venen donats per la simplificacio´ del codi que ha
suposat fer u´s d’una llibreria de me´s alt nivell i que gestiona per ella mateixa i
de manera transparent moltes funcionalitats que s’havien hagut d’implemen-
tar amb CUDA. Alguns dels beneficis no funcionals que pot aportar aquest
nou “back-end” es comenten a continuacio´.
Flexibilitat i Mantenibilitat
Com s’ha comentat GMAC implementa un model de programacio´ de me´s
alt nivell que el que implementa per exemple CUDA. Aixo` sumat amb la
simplicitat de la API de GMAC ha perme`s que el codi resultant sigui me´s
simple i estructurat, tot i mantenir l’esquelet inicial. El codi fa`cil de modificar
i mantenir. Un exemple d’aixo` e´s la implementacio´ de la funcionalitat de
virtualitzacio´, que es va poder fer sense gairebe´ haver modificar la part del
codi de GMAC.
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Portabilitat
GMAC suporta directament els acceleradors gra`fics que utilitzen CUDA o
OpenCL. La llibreria, a me´s a me´s, permet computar sobre altres tipus d’ac-
celeradors i d’arquitectures. La idea de l’u´s de GMAC e´s oblidar-se de les
caracter´ıstiques del sistema sobre el que s’han de realitzar les computacions,
i encarregar-se de les peculiaritats de cada hardware de forma transparent
(busos de dades, memo`ries, etc). Tot aixo` implica que el mateix codi pot
servir per mu´ltiples sistemes tot i tenir les seves difere`ncies.
Interoperabilitat
El model de programacio´ de GMAC permet treballar amb els diferents el-
ements del sistema de la mateixa manera i sense tenir en compte les pe-
culiaritats de cada un. Aixo` permet, de manera automa`tica i sense haver
de considerar-ho al codi del “back-end”, treballar alhora amb diferents ti-
pus acceleradors. La llibreria s’encarrega tambe´ de gestionar adequadament
cada element del sistema i d’optimitzar les interaccions entre aquests (ex.
transfere`ncia pel bus o`ptim).
Eficie`ncia
L’u´s de GMAC d’un model de programacio´ de me´s alt nivell permet deixar
de preocupar-se per si els acceleradors s’utilitzen de manera eficient i si s’ha
optimitzat prou el codi en funcio´ de les seves peculiaritats, etc. A partir
d’ara aixo` es gestiona automa`ticament per GMAC, que t’hauria de garantir
que el hardware s’utilitza de manera eficient.
Tambe´ es poden destacar alguns punts en contra al utilitzar aquesta llibreria.
Depende`ncia
Evidentment es crea una depende`ncia amb GMAC, de la mateixa manera
que hi havia una depende`ncia amb CUDA. S’han de tenir en compte per
tant aspectes com la continu¨ıtat del projecte GMAC dins el BSC o el seu
manteniment. En tot cas es passa a dependre d’una llibreria pro`pia del BSC
i no d’una externa com CUDA, propietat de Nvidia (possible benefici).
Poca reusabilitat del codi
El model de programacio´ de GMAC i la API que proposa so´ın u´nics i per tant
el “back-end” que s’ha desenvolupat fent u´s de GMAC dif´ıcilment podria ser
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reaprofitable per ser utilitzat amb una altra llibreria.
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Treball futur
Durant la realitzacio´ del projecte s’han tingut moltes idees que no s’han pogut
dur a terme, ja sigui per la falta de temps o perque` es desviaven massa dels
objectius del projecte. Es tracta doncs de millores, moltes d’elles importants,
que poden donar continu¨ıtat al projecte i a aquest nou “back-end” que s’ha
pogut desenvolupar. A continuacio´ es comenten algunes d’aquestes idees i
millores que no s’han pogut realitzar durant la duracio´ del projecte.
Execucio´ as´ıncrona de tasques
Una de les optimitzacions interessants i que podria millorar notablement el
rendiment amb GPUs e´s la modificacio´ del planificador de Nanos per perme-
tre la execucio´ de tasques de forma as´ıncrona. D’aquesta manera es podrien
evitar les sincronitzacions expl´ıcites dins les tasques i es podrien executar
tasques de forma concurrent sobre una mateixa GPU sense haver de recorre
al recurs de la virtualitzacio´.
Aquesta optimitzacio´ s’explica en detall al apartat ”Optimitzacions”del
cap´ıtol 4.
Virtualitzacio´: cache multi-thread
Un altre dels problemes que s’han trobat e´s que la cache que utilitzen els
acceleradors a Nanos no suporta l’acce´s de me´s d’un fil d’execucio´ a la vegada.
Aixo` e´s un problema per exemple al utilitzar virtualitzacio´, perque` obliga a
cada una de les insta`ncies virtuals gestionar la seva pro`pia cache.
Aquesta optimitzacio´ s’explica en detall al apartat ”Optimitzacions”del
cap´ıtol 4.
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Suport d’OpenCL
Un dels avantatges d’utilitzar GMAC e´s que permet l’execucio´ de kernels
programats amb CUDA i amb OpenCL. Aixo` vol dir que el “back-end” que
s’ha desenvolupat e´s capac¸ de suportar OpenCL amb canvis mı´nims al codi.
Hi ha doncs la possibilitat de suportar dos models de programacio´ amb un
sol “back-end” i podria ser bona idea explorar aquesta possibilitat.
Generacio´ de traces
La generacio´ de traces compatibles amb la aplicacio´ Extrae del BSC, va ser un
objectiu i es tenia previst implementar-ho. Al final, pero`, es va veure que re-
queria la modificacio´ d’aquesta aplicacio´. La modificacio´ d’aquesta aplicacio´
no e´s senzilla i com s’allunya dels objectius del projecte es va desestimar.
Cublas
La llibreria matema`tica Cublas utilitza internament la llibreria CUDA Run-
time API i e´s incompatible amb la llibreria CUDA Driver API, que e´s la que
utilitza GMAC. Per tant, GMAC no e´s compatible amb Cublas i la llibreria
no es pot utilitzar amb les aplicacions dels usuaris. Aquesta llibreria e´s molt
utilitzada i per tant e´s interessant aconseguir-ne el suport. Aquest suport no
s’ha aconseguit perque` requereix la modificacio´ de GMAC.
Explotar GMAC
Queden per explotar algunes utilitats que aporta GMAC i que podrien ajudar
a millorar el rendiment del runtime. Entre aquestes utilitats, per exemple, la
capacitat d’analitzar el mapa de hardware del sistema i extreure’n informa-
cio´ u´til de cara a la configuracio´ del runtime (transfere`ncies o`ptimes, fixar
l’execucio´ de threads al processador me´s o`ptim, etc.)
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Conclusions
L’objectiu principal d’aquest projecte era el desenvolupament d’una nova ver-
sio´ funcional del runtime Nanos++ per a la computacio´ sobre acceleradors
gra`fics fent servir la llibreria GMAC. Per tant, la idea del projecte era en
primer lloc aconseguir fer funcionar aquesta nova versio´ per explorar a con-
tinuacio´ les possibilitats que aixo` ens aportava i veure quins nous objectius es
podien marcar. Una vegada conclo`s aquest projecte, es pot dir que l’objectiu
proposat inicial-ment s’ha complert i que fins i tot s’ha aconseguit anar me´s
enlla`. Al llarg d’aquest document s’ha pogut veure com, partint d’aquesta
primer versio´ operativa, s’han anat realitzant un seguit d’optimitzacions que
han aportat resultats molt satisfactoris, fins al punt d’haver multiplicat per
deu el rendiment de la aplicacio´ de partida, desenvolupada amb CUDA.
Tot i la complexitat del projecte i de les aplicacions que s’han hagut
de modificar, s’han intentat plasmar en aquest document els aspectes me´s
importats del seu desenvolupament, donant importa`ncia tant al desenvolu-
pament de programari com al estudi previ que s’ha hagut de fer per adquirir
els coneixements necessaris. Aquesta part d’estudi previ ha suposat una part
molt important del projecte, ja que d’entrada desconeixia per complert el fun-
cionament de moltes de les aplicacions i eines que s’han hagut de modificar.
Per poder realitzar el projecte he hagut d’estudiar temes com la programacio´
d’acceleradors gra`fics o models de programacio´ com OmpSs o GMAC.
Un altre punt important en el desenvolupament del projecte ha sigut l’es-
tudi del codi del runtime Nanos++ i del compilador Mercurium. Donada la
complexitat i magnitud de la aplicacio´, aixo` va suposar me´s temps del que
s’havia calculat en un primer moment. Part de la dificultat va ser entendre
el funcionament del codi, majorita`riament sense ajuda i sense cap mena de
documentacio´. Tot i aquestes dificultats al final s’ha pogut completar el pro-
jecte amb bons resultats, encara que amb me´s temps del previst.
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Un dels punts importants d’aquest projecte i una de les raons per les que em
va interessar e´s la seva possible utilitat. Al BSC es treballa intensament en
el desenvolupament de Nanos++ i aquest projecte en podia aportar noves
idees. Personalment penso que s’han trobat algunes d’aquestes bones idees
que podrien ajudar a millorar el funcionament d’aquest runtime, cos que e´s
motiu de satisfaccio´.
A nivell personal el projecte ha suposat molta feina, perque` es partia de la
necessitat d’aprendre un munt de coses noves i d’enfrontar-se a un projecte
dif´ıcil i complicat. Aquesta dificultat, pero`, no va suposar en cap moment
un motiu per fer-se enrere, sino´ tot el contrari.
Durant la realitzacio´ del projecte s’han adquirit coneixements molt u´tils
per a mi. Un exemple d’aixo` pot ser el fet d’haver descobert el camp de la
programacio´ amb acceleradors gra`fics (GPGPU), que esta` prenent cada dia
me´s importa`ncia. Un altre exemple ha sigut el fet d’haver participat en el
desenvolupament d’una aplicacio´ real, amb tot el que aixo` comporta.
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