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In this work we combine density functional theory and quantum transport calculations to study
the influence of atomic–scale defects on the work function and field emission characteristics of metal
surfaces. We develop a general methodology for the calculation of the field emitted current density
from nano-featured surfaces, which is then used to study specific defects on a Cu(111) surface. Our
results show that the inclusion of a defect can significantly locally enhance the field emitted current
density. However, this increase is attributed solely to the decrease of the work function due to the
defect, with the effective field enhancement being minute. Finally, the Fowler–Nordheim equation is
found to be valid when the modified value for the work function is used, with only an approximately
constant factor separating the computed currents from those predicted by the Fowler–Nordheim
equation.
I. INTRODUCTION
Field electron emission (FE) from metal surfaces plays
a crucial role in various aspects of modern technology.
It is widely exploited in various devices that require
cold electron sources1–4, such as electron microscopes5,
flat displays6,7, electron beam lithography8, electrospray
propulsion9, etc10. On the other hand, it often appears
parasitically (in this case, it is usually referred to as dark
current), limiting the performance or even igniting catas-
trophic vacuum breakdown events in a wide range of de-
vices that involve metal surfaces exposed to high electric
fields. Such devices span from micro- and nano-electronic
capacitors11,12, macroscopic high-voltage devices such as
vacuum interrupters and X-ray tubes13,14, up to large-
scale apparatuses such as fusion reactors15,16 and particle
accelerators17–21.
Vacuum breakdowns (also known as vacuum arcs) are
initiated at sites on the metal surface which exhibit
strong field electron emission13,22, even when the applied
surface electric fields are in the range 30–250 MV m−1,
far lower than the FE regime (1–10 GV m−1). The sys-
tematic experimental study of such emitting sites23–25
has shown an apparent field enhancement factor β in the
range 20–140. In other words, the current-voltage char-
acteristics of such sites are consistent with a local field
β times higher than the applied macroscopic one. The
most common interpretation of this apparent field en-
hancement is geometric, i.e. explained by assuming the
existence of microscopic protrusions on the metal surface
that locally enhance the electric field23–25. However, β
values of the aforementioned order correspond to protru-
sions with an aspect ratio in the same range, which have
never been observed on the studied surfaces, even when
high-resolution electron microscopy is utilized26.
The above discrepancy indicates that the classical
Fowler–Nordheim (FN) theory27–29 with its standard in-
terpretation for analyzing experimental data30 might be
insufficient to describe FE under certain conditions. The
FN equation29 that canonically describes FE was derived
assuming a mathematically flat planar metal surface with
a given work function, a free–electron model for the metal
bulk and a semi–classical approximation for the tunnel-
ing probability. It has already been shown that the FN
equation is valid only for surfaces with radii of curva-
ture larger than ≈ 20 nm31,32. Although the behaviour
of non-planar emitters has been studied extensively33–38,
these works relied on analytical approximations for the
surface potential barrier, the assumption of a smooth,
well defined surface for the emitter and a semi-classical
approach for the transmission probability.
One mechanism that could possibly contribute in the
explanation of the above unnaturally high apparent field
enhancement factors is the local increase of the field
emission current due to atomic–level surface defects such
as adatoms, adsorbates, atomic steps etc. Such defects
have already been shown to have a significant effect on
the work function39. Furthermore, field electron emis-
sion from atomic–scale features cannot be conceptually
treated with the classical FN theory, since most of its
assumptions are not valid. However, ab initio com-
putational techniques40–42 offer the ability to overcome
the above problems and directly calculate the emission
current densities for any surface configuration, without
adopting most of the mathematical simplifications of the
classical theory.
In this paper, we develop an ab initio computational
method to calculate the field emitted current from de-
fective metal surfaces. Our method combines density
functional theory (DFT) electronic structure calculations
with quantum transport methods. We use our method
to obtain the field emission characteristics from defective
Cu surfaces, with three different types of features, namely
adatoms, mono-atomic steps and two-layer pyramids. We
find that the current density and the corresponding ap-
parent field enhancement increase on the defective sur-
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2faces, compared to the clean one. However, this increase
is attributed mainly to the decrease of the correspond-
ing work function. The methodology developed here can
be used in the future to perform similar calculations for
various kinds of surface defects such as adsorbates, oxide
layers and larger nano-features.
The structure of the paper is the following: Section II
will introduce the theoretical background for this work.
Section III will describe the calculation of the field emis-
sion current. Section IV will show the results of the calcu-
lations and their interpretation using Fowler–Nordheim
plots. Limitations of the methodology and the interpre-
tation of the results will be discussed in section V. Fi-
nally, the conclusions drawn from the work will be given
in section VI.
II. THEORY
A. Field emission theory
Field emission is still most often described us-
ing the Fowler–Nordheim equation developed in the
1920s27,28,43. The Fowler–Nordheim theory makes sev-
eral approximations in order for the field emission cur-
rent to be analytically solvable. The metal is assumed
to be described by the free–electron jellium model, with
the ionic potential having a discontinuity at the surface,
where it changes to the vacuum potential. The surface
is assumed to be perfectly flat, reducing the problem to
one dimension. The jellium potential is smoothed by the
image potential, which has its image plane at the jellium
surface.
Murphy and Good29 give a rigorous mathematical
treatment of the problem with the assumptions above,
giving the emission current as an integral
J(φ, F, T ) = e
∫ ∞
0
dEz N(Ez, T )D(Ez, φ, F ) , (1)
where Ez = ~2k2z/(2m) is the normal (to the emitting
surface) energy component, k = (kx, ky, kz) is the wave
vector, m is the electron rest mass, φ is the work func-
tion, F is the applied electric field on the surface and T is
the temperature. N(Ez, T ) is the supply function, which
gives the normal energy–dependent flux of electrons to
the surface, and D(Ez, φ, F ) is the transmission proba-
bility, the probability for an electron to tunnel through
the surface potential barrier into the vacuum. Using the
above assumptions along with the semi-classical JWKB
approximation44 for the transmission coefficient, the in-
tegral can be solved analytically for low temperatures.
For T = 0 it yields the Fowler–Nordheim equation
J(φ, F, T ) =
aF 2
φτ2(F )
exp
[
−ν(F )bφ
3/2
F
]
, (2)
where a and b are universal constants and ν(F ) and
τ(F ) are well-known mathematical functions. Murphy
and Good also give a correction factor to the Fowler–
Nordheim equation for low non-zero temperatures.
Forbes45,46 gives interpretations of ν and τ , linking
them to the Gamow exponent G = − lnD(Ez, φ, F ) and
its derivative with respect to Ez at the Fermi level. The
barrier enhancement factor
ν(F ) =
G(EF, φ, F )
GET(EF, φ, F )
(3)
is the ratio of the Gamow exponent at the Fermi level to
that of the corresponding exact triangular barrier, while
τ(F ) is the same for the derivative of the Gamow expo-
nent with respect to the normal energy.
Two additional effects are often added to eq. (2) to
obtain the technically complete Fowler–Nordheim equa-
tion47. Due to geometric effects not taken into account
when assuming the planar surface, the electric field at
the surface can be larger than the macroscopic applied
electric field F . This is taken into account using the field
enhancement factor β, replacing F with βF . Also, a
multiplicative constant λ is added to the equation to in-
clude the effects of the band structure and other effects of
real materials which do not appear in the jellium model.
With these changes, the emission current density is given
by47
J(φ, F, T ) = λ
aβ2F 2
φτ2(βF )
exp
[
−ν(βF )bφ
3/2
βF
]
. (4)
B. Calculation from first principles
1. Deviation from Fowler–Nordheim theory
In the current work, we abandon simplifying approx-
imations used in the standard FN theory, in order to
provide a more realistic description of the field emitting
system from first principles.
First, the supply function N(Ez, T ) is modified to al-
low for arbitrary density of states. In the standard FN
theory which is based on the free electron model, the
electron states are considered to be plane waves, with an
isotropic parabolic dispersion relation E = ~2k2/2m and
a density of states that has a square root dependence on
the total kinetic energy. In this work, we use the density
of states as calculated by DFT, while approximating the
Bloch states as plane waves with free electron dispersion.
Thus, the supply function can be computed by integrat-
ing the density of occupied states over the slice of the
reciprocal space which corresponds to a certain normal
energy:
N(Ez, T ) =
∫ ∞
Ez
dE
fFD(E, T )ρ(E)√
8mE
. (5)
In the above formula, fFD is the Fermi–Dirac occupation
function, ρ is the density of states and E is the total
electron kinetic energy. Additionally, although we do not
3demand zero temperature for the occupation function,
the minute perturbative effect of the electron relaxation
at non-zero temperatures on the potential is neglected.
Second, we step away from the simplified model of a
jellium metal with a perfectly flat surface. Instead we
model the metal surface in density functional theory as
an atomic system for the computation of the potential
barrier. However, the electron momentum components
parallel to the surface were approximated as having no
effect on the transmission probability, which is exact only
under the assumption of a flat surface. This approxima-
tion is necessary in order to use equation (1). Other-
wise, computing the differential current density for each
electron kinetic energy would have required integrating
the transmission probability over the isoenergy surface,
which is too computationally demanding.48
Finally, in order to calculate the transmission proba-
bilities, we did not use the JWKB approximation44 as in
the classical theory29, or perturbative methods as in re-
cent ab-initio approaches41. We computed them numeri-
cally by using quantum transport theory, as described in
section III C.
2. Image potential
Since the potential obtained directly from DFT cal-
culations can be trusted at the level allowed by the
used functional, it is necessary to assess the reliability
of the selected functional in all regions of interest, which
in our case are bulk, surface and vacuum. Although
the Perdew–Burke–Ernzerhof (PBE) functional49 used in
this work is accurate in and near the metal, it fails to re-
produce the long-range exchange-correlation potential in
the vacuum50. The true exchange-correlation potential
in the vacuum over a smooth metal surface is known to
converge to the image potential51–53
V imxc (z) =
e2
4pi0
1
4(z − zim) , (6)
where zim is the location of the electrical surface, also
known as the image plane. The exchange-correlation po-
tential computed using the PBE functional decays expo-
nentially into the vacuum, which makes the computed
potential barriers too high.
In order to improve the description of the potential
barrier, the image potential was externally introduced as
an approximation of the true exchange-correlation poten-
tial in the vacuum region. The image plane was assumed
as being flat and parallel to the x-y plane. Its location is
known to be the z coordinate of the center of mass of the
charge layer induced by the applied electric field54–56.
Having computed the exchange-correlation potential
V PBExc in the vacuum region with DFT, the total potential
was modified as follows to take into account the image
potential. A smooth transition
Vxc = f(x)V
PBE
xc + [1− f(x)]V imxc (7)
from the exchange-correlation potential computed using
the PBE functional to the image potential was intro-
duced, where
f(x) =
{
1.0 , x ≤ 0
e−x/λx + (1− e−x/λx)e−x , x > 0 (8)
is the a weighting function and x = (d − d0)/λd is a
rescaling of the distance d = max(r, z′) − z′im. r is the
distance of the point for which the potential is being de-
termined from the nearest atom, z′ is the distance of the
point from the image plane and z′im is the distance of
the image plane from the topmost layer of atoms in the
metal, not counting the defect atoms. The form of the
smoothed Heaviside weighting function f(x) ensures that
the resulting exchange-correlation potential is continuous
and smooth. The d0 parameter determines how far from
the image plane the transition begins, λd determines how
long the transition distance is and λx determines how
abrupt the beginning of the transition is.
The computation of the center of mass was done by
splitting the metal slab into two parts in the z direction
so that the total charge on each side was that predicted
by Gauss’ law for the surface charge, and then calculat-
ing the quotient of the excess dipole moment of each side
and the corresponding surface charge. The excess dipole
moment was determined by subtracting the dipole mo-
ment of the same surface with no applied electric field
from the dipole moment of the surface being studied.
III. METHODS
A. Simulation setup
For this study we selected to to simulate the (111)
orientation of a Cu surface, since the expected effect on
the work function from atomic defects on this surface
is the strongest compared to other orientations. Three
different types of surface defects were studied along with
the clean surface, all shown in figure 1.
The first defect type was a step defect consisting of
an additional layer of FCC atoms covering half of the
surface. To exclude any finite size effect of the step due
to periodic boundaries in lateral directions, the length of
the cell perpendicular to the step was varied. The second
defect type was a single adatom in an FCC lattice site
on the surface. With periodic boundary conditions this
resulted in a surface with an adatom density given by the
inverse of the area of the supercell. The surface was kept
approximately square and its size was varied. The third
defect was a two layer triangular pyramid with the lower
layer atoms in FCC lattice sites. The system otherwise
resembled the adatom defect system. The surface was
kept approximately square and its size was varied.
We carried out all DFT calculations using the ver-
sion 5.3.5 of the Vienna Ab initio Simulation Pack-
age (VASP)57–60 with the Projector Augmented-Wave
4FIG. 1. (Color online) The studied surface defect types. Sub-
strate atoms are orange (bottom layers), surface atoms are
blue (top full layer) and atoms added by the defects are red
(incomplete layers). From top left to bottom right: clean sur-
face, step defect, adatom defect, pyramid defect. The extra
atoms of the step defect are in FCC sites. The adatom is in
an FCC site. The lower level of the pyramid is in FCC sites.
The clean surface and step defect images have periodic images
added to make the image clearer.
method (PAW)61,62. The used pseudopotentials were
from the version 54 dataset supplied with VASP. The
used pseudopotential for copper treated the eleven 3d
and 4s electrons as valence electrons and the rest of the
electrons as a frozen core.
1. Calculation details
All calculations used the Perdew–Burke–Ernzerhof
(PBE) exchange-correlation functional49. The electronic
convergence criteria was set to a change of less than
10−7 eV in the total energy and the Kohn–Sham eigen-
values. The convergence criterion for the ionic relaxation
was set to 10−6 eV in the total energy, which resulted in
remaining forces of order 10−3 eV A˚
−1
.
The convergence of the plane wave energy cutoff, k-
point sampling, smearing method and parameter and
lattice constant was tested using a bulk FCC copper
system with one atom in the simulation cell. The cho-
sen parameters were Ecut = 800 eV for the energy cut-
off and ka ≥ 45 A˚ for the k-point sampling, where a is
the simulation cell size and k the number of k-samples
in each direction. A value σ = 0.2 eV was chosen for
the first order Methfessel–Paxton63 smearing parameter,
and a0 = 3.635 A˚ for the lattice constant. The energy
cutoff and k-point sampling were chosen so that the esti-
mated error from each was less than 1 meV, the smearing
parameter was chosen to give a small energy difference
to using the tetrahedron smearing method with Blo¨chl’s
corrections64, and the lattice constant was determined
with a resolution of 1 mA˚.
The unit cell for the surface calculations was chosen
to be the minimal orthorhombic FCC unit cell with the
(111) direction along the z axis and the x direction being
along the shorter cell edge. The unit cell contains three
layers of two atoms. The lowest layer has the atoms in
the corner and in the middle of the cell, and the atoms in
the other layers are shifted by a third of the cell length
in the y direction each. The ionic positions were relaxed
in all surface calculations with the bottom 2 layers being
fixed to the bulk positions.
We also performed convergence tests with regard to
the number of slab layers and the thickness of the vac-
uum layer, using a system consisting of a single unit cell
in the x-y plane with a variable number of slab layers
and variable vacuum thickness. Additionally, we stud-
ied the convergence of the work function and the inter-
layer spacing of the slab. In these tests, we found that
the inter-layer spacing converges for a slab thickness of
8 atomic layers. A vacuum layer of approximately 30 A˚
was sufficient to achieve convergence of the work function
within 10 meV uncertainty while leaving enough vacuum
space for the defect structures.
The convergence with regard to the size of the supercell
parallel to the surface was done separately for each defect
type. The used criterion for convergence was the effect
of the defect on the work function being approximately
inversely proportional to the size of the surface. The
criterion effectively means that the area furthest from the
defect is equivalent to the clean surface. The resulting
surface sizes were 1× 8 unit cells for the step defect and
4× 2 unit cells for the adatom and pyramid defects.
B. Potential barriers
The potential barrier of interest for the tunneling of
electrons into the vacuum is the one found at the surface
of the slab. The potential oscillations inside the slab
due to the atoms are far below the Fermi level and not of
interest in the current work. The total local potential was
taken from the DFT calculations described above merged
with the image potential as described in section II B 2.
The parameters for the transition from the PBE po-
tential to the image potential were found by optimizing
them for the clean surface, ensuring that the potentials
merge smoothly near the region where the distance be-
tween them is the shortest (see Fig. 2). This optimiza-
tion resulted in choosing the following values for the pa-
rameters used in expression (8): d0 = 1.5 A˚, λd = 1.0 A˚
and λx = 0.75 A˚.
The center of mass of the excess charge was found to
be (1.56± 0.08) A˚ above the top atomic plane in the slab
with the clean surface. This is slightly further out than
the result for jellium slabs of ≈ 1.13 A˚55.
The exchange-correlation potential V PBExc was com-
puted as the difference between the total local potential
and the Hartree potential, which are outputs of VASP.
Due to unphysical noise in the exchange-correlation po-
tential approximately 5 A˚–8 A˚ above the surface layer,
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FIG. 2. (Color online) The transition between exchange-
correlation potentials for the clean surface with an applied
electric field of 2 GV m−1. The PBE exchange-correlation
potential, the image potential and the resulting exchange-
correlation potential are shown. The noise in the vacuum re-
gion for the PBE potential is a result of a small (≈ 10−10 A˚−3)
amount of electrons in the vacuum due to the numerical ap-
proximations in the DFT calculation.
V PBExc was numerically smoothed. The smoothing re-
moved the noise while only negligibly effecting the form
of the potential. We performed the smoothing by apply-
ing to each grid line in the z direction a seventh order,
71-point (≈ 1.75 A˚) Savitzky–Golay filter. After that, we
applied two uniform filters, the first with a 5× 5× 5 grid
point stencil and the second with a 3 × 3 × 3 grid point
stencil.
Figure 2 demonstrates the shape of the modified
exchange-correlation potential in a solid line. In the same
figure, the original PBE and image potentials are shown
in dashed lines with green and red colors, respectively.
C. Quantum transport
This section describes the steps necessary to calculate
the field emission current densities from the studied sur-
faces of interest (see Fig. 1), using the supply function
and the potential grid from the DFT calculations, cor-
rected to include the image potential.
The numerical quantum transport calculations were
carried out using the Kwant code42 (version 1.3.2), which
implements the computation of transport properties for
systems described by tight-binding Hamiltonians. The
latter result from applying the finite difference method on
the single-particle Schro¨dinger equation, assuming a cer-
tain potential distribution V , which is pre-calculated by
DFT. The resulting tight-binding Hamiltonian includes
only onsite terms V + 2
∑
i Ti and nearest-neighbor in-
teractions −Ti, where Ti = ~2/(2ma2i ) is the hopping
energy for the grid spacing ai in the direction i. In the
0 20 40 60 80
z (A)
0.0
2.5
5.0
7.5
10.0
12.5
15.0
P
o
te
n
ti
a
l
V
(z
)
(e
V
)
Mean
Maximum
Minimum
FIG. 3. (Color online) The potential outputted by VASP
after processing. The mean, maximum and minimum of the
potential is computed for each plane. The zero energy is fixed
so that the Fermi level has the correct height below the top
of the potential barrier. The system has a clean surface and
an applied field of 2 GV m−1. The minimum and maximum
values are nearly identical in most of the plot.
tight-binding formalism, semi-infinite leads with uniform
constant potential are defined for the metal and vacuum
regions perpendicular to the surface. Then the scattering
matrix of the transport modes in the leads is calculated
by the wave function matching method.
Since the quantum transport calculations were done
in the jellium approximation, it was necessary to define
the constant potential level inside the metal. The output
from DFT only gives the potential barrier in relation to
the Fermi level, so the constant potential in the metallic
lead had to be determined otherwise. Here we adopted
the standard practice of choosing it as the bottom of the
valence band30,65. However, we found that the if the zero
potential is sufficiently deep (several eV below EF ), its
position does not affect significantly the resulting trans-
mission coefficients. The density of states in all calcula-
tions was nonzero only in a continuous area around the
Fermi level. Hence, our choice is determined by the low-
est energy valence electron state, which has zero kinetic
energy in the used electron model.
After adding the image potential in the vacuum region,
the total potential had to be processed in order to be
used in the quantum transport calculations. Details of
this procedure are given in appendix A. The shape of the
processed potential is shown in figure 3.
We used the processed potential as the scattering sec-
tion of the system in the quantum transport calculations.
Identical leads were attached to the metal and the vac-
uum. The leads were at the zero potential and had the
same translational symmetry as the potential grid, so the
wave functions in the leads were plane waves. While this
is correct inside the metal in the jellium model, the po-
tential far away in the vacuum should decay linearly due
6to the electric field. However, this difference in the po-
tential is far below the Fermi level, so its effect on the
calculations was negligible.
Using the planar surface approximation for the sup-
ply function means that the momenta of the incoming
waves parallel to the surface are approximated as irrele-
vant for the transmission probability. They were there-
fore set to zero, making the only relevant incoming mode
the one with zero transverse energy. The transmission
probability was computed as the sum of the transmission
probabilites from the lowest mode in the metal lead to
all modes in the vacuum lead. The single-mode trans-
mission probabilities were computed from the scattering
matrix, the primary output of the Kwant calculation.
The transmission probabilities were computed for en-
ergies from 3 eV below the Fermi level to 5 eV above the
Fermi level with a resolution of 0.1 eV. The resolution
was changed to 0.025 eV for 0.1 eV to either side of the
Fermi level due to the importance of this area for the
field emission current.
After computing the transmission probabilities, the
differential current densities were computed as the prod-
uct of the transmission probability and the supply func-
tion. The total current density from the studied surface
was then computed by integrating the differential cur-
rent density over the normal energy, as in eq. (1). The
numerical integration was done using Simpson’s rule.
IV. RESULTS
A. Work functions
We computed the work function for each surface as
the difference between the converged Hartree potential
in the vacuum and the Fermi level using the calculations
without applied electric field. The Hartree potential was
fully converged to the vacuum value in each calculation,
as can be seen in figure 4.
The work function values for the converged surface
sizes are shown in table I. One can see that, as expected,
the work functions are lower for the defect systems than
for the clean surface. The effect on the work function is
largest for the pyramid defect and smallest for the step
defect, meaning that the defects which cause a rougher
surface have smaller work functions. This is expected
due to the effect of Smoluchowski smoothing66.
The work function of the clean surface is expected to
be lower than the experimental value of 4.94 eV67, as the
PBE functional underestimates work functions by 0.3 eV
on average68. The computed value is in good agree-
ment with the literature value for the PBE functional,
4.78 eV69. The reduction of the work function by 6.7 %
for the adatom defect is in good agreement with the cal-
culations of Djurabekova et al.39, which yielded a reduc-
tion of 5.9 % for the copper (100) surface using the same
criteria for the size of the surface.
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FIG. 4. (Color online) Hartree potentials for the systems
without applied electric fields. The zero potential is the Fermi
level. The work functions can be read off as the potential value
at the right edge of the figure.
System Work function φ (eV) ∆φ (eV) ∆φ (%)
Clean surface 4.76 0.00 0.0
Step defect 4.66 −0.10 −2.1
Adatom defect 4.44 −0.32 −6.7
Pyramid defect 4.25 −0.51 −10.7
TABLE I. The work functions determined for the different
surface defects with converged surface sizes. ∆φ is the differ-
ence to the clean surface work function.
The validity of comparing the computed work func-
tions of different systems is discussed in section V A.
B. Transmission probabilities and emission
currents
Figure 5 shows the computed transmission probabili-
ties as a function of the normal energy. One can see that
the transmission probability is higher for a system with
a smaller work function or a larger applied electric field.
The order of the transmission probabilities for the differ-
ent defect types is the same for all applied electric fields,
and is the same as in table I.
All transmission probability curves are qualitatively
similar to those for the Schottky–Nordheim barrier. No-
tably, all of the curves are almost parallel near the Fermi
level, with differences in their slope appearing only at
higher energies near the top of the barrier, which are ir-
relevant for field emission due to the Fermi–Dirac statis-
tics causing the supply function to vanish. The curves are
steeper for the lower applied fields, because the width of
the barrier increases faster as the energy decreases.
The curvature of the plots near the Fermi level is small,
which justifies the use of the standard Fowler–Nordheim
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FIG. 5. (Color online) Transmission probabilities for the dif-
ferent surface defects as a function of the normal energy. The
plot for the clean surface and step defect are almost on top
of each other for F > 1 GeV m−1.
equation for finding the field enhancement factors, as its
derivation is based on a linear approximation of the trans-
mission probability near the Fermi level.
The computed densities of states for the different sys-
tems differed from each other only negligibly. An ex-
ample can be seen in figure 6. They closely resembled
the density of states of bulk copper, with a small back-
ground from the 4s electrons and a peak approximately
1.5 eV below the Fermi level from the 3d electrons. Since
the energies with large densities of states are significantly
below the Fermi level, they are not of significant impor-
tance for field emission. Neglecting the peak, one could
approximate the density of states by the free electron
parabola, which would result in the introduction of a
constant correction factor to the emission current.
The differential current densities j(Ez), the emission
current density per unit normal energy from electrons
with the normal energy Ez, is shown at room tempera-
ture as a function of the normal energy in figure 7. The
temperature determines the slope of the decrease above
the Fermi level, which becomes infinite for zero temper-
ature. Thus, the finite temperature contributes to the
emission current from energies above the Fermi level.
The qualitative comparison of the curves for different
systems similar to the one for the transmission probabil-
ities, since the density of states which also affects j(Ez)
is almost the same for all systems. However, the irregu-
lar shape of the computed density of states has a visible
effect on the j(Ez) curves, appearing as a slight increase
of j(Ez) at Ez ≈ −1.5 eV.
The integrated total currents are listed in table II.
One can see that the current density for the Schottky–
Nordheim barrier is larger than the current density com-
puted for the clean surface by a factor of approximately
2–5 for all computed electric field strengths. Overall, one
can see that the differences between the systems become
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FIG. 6. (Color online) The density of states computed for the
system with a clean surface and no applied electric field. The
densities of states for the other systems showed no significant
differences. The free electron density of states corresponding
to the same electron density in the slab is shown for compar-
ison.
System
Field
1 GV m−1 2 GV m−1 3 GV m−1
S.–N. barrier 3.96 ×10−17 2.19 ×10−1 4.69 ×104
Clean surface 8.75 ×10−18 9.23 ×10−2 1.76 ×104
Step defect 1.33 ×10−16 1.52 ×10−1 1.84 ×104
Adatom defect 1.15 ×10−14 1.21 7.98 ×104
Pyramid defect 9.53 ×10−12 2.66 ×101 7.13 ×105
TABLE II. Field emission electron currents for the different
systems and electric fields at zero temperature in A m−2. The
results for the Schottky–Nordheim barrier are shown for com-
parison.
smaller as the electric field increases. The increase of the
emission current caused by the defects is large, about 3
orders of magnitude for the single adatom and 6 for the
pyramid defect with the smallest electric field.
C. Fowler–Nordheim plot analysis
In order to assess the effects of the various surface
irregularities on the parameters usually extracted by
field emission measurements, we shall perform Fowler–
Nordheim plot analysis on the calculated current den-
sities. For this purpose, we shall linearize eq. (4) by
approximating the parameter ν(F ) as a linear function
of the applied electric field, ν = ν0 + ν1F and the pa-
rameter τ as a constant τ0. The parameters ν0 and ν1
were computed from least squares fits to the computed
emission currents, and it was found that ν0 ≈ 1 for all
systems while ν1 varied. The linear approximation was
justified post hoc, as it leads to linear Fowler–Nordheim
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FIG. 7. (Color online) The differential current densities for
the different surface defects as a function of the normal energy
at room temperature. At zero temperature the differential
current density vanishes abruptly at the Fermi level but is
almost exactly the same for Ez < EF − 0.1 eV. The plot for
the clean surface and step defect are almost on top of each
other for F > 1 GeV m−1.
plots, which were observed. The resulting linearized form
of the Fowler–Nordheim plots is
ln
(
J
F 2
φ
a
)
︸ ︷︷ ︸
Y
= − 1
β
ν0bφ
3/2
F︸ ︷︷ ︸
X
− ν1bφ
3/2
β
+ ln
(
λ
β2
τ20
)
︸ ︷︷ ︸
constant
. (9)
The field emission currents computed for the different
defect type and applied electric fields are plotted in a
Fowler–Nordheim type plot of the form (9) in figure 8.
One can see that the plots are linear, with slopes very
similar to the F-N equation (S-N barrier), which is unity.
We shall now define the effective field enhancement fac-
tor (or slope correction factor) β for each system, as the
inverse of the slope of each curve. We call it effective field
enhancement because it accounts for all the possible ef-
fects that induce a change in the slope of the F-N plot,
equivalent to an actual electrostatic field enhancement of
the same magnitude.
In figure 8, curves have similar slopes that deviate less
than 2% from unity. Thus, the effective field enhance-
ment factors induced by the simulated defects are in-
significant. This was also verified using linear fits to the
plots, which show that β is unity to the accuracy allowed
by this work. This means that the increase in the emitted
currents due to the surface defects can only be a result
of the decrease of the local work function.
The remaining difference between the computed plots
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FIG. 8. (Color online) Fowler–Nordheim plots for the dif-
ferent surface defects at zero temperature. The Schottky–
Nordheim barrier result with no field enhancement is shown
for comparison. In the chosen linearization the field enhance-
ment factor is the reciprocal of the negative slope.
and the reference plot for the S–N barrier is simply an
approximately constant factor, which is smaller for the
studied systems than for the reference system. This
means that the technically complete Fowler–Nordheim
equation (4) is sufficient to describe the field emission
from the studied surfaces, given that correct values for
the work function φ and the constant pre-factor λ have
been obtained.
However, in standard experimental circumstances, it
is impractical to obtain an accurate value of φ for de-
fective surfaces, and a conventional clean-surface value is
usually assumed. In this case, the change in the slope
of the F-N plot due to the different φ is interpreted as
field enhancement. The apparent field enhancement fac-
tor βapp, i.e. the β extracted from the F-N plot when a
certain value φa is assumed for the work function, can be
deduced from equation (9) (neglecting small differences
in ν0) as
βapp =
(
φa
φ
)3/2
β , (10)
where φ is the real work function and and β the effec-
tive field enhancement factor of the surface (unity in our
calculations). The ratio of the assumed and real work
functions is greater than unity because of the surface de-
fects.
Figure 9 shows the same plots as figure 8, with the dif-
ference that the work function and barrier enhancement
parameter are assumed to be those of the clean surface
for all surface defects. One can see that the slopes of the
plots are now different due to the scaling of the abscissa
with the work function. The apparent field enhancement
factor of the adatom and pyramid defects, as extracted
using eq. (9) are now approximately 1.14 and 1.24 re-
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FIG. 9. (Color online) Fowler–Nordheim plots for the dif-
ferent surface defects at zero temperature. The work func-
tion and ν0 parameter are set to those of the clean surface
in all plots. The Schottky–Nordheim barrier result with no
field enhancement is shown for comparison. In the chosen
linearization the field enhancement factor is the reciprocal of
the negative slope.
spectively.
V. DISCUSSION
A. Work function determination
Much of the analysis in this work is based on quantify-
ing the effect of a surface defect on the work function of a
metal surface. The work function as computed here, is ef-
fectively a property averaged over the whole cell surface.
It is therefore clear that the effect of a single defect on the
calculated work function depends on the size of the cell,
or in other words the coverage density of defects. This
means that the comparison of the work function changes
among different defect types is meaningful only if they
all have the same size, i.e. the same surface coverage.
Furthermore, the cell size has to be sufficiently large,
so that the defects do not interact with their periodic
images. In order to assure this, we adopted a method
given in an earlier work by Djurabekova et al39, which
studied the effect of an adatoms and step defects on a
copper (100) surface on the work function. The change
of the work function resulting from a change in the lat-
eral size of the slab is studied and convergence is reached
when the change in the work function due to the defect
is inversely proportional to the surface size, ∆φ ∝ 1/S,
or equivalently proportional to the coverage. This corre-
sponds to a situation where the local changes around the
defect do not affect the area near the periodic boundaries
and the defects can therefore be considered as isolated.
For one dimensional defects such as the step, the con-
vergence criterion must be modified to take into account
that the coverage depends only on the length of the su-
percell perpendicular to the step, ∆φ ∝ 1/Ly.
B. Apparent field enhancement
One important result of this paper is that small surface
defects, such as the ones simulated here, do not cause any
significant change to the slope of the Fowler–Nordheim
plot, apart from the one attributed to the modification
of the work function. In other words, they do not in-
duce any significant effective field enhancement in the
field emission characteristics of a metal surface. There-
fore, such defects alone, cannot explain the increased field
emission currents and apparent field enhancements mea-
sured experimentally from clean Cu surfaces26. However,
the reduction of the work function, which is not taken
into account when analyzing F–N plots (a uniform value
φ =4.5 eV is usually considered for Cu26), might con-
tribute in the overestimation of the field enhancement.
Although these apparent field enhancement factors due
to work function decrease are small, they are produced
by A˚-scale defects of copper. Surface contaminants which
lower the work function (see e.g. ref. 70) and larger de-
fects which cause more surface roughness can cause much
larger apparent field enhancement factors, which might
provide an explanation for at least part of the field en-
hancement factors reported in experimental works.
The effect of finding large field enhancement factors
due to disregarding the local work function has been
studied before71,72, where it was found that the field en-
hancement factors for clean surfaces are approximately
1–5 if the local work function is significantly lowered.
C. Limitations of the method
The method developed in this work is valuable for cal-
culating field emission characteristics beyond the classical
models. However, there are certain limitations imposed
by the approximations that have been adopted.
First, the electrical surface of the slab, used to define
the image plane, was assumed to be flat for all of the
studied systems, even those with defects. This is due
to the image potential only being known as the correct
asymptotic exchange-correlation potential in the vacuum
for a flat surface. This approximation limits the sizes of
the surface and the defect structure which can be studied
using the method described. A very high defect such as a
nanorod would raise the computed electrical surface high
above the surface of the surrounding clean surface. The
effect of the image potential on the potential barrier there
would therefore be removed and the potential would be
too high. Also, using the image potential in the area
around the nanorod would be questionable.
Second, the electric fields accessible by the specific
DFT method used here are limit to about 3 GV/m. The
10
standard field range for which field emission measure-
ment from materials with Cu-like work function are taken
is 3-7 GV/m35. Thus, the highest field achieved in our
calculations lies in the lower limit for experimentally de-
tectable field emission currents. However, although the
current densities calculated for lower fields (1-2 GV/m)
are not experimentally measurable, they are theoretically
invaluable for calculating the slope of F–N plots and com-
paring with classical emission models.
VI. CONCLUSIONS
We developed a methodology for performing ab ini-
tio calculations of field emission currents from metal sur-
faces using density functional theory and quantum trans-
port calculations. The method was then used to analyze
the effect of atomic-scale defects on copper surfaces on
the field emission current and to determine the valid-
ity of the Fowler–Nordheim equation for these surfaces.
The defects were found to decrease the work function,
with the decrease being larger for defects with higher
roughness. The largest local decrease of the work func-
tion was found to be 0.51 eV, corresponding to an ap-
parent field enhancement of 1.24 if the flat-surface work
function were used. The analysis of the field emis-
sion currents determined using the developed method
showed that the Fowler–Nordheim equation provides a
good qualitative description of the field emission from
surfaces with atomic-scale defects. For a quantitative
comparison, the equation must be extended to the tech-
nically complete Fowler–Nordheim equation with a mul-
tiplicative pre-factor which depends on the specific ma-
terial and surface configuration and can be calculated
using our method. Building up on this work, the devel-
oped methodology can be used and expanded to calculate
field emission characteristics of more complicated small
surface structures and defects, or materials that cannot
be described with the classical emission models.
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Appendix A: Details of processing the potential
After adding the image potential in the vacuum region,
the potential still had to be processed in order to be used
in the quantum transport calculations where the jellium
model for the slab is considered. First, the potential was
cropped to the dipole correction, removing the periodic
image of the lower side of the slab. Second, most of the
slab was cropped from the potential, leaving only 4 A˚ of
slab below the top atomic plane of the substrate. This
was only done to reduce the computational expense of
the calculations and has no effect on the results.
Third, the potential in the vacuum was extended to
the zero potential level of the jellium model. This was
necessary because of the limited vacuum height used in
the DFT calculations. A least squares fit was made to
the potential for each grid line in the z direction within
the upper third of the vacuum region. The fitted function
was of the form
V (z) = A− eFz − e
2
4pi0
1
4(z − zim) , (A1)
where A is a fitting parameter, F is the applied electric
field and zim is the location of the image plane. Using
the applied electric field instead of making it a fitting
parameter is justified, as checking the potential output
by VASP revealed that the electric field was equal to the
applied electric field everywhere in this region within the
margin of numerical error. Fitting the electric field would
have caused slightly different values for neighboring grid
lines and therefore discontinuities in the continued po-
tential far from the surface.
Fourth, the potential grid was undersampled 12 times,
in order to reduce the required computational resources
to feasible levels, while maintaining a sufficient accuracy.
This was found to increase the computed transmission
probability near the Fermi level by approximately 20 %
compared to undersampling the potential only 4 times
(computing a reference using no undersampling was not
feasible). The undersampling did not break the trans-
lational symmetry of the potential grid. The resulting
potential grid had a spacing of approximately 0.32 A˚, al-
lowing plane waves with up to 37.6 eV kinetic energy to
be described, while the largest energy required for the
calculations was approximately 15 eV.
Finally, the potential inside the slab was clamped to
the zero potential in order to emulate a jellium slab. For
each grid line in the z direction, the last place where the
potential crossed the zero potential before the surface
barrier was found. If this did not happen for a grid line,
the z coordinate of the top atomic plane was chosen. The
potential in the area below the surface determined above
was set to the zero potential.
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