or six independent variables, the number increases to 31 and 63, respectively.
Some researchers have suggested factor or cluster analysis as a method of collapsing myriad variables into fewer, more manageable groups (Mood, 1969; Seibold & McPhee, 1979; Wisler, 1972 , as cited by Rowell, 1991) . However, Rowell (1991) also notes that this action defeats the purpose of commonality analysis, in that the ability to identify the most useful individual variable is lost. Tables 1 and 2 list the equations required for three and four predictor variable commonality analyses.
These computations for commonality analysis are not included in any of the commonly available statistical soft ware packages (Onwuegbuzie & Daniel, 2003) . 2 As was illustrated above, the computation of unique and non unique variance is cumbersome, requiring that these series of formulas be written and applied to output from mul tiple computerassisted statistical analyses through either (1) manual calculations or (2) assistance of a spreadsheet program (still requiring that the formulas and statistical analyses output be manually entered into the spreadsheet program). To simplify this process and make commonal ity analysis accessible to more researchers, a program was developed to automate the calculation of unique and com mon elements in commonality analysis.
Program Description
In order to facilitate data analysis and accessibility, the statistical package R was used. R is a free statistical pro gramming language and environment for the Unix, Win dows, and Mac families of operating systems (Hornik, 2007) . R is gaining popularity in the behavioral, educa tional, and social sciences, as evidenced in part by the re cent introduction of the Methods for Behavioral, Educational, and Social Sciences (MBESS) R package (Kelley, 2006) . Instructions for downloading and installing R, as well as other R documentation and resources, are available on the RProject Internet homepage (R Development Core Team, 2007) .
The commonality coefficient program is an R pack age based on Mood's (1969) procedure for computing commonality analysis formulas for any number (k) of
Calculation of Commonality Coefficients
The unique contribution (U) of a predictor variable is the proportion of variance of the dependent variable that is at tributed to it when it is entered last in a regression analysis. In other words, the unique contribution is the squared semi partial correlation between the predictor variable of interest and the dependent variable, after partialling out all the other predictor variables (Pedhazur, 1997) . For example, in the regression case with two predictor variables, i and j,
and 
(4) The number of equations required for a commonality analysis is 2 k  1 components, where k is the number of predictor variables in the regression analysis. Therefore, the complexity of commonality analysis increases expo nentially with the number of variables entered into the model. For example, in conducting a commonality analy sis with four independent variables, 15 unique and combi nations of variance accounted for are generated. With five 
Table 2 Unique and Commonality Formulas for Four Predictor Variables
The resultant lists are then processed to calculate the commonality coefficients. For each item on the list, the R 2 value is retrieved from the commonality matrix. All of the retrieved values are summed to produce the commonality coefficient. Each R 2 value retrieved is added to the sum if the list entry is positive, or it is subtracted from the sum if the list entry item is negative.
The function outputs a list of two tables. The first table contains the list of commonality coefficients, as well as the percentage of variance associated with each effect. The second table provides a total of the unique and com mon effects for each independent variable.
Conducting a Commonality Analysis: A Practical Example
For illustrative purposes, data from the Holzinger and Swineford (1939) study are used to contextualize the dis cussion. The Holzinger and Swineford study consisted of 26 tests administered to 301 students from Paster School and GrantWhite School. These tests measured the stu dents' spatial, verbal, mental speed, memory, and math ematical ability. These data were selected because of their logical utility for demonstrating the techniques discussed in this article and because the reader would also have the opportunity to generate the analysis.
Data from four tests in the Holzinger and Swineford (1939) study were utilized for the present analysis; these four tests and the rest of the complete data set are readily available in the MBESS R package. The simplest way to get MBESS is to use the "install package(s)" facility. Once the package is installed, the commands listed in Table 3 will load the data set into the data editor and will attach the data set into the R search path so that variables can be directly accessed by simply giving their names.
Replicating Oxford and Daniel's (2001) initial regres sion analysis, data from a paragraph comprehension test (paragrap) was regressed on four verbal tests: (1) gen eral information (general), (2) sentence comprehen sion (sentence), (3) word classification (wordc), and (4) word meaning (wordm) to determine the extent to which verbal ability predicts paragraph comprehension (Table 4 lists commands to accomplish this regression). Perfor mance on the four selected verbal tests explains 61.14% of the performance on the paragraph comprehension test.
Next, the commonality coefficient package was uti lized to perform a commonality analysis in order to an swer the following questions. (1) What percentage of the explained variance in paragraph comprehension is associated with unique effects (i.e., general information, sentence comprehension, word classification, and word meaning)? (2) What percentage of explained variance in paragraph comprehension is associated with firstorder predictor variables. In Mood's (1969) procedure, (1  x) was used to represent variables in the common variance subset, and (x) was used to represent variables not in the common variance subset. By negating the product of the variables in the subset and the variables not in the sub set, deleting the 1 resulting from the expansion of the product, and replacing x with R 2 , Mood (1969) noted that the formula for computing any commonality coefficient can be derived. For example, Formula 5 represents the variance common to the subset of Variables 1 and 3 out of four independent variables:
(5) The commonality coefficient program begins by creat ing a bit matrix containing a column for each commonality coefficient and a row for each independent variable. The number of independent variables determines the number of commonality coefficients (2 k  1). Each column con tains the binary representation of the coefficient ID (1 to 2 k  1). The commonality coefficient ID also represents the associated common variance subset independent vari able IDs. For example, the variance common to the subset of Variables 1 and 3 out of four independent variables is associated with commonality coefficient 5.
Each column in the bit matrix is analyzed to conduct all possible regressions (2 k  1) for the number of inde pendent variables. A one indicates that the independent variable is to be included in the regression formula. A zero indicates that the independent variable is to be excluded from the regression formula. Thus, if a column contains a one in Rows 1 and 2, along with zeros in all the other rows, the dependent variable would be regressed by Inde pendent Variables 1 and 2, yielding R 2 y.x 1 x 2 . The resulting R 2 values are stored in a commonality matrix, indexable by the associated commonality coefficient ID.
To determine the R 2 values to be used in computing a commonality coefficient C n , the algorithm accesses the bit matrix at Column n (i.e., for C 1 , access Column 1). Each entry in the column represents the contribution for an inde pendent variable, where Row m represents the independent variable ID. A one indicates that the independent variable is in the common variance subset and is processed as (1  x m ) . A zero indicates that the independent variable is not in the common variance subset and is processed as (x m ).
For each C n , the index of R 2 values is seeded with either (0, m) or (m) on the basis of whether the first indepen dent variable is or is not in the common variance subset. The list is then manipulated on the basis of the status of the remaining independent variables. Independent vari ables not in the common variance subset cause the list to be processed by a sequential arithmetic or of the absolute values of the entries on the list with the entry (m) and an exclusive or of their signs. Independent variables in the common variance subset cause the list to be concatenated with the results of sequential arithmetic or of the absolute values of the entries on the list with the entry (m) and an exclusive or of their signs. common effects. Notable exceptions were the sentence and wordm variables.
The second part of the table in the sample output (see Table 6 ) provides another view of the commonality ef fects. The unique effect for each predictor is tabularized, as well as the total of all common effects for which the predictor is involved. The last column is a sum of the unique and common totals. These totals can be compared alongside the B (unstandardized) weights resulting from the multiple regression to add another layer of consider ation when determining which variables are important to a regression equation (see Table 7 ). In this example, the re gression coefficients for the general and wordc vari ables are statistically insignificant. Although their unique contributions to the regression effect (.0039 and .0029) are consistent with these findings, combining these con tributions with their total involvement in common effects presents a different picture. In total, the general and wordc variables were involved with 70.85% and 55.41% of the explained variance (R 2 ) in passage comprehension. Therefore, although these variables provided little unique contribution to the regression effect, they did share a sig nificant amount of variance with the regression effect.
Note that the percentage of variance explained by each variable generated from the commonality analysis can also be computed as a squared structure coefficient from a regression analysis, with identical results. A structure coefficient is the bivariate correlation between predic tor scores and the predicted values (ŷ) resulting from a regression equation (Courville & Thompson, 2001; Thompson, 2006) . A squared structure coefficient, there fore, represents the amount of variance that a predictor shares with the regression effect. For a given predictor (x), the squared structure coefficient can be computed using the formula where r 2 x.y equals the square of the bivariate correlation between x and y, which can also be derived by summing x's unique and common effects. The benefit of employ ing commonality analysis in conjunction with the analy sis of squared structure coefficients is that the researcher common effects (i.e., general information and sentence comprehension, general information and word classifi cation, sentence comprehension and word classification, general information and word meaning, sentence com prehension and word meaning, and word classification and word meaning)? (3) What percentage of explained variance in paragraph comprehension is associated with secondorder common effects (i.e., general information, sentence comprehension, and word classification; general information, sentence comprehension, and word meaning; general information, word classification, and word mean ing; and sentence comprehension, word classification, and word meaning)? (4) What percentage of explained variance in paragraph comprehension is associated with the thirdorder common effect (i.e., general information, sentence comprehension, word classification, and word meaning)?
To perform the commonality analysis, functions in the commonality coefficient package were run with the com mands listed in Table 5 . The resulting output is presented in Table 6 . The first part of the table of the output presents the partitioning of the regression effect. Note that the total of the commonality coefficients is equal to the R 2 from the regression analysis (i.e., .6114). The individual entries in the table can be used to determine how much variance is explained by unique effects, firstorder common ef fects, secondorder common effects, and so forth, as well as which coefficients contribute most to the regression effect. In this example, the thirdorder effect (.2637) con tributed 43.14% of the explained variance in paragraph comprehension (.6114). The secondorder effect, involv ing the general, sentence, and wordm variables, provided 16.28% of the regression effect. The firstorder effect, involving the sentence and wordm variables, provided 7.69% of the explained variance in paragraph comprehension. Finally, the sentence and wordm vari ables uniquely provided 8.79% and 5.54%, respectively, of the explained variance in paragraph comprehension. In total, these five effects account for over 81.44% of the explained variance in paragraph comprehension (note that this is 81.44% of the effect, not of the total variance in the dependent variable). These results indicate that a large amount of the regression effect was explained by CCData=commonalityCoefficients(HS.data, "paragrap", list("general", "sentence", "wordc", "wordm"), "F") Command 2:
print (CCData) monality coefficients in the multiple regression context. The R functions that make up the commonality coefficient package appear in the Appendix and can be obtained at no cost by contacting the corresponding author. It is the intention of the authors to continue development on this package. Further improvements could include updating the package to accommodate other multivariate analysis (e.g., canonical correlation) and converting the package so that it can be utilized with the Statistical Package for the Social Sciences (SPSS).
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can determine how much variance each variable uniquely contributes and how much each shares, if any, with every other variable in the regression.
Conclusions and Future Developments
It appears that commonality analysis is an analysis that few researchers are using. Not only is there the pos sibility that researchers do not understand the value of conducting a commonality analysis, the dearth of a pro gram for computing the tedious calculations involved with a large set of predictors most certainly provides an obstacle.
By conducting a commonality analysis, researchers can clearly see the components of a regression effect, as well as examine how much variance a variable contrib utes uniquely or in common with other variables. In the heuristic example provided, the commonality analysis data showed that the majority of the regression effect was explained by a small subset of unique and common effects. It further showed that each of the predictors shared a significant amount of variance with the regres sion effect.
The software package presented provides researchers with a straightforward vehicle with which to compute com ## Determine the number of independent variables. ivlist <-unlist(ivlist) nvar=length(ivlist)
## Generate an ID for each independent variable to 2^(n-1). ivID <-matrix(nrow=nvar,ncol=1) for (i in 0: 
