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Ecologically relevant computations are carried out by a
complex interaction of adaptive dynamics, through a
variety of activity-dependent modifications of synaptic
and intrinsic neuronal properties. Such modifications
ought to be robust and reliable enough to endow neuro-
nal circuits with the ability to learn from and operate
upon complex, dynamic environmental variables.
On the lower levels of the cortical processing hierar-
chy, continuous data streams representing the environ-
ment are parsed, in order to isolate and attend to salient
and invariant features (’perceptual objects’), upon which
higher order cortical networks will operate, by flexibly
evaluating the dynamic relations between such structural
elements [1]. The formation of stable representations of
spatial/spectral environmental features (stimulus selec-
tivity) along with the related ability to discriminate such
features and their combinations is known to be continu-
ously shaped and refined by synaptic plasticity mechan-
isms, and it has been recently demonstrated that
correlation-based inhibitory plasticity has an important
role to play in such computations (see, for example, [2]).
However, in order to adequately process information,
neural circuits must not only develop stable internal
representations of perceptual objects, but also reflect
and represent the continuous unfolding structure of its
input, which is poised with intricate temporal dependen-
cies. Much less is currently known about the acquisition
of complex temporal relations between stimuli and the
(possibly specialized) role played by different adaptation
mechanisms involved in this process.
In this work, we study the properties of biologically
realistic networks of LIF neurons, with differentially
modulated, dynamic excitation and inhibition, combining
well established as well as more recent phenomenological
models of synaptic plasticity [2,3]. Explicitly embedded or
entirely self-organized, input-specific neuronal assemblies
are driven by stimulus sequences that contain complex
temporal dependencies and signal propagation through-
out these assemblies is gated by transient disruptions of
E/I balance, in order to ‘prime’ the network to learn the
underlying transitional probabilities and input statistics
through targeted modifications of these ‘gating’ synapses.
We explore the representational properties developed by
these networks and the impact of the different plasticity
rules in shaping the network’s learning abilities while
maintaining stable global dynamics. Furthermore, we
assess the network’s ability to extract complex temporal
dependency rules between sequence elements and to use
the acquired knowledge to make predictions about
upcoming sequence elements.
Acknowledgements
Partially funded by the Erasmus Mundus Joint Doctoral Program EuroSPIN,
BMBF Grant 01GQ0420 to BCCN Freiburg, the Junior Professor Program of
Baden-Württemberg, the Helmholtz Alliance on Systems Biology (Germany),
the Initiative and Networking Fund of the Helmholtz Association and the
Helmholtz Portfolio theme “Supercomputing and Modelling for the Human
Brain”.
Authors’ details
1Bernstein Center Freiburg, Albert-Ludwig University of Freiburg, Freiburg im
Breisgau, 79104, Germany. 2Institute for Adaptive and Neural Computation,
School of Informatics, University of Edinburgh, Edinburgh, EH8 9AB, UK.
3Institute of Neuroscience and Medicine (INM-6), Computational and
Systems Neuroscience, Jülich Research Center, Jülich, 52425, Germany.
4Institute of Cognitive Neuroscience, Faculty of Psychology, Ruhr-University
Bochum, Bochum, 44801, Germany.
Published: 21 July 2014
References
1. Battaglia FP, Borensztajn G, Bod R: Structured cognition and neural
systems: from rats to language. Neuroscience and Biobehavoral Reviews
2012, 36:1626-39.
* Correspondence: renato.duarte@bcf.uni-freiburg.de
1Bernstein Center Freiburg, Albert-Ludwig University of Freiburg, Freiburg im
Breisgau, 79104, Germany
Full list of author information is available at the end of the article
Duarte et al. BMC Neuroscience 2014, 15(Suppl 1):P85
http://www.biomedcentral.com/1471-2202/15/S1/P85
© 2014 Duarte et al; licensee BioMed Central Ltd. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in
any medium, provided the original work is properly cited. The Creative Commons Public Domain Dedication waiver (http://
creativecommons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated.
2. Vogels TP, Froemke RC, Doyon N, Gilson M, Haas JS, Liu R, Maffei A,
Miller P, Wierenga C, Woodin M, Zenke F, Sprekeler H: Inhibitory synaptic
plasticity: spike timing-dependence and putative network function.
Frontiers in Neural Circuits 2013, 7:1-11.
3. Morrison A, Diesmann M, Gerstner W: Phenomenological models of
synaptic plasticity based on spike timing. Biological Cybernetics 2008,
98:459-478.
doi:10.1186/1471-2202-15-S1-P85
Cite this article as: Duarte et al.: Temporal sequence learning via
adaptation in biologically plausible spiking neural networks. BMC
Neuroscience 2014 15(Suppl 1):P85.
Submit your next manuscript to BioMed Central
and take full advantage of: 
• Convenient online submission
• Thorough peer review
• No space constraints or color figure charges
• Immediate publication on acceptance
• Inclusion in PubMed, CAS, Scopus and Google Scholar
• Research which is freely available for redistribution
Submit your manuscript at 
www.biomedcentral.com/submit
Duarte et al. BMC Neuroscience 2014, 15(Suppl 1):P85
http://www.biomedcentral.com/1471-2202/15/S1/P85
Page 2 of 2
