Abstract. In the present paper, we consider the solvability of positive solutions of nonlinear integral equations by means of investigating non-linear Markov operators. To solve the problem we find necessary and sufficient condition for the surjectivity of nonlinear Markov operators. Mathematics Subject Classification: 47H25; 37A30; 47H60
Introduction
Let Ω be a compact space with a finite Haar measure µ. By L 1 (Ω) and L ∞ (Ω) we denote the spaces of all absolutely integrable and essentially bounded functions on Ω, respectively. Assume that a function K ∈ L 1 (Ω m+1 ) is defined by the almost everywhere convergent series: We notice that the domain of operator A may not coincide with whole L 1 . When K is bounded (or almost everywhere bounded) it is clear that A well defined for any x ∈ L 1 . In the theory of operators, the main problems are the followings: 1) the invariant subset problem: to finding invariant subset w.r.t. a given operator; 2) surjectivity of given operator; 3) the existence of fixed points of operator.
In this paper, we are interested in the studying above-mentioned problems for integral operator (1.2) with some conditions on kernel (1.1).
First of all, we suppose that the operator (1.2) is well defined on
n=1 Ω a n (t)x(t)dµ ≤ 1, Thus, the studying of operator (1.2) on D leads us to the studying of polynomial operator (1.5) on B + 1 . The main results of this paper are the followings: Theorem 1.2. Let A be an integral operator given by (1.2) with the kernel (1.1).
Corollary 1.3. Let A be an integral operator given by (1.2) with the kernel (1.1).
Assume that PSO V = (P ij,k ) i,j,k≥1 given by (1.4) is a surjective. Then there exists non-empty convex subset D ′ ⊂ D such that for any ϕ ∈ D ′ the integral equation Ax = ϕ has at least one solution x in D ′ .
Theorem 1.4. Let A be an integral operator given by (1.2) with the kernel (1.1).
Assume that (P i 1 i 2 ...im,k ) i 1 i 2 ...im,k∈N given by (1.4) be stochastic and V be polynomial operator (1.5). If V be surjective then
Here F ix C (B) is a set of all fixed points of B on C. 
and
where
We notice that f i 1 ...im,k = f i π(1) ...i π(m) ,k for any permutation π of (1, 2, . . . , m). Non negativity of a k and f i 1 ...im implies that P i 1 i 2 ...im,k ≥ 0. Furthermore, we obtain
which together with
Polynomial stochastic operators
We recall some necessary notations. Let E be a subset of N. For a given r ≥ 0 we denote 
For a given m + 1-ordered stochastic hypermatrix we define operator V on B + 1 as follows:
Operator (2.1),(2.2) is called m-ordered polynomial stochastic operator (in short mordered PSO). Without loss of generality we always assume that
for any permutation π of (1, 2, . . . , m).
Lemma 2.1. Let V be m-ordered PSO. Then it hold:
Proof. Let V be m-ordered PSO and r ∈ [0, 1]. Take an arbitrary x ∈ S E r . It is clear that (V (x)) k ≥ 0 for all k ≥ 1. Furthermore, using stochasticity of P we find
which implies V (x) ∈ S E r m . Hence, we infer that
The proof is complete.
The following result plays a crucial role in our further investigation.
Proof. "Only if" part immediately follows from Lemma 2.1. So, we will prove "if" part. Assume that V is surjective PSO on S E . We show V (S Let r ∈ (0, 1). We define an operator T r : S E r → S E as follows T r (x) = r −1 x for all x ∈ S E r . We notice that T r is bijection. Then, we have
The proof is complete. Remark 2.3. We notice that the last Lemma can be formulated as follows: PSO V is surjective on B + 1 iff it is surjective on B
Remark 2.4. Thanks to Lemma 2.1 and lemma 2.2 we may consider PSO V only on
By support of x = (x i ) i∈E ∈ S E we mean a set supp(x) = {i ∈ E : x i = 0} . We define the face Γ A of S E by setting Γ A = conv{e i } i∈A , here conv(B) stands for the convex hull of a set B. Let
E , then one can see that x ⊥ y if and only if x k y k = 0 for all k ∈ E. In what follows, we denote
We remind that in [12] it was fully described the set of all OP and surjective PSOs when E ⊂ N is finite. Theorem 2.6. [12] Let E = {1, 2, . . . , n} and V be a m-ordered PSO on S E . Then the following statements are equivalent:
(i) V is orthogonal preserving;
(ii) V is surjective; (iii) V satisfy the following conditions:
Remark 2.7. We notice that if the hypermatrix P is given by the cubic matrix (P ij,k ), then the associated PSO reduces to the quadratic stochastic operator (QSO) given by
In [11] it was studied OP and surjective QSOs on infinite dimensional simplex.
Surjectivity and Orthogonal Preservative Polynomial Stochastic Operators
In this section, we prove an analogous result in Theorem 2.6 for infinite dimensional case. Here, instead of a m-ordered PSO V defined on S E for arbitrary E ⊂ N, we will consider V defined on S N (in short S). We need auxiliary results to go further in this section. First, let us describe OP PSO as follows.
Theorem 3.1. Let V be m-ordered PSO such that V (e i ) = e i for every i ∈ N. The following statement are equivalent
, where
Proof. We will prove the statement as follow:
Let us assume that V is an OP. Suppose that there exist i 1 , . . . , i m ∈ N such that P i 1 ...im,k = 0 for some k / ∈ {i 1 , . . . , i m }. Choose a vector x ∈ S as follows
It is clear that x ⊥ e k . Hence, due to orthogonality preserveness of V one has V (x) ⊥ V (e k ). On the other hand, we have
For any x ∈ S and k ≥ 1 we have
..k,i = 1 and P kk...k,i = 0 for all i = k one gets P kk...k,k = 1. Keeping in mind this fact and noting P i 1 ...im,k = P i π(1) ...i π(m) ,k for any permutation π of (1, 2, . . . , m), from (3.3) we immediately get (iii). (iii)⇒(i). Pick any pair of orthogonal vectors x, y ∈ S. Then by definition we have
On the other hand,
which shows that V is an OP PSO.
Proof. "Only if" part is clear. Let us prove "if" part. First note that for any x ∈ Γ A we have
Now, we assume that for some x (0) ∈ intΓ A one has V (x (0) ) ∈ intΓ B . The last one together with (3.4) mean that for any k ∈ B (V (
. . , i m ∈ A, due to (3.5) we infer that for any
On the other hand, from (3.4) one gets
Due to (3.7), one infers that P i 1 ...im, k = 0 for all i 1 , . . . , i m ∈ A, k / ∈ B. Keeping in mind that fact, for any x ∈ intΓ A , we obtain
Hence, from (3.6), (3.8) it follows that V (x) ∈ intΓ B . This completes the proof. 
is non-empty for some k ∈ N. Let x ∈ V −1 (e k ), then for any y ∈ Γ supp(x) one has
Proof. Denote that A = supp(x). Without the loss of generality, we suppose that |A| > 1 since if |A| = 1, then Γ supp(x) = e supp(x) = x which is clearly V (x) = e k . Let
Assume that, P˜i 1 ...ĩm,k < 1 for someĩ 1 , . . . ,ĩ m ∈ A. Keeping in mind Remark 3.4, then one has
which contradicts to (3.9). Therefore we conclude that P i 1 ...im,k = 1 for all i 1 , . . . , i m ∈ A (3.10) According to Proposition 3.3, then one has
In order to complete the proof we have to show V (∂Γ A ) = e k . Take any arbitrary y ∈ ∂Γ A . Then there isÃ ⊂ A such that y i = 0 for all i ∈Ã. Clearly A\Ã = ∅ and i∈A\Ã y i = 1. Taking into account (3.10), then one finds
which yields that V (y) = e k . This completes the proof. Now we are ready to prove main result in this section. Theorem 3.6. Let V be a m-ordered PSO such that V (e i ) = e i for all i ∈ N. Then the following statements are equivalent:
(i) V is orthogonal preserving; (ii) V is surjective; (iii) V satisfy the following conditions:
(1) V −1 (e i ) = e i for any i ∈ N, (2) V −1 (intΓ e i 1 e i 2 ) = intΓ e i 1 e i 2 for any i 1 , i 2 ∈ N, . . .
Proof. (i)⇒(ii). Denote
Let us introduce an order in A by inclusion, i.e. a ≤ b means that a ⊂ b for a, b ∈ A. It is clear that A is a completely ordering set. To prove that V is surjective we will use transfer induction method with respect to the set A. Obviously, for the first element {1} of the set A, the operator V on S {1} is surjective (see [12] ). Taking into account Corollary 3.2, then we have
Assume that for an element a ∈ A the operator V is surjective on S b for every b < a. Let us show that it is surjective on S a . Suppose that V (S a ) = S a . For the boundary ∂S a of S a we have ∂S a = c∈A:c<a S c . According to the assumption of induction one
On the other hand, there exist x, y ∈ intS a such that x ∈ V (S a ), y / ∈ V (S a ). The segment [x, y] contains at least one boundary point z of the set V (S a ). Since V : S a → V (S a ) is continuous, then the boundary point goes to boundary one. Therefore, for z ∈ riS a one has V −1 (z) ∈ ∂S a , which contradicts to (3.11) . Thus, V is surjective. (ii)⇒(iii). Assume that V is surjective and let V −1 (e i ) be the preimage of e i . Suppose that |supp(V −1 (e i ))| > 1, then there is y ∈ V −1 (e i ) such that |supp(y)| > 1. Hence according to Proposition 3.5 for any x ∈ Γ supp(y) one has
Due to |supp(y)| > 1, then there is i 0 = i such that e i 0 ∈ Γ supp(y) i.e., V (e i 0 ) = e i which leads to a contradiction to early assumption in the theorem. Thus |supp(V −1 (e i ))| = 1. Using the same argument as before there is unique i such that V (e i ) maps to e i . Hence we obtain (iii) (1) .
Further, let j ∈ {2, . . . , m}. Take y ∈ intΓ e i 1 ···e i j and let x ∈ V −1 (y). Using Proposition 3.3 we have V (intΓ supp(x) ) ⊂ intΓ e i 1 ···e i j .
In fact, we have supp(x) = {i 1 , . . . , i j } for any x ∈ V −1 (y).
If not, then there exists j ′ ∈ supp(x)\{i 1 , . . . , i j } = ∅. Then V (e j ′ ) ∈ V (intΓ supp(x) ) ⊂ Γ e i 1 ···e i j , which is a contradiction. Therefore we obtain (iii)(j) for any j ∈ {2, . . . , m}. (iii)⇒(i). Take arbitrary A ⊂ N such that |A| ≤ m. According to (iii), then one has V (intΓ A ) = intΓ A Therefore for any k / ∈ A and x ∈ intΓ A one has
Taking into account x ∈ intΓ A one infers that
Due to arbitrariness of A ⊂ N yields
Then, according to Theorem 3.1, V is an OP. This completes the proof of theorem.
Immediately, from the last theorem one concludes the following corollary.
Corollary 3.7. Let V be a m-ordered PSO such that V (e i ) = e π(i) for all i ∈ N. Then the following statements are equivalent: (i) V is orthogonal preserving;
. . , i m ∈ N, for some permutation π of N.
Surjectivity of PSO
The natural question may arise as follows: Is there any surjective PSO without the condition V (e i ) = e π(i) ? This question is answered by the following example.
Example 4.1. Let V be a surjective m-ordered PSO with V (e i ) = e i , ∀i ∈ N. We define new m-ordered PSO as follows:
One can see that V (e 1 ) = V (e 2 ) = e 1 , which implies that V is not OP. We show that V is surjective. Take any y = (y 1 , y 2 , . . . ) ∈ S. Then, y ′ = (0, y 1 , y 2 , . . . ) also belongs to S. Since surjectivity of V one can find x = (x 1 , x 2 , . . . ) ∈ S such that V (x) = y ′ . We notice that, due to Theorem 3.6, V is OP. Hence, thanks to Theorem 3.1 (iii), one can see that x 1 = 0. Then, from (4.1) we obtain
which implies V (x) = y. Finally, arbitrariness of y ∈ S yields surjectivity of V .
The considered Example 4.1 naturally leads our attention to the description of the set of all surjective PSOs on an infinite dimensional simplex. In this section, we want to describe necessity and sufficiently condition to PSO to be surjective Theorem 4.2. Let V be a surjective m-ordered PSO on S. Then there exists a sequence
Proof. Denote, I k = {j ∈ N : P j···j,k = 1} First, we will show that for any surjective m-ordered PSO V , the set I k is non-empty for any k ∈ N. Due to surjectivity of V , for any e k , k ∈ N there is x (k) ∈ S such that
Now, we divide into two cases.
Case 1: Let supp(x (k) ) = 1 and we denote supp(
Now suppose that there isĪ = {ī 1 , . . . ,ī m } ∈ A m such that Pī 1 ...īm,k < 1. Keeping in mind Remark 3.4, one has the following
The last statement contradict to (4.2), therefore we conclude that
Thus, P i···i,k = 1 for any i ∈ A. Consequently, A ⊂ I k . This yields that I k = ∅ for any k ≥ 1. So, knowing non-emptiness of I k for all k ∈ N, we define a sequence {j k } k≥1 as follows j k = inf I k . Hence, due to construction of I k we get P j k j k ...j k ,k = 1 for all k ∈ N. This completes the proof. Theorem 4.3. Let V be a m-ordered PSO on S. Assume that there exists a sequence {j n } n≥1 ⊂ N such that for any x ∈ S with supp(x) ⊂ {j n } n≥1 , n ∈ N one has
Then V is surjective.
Proof. Let us assume that there exists a set of indexes I = {j n } n≥1 which satisfies (4.4),(4.5). We define new hypermatrixP = (P i 1 ...im,k ) i 1 ,...,im,k≥1 as follows
where α(k) = j k for all k ≥ 1. One can check thatP satisfies the following conditions:
Then, for the m-ordered PSOṼ is given by
holdsṼ (e k ) = e k for all k ≥ 1. Thanks to Theorem 3.1, PSOṼ is OP. Hence, due to Theorem 3.6, PSOṼ is surjective.
On the other hand, if we denote
is bijection. Furthermore, we haveṼ = V • T . Then, keeping in mind thatṼ is surjective and T is bijection, we infer that V =Ṽ •T Proof. Let V be surjective. Then, according to Theorem 4.2 there exists a sequence {j k } k≥1 which satisfies the followings:
Now we show that {j k } k≥1 = N. Suppose that N \ {j k } k≥1 = ∅. This means that there exist k 0 ∈ N and i 0 ∈ N \ {j k } k≥1 such that
which contradicts orthogonally preserveness of V . Hence, we infer that {j k } k≥1 = N, i.e. π(k) = j k is permutation of N. Consequently, we have
We consider the following m-ordered PSO:
It is clear that
where x π = (x π(1) , x π(2) , . . . ). Then, surjectivity of V implies surjectivity ofṼ . On the other hand, from (4.7),(4.9) one gets
Surjectiveness ofṼ together with the last one, due to Theorem 3.6 yields thatṼ is OP. ThenṼ satisfies all conditions of Theorem 3.1. Hence, for any i 1 , . . . , i m , k ∈ N it holds (4.10)
Keeping in mind n = π(π −1 (n)), n ∈ N, from (4.8),(4.10) we find
which is equivalent to (4.6). The proof is complete.
Proofs of the Main Theorems
In this section, we are going to prove the Main Theorems which are formulated in Section 1. as follows:
From (1.2) we obtain
Since the set {f i 1 ...im } i 1 ,...,im≥1 is uniformly bounded and ℑ(x) ∈ B + 1 we infer that Ax is bounded, hence Ax ∈ L 1 (Ω). Furthermore, noting (1.4) from (5.2) we obtain
Hence, one has ℑ(Ax) k ≥ 0, ∀k ∈ N and
The last one together with Ax ∈ L 1 (Ω) implies Ax ∈ D. We would like to show that operator A surjective on D ′ . First, we show the mapping ℑ given by (5.1) is a bijection from D r to S r .
Let r ∈ [0, 1]. It is easy to check ℑ(x) ∈ S r for any x ∈ D r . We have ℑ(f j i ...j i ) = e i , ∀i ∈ N. Take any x ∈ S r with x = Assume that ℑ(x) = ℑ(y). Then, from (5.1) and (5.4) we immediately get x n = y n for any n ∈ N. Hence, x = y, which shows injectivity of ℑ. Thus, we have shown that ℑ is surjective and injective mapping from D r to S r . So, we infer that ℑ is bijection. Now, we are ready to prove surjectivity of A on D ′ . We notice that (5.2),(5.3) implies that A(D r ) ⊂ D r m for any r ∈ [0, 1].
Pick any y ∈ D ′ . Without loss of generality, we may assume that y = 0, i.e. y ∈ D r m for some r ∈ (0, 1]. Then r −m y ∈ D 1 . According to Lemma 2.2 we can find x ∈ S such that V (x) = r −m ℑ(y). Since r m V (x) = V (rx) we infer that V (rx) = ℑ(y). Due to the ℑ is bijection from D r to S r , we can find a function x ∈ D r such that ℑ(x) = rx. On the other hand, (5.3) yields that ℑA = V ℑ. Keeping in mind this fact, one has ℑ(y) = V (rx) = V (ℑ(x)) = ℑ(Ax). 
