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Abstract - The emergence of the technology of Wireless 
Sensor Networks has lead to many changes in current and 
traditional computational techniques. Traditional operating 
systems do not take into consideration the limitations in space 
and energy of wireless sensor networks. New system 
architectures have emerged to overcome these limitations. 
Each follows one of two design concepts, event-driven or 
thread-driven. This paper studies the differences between the 
aforementioned system designs, pointing out the causes of the 
tradeoff. The paper then introduces a thread-driven 
scheduling algorithm focusing on the value of preemption to 
overcome the energy tradeoff brought by event-driven 
systems. Our proposed algorithm reduces the average amount 
of energy spent under high system load which was a 
significant scenario where event-driven systems showed better 
energy savings. 
Keywords: Sensor Networks, Operating Systems, Multi-
threading, Energy Efficiency. 
 
1 Introduction 
  New revolutionary protocols and algorithms in the field 
of networking have appeared due to the limitations of 
wireless sensor networks. An interesting field that was also 
affected by the advancement of wireless sensor networks is 
that of operating systems. Wireless sensor networks are 
expected to run a variety of sensing applications, reading in 
all types of data from acoustic to temperature values. These 
sensors will need to do some pattern recognition, after which 
the sensors will diffuse data on to a non manageable network. 
This requires the running of applications ranging from 
location aware algorithms to energy efficient routing. This is 
just a glimpse of what these sensors should handle. To make 
the transition from what these sensors should handle to what 
they actually could handle, a new type of operating system is 
needed to manage all the resources and applications. This 
operating system has to do so taking into consideration 
security, energy efficiency, high concurrency and extremely 
low memory. This sounds like a blend of three types of 
systems that exist today, personal computers, distributed 
systems, and real time systems. The required operating 
system is also required to run on an MMU-less hardware 
architecture, having a single 8-bit microcontroller running at 
4MHz with 8 Kbytes of flash program memory and 512 bytes 
of system RAM [1]. This kind of architecture introduces an 
entire field of challenges. The desired operating system will 
directly affect the performance of individual applications and 
even the entire network of wireless sensors. 
Existing operating systems do not meet these requirements 
and hence the work on applicable operating systems has 
begun. The de facto operating system for wireless sensors is 
TinyOS [1]. Another embedded operating system designed 
for wireless sensors is MOS [3]. Unlike TinyOS, MOS is 
thread-driven. That is, tasks are preempted by the scheduler 
for other (higher priority) tasks to run. This provides the 
aspect of virtualization desired in operating systems. 
Although other operating systems also exist in the field such 
as SOS [4], all operating systems conform to one of two 
design philosophies, event-driven and thread-driven. The 
choice of which design to adopt is not made abruptly, instead, 
it is thoroughly investigated since it has a significant impact 
on the performance of the remaining system in its remaining 
life time. The importance of choosing among an event-driven 
system and a thread-driven one has motivated us to contribute 
to the field. Any application, algorithm or protocol will have 
to conform to the chosen design, hence carrying with it the 
design’s advantages and disadvantages. Making the choice at 
an early stage obliges the designer to go back to existing 
results of prior experiences and theoretical analysis. Event-
driven systems are assumed to perform better under 
constrained environments. Yet they lack some system 
functionality and impose their own difficulties. However, 
thread-driven systems provide high concurrency with 
preemption, allowing the use of real-time applications. 
This paper presents a thread-driven optimization technique 
focusing on the value of preemption. The technique aims at 
conserving more energy, thus overcoming the tradeoff that 
was pointed out by previous research. Our algorithm is 
implemented and its performance evaluated. Our results show 
a decrease in the number of context switches along with an 
increase in idle time, and thus improving the energy 
efficiency of thread-driven systems. The rest of this paper is 
organized as follows. Section 2 presents related work. Section 
3 describes the notions of event-driven and thread-driven 
systems. Section 4 investigates the differences between each 
model. Section 5 describes the proposed thread-driven 
optimization algorithm, evaluation environment and 
implementation specifics. Section 7 presents the results 
obtained from experimentation. Section 8 concludes the paper 
and discusses some future work. 
2 Related Work 
 In [9], the authors make a first attempt at optimizing the 
low level implementation of thread-driven operating systems, 
in order to achieve event-driven performance. First, the 
authors perform stack analysis and used control flow 
information created at compile time to predict the size of the 
stack. Then, they provided a single stack implementation for 
all running threads, as opposed to the traditional technique of 
creating a stack for each thread, thus cutting down on space. 
The authors also tackle energy consumption by coming up 
with a new scheduling technique that depends on a variable 
timer, as opposed to the traditional fixed quantum, thus 
saving on computation latency. However, they did not take 
into account the large overhead produced by context 
switches. Their results still perform worse than event-driven 
systems, but with a great improvement compared to other 
thread-driven systems. 
Our work is greatly motivated and influenced by the works of 
[10] and [2]. In [10], the authors make a first step in studying 
the cost of preemption. The authors present a theoretical 
scheduling model which incorporates the cost of preemption. 
They show that preemptive algorithms, such as shortest 
remaining processing time, are theoretically optimal but are 
impractical because they do not take into consideration the 
cost of context switches. Moreover, the authors provide an 
algorithm, “wait to preempt”, which aggregates arriving 
processes and then runs them after a certain amount of work 
is done, which depends on the cost of preemption. However 
the authors aim at minimizing total flow time, which is the 
total time that the jobs spend in the system since arrival until 
they are run to completion. The cost of preemption 
introduced does not depend on energy consumed or on the 
CPU cycles. The algorithm is strictly based on the size of 
processes and also assumes the knowledge of the size of the 
smallest process.  
The authors in [2] comparatively evaluate the performance of 
MOS and TinyOS. Their work measures the memory foot-
print, event processing and energy efficiency of the two 
operating systems. The experiments aimed at comparing the 
performance of event-driven systems against thread-driven 
ones. The results show that the event-driven system, 
specifically TinyOS, has smaller memory foot-print and 
better energy consumption at high system loads. Whereas the 
thread-driven MOS has better real time performance and 
predictability with similar energy consumption at low system 
loads. According to these results, a tradeoff exists when 
choosing among those systems. 
The same authors in [2] attempted to overcome this tradeoff 
later on in [13] and [14]. In [13], the authors focus on 
improving energy efficiency in MOS by tuning its preemptive 
scheduler. Their modifications included removing the idle 
thread, which ran whenever no tasks are runnable. Also, time 
slicing between equally prioritized threads was removed. If 
needed, the user should explicitly include it. Finally the 
linked list queues were replaced by a single array, which 
makes addition and deletion costly. This tuning technique is 
specific to MOS and not to thread-driven systems like ours; 
however it improves the energy efficiency of MOS. 
3 Events and Threads 
 Before investigating the difference between the event-
driven design and the thread-driven one, we will describe the 
two designs. Event-driven models consist of event handlers 
that continuously wait for events to issue tasks such as packet 
arrivals to be processed. Since tasks may arrive at a pace 
faster than that of the processor, tasks are queued. The 
scheduler of the event-driven model selects the tasks from the 
queue to be processed in a FIFO fashion. The selected task is 
then put on the processor and processed to completion, 
uninterrupted by other tasks. After the completion of the 
entire task, the scheduler can select the next task to process 
and so on. 
Thread-driven systems on the other hand deal with tasks in a 
different way. When a task is created, it is queued. The 
scheduler selects a thread from the queue in any fashion; let 
us assume a round robin scheduler, like the one in MOS. The 
thread is put on the processor for a certain time slot after 
which the thread is preempted (interrupted) and another 
thread is put on the processor. By allowing multiple threads 
to execute preemptively, the system acts as if there are 
multiple processors, one for each thread. The next section 
elaborates more on the difference between the two design 
philosophies. 
4 Events vs. Threads 
 Event-driven programming has been highly advertized 
in recent years as the best way to approach concurrent 
applications [5]. However, after more research has been done, 
it has been shown that the latter belief is not completely true. 
The arguments in favor of the event-driven model are that it 
uses an inexpensive (non-preemptive) scheduling technique, 
it requires no stack management and provides a safe control 
flow (no locks and semaphores) [5]. Moreover, event-driven 
systems are highly portable since they do not require the extra 
stack support for multi-threading. They also have a smaller 
memory stamp [2] [6]. However, in [7], the authors have 
shown that event-driven systems could still have the same 
performance of thread-driven systems. 
4.1 Programmer Experience 
 According to [8], event programming is tedious, 
unstructured, and repetitive. In the event-driven design, the 
event loop is in control and not the programmer. So, the 
programmer will have to chop a program into a series of short 
programs. This is also required in order not to allow a long 
running task to monopolize the entire system. However, in a 
thread-driven implementation, the programmer is not 
concerned whether his program monopolizes the system or 
not, since the system itself will take care of that through its 
preemptive nature. 
4.2 Bounded Buffer Producer-Consumer 
Problem 
 Due to the RAM limitations in embedded wireless 
sensors, the buffers are sufficiently small for the bounded 
buffer producer-consumer problem to occur in an event-
driven system. When an event is filling up a buffer in an 
event-driven system, the buffer will not be emptied by a 
consumer unless the current event or the producer is done 
putting all the data it got on to the buffer. The buffer may be 
full for a time long enough to lose data such as packets that 
could not find space in the buffer. However, in a preemptive 
or thread-driven system, the buffer will be occasionally 
emptied by other events running virtually in parallel, avoiding 
the problem of producer-consumer bounded buffer. In event-
driven systems, long lived tasks may exist under high system 
load due to the complexity of applications running [3]. 
4.3 Disadvantages of Preemption 
 Preemption has played an important role in drawing the 
line between event-driven systems and thread-driven ones. 
Several research papers show that all the fears of multi-
threading comes from preemption [2] [8]. To elaborate, let us 
look at the disadvantages of the thread-driven approach. 
One argument against the thread-driven approach is the 
difficulty in writing code that handles synchronization 
through semaphores or monitors [8] [12]. The reason why 
locks are needed as a form of synchronization is because 
threads may be using shared variables while they run 
preemptively. Thus, as in [8], the question whether the 
control flow is event-driven or thread-driven is orthogonal to 
the question of whether those threads and events were 
preemptively scheduled.  
To illustrate the motivation behind our work, we present 
some experiments that compare the performance of TinyOS 
and MOS under high system load. Experiments comparing 
TinyOS and MOS have shown that under high system load, 
MOS consumes more energy. In these experiments, a tree 
binary topology is assumed. Depending on the tree position n 
in the tree, a sensor node might process varying amounts of 
packets. The behavior of a single node is emulated by 
applying a certain traffic pattern. The node under test was 
given varying sensing task lengths and a set of forwarding 
tasks to emulate each tree position n, hence each node was 
stressed depending on whether it is a leaf node or a 
forwarding node. The idle time was measured at every 
position n in the tree as an indication of the amount of energy 
conserved, as illustrated in Fig. 1. The difference in idle time 
is directly related to context switches or preemption, since 
under high system load, the number of incoming packets 
increases the number of interrupts. Under low system load, 
MOS offers better concurrency, prediction, and equal energy 
consumption as the event-driven TinyOS. 
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Fig. 1. Plots of idle time with increasing sensing length showing that 
TinyOS is more energy efficient than MOS under high loads 
 
5 Optimized Preemption 
 Now that we have seen that the main fears of multi-
threading come from the value of preemption, we tackle this 
problem by introducing an energy efficient preemption 
optimization. Our algorithm aims at optimizing the number of 
context switches in thread-driven systems, under high system 
loads. This is done by directly optimizing the number of 
preemptions. There are two scenarios that need to be taken 
into consideration under high system load. First, when 
sensing tasks are timely. When smaller tasks arrive, the 
longer sensing task will be continuously preempted (Fig. 2). 
This causes preemption overhead, and is worse when tasks 
are longer. The second scenario does not involve the size of 
incoming tasks; instead it involves the frequency at which 
they arrive. At high frequencies, processes tend to preempt 
each other irrelative of their sizes. 
 
Fig. 2. Without taking into consideration the size of the process, 
scheduling may cause context switch overhead 
TIME
b) Smaller tasks, α, continuously preempt larger tasks, β, as 
they arrive causing an overhead of context switches. 
β
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a) Tasks are ready to be scheduled. α represents short 
processes, where as β represents a longer one. 
β
Context Switch 
Taking these scenarios into consideration, our algorithm 
works as follows. First, run processes preemptively in a 
round robin fashion. After some work δ has been done, 
preempt the currently running process if it is long, and run 
small processes to completion without preemption. Again 
after some work has been done, go back to step one of the 
algorithm and repeat. The algorithm presented depends on 
three values, α, β and δ. α represents the size of a small 
process, β the size of a long process and δ denotes a certain 
amount of work done. The idea (illustrated in Fig. 3) is to 
create preemption free periods without affecting concurrency 
by differing small processes and running them to completion. 
The following sections elaborate on the choice of α, β and δ. 
 
Fig. 3. Using our algorithm, only one context switch is needed in the 
same scenario of Fig. 2-b 
5.1 Process Sizes α and β 
 Accurately determining the size of a process is almost 
impossible yet is a very crucial piece of information. Several 
scheduling algorithms used in the field depend on the size of 
a process. One approach to predict the size of the process is 
called aging [11]. The size of a process depends on the 
amount of time it has spent on the CPU during previous runs. 
Hence the update is continuously updated. Formally, assume 
a process spent time T0 on the first run and T1 on the second 
run. The new estimate is the weighted sum of these two runs, 
that is aT0 + (1 - a)T1, where a is the chosen weight. 
However our approach in determining the size of a process is 
simpler and is based on the quantum size. α and β are 
discussed in more detail in section 5.3. 
5.2 Work Done δ 
 The proposed algorithm mainly depends on the value δ. The 
value δ denotes the time when the scheduling algorithm 
should adapt to optimize the number of context switches. This 
is done by the scheduler entering a preemption free period. In 
this period, small processes are run to completion with respect 
to each other. This is because small processes are handled 
quickly and easily. After another δ, the scheduler returns to its 
original state, allowing longer processes to run. The algorithm 
is illustrated in Fig. 4. The value δ could be tuned for better 
performance and could be determined based on 
experimentation. Our choice of δ is discussed in the following 
section. 
Using this approach, we might incur some delay in terms of 
the amount of time processes wait to be scheduled. To 
optimize this latency, one method that can be used to increase 
latency is by enhancing the CPU utilization. Such approach is 
presented in [9] and works as follows. When the clock 
interrupt handler determines the end of a quantum a context 
switch occurs. However the clock will keep issuing interrupts 
at a certain rate. Since most of these interrupts are unhandled, 
a considerable amount of energy is wasted in triggering them. 
To overcome this problem, a variable timer was implemented 
such that the rate at which interrupts occur depends on an 
upcoming timeout request. The variable timer in [9] manages 
timeout requests from threads and sets the clock-tick rate as 
such. Variable timers are not feasible in conventional OSs 
where the number of threads is very large. However, in 
networked nodes, the number of threads is small enough to 
allow for a variable timer. 
                  
 
Fig. 4. After each quantum, check if a certain amount of work δ is 
done. If so, check if the running process is long (β). If so, preempt it 
and run only small processes (α) to completion without preemption 
5.3 Implementation 
 In this section, we discuss implementation specifics, 
namely the choices of the values α, β and δ. Before doing so, 
we need to present the two different types of context 
switches, voluntary and involuntary. A voluntary context 
switch occurs when a job or process gives up its time 
quantum voluntarily due to an IO request for example. An 
involuntary context switch on the other hand is when a 
process uses up its quantum but still has work to do. In this 
case the kernel preempts the process to place another one. We 
are only interested in optimizing the value of involuntary 
context switches. We mentioned previously that we use the 
quantum to determine the size of a process.  
This is done as follows. On each clock tick, the kernel checks 
if the current process has used up its quantum. Processes are 
given a fixed quantum and are not preempted before the 
quantum is done. A process may require more than one 
quantum to finish. So if the kernel determines the end of the 
current process’ quantum, the kernel will preempt the process 
causing an involuntary context switch. The scheduler will 
place the preempted process in the appropriate place in the 
scheduling queue and pick another process to run. When a 
process is preempted for an IO request, the quantum that it 
used is recorded. So when the process gets its request and is 
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put back on the CPU, it is not given a full quantum again. It is 
only given the remaining quantum it had left. However, if the 
process was preempted due to an involuntary context switch, 
it is given a full quantum again (illustrated in Fig. 5). Thus 
we have the notion of a small process and a large process 
depending on the remaining quantum size. More precisely, if 
a process has a full quantum, it’s a long process β; otherwise 
it’s a short process α. 
 
Fig. 5. Short and long processes α and β identified by quantum size 
As for the value of δ, we represent the work done in terms of 
time spent. Another research effort represents the work done 
as a ratio of preemption cost and the size of the smallest task 
[10]. However, for the sake of simplicity, we use the value of 
δ to be 100 quanta. In other words, every 100 quanta, the 
scheduler readapts to optimize preemption. 
5.4 Benchmark Suite 
 To evaluate the performance of our optimized 
scheduler, we have implemented a benchmark suite that 
simulates a system under high load. Our benchmark assumes 
a tree topology. Nodes with larger height h, have more work 
to process, while nodes with lower h are less loaded. To 
simulate the load relative to the position in the tree, the 
benchmark uses two variables, the frequency fs at which 
packets arrive and the sensing duration ls. By varying these 
values, the position hi in the routing tree is simulated. In our 
simulation, we are only interested in nodes that experience 
high system loads, illustrated in Fig. 6. This is because the 
overhead of context switches only appear then. In our 
benchmark, high system load is represented by values of fs 
and ls being 300000 CPU cycles and 1000 ms respectively. 
Moreover, 4 copies of the benchmark were run at once, to 
simulate the existence of 4 neighboring nodes. 
                   
 
Fig. 6. Network routing topology forming a tree. The greater the 
height h, the closer the node is to the sink or the root. The high 
system load area is the area of interest. 
6 Results 
 Our benchmarking suite was run for one minute before 
and after implementing our scheduling algorithm. The 
performance of the system was monitored and plotted to 
show the change in energy consumption and the affect on 
event processing. 
6.1 Energy Consumption 
 We have shown in previous sections the effect of 
context switches on the energy efficiency of a system. The 
more the context switches, the more energy is consumed. We 
argue that if we decrease the number of context switches 
while still doing the same amount of work, we obtain better 
energy consumption. From the OS perspective, energy is not 
measured by the amount of current dissipated, instead it is 
measured by idle time. The energy efficiency of an OS is how 
much it can provide idle time for the CPU.  By sparing the 
CPU some of its cycles, the result is better energy 
consumption. In the first experiment, the number of CPU 
cycles spent is plotted before and after our implementation. 
The results illustrated in Fig. 7 are an indication of idle time. 
The amount of CPU cycles spent after our optimization is less 
than those spent without it. This is because we reduced the 
number of context switches and therefore reduced the total 
amount of processing the CPU has to perform. In the time 
frame of the experiment, the same amount of packets was 
delivered before and after, and the same length of sensing 
tasks as well. Yet, due to the reduction in the number of times 
the CPU has to switch between processes, the CPU does less 
work. This is a direct indication of both idle time and energy 
consumption, i.e. the less the cycles, the more the CPU is idle 
and the more energy is conserved. 
In the second experiment, the total number of context 
switches is monitored. As mentioned earlier, we simulate 
packets coming from 4 different neighbors. The amount of 
processing done for each neighbor is monitored and the 
number of context switches is calculated as well. In Fig. 8, 
the number of context switches due to each neighbor is 
plotted before and after our optimization. A significant 
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decrease in the number of context switches is shown due to 
our optimization. This is expected since our algorithm is able 
to reduce context switches by more than 70 percent. That is 
the total number of context switches due to processing 
packets coming from all neighbors. 
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Fig. 7. Number of CPU ticks decreased using our algorithm since 
the number of context switches has been optimized. Using our 
algorithm the CPU has more idle time and hence consumes less 
energy 
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Fig. 8. The number of context switches is optimized using our 
scheduling algorithm 
6.2 Event Processing 
 Although we have optimized preemption, this was 
expected to incur an overhead in terms of delay. Our next 
experiments investigate this delay and its effect on event 
processing. Fig. 9 presents the effect of our optimization on 
the predictability or real-time operation of the system. The 
average processing time is calculated and plotted before and 
after our optimization. The average is the total processing 
time spent for all neighbors divided by the number of 
neighbors. The delay incurred by our algorithm hence would 
be the difference between the average processing time before 
and after. As shown in the plot this difference is very small, 
hence event processing is slightly affected.  This delay is 
affected by the choice of the parameter δ discussed in Section 
5. 
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Fig. 9. Event processing is slightly affected by our optimization 
We were also interested in investigating the relation between 
the size of processes and behavior of context switches. As the 
number of long processes increases, the number of context 
switches is expected to increase. Moreover, our algorithm has 
more potential for conserving energy when there are enough 
small processes to run without preempting longer tasks. For 
example, if the number of short processes is small, the 
scheduler will go back to its default (round-robin) state 
before the amount of work δ has been done. Otherwise the 
scheduler will cause a deadlock. If small processes cannot 
cover the period δ, the scheduler will be running long and 
short processes as if it is a round-robin scheduler since it will 
always go back to its default state. However, we know this is 
not often the case at high system load. This is illustrated in 
Fig. 10. The number of context switches increases steadily 
and at a low rate as small processes arrive. At time = 40 sec, a 
significant decrease in the number of short processes causes a 
rapid increase in the number of context switches. The plot 
also shows that the percentage of small processes is not very 
high. This means that the number of voluntary context 
switches is low, and the overhead is due to involuntary 
context switches. Since short processes have smaller quanta, 
processes that perform voluntary context switches are fewer. 
This is because a smaller quantum is a result of a voluntary 
context switch in the first place. Hence voluntary context 
switches do not dominate the overhead of preemption which 
justifies our focus on involuntary context switches. 
                                  
 
Fig. 10. The relation between percentage of short processes and 
context switch behavior 
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7 Conclusion and Future Work 
 In this paper, we show how the value of preemption has 
a great impact on the design and implementation of operating 
systems. We introduced a simple and energy efficient 
preemption algorithm targeting embedded wireless sensor 
network operating systems. We implemented our algorithm 
on an embedded operating system and evaluated its 
performance. Our algorithm is general and portable in the 
sense that it can be applied on any preemptive platform. 
Moreover, we have showed a significant decrease in the 
number of context switches using our algorithm. Our 
algorithm also maintains the predictable nature of the 
preemptive system. As part of our future work, we are to 
provide a deeper investigation on the effect of our algorithm 
on processing latency. We also intend to investigate different 
values for δ and its effect on delay. A theoretical analysis of 
our algorithm would be provided in an extended version of 
this paper. An investigation involving more Wireless sensor 
OSs is required to determine other bottlenecks. 
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