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Abstract
A novel thermodynamically consistent diffuse interface model is derived for compress-
ible electrolytes with phase transitions. The fluid mixtures may consist of N constituents
with the phases liquid and vapor, where both phases may coexist. In addition, all con-
stituents may consist of polarizable and magnetizable matter. Our introduced thermo-
dynamically consistent diffuse interface model may be regarded as a generalized model
of Allen–Cahn/Navier–Stokes/Poisson type for multi-component flows with phase transi-
tions and electrochemical reactions. For the introduced diffuse interface model, we inves-
tigate physically admissible sharp interface limits by matched asymptotic techniques. We
consider two scaling regimes, i.e. a non-coupled and a coupled regime, where the coupling
takes place between the smallness parameter in the Poisson equation and the width of the
interface. We recover in the sharp interface limit a generalized Allen-Cahn/Euler/Poisson
system for mixtures with electrochemical reactions in the bulk phases equipped with ad-
missible interfacial conditions. The interfacial conditions satisfy, for instance, a generalized
Gibbs-Thomson law and a dynamic Young–Laplace law.
1 Introduction
In this study, we propose a model for chemically reacting viscous fluid mixtures that may
develop a transition between a liquid and a vapor phase. The mixture consists of N con-
stituents which may consist of polarizable and magnetizable matter. The system is described
by N partial mass balance equations, a single equation of balance for the barycentric momen-
tum and an equation of Poisson type. To describe phase transitions, we introduce an artificial
phase field indicating the present phase by assigning the values 1 and -1 to the liquid and the
vapor phase, respectively. Within the transition layer between two adjacent phases, the phase
field smoothly changes between 1 and -1. However, usually the transition layers are very thin
leading to steep gradients of the phase field.
This model belongs to the class of diffuse interface models. An alternative model class,
that likewise represents phase transitions in fluid mixtures, contains sharp interface models.
From the modeling point of view, sharp interface models have a simpler physical basis than
diffuse interface models. For this reason, there arises always the non-trivial question if the
sharp interface limits of a given diffuse model lead to admissible sharp interface models.
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While diffuse interface models solve partial differential equations in the transition region,
sharp interface models deal with jump conditions across the interface between the phases.
Sometimes the jump conditions are mixed with geometric partial differential equations.
For the isothermal and quasi-static setting of electrodynamics, our newly introduced dif-
fuse interface model is given by the following system of PDEs for the partial mass densities
ρα, the barycentric velocity v, the phase field parameter χ and the electrical potential ϕ,
where the equation for ρN is replaced by the evolution equation for ρ =
∑N
α=1 ρα :
0 =∂tρα + div(ραv)− div
(
N−1∑
β=1
Mαβ
(
∇µβ − µN
T
+
1
T
(
zβe0
mβ
− zNe0
mN
)
∇ϕ
))
−
NR∑
i=1
mαγ
i
αM
i
r
(
1− exp
(
1
kT
N∑
β=1
mβγ
i
βµβ
))
, α = 1, ..., N − 1,
0 =∂tρ+ div(ρv),
0 =∂t(ρv) + div(ρv ⊗ v) +∇
( N∑
α=1
ραµα − ρf −W − γ
2
|∇χ|2
)
+ γ div(∇χ⊗∇χ)
− div(σNS) + ε0div
(
(1 + s(χ))
(
1
2
|∇ϕ|21−∇ϕ⊗∇ϕ
))
,
0 =∂tχ+ v · ∇χ+ τ
ρ
(
W ′ − γ∆χ+ ∂(ρf)
∂χ
− ε0
2
s′(χ)|∇ϕ|2
)
,
0 =ε0 div((1 + s(χ))∇ϕ) + nF,
where Mαβ , M
i
r are the mobilities, µα the chemical potentials, T is the temperature, mα the
atomic mass, e0 the elementary charge, ε0 is the vacuum permittivity, the numbers zα are
integers and k is the Boltzmann constant. The system is based on the following free energy
ρψ :=W (χ) +
γ
2
|∇χ|2 + h(χ)ρψL(ρ1, . . . , ρN ) + (1− h(χ))ρψV(ρ1, . . . , ρN )− ε0
2
s(χ)|E|2,
where W (χ) := (χ− 1)2(χ+ 1)2, ρψL, ρψV are the free energy functions of the pure phases,
E is the electric field and h : R→ [0, 1] is a smooth interpolation function satisfying
h(z) =
{
1 for z ≥ 1,
0 for z ≤ −1,
such that h′(z) = 0 for all |z| ≥ 1. Similarly, we assume
s(χ) = h(χ)sL + (1− h(χ))sV,
where sL/V are the susceptibilities of the pure phases. For brevity, we define
(ρf)((ρα)α, χ) := (ρf)(ρ1, . . . , ρN , χ)
:= h(χ)ρψL(ρ1, . . . , ρN ) + (1− h(χ))ρψV(ρ1, . . . , ρN ).
By definition, the chemical potentials are given by
µα :=
∂(ρψ)
∂ρα
=
∂(ρf)
∂ρα
.
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In addition, nF := e0
∑N
α=1
zα
mα
ρα is the free charge density, σ
NS denotes the Navier-Stokes
stress and τ, γ are (positive) constants.
If electrical effects are neglected, our compressible model for multi-phase flows reduces
to an Allen–Cahn/Navier–Stokes type model which has been studied in [11]. Moreover, in
case there is only one constituent (undergoing liquid-vapor phase transitions) this model is
quite similar to the model derived by Blesgen [8]. Blesgen’s model has been investigated
analytically in [16, 13], where existence of strong local-in-time solutions and weak solutions
has been shown. A modified version of Blesgen’s model can be found in [25].
Related to our work without chemical reactions are diffuse interface models for incompress-
ible and quasi-incompressible fluids. A diffuse interface model of Navier-Stokes-Cahn-Hilliard
type for two incompressible, viscous Newtonian fluids, having the same densities, has been
introduced by Hohenberg and Halperin in [15]. That model has been modified in several ther-
modynamically consistent ways such that different densities are allowed, see e.g. [14, 18, 4].
For existence results of strong local-in-time solutions and weak solutions, we refer to [1, 2, 3].
A diffuse interface model for two incompressible constituents which permits the transfer of
mass between the phases due to diffusion and phase transitions has been proposed in [6, 5].
The densities of the fluids may be different, which leads to quasi–incompressibility of the
mixture.
The work is organized as follows. In the upcoming section we derive the thermodynami-
cally consistent model for multi-component flows with phase transitions and electrochemical
reactions, which is the main contribution of this work. The third section is devoted to the non-
dimensionalization, the introduction of two interesting scaling regimes of the system and the
setting of asymptotic analysis. Finally, in Sections 5 and 6, we determine the sharp interface
limits for the two different scaling regimes introduced previously.
2 The electrolyte model
Constituents and phases. We consider a fluid mixture consisting of N constituents A1,
A2, ..., AN indexed by α ∈ {1, 2, ..., N}. The constituents have (atomic) masses (mα)α=1,2,...,N
and may be carrier of charges (zαe0)α=1,2,...,N . The constant e0 is the elementary charge and
the numbers zα are positive or negative integers including the value zero. All constituents
may consist of polarizable and magnetizable matter.
The fluid mixture may exist in the two phases liquid(L) and vapor(V). The two phases
may coexist. In this paper, we describe the phases in the diffuse interface setting, where the
interface between adjacent liquid and vapor phases is modeled by a thin layer. Within the
layer, certain thermodynamic quantities smoothly change from values in one phase to different
values in the adjacent phase. However, usually steep gradients occur.
Among the N constituents we have neutral molecules and positive and negative ions
which are the products of dissociation reactions. There are NR reactions, indexed by i ∈
{1, 2, ..., NR}, of the general type
ai1A1 + a
i
2A2 + ...+ a
i
NAN ⇄ b
i
1A1 + b
i
2A2 + ...+ b
i
NAN . (2.1)
The constants (aiα)α=1,2,...,N and (b
i
α)α=1,2,...,N are positive integers and γ
i
α = b
i
α − aiα denote
the stoichiometric coefficients of the reaction i.
Basic quantities and basic variables. Two phase mixtures can be modeled within
three different model classes, denoted by Class I - Class III. Class I considers as basic vari-
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ables the number densities (nα)α=1,2,...,N of the constituents, the barycentric velocity v, the
temperature T of the mixture, the electromagnetic field (E,B) and the phase field χ. The
basic variables of Class II are the number densities (nα)α=1,2,...,N , the velocities (vα)α=1,2,...,N
of the constituents, the temperature T , the electromagnetic field (E,B) and the phase field χ.
Finally, in Class III we have the number densities (nα)α=1,2,...,N , the velocities (vα)α=1,2,...,N ,
the temperatures (Tα)α=1,2,...,N of the constituents, the electromagnetic field (E,B) and the
phase field χ. In this study, we choose a description within Class I.
The mixture occupies a region Ω ⊂ R3. At any time t ≥ 0, the thermodynamic state of
the mixture is described by N partial mass densities (ρα)α=1,2,...,N , the barycentric velocity v,
the temperature T of the mixture and the electromagnetic field (E,B). These quantities may
be functions of time t ≥ 0 and space x = (xi)i=1,...,3 = (x1, x2, x3). However, the magnetic
field and the temperature as variables appear only in the modeling part (Section 2). Finally,
we restrict ourselves to isothermal processes and, moreover, we ignore magnetic fields so that
B is omitted and T appears only as a constant parameter in the equations.
In order to indicate the present phase at (t,x), we introduce the so called phase field χ
as a further basic variable. The phase field assumes values in the interval [−1, 1] with χ = 1
in the liquid and χ = −1 in the vapor.
Multiplication of the number densities by mα and e0zα, respectively, gives the partial mass
densities and the partial free charge densities:
ρα = mαnα, n
F
α = e0zαnα. (2.2)
Multiplication of the velocities by nαmα and nαzαe0, respectively, gives the mass fluxes and
the free currents:
jα = ραvα, j
F
α = e0zαvαnα. (2.3)
The mass density of the mixture and the barycentric velocity are defined by
ρ =
N∑
α=1
ρα, v =
1
ρ
N∑
α=1
ραvα. (2.4)
Non-convective mass fluxes and non-convective currents are defined by
Jα = ραuα, J
F
α =
zαe0
mα
Jα, where uα = vα − v (2.5)
denotes the diffusion velocity. The definitions (2.5)1,3 imply the identity
N∑
α=1
Jα = 0 . (2.6)
Total free charge density and total free current are calculated by
nF =
N∑
α=1
nFα, j
F = nFv +
N∑
α=1
JFα . (2.7)
The application of Maxwell’s theory to continuous matter shows that the total electric
charge density ne and the total electric current je consist of two additive contributions. We
write
ne = nF + nP, je = jF + jP. (2.8)
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Besides free charge densities and free currents there are charge densities and currents due to
polarization and magnetization [20].
nP = −div(P ), jP = ∂P
∂t
+ curl(P × v +M) , (2.9)
where P and M denote the vectors of polarization and magnetization, respectively. Polar-
ization embodies phenomena that are caused by microscopic charges, for example, atomic
dipoles within atoms and molecules. Microscopic currents are macroscopically represented by
the magnetization vector.
Finally, we introduce the total number density of the mixture and the atomic fractions of
the constituents.
n =
N∑
α=1
nα, yα =
nα
n
with
N∑
α=1
yα = 1 . (2.10)
Equations of balance for matter. The basic variables are determined by a coupled
system of partial differential equations relying on the quasi-static Maxwell equations and
balance equations for matter. At first we introduce the balance equations for matter within the
Class I model where we need the partial equations of balance for the mass of the constituents
and the balance equations for the momentum and energy of the mixture. They read
∂tρα + div(ραv + Jα) = rα, α = 1, 2, ..., N, (2.11)
∂t(ρv) + div(ρv ⊗ v − σ) = ρb+ k, (2.12)
∂t
(
ρe+
ρ
2
|v|2
)
+ div
(
(ρe+
ρ
2
|v|2)v + q − v · σ
)
= ρb · v + pi. (2.13)
Moreover, we propose a balance equation for the phase field,
∂t(ρχ) + div(ρχv + Jχ) = ξχ. (2.14)
Besides the basic variables and the diffusion fluxes from the last paragraph there occur new
quantities (here): rα - mass production of constituent Aα, σ - stress, ρe - internal energy
density, q - heat flux, Jχ - non-convective flux of the phase field, ξχ - phase field production.
The force density is decomposed into two different types: ρb - force density due to gravitation
and inertia, k - Lorentz force density due to electromagnetic fields. Likewise the power of
force is decomposed into: ρb ·v - power due to gravitation and inertia, pi - power due to Joule
heat. In the following, we neglect the force density b and set b = 0.
Forward and backward reactions contribute to the mass production rate of constituent
Aα. The corresponding reactions rates R
i
f and R
i
b give the number of forward and backward
reactions per volume and per time. We write
rα =
NR∑
i=1
mαγ
i
α(R
i
f −Rib). (2.15)
The conservation of charge and mass for every single reaction i ∈ {1, 2, ..., NR} reads
N∑
α=1
zαγ
i
α = 0 and
N∑
α=1
mαγ
i
α = 0, implying
N∑
α=1
rα = 0. (2.16)
The condition (2.16)3 represents the conservation law of total mass.
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Summing up the partial mass balances (2.11) yields the total mass balance of the mixture,
i.e.
∂tρ+ div(ρv) = 0. (2.17)
Herein, the definitions (2.4) and the conditions (2.16)3 and (2.6) have been used.
A short reminder on Maxwell’s equations. The determination of the electromagnetic
field (E,B) relies on Maxwell’s equations. They can be written as, [20],
∂tB + curl(E) = 0, div(B)=0, (2.18)
− 1
c2
∂tE + curl(B) = µ0j
e, div(E)=
1
ε0
ne. (2.19)
The electric and magnetic constants are related to the speed of light by c2 = 1/(ε0µ0). The
total electric charge density ne and the total electric current density je are given by the
representations (2.7)–(2.10).
Suitable multiplications of Maxwell’s equations by E and B, respectively, lead to two new
equations of balance, viz.
∂tm
e + div(−σe) = −neE − je ×B, ∂tee + div(qe) = −je ·E . (2.20)
These equations are interpreted as the equations of balance for electromagnetic momentum
and electromagnetic energy. The corresponding densities and fluxes have the unique repre-
sentations
me = ε0E ×B, σe = ε0E ⊗E + 1
µ0
B ⊗B − 1
2
(ε0|E|2 + 1
µ0
|B|2)1, (2.21)
ee =
ε0
2
|E|2 + 1
2µ0
|B|2, qe = 1
µ0
E ×B. (2.22)
The balance equations of the electromagnetic momentum and energy are now added to the
corresponding balance equations of matter. We obtain the equations of balance for total
momentum and total energy. The postulate that total momentum and total energy both are
conserved quantities implies the identification of the Lorentz force and its power, viz.
k = neE + je ×B, pi = je ·E . (2.23)
On the quasi-static setting of electrodynamics. There is large confusion in the elec-
trochemical literature about the quasi-static approximation of Maxwell’s equations. For this
reason, a short discussion of the subject is necessary.
At first we rescale time, space, the magnetic and the electric field and the conductivity σ
according to
t = t0t˜, x = x0x˜, E = E0E˜, B =
E0
c
B˜, σ = σ0σ˜, n
F = nF0 n˜
F. (2.24)
From Ohm’s law we know that je = σ0σ˜E0E˜ =: σ0E0j˜
e. The rescaled magnetic field has
the same dimension as the electric field so that both fields can be compared. Furthermore,
we set x0/t0 = v0 with v0 as a typical diffusion velocity of matter, i.e. we set n
F
0 v0 = σ0E0.
Suppressing the tildes in our notation we obtain
v0
c
∂tB + curl(E) = 0, div(B) = 0, (2.25)
−v0
c
∂tE + curl(B) = cµ0x0σ0j
e, div(E) =
σ0t0
ε0
ne. (2.26)
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The dimensionless quantity cµ0σ0x0 is of order 1. The time derivatives in the two equations
(2.18)1, (2.19)1 are thus multiplied by the small factor v0/c. Returning to dimensional quan-
tities, the leading order Maxwell’s equations reduce to
curl(E) = 0, div(B) = 0, (2.27)
curl(B) = µ0j
e, div(E) =
1
ε0
ne, (2.28)
which we call the quasi-static version of the Maxwell equations. A similar argument shows
that the Lorentz force is given by
k = neE, (2.29)
and its power is as before. In the quasi-static setting the electric field can be derived from an
electric potential ϕ. Thus, we have by (2.19)
E = −∇ϕ, ε0∆ϕ = −ne, (2.30)
and the magnetic field follows from (2.28)1.
Note that the modeling part of this paper relies on the full system of Maxwell’s equations,
but in the application we will use the quasi-static setting only.
The balance equation for the internal energy. We form the scalar product of the
momentum balance (2.12) with the velocity v to obtain the balance of the kinetic energy.
Then this balance is subtracted from the energy balance (2.13). The result is the balance of
the internal energy, which can be written as
∂t(ρe)+div(ρev+q) = σ : D(v)+
( N∑
α=1
zαe0
mα
Jα+P˙+P div(v)−P ·∇v+curl(M)
)
·E . (2.31)
Here, P˙ = ∂tP + v · ∇P indicates the material time derivative of the polarization, and
E = E + v ×B defines the electromotive intensity. The right hand side of (2.31) represents
the production of internal energy due to mechanical stresses, diffusion of free charges and
polarization and magnetization.
Constitutive model, Part 1: General strategy. We choose as variables of our model
the quantities (ρα)α=1,2,...,N , v, T , χ, E and B. Their determination relies on (i) the balance
equations for the partial masses (2.11), for the (barycentric) momentum (2.12), and for the
phase field (2.14), (ii) the internal energy balance (2.31), (iii) Maxwell’s equations (2.18) and
(2.19).
These equations contain further quantities that are not in the list of our variables: In the
mass balances we have the reaction rates Rif,b and the diffusion fluxes Jα. The constitutive
quantities of the momentum balance are the stress σ, the charge density ne and the electric
current je. The latter quantities also occur in Maxwell’s equations. The phase field balance
contains the phase field flux Jχ and the production rate ξχ. Finally, the constitutive quanti-
ties of the internal energy balance are the internal energy ρe, the heat flux q, the stress σ,
the magnetization M and the polarization P . The constitutive quantities must be related
to the variables in material dependent manner, i.e. they must be given by constitutive equa-
tions. Thermodynamically consistent constitutive equations have to satisfy (i) the principle
of material frame indifference and (ii) the entropy principle.
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The principle of material frame indifferencemakes a statement on constitutive functions
of objective tensors, viz. constitutive functions of objective tensors must remain invariant with
respect to Euclidean transformations.
To introduce these concepts we first consider Euclidean transformations, which are the
most general transformation between two Cartesian coordinate systems with coordinates writ-
ten as (t, x1, . . . , x3) = (t, xi)i=1,...,3 and (t
∗, x∗1, . . . , x
∗
3) = (t
∗, x∗i )i=1,...,3, respectively:
t∗ = t+ a, x∗i = Oij(t)xj + bi(t), O(t)O(t)
T = 1. (2.32)
Next we define the notion of objective scalars, vectors and tensors (of rank two) if their
components transform according to
s∗ = det(O)ps for scalars, (2.33)
v∗i = det(O)
pOijvj for vectors, (2.34)
T ∗ij = det(O)
pOikOjlTkl for rank two tensors. (2.35)
Scalars and vectors are also called tensor of rank 0 and 1, respectively. For p = 0 the objective
tensor is called absolute objective tensor and for p = 1 we have an axial objective tensor.
As an example, we consider an objective absolute tensor T , i.e. we have T ∗ij = OikOjlTkl.
Let us further assume that T is a function of ∇v, so that in general we have
Tij = fij
(∂vk
∂xl
)
, respectively T ∗ij = f
∗
ij
(∂v∗k
∂x∗l
)
. (2.36)
Then, with v∗i = Oij(vj + O˙jlOkl(x
∗
k − bk)− b˙j), objectivity amounts to
f∗(O(t)∇vO(t)T + O˙(t)O(t)T) = O(t)f(∇v)O(t)T. (2.37)
In this case, the principle of material frame indifference states that f∗ = f . In other words
it implies that f is an isotropic function. Moreover, f can only depend on the symmetric
part D of ∇v which follows from (2.37) by choosing O = 1 and O˙ = −R, where R is the
anti-symmetric part of ∇v.
Classification 1: Transformation properties of important quantities. In this para-
graph, we indicate the transformation properties of some important quantities. There are
kinematic and non-kinematic quantities. While the transformation properties of kinematic
quantities can be derived, the transformation properties of non-kinematic quantities must be
postulated. More details and motivations can be found in [20] and [24]. Kinematic quantities
are for example the barycentric velocity and the diffusion velocities. The diffusion velocities
and the symmetric part of the velocity gradient are absolute objective tensors. The barycen-
tric velocity and the antisymmetric velocity gradients are non-objective quantities. Here is a
list with properties of important quantities:
Absolute objective scalars: mass densities, internal energy density, phase field, reaction
rates, phase field production.
Absolute objective vectors: diffusion fluxes, phase field flux, charge potential, Lorentz
force, polarization and electromotive force.
Axial objective vectors: magnetization, magnetic flux density.
Absolute objective tensor: (Cauchy) stress tensor.
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Note that the internal energy density is only an objective scalar if the stress is symmetric,
because then the antisymmetric part of the velocity gradient in (2.31) drops out and the me-
chanical power σ : D(v) is formed with the symmetric part D(v) of the velocity gradient. The
electric field E and the magnetic current potential H are not objective quantities. However,
the sum of the electromagnetic terms in (2.31) is an objective scalar.
Classification 2: Parity of important quantities. The formulation of the 2nd law of
thermodynamics needs a further classification of the involved quantities, which is related to
their physical dimensions. If the units of time and electric current, i.e. ”second” and ”ampere”,
respectively, of a given quantity q appear such that the sum of their powers is uneven, we
assign the factor −1 according to Pq = −1. If the sum of the powers of ”second” and ”ampere”
is even we assign Pq = +1. Then the quantity q has negative and positive parity, respectively.
It is to be understood that we choose the units of the SI system.
For example, the parity of the density of mass, momentum, internal energy and magnetic
indiction are then given by
[ρ] =
kg
m3
→ +1, [ρv] = kg
m2s
→ −1, [ρe] = kg
m s2
→ +1 [B] = Vs
m2
→ −1. (2.38)
Evidently, the time derivative of a quantity has the opposite parity, while spatial derivatives
keep the parity unchanged.
Formulation of the entropy principle. Any solution of the above systems of partial dif-
ferential equations, composed of (2.11), (2.12), (2.14), (2.31), (2.18) and (2.19), is called a
thermodynamic process. Here, by solutions we just mean functions which satisfy the balance
equations in a local sense. In particular, the value of a quantity and of its spatial derivatives
can be chosen independently. With this concept, the 2nd law of thermodynamics consists of
four universal and two material dependent axioms. For detailed motivation and further dis-
cussion see [9].
(I) There is an entropy/entropy-flux pair (ρs,Φ) as a material dependent quantity, where
ρs is an absolute objective scalar and Φ is an absolute objective vector. The entropy
has the physical dimension J kg−1K−1 = m2s−2K−1, hence is of positive parity. The
entropy flux and the entropy production ζ thus have negative parity.
(II) The pair (ρs,Φ) satisfies the balance equation
∂t(ρs) + div(ρsv +Φ) = ζ. (2.39)
(III) Any admissible entropy/entropy-flux is such that
(i) ζ consists of a sum of binary products according to
ζ =
∑
m
NmPm, (2.40)
where the Nm denote quantities of negative parity, while Pm refers to positive parity.
(ii) NmPm ≥ 0 for all m and for every thermodynamic process.
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(IV) A thermodynamic process where ζ = 0 is said to be in thermodynamic equilibrium.
This statement is to be understood in a pointwise sense; in particular, this must not
hold everywhere, i.e. thermodynamic equilibrium can be attained locally.
A thermodynamic process is called reversible if ζ = 0 everywhere.
In addition, to these universal axioms, we impose two further ones which refer to the most
general constitutive models we are interested in. These are:
(V) There are the following dissipative mechanisms for fluid mixtures under consideration:
diffusion of mass and charge, chemical reaction, viscous flow, heat conduction, phase
transition due to diffusion and phase transition due to phase production. Correspond-
ingly, in equilibrium we have
uα = 0, R
i
f = R
i
b, D(v) = 0, q = 0, Jχ = 0, ξχ = 0. (2.41)
(VI) For the class of fluid mixtures under consideration, we restrict the dependence of the
entropy according to
ρs = ρs˜(ρe− E · P , ρ1, . . . , ρN ,E ,B, χ,∇χ), (2.42)
where ρs˜ is a concave function which satisfies the principle of material frame indiffer-
ence. By means of this function, we define the (absolute) temperature T , the chemical
potentials (µi)i=1,2,...,N of the constituents and the chemical potential of the phases µχ
as
1
T
:=
∂ρs˜
∂(ρe− E · P ) ,
µi
T
:= −∂ρs˜
∂ρi
,
µχ
T
:= −
(
∂ρs˜
∂χ
−∇ · ∂ρs˜
∂∇χ
)
. (2.43)
Identification of the entropy production. To calculate the entropy production, we in-
troduce the material time derivative in (2.39) and insert the entropy function (2.42). The
intermediate result is
ζ =
1
T
((ρe). − P˙ · E − P · E˙)−
N∑
α=1
µα
T
ρ˙α +
∂ρs˜
∂E
· E˙ + ∂ρs˜
∂B
· B˙ + ∂ρs˜
∂χ
χ˙+
∂ρs˜
∂∇χ · (∇χ)
.
+ ρs div(v) + div(Φ) . (2.44)
Next, we eliminate the time derivatives of internal energy, partial mass densities and phase
field by means of the corresponding balance equations. Moreover, the term (∇χ). is substituted
by the identity
(∇χ). = ∇χ˙−∇v · ∇χ. (2.45)
Finally, we use the identity
E · curl(M) = −div(E ×M) +M · curl(E) (2.46)
and substitute curl(E) by a variant of (2.18)1, viz.
curl(E) = −B˙ −Bdiv(v) +B · ∇v. (2.47)
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After rearranging terms we obtain
ζ = div
(
Φ− 1
T
(q + E ×M) + 1
T
N∑
α=1
µαJα +
∂ρs˜
∂∇χχ˙−
1
ρ
(
∂ρs˜
∂χ
−∇ · ∂ρs˜
∂∇χ
)
Jχ
)
+
(
∂ρs˜
∂E
− P
T
)
· (E˙ +∇v · E) +
(
∂ρs˜
∂B
−M
T
)
· (B˙ −B · ∇v)
+
1
T
(
σ − T ∂ρs˜
∂∇χ ⊗∇χ− TE ⊗
∂ρs˜
∂E
+ T
∂ρs˜
∂B
⊗B
−
(
ρe− E · P − Tρs˜−
N∑
α=1
ραµα +M ·B
)
1
)
: ∇v
+ (q + E ×M) · ∇ 1
T
−
N∑
α=1
Jα ·
(
∇ µα
T
− zα
mαT
E
)
− 1
T
NR∑
i=1
(Rif −Rib)
( N∑
α=1
mαγαµα
)
− Jχ · ∇ µχ
T
− 1
T
ξχµχ . (2.48)
Remarks on the composition and classification of terms in (2.48):
1. The combinations E˙+∇(v) ·E and B˙−B ·∇v, respectively, form objective vectors because
we have
E˙∗i +∇∗i (v∗k)E∗k = Oij(E˙j+∇j(vk)Ek), B˙∗i +∇∗k(v∗i )B∗k = det(O)Oij(B˙j+∇k(vj)Bk). (2.49)
2. The principle of material frame indifference restricts the entropy function to the form
ρs˜(ρe−E ·P , ρ1, . . . , ρN ,E ,B, χ,∇χ) = ρs¯(ρe−E ·P , ρ1, . . . , ρN , |E |2, |B|2, (E ·B)2, χ, |∇χ|2),
(2.50)
implying that the terms
∂ρs˜
∂∇χ ⊗∇χ, −E ⊗
∂ρs˜
∂E
+
∂ρs˜
∂B
⊗B (2.51)
are symmetric objective tensors.
3. For this reason, the factor of ∇v is symmetric and only the symmetric part D(v) of the
velocity gradient appears in the third line of (2.44).
4. Thus the representation (2.44) consists of a divergence and a sum of binary products with
objective factors of negative, respectively positive parity.
To satisfy Axiom (III-i), we choose the entropy flux as
Φ =
1
T
(q + E ×M)− 1
T
(
N∑
α=1
µαJα +
1
ρ
µχJχ)− ∂ρs˜
∂∇χχ˙. (2.52)
Then, the remaining part of (2.48) is identified as the entropy production according to Axiom
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(IV):
ζ =
(
∂ρs˜
∂E
− P
T
)
· (E˙ +∇(v) · E) +
(
∂ρs˜
∂B
−M
T
)
· (B˙ −B · ∇v)
+
1
T
(
σ − T ∂ρs˜
∂∇χ ⊗∇χ− TE ⊗
∂ρs˜
∂E
+ T
∂ρs˜
∂B
⊗B
−
(
ρe− E · P − Tρs˜−
N∑
α=1
ραµα +M ·B
)
1
)
: D(v)
+ q · ∇ 1
T
−
N∑
α=1
Jα ·
(
∇ µα
T
− zαe0
mαT
E
)
− 1
T
NR∑
i=1
(Rif −Rib)
( N∑
α=1
mαγαµα
)
− Jχ · ∇ µχ
T
− 1
T
ξχµχ . (2.53)
Each product describes a dissipative mechanism and couples a quantity of negative parity
with a quantity of positive parity. This representation of the entropy production allows to
formulate constitutive functions for polarization, magnetization, stress, heat flux, diffusion
fluxes, reaction rates, phase flux and the phase production rate. Cross effects between the
various dissipative mechanisms may be included. If these are introduced by mixing within
the same parity class so that the entropy production is conserved, then we obtain the so
called Onsager symmetry as a consequence. This remarkable fact is established and carefully
described in [9]. For illustration, we simply couple heat conduction and diffusion later on.
Polarization and magnetization. At first we discuss constitutive equations forM and
P . To satisfy Axiom III-ii we choose
P = T
∂ρs˜
∂E
− τE(E˙ +∇(v) · E) and M = T ∂ρs˜
∂B
− τB(B˙ −B · ∇(v)), (2.54)
where τE ≥ 0 and τ B ≥ 0 are phenomenological coefficients. We observe that the constitutive
quantities P and M depend on the variables of the entropy function and, additionally, on
∇v and the time derivatives of E and B . These constitutive equations embody a variety of
complex phenomena, for example hysteresis and inertia of free charges leading to frequency
dependent refraction indices. A special case arises if we set τE = 0 and τB = 0. Then we have
the simple constitutive equations
P = T
∂ρs˜
∂E
and M = T
∂ρs˜
∂B
(2.55)
that still include, piezo-electricity, paramagnetism and related phenomena.
Stress. The constitutive equation for the stress that identically satisfies Axiom III-ii can
be read off from the second line of (2.48). We substitute D(v) by the sum of its trace and the
traceless part D◦(v). Abbreviating the factor of D(v) by A, the second line of (2.48) reads
1/3 Tr(A)div(v) +A◦ : D◦(v). Then Axiom III-ii is satisfied for the constitutive equations
1
3
Tr(A) = (λ+
2
3
η)div(v) and A◦ = 2ηD◦(v). (2.56)
The phenomenological coefficients λ+ 23η ≥ 0 and η ≥ 0 are called bulk and shear modulus,
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respectively. Thus the constitutive equation for the traceless part of the stress reads
σ◦ = T
(( ∂ρs˜
∂∇χ ⊗∇χ−
1
3
∂ρs˜
∂∇χ · ∇χ1
)
+
(
E ⊗ ∂ρs˜
∂E
− 1
3
∂ρs˜
∂E
· E1
)
−
(∂ρs˜
∂B
⊗B − 1
3
∂ρs˜
∂B
·B1
))
+ 2ηD◦(v), (2.57)
and for the trace of the stress we obtain
Tr(σ) =
T
3
(
∂ρs˜
∂∇χ · ∇χ+
∂ρs˜
∂E
· E − ∂ρs˜
∂B
·B
)
−
(
ρe− E · P − Tρs˜−
N∑
α=1
ραµα +M ·B
)
+ (3λ+ 2η)div(v). (2.58)
Hence, the trace of the stress and the deviatoric stress as well contain parts that vanish in
equilibrium, viz. the terms proportional to velocity gradients. For this reason, we prefer a
further decomposition of the stress into a so-called viscous and a non-viscous part. We denote
the viscous part by σNS to refer to the Navier-Stokes system, while the non-viscous part is
simply denoted by σnv. The Navier-Stokes part can then be written as
σNS = λdiv(v) + 2ηD(v), (2.59)
and for the non-viscous part we have
σnv = T
(
∂ρs˜
∂∇χ⊗∇χ+E⊗
∂ρs˜
∂E
− ∂ρs˜
∂B
⊗B
)
−
(
ρe−E ·P −Tρs˜−
N∑
α=1
ραµα+M ·B
)
1. (2.60)
Thermo-diffusion. Bothe and Dreyer [9] have established a new method to introduce
cross effects. For illustration, we consider the coupling of heat flux and diffusion fluxes. At
first, we only consider dissipation due to diffusion. The corresponding entropy production is
ζD = −
N∑
α=1
Jα ·
(
∇ µα
T
− zαe0
mαT
E
)
= −
N−1∑
α=1
Jα ·
(
∇ µα − µN
T
− 1
T
(zαe0
mα
− zNe0
mN
)
E
)
. (2.61)
Due to the side condition (2.6), constitutive equations are only needed for (N −1) fluxes. The
simplest choice of constitutive functions without coupling is
Jα = −Mα
(
∇ µα − µN
T
− 1
T
(zαe0
mα
− zNe0
mN
)
E
)
, (2.62)
where the mobilities Mα ≥ 0 are non-negative phenomenological coefficients. To introduce
coupling between the constituents of the mixture we proceed as follows. We start from (2.61)
and abbreviate for a moment the factors of the diffusion fluxes by Pα, i.e. we write
ζD = −
∑
α
Jα · Pα.
Then we introduce two matrices A and B of dimension (N − 1)2. We choose AT = B−1 and
obtain
ζD = −
N−1∑
α=1
Jα · Pα = −
N−1∑
α=1
(
N−1∑
γ=1
AαγJγ
)
·
(
N−1∑
δ=1
BαδPδ
)
. (2.63)
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Now we formulate constitutive equations as before, viz.
N−1∑
γ=1
AαγJγ = −M˜α
N−1∑
δ=1
BαδPδ with M˜α ≥ 0. (2.64)
Solution for the diffusion fluxes yields the constitutive equation
Jα = −
N−1∑
β=1
MαβPβ with Mαβ =
N−1∑
γ=1
BγαM˜γBγβ . (2.65)
The new mobility matrix M is positive definite and (!)symmetric. Thus, if cross effects do
not lead to additional entropy production, the Onsager symmetry is a consequence.
As a further example we now consider the entropy production ζHD of the combined dissi-
pative mechanisms of heat conduction and diffusion. We have
ζHD = q · ∇ 1
T
−
N−1∑
α=1
Jα · Pα. (2.66)
The conventional choice of constitutive functions for (N − 1) diffusion fluxes (Jα)α=1,2,...,N−1
and the heat flux q are
Jα = −
N−1∑
β=1
Mαβ
(
∇µβ − µN
T
− 1
T
(zβe0
mβ
− zNe0
mN
)
E
)
+ LJα∇
1
T
, (2.67)
q = −
N−1∑
α=1
Lqα
(
∇µα − µN
T
− 1
T
(zαe0
mα
− zNe0
mN
)
E
)
+ a∇ 1
T
, (2.68)
where the kinetic coefficients must satisfy the condition that the matrix(
Mαβ L
J
α
Lqα a
)
is positive definite. (2.69)
Classically, the cross effects in (2.67) and (2.68) are related to each other by postulating the
Onsager symmetry relations
Mαβ =Mβα and L
J
α = L
q
α. (2.70)
According to Bothe and Dreyer [9], the Onsager symmetry is achieved as follows:
The symmetry of the diffusion matrix is taken to be granted from the last example. To derive
the symmetry LJα = L
q
α, we go back to the entropy production (2.63) and introduce the
thermo-diffusion coefficients Dα by adding two terms to ζ
HD that conserve ζHD:
ζHD =
(
q +
N−1∑
α=1
(Dα −DN )Jα)
)
· ∇ 1
T
−
N−1∑
α=1
Jα ·
(
Pα − (Dα −DN )∇ 1
T
)
. (2.71)
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Then we propose two constitutive equations for (N − 1) diffusion fluxes (Jα)α=1,2,...,N−1 and
the heat flux q by the simple relations
Jα = −
N−1∑
β=1
Mαβ
(
∇
(µβ
T
− µN
T
)
− 1
T
(zβe0
mβ
− zNe0
mN
)
E
)
+
N−1∑
β=1
Mαβ(Dβ −DN )∇ 1
T
, (2.72)
q = −
N−1∑
α=1
(Dα −DN )Jα + a∇
(
1
T
)
. (2.73)
A comparison with (2.67) and (2.68) yields
LJα =
N−1∑
β=1
Mαβ(Dβ −DN ) and Lqα =
N−1∑
β=1
Mβα(Dβ −DN ).
Thus the symmetry Mαβ = Mβα implies the symmetry L
J
α = L
q
α. This is a further exam-
ple that the Onsager symmetry is a consequence of cross effects that conserve the entropy
production.
A detailed discussion of the creation of cross effects by mixing within the parity classes
is found in [9]. For very special cases there are various proofs of the Onsager symmetries
within the phenomenological setting. For example, Truesdell [23] and Mu¨ller [20] prove the
symmetries under some assumptions within a Class II model.
Constitutive equations for special cases. In this study, we are not interested in the
most general constitutive model possible. In fact, we only consider the special case, where we
have
1. τE = 0, τB = 0
2. no magnetization, i.e. M = 0,
3. isothermal processes,
4. no coupling between dissipative mechanisms,
5. the Allen-Cahn equation for the phase field, i.e. Jχ = 0.
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Then the inequality (2.44) may be identically satisfied by the simple constitutive laws
P = T
∂ρs˜
∂E
,
∂ρs˜
∂B
= 0, (2.74)
σNS = λdiv(v) + 2ηD(v), (2.75)
σnv = T
∂ρs˜
∂∇χ ⊗∇χ+ TE ⊗
∂ρs˜
∂E
−
(
ρe− E · P − Tρs˜−
N∑
α=1
ραµα
)
1, (2.76)
Jα = −
N−1∑
β=1
Mαβ∇
(
µβ − µN
T
− 1
T
(zβe0
mβ
− zNe0
mN
)
E
)
, (2.77)
ln
(
Rib
Rif
)
=
1
kT
N∑
α=1
mαγ
i
αµα for i = 1, 2, ..., NR, (2.78)
ξχ = −τµχ. (2.79)
The equation (2.78) is an ansatz for chemical reactions far from equilibrium. The correspond-
ing part of the entropy production is non-negative due to − ln (Rib/Rif)(Rif −Rib) ≥ 0.
Introduction of the (Helmholtz) free energy density. Usually, one prefers to have
the temperature as an independent variable instead of the internal energy density. To this
end, we introduce the (Helmholtz) free energy density
ρψ = ρe− P · E − Tρs.
In the entropy function we change the variable ρe−P ·E to T with ρe = ρeˆ(T, ρ1, ..., ρN ,E , χ,∇χ).
Then, for ψ = ψˆ(T, ρ1, ..., ρN ,E , χ,∇χ) we obtain from (2.43) and (2.74)
ρs = −∂ρψˆ
∂T
, µα =
∂ρψˆ
∂ρα
, ρe = −T 2 ∂
∂T
(
ρψˆ
T
)
, P = −∂ρψˆ
∂E
, µχ =
∂ρψˆ
∂χ
−T∇· 1
T
∂ρψˆ
∂∇χ.
(2.80)
In terms of the free energy densities, the representation (2.76) of the non-viscous part of the
stress reads
σnv = − ∂ρψˆ
∂∇χ ⊗∇χ+
1
2
(E ⊗ P + P ⊗ E) +
(
ρψ −
N∑
α=1
ραµα
)
1. (2.81)
It is convenient to introduce the pressure p by
p = −ρψ +
N∑
α=1
ραµα. (2.82)
Then, this relation is called Gibbs-Duhem equation.
The free energy density is the central constitutive quantity of a mixture of charged and
neutral constituents. Its explicit choice is given in the next section.
16
3 Choice of energy density and non-linear stability
We consider the quasi-static setting of electrodynamics such that B drops out and
E = E = −∇ϕ. Moreover, we choose the following free energy density
ρψ :=W (χ)+
γ
2
|∇χ|2+h(χ)ρψL(ρ1, . . . , ρN )+(1−h(χ))ρψV(ρ1, . . . , ρN )− ε0
2
s(χ)|E|2, (3.1)
where W (χ) := (χ− 1)2(χ+ 1)2, h : R→ [0, 1] is a smooth interpolation function satisfying
h(z) =
{
1 for z ≥ 1,
0 for z ≤ −1, (3.2)
such that h′(z) = 0 for all |z| ≥ 1. In (3.1), ρψL, ρψV : (0,∞)N −→ [0,∞) are the free energy
functions of the pure phases which we assume to be given by a combination of isotropic elastic
response and entropy of mixing, i.e.,
ρψL/V =
∑
α
ραψ
R
α + (KL/V − pR)
(
1− n
nR
)
+KL/V
n
nR
ln
( n
nR
)
+ kT
∑
α
nα ln
(nα
n
)
,
where KL/V are the bulk moduli, and n
R, pR, ψRα are reference number density, reference
pressure and reference energies, respectively. Note that (3.1) and (3.2) imply that χ = +1(−1)
corresponds to liquid (vapor). Similarly, we assume
s(χ) = h(χ)sL + (1− h(χ))sV, (3.3)
where sL/V are the susceptibilities of the pure phases. For brevity, we define
(ρf)((ρα)α, χ) := (ρf)(ρ1, . . . , ρN , χ)
:= h(χ)ρψL(ρ1, . . . , ρN ) + (1− h(χ))ρψV(ρ1, . . . , ρN ).
(3.4)
By definition, the chemical potentials are given by
µα :=
∂(ρψ)
∂ρα
=
∂(ρf)
∂ρα
. (3.5)
This leads to the following system of equations for the partial mass densities ρα, the barycen-
tric velocity v, the phase field parameter χ and the electrical potential ϕ, where the equation
for ρN is replaced by the evolution equation for ρ =
∑N
α=1 ρα :
0 =∂tρα + div(ραv)− div
(
N−1∑
β=1
Mαβ
(
∇µβ − µN
T
+
1
T
(
zβe0
mβ
− zNe0
mN
)
∇ϕ
))
−
NR∑
i=1
mαγ
i
αM
i
r
(
1− exp
(
1
kT
N∑
β=1
mβγ
i
βµβ
))
, α = 1, ..., N − 1,
0 =∂tρ+ div(ρv),
0 =∂t(ρv) + div(ρv ⊗ v) +∇
( N∑
α=1
ραµα − ρf −W − γ
2
|∇χ|2
)
+ γ div(∇χ⊗∇χ)
− div(σNS) + ε0div
(
(1 + s(χ))
(
1
2
|∇ϕ|21−∇ϕ⊗∇ϕ
))
,
0 =∂tχ+ v · ∇χ+ τ
ρ
(
W ′ − γ∆χ+ ∂(ρf)
∂χ
− ε0
2
s′(χ)|∇ϕ|2
)
,
0 =ε0 div((1 + s(χ))∇ϕ) + nF,
(3.6)
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where nF := e0
∑N
α=1
zα
mα
ρα is the free charge density and M
i
r := R
i
f.
3.1 Energy inequality
With respect to the stability of the system (3.6), we can prove an energy inequality. Let
Ω(t) ⊂ R3 be a moving open and bounded material domain with C1-boundary, and Tf > 0
some time up to which we assume classical solutions of (3.6) to exist.
Lemma 3.1 (Energy inequality). Let ((ρα)α,v, χ, ϕ) be a classical solution of (3.6) in ΩTf :=⋃
t∈(0,Tf )
Ω(t) × {t} and let ϕ satisfy the Laplace equation in R3 \ Ω(t) for all t ∈ (0, Tf ).
In addition, let the following boundary conditions be satisfied on ∂Ω(t) for all t ∈ (0, Tf ):
Jα = 0,∇χ ·n = 0, where n denotes the normal vector to ∂Ω(t). Then the following inequality
holds:
d
d t
( ∫
Ω
W (χ) +
γ
2
|∇χ|2 + (ρf)((ρα)α, χ) + ε0
2
(1 + s(χ))|∇ϕ|2 + ρ
2
|v|2 dx+
∫
R3\Ω
ε0
2
|∇ϕ|2 dx
)
=
∫
∂Ω
ε0v ·
(
∇ϕ+ ⊗∇ϕ+ −∇ϕ− ⊗∇ϕ− + (|∇ϕ−|2 − |∇ϕ+|2)1
)
· n da− T
∫
Ω
ζ dx.
(3.7)
Proof. By definition of ρψ, we may write the left hand side of (3.7) as
d
d t
(∫
Ω
ρe− Tρs+ ee + ρ
2
|v|2 dx+
∫
R3\Ω
ee dx
)
=:
d
d t
A. (3.8)
Using transport theorems, we can express dd tA as
d
d t
A =
∫
Ω
((
ρe+
ρ
2
|v|2 + ee
)
t
+ div
(
(ρe+
ρ
2
|v|2 + ee)v
))
dx
+
∫
∂Ω
(ee− − ee+)v · n da− T
∫
Ω
(
(ρs)t + div(ρsv)
)
dx, (3.9)
where ee−, e
e
+ denotes the trace of e
e on ∂Ω from the inside and outside of Ω, respectively. In
view of the local balances (2.13) and (2.20)2, we infer
d
d t
A =
∫
∂Ω
(
− q · n+ v · σn + (ee− − ee+)v · n+ TΦ · n
)
da− T
∫
Ω
ζ dx.
Inserting the definition of Φ in (2.52) and noting that Jα = 0 on the boundary and Jχ = 0
due to our choice of a model of Allen-Cahn type, we find
d
d t
A =
∫
∂Ω
v ·
(
σ + (ee− − ee+)1
)
· n da− T
∫
Ω
ζ dx.
From the momentum balance we infer
σe+ = σ + σ
e
−, (3.10)
where σe−,σ
e
+ are the corresponding traces. Note, that in the quasi-static case
σe = ε0∇ϕ⊗∇ϕ− ee1. (3.11)
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Therefore, dd tA becomes
d
d t
A =
∫
∂Ω
ε0v ·
(
∇ϕ+ ⊗∇ϕ+ −∇ϕ− ⊗∇ϕ− + (|∇ϕ−|2 − |∇ϕ+|2)1
)
· n da− T
∫
Ω
ζ dx.
Remark 3.2. Only in case v = 0 on ∂Ω the available free energy A is a Lyapunov function.
In the current context, the admissible boundary conditions for Maxwell’s equations are
n×∇ϕ+ = n×∇ϕ−, and ε0(1 + s(χ−))∇ϕ− · n = ε0∇ϕ+ · n+ nF∂Ω,
where nF∂Ω are free charges on ∂Ω. Thus, even if n
F
∂Ω = 0 the normal component of the electric
field is not continuous, in general.
4 Non-dimensionalization
To avoid physically meaningless scalings, we nondimensionalize problem (3.6). To this end,
we introduce reference quantities denoted by superscript c and non-dimensional quantities
denoted by ∗, i.e.,
x = xcx∗, t = tct∗, ρα = ρ
cρ∗α, v = v
cv∗, λ1,2 = λ
cλ∗1,2, τ = τ
cτ∗, Mαβ =M
cM∗αβ ,
M ir =M
c
r (M
i
r )
∗, γβ = γ
c
r (γ
i
β)
∗, mβ = m
cm∗β, W =W
cW ∗, ρf = (ρf)c(ρf)∗, γ = γcγ∗,
µβ
T
= µcµ∗β, ϕ = ϕ
cϕ∗, s = scs∗, ε0 = ε
c
0ε
∗
0, e0zα = z
cz∗α.
Note that χ and h(χ) do not need to be nondimensionalized and ρ = ρcρ∗ with ρ∗ =
∑
α ρ
∗
α.
As we are interested in hyperbolic scalings we set xc = vctc and (ρf)c = ρcµc and define the
following Mach and Reynolds numbers
MW := v
c
√
ρc
W c
, Mρf := v
c
√
ρc
(ρf)c
, Re :=
ρcvcxc
λc
, (4.1)
as well as additional non-dimensional quantities related to the reaction and diffusion rates
M¯d :=
M cµc
vcxcρc
, M¯r :=
M cr γ
c
rm
ctc
ρc
, A¯ :=
mcγcrµ
c
kT
, τ¯ :=
τ ctcW c
ρc
, (4.2)
and the electrical effects
M¯e :=
M czcϕc
ρcmcvcxc
, ε¯ :=
εc0(ϕ
c)2
ρc(vc)2(xc)2
, ε :=
εc0m
cϕc
(xc)2zcρc
. (4.3)
We assume that the small parameter
δ :=
√
γc
(xc)2W c
(4.4)
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is proportional to the width of the interfacial layer. This can be justified by Γ-limit techniques,
cf. [22, 21, 12, 19]. Then, suppressing ∗ in the notation, the nondimensionalized version of
(3.6) reads
0 =∂tρα + div(ραv)− div

N−1∑
β=1
Mαβ
(
M¯d∇(µβ − µN ) + M¯e
(
zβ
mβ
− zN
mN
)
∇ϕ
)
− M¯r
NR∑
i=1
mαγ
i
α
(
1− exp
(
A¯
N∑
β=1
mβγ
i
βµβ
))
,
0 =∂tρ+ div(ρv),
0 =∂t(ρv) + div(ρv ⊗ v) + 1
M2ρf
∇
( N∑
α=1
ραµα − ρf
)
− 1
M2W
∇(W + γ
2
δ2|∇χ|2)
+
γδ2
M2W
div
(∇χ⊗∇χ)− 1
Re
div(σNS) + ε¯ε0div
(
(1 + scs(χ))
( |∇ϕ|2
2
1−∇ϕ⊗∇ϕ
))
,
0 =∂tχ+ v · ∇χ+ τ¯ τ
ρ
(
W ′ − γδ2∆χ+ M
2
W
M2ρf
∂ρf
∂χ
− ε¯M2W sc
ε0
2
s′(χ)|∇ϕ|2
)
,
0 =εε0div((1 + s
cs(χ))∇ϕ) + nF .
(4.5)
In the sequel, we will consider two scaling regimes. In both of them we choose
A¯ = 1, sc = 1, M¯d = 1, M¯r = 1, M¯e = 1, MW =
√
δ, Re =
1
δ2
, Mρf = 1, τ¯ =
1
δ2
.
In the uncoupled regime we consider
ε¯ = ε = 1, (4.6)
while we consider
ε¯ = ε = δ (4.7)
in the coupled regime.
5 Sharp interface limit of the uncoupled regime
In this section we are going to establish the sharp interface limit of the uncoupled regime, i.e.,
here the ”small” parameter in the electro-static equations is not coupled to the thickness of the
interfacial layer. We use the methodology of matched asymptotic expansions. For a detailed
exposition of this method we refer to e.g. [17, 10]. The treatment of a simplified version of the
model at hand (without electrical effects) can be found in [11]. For any quantity f indexed
by α we will write (fα)α instead of (fα)α=1,... ,N for brevity.
We begin by defining outer, inner and matching solutions. The outer equations are ob-
tained by inserting expansions of the quantities in δ into the scaled system of equations.
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Definition 5.1. A tuple ((ρα,0)α,v0, χ0, χ1, ϕ0) with
ρα,0 ∈ C0([0, Tf ), C2(Ω±,R+)) ∩ C1([0, Tf ), C0(Ω±,R+)),
v0 ∈ C0([0, Tf ), C1(Ω±,R3)) ∩ C1([0, Tf ), C0(Ω±,R3)),
χ0 ∈ C0([0, Tf ), C2(Ω±,R)),
χ1 ∈ C0([0, Tf ), C1(Ω±,R)),
ϕ0 ∈ C0([0, Tf ), C2(Ω±,R))
(5.1)
is called an outer solution of the uncoupled regime provided
0 =∂tρα,0 + div(ρα,0v0)− div
(N−1∑
β=1
Mαβ∇(µβ,0 − µN,0 +
( zβ
mβ
− zN
mN
)
ϕ0)
)
(5.2)
−
NR∑
i=1
mαγ
i
αM
i
r
(
1− exp
( N∑
β=1
mβγ
i
βµβ,0
))
,
0 =∂tρ0 + div(ρ0v0), (5.3)
0 =W ′(χ0), in particular, ∇(W (χ0)) = 0, (5.4)
0 =∂t(ρ0v0) + div(ρ0v0 ⊗ v0) +∇
( N∑
α=1
ρα,0µα,0 − ρf0
)
−∇(W ′(χ0)χ1) (5.5)
+ ε0 div
(
(1 + s(χ0))
(
1
2
|∇ϕ0|21−∇ϕ0 ⊗∇ϕ0
))
,
0 =W ′′(χ0)χ1 +
∂ρf
∂χ
(ρ1,0, . . . , ρN,0, χ0)− ε0
2
s′(χ0)|∇ϕ0|2, (5.6)
0 =ε0div((1 + s(χ0))∇ϕ0) +
N∑
α=1
zα
mα
ρα,0 (5.7)
are satisfied, where we used the following abbreviations
µα,0 = µα(ρ1,0, . . . , ρN,0, χ0), ρf0 = ρf(ρ1,0, . . . , ρN,0, χ0). (5.8)
Note that (5.2) holds for α = 1, ... , N − 1.
The equations defining inner solutions are obtained from the scaled equations by a change
of variables and inserting expansions in δ.
Definition 5.2. A tuple ((Rα,0)α, (Rα,1)α,V0,X0,X1,Φ0,Φ1) with X0 6≡ 0 and
Rα,0 ∈ C0([0, Tf ), C0(U,C2(R+))),
Rα,1 ∈ C0([0, Tf ), C0(U,C2(R))),
V0 ∈ C0([0, Tf ), C0(U,C1(R3))),
X0 ∈ C0([0, Tf ), C1(U,C0(R))) ∩ C0([0, Tf ), C0(U,C2(R))),
X1 ∈ C0([0, Tf ), C0(U,C2(R))),
Φ0 ∈ C0([0, Tf ), C1(U,C0(R))) ∩ C0([0, Tf ), C0(U,C2(R))),
Φ1 ∈ C0([0, Tf ), C0(U,C2(R)))
(5.9)
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is called an inner solution of the uncoupled regime with normal velocity wν provided
0 =
(
1
2
(1 + s(X0))|Φ0,z|2 − (1 + s(X0))|Φ0,z|2
)
z
, (5.10)
0 =
(N−1∑
β=1
Mαβ(Mβ,0 −MN,0)z
)
z
for α = 1, . . . , N − 1, (5.11)
0 =W ′(X0)− γX0,zz, in particular, 0 = ν(−W (X0) + γ
2
X20,z)z, (5.12)
0 = (R0(V0 · ν − wν))z = (j0)z, (5.13)
0 = j0V0,z + ν
( N∑
α=1
Rα,0Mα,0 −RF0 −W ′(X0)X1
)
z
(5.14)
+ γν(X0,zX1,zz +X0,zzX1,z − κX20,z)−∇ΓW (X0) + γX0,zz∇Γ(X0)
+
ε0
2
(
(Φ1,z)
2 + |∇ΓΦ0|2
)
(1 + s(X0))zν − ε0((1 + s(X0))Φ1,z)z (Φ1,zν +∇ΓΦ0) ,
0 =
j0
τ
X0,z +W
′′(X0)X1 − γX1,zz + γκX0,z + ∂RF0
∂χ
(5.15)
− ε0
2
s′(X0)
(
(Φ1,z)
2 + |∇ΓΦ0|2
)
,
0 = ((1 + s(X0))Φ1,z)z , (5.16)
0 = (Rα,0(V0 · ν − wν))z −
N−1∑
β=1
Mαβ
(
(Mβ,1 −MN,1)zz − κ(Mβ,0 −MN,0)z (5.17)
+ (
zβ
mβ
− zN
mN
)Φ1,zz
)
,
where ν denotes the unit normal vector to the zeroth-order interface pointing into the liquid,
∇Γ is the surface gradient and κ is the mean curvature of the interface. In addition, we used
Mβ,0 := µβ(R1,0, . . . , RN,0,X0), RF0 = ρf(R1,0, . . . , RN,0,X0),
∂RF0
∂χ
:=
∂ρf
∂χ
(R1,0, . . . , RN,0,X0), j0 := R0(V0 · ν − wν),
Mβ,1 :=
N∑
α=1
∂µβ
∂ρα
(R1,0, . . . , RN,0,X0)Rα,1 +
∂µβ
∂χ
(R1,0, . . . , RN,0,X0)X1.
(5.18)
Note that we have already simplified (5.11)–(5.17) using Φ0,z = 0 which is an easy consequence
of (5.10), provided the matching condition Φ0,z(z) → 0 for z → ±∞ is satisfied. This seems
reasonable to keep the notation short(er) and is justified as we will only consider matching
solutions in the sequel.
Finally, we define matching solutions which consist of compatible outer and inner solutions.
Definition 5.3. A tuple ((ρα,0)α,v0, χ0, χ1, ϕ0, (Rα,0)α, (Rα,1)α,V0,X0,X1,Φ0,Φ1) is called
a matching solution of the uncoupled regime provided ((ρα,0)α,v0, χ0, χ1, ϕ0) is an outer- and
((Rα,0)α, (Rα,1)α,V0,X0,X1,Φ0,Φ1) is an inner solution and both are linked by the standard
matching conditions, see [17, 10].
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Theorem 5.1. Let ((ρα,0)α,v0, χ0, χ1, ϕ0, (Rα,0)α, (Rα,1)α,V0,X0,X1,Φ0,Φ1) be a match-
ing solution of the uncoupled regime, then the following equations are satisfied in the
bulk regions Ω±:
±1 =χ0, χ1 = 0, (5.19)
0 =∂tρα,0 + div(ρα,0v0)− div
(N−1∑
β=1
Mαβ∇
(
µβ,0 − µN,0 +
( zβ
mβ
− zN
mN
)
ϕ0
))
(5.20)
−
NR∑
i=1
mαγ
i
αM
i
r
(
1− exp
( N∑
β=1
mβγ
i
βµβ,0
))
,
0 =∂tρ0 + div(ρ0v0), (5.21)
0 =∂t(ρ0v0) + div(ρ0v0 ⊗ v0) +∇
(
N∑
α=1
ρα,0µα,0 − ρf0 + ε0
2
(1 + s(χ0))|∇ϕ0|2
)
(5.22)
− (ε0(1 + s(χ0))∇ϕ0 ⊗∇ϕ0) ,
0 =ε0div((1 + s(χ0))∇ϕ0) +
N∑
α=1
zα
mα
ρα,0, (5.23)
where (5.20) is valid for α = 1, . . . , N − 1. Moreover, the following conditions are fulfilled at
the interface:
0 =[[µα,0 − µN,0]], (5.24)
0 =[[ρ0(v0 · ν − wν)]], (5.25)
0 =[[ρα,0(v0 · ν − wν)]]−
[[
N−1∑
β=1
Mαβ∇
(
µβ,0 − µN,0 +
( zβ
mβ
− zN
mN
)
ϕ0
)
ν
]]
, (5.26)
0 =
[[
j0v0 +
( N∑
α=1
ρα,0µα,0 − ρf0
)
ν + ε0(1 + s(χ0))
(
1
2
|∇ϕ0|2 −∇ϕ0 ⊗∇ϕ0
)
ν
]]
(5.27)
− γκν
∫ ∞
−∞
(X0,z)
2 d z,
0 =
[[ j20
2ρ20
+ µN,0
]]
+
j0
τ
∫ ∞
−∞
1
R0
(X0,z)
2 d z, (5.28)
0 =[[(1 + s(χ0))∇ϕ0 · ν]], (5.29)
0 =[[ϕ0]], (5.30)
where j0 := ρ
±
0 (v
±
0 · ν − wν) and (5.24), (5.26) hold for α = 1, . . . , N − 1. Moreover, (5.30)
implies
[[∇ϕ0 − (∇ϕ0 · ν)ν]] = 0. (5.31)
Remark 5.4. Note that all jump conditions in Theorem 5.1 are physically meaningful. Equa-
tions (5.24), (5.28) and (5.27) are generalised Gibbs-Thompson laws, (5.25) ensures conserva-
tion of mass, while (5.27) is a dynamic Young-Laplace law which shows that we have surface
tension of order δ0. Equation (5.29) shows that in this scaling the electrical displacement is
continuous across the interface, while (5.30) shows the continuity of the electrical potential
which causes the continuity of the tangential part of the electric field, i.e. (5.31).
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We will decompose the proof of Theorem 5.1 into several lemmas. Our first lemma ascer-
tains that the electrical potential is continuous across the interface.
Lemma 5.5. Any Φ0 satisfying (5.10) and the matching conditions, fulfils Φ0,z = 0. Thus,
(5.30) and (5.31) are satisfied.
Proof. We have (1 + s(X0))|Φ0,z|2 = k ∈ R. Because of the matching condition k = 0 and
therefore s ≥ 0 implies [[ϕ0]] = 0. Forming the surface gradient of [[ϕ0]] = 0 gives (5.31).
Next we use the continuity of the mass flux across the interface to remove the normal
velocity from the equations.
Remark 5.6. Equation (5.13) is satisfied if and only if V0 · ν = j0R0 + wν for some j0
independent of z.
The following lemma shows that we have pure phases in the bulk.
Lemma 5.7. Let χ0, χ1 be given as in Definition 5.3, then
χ0 ∈ {−1, 1} and χ1 = 0.
Furthermore, all solutions Ψ ∈ C2(R) of the ordinary differential equation
W ′(Ψ)− γ∂zzΨ = 0 (5.32)
with ∂zΨ→ 0,Ψ→ ±1 as z → ±∞ are given by the one parameter family
Ψ(z) = Ψ¯(z − z¯), z¯ ∈ R, (5.33)
where Ψ¯ is the unique monotonically increasing solution of (5.32) satisfying Ψ¯(0) = 0. In
particular, all X0 as in Definition 5.3 are given by the one parameter family
X0(t, s, ·) = Ψ¯(· − z¯(t, s)), z¯ ∈ R.
Proof. From (5.5) we know χ0 ∈ {±1, 0}. Thus, by continuity, χ0 is constant in Ω±. A phase
portrait analysis which can be found in [7] shows that (5.32) implies (5.33) and χ±0 = ±1.
Hence, χ0 = ±1 in Ω± and ∂ρf∂χ (ρ1,0, . . . , ρN,0, χ0) = 0 = s′(χ0) because of (3.2). Thus, χ1 = 0
because of W ′′(±1) 6= 0 and equation (5.6).
Now we reformulate some of the equations (5.11)-(5.17) so that we obtain a system from
which we can compute the Rα,0 independently of Φ1,X1.
Lemma 5.8. For X0 given as in Lemma 5.7 equations (5.11), (5.14), (5.15), (5.16) are
equivalent to (5.11), (5.14), (5.16) and
j0
R0
(
j0
R0
)
z
+ (Mα,0)z = − j0
R0τ
(X0,z)
2 (5.34)
for any α = 1, . . . , N , where R0 :=
∑N
α=1Rα,0.
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Proof. Combining (5.15) and the normal part of (5.14) we get
j0(V0 · ν)z + (
N∑
α=1
Rα,0Mα,0 −RF0 −W ′(X0)X1)z + γX0,zzX1,z
+
ε0
2
(
(Φ1,z)
2 + |∇ΓΦ0|2
)
(1 + s(X0))z − ε0((1 + s(X0))Φ1,z)zΦ1,z
= −γ(X0,zX1,zz − κX20,z)
= −j0
τ
(X0,z)
2 −W ′′(X0)X0,zX1 − ∂RF0
∂χ
X0,z +
ε0
2
s′(X0)X0,z
(
(Φ1,z)
2 + |∇ΓΦ0|2
)
.
(5.35)
Because of (5.16) equation (5.35) implies
j0(V0 · ν)z +
( N∑
α=1
Rα,0Mα,0 −RF0 −W ′(X0)X1
)
z
+ γX0,zzX1,z
= −j0
τ
(X0,z)
2 −W ′′(X0)X0,zX1 − ∂RF0
∂χ
X0,z. (5.36)
This can be equivalently phrased as
j0(V0 · ν)z +
( N∑
α=1
Rα,0Mα,0 −RF0
)
z
= −j0
τ
(X0,z)
2 − ∂RF0
∂χ
X0,z (5.37)
making use of (5.12). Applying the definition of µα, this is equivalent to
j0(V0 · ν)z +
N∑
α=1
Rα,0(Mα,0)z = −j0
τ
(X0,z)
2. (5.38)
Due to (5.11) and the positivity of R0 this implies (5.34).
Note that (5.11) and (5.34) form a system of N equations in which only the Rα,0 are
unknown, as we already know X0 up to a translational constant. Thus, we may determine
(Rα,0)α up to the translational constant. As the equations do not contain Φ0,Φ1 we can use
a result from [11].
Lemma 5.9. Let ρ−1 , . . . , ρ
−
N > 0 be given. Let j0 ∈ R with |j0| small enough, ρ− :=∑
α ρ
−
α and µ
−
α := µα(ρ
−
1 , . . . , ρ
−
N ,−1). Then, there exist R1,0, . . . , RN,0 ∈ C0(R,R+) and
ρ+1 , . . . , ρ
+
N > 0 so that (5.24), (5.28) and
0 = µα(R1,0(z), . . . , RN,0(z),X0(z)) − µN (R1,0(z), . . . , RN,0(z),X0(z))− µ−α + µ−N , (5.39)
0 = µN (R1,0(z), . . . , RN,0(z),X0(z)) +
j20
2
∑
αR
2
α,0(z)
+
j0
τ
∫ z
−∞
(X0,z(z˜))
2∑
αRα,0(z˜)
d z˜, (5.40)
0 = lim
z→±∞
Rα,0(z)− ρ±α (5.41)
are satisfied, where (5.39), (5.41) are valid for α = 1, . . . , N . In particular, the R1,0, . . . , RN,0
solve (5.11) and (5.34).
Thus, only the solvability criteria for Φ1, X1, (Rα,1)α and the tangential part of V0 are
left to be determined.
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Lemma 5.10. For X0 as in Lemma 5.7, the function Φ1 from Definition 5.3 satisfies
Φ1,z =
k
1 + s(X0)
(5.42)
for some k ∈ R. Such an k can be found if and only if (5.29) holds.
Proof. As s ≥ 0 the equivalence of (5.16) to (5.42) is clear. The equivalence to the interface
condition (5.29) follows from the matching conditions.
Lemma 5.11. The normal part of (5.14) can be written as
LX1 =
(
j20∑N
α=1Rα,0
)
z
+ (
N∑
α=1
Rα,0Mα,0 −RF0)z − γκX20,z
− ε0
2
((1 + s(X0))(Φ1,z)
2)z +
ε0
2
|∇ΓΦ0|2(1 + s(X0))z (5.43)
with
L :W 2,1(R)→ L1(R), Ψ 7→ (W ′(X0)Ψ− γX0,zΨz)z.
Equation (5.43) has a solution if and only if the normal part of (5.27) is true.
Proof. The equivalence of the normal part of (5.14) and (5.43) is straightforward. Thus, we
focus on the solvability condition. The only solutions of the homogeneous adjoint problem to
(5.43), i.e.,
W ′(X0)Ξz + γ(X0,zΞz)z = 0 (5.44)
in L∞(R) are given by Ξ(z) = k for all z ∈ R for some parameter k ∈ R, see [11, Lemma
4.11]. Hence, by Fredholm’s Theorem, (5.43) has a solution if and only if
0 =
∫ ∞
−∞
(
j20∑N
α=1Rα,0
)
z
+ (
N∑
α=1
Rα,0Mα,0 −RF0)z − γκX20,z
− ε0
2
((1 + s(X0))(Φ1,z)
2)z +
ε0
2
|∇ΓΦ0|2(1 + s(X0))z d z. (5.45)
This is
[[
j20
ρ0
+
N∑
α=1
ρα,0µα,0 − ρf0 − ε0
2
(1 + s(χ0))
(
(∇ϕ0 · ν)2 − (|∇ϕ0|2 − (∇ϕ0 · ν)2)
) ]]
=
∫ ∞
−∞
γκX20,z d z, (5.46)
which is the normal part of (5.27).
Next, we show that the tangential part of (5.27) is a condition for the existence of the
tangent part of V0. Let us note that due to (5.29), (5.31) the tangential part of (5.27) equals
j0[[v0 − (v0 · ν)ν]] = 0. (5.47)
Lemma 5.12. The tangential part of (5.14) has a solution if and only if (5.47) holds.
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Proof. For any vector t tangent to the zeroth order interface Γ multiplication of (5.14) by t
gives
0 = j0(V0 · t)z −∇ΓW (X0) · t+ γX0,zz∇Γ(X0) · t− ε0 ((1 + s(X0))Φ1,z)z∇ΓΦ0 · t. (5.48)
Due to (5.12) and (5.16) this is
0 = j0(V0 · t)z, (5.49)
which can be solved if and only if (5.47) holds.
Finally, we study solvability of (5.17).
Lemma 5.13. Let ((Rα,0)α,V0,X0,X1,Φ1) be given. Then, there exist (Rα,1)α satisfying
(5.17) if and only if (5.26) is fulfilled.
Proof. According to [11, Lemma 4.8] the map
(0,∞)N → RN , (ρα)α=1,... ,N 7→ (µ1((ρα)α=1,... ,N , χ), ... , µN ((ρα)α=1,... ,N , χ))T
is a diffeomorphism for any fixed χ ∈ [−1, 1] such that for fixed χ ∈ [−1, 1], the matrix(∂µβ
∂ργ
((ρα)α=1,... ,N , χ)
)
β,γ=1,... ,N
is invertible for any ρ1, ... , ρN > 0.
Thus, instead of studying criteria determining whether there exist functions (Rα,1)α solv-
ing (5.17) we may search for criteria for the existence of functionsMα,1 : R→ R, α = 1, ... , N
satisfying (5.17). Once we have ensured the existence of the (Mα,1)α the corresponding (Rα,1)α
can be computed from (5.18). Conversely, if no (Mα,1)α solving (5.17) exist, there are no so-
lutions in terms of (Rα,1)α. From (5.11) and the matching conditions we know
(Mβ,0 −MN,0)z = 0 for all β = 1, ... , N.
Thus, (5.17) reads
0 = (Rα,0(V0 · ν − wν))z −
N−1∑
β=1
Mαβ
(
(Mβ,1 −MN,1)zz +
( zβ
mβ
− zN
mN
)
Φ1,zz
)
(5.50)
for α = 1, . . . , N − 1. In fact, only the differences ψβ :=Mβ,1−MN,1 for β = 1, ... , N − 1 are
relevant in (5.50). We will use the Fredholm alternative theorem to determine the solvability
conditions for the (ψβ)β . To this end, we choose (arbitrary) auxiliary functions Ξβ ∈ C∞(R)
for β = 1, ... , N − 1 such that
Ξβ(z) =
{
(∇(µβ,0 − µN,0))+ · νz + (µ+β,1 − µ+N,1) for z > 1
(∇(µβ,0 − µN,0))− · νz + (µ−β,1 − µ−N,1) for z < −1.
We will see that the solvability conditions are independent of the chosen auxiliary func-
tions. Defining Ψβ = ψβ − Ξβ, we are interested in the following auxiliary problem: Find
(Ψβ)β=1,... ,N−1 ∈ L1(R) such that
N−1∑
β=1
(Mαβ(Ψβ)z)z = (Rα,0(V0 · ν − wν))z −
N−1∑
β=1
Mαβ
(
(Ξβ)z + (
zβ
mβ
− zN
mN
)Φ1,z
)
z
. (5.51)
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The solvability conditions for (5.51) are determined by the solutions of the homogenous adjoint
system of equations in L∞(R). The homogenous adjoint system of equations reads
N−1∑
β=1
(Mαβ(Zβ)z)z = 0 for α = 1, ... , N − 1, (Zβ)β=1,... ,N−1. (5.52)
As the matrix Mαβ is constant in z and positive definite there are N −1 linearly independent
solutions of (5.52) in L∞(R), i.e. α = 1, ... , N − 1, which can be chosen as
Zβ(z) = δαβ, z ∈ R.
The Fredholm alternative theorem asserts that (5.51) is solvable if and only if
∫
R
(Rα,0(V0 · ν − wν))z −
N−1∑
β=1
(
Mαβ(Ξβ)z + (
zβ
mβ
− zN
mN
)Φ1,z
)
z
d z = 0 (5.53)
for α = 1, ... , N − 1. Integrating (5.53) gives (5.26).
Proof of Theorem 5.1. We obtain the interface conditions and the properties of χ0, χ1 by
combining the preceeding lemmas. Concerning the bulk equations, (5.20) is (5.2), (5.21) is
(5.3), (5.23) is (5.7) and (5.22) follows from (5.5) as χ1 = 0.
6 Sharp interface limit of the coupled regime
This section is devoted to establishing the sharp interface limit of the coupled regime, i.e.,
the ”small” parameter in the electro-static equations is proportional to the thickness of the
interfacial layer. As usual we begin by defining outer, inner and matching solutions.
The outer equations are obtained by inserting expansions of the quantities in δ into the
scaled system of equations.
Definition 6.1. A tuple ((ρα,0)α,v0, χ0, χ1, ϕ0) with
ρα,0 ∈ C0([0, Tf ), C2(Ω±,R+)) ∩ C1([0, Tf ), C0(Ω±,R+)),
v0 ∈ C0([0, Tf ), C1(Ω±,R3)) ∩ C1([0, Tf ), C0(Ω±,R3)),
χ0 ∈ C0([0, Tf ), C2(Ω±,R)),
χ1 ∈ C0([0, Tf ), C1(Ω±,R)),
ϕ0 ∈ C0([0, Tf ), C2(Ω±,R))
(6.1)
is called an outer solution of the coupled regime provided (5.2), (5.3), (5.4), and
0 =∂t(ρ0v0) + div(ρ0v0 ⊗ v0) +∇
( N∑
α=1
ρα,0µα,0 − ρf0
)
−∇(W ′(χ0)χ1), (6.2)
0 =W ′′(χ0)χ1 +
∂ρf
∂χ
(ρ1,0, . . . , ρN,0, χ0), (6.3)
0 =
N∑
α=1
zα
mα
ρα,0 (6.4)
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are satisfied. Note that we used the following abbreviations
µα,0 = µα(ρ1,0, . . . , ρN,0, χ0), ρf0 = ρf(ρ1,0, . . . , ρN,0, χ0). (6.5)
The equations defining inner solutions are obtained from the scaled equations by a change
of variables and inserting expansions in δ.
Definition 6.2. A tuple ((Rα,0)α, (Rα,1)α,V0,X0,X1,Φ0,Φ1) with X0 6≡ 0 and
Rα,0 ∈ C0([0, Tf ), C0(U,C2(R+))),
Rα,1 ∈ C0([0, Tf ), C0(U,C2(R))),
V0 ∈ C0([0, Tf ), C0(U,C1(R3))),
X0 ∈ C0([0, Tf ), C1(U,C0(R))) ∩ C0([0, Tf ), C0(U,C2(R))),
X1 ∈ C0([0, Tf ), C0(U,C2(R))),
Φ0 ∈ C0([0, Tf ), C0(U,C2(R))),
Φ1 ∈ C0([0, Tf ), C0(U,C2(R)))
(6.6)
is called an inner solution of the coupled regime with normal velocity wν provided (5.13) and
0 = ((1 + s(X0))Φ0,z)z, (6.7)
0 =

N−1∑
β=1
Mαβ(Mβ,0 −MN,0)z +
(
zβ
mβ
− zN
mN
)
Φ0,z


z
, (6.8)
0 = ν(−W (X0) + γνX20,z −
ε0
2
(1 + s(X0))(Φ0,z)
2)z, (6.9)
0 =W ′(X0)− γX0,zz − ε0
2
s′(X0)(Φ0,z)
2, (6.10)
0 = j0V0,z + ν
( N∑
α=1
Rα,0Mα,0 −RF0 −W ′(X0)X1
)
z
(6.11)
+ γν(X0,zX1,zz +X0,zzX1,z − κX20,z)−∇ΓW (X0) + γX0,zz∇Γ(X0),
0 =
j0
τ
X0,z +W
′′(X0)X1 − γX1,zz + γκX0,z + ∂RF0
∂χ
, (6.12)
0 = (Rα,0(V0 · ν − wν))z −
N−1∑
β=1
Mαβ
(
(Mβ,1 −MN,1)zz − κ(Mβ,0 −MN,0) (6.13)
+
( zβ
mβ
− zN
mN
)
Φ1,zz − κ
( zβ
mβ
− zN
mN
)
Φ0,z
)
,
0 = ((1 + s(X0))Φ1,z)z +
N∑
α=1
zα
mα
Rα,0 (6.14)
are fulfilled, where we used the abbreviations from (5.18). Note that we already simplified
(6.11), (6.12) and (6.14) using Φ0,z = 0 which is an easy consequence of (6.7), provided the
matching condition Φ0,z(z) → 0 for z → ±∞ is satisfied. This seems reasonable to keep the
notation short(er) and is justified as we will only consider matching solutions in the sequel.
We need one more definition to state our theorem. We introduce matching solutions which
consist of compatible outer and inner solutions.
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Definition 6.3. A tuple ((ρα,0)α,v0, χ0, χ1, ϕ0, (Rα,0)α, (Rα,1)α,V0,X0,X1,Φ0,Φ1) is called
a matching solution of the coupled regime provided ((ρα,0)α,v0, χ0, χ1, ϕ0) is an outer- and
((Rα,0)α, (Rα,1)α,V0,X0,X1,Φ0,Φ1) is an inner solution and both are linked by the matching
conditions.
Theorem 6.1. Let ((ρα,0)α,v0, χ0, χ1, ϕ0, (Rα,0)α, (Rα,1)α,V0,X0,X1,Φ0,Φ1) be a match-
ing solution of the coupled regime, then the following equations are satisfied in the bulk
regions Ω±:
±1 =χ0, χ1 = 0, (6.15)
0 =∂tρα,0 + div(ρα,0v0)− div
(N−1∑
β=1
Mαβ∇
(
µβ,0 − µN,0 +
( zβ
mβ
− zN
mN
)
ϕ0
))
(6.16)
−
NR∑
i=1
mαγ
i
αM
i
r
(
1− exp
( N∑
β=1
mβγ
i
βµβ,0
))
,
0 =∂tρ0 + div(ρ0v0), (6.17)
0 =∂t(ρ0v0) + div(ρ0v0 ⊗ v0) +∇
(
N∑
α=1
ρα,0µα,0 − ρf0
)
, (6.18)
0 =
N∑
α=1
zα
mα
ρα,0. (6.19)
Moreover, the following conditions are fulfilled at the interface:
0 =[[µα,0 − µN,0]], (6.20)
0 =[[ρ0(v0 · ν − wν)]], (6.21)
0 =[[ρα,0(v0 · ν − wν)]]−
[[N−1∑
β=1
Mαβ∇
(
µβ,0 − µN,0 + (
zβ
mβ
− zN
mN
)ϕ0
)
· ν
]]
, (6.22)
0 =
[[
j0v0 +
(
N∑
α=1
ρα,0µα,0 − ρf0
)
ν
]]
− γκν
∫ ∞
−∞
(X0,z)
2 d z, (6.23)
0 =
[[ j20
2ρ20
+ µN,0
]]
+
j0
τ
∫ ∞
−∞
1
R0
(X0,z)
2 d z, (6.24)
0 =[[(1 + s(χ0))∇ϕ0 · ν]]−
∫ ∞
−∞
( N∑
α=1
zα
mα
Rα,0(z)
)
d z, (6.25)
0 =[[ϕ0]], (6.26)
where j0 := ρ
±
0 (v
±
0 · ν − wν) and α = 1, ... , N − 1 in (6.20) and (6.22). Moreover, (5.30)
implies
[[∇ϕ0 − (∇ϕ0 · ν)ν]] = 0. (6.27)
Remark 6.4. We can use the evolution equations for (ρα,0)α together with the closure relation
(6.19) and the charge conservation ∑
α
zα
mα
rα = 0
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to obtain the following elliptic problem for ϕ0 :
0 = div

 N−1∑
α,β=1
Mαβ
((
zα
mα
− zN
mN
)
∇(µβ − µN ) +
(
zα
mα
− zN
mN
)(
zβ
mβ
− zN
mN
)
∇ϕ0
) .
(6.28)
Note that
N−1∑
α,β=1
Mαβ
(
zα
mα
− zN
mN
)(
zβ
mβ
− zN
mN
)
> 0,
provided zαmα −
zN
mN
6= 0 for at least one α, due to the positive definiteness of Mαβ .
The proof of Theorem 6.1 works along the same lines as the proof of Theorem 5.1. Thus,
we will only highlight the differences.
Lemma 6.5. Let Φ0 be given as in Definition 6.3 then Φ0,z = 0 and therefore [[ϕ0]] = 0.
Proof. By integrating (6.7) and using the matching conditions we obtain
(1 + s(X0))Φ0,z = 0.
Because of s ≥ 0 this implies the claim of the lemma.
Due to Lemma 6.5 equation (6.10) simplifies to
0 =W ′(X0)− γX0,zz (6.29)
and Lemma 5.7 applies. Concerning the normal velocity Remark 5.6 is true in this regime, as
well. Moreover, (6.8) becomes
0 =

N−1∑
β=1
Mαβ(Mβ,0 −MN,0)z


z
. (6.30)
Similarly to Lemma 5.8, we construct a subsystem of equations from which we can compute
the (Rα,0)α.
Lemma 6.6. For X0 given as in Lemma 5.7 equations (6.11), (6.12), (6.29), (6.30) are
equivalent to (6.11), (6.29), (6.30) and
j0
R0
(
j0
R0
)
z
+ (Mα,0)z = − j0
R0τ
(X0,z)
2, (6.31)
for any α ∈ {1, . . . , N}, where R0 :=
∑N
α=1Rα,0.
Proof. The proof is analogous to the proof of Lemma 5.8.
Equations (6.30) and (6.31) coincide with (5.11) and (5.34). Thus, Lemma 5.9 also applies
in the scaling at hand.
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Lemma 6.7. The normal part of (6.11) can be written as
LX1 =
(
j20∑N
α=1Rα,0
)
z
+
( N∑
α=1
Rα,0Mα,0 −RF0
)
z
− γκX20,z (6.32)
with
L :W 2,1(R)→ L1(R), Ψ 7→ (W ′(X0)Ψ− γX0,zΨz)z.
Equation (6.32) has a solution if and only if the normal part of (6.23) is satisfied.
Proof. The only solutions of the homogeneous adjoint problem to (6.32), i.e.,
W ′(X0)Ξz + γ(X0,zΞz)z = 0 (6.33)
in L∞ are given by Ξ = k for k ∈ R, see [11, Lemma 4.11]. Thus, the solvability condition for
(6.32) is
0 =
∫ ∞
−∞
((
j20∑N
α=1Rα,0
)
z
+
( N∑
α=1
Rα,0Mα,0 −RF0
)
z
− γκX20,z
)
d z,
which is equivalent to (6.23).
Then, we consider the tangential part of V0. All the arguments are the same as in Lemma
5.12, only the ϕ and Φ terms are not present. Thus, we obtain:
Lemma 6.8. The tangential part of (6.11) has a solution if and only if the tangential part
of (6.23) holds.
Integrating (6.14) leads to the statement:
Lemma 6.9. Let (Rα,0)α and X0 be given. Then, it exists a solution Φ1 of (6.14) if and only
if (6.25) holds.
Finally, analogous to Lemma 5.13, we obtain the following result:
Lemma 6.10. Equation (6.13) has a solution if and only if (6.22) holds.
Proof of Theorem 5.1. We obtain the interface conditions and the properties of χ0, χ1 by
combining the preceeding lemmas. Concerning the bulk equations, (6.16) is (5.2), (6.17) is
(5.3), (6.19) is (6.4) and (6.18) follows from (6.2) as χ1 = 0.
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