Abstract-This paper presents a control structure for a general-purpose image understanding system. It addresses the high level of uncertainty in local hypotheses and the computational complexity of image interpretation. The control of vision algorithms is done by an independent subsystem that uses Bayesian networks and utility theory to compute marginal value of information and selects the algorithms with the highest value. It is shown that the knowledge base can be acquired using learning techniques and the value-driven approach to the selection of vision algorithms leads to performance gains.
I. INTRODUCTION
Image Understanding (IU) systems are defined as systems capable of identifying objects in 2D images and of building 3D relationships between objects in the scene and the viewer. The construction of an end-to-end, general-purpose, image understanding system supporting an intelligent agent in different domains is one of the main goals of computer vision. Significant progress has been achieved on domain-specific systems and/or isolated modules of a general system, but the main goal is still out of reach. One of the problems with IU systems is the management of uncertainty, which arises from a variety of sources, such as the type of the sensor, the sensor's quality, the sensor's position, weather conditions, illumination conditions, season, random objects in the scene, and the inherent uncertainty in the definition of common objects. An IU system has to be able to recognize and reconstruct objects in a scene and to deal with many levels of uncertainty.
Object recognition in aerial images is one important step towards 3D reconstruction of a scene, but to automate the recognition process in a real world application is not an easy task. This research addresses some of the control issues involved in the interpretation process for a generalpurpose image understanding system. This article shows how Bayesian networks and utility theory can be used to build a control structure for a general-purpose image understanding system. It also addresses the knowledge engineering issue by demonstrating that it is possible to learn the Bayesian network structures from fairly coarse training information. Ascender II, an IU system for fully automated Aerial Image Interpretation, is used as a testbed to address these questions: 1) How can the results of visual operators be combined in a principled manner to classify a particular image region?
2) How can the hierarchical structure be exploited in order to construct an incremental classification process?
3) Can the construction of the knowledge base be simplified or (fully) automated for a particular application using both human expertise and machine learning techniques? 4) Can performance be improved by using a disciplined approach to operator selection?
II. BACKGROUND
One popular approach in the 1980's to the general IU problem was the knowledge-based vision systems. Typically, a knowledge-based vision system contains a knowledge base, a controller, and visual operators, e.g. the VISIONS system [1, 2] , the ACRONYM system [3] , the SPAM system [4] , the MOSAIC system [5] . In most of these systems the controller and the visual operators are combined into a single system. However, these systems can not be easily generalized to domains that are different from those for which they were originally developed.
Vision systems have been developed using Bayesian networks for both knowledge representation and as a basis for information integration. The TEA1 system [6] using a set of Bayesian networks combined with selective perception [7] to define what visual operator should be used and where the visual operator should be applied to achieve scene interpretations at a minimum "cost". Mann and Binford [8] showed how to make bottom-up inferences using geometric properties and Bayesian aggregation in a system called SUCESSOR.
Kumar [9] introduced a system with simple networks for aerial image interpretation. In this system a Bayesian network has to be built for each image. More recently Krebs [10] presented a system using 3D B-spline curves as features to identify objects in a well-controlled indoor environment.
A set of problems found with most of the knowledge-based vision systems and some of the Bayesian systems are: control for visual operators was not properly addressed as an independent problem [11] , and the system's structure did not facilitate entry of new knowledge [12] . From the surveys in [11] and [12] , an ideal general-purpose Image Understanding system should take into account the two issues just described and have, at least, the following characteristics: 1) Multiple levels of representation to accommodate a diverse set of features and objects.
2) Dynamic planning to make use of the current context and state of interpretation. 
III. THE ASCENDER II SYSTEM
The original Ascender system (called Ascender I) was developed for building detection and reconstruction from multiple aerial images [13] . It used 2D image features and grouping operators to detect rooftop boundaries [14] and matched these polygons, under 3D constraints, across views to compute height and to build 3D volumetric models. The system used a fixed strategy and it detected nearly 90% of the buildings in controlled experiments but a considerable number of false positives were generated due to scene clutter and the presence of buildings outside of the class for which the system was designed [15] .
To generalize the class of buildings and other objects the Ascender II system has been developed incorporating AI mechanisms for dynamic control. Ascender II utilizes a wider set of visual operators that fuse 2D and 3D information and that can make use of EO, SAR, IFSAR, and multi spectral imagery during the reconstruction process.
The Ascender II system was designed for aerial image interpretation, particularly for the 3D reconstruction of urban areas. The system is divided into two independent parts. The first part is the reasoning subsystem which has a knowledge base composed of a set of Bayesian networks.
This subsystem is responsible for selecting visual operators and for making decisions throughout the inference process. The second part is the visual subsystem that has a database of images, models, visual operators and other image features extracted during the inference process.
The Ascender II has been designed as a general-purpose vision system, it has a set of focus-ofattention regions as input, and the system's goal is to select visual operators, recognize objects in the scene, and reconstruct these objects automatically in 3D. The Ascender II system combines top-down and bottom-up inference. It uses top-down inference to go from a general to a detailed interpretation. Bottom-up inference is used within each interpretation level, identifying primitives (features) in the image and using these primitives to classify the regions. The use of Bayesian networks and utility theory leads to a system that measures only the most useful subset of the features available. Using this subset the system is capable of recognizing the regions correctly, saving time and reducing the cost of processing.
IV. REASONING OVER FEATURES IN AN AERIAL IMAGE INTERPRETATION SYSTEM.

A. Using Bayesian Networks to model objects
A priori knowledge about objects is captured in a hierarchical Bayesian network structure. The gmcv-marengoni.doc 5 networks in the Ascender II system are used for the following tasks: select a feature to be measured in the image, combine evidence from different features once they have been collected, and decide when to accept the current hypotheses and stop the reasoning process.
Evidence about a feature is obtained by applying a corresponding visual operator to the region in the image. A priori knowledge, in the form of initial prior probabilities is used to select the visual operator for the initial step. Once evidence is obtained, it is entered in the Bayesian network and it is combined with previous knowledge. The process is repeated until the system accumulates enough information to determine the region's most representative object class.
To avoid the general NP-hard propagation problem [16] , the reasoning subsystem was designed using a set of small Bayesian networks organized into a hierarchical structure according to levels of detail. The hierarchical network structure is the system's knowledge base.
This architecture using sets of networks, designed hierarchically, to control the inference process is robust [17] , and its drawback is that backtracking in the hierarchy is difficult to support.
Each network represents knowledge about an object class at a particular level of detail. Each object class has also been decomposed into subparts within a network. The subparts are basic components of the objects such as rooftops for buildings, vehicles for parking lots, etc. The reasoning process is performed at each level assuming a correct recognition in the previous stage.
The hierarchy in the knowledge base is designed as follows: a network at level i represents a refinement of a class represented in a network at level i-1. This organization of networks is shown in Figure 1 . One of our goals is to show that using the hierarchical structure suggested here, will increase performance and will avoid propagation of evidence through variables that will not affect the overall classification process. 
B. Structure, Feature Set and Probability Tables
The networks were designed using the HUGIN system [18] based on the following principles:
The root node represents the region of discourse.
The states in the root node are the possible classes that the region can belong to.
The children of the root node are features that can either be measured or inferred.
Each feature is discretized into ranges such that a feature value can be used to discriminate between the classes in the root node; these ranges were defined empirically, and they are part of the knowledge engineering process.
The general structure of the networks is shown in Figure 2 . Features can be measured directly (feature 1) or indirectly (feature 2). Edges were placed in the networks between features that are related, going from the most general feature to the most specific feature. Edges were also placed from the root node to all nodes representing general features.
Two types of knowledge are encoded in the network: domain-specific knowledge for each class (prior probabilities), and general knowledge, which shows the relationship between a class and a feature (conditional probabilities). A link from the root node to the feature has associated with it a conditional probability table, which represents the conditional probability of the feature F having a value k given that the class C has a value c, described in the expression:
The inference process in Bayesian networks allows reasoning in both directions (from cause to consequence and back). Thus, a feature can be measured for a region and its value propagated through the network, ultimately changing the beliefs at the root node for the class of that region. The conditional probability tables were defined for the Ascender II system using both statistical measures and subjective probabilities [21] . The prior probabilities for the root nodes were defined subjectively depending on the data set being worked on.
The approach described above was used to design a set of networks, experiments using these networks can be found in [17, 19, 20] . Because the visual operators are not 100% reliable, a node corresponding to the operator for each feature being measured was added to the networks. The conditional probability table between the feature and the operator for that feature represents the reliability of the operator. Some of the networks designed for the Ascender II system are shown in Figures 3a and 3c . 
V. CONTROLLING AND MAKING DECISIONS IN AN AERIAL IMAGE INTERPRETATION SYSTEM
A human decision has both logical and subjective components [21] . Typically, a decision depends on three issues: the information available when the decision was made, the previous knowledge about the issues involved in the decision (the logical parts), and personal aspects, or preferences (the subjective part). The Ascender II system has three important decisions to make: what feature to select, when processing should stop, and what label should be given to a region.
The system combines Utility theory with the Bayesian networks to perform these decisions.
Utility theory is a probabilistic technique for decision making and it fits well in a Bayesian network system. Utility theory provides mechanisms to select the decision that has the highest expected utility. The algorithm used for inference is described below:
1) Compute the utility of the system (equation 1and 2 below).
2) Repeat 
2.1) For each feature compute its value of information (equations 4 and 5 below
3) Label the region using the decision with the highest utility value (equation 3 below).
4) If the label selected has a network for further refinement
4.1) Load the new network and repeat the process.
Else
4.2) Select a new region.
The major problem in the inference process is to determine the feature with the highest value of information. The use of value of information as a basis for decision-making can be accomplished within a Bayesian network framework through the construction of decision graphs [22 and 23] . In the discussion that follows, we use the following notation:
the event that region R belongs to Class j (the outcome). feature F is discretized into m states. As a specific example consider the boat parking lot in the Avenches data set (see Figure 4c ).
The utility table used in the level 0 network storing the values U(DR i |R j ) (the identity matrix in Table 1a ) was obtained as described in [21] . The identity matrix as a utility table reflects the fact that only the correct classification is desired, and that all object classes have the same importance. Using the utility table and the probabilities given by the beliefs in the root node P(R j |E) (the probability (Class) row in table 1a) the utility of the system was computed as follows: first, the expected utility of each decision available EU(DR i |E) was calculated using equation 1. The utility of each decision is shown in the first row of Table 1a .
The system's utility (0.38) is then defined as the maximum value among the expected utilities (equation 2). The best decision is defined as the decision α which gives the maximum expected utility (equation 3), in our example, without getting any evidence, is to label the parking lot region as a building.
The reasoning process starts by computing the value of information for each feature VI(F m ) as follows: first we determine the expected utility for the feature EU(DR i |E,F m ), for instance for
Planar fit which has current beliefs as Pr(Good)=0.5545 and Pr(Bad)=0.4455, we simulate a Good planar fit in the network (setting the feature Planar Fit with Pr(Good)=1, and propagating this information in the network) and get a new set of beliefs in the root node (the Prob(Good) column in Table 1b ). The process is repeated for a Bad planar fit and a second set of beliefs is obtained for the root node (the Prob(Bad) column in Table 1b 
The value of information for each feature can be computed using equation 5:
Repeating this process gives the expected utility values for each feature (second column in Table 1c ). The feature with highest value of information (Height = 0.67) is selected. The height operator is then applied in the image's region and it returns the average height measured, which is entered as a state in the node Height Operator. This evidence is propagated in the network giving the beliefs for the classes in the root node (see column 3, Table 1d ). Using this new set of beliefs a new utility for the system is computed (0.57) using equations 1 and 2. The decision changed from Building to Parking Lot, and the process is repeated to select the next operator. Notice that the Height feature was already measured, thus it is not available in step 2 and it is marked with an "x" in the column Step 2 in Table 1c . The new utilities for each feature not measured yet are shown in the column Step 2, Table 1c . The only feature with the expected utility higher than the current utility of the system (0.57) is Planar Fit (0.6035). The operator for Planar Fit is applied and evidence is entered in the Planar Fit Operator's node, which is propagated through the network, giving a new set of beliefs for the classes in the root node, as shown in the last column in Table 1d .
The system's utility moved to 0.60 and the decision for a Parking Lot is kept. The new expected utility for each available feature is computed again (see the Step 3 column in Table 1c ).
As none of the features have an expected utility greater than the current utility of the system, thus value of information equals 0, the reasoning process stops at level 0. Using the current information, the Ascender II system labels the region as a Parking Lot and proceeds to level 1, where computations are performed similarly.
VI. LEARNING MODELS FOR THE CONTROL STRUCTURE
The knowledge engineering used to design an efficient Bayesian network (structure and probability tables) is a time consuming task, even for small networks as those currently used in the Ascender II system. This has been one of the main criticisms of Bayesian networks [24] .
Algorithms for learning Bayesian networks from data have been developed [25, 26, 27, 28 ].
Cheng's algorithms [25] are based on statistical measures over pairs of random variables. The algorithms perform conditional independence tests using mutual information, and conditional mutual information given a third variable. These tests are used to define probabilistic dependence, and the probability tables are computed by statistics measures over the available data. The Power Constructor [29] is a tool freely available in the Internet that implements
Cheng's algorithms.
Cheng's algorithm was used to learn the network structure and the conditional probability tables for the features' variable and the region label in the hand crafted networks. The operator nodes as well as the operator reliability tables were not included in the learning process, but were added manually when the learning was completed. If the true value of each feature was provided, the tables representing the operator's reliability could also be learned from the data.
The 79 regions in the Ft. Hood, Ft. Benning, and Avenches datasets were used for learning.
These regions represent a mix of objects drawn from buildings, parking lots, grassy fields, etc.
All regions were presented to a set of human subjects, and they were asked to estimate the state of each feature (features were coarsely quantized to facilitate the human task and to reduce the number of examples required in the learning phase). Consider the building region presented in Figure 4d . For this region the human subject had to answer a set of simple questions, such as: 
VII. EXPERIMENTS AND RESULTS
The first experiment was designed to show that a more disciplined approach to feature selection leads to a more efficient system. The experiment shows that the system using Utility theory is faster (uses 430 operators out of the 906 available operators) and it can identify a significant percentage of the regions (90% in the first level and 81% overall -see Table 2a ). The second set of experiments was designed to show the performance of the system using the learned networks on the same data sets used for training (Table 2b ). This testing is legitimate because there are two major differences in the procedure that have to be considered:
In the experimental phase a visual operator computed the features algorithmically from the image. These computations do not necessarily correspond to the outcome given by humans.
The networks used in the experiments were augmented by the addition of the operator nodes and their corresponding reliability tables. The values of the features measured were attenuated by the operator's reliability during the propagation.
In the learned system (System A) the prior probabilities learned from data reflect the exact frequency of each object class. Thus, the system should react faster to feature values retrieved from the data and it would not be a fair comparison to the hand-crafted system. Thus a second test was performed where the prior beliefs in the networks were changed to the prior beliefs of the hand-crafted networks (System B). The results are shown in Tables 2c.
The system using Bayesian networks learned from data performed very similar to the system using the hand-crafted networks in terms of classification. However, System A classified the regions using 32% fewer operators and System B used 15% fewer operators than the system using the hand-crafted networks (Table 2 a, b and c -last column). As the distributions of beliefs in System B is more uniform than in System A, more exploratory calls are required in System B before deciding about a region, thus we expected System B to use more operators than System A. The fact that System B is more densely connected than the hand-crafted network explains the result of fewer operators required to get the same performance in terms of classification.
In the last experiment two new datasets (Flat and Glandorf) were presented to both the handcrafted and the learned (system B) networks. The results are shown in Table 2 a, and c.
In the Flat Scene dataset the number of operators applied using the learned networks is slightly smaller (5%), but the performance in terms of classification is higher (87% against 73% for the hand-crafted networks). An improvement was also observed for the system using the learned networks in the Glandorf dataset (60% against 57.5% for the hand-crafted networks), however the number of operators used by the learned networks was considerably higher (25%).
The images are darker in this dataset than in the others, so the sequence of operators learned might not work as well in the presence of this poor contrast. Another problem in the Glandorf data set is that some objects are very close to others, and when computing features from the DEM an overlap of the regions could lead to mistakes. Finally, the set of prior probabilities used in this data set were not tuned. Other values for prior probabilities could give the system a better performance, but this is a time consuming task that is beyond the scope of this work.
The higher density in the learned networks is one explanation of why they converged faster to the correct classification than the hand-crafted networks. The drawback in this case is that the learned networks are general DAG's, which could increase the propagation time significantly.
VIII. CONCLUSIONS
We have shown that a more disciplined approach to operator selection and decision making proved to be more efficient, not in terms of correct classifications, but in terms of resources used.
The combination of Bayesian networks and Utility Theory is robust enough to handle information from images with different characteristics (the datasets used in our experiments have different number of objects in each class, different resolutions, different contrasts, different camera parameters, etc) and to combine converging and conflicting information from different sources.
The hierarchical structure of Bayesian networks used in the knowledge base allows the system to work incrementally. The regions are classified first using a generic label, which is refined in the subsequent processing levels. Backtracking was not a significant drawback in the experiments developed here.
Visual information provided by humans in a simple and natural way can be used to learn the structure and/or conditional probability tables for the Bayesian networks. However, the data used to learn the networks must be representative of all object classes used in the system. These networks can be applied to similar datasets with a simple adjustment of prior beliefs for the object classes. This reduces the burden of designing and tuning the structure and probability tables of the Bayesian networks, which has been a major criticism of this technique.
In the Ascender II system the knowledge base and control processes (reasoning subsystem) are separated from the visual subsystem. This encapsulation allows more flexibility in adding new visual operators, or in replacing current operators, and requires only minor changes in the reasoning subsystem. In addition to these specific properties, the Ascender II system has some features described earlier which are desirable in a general vision system.
