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Abstract
Iterative decoding and linear programming decoding are guaranteed to converge
to the maximum-likelihood codeword when the underlying Tanner graph is cycle-
free. Therefore, cycles are usually seen as the culprit of low-density parity-check
(LDPC) codes. In this paper, we argue in the context of graph cover pseudocode-
word that, for a code that permits a cycle-free Tanner graph, cycles have no effect
on error performance as long as they are a part of redundant rows. Specifically, we
characterize all parity-check matrices that are pseudocodeword-free for such class
of codes.
Keywords: Iterative decoding, linear programming decoding, low-density parity-check
(LDPC) code, Tanner graphs, pseudocodewords
Mathematics Subject Classification: 94B05
1 Introduction
Modern decoding algorithms such as message-passing iterative decoding and linear pro-
gramming decoding are extremely efficient and are shown to enable communications at
rates near the channel capacity under several circumstances. These decoders are known
to converge when the Tanner graph is cycle-free, and so one of the design criteria for the
constructions of LDPC codes is the number and size of cycles in the underlying graphs.
Thus, regular and irregular LDPC codes are usually constructed semi-randomly with
procedures that avoid cycles with small girth [13, 16, 19]. There are also investigations
on the effects of cycles on the performance of iterative decoders [11].
Another explanation for when iterative decoders fail to converge is by means of the
pseudocodewords. Since the pseudocodewords satisfy every condition set by the decoder,
they are legitimate from the perspective of the algorithm. The so-called pseudoweight
acts as Hamming weight for LDPC codes, and the pseudocodewords provide a tangible
∗W. Kositwattanarerk is with the Department of Mathematics, Faculty of Science, Mahidol University,
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framework for the study of the error performance of LDPC codes. For this reason, these
noncodeword outputs and their properties have been extensively studied in the literature
[1, 6, 7, 8, 18, 20].
Wiberg [17] is among the first to study noncodeword outputs from iterative decoders
where computations from the algorithms are retracted and laid out as a tree. Since
iterative decoders perform calculations locally, it is probable that the algorithms try
to make an estimate on a graph that behaves locally like the original Tanner graph.
In [7], the pseudocodewords are characterized using a finite degree lift of the Tanner
graph called a graph cover, and this description of the pseudocodeword relates well to
noncodeword outputs from linear programming decoding [4]. Excellent overviews of the
pseudocodewords can be found, for example, in [1, 6].
In this paper, we focus on the pseudocodewords arising from graph covers of the
Tanner graph. We provide an exact condition for codes with cycle-free Tanner graph
to be pseudocodeword-free. Although codes in this class are known to have limited
capabilities [3], the results given here yield a surprising insight on the structure of the
pseudocodewords: good representation for this class of codes has nothing to do with
cycles as long as there exists a spanning tree of the Tanner graph that represents the
same code. As a result, this work sheds light on empirical phenomenons where, under
certain circumstances, iterative decoders perform well despite a number of small cycles in
the Tanner graph [9] and eliminating small cycles does not significantly improve decoding
performance of LDPC codes [12].
The remainder of this paper is organized as follows. Section 2 provides some back-
ground on parity-check codes and the pseudocodewords. We introduce the notion of
p-satisfy in Section 3 to ease our searches for the pseudocodewords. The main result of
this work is stated as Theorem 3.5. Several examples are given in Section 4.
2 Preliminaries
A code can be represented by many parity-check matrices, but a parity-check matrix
uniquely determines a code. This choice of representation can be especially problematic
in the context of decoding algorithms that operate on a parity-check matrix. To avoid
unnecessary confusions, we define a code based on its parity-check matrix.
Definition 2.1 Let H ∈ Fr×n2 . The binary linear code with parity-check matrix H, de-
noted C(H), is the null space of H. In other words,
C(H) = {y ∈ Fn2 | HyT = 0 ∈ Fr×12 }.
Here, we do not impose that rows of H are linearly independent. The above definition
coincides with the usual terminology–if H ∈ Fr×n2 , then C(H) is a subspace of Fn2 of
dimension at least n− r. We shall write C as a code to mean a subspace of Fn2 without
a specific choice of parity-check matrix and say that H represents C if C = C(H).
Throughout, our discussions will focus on the parity-check matrix H and not just the
code C, since iterative decoders and linear programming decoder depend rather on the
choice of parity-check matrix of the code. The Tanner graph from a binary matrix is
defined next.
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Definition 2.2 Let H ∈ Fr×n2 . The Tanner graph of H, denoted T (H), is a bipartite
graph with biadjacency matrix H. Specifically,
T (H) = (X ∪ F,E)
where X = {x1, . . . , xn} represents the columns of H and is called the set of bit nodes,
F = {f1, . . . , fr} represents the rows of H and is called the set of check nodes, and
E = {{xi, fj} | hji = 1}.
Given a parity-check matrix H, it is clear that the Tanner graph is bipartite. The
converse of this statement is also true: given a bipartite graph, it can be viewed as a
Tanner graph of some parity-check matrix. In a way, the Tanner graph gives a graphical
representation of the parity-check matrix. Suppose that binary values c1, c2, . . . , cn are
assigned to the bit nodes of the Tanner graph T (H). Then, c = (c1, c2, . . . , cn) is a
codeword of C(H) if and only if the binary sum of the values at the neighbors of every
check node is zero. Next, we give the definition of a graph cover.
Definition 2.3 Let m be a positive integer. An m-cover of T (H) is a graph T̂ (H) with
the property that there exists an m-to-1 mapping ϕ from the vertices of T̂ (H) to the
vertices of T (H) that preserves degree and the set of neighbors. Namely, if v is a vertex
of T̂ (H) of degree t and with neighbors u1, . . . , ut, then ϕ(v) is a vertex of T (H) of degree
t and with neighbors ϕ(u1), . . . ϕ(ut).
Although we only study a graph cover of the Tanner graph T (H), we remark here
that the above definition can be applied to give a graph cover of any graph. Since a graph
cover T̂ (H) is bipartite, it can be viewed as a Tanner graph of some parity-check matrix.
Similar to how T (H) can be used to determine codewords, the graph cover T̂ (H) can be
used to determine what is called graph cover pseudocodeword.
Before we proceed to the definition of graph cover pseudocodeword, we briefly discuss
iterative decodings and linear programming decoding and refer readers to [4, 10] for a
more precise description. Suppose that information are sent over a memoryless binary-
input symmetric-output channel. Given a received word w, maximum likelihood (ML)
decoder finds y ∈ C that maximizes P (w | y). This is equivalent to choosing y ∈ C that
minimizes
γ1y1 + γ2y2 + . . .+ γnyn (1)
where
γi = log
(
P (wi | yi = 0)
P (wi | yi = 1)
)
is the log-likelihood ratio at the ith coordinate. Iterative decodings (also known as
message-passing iterative decoding or belief propagation) perform inference on the Tan-
ner graph. Roughly speaking, once a word w is received, the log-likelihood ratios γi are
assigned to the bit nodes. Each bit node then broadcasts its value to the neighboring
check nodes. Once a check node receives the likelihood from all its neighboring bit nodes,
it uses this information to make new estimates and send them back. Each bit node
updates its likelihood, and then the process iterates.
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Linear programming decoding aims to minimize (1) over the convex hull of C(H)
when implicitly embedded in Rn. Since the number of constraints needed to describe this
convex hull is exponential in block length, linear programming decoding is typically done
over a relaxed polytope
r⋂
j=1
conv(C(Rowj(H))),
which is the intersection of the convex hull of codewords from the r simple parity-check
codes given by the rows of H.
The hallmark of iterative decoding is that the entire process is local, meaning that
each vertex has its own agenda and makes decision independently. Rather than searching
for a codeword that satisfies every parity condition collectively, the algorithms look for
a codeword that satisfies each parity condition iteratively. Thus, the algorithms cannot
distinguish between the Tanner graph and its cover. This results in the algorithms trying
to converge to a legitimate binary value assignment on the graph cover. We call these
graph cover pseudocodewords. In a similar fashion, linear programming decoding breaks
parity-check matrix into a collection of parity conditions determined by each row of the
matrix. While the relaxed polytope has a more tractable representation than the original
codeword polytope, it could be the case that the relaxed polytope has a vertex that is
not in the convex hull of C(H). Those noncodeword vertex are a scale of a graph cover
pseudocodeword [4]. From now on, we use the term pseudocodeword to refer to graph
cover pseudocodeword and give its definition next.
Definition 2.4 Let T̂ (H) be an m-cover of T (H) with an m-to-1 mapping ϕ. Suppose
that binary values ci1, ci2, . . . , cim are assigned to the preimage of the bit node xi of T (H)
under ϕ in such a way that the binary sum of the values at the neighbors of every check
node of T̂ (H) is zero. (In other words, c11, c12, . . . , c1m, . . . , cn1, cn2, . . . , cnm is a legitimate
codeword of T̂ (H).) Then, the integer vector(
m∑
k=1
c1k, . . . ,
m∑
k=1
cnk
)
is a pseudocodeword of H. The set of all pseudocodewords of H is denoted PC(H).
Note that PC(H) collects pseudocodewords from an m-cover T̂ (H) for all values of m.
In particular, a 1-cover of T (H) is T (H) itself, so each codeword of C(H) is considered
a pseudocodeword.
Example 2.5 Consider a parity-check matrix
H =
(
1 1 1 0
0 1 0 1
)
.
It follows that
C(H) = {(0, 0, 0, 0), (0, 1, 1, 1), (1, 0, 1, 0), (1, 1, 0, 1)}.
The Tanner graph T (H) and a codeword (1, 1, 0, 1) on T (H) is shown in Figure 1. Figure
2 portrays a 2-cover of T (H) along with a pseudocodeword (1, 2, 1, 0). Here, note that
(1, 2, 1, 0) is not an integral combination of elements from C(H).
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Figure 1: On the left is the Tanner graph T (H) from Example 2.5. White circles are
bit nodes and represent columns of H. Red squares are check nodes and represent rows
of H. An assignment 1, 1, 0, 1 to the bit nodes corresponds to the codeword (1, 1, 0, 1) of
C(H) and is shown on the right.
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Figure 2: On the left is a 2-cover T̂ (H) of T (H) from Example 2.5. A legitimate binary
value assignment on the right corresponds to the pseudocodeword (1, 2, 1, 0).
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Given a code C, it is desirable to represent C with a parity-matrix H so that the
set of pseudocodewords PC(H) is as small as possible. Toward this goal, we implicitly
embed C(H) in Rn and enumerate some elements of PC(H). We have already seen that
C(H) ⊆ PC(H).
In fact, since a graph consisting of m copies of the Tanner is consider an m-cover, any
integral combinations of the elements of C(H) whose coefficients are nonnegative are
considered a pseudocodeword; that is, ∑
c∈C(H)
acc
∣∣∣∣ ac ∈ N
 ⊆ PC(H).
Again, addition and multiplication here are done over R. The case when the above
inclusion becomes an equality deserves a special consideration.
Definition 2.6 A parity-check matrix H is geometrically perfect if the pseudocodewords
of H are precisely integer combinations of the codewords of H with nonnegative coeffi-
cients. In other words,
PC(H) =
 ∑
c∈C(H)
acc
∣∣∣∣ ac ∈ N
 .
Being geometrically perfect means that the set of pseudocodewords is kept as small as
possible. We see that the matrix H from Example 2.5 is not geometrically perfect since
PC(H) contains (1, 2, 1, 0). A well-known class of geometrically perfect parity-check
matrices is the collection of matrices whose Tanner graph is cycle-free. Here, if T̂ (H) is
a cover of T (H) that is cycle-free, then T̂ (H) simply consists of disconnected copies of
T (H), and so any pseudocodeword of H is an integral combination of the codewords.
In this work, we tie the property of being geometrically perfect to a parity-check
matrix and not a code. A code can be represented by many parity-check matrices, and
for one to be geometrically perfect does not guarantee that all others are. It is shown in
[2, 5] that a code permits a geometrically perfect parity-check matrix if and only if it does
not contain any code equivalent to H⊥7 , R10, or C(K5)⊥ as a minor. However, it is not
clear which parity-check matrix makes that so. Our work is a step toward understanding
this choice of representation.
An algebraic characterization of the pseudocodewords is given in [7]. Since PC(H) is
closed under addition, its elements must form a cone in Rn. Koetter et al. [7] identify
this cone and precisely characterize the elements that are pseudocodewords.
Definition 2.7 Let H ∈ Fr×n2 . The fundamental cone of H, denoted K(H), is given by
K(H) =
{
v ∈ Rn
∣∣∣∣ vi ≥ 0 and n∑
l=1,l 6=i
hjlvl ≥ hjivi for all 1 ≤ i ≤ n and 1 ≤ j ≤ r
}
.
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Theorem 2.8 [7, Theorem 4.4] Let H ∈ Fr×n2 . An integer vector p is a pseudocodeword
of H if and only if
p ∈ K(H) and HpT = 0 (mod 2).
The inequalities of the fundamental cone demand, roughly speaking, that no single
element of a pseudocodeword gets too large. Theorem 2.8 gives a convenient method
to enumerate P (H). Instead of going through all covers of the Tanner graph T (H),
one may verify whether p is a pseudocodeword by checking its entries against a set of
inequalities and parity conditions determined by the rows of H. It is also easy to see that
C(H) ⊂ K(H), and so K(H) contains every integral combination of the codewords.
3 Pseudocodeword-Free Representation of a Code
We have seen that the Tanner graph is a convenient graphical representation of a parity-
check matrix. Each check node of the Tanner graph literally serves as a “parity-check”
for a legitimate codeword. On the other hand, determining whether an integer vector is a
pseudocodeword requires one to either find a suitable graph cover or appeal to Theorem
2.8 and test the vector algebraically. To assist our study of the pseudocodewords, we first
give a new use to the Tanner graph.
Recall that (c1, c2, . . . , cn) is a codeword of C(H) if and only if the assignment c1, c2, . . . , cn
to the bit nodes of the Tanner graph T (H) makes the binary sum of the neighbors of
every check node zero. In other words, a check node is “satisfied” if the binary sum of
its neighbors is zero, and a codeword is what makes every check node satisfied. Moti-
vated by this observation, we generalize the property of being “satisfied” in the following
definition.
Definition 3.1 Let v be a vertex of a graph G with the set of neighbors {u1, u2, . . . , ut}.
Suppose that integer values a1, . . . , at are assigned to these vertices. We say that v is
p-satisfied if all of the the following conditions hold:
i) ai ≥ 0 for all i,
ii)
∑t
l=1 al = 0 (mod 2), and
iii)
∑t
l=1,l 6=i al ≥ ai for all 1 ≤ i ≤ t.
Technically, the property of being p-satisfy localizes the conditions for pseudocode-
words given in Theorem 2.8. It makes the Tanner graph sufficient to verify whether an
integer vector is a pseudocodeword, and we state this fact as the following proposition.
Proposition 3.2 Let T (H) be the Tanner graph of H ∈ Fr×n2 . An integer vector (p1, . . . , pn)
is a pseudocodeword if and only if the assignment p1, . . . , pn to the corresponding bit nodes
of T (H) makes every check node p-satisfied.
Proof Combining Definition 2.7 and Theorem 2.8, an integer vector (p1, . . . , pn) is a
pseudocodeword if and only if, for all 1 ≤ j ≤ r,
i) pi ≥ 0 for all i,
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ii)
∑n
l=1,l 6=i hjlpl ≥ hjipi for all 1 ≤ i ≤ n, and
iii)
∑n
l=1 hjlpl ≡ 0 (mod 2).
Since hjl = 1 precisely when the bit node xl is adjacent to the check node fj, the above
three conditions are satisfied for all 1 ≤ j ≤ r if and only if every check node is p-satisfied
with p1, . . . , pn.
We provide several useful results before stating the main finding of this work. The
proof of Lemma 3.3 is trivial and is omitted. Here, w(·) denotes the Hamming weight of
a binary vector.
Lemma 3.3 Let H be a parity-check matrix. Suppose that the check node fj1 correspond-
ing to Rowj1(H) and the check node fj2 corresponding to Rowj2(H) have no common
neighbor. If r is the binary sum of Rowj1(H) and Rowj2(H), then
w(r) = w(Rowj1(H)) + w(Rowj2(H)).
In particular,
w(r) ≥ w(Rowj1(H)) and w(r) ≥ w(Rowj2(H)).
Proposition 3.4 Let H ∈ Fr×n2 . If T (H) is a tree where every check node has degree at
least 2, then
i) the number of 1’s in H is precisely r + n− 1,
ii) if
r = Rowj1(H) +Rowj2(H) + . . .+Rowjs(H) (mod 2),
then w(r) ≥ w(Rowjt(H)) for t = 1, 2, . . . , s, and
iii) the rows of H are linearly independent over F2.
Proof Since T (H) is a tree with r+n vertices, T (H) has r+n−1 edges, and i) follows.
Let r = Rowj1(H) + Rowj2(H) + . . . + Rowjs(H) (mod 2). Without loss of general-
ity, we shall prove that w(r) ≥ w(Rowj1(H)), and ii) will readily follow. Consider the
tree T (H) with the check node fj1 corresponding to Rowj1(H) as a root node. Clearly,
T (H) \Rowj1(H), the subgraph of T (H) with vertex Rowj1(H) removed, is a graph with
deg(fj1) = w(Rowj1(H)) connected components. Construct a check node fr correspond-
ing to r (that is, xi is adjacent to fr if and only if the i
th element of r is 1). If we can show
that fr is connected to each component of T (H) \ Rowj1(H), then deg(fr) ≥ deg(fj1),
and we can conclude that w(r) ≥ w(Rowj1(H)) as required.
Let U be one of the connected components of T (H) \ Rowj1(H), and consider the
check nodes among fj2 , . . . , fjs that belong to this component. If there is none, then fr is
adjacent to the bit node in this component that is adjacent to fj1 . Assume without loss
of generality now that check nodes fj2 , . . . , fjk belong to this component. Consider the
subgraph of U consisting of check nodes fj2 , . . . , fjk and their neighbors. This subgraph
must be cycle-free and hence has at least two leaves. However, no check node can be a
leaf since they have degree at least 2. The check node fr must now be adjacent to one of
the leaves and therefore connected to this component. This finishes the proof of ii).
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Finally, iii) follows from ii) since we cannot have
0 = Rowj1(H) +Rowj2(H) + . . .+Rowjs(H) (mod 2)
for any rows j1, . . . , js of H.
Proposition 3.4 will be helpful since we will be dealing with a parity-check matrix
whose Tanner graph does not have a cycle. We know that a representation H of a code
is geometrically perfect if T (H) is cycle-free. The following theorem now classifies all
geometrically perfect representations of such code.
Theorem 3.5 Let C be a code that has a cycle-free representation. A parity-check matrix
H of this code is geometrically perfect if and only if (possibly empty) redundant rows of
H can be removed so as to obtain a representation of C that is cycle-free.
Proof Suppose that C is a concatenation of e codes, and let H ′ ∈ Fr×n2 be any cycle-
free representation of C. It is not hard to see that T (H ′) is a forest, i.e., a collection of
disconnected e trees. We assume that T (H ′) has no check node of degree 1, for if T (H ′)
has a check node of degree 1, then the coordinate corresponding to the neighboring bit
node can be punctured or ignored.
Assume that (possibly empty) rows of H can be removed so as to obtain a represen-
tation H˜ of C that is cycle-free. That is, C(H˜) = C(H), and T (H˜) is cycle-free. Then,
it follows from [6, Theorem 6.1] that
PC(H) ⊆ PC(H˜).
Now, since C(H˜) = C(H), integer combinations of codewords of H˜ and codewords of H
are the same. As H˜ is geometrically perfect, we have
P (H) ⊆ P (H˜) =
 ∑
c∈C(H˜)
acc | ac ∈ N
 =
 ∑
c∈C(H)
acc | ac ∈ N
 ⊆ P (H).
Therefore, H is geometrically perfect.
Suppose now that it is not possible to remove redundant rows of H so that a cycle-free
representation of C can be obtained. Let j′1, j
′
2, . . . , j
′
s be the rows of H
′ that are not in
H. This list is not empty since we cannot remove rows of H to obtain H ′. Since H and
H ′ represent the same null space (i.e., the code C), for each k = 1, 2, . . . , s, some rows
of H must be binary sum of j′k and a linear combination of some other rows of H
′; we
denote such rows jk,1, . . . , jk,ak . It follows from Lemma 3.3 and Proposition 3.4 that
w(Rowjk,l(H)) ≥ w(Rowj′k(H ′)) (2)
for all 1 ≤ l ≤ ak. Suppose for the sake of contradiction that, for each k = 1, 2, . . . , s,
there is 1 ≤ bk ≤ ak such that w(Rowjk,bk (H)) = w(Rowj′k(H ′)). This means we can
remove rows of H so that only rows j1,b1 , j2,b2 , . . . , js,bs and rows of H that are in H
′
remain. This representation of C is cycle-free, and hence is a contradiction. Therefore,
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there exists a row j′p of H
′ such that the equality of (2) does not hold for any 1 ≤ l ≤ ap.
This row is essential to our proof, and we call it pivotal.
The pivotal row j′p of H
′ is represented by a check node fj′p in the Tanner graph
T (H ′). Let U ′ be the connected component of T (H ′) that j′p belongs to (i.e., U
′ is one
of e trees in the forest T (H ′)). Denote d := w(Rowj′p(H
′)) so that the check node fj′p
has degree d. It is clear that U ′ \ fj′p , the subgraph of U ′ with vertex fj′p removed, is a
cycle-free graph with d connected components. We assign values 2d to all bit notes in
one component and 2 to all other bit nodes of T (H ′). We will prove that this assignment
does not p-satisfy fj′p but p-satisfies every check node of T (H). Hence, we can appeal to
Proposition 3.4 and conclude that H is not geometrically perfect as PC(H) contains an
extraneous pseudocodeword.
Our arguments will center around condition iii) of Definition 3.1. Roughly speaking,
this condition requires that the value at one neighboring bit node cannot be greater than
the values at all other neighboring bit nodes combined. The check node fj′p of H
′ is
adjacent to 1 bit node whose value is 2d and d− 1 bit nodes whose value is 2 (see Figure
3), and so this check node is not p-satisfied as 2 + 2 + . . .+ 2︸ ︷︷ ︸
d−1 terms
< 2d.
We are left to show that the same assignment makes a pseudocodeword for H. Con-
ditions i) and ii) from Definition 3.1 are trivially satisfied for every check node of T (H),
and now only condition iii) is to be verified. Rows of H can be identified as either
• jp,1, . . . , jp,ap , or
• linear combination of rows 1, 2, . . . , j′p − 1, j′p + 1, . . . , r from H ′.
Since
w(Rowjp,l(H)) > w(Rowj′p(H
′)) = d
for all 1 ≤ l ≤ ap, the required condition is satisfied for check nodes jp,1, . . . , jp,ap of H
(see Figure 3).
Consider now a check node that is a linear combination of rows 1, 2, . . . , j′p − 1, j′p +
1, . . . , r of H ′. If this check node is only adjacent to bit nodes whose value is 2, then
clearly condition iii) is satisfied. Finally, if this check node is adjacent to a bit node
whose value is 2d, it must be adjacent to at least 2 such bit nodes since each check node
has degree at least 2. Thus, conditions iii) is satisfied, and this finishes the proof of the
theorem.
4 Examples
We present two examples in this section. The first one illustrates the key step used in the
proof of Theorem 3.5. The second one showcases the code considered in [17]. As we will
see, it is possible that a parity-check matrix is geometrically perfect despite the presence
of several small cycles.
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Figure 3: Check node fj′p is not p-satisfied (top) while check node fjp,l is (bottom).
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Figure 4: On the top presents the Tanner graph T (H ′) and the pivotal check node fj′p
from Example 4.1. The check node in consideration is not p-satisfied. At the bottom
is the Tanner graph of H. One readily sees that every check node is p-satisfied, and so
(2, 2, 8, 8, 8, 8, 2, 2, 2, 2, 2, 2) is a pseudocodeword for H.
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Example 4.1 Suppose that
H ′ =

0 0 1 1 1 1 0 0 0 0 0 0
1 1 0 0 0 1 1 0 0 0 0 0
0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 0 0 1 1 0
0 0 0 0 0 0 1 0 0 0 0 1

and
H =

0 0 1 1 1 1 0 0 0 0 0 0
1 1 1 1 1 0 1 0 0 0 0 0
1 1 0 0 0 1 0 1 1 0 0 0
0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 0 0 1 1 0
0 0 0 0 0 0 1 0 0 0 0 1
 .
Let C = C(H ′) = C(H). It is not possible to remove rows of H to obtain H ′ or any
cycle-free representation of C. Here, the second row of H ′ is pivotal and is labeled fj′p in
Figure 4. We have d = w(Row2(H
′)) = 4 and T (H ′) \ fj′p has 4 connected components.
Value 8 is assigned to all bit notes in one component, and value 2 is assigned to all other
bit nodes. The check node fj′p of T (H
′) is not p-satisfied with this assignment. However,
every check node of T (H) is p-satisfied. This makes
PC(H) ⊂ PC(H ′),
and so H ′ is not geometrically perfect.
Example 4.2 This example considers three representations of the code of length 7 and
dimension 4 used to demonstrate the min-sum algorithm in [17, Section 3.1]. The first
representation H1 yields a tree, the second representation H2 is a cycle code (i.e., every
bit node has degree 2), and the third representation combines check conditions of the two.
See Figure 5.
It is not hard to see that
C = 〈(1, 1, 0, 1, 0, 1, 0), (0, 1, 1, 0, 0, 0, 0), (0, 0, 0, 1, 1, 0, 0), (0, 0, 0, 0, 0, 1, 1)〉.
Now, H1 is geometrically perfect, and so
PC(H1) =
{∑
c∈C
acc
∣∣∣∣ ac ∈ N
}
.
On the other hand, there is no redundant row of H2 whose removal yields a cycle-free
representation of C. This representation is not geometrically perfect as
PC(H2) =
{∑
d∈D
add
∣∣∣∣ ad ∈ N
}
where
D = C ∪ {(2, 0, 0, 1, 1, 1, 1), (0, 2, 0, 1, 1, 1, 1), (0, 0, 2, 1, 1, 1, 1), (2, 2, 2, 1, 1, 1, 1)}.
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Figure 5: Three representations of the the code from Example 4.2
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The third representation combines the rows of H1 and H2, and is quite interesting since it
contains both a subgraph that is a tree and several 4-cycles. In this case, the tree dominates
as the representation H3 is geometrically perfect. In other words, there are no pseudocode-
words besides the integral combinations of the codewords. One plausible explanation here
in terms of graph cover is that, although small cycles bolster the pseudocodewords, the
cycle-free subgraph T (H1) forbids one from coming up.
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