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Magnetization measurements of LaCoO3 have been carried out up to 133 T generated with a destructive pulse
magnet at a wide temperature range from 2 to 120 K. A novel magnetic transition was found at B > 100 T
and T > T ∗ = 32 ± 5 K which is characterized by its transition field increasing with increasing temperature.
At T < T ∗, the previously reported transition at B ∼ 65 T was observed. Based on the obtained B-T phase
diagram and the Clausius-Clapeyron relation, the entropy of the high-field phase at 80 K is found to be smaller
for about 1.5 J K−1 mol−1 than that of the low-field phase. We suggest that the observed two high-field phases
may originate in different spatial orders of the spin states and possibly other degrees of freedom such as orbitals.
An inherent strong correlation of spin states among cobalt sites should have triggered the emergence of the
ordered phases in LaCoO3 at high magnetic fields.
PACS numbers: 75.30.Wx, 75.25.Dk, 75.47.Lx, 75.30.Cr
Due to the strong correlations between the electrons, the
transition metal oxide serves as a vast field hosting rich elec-
tronic phases represented by high-temperature superconduc-
tivity, colossal magnetoresistance and magnetic-field-induced
ferroelectorics [1, 2]. Among them, cobalt oxides are unique
for their spin state degrees of freedom which not only bring
about a magnetic crossover but also a metal-insulator transi-
tion (MIT) [3] in the thermal evolution. Perovskite cobalt ox-
ide, LaCoO3, has attracted significant attention for more than
five decades for its unusual magnetic and transport properties,
namely, the crossover from a diamagnet to a Curie paramag-
net at 100 K and the transition from a paramagnetic insulator
to a paramagnetic metal at 500 K with increasing tempera-
ture [4]. Within the ionic picture, possible spin states of Co3+
are the low spin state (LS: t62ge
0
g, S = 0) and the high spin
state (HS: t42ge
2
g, S = 2) that energetically lie close to each
other due to the delicate balance of Hund’s coupling and crys-
tal field splitting. Besides those, the intermediate spin state
(IS: t52ge
1
g, S = 1) is also argued to be stabilized due to the
strong hybridization with the O 2p state [5]. Representative
ideas describing the spin states of LaCoO3 in the tempera-
ture range above 100 K are (i) the LS-HS mixture state [6–11]
and (ii) the IS state [5, 12, 13]. However, they are still con-
troversial. It is notable that recent theoretical studies on the
two-orbital Hubbard model have qualitatively reproduced the
thermally induced spin crossover and MIT with paramagnetic
local moments [14–16]. On the other hand, they are inclined
to predict the ordering of different spin states which is not
found experimentally except for a few studies [17].
The validity of the models on spin states should be well
judged by their field effects. One can uncover magnetic ex-
cited states using high magnetic fields at low temperatures,
eliminating the thermal effect. Thermodynamical properties
of the magnetic phase can also be revealed by observing its
temperature and magnetic field dependence [18, 19]. In the
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case of LaCoO3, a spin gap of about 100 K [20] necessitates
a high magnetic field amounting to 100 T. In fact, a first-order
field-induced spin state transition [21, 22] accompanied by
magnetostriction [22, 23] has been found at B = 65 and 70
T with magnetization measurements up to 100 T at below 4.2
K. The results are either understood in terms of the local spin
crossover model [21] or the formation of the spin state crys-
talline (SSC) phase, where the different spin states at Co3+
and possibly the orbitals are spatially ordered [22, 23] and fur-
ther, the following two magnetization jumps at B > 100 T are
predicted by the Ising type SSC model [22]. With the explo-
sive magnetic flux compression technique, magnetization up
to 3.5µB was observed at 500 T, 4.2 K, although the smeared
transitions up to 100 T may be due to the fast sweeping rate
(> 10 T/µs) [24]. The B-T range explored so far, however,
has been limited to low temperatures. To verify the physical
origins of the thermally induced magnetic phase and the field-
induced magnetic phase of LaCoO3, it is plausible to explore
the properties of LaCoO3 in even wider B and T ranges and
clarify how those phases evolve and interact with each other
on the B-T plane.
In this Rapid Communication, we report a high-field mag-
netization study of LaCoO3 up to 133 T at a wide range of
temperatures from 2 to 120 K, from whose data a phase di-
agram in the wide B-T range is constructed. We found first-
order magnetic transitions at B > 100 T at T > T ∗ = 32± 5 K
where the transition fields increased with increasing T , sug-
gesting the existence of the low entropy phase at B > 100 T
and at T > T ∗. We also confirmed the reported first order
magnetic transition at ∼ 65 T at T < T ∗ where the transi-
tion field was almost temperature independent. We obtained a
rich phase diagram that contradicts the prediction based on the
spin crossover in the local ion picture. We discuss the result in
light of the formation of the field induced ordered phase due to
strongly correlating spin states and other degrees of freedom
such as orbitals.
High field magnetization measurements were carried out in
the following manner. For the generation of a high field with
a maximum field BMax of 133 T, a horizontal type single-turn
coil, a semi-destructive pulse magnet [26], was employed.
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FIG. 1. (a) Time evolution of the magnetic field and the time derivative of magnetization dM/dt which is proportional to the induction voltage
of LaCoO3 at 17 and 70 K. The arrows pointing downwards and upwards denote the peaks in dM/dt curves. (b) Magnetization M of LaCoO3
as a function of magnetic field at various temperatures obtained using the single turn coil (thin curves). The data up to 33 T reported by Hoch
et al. using static fields (open circles) were adopted from Ref. 25. (c) Magnetic field derivative of the magnetization dM/dB curves of LaCoO3
as a function of B obtained using the single-turn coil in the ascending field (solid curves) and the descending field (dashed curves). The solid
and open symbols denote the magnetic transition in the ascending and the descending fields, respectively.
Helium flow type cryostats made of nonmetallic parts were
used to cool the sample [27, 28]. The temperature at the sam-
ple space ranged from 10 to 120 K and was measured with
a chromel-constantan thermocouple. We also used a vertical
type single turn coil with a helium bath type cryostat for the
measurements at T = 2.5 and 4.2 K and BMax ∼ 105 T, as de-
scribed in Ref. [29]. The magnetization (M) of LaCoO3 was
obtained by measuring the induction voltage (proportional to
dM/dt) of a well compensated pair of pickup coils, one of
which held the sample inside. Small grains of single crys-
talline LaCoO3 [21] were put into a sample space of φ = 0.9
and l = 3 mm with their crystal axis unoriented. The magnetic
field B was measured with a calibrated pickup coil placed
close to the sample space.
Representative results of the time derivative of M, dM/dt,
at 17 and 70 K are shown in Fig. 1(a), along with the time
evolution of B. At 17 K, sharp peaks are seen at 70 and 60
T, respectively, whereas, at 70 K, the peaks were observed
at higher fields, indicating that the transition fields are tem-
perature dependent. M curves were obtained by numerically
integrating the dM/dt data. dM/dB curves were obtained by
dividing the dM/dt data with the dB/dt data. They are plotted
against B, as shown in Figs. 1(b) and 1(c), respectively. In
Fig. 1(b), absolute values are evaluated by scaling the data
to the M data obtained using a nondestructive pulse magnet
at ISSP, Univerisity of Tokyo. The obtained M curves in Fig.
1(b) are in good agreement with the low-field magnetization
data up to 33 T, as reported in Ref. [25]. Whereas the mag-
netic transitions at ∼ 65 T and at below 30 K have been re-
ported previously [21–23], we show the magnetic transitions
at above 37 K and above 100 T. One can clearly notice that
the field-induced magnetic transitions in Fig. 1(b) and 1(c) are
temperature dependent. This trend may have a common root
with the observed positive temperature dependence of mag-
netic transitions at B ' 60 T and at T ¿ 40 K in Ref. [22, 23].
We first focus on the obtained M at 4.2 K in Fig. 1(b).
The amount of the magnetization jump ∆M at the transition
is ∼ 0.5µB/f.u., which is in good agreement with the reported
values [21, 22]. The values of the transition field observed in
the ascending and descending fields are ∼ 75 T and 65-60 T,
respectively. The existence of a large hysteresis of about 15 T
indicates that the transition is a first-order transition. The rel-
atively smeared transition in the descending fields in Fig. 1(b)
should originate from the heating effects during the first order
phase transition, as suggested in Ref. [22]. With increasing
temperature up to 27 K, the transitions become smeared, pos-
sibly due to the thermal effect, as seen in Fig. 1(c). Our result
is inconsistent with the reports in Ref. [22], where the first in-
crease of M of ∼ 0.5µB/f.u. at 63 T was followed by a second
increase of M of ∼ 0.5µB/f.u. at ∼ 70 T. The cause of the dis-
crepancy is not clear at this moment, although it may be due to
the sample or the field sweeping rate dependence. We regard
that the second transition is absent in the present study. The
sweep rate up to 100 T is faster in our case (∼50 T/µs) than
in the case of the explosive compression technique (∼10 T/µs)
[24]. Therefore, the smearing of the sharp transition in Ref.
[24] may not be due to the intrinsic effects, such as thermal
effects.
Next, we observe the temperature dependence of M and
dM/dB in Figs. 1(b) and 1(c), respectively. Guided by the
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FIG. 2. (a) The B-T phase diagram of LaCoO3 based on the observed
transition fields BC1 and BC2 in the present study. The dashed curve
represents the predicted phase boundary based on the spincross over
in the local ion picture [32]. (b) ∆M and (c) ∆S at the phase boundary
at each temperature. The same symbols are used as in (a).
sudden change in the transition field at T ∗ = 32 ± 5 K, we
term the transition fields for the ascending field and descend-
ing field at T < T ∗ as BupC1 and B
down
C1 denoted with solid and
open circles, and at T > T ∗, BupC2 and B
down
C2 denoted with solid
and open triangles, respectively. At T > T ∗, we found that
the novel magnetic transition is present at B > 100 T in the
ascending field (BupC2) as denoted by the solid triangles in Fig.
1(c). With increasing temperature, the peaks at BupC2 in Fig.
1(c) are gradually sharpened and shifted towards higher fields.
BdownC2 also shifted to higher fields with increasing temperature
at T > T ∗. This is highly in contrast with BupC1 and B
down
C1 at
T < T ∗ being independent of temperature [21, 22].
We plot the obtained transition fields on the B-T plane as
shown in Fig. 2(a). The transitions at T > T ∗ and B > 100 T
are reported (colored in blue). The hysteresis region is in-
dicated by the shaded area. For clarity, we term the low-
temperature low-field region and the high-temperature low-
field region to be phases (A1) and (A2), respectively. We also
term the high-field phases (B1) and (B2). It is evident that the
high -field phases (B1) and (B2) are separated from the low
field phases (A1) and (A2) by a first-order magnetic transition
with hysteresis. Phases (B1) and (B2) are distinguished based
on T ∗.
By integrating the peaks in the dM/dB curves, we obtained
∆M at each transition field for various temperatures, as shown
in Fig. 2(b). The saturation magnetizations MS expected for
IS or HS Co3+ are 2.0µB/f.u. or 4.0µB/f.u., respectively, pro-
vided g = 2. MS is not reached even after the magnetic tran-
sition at 70 K (M ∼ 1.0µB/f.u.). With the observed values of
∆M in Fig. 2(b) and dB/dT obtained from the phase bound-
ary in Fig. 2(a), we deduced the entropy change ∆S at the
field-induced transition based on the Clausius-Clapeyron re-
lation [30] dB/dT = −∆S/∆M, as shown in Fig. 2(c). At
T < T ∗, the slope is vertical resulting in ∆S ∼ 0 J K−1 mol−1.
At T > T ∗, ∆S gradually decreases from 0 and converges
to ∼ −1.5 J K−1 mol−1 at T > 80 K. This compares to the
entropy increase at the thermally induced spin crossover in
LaCoO3 of ∼ 2.0 J K−1 mol−1 from 13 to 80 K [31]. Both of
them are much smaller than the value of R ln 3 = 9.13 J K−1
mol−1 expected for the thermal spin crossover from S = 0 to
S = 1.
The magnetic transitions discovered at B > 100 T and
T > T ∗ in the present study need temperature assistance to
ascertain their origin. Our data set lacks the low-temperature
(T < 4.2 K) high field (B > 100 T) data, which may make the
absence of a magnetic transition at 100 T < B < 140 T and at
T < T ∗ inconclusive. However, the data at 4.2 K up to 140 T
are actually provided in Ref. [22] by making use of the single-
turn coil, evidencing that such a magnetic transition is absent
up to 140 T. On this basis, we regard the magnetic transitions
discovered at B > 100 T and T > T ∗ to have different origins
from the predicted spin state cascade based on the Ising type
SSC model at 0 K in Ref. [22], where the predicted magnetic
transition at B > 100 T should be present even at T ∼ 4.2 K,
and it is not predicted that another ordered phase such as (B2)
appears with increasing temperature.
Here, we argue that the most striking feature of the obtained
phase diagram shown in Fig. 2(a) is that the transition field
increases with increasing temperature. It is completely con-
trary to the shared tendency of the previous reports on spin
crossover compounds such as cobalt oxides [Sr1−xYxCoO3
[33], (Pr1−yYy)0.7Ca0.3CoO3 [34, 35]] and coordinate com-
pounds (Fe[(phen)2(NCS)2] [36], [MnIII(taa)] [37]), where the
transition fields are observed to decrease with increasing tem-
perature, as schematically shown by the dashed curve in Fig.
2(a). This tendency can be readily anticipated by considering
the spin crossover in the local ion picture, where the ground
state is less magnetic (i.e., LS) and that the excited state is
more magnetic (e.g., HS or IS). In this situation, the magnetic
state will be occupied with increasing either T or B due to
the entropy or Zeeman energy contribution, respectively. In
LaCoO3, the ground state is the LS phase [38], denoted as
phase (A1) in Fig. 2(a), whose entropy is considered to be
small. The thermally induced paramagnetic state [38], de-
noted as phase (A2) in Fig. 2(a), is considered to possess a
larger entropy due to the magnetic, orbital, and phonon de-
grees of freedom of HS or IS species and the mixing en-
tropy of the LS-HS or LS-IS complexes [32]. Based on the
local model for spin crossover, it is expected that the transi-
tion field decreases with increasing temperature and that phase
4(B1), (B2) merges with phase (A2) at the high-temperature
and high-field region, as shown by the dashed curve in Fig.
2(a). It is clear that phase (A2) and phase (B1), (B2) are the
distinct phases in the present result as shown in Fig. 2(a).
It is now decisive that the local model for the spin crossover
compounds [10, 32] is not applicable to the B-T phase dia-
gram of LaCoO3, suggesting that phasesr (A2) and (B1), (B2)
are distinct in origin, which is contrary to the previous notion
[21, 23].
We now discuss the origin of the observed high-field phases
(B1) and (B2). In the present observation, the reduction of S
is observed in the transition from phase (A2) to phase (B2),
as shown in Fig. 2(c). This may suggest that some order
is present in phase (B2). The candidates for the order of
phase (B2) are (i) antiferromagnetic order (AFM), (ii) spin
state crystalline (SSC), and (iii) orbital order (OO). In the
SSC, the spin states of Co3+ are spatially ordered. Among
them, we believe the SSC is the most plausible idea for the
following reasons. First, because AFM becomes unstable un-
der larger magnetic fields, its Ne´el temperature is expected to
decrease with increasing magnetic field. However, as shown
in Fig. 2(a), the transition temperature of (B2) increases with
increasing magnetic field. Therefore, AFM is excluded. Next,
we consider the SSC. In phase (A2) the spin states are disor-
dered. At the magnetic transition, the number of Co3+ in the
magnetic spin states is increased and the spatial order of the
spin states is obtained, forming the SSC, the spatial order of
spin states. This scenario is in good agreement with experi-
mental observations, namely, the sudden increase of magneti-
zation and the decrease of entropy. Thus, we regard the SSC
is present in phase (B2). Lastly, we consider OO. The orbital
degree of freedom is quite spin state dependent. Therefore, if
the spin states are disordered, it should be very difficult for the
OO to appear. Besides, OO itself does not change the magne-
tization. Therefore, OO alone cannot be the order parameter
of phase (B2). On the other hand, the OO on the background
of the SSC should appear plausible. Such spin state ordering
is also suggested in recent theories [8, 14–16] and high-field
experiments [22, 23].
Another feature found in the obtained phase diagram in
Fig. 2(a) is the sudden change in the transition fields at T ∗,
making the two high-field phases (B1) and (B2) distinct. The
phase boundary between phase (B1) and (B2) seems horizon-
tal (dT/dB = 0) at T ∗. This means that ∆M/∆S = 0 in the vir-
tual transition from phase (B1) to (B2) based on the Clausius-
Clapeyron relation. We deduce ∆M = 0, assuming that ∆S is
not so large. As a possible origin of the two distinctive phases
(B1) and (B2), we discuss that, besides SSC, another order
may be present in phase (B1) which does not change M. This
is because the SSC of phase (B2) is expected to be even more
stable in phase (B1) due to the lower temperature.
Possible origins for the order of (B1) in addition to the SSC
are (i) AFM, (ii) OO, (iii) excitonic condensate (EC), and (iv)
the SSC with a spatial pattern that is different from (B2). We
note here that it is difficult at present to further qualify those
possibilities, except for the AFM. The AFM in phase (B1)
is excluded because M should be smaller than that of phase
(B2). This is in contradiction to the experimental observation.
EC may be plausible, although further experimental evidence
is needed to confirm it. EC has been recently proposed as the
origin of the insulating phase of LaCoO3 and Pr0.5Ca0.5CoO3
[39–44]. In a very recent report, it is predicted by a dynamical
mean field model calculation that a field-induced EC is pos-
sible [45]. Switching between two different SSCs may also
be possible. The SSCs with various spatial patterns were con-
sidered with generalized gradient approximation (GGA+U)
calculations in Ref. [8]. Some two SSCs with the same M
may undergo a temperature-induced transition from one to the
other with the assistance of the entropy difference of those
phases due to a lattice or orbital contribution.
The OO in phase (B1) is also in good agreement with the
experimental results. Co3+ in the IS or HS both possess orbital
degrees of freedom at the eg and t2g orbitals, respectively. The
formation of the OO at phase (B1) will stabilize it energeti-
cally, which may well result in the reduction of the transition
field to phase (B1) as compared to that to phase (B2), being in
accord with the observed change of the transition field at T ∗.
In addition, the flat phase boundary between (B1) and (B2)
is also in good agreement with the order-disorder phase tran-
sition of orbitals [46] or the switching between different OO
[47] because they can occur with ∆M = 0. In those cases,
orbitals are ordered in phase (B1) and in (B2) the orbitals are
disordered or forming the OO with different spatial pattern.
For these reasons, we regard that, in phase (B1), OO may be
present in addition to the SSC. Orbital ordering taking place
along with the spin state ordering has also been claimed in
YBaCo2O5 [48], Sr3YCo4O10.5 [49], the thin film of LaCoO3
[50], and a previous high-field study on LaCoO3 [22]. We
note, however, the origin of phases (B1) and (B2) is still an
open question to be explored in future studies.
In conclusion, high-field magnetization measurements of
LaCoO3 up to 133 T were carried out in a wide tempera-
ture range from 2 to 120 K. At T > T ∗, we observed the
novel magnetic transition at B > 100 T. In addition, we ob-
served the previously reported magnetic transition at ∼ 65 T
with T < T ∗. Based on the obtained B-T phase diagram and
the Clausius-Clapeyron relation, it was found that the high-
field phases possess lower entropy than the low-filed phases,
and that the high-field phases are separated into two phases at
T = T ∗. We argue that the observed magnetic transitions take
place from the LS-HS or LS-IS disordered phase to the or-
dered SSC of LS-HS or LS-IS complex. At T < T ∗, spatially
different SSC or orbital order may develop.
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