In this paper, we present the analysis of electroosmotic flow in a branched U-turn nanofluidic device, which we developed for detection and sorting of single molecules. The device, where the channel depth is only 150 nm, is designed to optically detect fluorescence from a volume as small as 270 attolitres (al) with a common wide-field fluorescent setup. We use distilled water as the liquid, in which we dilute 110 nm fluorescent beads employed as tracer-particles. Quantitative imaging is used to characterize the pathlines and velocity distribution of the electroosmotic flow in the device. Due to the device's complex geometry, the electroosmotic flow cannot be solved analytically. Therefore we use numerical flow simulation to model our device. Our results show that the deviation between measured and simulated data can be explained by the measured Brownian motion of the tracer-particles, which was not incorporated in the simulation.
Introduction
In the last few years, a large number of fluidic devices are being studied, driven by the motivation to develop bio-medical applications that consume small amounts of reagents and analytes. Among these, one important explored direction is the development of devices that allow for single molecule detection (SMD) and single molecule manipulation (SMM).
1,2 If a reliable SMD method exists, it will allow for a sensitive detection of very low concentrations of the tested fluid, a key issue in medical diagnostics. In most of the works, fluorescence is the method of choice. This is due to the availability of bright fluorochromes, the large variety of bio-assays for observing biological entities and the well-developed optical microscopy detection methods. The main challenge in SMD is to optically detect small volumes. Different methods have been described to detect small volumes, among others is to use submicrometer-sized fluidic channels. 2 On the other hand, the major challenge in SMM is the precise manipulation of the single molecules, which requires a sufficient control of the molecule and the flow. Many lab-on-a-chip applications use electroosmotic flow to solve this challenge. In electroosmotic flow, an applied electric field causes the motion of ions inside the electric-double-layer (EDL) near the fluid/solid interface. Due to the viscosity of the fluid, the motion of the ions in the EDL induces the motion of the bulk fluid. 3 The electroosmotic flow is sometimes preferred rather than pressure-driven flow. [4] [5] [6] The main reasons are: (1) the pressure required to drive the flow in very small fluidic channels can become impractically high; (2) it is much easier to incorporate microelectrodes than moving-micromechanics (viz. pumps and valves) in the nanofluidic chips; and (3) the electrodes needed for electroosmotic pumping are more durable than the moving-mechanics needed for pressure-driven pumping.
In order to perform an efficient study on single molecules, both the challenges on SMD and SMM have to be solved simultaneously. Recently we developed a nanofluidic device, designed for detection and sorting of single molecules in solution. The lateral dimensions of the device are on the scale of y100 mm. Meanwhile, the fluidic channels in the device have a depth of 150 nm, allowing us to optically detect fluorescence from a volume as small as 270 attolitres (al) with a common wide-field fluorescent setup. The molecule-sorting scheme will rely on electrophoresis and dielectrophoresis, combined with the branched U-turn shape of the device. Using the scheme, single molecules in the solution will be sorted based on their charge, mobility, and polarizability. Previously, we assessed the proposed molecule-sorting scheme qualitatively, where a combination between the various electrokinetic forces is simulated. 7 However, the electroosmotic flow of the device itself has yet to be analyzed. Such an analysis is required in order to characterize the electroosmotic flow of the device prior to molecule sorting. In this paper, we present the electroosmotic flow analysis of the nanofluidic device. The electroosmotic flow inside the device was characterized by means of quantitative imaging. The images of the tracer-particles in the fluid are captured, and the pathlines and the velocity distribution of the fluid in the device are analyzed. We use a 206 objective lens (NA 5 0.4) that provides a depth-of-focus of 3.78 mm (in air), 8 much thicker than our 150 nm deep fluidic channels. Therefore the tracer-particles are always in optical focus, and the quantitative imaging is simplified into a two-dimensional-like particle-tracking problem.
The result of the quantitative imaging needs to be validated, in order to ensure that the observed behaviour of the tracerparticles accurately resembles the behaviour of the fluid itself. Due to the device's complex geometry (compared to the simple geometries commonly found in many lab-on-a-chip devices like cross sections, 9-13 straight channels, U-turns, 14, 15 and T-junctions 14, 16 ), it is not possible to do validation using an analytical solution. Therefore we also perform numerical flow simulation on the flow in the device. This provided the opportunity to determine how well we can determine the actual flow field from the measured tracer motion. In performing a numerical flow simulation on a device with such a complex geometry, we also take advantage of the dimensions of the device. Because the 150 nm channel depth is much smaller than the y100 mm lateral dimensions of the device, the flow geometry complies with that of Hele-Shaw flow. 17 This implies that the flow pattern averaged over the channel depth can be described in terms of two-dimensional potential flow (which is independent of fluid viscosity). This considerably simplifies the flow analysis into a twodimensional-like problem. The simulation does not incorporate Brownian motion, which can be significant during the measurement. Hence the deviation between measured and simulated data can be explained by the Brownian motion of the tracer-particles.
The nanofluidic device
The schematic drawing of our nanofluidic device is shown in Fig. 1 . The channel depth is 150 nm and therefore the device has essentially a two-dimensional-like (i.e. along a channel width and length) complex geometry. The 150 nm channel depth also allows detection of a volume as small as 270 attolitres (al) that is adequate for sensitive SMD. The arrows indicate the flow direction. The solution of single molecules will pass a 100 mm wide straight channel, before entering a semi-circular chamber with a radius of 1 mm. Twelve 100 mm wide sub-outlets collect the fluid out of the chamber (depending on the flow pattern) into a 273 mm wide main outlet. Applying positive and negative voltages to the inlet and the outlet, respectively, induces electroosmotic flow. Four similar devices are manufactured on a 20 6 20 mm 2 chip as shown (top-view) in Fig. 1 . Grey parts indicate the fluidic channels.
A device with a similar (but not curved) geometry has been analyzed experimentally 18 and theoretically 19 before. However, the electroosmotic flow in that device is induced primarily by the built-in electrodes, whereas the electroosmotic flow in our device is only driven by external electrodes. Therefore the configuration of the electroosmotic pumping is significantly different between the two devices: that device is designed for efficient low-voltage electroosmotic pumping, while our device is designed for particle detection and sorting.
Chip fabrication and interfacing
The fabrication of the chip starts by depositing a 33 nm layer of LPCVD (low pressure chemical vapor deposition) amorphous silicon on top of a glass wafer. By etching 150 nm into this layer, thus removing both the amorphous silicon layer and some of the glass wafer, the patterned fluidic channels are created. Finally, anodic bonding was performed between the remaining amorphous silicon layer and a capping Borofloatglass wafer, forming the fluidic channels. 20 The capping glass wafer has sixteen pre-drilled circular holes, as seen in Fig. 1 . Eight of these holes are connected to the fluid channels, providing fluidic access to the device. The other eight holes are connected to electrodes that are built into the chips, but will not be discussed in this paper. 7 A 76 6 40 6 20 mm 3 interface was fabricated from Perspex plastic to connect the nanofluidic device to the external world. A 20 6 20 mm 2 groove on the topside allows the chip to be clamped securely in place. The vertical window hole through the center part enables various microscopy techniques to detect and measure the single molecules in the device. Ten fluidic ports enable access to eight inlets, each equipped with gold wires for electroosmotic pumping. Microfluidic parts from Upchurch (Oak Harbor, WA, USA) are used to establish connections between the fluidic ports to macro instruments. At the electronic ports, ultra-mini pogo pins from Emulation Technology (Santa Clara, CA, USA) are embedded in the interface. These can connect built-in electrodes to a printedcircuit-board at the bottom part of the interface. In turn, the board connects both the pogo-pins and the fluidic ports' gold wires to external cable connections. The board is designed to allow voltages up to 500 V. More detail about the interface has been published previously. 7 
Analysis methods
The electroosmotic flow analysis is firstly studied by performing quantitative imaging. However, in order to validate the experimental results, we also perform a numerical flow simulation on the device. The thin fluidic channel depth (150 nm) serves two advantages for the quantitative imaging: (1) the channel is always at the center of the optical depth-offield, and (2) all tracer-particle are always in optical focus. Hence, the quantitative imaging is simplified into a twodimensional particle tracking. Moreover, the very thin fluidic channel depth is also advantageous for the numerical flow simulation: modeling can be performed in two dimensions, reducing computational cost and complexity. In this part, we start by describing the governing equations, and proceed with explaining the quantitative imaging and numerical flow simulation methods used for the analysis.
Governing equations
The flow of an incompressible continuous fluid is described by the incompressible Navier-Stokes equations. An additional source term describes the interaction between the ions in the fluid and an applied external electrical field. This extra source term is the electromechanical force density that can be derived from the Maxwell electromechanical stress tensor. 21 The resulting governing equations of the flow are the equation of continuity and the momentum equation, which are:
where v is the velocity vector, r the fluid density, t time, m the fluid dynamic viscosity, P the hydrostatic pressure, r e the local net charge density, and E the local electric field strength induced by external electrodes at the channel ends. The relation between the electrical potential in the liquid, y, and the local net charge density, r e , is given by the Poisson equation:
with e and e 0 the relative permittivity of the fluid and absolute permittivity, respectively. The inverse of the Debye-Huckel parameter defines the characteristic thickness of the electric-double-layer, or EDL, in a semi-infinite domain:
where k is the Debye-Huckel parameter, n 3 the bulk ionic number concentration, Z the absolute value of the ionic valence, e the electron charge, k b the Boltzmann constant, and T the temperature. The bulk ionic number concentration is determined by the salt molarity in the fluid, ). The fluid in our experiments is distilled water for which the 'characteristic EDL thickness' is of the order of 1 mm. This is much larger than the channel depth and hence EDL overlap occurs. Verwey 
where y * is the reduced potential defined as y
We do not have to use the Debye-Huckel approximation Zey % k b T on the Poisson-Boltzmann equation. However, according to ref. 25 when the 'characteristic EDL thickness' is in the order of, or higher than, 10 times the channel depth (like in the present case), no substantial deviations occur in the results of the non-linear and linear Poisson-Boltzmann equation. Therefore in the present case the Poisson-Boltzmann equation can be expressed as:
and the Poisson equation can be written as:
Because of the very large value of 'characteristic EDL thickness', we can assume that the electric potential in the liquid, y, is everywhere equal to f, the electric potential in the electric double-layer. Hence the local net charge density can also be assumed constant everywhere in the liquid:
Please note that both the classical theory and the more elaborate theories of ref. 23 and 24 predict this. Inside micro/nano-fluidic devices, the flow is typically steady and has a low Reynolds number (in our device, the Reynolds number is in the order of 10 23 ). Therefore when there is no applied pressure gradient, the momentum equation can be written as:
We employ a Cartesian coordinate system (shown in Fig. 1 ), in which the z-axis represents the axial dimension (i.e. the channel depth) while the x-axis and y-axis correspond to the lateral dimensions (i.e. the channel widths and lengths, respectively). Due to the dimensions of our nanofluidic device, the role of the EDL is much greater in the z-direction than in other directions. On the other hand, because the channel depth is constant everywhere, the z-component of E is zero. Meanwhile, the channel depth is also much smaller than the length and the width of channel. Hence h 
Using the boundary conditions v| z5¡h/2 5 0 and hv/hz| z50 5 0, where h is the channel depth, the solution for the electroosmotic velocity, v, is (for a constant charge density):
which is similar to a Poiseuille velocity profile between two infinite plates separated by a distance h. The average value of v in the z-direction can then be expressed as:
This approach is similar to the Hele-Shaw approximation, 17 named after Hele-Shaw (1898). The velocity field at a certain constant z (or averaged with respect to z) is only a function of the (x,y) plane. The parabolic velocity profile can be physically explained by the constant value of y caused by the very large 'characteristic EDL thickness'. The electric field induced by the electrodes in the ends of the channel drive every part of the liquid in the channel; the velocity decreases as we go near the channel walls, because of the no-slip condition there. A theoretical study on various electroosmotic velocity profile as a function of EDL thickness, which gives the parabolic velocity profile that we get, has been done before. 26, 27 In our measurements, we use beads with a diameter of 110 nm inside channels with a depth of 150 nm. Because the diameter of the beads is almost as large as the channel depth, the electroosmotic velocity experienced by the beads will have a value between v EO,average and (3/2)v EO,average (i.e. between the 'averaged velocity' and the 'maximum velocity' in the parabolic velocity profile). Hence the effective electroosmotic velocity on the beads is not exactly as the value expressed in eqn. (11) . A correction factor, C 1 , is needed to compensate the exact Hele-Shaw approach used in (11): v EO,beads 5 C 1 v EO,average .
Meanwhile, the interface between the beads and the distilled water will induce another EDL, with a different electric potential in it, f p . Because of this EDL, the spherical beads experience an electrophoretic motion with a velocity of:
The direction of the electrophoretic motion of the beads is opposite to the direction of the electroosmotic liquid motion. When we characterize the electroosmotic flow in the device using the beads, we have to take into account this electrophoretic motion of the beads. The apparent electroosmotic velocity observed in the experiment will therefore be:
When compared to the commonly-used HelmholtzSmoluchowski equation 5 (which is only valid for a thin EDL layer)
the apparent electroosmotic velocity in eqn. (13) can be written as:
with f EFF as an effective zeta potential. This parameter f EFF merges f (the original zeta potential used in Helmholtz-Smoluchowski equation) with C 1 (the correction factor that compensates the difference between the Hele-Shaw approximation result and the real electroosmotic velocity experienced by the beads) and f p (the zeta potential between the beads and the water, which induces the electrophoretic motion of the beads). In eqn. (15) , the local velocity is still directly related to the local electric field strength inside the channel. The equation also has the same format as the Helmholtz-Smoluchowski equation, only the zeta potential is now substituted by an effective zeta potential. As can also be seen from the equation, because there is no applied pressure gradient, the local velocity everywhere in the fluid is linearly proportional to the local electric field strength; this is called the similarity between velocity and electric field. 28, 29 In the experiments, only the apparent electroosmotic velocity, v, can be measured directly. On the other hand, in the numerical simulation, only the local electric field strength, E, is simulated. The effective zeta potential, f EFF , is then employed in the simulation to calculate the electroosmotic velocity, v.
Quantitative imaging
To perform the quantitative imaging on the electroosmotic flow in our complex geometry nanofluidic device, we use fluorescent beads as the tracer-particles. The 110 nm diameter beads are carboxylated-modified FluoSpheres from Molecular Probes (Eugene, OR, USA). The beads' excitation and emission wavelengths are 580 nm and 605 nm, respectively. The beads are diluted in distilled water with a 1 : 1000 volume ratio.
A drop of the solution is pipetted to the device's fluidic inlet, and capillary forces pull the fluid into the device. The deviceon-chip is then clamped in the chip's interface, before the interface's inlet and outlet are filled with the same solution. For applying electroosmotic voltage differences, outputs from an E303-3 Delta Elektronika (Zierikzee, The Netherlands) voltage source is connected to the interface's respective electronic ports. If we also need to apply pressure-driven flow to the nanofluidic device, then any of the fluidic ports can be connected via PEEK (poly-ether-ether-ketone) tubes from Upchurch (Oak Harbor, WA, USA) to a syringe, which in turn is connected to an 1215-UltraSaver EFD (East Providence, RI, USA) fluid dispenser.
Imaging is performed on a TCS SP2 Leica Mycrosystems (Wetzlar, Germany) fluorescence microscope. We use a 206 objective lens (NA 5 0.4) that provides a depth-of-focus of 3.78 mm, 8 much thicker than our 150 nm channel depth. A dichroic filter (l 5 580 nm) is used in combination with an N21 excitation filter from Leica (Wetzlar, Germany). The fluorescence signal is measured using an Orca-ER Hamamatsu (Hamamatsu City, Japan) CCD camera (pixel size of 6.45 mm).
Binning is occasionally used to improve the signal to noise ratio. We set the CCD's exposure time to 0.100 s. Image Analysis is done using Matlab (Natick, MA, USA) and our image processing toolbox DIPimage. 30 Static objects in the image sequence are removed by subtracting two consecutive images. To reduce computation time, the analysis is only done in a region-of-interest (ROI), which is defined as a rectangle around the tracer-particle of interest. The position of the particle is then determined by measuring the center-ofgravity using a DIPimage segmentation algorithm. In order to track the moving particle, the ROI is also moved along the particle. The measured particle's center-of-gravity is then used to specify the center of the moved ROI. By tracking the particles through the whole image sequence, the pathlines can be determined. The velocity of a tracer-particle is calculated from the particle's distance in each pair of consecutive images and the CCD's frame time.
Numerical flow simulation
It has already been established from the derivation of the governing equations that due to the dimensions of our device, the Hele-Shaw approximation can be used. Therefore the electroosmotic flow in our complex geometry nanofluidic device can be obtained in a two-dimensional numerical flow simulation (along the lateral dimensions), which provides an important advantage for the simulation. If pressure-driven flow happens to exist in the device, its vertically-averaged velocity distribution can also be simplified to two dimensions (i.e. only the lateral dimensions). 17 Therefore, a two-dimensional numerical flow simulation can always be performed, even if pressure-driven flow co-exists with electroosmotic flow in the device. The numerical flow simulation has been carried out in a commercial flow simulation code FLUENT (Lebanon, NH, USA). According to eqn. (15) , only the electric field needs to be determined. The computations of the electric field inside the device, and the resulting electroosmotic force, have been incorporated in a user-defined function (UDF). Using FLUENT, we calculate the pathlines and the velocities, v(x,y), directly from eqn. (15) . In order to validate our findings, a full three-dimensional simulation of our device is also carried out. This is also done with UDFs, and is accomplished by solving eqn. (6) together with the momentum equation, which are coupled with each other due to the electric source term. The full threedimensional simulation gives the same results like our twodimensional approach. This validates our two-dimensional simulation method.
Results and discussion
The low Reynolds number in our device implies that the inertial effects in the electroosmotic flow are negligible, so that the pathlines can make sharp corners. Fig. 2 shows the simulation result of the pathlines, colored with the normalizedvelocity. (Fig. 3 shows the measured pathlines (in streaks), where sharp corners show that inertial effects are negligible.) This result shows the velocity distribution in the device. As shown by eqn. (15), the local electroosmotic velocity is proportional to the local electric-field-strength in the lateral dimensions, which in turn depends on the device's complex geometry. The zoomed-in figure in Fig. 2 shows a specific region in the device. This region is interesting to analyze for two reasons: (1) due to the device's geometry, this region has the highest velocity variation; (2) this region is where the earlier-proposed molecule sorting method 7 starts to take effect.
In practice, deviation from the smooth low-Reynoldsnumber pathlines is expected due to Brownian motion of the tracer-particles. The Brownian diffusion coefficient for a spherical particle, and the corresponding mean Brownian displacement (in a two-dimensional space), are: where t is the diffusion time. 31 . This corresponds to a mean Brownian displacement of 2.79 mm, for a diffusion time t of 1 second. The corresponding velocity due to the Brownian motion (or as we call it, the Brownian-related-velocity) is then proportional to t 1/2 . Fig. 3(a) and (b) shows both the simulated (in lines, where different colour represents different pathline) and measured (in white streaks) tracer-particles' pathlines, particularly in the region illustrated in the zoomed-in part in Fig. 2 , for a DV EO (applied external electric potential between the inlet and the outlet) of 100 V and 200 V, respectively. In general, the measured and simulated pathlines agree with each other. The observed deviations are caused by Brownian motion, and they become less significant as DV EO is increased. Higher DV EO implies a higher velocity of the tracer-particles. When the velocity is significantly higher than the Brownian motion, the drift of the particles from their respective pathlines is negligible, and the measured pathlines agree more closely with the simulation. Fig. 4 (a) and (b) shows the analyzed velocity, for the region defined by the zoomed-in part in Fig. 2 , when we applied a DV EO of 30 V and 50 V, respectively. The insert figures in Fig. 4(a) and (b) shows the measured pathlines; the two particles start their pathlines from approximately the same location. In Fig. 4 , the measured and simulated velocity data are shown in black squares and triangles, respectively. The fitting-trends of the measured data are shown as black lines; they are given only as a visualization aid (the measured data is not expected to follow any specific law). A few points in the measured data that are clearly out of the trend were omitted.
Due to the Brownian motion, the measured pathlines are not exactly the same like the simulated pathlines. In obtaining the simulated data, we use the simulated velocity values assigned on the tracer-particles' position measured in the experiment. Hence the simulated velocity values shown in Fig. 4 is not necessarily obtained from a single simulated pathline. This makes the simulated data in Fig. 4 appear to fluctuate.
Because the raw simulation result is only the normalized velocity, the simulated data must be scaled linearly to fit the measured data. This is done by calculating the fitting-scale that gives the minimum value of v D (i.e. velocity deviation), a parameter we define to measure how far the measurement and the simulation deviate from each other, defined as:
where n is the number of images in the measured sequence, and v M and v S are the measured and simulated velocity of the tracer-particle, respectively. When the measured and velocity data exactly match each other, the v D gives a value of 0, otherwise v D . 0. Using this approach, we note that the measurement and the simulation agree quite well with each other.
In Table 1 , the v D values are shown for the data in Fig. 4 . We expect to always have v D . 0, because of the Brownian motion of the tracer-particles (see Fig. 7 ). The imaging system's frame-rates were 10 frame s 21 . This means that we have the diffusion times between consecutive images of 0.1 s. Hence, referring to eqns. 16 Brownian-related-velocity value. Therefore it is shown that the v D values can be explained by the Brownian motion of the tracer-particles, which is not incorporated in the simulation.
From the results and discussion above, two concluding points can be drawn. Firstly, the electroosmotic flow inside the Fig. 4 The velocity of the particles, whose pathlines are shown in the insert (with scale bars of 100 mm), when we applied a DV EO of (a) 30 V and (b) 50 V, respectively. Measured and simulated data are shown in black squares and triangles, respectively. The measured trends are in black lines, and are used only as a visualization aid. The error bars illustrate the 95% error margin due to Brownian motion. Table 1 The velocity analysis on the graphs shown in Fig. 4(a) nanofluidic device has been characterized: the pathlines make sharp corners and resemble a low-Reynolds-number flow, and the velocity distribution is shown in Fig. 2 . Secondly, the results obtained using quantitative imaging has been validated with the results from numerical flow simulation. The deviations between them are due to the Brownian motion of the tracer-particles, which is not incorporated in the simulation. Several outlooks can be mentioned here. Firstly, considering the significant Brownian motion effect for small molecules, the proposed molecule sorting scheme in the nanofluidic device 7 will have to be optimized to overcome the Brownian motion. Secondly, the numerical flow simulation method has been applied on a device with a complex geometry, and the results agree well with the quantitative imaging results. This means the simulation method can also be used for any twodimensional-like nanofluidic device with an arbitrary complexity, or even for integrated two-dimensional-like-devices in lab-on-a-chip applications. Thirdly, from the governing equations it is shown clearly that adding salt into the fluid will give some advantages: (1) the 'characteristic EDL thickness' can be reduced, so that (negatively charged) DNA molecules can enter the channels more easily; (2) the electroosmotic velocity can be increased, and the Brownian effect can be reduced.
Conclusions
Recently we developed a nanofluidic device, designed for detection and sorting of single molecules in solution. Due to the 150 nm channel depth of the device, fluorescence from a volume as small as 270 attolitres (al) can be detected optically with a common wide-field fluorescent setup, thus allowing us to perform sensitive SMD. The molecule-sorting scheme will rely on electrophoresis and dielectrophoresis, combined with the branched u-turn shape of the device.
We analyzed the electroosmotic flow in the nanofluidic device. Such an analysis is required in order to characterize the electroosmotic flow in the device prior to molecule sorting. Using quantitative imaging, we study the pathlines and velocity distribution in the device. To validate the assumption, that the observed behaviour of the tracer-particles accurately resembles the behaviour of the fluid itself, we employ a numerical flow simulation. Such a method is necessary, because the device's complex geometry prevents us using an analytical solution.
The two-dimensional-like dimension of the device is advantageous for quantitative imaging and numerical flow simulation, because the analysis can be simplified as a twodimensional problem. The results show that the pathlines resemble a low-Reynolds-number flow. Those results are in accordance with the expected electroosmotic behaviour assessed before. Hence the proposed molecule sorting method should be feasible. The deviations between measured and simulated data are explained by the Brownian motion of the tracer-particles, which is not incorporated in the numerical flow simulation. Because the Brownian motion is significant for small molecules in the nanofluidic device, the proposed molecule sorting scheme may be further optimized.
In this paper, the numerical flow simulation method has been applied on a device with a complex geometry, and their results agree well with the quantitative imaging results. This means the two-dimensional simulation method can also be used for any two-dimensional-like nanofluidic device with an arbitrary complexity, or even for integrated two-dimensionallike-devices in lab-on-a-chip applications.
