We compare improvement through training in vernier acuity under different feedback conditions in order to clarify the role of feedback during learning of a perceptual task and to test different (neural network) models of perceptual learning. Improvement of performance is measured in 49 observers under feedback, no feedback, uncorrelated feedback, partial feedback, and block feedback conditions. Correct feedback conditions yield a larger improvement of performance than manipulated and no feedback conditions. Providing feedback that is nncorrelated to the observers' responses prevents learning, while the effect of block feedback does not differ significantly from complete feedback. Our results cannot be explained by learning rules that depend exclusively on an external teacher or by models that propose learning in an exposure-dependent way with unsupervised learning rules but without top-down influences. © 1997 Elsevier Science Ltd.
INTRODUCTION
Performance in many perceptual tasks improves with practice, a process which is associated with some form of learning. Well known examples are orientation discrimination (e.g. Shiu & Pashler, 1992) , texture discrimination (e.g. Karni & Sagi, 1991) , or the detection of direction in moving dot displays (Sundareswaran & Vaina, 1994 ; for a review of perceptual learning, see Sagi & Tanne, 1994) . We investigated perceptual learning in a hyperacuity task, namely discriminating the offset direction of vernier stimuli.
Learning the discrimination of vernier offsets is probably associated with synaptic modifications on the early stages of visual perception because learning under monocular conditions transfers only weakly to the contralateral eye and rotating the vernier by 90 deg after training abolishes improvement of performance Fahle et al., 1995) . Therefore, monocular and orientation-sensitive cells should be involved in learning these tasks. Many such cells exist in the primary visual cortex (Hubel & Wiesel, 1959) .
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primitives (e.g. Marr, 1982 ; for a review see Chapter 15 of Spillmann & Werner, 1991) . New models--which are mainly (feedforward) neural networks--try to capture these learning processes. The networks can be regarded as a mathematical function x ~ F(x) with a stimulus or an input vector x and the output of the network F(x). Learning in these models is realized through changes of "synaptic" weights, analogous to changes in the receptive field of a neuron coding for this task, or to adjustments in the size of a feedforward filter. (For an introduction to neural networks, see Hertz et al., 1991 .) The models can be divided into three classes:
Members of the first class rely on a teacher signal in order to learn and are therefore called supervised learning schemes (with a teacher). An external or an internal teacher labels the data uniquely: for every presentation of a stimulus x k of a set of training data X = {xt,..., X m} the label of the associated class is provided. Supervised learning means to minimize the norm of the difference k k y --F(x ) for all pairs of given data values and desired k k outputs (X ,y ) . An external error feedback may serve as a teacher signal; but note that not all feedback signals are teacher signals.
In the case of vernier discrimination, feedback might act as the classifying teacher with the two labels: y = 1 for a right offset and y = -1 for one to the left. Supervised learning rules for vernier detection yielded good simulations of the experimental data (Poggio et al., 1992; . proposed a bootstrapping procedure on the basis of internal feedback, employing the observation that subjects can make use of clearly discriminated stimuli to process more 2133 2134 M.H. HERZOG and M. FAHLE difficult ones. In this model "obvious" stimuli with a relatively large offset (15 arc sec) are used to adjust the weights. The underlying assumption is that these stimuli can be classified by the system as it is and thus be used as an internal feedback. Supervised models with a teacher do not allow learning without labeling of the data. Partially incorrect feedback should improve performance very little or not at all, at least if the system is unaware of the fact that the feedback may be incorrect.
Models belonging to the second class use the internal (statistical) structure of the data set itself for a classification and do not have to rely on any feedback signal; they are called unsupervised learning schemes. Well known examples are competitive learning or Hebb rules. Most of these models describe learning as a system of exposure-dependent rules adjusting the strengths of connections (weights) between their elements only according to the stimulus. These procedures are totally independent from any top-down effects such as a feedback signal. Unsupervised learning rules were proposed in several publications for hyperacuity tasks (Weiss et al., 1993; Moses et al., 1990) and were favored for texture discrimination (Polat & Sagi, 1994) as well as for a random-dot motion discrimination task (Sundareswaran & Vaina, 1994) . Unsupervised learning rules clearly imply that learning without feedback is possible and pure exposure-dependent rules predict that learning does not differ between different feedback conditions. Models of the third class depend necessarily on feedback signals but these signals are used to evaluate performance and are not labeling the data. Models of this class are often called reinforcement learning models (Barto et al., 1990) . To our knowledge no model of this type was ever proposed to describe perceptual learning. Therefore, we will not discuss these models here.
We performed several experiments in order to test some implications of different models and to clarify the role of feedback in learning. It turns out that learning is possible without a teacher signal (rendering implausible all purely supervised learning rules that require a data labeling mechanism). Learning with external trial-bytrial feedback is much easier than without feedback, indicating a positive effect of feedback. Manipulated feedback prevents learning indicating a negative effect of incorrect feedback. This graded dependence on feedback makes pure stimulus exposure-dependent learning rules implausible.
These surprising results imply that none of the cited supervised and unsupervised (feedforward) architectures can capture the underlying mechanisms. Our experiments suggest that external and internal feedback might be evaluated to estimate improvement over consecutive time intervals.
MATERIALS AND METHODS
A vernier stimulus consists of two almost aligned straight bars of the same orientation that are slightly displaced relative to each other by an offset which might be much smaller than the smallest diameter of a retinal photoreceptor. Vernier stimuli appeared on an analog monitor (Tektronix 608 or Hewlett-Packard 1332 A), controlled by a Macintosh-computer via fast 16 bit D/A converters (1 MHz pixel rate), The stimuli were 10 arcrain long and 2 arc rain wide. To avoid directed eye movements, the presentation time was restricted to 150 msec. Subjects observed the stimuli from a distance of 2 m in a room dimly illuminated by a background light. The luminance of the stimuli was around 180 cd/m 2. Observers were asked to indicate, in a binary choice task, the direction of the vernier offset by pressing the appropriate one of two push-buttons. Directions of offsets at successive presentations were chosen randomly. All subjects were paid undergraduate or graduate students from the University of Tuebingen, Germany or from MIT, MA, U.S.A. and had normal or corrected-tonormal acuity. None of our observers had ever participated in a hyperacuity experiment before and none of them took part in more than one of the experiments.
In all experiments, we first determined the appropriate displacement size for each observer by measuring their threshold for a vernier offset with an adaptive staircase procedure (PEST; Taylor & Creelman, 1967) . Subsequently, the vernier was rotated by 90 deg to prevent learning effects, which possibly occurred during the threshold measurement, from influencing the results (there is no transfer of learning when stimuli are rotated by 90 degrees; . Percentages of correct responses were then measured for blocks of 80 presentations using a fixed offset size which was slightly smaller than the threshold estimated by PEST. Half of the subjects observed vertical verniers, the other half horizontal ones. We did not find any significant differences in the performance of our observers between these orientations and will, therefore, pool the results in the graphs.
RESULTS

Experiment 1: trial-by-trial feedback
In the trial-by-trial feedback experiment an error signal followed after each incorrect response. Because we used a binary task, it is possible to infer from this feedback the correct class (offset to the right vs offset to the left) of every stimulus. This type of feedback can therefore serve as a teacher signal for supervised learning schemes. Nine observers trained vernier discriminations for seven blocks with 80 presentations each [ Fig. l(a) ]. After the seventh block six of these observers underwent four additional blocks without error feedback [Fig. l(b) ].
All subjects receiving trial-by-trial feedback improve with training in discriminating vernier offsets. In almost all observers this improvement is significant, the average improvement is 14.7%. After the feedback is turned off (six observers) performance remains on the level of the last block during which feedback is provided, indicating that performance for a previously learned discrimination task is independent of feedback. The slope of regression lines through the results of individual observers varies between 0.28 and 4.46; the mean slope and its standard error are 2.13 and 0.38, respectively.
Experiment 2: no feedback
In the second experiment we provided no feedback. Ten subjects trained to do the task without an external teacher labeling the data [ Fig. 2 In a previous study, using a similar set-up (with the only differences that the initial offset value was 10 arc sec and block size was 40 presentations) a statistically significant learning effect was present, even in the absence of feedback cf. also McKee & Westheimer, 1978) .
In the second experiment even the improvement of the "successful" observers is clearly less pronounced and starts later than in the trial-by-trial feedback condition of the first experiment. In addition, the interindividual differences are far stronger in the absence of feedback than with feedback present.
Feedback provided after the eighth block may slightly improve performance for one block but may have a deteriorating effect thereafter. The interindividual variability is as high as in the blocks without feedback.
We tested four observers with a slightly larger vernier offset to determine whether performance improves faster under easier stimulus conditions. However, there were no differences between the two groups of observers, apart from performance being higher on the first block--yielding a higher overall average for the larger offsets, but no faster improvement.
Experiment 3: block feedback
Experiment 3 provided ten subjects with block feedback only: information about the percentage of correct responses was displayed as a number on a computer monitor after each block of 80 presentations. This feedback could not possibly label the individual stimuli, and therefore could not serve as a teacher. For three observers trial-by-trial feedback was provided after the sixth block and for one subject the block feedback stopped at the same point of the experiment. These four observers yielded results identical to those of subjects who remained in the block feedback condition. Therefore, means of all data were displayed in one graph.
Overall improvement of performance does not differ significantly between trial-by-trial feedback and block feedback (Fig. 3) . The overall improvement with block feedback is 16.5% after eight blocks. The slope of regression lines through the results of individual 
Experiment 4: uncorrelated feedback
In this experiment we provided uncorrelated feedback, i.e. random trial-by-trial feedback where the feedback was totally unrelated to the observer's responses. As in Experiment 1 (trial-by-trial feedback) the subjects were told that a tone indicated an incorrect response and no Only one subject has a threshold of 45 arc sec and achieves a clear improvement (16%). We suspect that his learning is related to the high initial threshold. This observer joined the experiment again 6 months later but yielded no further improvement.
An additional experiment provided one subject with uncorrelated feedback at a probability of 0.3 [ Fig. 4(c) ]. This observer did not learn, but showed the same "oscillating" behavior (cf. Discussion) as found in the uncorrelated feedback condition with 50% incorrect feedback signals. On the basis of these experimental results we conclude that uncorrelated feedback seems to prevent learning, at least for small stimulus offsets.
Experiment 5: partial feedback
Observers received feedback after incorrect responses only with a probability of 0.5 in this experiment. As in the last experiment, observers were unaware of this regime of partial feedback. After the eighth block, five of the six subjects received correct feedback. Note that this change of conditions doubled the amount of feedback tones in spite of constant performance.
The results are plotted in Fig. 5 . Subjects improve by 10.5%, on average, in the partial feedback condition, less than subjects in the trial-by-trial feedback condition containing more information [Figs l(a) After the change to the complete feedback condition there was no further improvement, and after the first block with complete feedback, performance decreased in all observers. Improvement under the partial feedback condition is faster than under the more difficult uncorrelated condition, suggesting that the false labeling of correct responses prevented learning in the latter case (see Tables 1 and 2 ).
Experiment 6: manipulated block feedback
Six observers received a score on the computer screen after every 80th presentation exactly as in the block feedback experiment. But instead of indicating the correct result, we manipulated this block feedback and made the subjects believe that they achieved a value of 62 + 3% correct responses, simulating that there was no 1.202 0.0117 * An asterisk indicates statistically significant (P < 0.05) and two asterisks indicate highly significant differences of slopes (P _< 0.01). Highly significant differences exist between feedback vs no feedback (1 vs 2), feedback vs manipulated block feedback (1 vs 6); block feedback vs uncorrelated feedback (3 vs 4), block feedback vs manipulated block feedback (3 vs 6), and partial feedback vs manipulated block feedback conditions (5 vs 6).
improvement over time. This experiment is the block feedback analogoue to the experiment with uncorrelated trial-by-trial feedback.
As shown in Fig. 6 , performance does not improve significantly in this condition. The overall improvement is 4.3%. This result again demonstrates the strong effect of incorrect feedback even if it is very sparse, such as in this condition. One subject improved, but only between the first and the second block, i.e. before scores could be compared. On the other hand, all remaining subjects did not improve during this first period. The slope of regression lines through the results of individual observers varies between -0.71 and 0.88; the mean slope and the standard error are -0.1 and 0.22.
Experiment 7: reverse feedback
In the last experiment one observer experienced reverse feedback, that is, an error signal followed if the response was correct while no signal was given if the response was incorrect. This situation sometimes occurs owing to a misunderstanding between the experimenter and the observer about which button is related to which stimulus. Usually this misunderstanding is quickly there are at least a few stimuli which the system can classify with some confidence even before training.) However, one subject did not discover the misunderstanding and continued with the incorrect response scheme, hence he unintentionally trained under a reverse feedback condition. As can be seen from Fig. 7 , his course of learning is very erratic and performance is often below chance level.
DISCUSSION
Under conditions with correct feedback (Experiments 1 and 3) performance is significantly better than under manipulated and no feedback conditions: statistically significant learning occurs only in Experiments 1, 3 and 5 providing (partial) feedback (Table 1, Table 2 ). Correct feedback improves the speed of learning as well as the overall performance and reduces the interindividual differences (Experiments 1 and 3) . Manipulated, partial and no feedback conditions (Experiments 2, 4, 5-7), however, slow down or even abolish improvement and increase interindividual differences as well as "oscillations" of performance over time. On the other hand, the positive effect of feedback is neither very specific nor accurate because reduced feedback (in the block feedback condition and the partial feedback condition) does not change the results dramatically. The mean slope of regression lines, standard errors and P-values for all experiments are listed in Table 1 .
The result of Experiment 2 (no feedback provided) is not very clear. Subjects did not improve on average, but results vary strongly between them. Some observers show a deterioration of performance (one of them statistically significant), some show no improvement at all, and others reach a higher performance level after training (two of them statistically significant). Even for the "learners" the slope of regression lines is shallower (and therefore the improvement is weaker), and learning might be slower compared with the results in the correct feedback conditions (Experiments 1 and 3) . It seems, therefore, that learning without feedback might be possible but improvement is slower than with correct feedback. In a number of similar experiments on perceptual learning a statistically significant improvement was found, corroborating our result that at least some observers improve significantly, even in the absence of error feedback (McKee & Westheimer, 1978; Ball & Sekuler, 1987; Shiu & Pashler, 1992; .
External feedback has some bootstrapping capacity because, after an initial phase, performance does not deteriorate without it (Experiment 1). Surprisingly, the restart of feedback can result in a stagnation or deterioration of performance: correct feedback after a long period of incorrect or no feedback (Experiment 2 and 4) does not seem to yield an improvement, while on the basis of Experiment 1 one might have expected performance to improve as soon as feedback is present.
One observer--whose threshold was above the hyperacuity range--improved even in the experiment with uncorrelated feedback (Experiment 4), further proof that learning is possible without feedback. The same observer, when tested later with a smaller vernier displacement, did not improve performance with uncorrelated feedback, indicating that the initial improvement was possible only because of the unusually high thresholds he started with.
An interesting characteristic of our results is that under manipulated feedback conditions performance tends to "oscillate". Steep improvements and steep deteriorations of performance may follow each other, a behavior quite different from the behavior found in the correct (trial-bytrial) feedback conditions: it seems that feedback "smoothes" the learning course. Figure 4 (c) shows nicely how performance oscillates under manipulated feedback conditions. The length of the lines connecting subsequent data points for each observer, subtracted by improvement achieved over the course of the experiment is a measure of the amount of oscillation. Hence we added the absolute values of the differences between the performance levels of consecutive blocks and subtracted the difference between the absolute values of performance of the first and last block, i.e. ~i"= 2~i-- Xi--ll--~n--Xl[, where xi is the performance level at block i. The mean value over all observers in each experiment is listed in Table 3 . Table 4 indicates the results of an unpaired t-test comparing this measure between the different feedback conditions. Though there are large differences in mean values between the different conditions, only the differences between correct and manipulated or no feedback conditions are statistically significant.
Implications for neural network models
The results of Experiments 1, 4, 6 and 7 support the predictions of supervised learning models, because learning occurs with correct feedback but not under manipulated feedback conditions. However, the results of Experiments 3 and 5 do not support these models. Experiment 3 shows that feedback which is not usable as a teacher signal, such as the block feedback, also supports the learning process and yields a comparable improvement of performance though no conclusions from the scores at the end of the block can be drawn regarding the category of the individual stimuli. Learning occurred under a block feedback condition also in an orientation discrimination task (Shiu & Pashler, 1992) . Similar considerations hold true for the experiment providing partial feedback. If the brain were to use a labeling mechanism (based on external feedback) the underlying algorithm would have to be able to overcome up to 25% of incorrectly classified data points (false positives) with the partial feedback. These considerations imply that purely supervised learning with an external teacher is implausible to explain our results.
The observers who improved performance without receiving any external feedback might support a model based on unsupervised learning rules. On the other hand, no improvement occurs, on average, without feedback and improvement is statistically significantly less pronounced compared with correct feedback conditions (Experiments 1, 3 and 5 compared with Experiment 2a, Table 2 ) indicating some positive effect of feedback. Manipulated feedback (Experiments 4, 6 and 7) abolishes learning, indicating a statistically significant negative effect of incorrect feedback (see Table 2 ). An interesting aspect of the results of the experiments with incorrect or no feedback is that most subjects improve from one block to the next, sometimes by up to 15% but may decrease in the next block by about the same amount [ Fig. 4(c) ; Table  3 ]. The fast improvement might be explained by an accelerated learning rate, but the decrease cannot. If the weights are adjusted by an unsupervised learning rule in the feedforward connections of the primary visual cortex, it is difficult to see how a successful combination of weights can be erased. If a good level of performance is reached once, the underlying weights should be retained. And it is even more difficult to explain how the oscillatory behavior is produced. Taken together, these results suggest that unsupervised learning schemes for hyperacuity learning are not purely exposure dependent like Hebb-rules or competitive learning.
Extensions of (un)supervised learning models
Can simple extensions of (un)supervised neural network models explain the results?
A first solution might be to use internal feedback instead of external feedback as proposed by and Weiss et al. (1993) . These models assume that some stimuli are clearly detected because their offset is obviously above a certain threshold value. The classification of these stimuli can be used to enhance performance of verniers with smaller offsets. However, because our experiments used a fixed offset, learning cannot result from a bootstrapping procedure requiring stimuli with different offset sizes. These results do not exclude the possibility that the brain might use this bootstrapping strategy if data containing more information are provided, e.g. owing to threshold fluctuations. Another possibility is that learning occurs in an unsupervised way. High level processes will affect the characteristics of this process, e.g. by providing attentional resources or by optimizing the decision process mediated by external feedback, thus yielding a superior performance. These effects are commonly associated with "higher" cortical areas and are not directly related to changes of synaptic weights on the early stages of visual processing where vernier discrimination is thought to be processed (Poggio et al., 1992; Wilson, 1986) . In these scenarios feedback adds an independent element on top of the proper low-level learning module. Such a model can explain why learning stops or does not start if correct responses are labeled as incorrect but it cannot explain why a trial-by-trial feedback is so much more efficient than no feedback, while not better than a block feedback. Block feedback is in no way capable of constantly influencing the decision process. According to signal detection theory (Green & Swets, 1966) , trial-by-trial feedback might be used to estimate the probabilities of the stimuli and to act as a cost function. However, this effect of feedback cannot cause the improvement in the experiment providing block feedback. It is impossible to draw inferences from block feedback to the statistics of the stimulus source. It is also hard to compute "costs" from a sparse feedback like this. We have shown (Herzog & Fahle, 1996) that feedback affects decision processes but we argue that this is not its only role in perceptual learning.
Another solution is that feedback is an integral (not FEEDBACK IN VERNIER LEARNING 2141 just an additional) part of an unsupervised learning process, e.g. by controlling the learning rate ~ (the only free parameter left in the models). But all these explanations fail to explain the "oscillatory" behavior of performance.
As a surprising conclusion we find that both supervised and unsupervised (feedforward) neural networks are unable to explain the observed phenomena and that straightforward ad hoc extensions also fail.
The role of feedback in perceptual learning
In summary, external feedback seems to have an important impact on perceptual learning, not based on the usage as a teacher signal which attaches to every stimulus a unique label. Our results favor models using external and internal feedback as an evaluation of performance, as suggested by reinforcement learning models. We have previously shown that feedback has a major impact on the decision criteria and may influence attention (Herzog & Fable, 1994 , 1996 .
Based on these considerations we developed a new model taking top-down influences into account (Herzog & Fahle, 1997) . The role of external and internal feedback in this model is to act via an evaluation signal on the decision criteria, the learning rate and on a selection process which specifies weights on the very early processing stages of vision. Feedback controls the learning process in a very intimate way and is, therefore, not exclusively related to changes occurring in higher cortical areas, but also on the early levels.
CONCLUSIONS
We examined the role of feedback in learning a vernier discrimination task under different controlled and comparable conditions. Our results cannot be explained by supervised learning rules that depend exclusively on an external teacher, or by systems that model learning in an exposure-dependent way with unsupervised learning rules and without integrated top-down influences. The results of the experiments suggest that feedback is not used as a teacher signal attaching a classifying label to every stimulus. The role of feedback in (perceptual) learning is much more complex than previously thought and might be related to an evaluation process controlling the level of performance.
