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ABSTRACT
Nadir, Zeeshan Ph.D., Purdue University, August 2018. A Model Based Iterative
Reconstruction Approach to Tunable Diode Laser Absorption Tomography. Major
Professor: Charles A. Bouman.
Tunable diode laser absorption tomography (TDLAT) has emerged as a popular
nonintrusive technique for simultaneous sensing of gas concentration and temperature.
The gas concentration and temperature is computed by making light absorbance measurements using tunable diode lasers. Major challenges of TDLAT imaging include a
highly nonlinear measurement process and availability of only a few light absorbance
measurements. Therefore, TDLAT imaging of concentration and temperature is an
ill-posed, nonlinear inverse problem. Conventional approaches to TDLAT primarily
consist of making restrictive assumptions about the gas ﬂow to simplify the problem.
In this thesis, we study the problem of reconstruction of TDLAT measurements
into images representing 2D ﬂow ﬁelds. We ﬁrst propose a novel model-based iterative reconstruction (MBIR) framework for TDLAT imaging. To do this, we formulate
a nonlinear measurement model for TDLAT that incorporates the physics of light
absorbance through the gaseous media. In model based inference, apart from the
measurement model, there also exists a model for the unknown signals to be reconstructed, called the prior model. We develop a non-Gaussian prior model based on
a Gaussian mixture distribution that can be trained using a sparse training set. We
set up an optimization problem using maximum a posteriori (MAP) estimation. In
order to speed up the computation of the reconstruction algorithm, we propose a
multigrid algorithm along with a majorization minimization framework to solve this
optimization problem.

xviii
The inclusion of prior models can introduce bias in the reconstructions which is
part of the well known bias variance trade oﬀ. This is particularly problematic if the
training data used to tune the parameters of the prior model is not suﬃcient and
representative. So, for the scenarios where there is limited training data available
for training the prior model, we propose a novel hybrid Gaussian prior model by
combining a conventional Gaussian distribution with a Gaussian Markov random
ﬁeld. We combine the two distributions using a mixing parameter γ ∈ [0, 1]. The
hybrid prior produces reconstructions without overﬁtting the sparse training set.
Finally, we propose a systematic framework to indicate inaccuracies in the posterior distribution/model. This is extremely important when there is no ground truth
available for the reconstructions. Inaccuracies in models can reﬂect in the form of
errors in the reconstruction which can be hard to identify due to the lack of availability of the ground truth. We analyze the residual error between the absorbance
measurements and the predicted absorbance values to identify unlikely patterns in
the error. The existence of non-random structures or unexpected dynamic range of
the residual error is an indication of possible modeling errors that may result in an
inaccurate posterior distribution. Inaccuracy in the posterior distribution can arise
either due to an inaccurate forward model, or an inaccurate prior model typically
caused by insuﬃcient or poor quality training data that is not representative of the
true prior distribution. We look for inaccuracy in the posterior distribution by developing a metric based on hypothesis testing theory, and we demonstrate that we can
detect when the posterior distribution is inaccurate by using the methods we propose.
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1. INTRODUCTION
Among various laser based diagnostic techniques developed for in situ measurements
of gaseous ﬂow, tunable diode laser absorption tomography (TDLAT) has gained popularity in the last few decades [1, 2]. Earliest use of the diode lasers for measurement
of gas ﬂow properties started in the 1970's after the demonstration of direct current
injection semiconductor lasers. One of the earliest works to use TDLAT dataset to
reconstruct gas ﬂow properties was done by R. Hanson et al. [3]. Other notable
works for tomographic reconstruction of TDLAT dataset include [4–6]. Typically, the
molecular concentration and temperature of the gas ﬂow is required to be computed
simultaneously and in situ. However, these properties can not be measured directly,
instead, TDLAT measurements are acquired by measuring light absorbance through
the gaseous media using narrow bandwidth laser diodes tuned at particular frequencies. The absorbance of light through the gaseous media depends on the molecular
concentration and the temperature of the gas and thus can be used for reconstruction
of these properties.
TDLAT has many applications and since it is a technique which is still quite
new, more applications may arise. Major current applications of TDLAT include
measuring gaseous ﬂow properties of engine exhaust [7], chemical sensing [8–10], controlling industrial boilers [11], monitoring pollutants in industrial exhausts e.g., CO,
NO [12, 13], remote sensing of indoor gas concentrations [14, 15], and health related
applications like investigation of human sinuses [16,17]. Given the abundance of both
current and potential future applications, accurate reconstruction of TDLAT images
is a problem of great importance.
The choice of the absorption features to be measured depends primarily on the
combustion specie of interest and the availability of the diode lasers that can emit
light in the chosen frequency bands [18,19]. Water vapor has several strong absorption
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features in the infrared region which can be probed using the diode lasers operating
in wavelengths 1250 - 1650nm. Due to its large number of absorption features and its
availability as a major combustion product, water is an ideal candidate for a specie
of interest in TDLAT. In this dissertation, we use water as our target specie and
reconstruct its molecular concentration and temperature.
Conventionally, TDLAT measurements have been used to measure path averaged
values of molecular concentration and temperature of gaseous media. In its most
simple form, TDLAT measurements are made for a single line of sight (LOS) projection path for two diﬀerent absorption features [20]. Assuming that the gas ﬂow has
uniform temperature and molecular concentration along the projection path, these
two measurements can be used to determine the values of molecular concentration
and temperature by solving a pair of equations analytically [21–24].
Unlike conventional X-Ray computed tomography (X-Ray CT) problems, acquiring a large number of projection measurements in the case of TDLAT is diﬃcult.
In conventional X-Ray CT problems, the basic goal is to reconstruct a 2-D slice of
an object by taking multiple 1-D projection measurements at many diﬀerent view
angles. Usually, thousands of projection measurements are acquired in X-Ray CT.
This gives a dense set of measurements which can be used to reconstruct the 2-D
slice analytically using a mathematical formula called ﬁltered back projection [25,26].
In TDLAT however, because of a variety of limitations, only a handful of noisy
projection measurements are available, usually between 10 to 100. The number of
unknown concentration and temperature pixels can be a couple of thousand. Thus
the reconstruction problem consists of using these noisy projection measurements
to reconstruct the high dimensional molecular concentration and temperature ﬁelds.
The problem of acquiring molecular concentration and temperature of gas ﬂow using
absorbance measurements is therefore an ill-posed inverse problem.
Figure 1.1 provides an example of a ground test engine along with the ﬁber optic
mounts used for diode laser sources and photo detectors. This ﬁgure shows the
complexity of the TDLAT measurement process. The nature of the hardware involved
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Figure 1.1. TDLAT ﬂange and associated hardware for making absorption
spectroscopy measurements [27]. The ﬁber pitches and mounts for the
horizontal projection paths can be seen in this ﬁgure. It can be seen that
the physical space is limited.

does not allow for a large number of projection measurements. Ideally, to image the
spatially inhomogeneous gas ﬂow properties, multiple LOS projection measurements
should be acquired using a rotary mechanism. The absorption features should be
measured at a rapid rate to resolve the dynamic nature of the ﬂow. However, because
of the dynamic nature of the ﬂow and harsh physical conditions, most past approaches
have worked on this problem by making simplifying approximations and as a result
using approximate analytical solutions.
The most prevalent current approach to TDLAT is to assume uniform gas ﬂow
properties along the projection path as mentioned above. This leads to a path averaged result for molecular concentration and temperature. A major advantage of
conventional approaches is the simplicity with which the gas ﬂow properties can be
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computed approximately. The results often provide an acceptable ﬁrst order guess
about the gas ﬂow properties particularly when the assumptions are reasonable. Often however the gaseous ﬂow has a large spatial variation in temperature and concentration invalidating the uniformity assumption and the approximate results so
computed. Speciﬁcally, in applications where the ﬂow is turbulent and spatially inhomogeneous [27–29], the conventional techniques of TDLAT provide unsatisfactory
results. Another major drawback of conventional techniques is the sensitivity to the
noise in the measurements leading to very erratic estimates.
An alternative approach to solving such inverse problems is the model based iterative reconstruction (MBIR) techniques [30–32]. Typically, MBIR techniques are
based on the use of a Bayesian inference framework. The MBIR approach requires
the speciﬁcation of the forward problem which consists of a mathematical model that
gives the measurements as a function of the unknown vector of concentrations and
temperatures. This is called the measurement model or the forward model. The
forward model also accounts for uncertainty in the measurements by modeling the
noise in these measurements as additive Gaussian noise. Further, the MBIR approach
incorporates a priori information about the unknown concentration and temperature
ﬁelds by using a probabilistic model of these ﬁelds called the prior model. Prior models can be very crucial in problems where there are fewer measurements as compared
to the dimensionality of the unknown signal, because, in this case, the forward model
alone can not suﬃciently constrain the solution. By including an accurate model
of the unknown concentration and temperature ﬁelds, we can obtain an accurate
reconstruction of these ﬁelds even with a sparse measurement set [33].
A typical approach to MBIR methods is the so called maximum a posteriori
(MAP) estimate which is given by maximizing the log of the posterior distribution as

x̂ = arg max log p(y|x) + log p(x) ,
(1.1)
x

where p(y|x) is the forward model or the measurement model that speciﬁes the probability of observing the data vector y given the unknown signal vector x, and p(x) is
the prior model that speciﬁes the prior probability of observing the vector x before
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Figure 1.2. Graphical illustration of MBIR technique. N represents the
unknown molecular concentration, T is the unknown temperature. Physical system represents the real measurement process. Measurement model
represents our understanding of the real measurement process. Prior
model gives candidate solutions which are likely to occur in practice.

making any measurements. The forward model captures the underlying physics of the
measurement process. The prior model describes the behavior of the unknown vector
to be reconstructed and is formulated from training data or other known properties of
the unknown signal vector x. Typically, prior models are chosen to enforce sparsity of
the reconstruction in some chosen basis or to enforce spatial smoothness in the reconstruction. It is very important to design accurate prior models which are consistent
with the properties of the underlying signal x, because otherwise, the reconstruction
results, although stable, would be biased due to an inaccurate prior model. Since both
the forward model and the prior model are involved in estimating the unknown x in
MAP estimation, the resulting estimate x̂ ﬁts the measurement data while remaining
consistent with prior knowledge about the unknown signal vector x.
Figure 1.2 presents an abstract graphical illustration of the MBIR procedure. We
would like to determine the unknown molecular concentration (N ) and temperature
(T ) ﬁelds. However these properties are not directly observable. The physical system
instead provides us with noisy light absorbance measurements. Since there are a few
absorbance measurements available as compared to the dimensionality of the unknown
concentration and temperature, there are an inﬁnitely many possible N and T ﬁelds
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that can ﬁt the same set of absorbance measurements. The prior model gives us the
candidate N and T ﬁelds which are likely to occur in practice. The prior model not
only speciﬁes a feasible region for the candidate N and T ﬁelds, but also associates
a probability with each candidate. These candidate N and T ﬁelds are used by the
measurement model to generate the prediction for the light absorbance values. The
light abosrbance prediction values generated by the measurement model are ﬁnally
compared with the real absorbance measurements and the diﬀerence is reduced in an
iterative manner. In essence, the MBIR algorithm ﬁnds a balance between choosing
a high probability candidate solution and ﬁtting the measurements.
In this dissertation, ﬁrst we shall present a novel MBIR framework that can reconstruct 2-D molecular density and temperature of a gas ﬂow using the absorbance
spectrum measurements. This consists of construction of a precise forward model
starting from the diﬀerential equation of light absorption physics. We also present a
Gaussian mixture distribution as a prior model for the molecular density and temperature images. We formulate an optimization problem using the MAP estimation
framework of eq. 1.1 and solve it by using a multigrid algorithm that we also present.
Experimental results show that our MBIR framework provides accurate reconstructions with faster convergence properties. Next, for the scenarios where the training
data for prior model is not representative, we develop a novel prior model which we
name a hybrid Gaussian model. This prior model is formed by combining a conventional Markov random ﬁeld (MRF) model with training data based Gaussian model
using an adaptive mixing coeﬃcient. Experimental results show that when the training data is not suﬃciently representative, we can use the hybrid prior model to obtain
accurate reconstructions. Finally, we address the crucial topic of model validation in
this dissertation. Since, model based methods improve the reconstruction quality
in comparison to direct reconstruction approaches because of the statistical models
that they use, it is important to identify short comings in these statistical models.
We develop a hypothesis testing framework to identify mismatches in the statistical
models that we develop. Experimental results show that our developed framework
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can identify inaccuracies in the posterior distribution caused by inaccurate forward
model or inaccurate prior model.

1.1

MBIR approach to TDLAT
TDLAT measurements are made by using distributed feedback diode lasers which

can be tuned at speciﬁc frequencies according to the species which are to be probed.
The laser light passes through the gaseous media and is then detected using photo
detectors and ampliﬁed. Figure 1.3 shows a schematic of the TDLAT measurement
process. We shall model the non-linearities present in the measurement process
along with the noise statistics to model the uncertainty. We shall present a nonhomogeneous and non-Gaussian prior model for the unknown images of molecular
density and temperature. The prior model consists of a Gaussian mixture distribution for the the molecular density and temperature images. To train the proposed
prior model, we use computational ﬂuid dynamics (CFD) simulated images of molecular density and temperature as the training data. To perform the reconstruction,
we propose a multigrid algorithm that uses an orthogonal basis set to perform the
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Figure 1.3. Illustration of TDLAT measurement process. The laser diode
sources are tuned at particular frequencies given by νk . The narrow band
laser light is passed simultaneously through multiple projection paths of
the ﬂow cross section. Photo detectors are used to measure the amount
of light passed.
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reconstruction. This increases the convergence rate of the reconstruction algorithm.
Experimental results show that the proposed MBIR framework for reconstruction of
TDLAT dataset substantially improves the reconstruction quality and the proposed
multigrid algorithm speeds up the convergence.

1.2

Hybrid Prior Model
In MBIR, the accuracy of the reconstructions depends inherently on the compre-

hensiveness and accuracy of the training data used for the prior model. If the training
data is limited or if the training data is not fully representative of the real world behaviors of the signal, the reconstruction results can be inaccurate. A popular model
that has been used to model natural images is Markov random ﬁeld (MRF) [34–41].
Markov random ﬁelds enforce local smoothness in the images by limiting the interactions between the pixels of the image. This results in a simpliﬁed image model
based on the principle that to predict a pixel, only a select neighbors of that pixel
are needed. Even though, training a simple MRF may not require a large amounts
of training data, a crucial drawback of Markov random ﬁelds is that they can be
overly simplistic models for many images. For example if the images appear to have
a non-homogeneous distribution then a conventional MRF may not be suitable model.

Markov random field
covariance matrix
γ=0

Sample covariance
matrix
γ

γ=1

Figure 1.4. Illustration of the hybrid prior model. γ is the mixing coeﬃcient that selects the relative weight of the two models by weighing their
respective covariance matrices. γ = 0 gives an MRF, while γ = 1.0 gives
a Gaussian prior model learned from the training data.
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On the other hand, a conventional Gaussian distribution can be learned from
training data by estimating a sample mean and sample covariance matrix. Such a
conventional Gaussian model is prone to over-ﬁtting if there is only a limited amount
of training data available. In real applications, often there is a limited amount of
training data available which may not be a representative sample of the population.
Therefore, we present a hybrid Gaussian prior model that combines the powerful
properties of these two approaches. Our hybrid Gaussian prior model combines a
training data based Gaussian distribution with a Gaussian Markov random ﬁeld distribution. We do this by using a mixing coeﬃcient γ as shown in ﬁgure 1.4. Thus
the resulting prior enforces local smoothness as well as takes in to account the pixel
statistics from the training data. We design the prior in a way such that the end
user can choose how much weighting they would like to give to each of these two
individual components depending on the quality of the training data. Results show
that the hybrid prior leads to accurate reconstructions and outperforms the conventional Gaussian distribution and the MRF when the training data is not completely
representative of the actual image being reconstructed.

1.3

Model Validation
The eﬀectiveness of MBIR methods lie in their accurate description of measure-

ment process and unknown signals through statistical models. The reconstruction
results are as good as the models are. When the training data for the prior model is
not representative then the reconstruction results can be inaccurate. In addition to
that, because of the diﬃculties associated with the measurement process, there can be
discrepancies in the presumed measurement model and the real world measurements
e.g., the geometries of the projection paths can drift due to vibrations, calculation
errors in computing the measurements etc. Therefore, it is instructive to identify if
there are any mismatches in these statistical models.
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We use the framework of hypothesis testing to check the goodness of ﬁt of the
models similar to lack-of-ﬁt sum of squares in regression analysis [42]. We ﬁnd the
residual error between the predicted absorbance and the measured absorbance values.
We look for structures in this residual error. Presence of non random or smooth
structures in the residual error indicate the presence of unexplained phenomenon [43].
In order to do this systematically, we perform several tests on the residual error
to see if the residual error appears random and if the distribution of error looks
like a sample of Gaussian noise. For this, we perform statistical tests to see if the
residual error values appear to be independent of each other and if the empirical
distribution of residual error appears to be Gaussian. We use the null hypothesis
H0 that the residual error consists of independently distributed samples of Gaussian
noise with a presumed standard deviation. If the residual error does not support
the null hypothesis, we conclude that the posterior distribution/model is inaccurate,
either due to an inaccurate measurement model or an inaccurate prior model.

1.4

Organization of the Thesis
In chapter 2, we present a formal treatment of the TDLAT problem. We deﬁne the

problem and present an MBIR framework to solve the problem The material presented
in chapter 2 was previously presented in [44] 1 . In chapter 3, we present a novel prior
model that we call a hybrid Gaussian prior model. We present the construction of
the hybrid Gaussian model using an MRF and a conventional Gaussian distribution.
The material presented in chapter 3 is published in [45] 2 . In chapter 4 we present a
model validation methodology that is based on the framework of statistical hypothesis
testing.

1
2

2017 ©IEEE. Reprinted with permission from [44].
2018 ©IEEE. Reprinted with permission from [45].
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2. MODEL BASED ITERATIVE RECONSTRUCTION
FRAMEWORK FOR TUNABLE DIODE LASER
ABSORPTION TOMOGRAPHY
2.1

Introduction
Simultaneous reconstruction of gas ﬂow properties like concentration and temper-

ature is a challenging nonlinear inverse problem [46] and appears in many applications including the monitoring of industrial exhaust [47] and diagnostics of engines
[33,48,49]. A very popular method for measuring in stream ﬂow properties of gaseous
media is Tunable Diode Laser Absorption Tomography (TDLAT) [2,22,24,32,50–53].
Among diﬀerent in situ gas ﬂow diagnostic techniques, tunable diode laser absorption
tomography (TDLAT) [2, 22, 24, 32, 51–53] has become popular because of its ability
to track rapidly varying signals [1, 54], the high signal-to-noise ratio signals it can
produce, and the wide availability of operationally simple tunable diode lasers [28].
Fig. 2.1 shows an illustration of a TDLAT measurement system for a single projection path. In TDLAT imaging of gases, tunable diode laser sources are employed
to emit laser light at particular discrete frequencies [48, 55]. These frequencies correspond to quantum absorption transitions of a particular target molecule [19, 56].

Figure 2.1. Illustration of a TDLAT measurement for a single projection
path. I(ν, 0)and I(ν, L) are the baseline and transmitted light intensity
respectively at frequency ν. L is the length of the projection path.
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The absorbance of light passed through the gaseous media is measured by using laser
light detectors and is then used to reconstruct ﬂow properties. The details of TDLAT
measurement systems can be found in [28, 57].
Reconstruction of TDLAT data poses many challenges that make it quite diﬀerent
from traditional tomographic reconstruction of X-ray CT data [58, 59]. First, the
TDLAT measurement model is highly nonlinear due to nonlinear dependence of light
absorption on temperature. Second, TDLAT imaging systems typically only allow for
a small number of projection measurements due to the physical limitations imposed by
optical access and short lived combustion phenomenon [57]. For example, in a typical
TDLAT system there may be only 10 to 100 measurements available to estimate
1,000 to 10,000 pixel unknowns. Therefore, the reconstruction problem is highly illposed and nonlinear, so conventional tomographic techniques such as ﬁltered back
projection (FBP) [25, 26] are not appropriate.
In order to help constrain the solution, many restrictive assumptions have been
used in the past. These include assuming uniform ﬂow properties along the projection
path [20,56], assuming axisymmetric ﬂow [5,60,61] and assuming diﬀerent ﬂow proﬁles
[62]. However, these assumptions are often inappropriate for many applications that
involve non-uniform and high speed turbulent gas ﬂows [7,27,55,57,63–65]. Moreover,
these simplistic assumptions do not allow for spatially resolved reconstruction of gas
ﬂow properties. Therefore there is a need of better frameworks that can reconstruct
spatially resolved gas ﬂow properties even when the ﬂow is turbulent.
Some of the early studies to obtain spatially resolved gas ﬂow properties without
imposing restrictive assumptions were based upon FBP together with a nonlinear
inversion step [1, 2, 66]. However, these approaches require a large number of projection measurements at many diﬀerent viewing angles (more than 500 projections).
M. Ravichandran et al. worked on improving the quality of concentration and temperature reconstructions using a ﬁnite domain direct inversion (FDDI) method [67]
and modiﬁed convolution back projection [68], both using more than 100 projections
A. Chojnacki et al. used Karhunen-Loeve method for training absorption coeﬃcients
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ﬁelds using 20 LOS projection paths [69]. In [24], a fan beam geometry was used to
reconstruct concentration and temperature using a rotatory mechanism to acquire 55
projections at diﬀerent angles.
Perhaps more closely related methods to our work are the iterative reconstruction methods. For example, in [50] concentration and temperature are reconstructed
by solving an optimization problem using 200 projection measurements and L2 regularization, or equivalently, a Gaussian Markov random ﬁeld prior model. In [70],
a principal component analysis (PCA) basis set for the concentration and temperature were used to perform reconstructions using 200 projection measurements. These
bases were obtained by using 5000 simulated phantoms for each of the concentration and temperature ﬁelds. However, this approach did not take into account the
correlation between the concentration and temperature ﬁelds. Both [50] and [70]
use simulated annealing to solve their corresponding optimization problems which is
computationally very expensive as is noted in their results.
An alternate approach to improve the accuracy of tomographic reconstructions is
the use of model-based iterative reconstruction (MBIR) methods [71–75]. In MBIR,
a model is speciﬁed for both the measurement process (forward model) and for the
unknown image to be reconstructed (prior model). Typically, a maximum a posteriori
(MAP) estimate of the unknown image is computed that optimally ﬁts both the
forward model and the prior model.
An important beneﬁt of model based methods is that they allow for the incorporation of nonlinear forward models along with prior models that can be trained using
representative images. For example, in TDLAT imaging, recently there has been a
use of computational ﬂuid dynamics (CFD) simulated images of molecular density
and temperature ﬁelds which accurately capture the properties of gas ﬂow [28, 76].
These CFD simulated images can potentially be used to improve the reconstruction
quality by providing training examples for the prior model [32]. However, CFD simulation images are computationally expensive to compute and therefore usually very
few of them are available for training. Moreover, typical CFD images are spatially
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non-homogeneous and tend to cluster in groups or modes with similar behavior. This
makes it diﬃcult to accurately represent them with typical prior models such as
Markov random ﬁelds (MRF) [31, 34–41].
In this chapter, we propose a fast MBIR framework that we call TDLAT-MBIR
for simultaneous reconstruction of 2-D molecular density and temperature ﬁelds of
gaseous ﬂow. There are four major contributions of our approach for TDLAT imaging.
1. A nonlinear physics-based forward model;
2. A Gaussian mixture model (GMM) as the prior model;
3. A majorization technique for computing the MAP estimate;
4. A multigrid algorithm for solving the required optimization.
Our MBIR approach incorporates a nonlinear forward model of the light absorption
through the gaseous media. However, since the number of measurements is so small,
we must also incorporate an advanced non-Gaussian prior model that can capture
the multivariate distribution of the molecular density/temperature ﬁelds. We do
this by training a Gaussian mixture model (GMM) to model general non-Gaussian
distributions of the combined molecular density and temperature ﬁelds. The GMM
is particularly useful since it can model the empirical distribution of modes that
typically occur in real ﬂow ﬁelds.
In order to compute the MAP estimate, we introduce a majorization minimization
technique for computing the surrogate cost function for the required optimization.
To do this, we present a general theory for the creation of surrogate functions of
multivariate mixture distributions that generalizes previous results for scalar Gaussian
mixtures [77,78]. Our ﬁnal innovation is a multigrid algorithm that uses an orthogonal
basis set to ﬁnd a good solution to the resulting non-convex optimization problem.
Experimental results using simulated TDLAT data generated using CFD phantoms show that our method can produce fast reconstructions of relatively high resolution images (i.e., 45 × 45) and very few projection measurements (i.e., 40 pro-
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jection measurements obtained from 10 projection paths and 4 transition frequencies). Results show that the proposed prior model improves the reconstruction quality both visually and quantitatively by accurate modeling of non-homogeneous and
non-Gaussian behaviors of the CFD images. Results also indicate that the proposed
multigrid algorithm reduces the computation time by speeding convergence.

2.2

Formulation of MAP Cost Function
A typical approach to model-based inversion is to compute the MAP estimate of

the unknown which is given as

x̂ = arg max log p (y|x) + log p (x) ,

(2.1)

x

where y is the measurement vector, x is the joint vector of unknown molecular density
and temperature, p (y|x) is the probability of observing the data vector y given the
unknown x (also called the forward model), and p (x) is the probability of unknown
x (also called the prior model).

2.2.1

Forward Model

The TDLAT imaging technique yields projection measurements by measuring light
absorbance through gaseous media, which in our case is water vapor in the air. Light
intensity measurements are made along projection paths and at multiple discrete
transition frequencies. Fig. 2.2 shows the optical projection path layout used in the
simulations. Ten optical line of sight (LOS) paths indexed by j ∈ {1, 2, 3, · · · , J}, for
J = 10, are arranged in a rectilinear grid with non-uniform spacing. Laser light is
swept over the optical frequency around four discrete transition frequencies indexed by
k ∈ {1, 2, · · · , K}, for K = 4. For each (j, k), a projection measurement Yj,k (cm−1 )
is made
Z

ν2,k

Yj,k =

ln
ν1,k

ˆ 0)
I(ν,
dν ,
Iˆ(ν, Lj )

(2.2)
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Figure 2.2. Schematic of the region of interest and projection measurement paths. The magenta lines show the laser beam paths of the projection measurements. The blue circle represents the boundary of the ﬂowing
medium. The red asterisks are the source-detector pairs. The region of
interest is inside the blue circle.

where Iˆ(ν, 0) and Iˆ(ν, Lj ) are the measured baseline and transmitted laser light intensities along the j th path (watts-cm-2 ), ν is the optical frequency (cm−1 ), [ν1,k , ν2,k ]
is the frequency interval of k th absorption transition, and Lj is the length of the j th
path (cm). The integral in eq. (2.2) is typically approximated using a Riemann sum.
Fig. 2.3 shows an example of TDLAT light intensity signals . Appendix B describes
the choice of transition frequencies used in this dissertation.
The forward model for light absorbance measurements is derived using Einstein’s
theory of radiation [62]. The fractional absorbance of collimated light at frequency
ν, when passed through a diﬀerential length dr of gas sample is given by
dI(ν, r) = −N (r)Sk (T (r)) φk (ν) I(ν, r)dr ,

(2.3)

where r is the position along the laser light path in 2-D space (cm), I(ν, r) is light
intensity, N (r) is the unknown molecular density of the target gas (molecules-cm−3 ),
T (r) is the unknown temperature of the target gas (Kelvin), φk is the line shape func-
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tion (cm) and Sk (T ) is the line strength function of the target gas (cm−1 /(molecules-cm−2 )).
The lineshape function is normalized so that
Z ν2,k
φk (ν) dν = 1.

(2.4)

ν1,k

The linestrength function Sk (T ) [79] is given as



Q(T0 )
hcEkl 1
1
exp −
−
Sk (T ) = Sk (T0 )
T
T0
Q(T )
kB


1 − exp (−hcνk /kB T )
×
,
1 − exp (−hcνk /kB T0 )

(2.5)

where Q(T ) is the partition function of the absorbing molecule [79], kB is the Boltzmann constant, h is Planck’s constant, c is the speed of light, Ekl is the lower state
energy level of the k th absorption transition, νk is the discrete transition frequency,
and T0 is the reference temperature. The partition function Q(T ) is a continuous
function of temperature and is speciﬁc to the target molecule. Typically the partition function is calculated using a cubic spline polynomial. The estimation of cubic
spline polynomial coeﬃcients for the partition function is described in detail in Appendix D.
The absorbance of light follows from eq. (2.3) by integrating over the projection
path,
I (ν, 0)
ln
= φk (ν)
I (ν, Lj )

Z
N (r) Sk (T (r)) dr ,

(2.6)

Γj

Z

ν2,k

ν1,k

I (ν, 0)
ln
dν =
I (ν, Lj )

Z
N (r) Sk (T (r)) dr ,

(2.7)

Γj

where Γj is the j th projection path and eq. (2.7) uses the fact that φk (ν) is a unit area
function. However, in practice the light intensity measurements are noisy due to a
variety of noise sources including electronic noise, shot noise, digitization noise, beam
steering, light scattering by particles and uncertainty in the spectroscopic database
[79]. To incorporate diﬀerent sources of noise, we model the noise as additive white
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Figure 2.3. Illustration of raw light intensity signals. Iˆ(ν, 0)and Iˆ(ν, L)
are the baseline and transmitted measured light intensity respectively at
frequency ν. L is the length of the projection path. The laser light is swept
in an interval around a particular discrete frequency called the transition
frequency.

Gaussian noise with mean 0 and variance σ 2 [50, 70]. Consequently, the projection
measurements are related to the light absorbance model by the following equation,
Z
Yj,k =
N (r)Sk (T (r)) dr + Wj,k ,
(2.8)
Γj

Z
=

�

fk N (r), T (r) dr + Wj,k ,

(2.9)

Γj

�

where Wj,k ∼ N (0, σ 2 ) is additive white Gaussian noise and fk N (r), T (r) = N (r)Sk (T (r))
is a function deﬁned for notational convenience.
For 2-D reconstruction of N (r) and T (r), the region of interest is discretized
into a grid of p/2 square pixels.

Each pixel has an unknown molecular density

t
and temperature value to be reconstructed. Let N = N1 , N2 , ..., Np/2 and T =

t
T1 , T2 , ..., Tp/2 represent the unknown molecular density and temperature vectors
t

and let x = [N t T t ] ∈ Rp be the joint vector of unknowns. Equation (2.9) can then
be approximated as
p

Yj,k =

/2
X
i=1

Hj,i fk (Ni , Ti ) + Wj,k ,

(2.10)
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where Hj,i is the weighting coeﬃcient for the j th projection path and ith pixel. Writing
equation (2.10) compactly in terms of matrix-vector notation yields
Y = HF (x) + W ,

(2.11)

p

where Y ∈ RJ×K are measurements, H ∈ RJ× 2 is the forward projection matrix,


p
p
F (x) = f1 (x) f2 (x) ... fK (x) ∈ R 2 ×K , where fk (x) = fk (N, T ) ∈ R 2 are column
vectors such that each column fk (x) represents the function fk over the entire domain
of interest for a particular absorption transition and W ∈ RJ×K is the white noise
matrix such that [W ]j,k ∼ N (0, σ 2 ). Putting this together, the log likelihood of the
measurements Y given the unknown x is given by
log p (Y |x) = −

1
Y − H [F (x)]
2σ 2

2

+ ,

(2.12)

2

where  is a constant that does not depend on x and the norm in equation (2.12) is
the Frobenius norm.

2.2.2

Prior Model

For Bayesian inversion, a prior model for the unknown images is needed. In
problems where the measurement systems are highly under-determined and noisy,
the choice of an eﬀective prior model becomes extremely important. We model the
joint distribution of the molecular density N and the temperature T using a Gaussian
mixture model (GMM) with M mixture components. A major advantage of GMM
prior over existing prior models like Markov random ﬁelds (MRF) and dictionary
learning (DL) methods is that it models the non-homogeneous and the non-Gaussian
characteristics of the N and T ﬁelds. In contrast, MRFs and DL methods require
the images to be modeled as stationary random processes. In this problem, modeling
the non-homogeneous behaviors and the long-range correlations between the pixels
of N and T are of crucial importance. The GMM prior model implemented in the
eigenimage domain allows for these non-Gaussian and non-homogeneous dependencies
to be captured eﬀectively and can be trained with a sparse training dataset.
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The likelihood function of x = [N t T t ]t is given by

1
M
X
πm |Bm | 2
1
p(x) =
�  p2 exp − 2 x − µm
2π
m=1

2
Bm


,

(2.13)

where πm , µm represent the prior probability and mean of the mixture component m
and Bm represents the precision matrix of mixture component m or equivalently the
inverse of the component covariance matrix Rm .

Transformed representation of x
While the dimension p of the unknown x can be several thousand, x typically
resides on a thin manifold in this higher dimensional space. In order to reduce the
dimension of our problem, we will represent the image as
x = Ez,

(2.14)

where z ∈ Rpe is a lower dimensional representation of the image and E is a p × p̃
matrix with orthonormal columns. If x has a Gaussian mixture distribution, then it is
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Figure 2.4. Illustration of parameter estimation of a Gaussian mixture
model. The ﬁgure shows the 2-D scatter plot of a synthesized training
data along with the mixture components using an orthogonal basis set.
Blue dots are the training data samples. Red dots are the means of the
mixture components. Red line segments show the eigenvectors of component covariance matrices where the lengths of the red line segments
correspond to the standard deviation of variables belonging to the particular mixture component.
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Figure 2.5. Example of CFD simulated phantoms. Each phantom consists
of a pair of molecular density and temperature image. The ﬁrst row
consists of molecular density images and the second row consists of the
corresponding temperature images.

easily shown that z must also have a Gaussian mixture distribution with parameters
given by
π
em = πm ,

(2.15)

µ
em = E t µm ,

(2.16)

em = E t Rm E,
R

(2.17)

em are the prior class probability, class mean, and class covariance of
em , R
where π
em , µ
the random vector z that shall be estimated from the data.

Training Procedure
Next, we used CFD simulated phantoms, a few examples of which are shown in
em of the Gaussian mixture distribution.
em , R
Fig. 2.5, to estimate the parameters π
em , µ
These training phantoms come in pairs of molecular density and temperature images.
The training phantoms of Fig. 2.5 are representative of the typical CFD phantoms
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that we used for training the parameters. The GMM parameters are estimated using
the EM algorithm software of [80] with the input data given by the pe dimensional
vectors
z (i) = E t x(i) ,

(2.18)

where x(1) , · · · , x(n) are the n CFD simulated phantom images used to train the model.
In order to improve the accuracy of the model, the EM algorithm is run with a
number of constraints that reduce the number of parameters to be estimated. First,
em are constrained to be diagonal. This helps in avoiding the
the covariance matrices R
over-ﬁtting of the sparse training set. In addition, the diagonal covariance matrices
em provide a simpler cost function to minimize as compared to the non-diagonal
R
covariance matrices. This is done by ignoring the oﬀ diagonal components of the
em and substituting them with zeros. After each iteration of
covariance matrices R
the EM algorithm, we perform the following additional updates to the covariance
matrices
em (i, j) = 0 ∀i 6= j .
R

(2.19)

This has the eﬀect of simplifying the mixture model by ignoring the correlations
between the coordinates of the eigenimage basis vector. Therefore, it regularizes
the model by avoiding excessive over-ﬁtting to the training images. Second, for all
coordinates greater than some value, p1 , the mean and the variance are constrained to
be equal for all mixture components. Typically, p1 is a small number such as p1 = 3
1

. Lastly, to avoid singularities in estimating the parameters of GMM [81], each class

is required to have at least two data samples assigned to it, so that, π
em ≥ 2/n . The
prior likelihood of the unknown expressed in eigenimage basis set E is then given as

M
X
em | 12
1
π
em |B
p(z) =
em
�  p2e exp − 2 z − µ
2π
m=1

2
em
B


,

(2.20)

em is the inverse of R
em . A example of synthetically generated data along with
where B
the mixture components is shown in ﬁgure 2.4.
1

Choosing large values for p1 will result in over-ﬁtting of the sparse training set as the number of
GMM parameters increase as M × (2p1 + 1) − 1.

23
2.2.3

MAP Cost Function Expression

To derive the MAP cost function in eigenimage basis set E, we ﬁrst give the MAP
cost function in image domain using equation (2.1) as
1
c(x) = 2 Y − H [F (x)]
2σ


1
M
X
1
πm |Bm | 2
− log
�  p2 exp − 2 x − µm
2
2π
m=1
2

2
Bm

!
, (2.21)

where all the terms not depending on x have been dropped. Next we use the transformation of equation (2.14) to write the MAP cost function in terms of the eigenimage
basis set E as
⎛

c(z) =

1
2σ 2


M
X
em | 12
1
π
em |B
⎝
exp − z − µ
em
Y −H [F (Ez)] −log
p
e
�

2
2
2π 2
m=1
2

⎞

2
⎠ . (2.22)
em
B

Additionally, we will constrain the reconstruction in the image domain inside the
p

physically feasible region to ensure that all molecular density values N ∈ R /2 are
p

non-negative and all temperature values T ∈ R /2 are greater than or equal to 296
Kelvins. Thus, the TDLAT-MBIR reconstruction is given as follows
ẑ = arg min c(z) ,

(2.23)

z∈Ω

where
Ω = {z s.t.



Nt T t

t

= Ez & N ≥ 0 & T ≥ 296}.

(2.24)

The MAP cost function of equation (2.22) is non-convex because of both the nonconvex forward model term and non-convex prior model term.
It may seem appealing to reconstruct the N and T ﬁelds in two stages by ﬁrst reconstructing fk (x) and then reconstructing N and T [2,48,82]. However, this indirect
approach typically does not yield good results because it is suboptimal. The Bayesian
method models both the non-linear forward model and the joint prior distribution
of N and T resulting in a single cost function that captures the synergy between
the forward and the prior model. In comparison, the two-stage approach must also
have a separate model for the functions fk (x). Another signiﬁcant advantage of the
Bayesian approach is that we can inform our prior model of N and T by using CFD
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simulations which can be used to capture the joint multi-dimensional non-Gaussian
distribution of N and T . It is also noteworthy that the 2-stage approach does not
oﬀer any computational advantages. Appendix F shows some experimental results
that use this two-stage reconstruction scheme.

2.3

Construction of Surrogate Cost Function
The MAP cost function of equation (2.22) is diﬃcult to minimize since it is non-

convex. In particular, the prior model term in the cost function is diﬃcult to minimize
directly as it has a mixture of exponentials inside the logarithm. Hence, we simplify
the optimization problem by using the majorization minimization technique [58,83] in
which a quadratic surrogate function is used to upper bound the prior term. In order
to use the majorization minimization approach, one must ﬁnd a surrogate function
ĉ (z; z 0 ) such that
ĉ(z 0 ; z 0 ) = c(z 0 ) ,

(2.25)

ĉ(z; z 0 ) ≥ c(z) .

(2.26)

We can construct such a surrogate function using the following Lemma [40,84], proved
in Appendix C
Lemma: Surrogate function for log of exponential mixtures
Let s : RD → R be a function which takes the form,
!
s(z) = − log

X

wm exp {−um (z)}

,

(2.27)

m

where wm ∈ R+ ,

P

m

wm > 0 and um : RD → R. Furthermore ∀ (z, z 0 ) ∈ RD × RD

deﬁne the function
G (z ; z 0 ) , −s(z 0 ) +

X
m



0
wm
um (z) − um (z 0 ) ,

(2.28)
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Figure 2.6. Example of a surrogate function w.r.t. a single coordinate for
GMM prior term with M = 5 classes. The blue curve is the cost of the
GMM prior term and red curve is the surrogate cost for GMM prior term.
The current value of the coordinate is 0.

wm exp {−um (z 0 )}
0
where wm
= P
. Then ∀ (z, z 0 ) ∈ RD × RD , G (z; z 0 ) satisﬁes the
0 )}
exp
{−u
(z
w
j
j j
following two conditions,
G (z 0 ; z 0 ) = s(z 0 ) ,

(2.29)

G (z; z 0 ) ≥ s(z) .

(2.30)

The conditions mentioned in eq. (2.29) and eq. (2.30) are suﬃcient to guarantee that
G(z; z 0 ) is a surrogate function for s(z) and therefore that minimizing G(z; z 0 ) must
also reduce the function s(z).
Comparing the prior log likelihood term in the MAP cost function of equation (2.22) with the function of equation (2.27), we deﬁne a quadratic surrogate
function for the prior log likelihood term,
X dm 
g(z; z 0 ) = − log p(z 0 ) +
z−µ
em
2
m
where

2
em
B

− z0 − µ
em

n
1
e
2
π
em |Bm | exp − 12 kz 0 − µ
em
n
dm = P
ej | 12 exp − 1 kz 0 − µ
ej
π
ej |B
2
j

2
em
B
2
ej
B

2
em
B



,

(2.31)

o
o ,

(2.32)
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and z 0 is the current state of the unknown. The resulting surrogate function for the
MAP cost function c(z) is then given by
ĉ(z; z 0 ) =

1
Y −H [F (Ez)]
2σ 2

2
2

−log p(z 0 )+

X dm 
m

z−µ
em

2

2
em
B

− z0 − µ
em

2
em
B



. (2.33)

Since our goal is to minimize the cost with respect to z, we may drop the terms
involving z 0 to obtain an equivalent surrogate function given by
c(z; z 0 ) =

1
Y − H [F (Ez)]
2σ 2

where
e=
B

M
X

2

+
2

1
z−µ
e
2

em ,
dm B

2
e
B

,

(2.34)

(2.35)

m=1

and
e −1
µ
e=B

M
X

!
em µ
em
dm B

.

(2.36)

m=1

A typical example of a surrogate function for the prior term is shown for the case
of a single coordinate in Fig. 2.6. The surrogate function has been constructed for
a Gaussian mixture prior that has ﬁve mixture components and it is plotted for a
single coordinate. Notice that in Fig. 2.6, while the original function corresponding
to the GMM prior term is non-convex, the surrogate function is a convex function
that forms an upper bound to the original function. It should be noted that the
surrogate function of equation (2.34) is still a non-convex function due to the nonconvex forward model term.

2.4

Optimization
In this section, we shall present a multigrid optimization algorithm to solve the

MAP estimation problem. We shall also present a ﬁxed-grid algorithm for comparison.
The MAP cost function given in equation (2.22) is non-convex, therefore, both the
algorithms would use the surrogate function formulation of equation (2.34). Both the
multigrid and the ﬁxed-grid algorithms are designed to achieve a local minimum of the
non-convex MAP estimation problem of equation (2.23). The multigrid algorithm,
however, has much faster convergence as compared to the ﬁxed-grid algorithm.
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Figure 2.7. Illustration of quadratic ﬁt to the 1-D cost function. Current
value of the coordinate is 0. The green asterisk represents the minima of
the true cost as well as the minima of the quadratic ﬁt to the true cost.

Multigrid algorithms can reduce the computational complexity of numerical problems by working on the data at diﬀerent scales or grids. Multigrid algorithms have
been used in many diﬀerent applications including optical ﬂow estimation [85, 86],
signal/image smoothing [87, 88], image segmentation [89], interpolation of missing
image data [90], and optical diﬀusion tomography [91, 92]. The main novelty in our
multigrid algorithm is that we introduce a notion of grids using eigenimage basis
functions.
Intuitively, the ﬁrst few eigenimages are spatially smooth, whereas the later ones
have more spatial variation. We exploit this by cumulatively increasing the number
of eigenimages as we move from coarse to ﬁne grids. We start working on coarse grids
ﬁrst, gradually moving to ﬁner grids, reducing the cost at each grid. This improves the
convergence of the multigrid algorithm when compared with the ﬁxed-grid algorithm.

2.4.1

Coordinate Update Method

The multigrid and ﬁxed-grid algorithms both work by iteratively minimizing the
cost function of equation (2.22) over individual coordinates zi but with important
diﬀerences. Both algorithms use the surrogate function formulation of equation (2.34)
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Figure 2.8. Example of coordinate update using Brent’s method. Current
value of the coordinate is 0. Green asterisk is the minima of the quadratic
ﬁt and magenta asterisk is the minima returned by Brent’s method.

1: function [û] ← CoordinateUpdate(u0 , c, )
2: /* Inputs: Initial value of coordinate u0 , Step size , Pointer to cost function of eq. (2.37) c
*/
3: /* Output: Updated value of coordinate û */
4:

Fit a quadratic q(u) to the cost function in eq. (2.37) using three points (u0 − , u0 , u0 + )

5:

v ← arg min q(u)

6:

if c(v) < c(u0 ) then

u

7:

û ← v

8:

else û ← Brent (u0 , c)

9:

end if

10: end function

Figure 2.9. Pseudocode of 1-D coordinate update algorithm.

to reduce the 1-D cost. The cost function of equation (2.34) written as a function of
the ith coordinate only is given as,
c(zi ; z 0 ) =

 0
 2
1
1
0
ei,i ,
y
−
HF
Ez
+
E
(z
−
z
)
] + (zi − µ
ei )2 B
∗,i
i
i
2
2
2σ
2

(2.37)

where z 0 is the current value of the unknown and E∗,i ∈ Rp×1 is the ith eigenimage.
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To reduce this 1-D cost function, we propose a fast and robust coordinate update
method. We ﬁt a quadratic function through the 1-D cost function by selecting
three points, (zi − i , zi , zi + i ) and minimize this quadratic. We choose the step size
i for each coordinate in an adaptive manner corresponding to the variation in the
coordinate;
q
e(i, i) ,
i ← δ R

(2.38)

e is the inverse of the equivalent precision matrix in equation (2.35) and δ is
where R
usually picked between 10−5 to 10−3 . This procedure is known as inverse parabolic
interpolation [93]. A typical example of the quadratic ﬁt is shown in Fig. 2.7.
The quadratic ﬁt to the true cost function is not necessarily a strict upper bound
to the true cost function as shown in Fig. 2.7, therefore we must check if the true
cost is reduced as a result of minimizing the quadratic ﬁt. In rare cases, the true cost
could increase, so then we revert to Brent’s method that alternates between golden
section iterations and quadratic ﬁts [93]. Fig. 2.8 shows an example where Brent’s
method is used to reduce the 1-D cost function. The pseudocode of 1-D optimization
is given in Fig. 2.9. The pseudocode of Brent’s method can be found in [93].
Finally, at each coordinate update, we ensure that the reconstruction z remains
inside the physically feasible region Ω. If after a coordinate update, the reconstruction
in the image domain goes out of the feasible region, we project it onto the boundary
of the feasible region by changing the value of eigenimage coordinate using a bisection
method. More precisely, we iteratively bisect the interval between the optimum value
and the old value of the eigenimage coordinate until we satisfy the physical feasibility
constraints, while at the same time achieving the minimum 1-D cost under these
constraints.

2.4.2

Fixed-Grid Optimization

In the ﬁxed-grid algorithm, we reduce the cost function on a single grid that
consists of all the eigenimage basis vectors. To minimize the cost function, we use
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1:

function [ẑ] ← Fixedgrid(y, z 0 , pe)

2:

/* Inputs: Measurements y, Initial condition z 0 , Total no. of eigenimage basis
vectors pe */

3:

/* Output: MAP estimate ẑ */

4:

ẑ ← z 0

5:

while Stopping criterion is not met do
for i = 1 to pe do

6:
7:

e and µ
Compute B
e using eq. (2.32), (2.35), (2.36)

8:

ẑi ← arg min c(zi ; z 0 )

. Reduce cost of eq. (2.37)

zi s.t. z∈Ω

zi0 ← ẑi

9:

. Update the current state

end for

10:
11:

end while

12:

end function
Figure 2.10. Pseudocode of ﬁxed-grid algorithm.

the ICD update strategy [94]. ICD, which is related to Gauss-Seidel method and
has been found to be suitable for CT applications [95], works by optimizing over
each coordinate one by one until some stopping criterion is met. Fig. 2.10 shows the
pseudocode of ﬁxed-grid algorithm.

2.4.3

Multigrid Optimization

In the multigrid algorithm, we work at diﬀerent grids having a diﬀerent number
of eigenimages to be optimized over. Each grid has ﬁxed number of eigenimages
associated with it. At the coarsest grid, we start from the ﬁrst column vector, E∗,1 ,
of the eigenimage basis set E and optimize over it. Next, as we move to the ﬁne
grids, we increase the number of eigenimages by a factor of ρ at each grid until we
include the ﬁnal eigenimage, E∗,pe, at the ﬁnest grid. At each grid, we optimize over
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1:

function [ẑ] ← Multigrid(y, z 0 , G, ρ)

2:

/* Inputs: Measurements y, Initial condition z 0 , Total number of grids G,
Factor for calculating grid coeﬃcients ρ */

3:

/* Output: MAP estimate ẑ */

4:

ẑ ← z 0

5:

while Stopping criterion is not met do

6:

for j = 0 to G − 1 do

. For each grid level

for i = 1 to ρj do

7:
8:

e and µ
Compute B
e using eq. (2.32), (2.35), (2.36)

9:

ẑi ← arg min c(zi ; z 0 )

. Reduce cost of eq. (2.37)

zi s.t. z∈Ω

zi0 ← ẑi

10:

end for

11:
12:

. Update the current state

end for

13:

end while

14:

end function
Figure 2.11. Pseudocode of multigrid algorithm.

a ﬁxed number of eigenimages. This process is repeated in a loop until the stopping
condition is met. The pseudocode of multigrid optimization algorithm is presented
in Fig. 2.11 and the coordinate update pattern of the multigrid algorithm is shown
in Fig. 2.12.

2.5

Experimental Results
We now present our TDLAT-MBIR image reconstruction results by performing

reconstructions of a simulated TDLAT dataset. To test our proposed Gaussian mixture prior model and multigrid optimization algorithm, we perform reconstructions
on CFD simulated phantoms. These CFD phantoms are obtained by running simu-
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Figure 2.12. Coordinate update pattern in one full iteration of Multigrid
algorithm using ρ = 1.8 and pe = 112.

lations for a single axial plane of an engine having a diameter of 12 inches. The CFD
simulated phantoms are used to produce simulated projection measurement data using the measurement layout of Fig. 2.2. This simulated measurement dataset is then
used in all the experiments.
First, we compare the reconstruction results of the proposed prior model with
the results of two diﬀerent prior models; Gaussian model (GM) [32] and Gaussian
Markov random ﬁeld (GMRF) model [31] and also with the reconstruction results
of the proper orthogonal decomposition (POD) approach of [70]2 . We compare the
reconstructions both visually and using an objective criterion of normalized root mean
squared error (NRMSE). The NRMSE between two images X and Z is deﬁned as
r n
P
1
(Xi − Zi )2
n
i=1
NRMSE (X, Z) =
.
(2.39)
max(Zi ) − min(Zi )
i

i

We provide some reconstruction results for visual comparison and also provide a table
that shows the average results of all the reconstructions.
2
Our implementation of POD approach is similar to [70], however, unlike [70], we do not use the
simulated annealing algorithm. We use our proposed multigrid algorithm of Fig. 2.11 without
imposing any bounds on the eigenimage coordinate values.
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Finally, we perform convergence experiments to compare our multigrid optimization algorithm with conventional ﬁxed-grid optimization algorithm. We compare the
speed of convergence using two diﬀerent metrics. One of them is the MAP cost,
whereas the other is the normalized root mean squared error (NRMSE) between the
current state and the converged state of the unknown ﬁelds N and T . We present the
plots of MAP cost and NRMSE between current and converged state of the unknown
ﬁelds N and T .

2.5.1

Comparison of Reconstruction Results

To test our proposed GMM prior model, we perform reconstruction experiments
using CFD simulated phantoms. A total of 114 CFD phantoms are available, so
we perform 114 reconstruction experiments, where in each experiment, we keep one
phantom for testing and train the prior model on the rest of the 113 phantoms.
The image array size in the reconstructions is kept at 45 × 45; however, since the
region of interest is a circle, the total number of unknowns p = 3194. The TDLAT
measurements are simulated using eq. (2.12) with an average SNR of 30 dB. This
corresponds to a value of noise standard deviation σ, which is roughly 3% of the
mean value of forward projections representing practical scenarios. Also, for these
simulations J = 10 and K = 4, so Y ∈ R10×4 . The image resolution for simulating
TDLAT measurements was 90 × 90.
We set M = 5 and p1 = 3, since we found that using these values in the experiments yielded the lowest average NRMSE results. We estimate the parameters of the
mixture model in the eigenimage basis space E using expectation-maximization algoem to be diagonal.
rithm. We constrain the mixture component covariance matrices R
Fig. 2.13(a) shows the scatter plot of the training data using eigenimage basis
domain. In this ﬁgure, the blue dots represent the training data, the red dots represent the means of the diﬀerent mixture components when the data is modeled using
GMM, while the green dot represents the mean of the data when modeled using
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Figure 2.13. Illustration showing the multi-modal nature of the distribution of the CFD training data. (a) shows the scatter plot of the CFD training data expressed in eigenimages. The blue dots are the data samples
and the red dots are the means of the estimated Gaussian mixture components. The green dot represents mean of estimated Gaussian distribution.
The length of the red and green segments corresponds to the standard deviation of the corresponding eigenimage coordinates. (b) shows the mesh
plot of probability density function of Gaussian mixture model.
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Figure 2.14. Plot of % average NRMSE vs. no. of mixture components in
Gaussian mixture prior model. Average NRMSE is the average of NRMSE
in molecular density and temperature reconstructions.
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Table 2.1.
Average NRMSE for all 114 reconstruction experiments. NRMSE(N) is
average NRMSE in molecular density. NRMSE(T) is average NRMSE
in temperature. Avg. NRMSE is average of the NRMSE in molecular
density and temperature.
% NRMSE (N)

% NRMSE (T)

% Avg. NRMSE

POD

22.27

21.31

21.79

GMRF

13.38

15.84

14.61

GM

8.01

7.74

7.87

GMM

7.78

7.48

7.63

Gaussian distribution. It is clear from this ﬁgure that the CFD data exhibits a multi
modal distribution which is captured by using a Gaussian mixture model as the prior
distribution. Modeling this data using a Gaussian distribution does not capture different empirical modes evident in the scatter plot. Fig. 2.13(b) shows the probability
density function of the Gaussian mixture model whose parameters are trained from
the CFD training data.
For all the experiments, the initial condition for GMRF reconstructions is a constant image for both the N and T ﬁelds, the initial condition for GM and POD
reconstructions is the mean of the training data, and the initial condition for GMM
reconstruction is the end result of GM reconstruction. The initial conditions were
chosen in an eﬀort to achieve lowest possible ﬁnal value of MAP cost function after
convergence of the optimization procedure. The regularization level was chosen for
GMRF, GM, and GMM to achieve the lowest NRMSE, whereas in POD there is no
regularization parameter to be set.
For POD, GM, and GMM reconstructions, we run 3 iterations of multigrid optimization algorithm using the eigenimage basis as described in section 2.4. The
coarsest grid has only 1 eigenimage coeﬃcient, the ﬁnest grid has 112 and ρ = 1.8.
For the GMRF reconstructions, we use a multi-resolution approach by performing
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Figure 2.15. Example 1 of TDLAT reconstructions. The scale of N is 0
to 10 × 1017 molecules-cm−3 and the scale of T is 0 to 1000 Kelvins. Both
GM and GMM produce good reconstruction results, POD seems to suﬀer
from a lot of artifacts, whereas, GMRF seems to overly blur the details.

reconstructions on three diﬀerent scales, where, at each ﬁner scale, we use the end
result of the next coarser scale as an initial condition.
Table 2.1 shows NRMSE results averaged over all 114 reconstructions. It is evident
that overall the GMM prior gives the lowest NRMSE results. The GMRF prior
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Figure 2.16. Example 2 of TDLAT reconstructions. The scale of N is 0
to 10 × 1017 molecules-cm−3 and the scale of T is 0 to 1000 Kelvins. Both
GM and GMM produce good reconstruction results, POD seems to suﬀer
from a lot of artifacts, whereas, GMRF seems to overly blur the details.

model gives the highest NRMSE results. This could be because the GMRF is not
a very expressive prior model particularly for CFD phantoms; and with a sparse
measurement set, the prior serves an important role in avoiding the estimation of a
reconstruction that is unlikely to occur.
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It appears from the reconstructed example results in Fig. 2.15 and Fig. 2.16 that
the GMM prior model and the GM prior model produce the best reconstruction
results, however, only the reconstructions with the GMM prior model capture the
dense patches in the molecular density ﬁelds. The POD technique gives false dense
patches in the molecular density reconstructions. This might be because the POD
technique does not model the correlation between concentration and temperature.
Although smooth, the GMRF reconstructions fail to capture the essential structure
in N and T ﬁelds. It seems that with the very sparse measurement set, GMRF tends
to overly smooth the reconstructions.
We also studied the eﬀect of changing the number of Gaussian mixture components
M in GMM prior model. With 114 CFD phantoms available for training, we found out
that M = 5 mixture components gave us the best results. Fig. 2.14 shows the average
NRMSE of 42 reconstructions as a function of the number of mixture components.

2.5.2

Convergence Results

We compared the convergence speed of our multigrid optimization algorithm with
our ﬁxed-grid optimization algorithm by running 42 reconstruction experiments using
a Gaussian mixture prior model. The initial condition for these reconstructions is the
end result of reconstructions with the Gaussian prior model. For each reconstruction,
we ﬁrst run the algorithm for a suﬃciently large number of iterations to achieve a
“fully converged” result. We then run the same reconstructions again and at each
coordinate update we compute the MAP cost and the NRMSE between the current
and the converged state of the unknown ﬁelds N and T . Both multigrid and ﬁxed-grid
algorithms use eigenimage bases. In the case of the multigrid algorithm, the coarsest
grid has 1 eigenimage coordinate, the ﬁnest grid has 40 eigenimage coordinates and
ρ = 1.8.
Fig. 2.17(a) shows a comparison of cost plots averaged over 42 reconstructions. It
is evident that the cost drops much more quickly with the multigrid algorithm. This
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Figure 2.17. Comparison of convergence speed of ﬁxed-grid and multigrid
algorithm. All three plots represent an average from 42 reconstructions.
These plots are representative of the typical behavior. It can be seen from
all three plots that multigrid algorithm converges faster than ﬁxed-grid
algorithm.

makes sense since the multigrid algorithm spends more computation on eigenimage
coeﬃcients which are expected to have more variation in the eigenimage domain.
In Fig. 2.17(b) and Fig. 2.17(c) we present % NRMSE plots between current and
converged state of the unknown molecular density and temperature ﬁelds averaged
over 42 reconstructions. It is clear from the ﬁgures that the multigrid algorithm converges much faster than the ﬁxed-grid algorithm. Typically for these reconstructions,
a 1% NRMSE criterion is enough to guarantee suﬃcient convergence. In Fig. 2.18, we
observe the speed-up as a function of % NRMSE between the current and converged
result. We deﬁne the speed-up as
speed-up (r) =

Average ﬁxed-grid iterations to achieve r % NRMSE
.
Average multigrid iterations to achieve r % NRMSE

(2.40)

Hence speed-up at r % NRMSE would be the relative decrease in the computation
that one gets by using the multigrid algorithm as opposed to the ﬁxed-grid algorithm
to achieve an NRMSE of r % in both N and T ﬁelds. It is clear from Fig. 2.18 that
the multigrid algorithm is almost uniformly better than the ﬁxed-grid algorithm. The
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Figure 2.18. Average relative decrease in computational time when using
the multigrid algorithm as opposed to ﬁxed-grid algorithm. To achieve
a 1 % NRMSE between the current and the converged result, multigrid
algorithm requires about 0.27 seconds, whereas ﬁxed-grid algorithm requires about 0.73 seconds on a computer with an Intel core i7 processor
and 32 GB memory using MATLAB R2015a.

speed-up seems to converge at about a factor of 1.8 for very conservative criterion of
NRMSE, whereas for a more practical convergence criterion i.e., 1 % NRMSE, there
is a speed-up factor of 2.7.

2.6

Conclusions
We have proposed a novel framework that we have named TDLAT-MBIR for

reconstruction of TDLAT dataset. We ﬁrst derived a forward model based upon
physics of light absorbance through gaseous media. Next, we proposed a Gaussian
mixture model as a prior model for images that can capture non-homogeneous and
multimodal behaviors of the image distributions. We presented a methodology for
training the parameters of this model. Finally, we proposed a multigrid optimization
algorithm using eigenimage basis functions along with a robust 1-D optimization
strategy. Reconstruction results using CFD simulated phantoms indicate that the
proposed GMM prior model improves the quality of reconstructions and the multigrid
optimization algorithm improves convergence.
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3. A HYBRID PRIOR MODEL FOR TUNABLE DIODE
LASER ABSORPTION TOMOGRAPHY
3.1

Introduction
Model based methods have gained popularity in the past few decades in recon-

struction problems particularly when the measurement data is sparse. In model based
inference, apart from a model for the measurements, there exists a model for the unknown signal to be reconstructed, called the prior model. Model based methods tend
to do very well when the prior model is accurate and representative of real world
behavior of the unknown signal. Often these priors are trained from some training
data, and therefore, the accuracy of the reconstructions depends inherently on the
accuracy of the training data. The reconstructions can come out to be highly biased if the training data is not representative of the actual signal. In this chapter,
we propose a new hybrid prior model that combines a Markov Random Field model
with a Gaussian model trained from a sparse training set. We combine the models
using a mixing coeﬃcient γ ∈ [0, 1], that controls the inﬂuence of each of the models.
Our main contribution is in the way we combine the two models to produce a whole
continuum of prior models for diﬀerent values of γ, where γ can be tuned according
to how trustworthy the training set is. Reconstruction results show that our hybrid
prior models produces high quality reconstructions even when the training data is
not comprehensive.
Bayesian methods tend to do better than conventional methods in applications
where the measurements are noisy or where the number of measurements are far less
than the number of unknowns by supplementing additional information in the form
of a prior model [40]. However, it is crucial to select precise prior models that can
predict the behavior of the image x. This is particularly important in the case of
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under determined measurement systems because the forward model alone can not
constrain the solution well [96].
Developing precise prior models for high dimensional signals can be diﬃcult due to
the need to model long range correlations and the computational complexity involved
in training the prior. In many applications [33, 70], a Gaussian distribution has
been used to model images. In its most general form, a Gaussian distribution has a
dense precision matrix that can model the long range correlation between the pixels.
Typically, the parameters of a Gaussian distribution are expressed in terms of a mean
vector and a covariance matrix. These dense set of parameters require huge amounts
of training data [70]. If trained with a suﬃciently representative training data, such a
model has a huge potential to greatly increase the quality of reconstructions in sparse
measurement scenarios by constraining the solution well [33]. However, a crucial
downside of this model is that it can over-ﬁt the training data because of the large
number of parameters. This can become problematic in applications where there is
not enough training data present or where the training data is not representative.
On the other hand, Markov Random Fields (MRF) have perhaps been one of
the most common choices of prior models for images [31, 35, 37, 97]. These models
restrict the number of parameters by only considering the local pixel interactions. In
most cases, the parameters of these models are hand picked and ﬁne tuned. Eﬀorts
have been made to develop expressive MRF priors by using product of experts as
the potential functions [98], however, the resulting prior model is homogeneous and
the training is still a big challenge. Typically, MRF enforces local smoothness by
penalizing the diﬀerences between neighboring pixels. A Gaussian Markov Random
Field (GMRF) is a special kind of MRF where the density function has the form of a
Gaussian distribution, however, with a sparse precision matrix. The main drawback
of MRFs is that the reconstructions can come out to be overly smooth and with the
details lost especially when the measurement data is also limited [44].
In this chapter, we propose a new hybrid Gaussian prior model which makes
the best of the both worlds by combining a conventional Gaussian model whose
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parameters consists of sample mean and sample covariance with a Gaussian MRF
model. We propose a systematic way to produce a hybrid prior model from the
two individual priors. We do this by shrinking the sample covariance matrix Rs
towards the GMRF covariance matrix RM RF . Our main contribution is in the way
we combine the two distributions with a single mixing coeﬃcient γ without over-ﬁtting
the training data. Our analysis shows that even when the training data is sparse, it
can still help improve the prior model by supplementing structural information about
the image. The proposed hybrid prior is very simple to train and does not require to
solve an optimization problem like K-SVD [99] using a large training database. As
shown in this dissertation, another important beneﬁt of our approach as compared to
dictionary learning [100], kernel regression [101], and non-local means [102] is that it
is straight forward to apply to apply to non-rectangular phantoms.
We perform simulation experiments for the application of Tunable Diode Laser
Absorption Tomography (TDLAT) and use Computational Fluid Dynamics (CFD)
simulations as our training data. Results show that the proposed hybrid prior model
gives accurate reconstructions and surpasses the quality of the conventional Gaussian
model when the training data is not comprehensive. Results also show that the
proposed hybrid prior model is ﬂexible and can be adjusted for the quality of the
training data.

3.2

Hybrid Prior Model
We present the hybrid Gaussian prior model and demonstrate its utility by per-

forming reconstructions of the TDLAT dataset. TDLAT consists of simultaneous
reconstruction of molecular density and temperature images of gaseous ﬂow using
light absorbance measurements. The proposed hybrid prior model consists of a Gaussian distribution with mean µ and covariance R.
To estimate the parameters of the hybrid prior, we ﬁrst estimate the sample mean,
µs , and the sample covariance matrix, Rs . The training data comes from the CFD
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Figure 3.1. Computational Fluid Dynamics training data examples. A
single training example consists of a pair of a molecular density image
and a temperature image.

simulations in the form of pairs of molecular density and temperature images as shown
in ﬁg. 3.1. Let x = [N t , T t ]t ∈ Rp represent the unknown vector to be reconstructed,
p

p

where N ∈ R 2 is the molecular density and T ∈ R 2 is the temperature, both of which
are raster order scanned images. The density function corresponding to the hybrid
prior model is then given as follows
p(x) = �
2π

1
 p2



1
t −1
exp − (x − µ) R (x − µ) ,
1
2
|R| 2

(3.1)

where µ and R are the estimated mean and covariance of the hybrid prior model.
Let µs and Rs be the sample mean and sample covariance of training data. The
vector µ is estimated from the training data by modifying the sample mean µs of
the training data such that we get a dc value mean for both molecular density and
P p2
P
temperature. Let µN = p2 i=1
(µs )i ∈ R and µT = p2 pi=1+ p (µs )i ∈ R. Then the
2

mean µ is given as
µ = [µN 1t , µT 1t ]t ∈ Rp ,

(3.2)
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Figure 3.2. Plot of the eigenvalues for p = 3194 and γ = 0.5. A total of 42
training examples were used to compute Rs and R. Rs has only 42 nonzero eigenvalues, whereas, R has a full set of 3194 non-zero eigenvalues.

p

where 1 ∈ R 2 is a vector of all ones. An important advantage of using a dc value mean
is that it avoids the problem of over-ﬁtting since it does not contain any structure.
The sample covariance Rs is estimated using µs i.e., it gives the variation in x
around µs . So, if X is the matrix containing n training vectors stacked as column
vectors, then Rs is given as Rs = n1 (X − µs )(X − µs )t . The covariance matrix R is
obtained by shrinking the sample covariance matrix Rs towards the GMRF covariance
matrix RM RF i.e.,
R = γRs + (1 − γ)RM RF ,

(3.3)

where γ ∈ [0, 1] is a mixing coeﬃcient that controls the inﬂuence of each covariance
matrix. A major beneﬁt of shrinkage is that we get a full set of eigenvalues as
opposed to the sample covariance matrix which is typically singular because of the
limited training examples as shown by the eigenvalue plot in ﬁg. 3.2.
Since a GMRF restricts pixels interactions and enforces smoothness on the images,
the shrinkage operation has the eﬀect of regularizing the sample covariance estimate.
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(a) Sample covariance Rs

(b) GMRF covariance RM RF

Figure 3.3. Images of covariance matrices using a raster order scanning for
x = [N t , T t ]t . Notice that RM RF does not model the correlation between
N and T , whereas, Rs does that. RM RF tends to have larger entries along
the diagonal modeling the local spatial correlation.

Fig. 3.3 shows the images of sample covariance matrix Rs and the GMRF covariance
matrix RM RF . These sample covariance matrices are shown for CFD images x after
arranging N and T pixels in raster order. Notice that RM RF models the spatial
correlation between neighboring pixels and Rs models long range spatial correlations
and also the correlation between N and T . Thus the resulting covariance matrix R
in eﬀect has both these properties. As such, the GMRF density function does not
change with a dc value shift in the image, therefore, using a dc value mean allows the
two priors to blend easily.

3.3

Forward Model
The projection measurements in TDLAT [22, 24, 53] come in the form of light

absorbance measurements corresponding to a particular molecule e.g., water in our
case. These projection measurements are made along a few projection paths and the
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Figure 3.4. Schematic of the projection paths. Blue circle shows the
boundary of the region of interest. Magenta lines show the projection
paths and red dots show the light sources and detectors.

light used to acquire the measurements is tuned at particular frequencies [32, 76].
These diﬀerent frequencies correspond to diﬀerent absorption features of the water
molecule [4]. Fig. 3.4 shows the geometry of the projection paths used in this chapter.
Ten optical projection paths are arranged on a rectilinear grid with non-uniform
spacing between them as shown in ﬁgure 3.4 and four diﬀerent absorption features
of water molecules are used details of which are given in appendix B. Let J be the
total projection paths, let K be the total absorption features, let Y ∈ RJ×K be the
measurement matrix. We model the noise in projection measurements as additive
white Gaussian noise with mean 0 and variance σ 2 . As a result, measurements Y are
related to the unknown x by
Y = H[F (x)] + W ,

(3.4)

p

where H ∈ RJ× 2 is the forward projection matrix that models the measurement


p
p
layout, F (x) = f1 (x) f2 (x) ... fK (x) ∈ R 2 ×K , fk (x) = fk (N, T ) ∈ R 2 are column
vectors such that each column fk (x) represents the function fk over the entire domain
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of interest for a particular absorption feature and W ∈ RJ×K is the white noise matrix
such that [W ]j,k ∼ N (0, σ 2 ).
Combining this together, the log likelihood of the measurements y given the unknown x is given by
log p (Y |x) = −

1
Y − HF (x)
2σ 2

2

+ ,

(3.5)

2

where  is a constant that does not depend on x and the norm in equation 3.5 is the
Frobenius norm. The resulting MAP cost function using the TDLAT forward model
and hybrid prior is given as follows
c(x) =

1
Y − HF (x)
2σ 2

2

+
2

1
(x − µ)t R−1 (x − µ) .
2

(3.6)

Since p = 3194, therefore, computing R−1 is practical.

3.4

Results
We apply the proposed hybrid prior model for reconstruction of TDLAT data. In

order to train the hybrid prior model, we use the CFD simulated phantoms. These
CFD phantoms are obtained by running simulations for a single axial plane of an
engine that has a diameter of 12 inches. We use a total of 42 CFD phantoms for the
reconstruction experiments. We perform three diﬀerent reconstruction experiments
such that the ﬁrst experiment consists of non-representative training data, the second
experiment consists of moderately representative training data, whereas, the third
experiment consists of suﬃciently representative training data for the prior model.
In order to obtain the projection data, we use the CFD phantoms and forward
project them using a resolution of 90 × 90, whereas, the reconstruction experiments
are performed at a resolution of 45×45. We use additive white Gaussian noise with an
average SNR = 30 dB. In these experiments, we use J = 10 projections and K = 4
absorption features, therefore, y ∈ R40 . We compare hybrid prior reconstructions
with a conventional Gaussian prior model whose mean and covariance are estimated
to be the sample mean µs , and sample covariance Rs of the training data. For
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the conventional Gaussian prior, we use the eigenimages of Rs as the basis set for
performing the reconstructions [44]. The training data is kept the same for each of
the two priors in all the reconstruction experiments.
To create the hybrid prior model, we use the sample mean µs and the sample
covariance Rs of the training data to get the parameters µ and R as shown in eq. 3.2
and 3.3. We use an 8-point neighborhood system for computing RM RF and estimate
the scale parameters of the MRF prior using the training data. To minimize the
cost function of eq. 3.6, we use the iterative coordinate descent (ICD) algorithm [31].
To further speed up the reconstruction algorithm, we use the fact that only a small
subset of pixels are measured, therefore, majority of the pixels are simply predicted
by the prior model without requiring a line search.
In order to compare the reconstructions objectively, we use a criterion of normalized root mean squared error (NRMSE), which is obtained by normalizing the root
mean squared error by the dynamic range of the ground truth. This helps compare
the performance of reconstructions of molecular density and temperature which have
diﬀerent units and scale. For each reconstruction, we perform a coarse sweep of γ over
the following values [0, 0.2, 0, 4, 0.6, 0.8, 0.95]. For each experiment and prior model,
we choose the regularization that leads to the smallest NRMSE.
Fig. 3.5 shows the reconstructions done with non-representative training data for
the prior models. In these reconstructions, out of all the training examples, there is
no example that has a similar structure or dynamic range as the test phantom. The
reconstruction with conventional Gaussian prior shows severe over-ﬁtting artifacts;
the molecular density reconstruction shows a small dense patch in the center, whereas,
the temperature reconstruction shows a hot patch in the center. The reconstruction
with hybrid prior on the other hand does not suﬀer from over-ﬁtting and gives much
lower NRMSE, but it could not capture the structures in the center of the ground
truth.
Fig. 3.6 shows the reconstruction results when the training data is moderately
representative. In this case, there is only one training example that has somewhat
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(a) N Ground Truth

(a) T Ground Truth

(b) Gaussian Prior

(c) Hybrid Prior

NRMSE = 30.50%

NRMSE = 14.71%

(b) Gaussian Prior

(c) Hybrid Prior

NRMSE = 51.75%

NRMSE = 12.46%

Figure 3.5. Reconstruction experiment with non-representative training
data for the prior model. For the hybrid prior, the lowest NMRSE was
achieved at γ = 0.

similar structure and dynamic range as the test phantom. We can see that the best
reconstruction results are obtained with the hybrid prior model because it uses just
the right amount of information from the two individual priors. The reconstruction
with the conventional Gaussian prior suﬀers from over-ﬁtting artifacts particularly
in the molecular density reconstruction. The hybrid prior model is able to capture
the structures in the center of the ground truth without suﬀering from over-ﬁtting
artifacts.
Finally, ﬁg. 3.7 shows the reconstructions with suﬃciently representative training
data. In this case, roughly a third of the training examples share a similar structure
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(a) N Ground Truth

(a) T Ground Truth

(b) Gaussian Prior

(c) Hybrid Prior

NRMSE = 15.40%

NRMSE = 13.78%

(b) Gaussian Prior

(c) Hybrid Prior

NRMSE = 16.12%

NRMSE = 14.10%

Figure 3.6. Reconstruction experiment with moderately representative
training data for the prior model. For the hybrid prior, the lowest NMRSE
was achieved at γ = 0.6.

and dynamic range as the test case phantom. It can be noticed that the conventional
Gaussian prior gives the lowest NRMSE reconstruction. The conventional Gaussian
reconstruction also captures the dense and hot region more accurately in molecular
density and temperature reconstructions respectively. This is an expected result
because with suﬃcient training data, the conventional Gaussian prior model expressed
in terms of eigenimages constrains the solution to a very small subspace that can
reconstruct the test phantom with a very high accuracy.
In order to gain further insight in to the hybrid prior model, we analyze the
reconstruction error as a function of γ for the three training data scenarios. In ﬁg. 3.8,
we plot an average percent NRMSE metric which is calculated by taking an average
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(a) N Ground Truth

(a) T Ground Truth

(b) Gaussian Prior

(c) Hybrid Prior

NRMSE = 4.55%

NRMSE = 6.47%

(b) Gaussian Prior

(c) Hybrid Prior

NRMSE = 5.89%

NRMSE = 8.90%

Figure 3.7. Reconstruction experiment with representative training data
for the prior model. For the hybrid prior, the lowest NMRSE was achieved
at γ = 0.2.

of the NRMSE in the molecular density and temperature reconstructions. When the
training data is not representative of the test phantom, extremely low values of γ
lead to lowest NRMSE in the reconstructions; as such in this case, almost the entire
continuum of hybrid prior model outperforms the conventional Gaussian prior. When
the training data is moderately representative or suﬃciently representative, then a γ
value between 0 and 1 typically leads to the lowest NRMSE.

53

Hybrid Prior
Gaussian Prior

45

16.5

30
25
20

15.5
15
14.5
14

15
0

0.2

0.4

0.6

0.8

1

γ

(a) Severely insuﬃcient training

13.5

Hybrid Prior
Gaussian Prior

10

% NRMSE

35

10

11
Hybrid Prior
Gaussian Prior

16

% NRMSE

% NRMSE

40

9
8
7
6

0

0.2

0.4

0.6

0.8

1

γ

(b) Moderately insuﬃcient Prior

5

0

0.2

0.4

0.6

0.8

1

γ

(c) Suﬃcient training

Figure 3.8. Plots of the normalized root mean squared error as a function
of the mixing coeﬃcient γ. For (a), lowest NRMSE is achieved at γ = 0,
for (b) the lowest NRMSE is achieved at γ = 0.6 and for (c) the lowest
NRMSE is achieved at γ = 0.2.

3.5

Conclusions
In this chapter, we presented a hybrid Gaussian prior model which is obtained by

shrinking the sample covariance matrix towards the covariance matrix of a Gaussian
Markov random ﬁeld. This has an eﬀect of regularizing the covariance estimation
and is helpful in scenarios where the training data is not a representative sample of
the population. The proposed hybrid prior model is very simple to train and ﬂexible
in nature. We performed reconstruction experiments under diﬀerent conditions of
the training data. Reconstruction results show that when the training data is not
representative, our hybrid prior model has the potential to reduce the reconstruction
error and avoid artifacts in the reconstructions.
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4. MODEL VALIDATION USING HYPOTHESIS
TESTING FRAMEWORK
4.1

Introduction
Model based iterative reconstruction (MBIR) methods typically produce images

of higher quality than direct reconstruction methods because of their ability to probabilistically model the characteristics of the physical sensor as well as model the
distribution of the unknown image [71–75]. These methods have been shown to produce accurate reconstructions even in the applications where the measurement data
is highly limited [44,103–105]. One such application is tunable diode laser absorption
tomography (TDLAT) [51–53]. In TDLAT, typically the entities of interest are the
2D molecular density (N ) and temperature (T ) of some gaseous media which are not
directly observable. The directly observed quantity in the case of TDLAT is the light
absorbance through the gaseous media. Usually only a few tens of such measurements
are available. These light absorbance measurements are then used to ﬁnd the molecular density and temperature of the gaseous ﬂow. We use TDLAT as the application
to describe the ideas presented in this chapter.
To extract N and T from the light absorbance measurements, ﬁrst a statistical
model is developed of how the measurements are related to N and T ; this is called
the forward model. The forward model is developed by taking in to account the
physics of the measurement process while also accounting for uncertainty in these
measurements by modeling the distribution of the noise. In addition to the forward
model, model based methods also make use of a priori information about the entities
of interest, in this case, N and T , e.g., the dynamic range of the values, bounds
on gradients, correlation between neighboring pixels etc. This a priori information is
also given in the form of a statistical model which is called the prior model. Together,
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the forward model and the prior model combined can be used to derive the posterior
distribution/model which provides a complete statistical description of N and T given
the absorbance measurements. The posterior model can be used to estimate N and
T given the set of absorbance measurements.
The accuracy of the reconstruction depends inherently on the accuracy of the
model used to obtain the reconstruction result. If the model has systematic inaccuracies in it, then the reconstructions obtained from such a model will likely have
artifacts in them. Inaccuracies in a model can arise due to many reasons including
unmodeled higher order eﬀects and errors in the parameter estimation of the model.
In case of models informed by the training data, the representativeness of the training data has a huge impact on the accuracy of the model. If the training data is
not a representative sample of the population, then the resulting model would necessarily be biased. Such inaccuracies in models can lead to reconstructions which are
wrong and misleading. Therefore, it is crucial to evaluate the goodness of ﬁt of the
reconstruction model.
Noise is inevitable in any physical measurement process. Generally when ﬁtting a
noisy measurement dataset, an inadequate model shall give rise to smooth structures
in the residual error due to a lack of ﬁt to the data. Whereas, ﬁtting the data perfectly
can lead to an overly complex model which would not be able to generalize well. One
possibility for accessing the model ﬁt is to look for any patterns in the residual error.
Any patterns that appear to have strong spatial correlation are unlikely to result
purely from noise. The residual errors can be analyzed both graphically or analytically
with the help of metrics. Graphical methods include visualizing the scatter plot of the
residual error or its histogram, whereas, analytical methods consist of goodness of ﬁt
metrics e.g., correlation based metrics [106, 107], runs based metrics [108]. Graphical
analysis of residual error can often provide much insight, but is prone to mistakes as
the patterns in the residual error may be too subtle to notice via visual inspection.
In general, a goodness of ﬁt metric for a model evaluates how well the measurements agrees with the model [109, 110]. There is no single metric for goodness of
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model ﬁt and often multiple metrics are used in combination to look for any shortcomings in the model [111]. The residual error between the observed measurements
and the predictions from the model is typically calculated ﬁrst. The calculated residual error can then be analyzed for signs of inaccuracies in the reconstruction model.
So, we ﬁrst run the reconstruction algorithm until convergence and obtain the N
and T ﬁelds. The N and T are used to predict the light absorbance values and the
residual error in the light absorbance measurements is calculated. Finally we look for
any patterns in the residual error which are unlikely to arise from noise alone e.g.,
existence of very large values in the residual error, non-random structures or periodic
behaviors.
In TDLAT measurements, the noise comes from a variety of sources but currently
is modeled as a 0 mean white Gaussian process [44,50]. The standard deviation of the
noise can be estimated by taking multiple samples of the measurements. Therefore,
in the case of TDLAT, a residual error that does not appear to be a sample of zero
mean white Gaussian noise indicates the possibility of shortcomings in the posterior
model. In order to look for errors in the posterior model, we employ a series of tests.
Each of these tests looks at a diﬀerent aspect of the residual error.
To perform the tests on the residual error, we use the framework of statistical
hypothesis testing [112]. Statistical hypothesis testing works by starting from a null
hypothesis H0 , which is considered to be true unless the data leads to contradictory
evidence against the null hypothesis H0 . If the data leads to contradictory evidence
against the null hypothesis, we reject the null hypothesis H0 . However, if the data
does not lead to contradictory evidence against the null hypothesis H0 , then H0 is
not rejected. Typically, the decision of rejecting the null hypothesis is done using a
signiﬁcance level called α. First, a statistic is computed from the data. Next, the
observed value of the statistic is compared with the distribution of statistic under the
assumption that H0 is true. The probability of observing the given value or more
extreme values of the statistic is usually referred to as the “p-value”. If the observed
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p-value is smaller than the signiﬁcance level α, the null hypothesis H0 is rejected [113].
Typically, α = 0.05 is the most popular signiﬁcance level.
We employ a total of four diﬀerent hypothesis tests to indicate inaccuracies in the
posterior model. The ﬁrst two tests check if the samples of the residual error appear
to be i.i.d. This is done by employing two diﬀerent types of runs test namely Wald
Wolfwitz runs test [108] and up and down runs test [114]. The third test checks if the
residual error appears to have an empirical distribution that is similar to a Gaussian
distribution. This is done by the using Kolmogorov Smirnov test [115] which uses
a distance metric between the empirical distribution of the residual error and the
assumed Gaussian distribution. Finally, the fourth test checks if the residual error
has roughly equal numbers of positive and negative error samples i.e., has a median
value of zero. We use the binomial test [116] for performing this fourth and ﬁnal test.
All of these four tests essentially check if the residual error appears to be a sample of
a zero mean white Gaussian process.
Since we use multiple criteria for the residual error to see if it appears to be
independently distributed samples of zero mean white Gaussian noise, we combine
multiple hypothesis tests to formulate a single test. Combining p-values from multiple independent tests is very popular in statistical hypothesis testing when the results
from several independent tests are to be combined to test a single global hypothesis [117–120]. Popular methods to combine p-values include Fisher’s method [121],
Pearson’s method [122] and Edington’s method [123]. These methods work by computing a new statistic from the p-values of the individual tests. This new statistic is
used to test the global null hypothesis that each individual hypothesis is true. We use
Fisher’s method to combine the multiple hypothesis tests [121] and develop a ﬁnal
p-value metric that we call, pf , for performing the model validation.
In order to demonstrate the utility of the proposed model validation scheme, we
perform several experiments. These experiments include identifying inaccuracies in
the posterior model resulting from both the forward model and the prior model.
Results show that the p-value metric, pf , helps in identifying such inaccuracies. We
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Figure 4.1. Schematic of the projection paths. Blue circle shows the
boundary of the region of interest. Magenta lines show the projection
paths and red dots show the light sources and detectors.

also perform experiments to study the relationship between the p-value metric, pf
and the reconstruction error. Results show that the majority of the reconstructions
having large reconstruction error give small values for pf . Finally, we present a scheme
to estimate the mixing coeﬃcient γ of the hybrid prior (see eq. 3.3).

4.2

Methods
In TDLAT, the measurement data consists of light absorbance measurements

made along a few projection paths and at a few discrete frequencies called the absorption transition frequencies [44]. We denote the total number of projection paths by
J and the total number of absorption transition frequencies by K. The measurement
dataset and the residual error therefore consists of a J ×K matrix. Figure 4.1 shows a
typical layout of the projection paths for the TDLAT measurements that uses J = 10
projection paths. To acquire the absorbance measurements we use K = 4 absorption
transition frequencies. The parameters of these frequencies are given in appendix D.
Figure 4.2 shows an example of a typical residual error matrix using J = 10, K = 4.
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Figure 4.2. Image of a typical residual error matrix for J = 10 projection
paths and K = 4 absorption transition frequencies.

We denote the four diﬀerent null hypotheses that we test as H1 , H2 , H3 and H4 .
Our global null hypothesis is then given as follows:
H0 = H1 ∧ H2 ∧ H3 ∧ H4 ,

(4.1)

whereas the alternate hypothesis is given as
HA = H0
= H1 ∨ H2 ∨ H3 ∨ H4 .

(4.2)
(4.3)

The global null hypothesis should thus be rejected if any one of the hypotheses is
rejected. More precisely, if any one of the hypothesis tests gives small p-values,
we reject the global null hypothesis. Our metric pf attains small values when one
or more individual hypothesis tests give small p-values and it attains large values
when all the individual hypothesis tests give large p-values. We ﬁrst present the
method to combine the results from the four diﬀerent hypothesis tests and then
provide discussion on each of the four hypothesis tests.
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Figure 4.3. Probability density function of χ28 random variable.

4.2.1

Chi Squared Test

In order to summarize the results from all the tests, we combine all the individual
four tests using Fisher’s method [124,125]. Fisher’s method computes a statistic from
the p-values of the individual tests which is used to produce a ﬁnal p-value, that we
call pf . The ﬁnal p-value tests the global null hypothesis that the residual error is a
sample from a white Gaussian process with a mean of zero and a standard deviation
equal to the assumed standard deviation. The test statistic is computed by taking a
linear combination of the negative log of p-values as follows:
W =

t
X

−2 log (pi ) ,

(4.4)

i=1

where pi is the p-value associated with the ith test and t is the total number of tests
which in our case is equal to 4.
Since p-values are derived from the tests statistics, which are derived from the
data, p-values are random numbers. For any continuous test statistic, under the
assumption that the null hypothesis is true, the distribution of its p-value is that of
a uniform random variable distributed between 0 to 1 [126]. Since the negative sum
of t log uniform random variable is a chi squared random variable with 2t degrees
of freedom [127], W is a chi squared random variable with 2t degrees of freedom.
Therefore, the ﬁnal p-value can be computed based on the test statistic W .
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We calculate the ﬁnal p-value, pf , by computing the following probability
�

pf = P χ28 ≥ W ,

(4.5)

where χ28 is chi-squared random variable with 8 degrees of freedom and W is the
statistic calculated using eq. 4.4. Figure 4.3 shows the pdf of a chi squared random
variable with 8 degrees of freedom. It can be seen that extremely large values of χ28
are unlikely. If some or one of the p-values, pi is extremely small, then the negative
log of that value would be an extremely large number. Therefore, the resulting chi
squared statistic as given by eq. 4.4 would be a large number, thereby, yielding a small
p-value as given by eq. 4.5. Hence in such a case, we shall reject the null hypothesis
that the residual error appears to be a sample of zero mean white Gaussian noise.
This is taken as an indication of a possible inaccuracy in our posterior model.

4.2.2

Wald Wolfwitz Runs Test

Wald Wolfwitz (WW) runs test is used to determine if the samples of a given
binary sequence appear to be independent or not [108]. To be more speciﬁc, the null
hypothesis of the WW runs test is given as follows:
H1 = The given binary sequence is independently and identically distributed.
The alternative hypothesis is then given as:
H1 = The given binary sequence is not independently and identically distributed.
Suppose we have a sequence of n binary numbers consisting of +1’s and −1’s such
that the total number of +1’s in it is n1 and the total number of −1’s in it is n2 and
n = n1 + n2 . For WW runs test, a run is deﬁned as a contiguous subsequence of the
binary numbers all having the same sign [43]. If the given binary sequence is random
i.e., the numbers in the binary sequence are drawn independently from an arbitrary
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binary distribution, then the number of runs in it, RW W has an asymptotic normal
distribution N (µR , σR2 ). The parameters of this distribution are given as follows
µR =
σR =

2n1 n2
+1 ,
sn

(4.6)

2n1 n2 (2n1 n2 − n)
.
n2 (n − 1)

We compute the p-value by computing the following probability [128, 129]


|RW W − µR |
p = P |z| >
,
σR

(4.7)

(4.8)

where RW W is the observed number of runs, µR and σR are given by eq. 4.6 and
4.7 and z ∼ N (0, 1). Figure 4.4 shows an example of asymptotic probability density
function (pdf) of the test statistic RW W for a binary sequence of independent and
identically distributed 40 numbers with each of two the symbols appearing 20 times.
It can be seen from this ﬁgure that if the binary sequence is random, then a very
large number of runs or a very small number of runs is unlikely.
Since the residual error of the TDLAT problem is continuous in nature, we convert
it into a binary sequence by comparing it with the assumed mean of the residual error
i.e., 0. The computation of runs requires an ordering of the data, we compute two
1-D residual error vectors from the 2-D J × K residual error matrix by ﬁrst reading
all the columns contiguously and then reading all the rows contiguously. We calculate
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Figure 4.4. Asymptotic probability density function of RW W with n1 = 20,
n2 = 20 and n = 40 under the assumption that H1 is true.
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the p-values associated with each of the two vectors as given by eq. 4.8 and then take
a geometric mean of the two p-values to get the ﬁnal p-value which we call p1 .

4.2.3

Up and Down Runs Test

The up and down runs test also tests a given sequence for randomness [114].
However, an up and down runs tests is generally more eﬀective in testing for serial
correlations in the data as compared to the WW runs test. For example, if a given
numeric dataset consists of a sequence such as a zero mean periodic sawtooth wave,
it may pass the WW runs test but will be less likely to pass an up and down runs
test. If the dataset consists of independent samples of a distribution, then we neither
expect to see any increasing or decreasing trends in the sample, nor do we expect to
see a periodic trend in the data. For the up and down runs test, the null hypothesis
is given as follows
H2 = The given numeric sequence is independently and identically distributed.
The alternative hypothesis is then given as:
H2 = The given numeric sequence is not independently and identically distributed.
Suppose we have a numeric sequence zk of n samples, such that no two consecutive
samples are equal. To ﬁnd the up and down runs RU D for the numeric sequence zk ,
we ﬁrst obtain a binary sequence from it as yk = sign (zk − zk−1 ), where the sign
function gives +1 for a positive argument and −1 for a negative argument. An up
runs for the sequence zk is then deﬁned as the contiguous subsequences of the binary
sequence yk all having positive sign, whereas, a down runs for zk is deﬁned as the
contiguous subsequences of the binary sequence yk all having negative sign. RU D is
then given as the sum of the total number of up runs and down runs. Under the
assumption that the null hypothesis H2 is true, RU D follows an asymptotic normal
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distribution N (µU D , σU2 D ) [128, 130]. The parameters of this distribution are given
as follows
2n − 1
,
3
r
16n − 29
=
.
90

µU D =
σU D

(4.9)
(4.10)

We compute the p-value for this test by computing the following probability


|RU D − µU D |
p = P |z| >
,
(4.11)
σU D
where RU D is the observed number of up and down runs, µU D and σU D are given
by eq. 4.9 and 4.10. Figure 4.5 shows an example of asymptotic probability density
function (pdf) of the test statistic RU D for a numeric sequence of 40 numbers that
are distributed independently and identically. From this ﬁgure, we can see that if the
numeric sequence is random, then a very large or small number of up and down runs
is unlikely.
To perform the up and down runs test on the TDLAT residual error, we convert
it in to two 1-D sequences from the 2-D J × K residual error matrix by ﬁrst reading
all the columns contiguously and then reading all the rows contiguously. We compute
the p-values for each of the two 1-D sequences as given by eq. 4.11 and take their
geometric mean and call it p2 .
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Figure 4.5. Asymptotic probability density function of RU D with n = 40
under the assumption that H2 is true.
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4.2.4

Kolmogorov Smirnov Test

For all the experiments using simulated dataset, we model the noise in our TDLAT
measurements as white Gaussian noise with 0 mean and variance σ 2 . The variance
can be estimated by taking multiple measurement samples. If the posterior model is
accurate, then the distribution of the residual error should be N (0, σ 2 ). We validate
the distribution of the residual error using Kolmogorov Smirnov test, details of which
can be found in [115, 131, 132]. In summary, Kolmogorov Smirnov test works by ﬁrst
computing an empirical cumulative distribution function (CDF) of the given residual
error. The empirical CDF is then compared with the presumed CDF i.e., CDF of
N (0, σ 2 ) and a distance metric is computed between the empirical CDF and the
presumed CDF. The distance metric can be used as a statistic to perform hypothesis
testing.
To be more speciﬁc, suppose X is a random variable whose CDF is given by
F (x) = P [X ≤ x]. Suppose we have n samples of this random variable given
as X1 , X2 , . . . , Xn .

Using these n samples, we ﬁrst compute its empirical CDF

Fn (x) [133]. The empirical CDF is an estimate of the actual CDF given the samples
X1 , X2 , . . . , Xn . Next we compute a test statistic by computing the maximum absolute diﬀerence between the empirical CDF Fn (x) and the hypothesized CDF F (x)
as
Dn = max |Fn (x) − F (x)| .

(4.12)

x

Under the null hypothesis that the CDF of X is F (x), the statistic

√

nDn follows

Kolomogorov distribution [132]. The CDF of the Kolmogorov distribution is therefore
used to acquire a p-value for this test as follows
√
p3 = 1 − K( nDn ) ,

(4.13)

where K(x) is the Kolmogorov CDF.
In practice, a standard normal distribution, N (0, 1) is used in the Kolmogorov
Smirnov Test. So, the residual error is ﬁrst normalized using the noise standard deviation. Figure 4.6 shows an example of an empirical CDF computed for a normalized
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Figure 4.6. Illustration of an empirical CDF of a normalized residual error
consisting of n = 40 samples for a simulated TDLAT dataset. The red
curve is the theoretical CDF of a standard normal distribution N (0, 1),
whereas, the blue curve represents the empirically calculated CDF of the
normalized residual error. The maximum distance between the empirical
CDF and the standard normal CDF is shown as Dn .

residual error of n = 40 samples for a simulated TDLAT dataset. If the true distribution of the residual error is Gaussian, then the absolute value of the distance metric
Dn is expected to be small.

4.2.5

Binomial Test

We test that the median of the residual error is 0. This is to see that the residual
error has roughly the same number of positive and negative errors in it. A large fraction of positive or negative errors indicate that the residual error is biased positively
or negatively. If the residual error is not positively or negatively biased, then it is
expected to have roughly equal number of positive and negative errors in it.
To test that the residual error has zero median, we use binomial test [116,134,135].
The null hypothesis for the binomial test is given as follows
H4 = The residual error has a median value equal to 0.
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Figure 4.7. Asymptotic probability density function of Bp with n = 40
under the assumption that H4 is true.

The alternate hypothesis is given as
H4 = The residual error has a median value not equal to 0.
Suppose that the residual error has a total of n samples. To perform the binomial
test, we compare each value of the residual error from the assumed median of 0.
Therefore, we count the number of positive and negative error samples. We call the
number of positive errors Bp . If the true median value of the residual error is 0, then
Bp would be distributed as a binomial random variable with an asymptotic normal
distribution N (µB , σB2 ) [136], where,
n
,
2
r
n
=
.
4

µB =

(4.14)

σB

(4.15)

We compute the p-value for this test by computing the following probability


|Bp − µB |
,
(4.16)
p4 = P |z| >
σB
where Bp is the observed number of positive error samples, µB and σB are given by
eq. 4.14 and 4.15. Figure 4.7 shows the asymptotic distribution of Bp for a residual
error with n = 40 samples with a median value of 0. Notice that under the assumption
that null hypothesis is true, extremely small values and large values of Bp are unlikely.

68
4.3

Results
We perform a series of experiments to study the proposed p-value metric pf . These

experiments range from using the metric pf to ﬁnd deﬁciencies or inaccuracies in the
posterior model to using pf to tune the mixing parameter γ of the hybrid Gaussian
prior model presented in chapter 3. The posterior model consists of both the forward
model and the prior model. Inaccuracy in either the forward model or the prior model
can result in an inaccurate posterior model. Therefore, we study these two problems
separately. Following is the list of the experiments that we perform in this section.
1. In the ﬁrst experiment, we consider the problem of ﬁnding inaccuracy in the
posterior model as a result of non-representative training data for the prior
model. Non-representative training data results in a prior model that can not
predict the test case samples, leading to an inaccurate posterior model. Results
show that the p-value metric pf has the potential to identify such inaccuracy
in the posterior model.
2. In the second experiment, we consider the problem of ﬁnding inaccuracy in
the posterior model as a result of a mismatch between our forward model and
the actual measurement procedure. Because of this mismatch, the resulting
posterior model is inaccurate. Results show that the p-value metric pf has the
potential to identify such inaccuracy in the posterior model.
3. In the third experiment, we study the relation between the reconstruction error
and the p-value metric pf . Our experiments indicate that the reconstructions
giving large values of error give small values of the metric pf .
4. In the fourth and ﬁnal experiment, we use the p-value metric pf to ﬁne tune the
mixing parameter γ of the Gaussian hybrid prior model presented in chapter 3.
Results show that the p-value metric pf has the potential to provide us with a
principled way to chose the mixing parameter γ. This is important because in
real applications, it is often not so clear how to pick γ.
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4.3.1

Identiﬁcation of Inaccuracy in the Posterior Model due to Inaccurate Prior Model

In this experiment, we use the p-value metric pf to identify the inaccuracy in the
posterior model resulting from an inaccurate prior model. We perform two reconstruction experiments using the same forward model and two diﬀerent prior models.
First one uses a Gaussian mixture model as a prior trained from a non-representative
set of training data. The second one uses a Gaussian Markov random ﬁeld (GMRF)
as the prior which is not trained using any training data. The GMRF prior uses
an 8-point neighborhood system. For both reconstructions, we compute the p-value
metric pf and analyze its relation to the reconstruction quality.
We make use of 42 CFD phantoms. We keep 3 phantoms outside of the training
set as shown in ﬁgure 4.8. The remaining 39 phantoms are used to train the GMM
prior. Figure 4.9 shows that the three phantoms that are kept outside of the training
data have a distinctly diﬀerent structure and dynamic range as compared to the rest
of the phantoms that are used as training data.
For one of the test case phantoms, we generate ﬁve sets of simulated absorbance
measurements using the layout of ﬁgure 4.1 and the absorption features given in
appendix B. In order to obtain the simulated absorbance data, we use the CFD
phantoms and forward project them using a resolution of 90 × 90, whereas, the reconstruction experiments are performed at a resolution of 45 × 45. We simulate noise as
additive white Gaussian noise with standard deviation of the noise selected to yield
an average signal to noise ratio of 30dB. For each reconstruction, we vary the regularization level of the prior model. A large value of the regularization level increases the
inﬂuence of the prior model in the reconstruction. For each regularization level, we
compute an average of the metric pf and the percent normalized root mean squared
error (NRMSE) over the ﬁve measurement datasets.
First, we present the results using the GMM prior model. Figure 4.10 shows
the plot of the average p-value metric pf and the average percent NRMSE vs the
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Figure 4.8. Illustration of the scatter plot of the 42 CFD phantoms using the ﬁrst two eigenimage basis vectors (see appendix E). Blue dots
represent the samples, red dots represent the mean of the cluster and the
lengths of the red line segments are equal to the standard deviation of the
samples in the respective cluster. The three phantoms inside the ellipse
are part of the same cluster and are kept out of the training set.

(a) Training data (N ).

(b) Training data (T ).

Figure 4.9. The three phantoms in the red box represent the test cases,
whereas, the remaining phantoms are a subset of the 39 phantoms that
are used for training. There are no phantoms in the training set which
are similar to the test phantoms. The scale of N is 0 to 10 × 1017 in units
of molecules/cm3 , and the scale of temperature is 0 to 1000 in units of
Kelvins.

regularization level for the GMM prior model. For all regularization levels, the values
of pf are extremely small. The percent NRMSE is also large for all the regularization
levels. Figure 4.11 shows the reconstruction results for one of the ﬁve simulated
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(a) Plot of ﬁnal p-value pf .

(b) Plot of % NMRSE.

Figure 4.10. P -value and % NRMSE plots for GMM prior using nonrepresentative training data. In the left plot, blue curve shows the average p-value pf as a function of the regularization parameter. The green
curve shows the signiﬁcance level which is set here at 0.05. The right
plot shows the average % NRMSE in the reconstructions as a function of
regularization level.

datasets. The reconstruction result that is shown corresponds to the regularization
level that produced the largest value of the metric pf for this measurement dataset.
There are artifacts in this reconstruction that are caused by over-ﬁtting of the prior
model to the non-representative training dataset.
Next, we present the results using the GMRF prior model. Figure 4.12 shows
the plot of average p-value metric pf and the average percent NRMSE vs the regularization level for the GMRF prior model. The p-value metric pf is large for most
regularization levels. The percent NRMSE is smaller than the one corresponding to
GMM reconstructions. Figure 4.13 shows the reconstruction results for one of the ﬁve
simulated datasets. The reconstruction result that is shown corresponds to the regularization level that produced the largest value of the metric pf for this measurement
dataset.
From the plots of the metric pf in ﬁgure 4.10, we can see that the p-value metric
correctly identiﬁes the inaccuracy in the posterior model resulting from an inaccurate
prior model. This is also apparent in the reconstruction results shown in ﬁgure 4.11.
The metric pf is not ﬂagging the GMRF prior results as possibly inaccurate as shown

72

(a) N ground truth.

(c) N

reconstruction

GMM prior.

(b) T ground truth.

using

NRMSE =

26.29%.

(d) T

reconstruction

GMM prior.

using

NRMSE =

59.63%.

Figure 4.11. Reconstruction results using non-representative training data
for the GMM prior.

(a) Plot of ﬁnal p-value pf .

(b) Plot of % NMRSE.

Figure 4.12. P -value and % NRMSE plots for GMRF prior. In the left
plot, blue curve shows the average p-value pf as a function of the regularization parameter. The green curve shows the signiﬁcance level which
is set here at 0.05. The right plot shows the average % NRMSE in the
reconstructions as a function of regularization level.
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(a) N ground truth.

(c) N

reconstruction

GMRF prior.

(b) T ground truth.

using

NRMSE =

17.08%.

(d) T

reconstruction

GMRF prior.

using

NRMSE =

18.26%.

Figure 4.13. Reconstruction results using the GMRF prior.

in ﬁgure 4.12 and that is also apparent in the reconstruction results shown in ﬁgure 4.13. Thus, we are able to identify an inaccurate posterior model due to an inaccurate GMM prior model, whereas, since the GMRF is not informed by the training
data, the metric pf is not identifying that as possibly incorrect.

4.3.2

Identiﬁcation of Inaccuracy in the Posterior Model due to Inaccurate Forward Model

In this experiment, we use our p-value metric pf to ﬁnd inaccuracy in the posterior
model as a result of errors in the forward model. We acquire real TDLAT absorbance
measurements for a ground test engine having a circular exhaust outlet of diameter
12 inches. The absorbance measurements are obtained for a single axial plane of this
exhaust outlet downstream of the actual combustion phenomena. The measurement
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Figure 4.14. Schematic of the projection paths. Blue circle shows the
boundary of the region of interest. Magenta lines show the projection
paths and red dots show the light sources and detectors. The numbers on
the lines show the index assigned to each projection path.

layout for this experiment is shown in ﬁgure 4.14. The measurement acquisition
process here is known to have some systematic errors in it. Therefore, our forward
model does not match with the actual measurement process.
The underlying distribution of molecular density and temperature are well known
for the particular test conditions. The real temperature is expected to be higher on
the left side of the vertical axis, whereas, the real molecular density is expected to
be higher on the left side of the vertical axis. In order to obtain a reference, CFD
simulations are performed using the same test conditions. Figures 4.15 shows the CFD
simulation of the molecular density and temperature under the same test conditions.
It can be noticed that CFD simulations produce hot and dense ﬂow ﬁeld distribution
on the left hand side of the vertical axis. For the purposes of this experiment, we
treat the CFD phantoms given in ﬁgure 4.15 as our ground truth.
Real light absorbance measurements are obtained using the layout in ﬁgure 4.14
and the absorption features given in appendix B. Figure 4.16(a) shows the real
projection measurements for this experiment, whereas, ﬁgure 4.16(b) shows the simulated projection measurements. For each projection path and absorption feature, the
noise standard deviation is estimated by taking multiple measurements. The stan-
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(a) Molecular Density.

(b) Temperature.

Figure 4.15. Computational ﬂuid dynamics simulated phantoms that
mimic the expected behavior of real ﬂow ﬁelds.

(a) Real absorbance dataset.

(b) Simulated absorbance dataset.

Figure 4.16. Illustration showing the real and simulated absorbance measurements.

dard deviation of the noise is up to 13.51 % of the measured absorbance values. In
order to obtain the simulated absorbance data, we use the CFD phantoms shown in
ﬁgure 4.15 and forward project them using a resolution of 90 × 90, whereas, the reconstruction experiments are performed at a resolution of 45 × 45. To simulate noisy
measurements, we add Gaussian noise in the forward projections using the same noise
standard deviation values as the ones measured for the real absorbance data.
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Figure 4.17. Image showing the percent diﬀerence between the real and
simulated projection measurement sets. The diﬀerence is calculated by
subtracting the simulated measurement set from the real measurement
set. The percent diﬀerence is then computed by normalizing the diﬀerence
by simulated measurement set.

The real projection measurement set and the simulated projection measurement
set have systematic diﬀerences in them. The real projection measurement set has
much larger values for the ﬁrst two absorption features as compared to the simulated
measurement set. The percent diﬀerence between the real and the simulated projection measurement set is shown in ﬁgure 4.17. It can be seen that for the ﬁrst two
absorption features, there are large number of positive errors, whereas, for the third
and fourth absorption features, there are large number of negative errors. As a result
of this discrepancy, it is expected that using the real measurement set for the reconstruction algorithm should produce very large values for the molecular density and
small values for temperature as compared to the ground truth shown in ﬁgure 4.15.
Reconstructions were performed for both the real measurement set and the simulated measurement set using hybrid prior model of chapter 3. For both the datasets,
a coarse sweep was performed over the mixing parameter γ of the hybrid prior and
diﬀerent reconstructions were obtained corresponding to diﬀerent values of γ. Figures 4.18 shows the reconstruction results corresponding to both the real and the
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(a) N Ground Truth

(b) T Ground Truth

(c) N reconstructed with real data.

(d) T reconstructed with real data.

NRMSE = 95.71 %

NRMSE = 79.53 %

(e) N reconstructed with simulated data.

(f) T reconstructed with simulated data.

NRMSE = 34.10 %

NRMSE = 37.56 %

Figure 4.18. Reconstruction results using real and simulated measurement
set. Both datasets are reconstructed using the hybrid prior model. γ = 0.4
and pf = 0.0098 for real data reconstruction and γ = 0.8 and pf = 0.91
for simulated data reconstruction.

simulated measurement set. These results correspond to the mixing parameter γ
that produced the largest p-value metric pf . An extremely small p-value for the real
data reconstruction is indicative of the inaccuracies in posterior model due to an inaccurate forward model. Note that for the simulated case, we get a fairly large value
for the p-value metric pf . Thus, we are able to identify an inaccurate posterior model
due to mismatch in the forward model.
For the case of the simulated data, the metric pf attained large values for a range
of values of γ. Since a large value of the metric pf does not indicate a strong possibility
of an incorrect posterior model, we present a few other reconstructions that produced
large values of pf in ﬁgure 4.19. The result corresponding to γ = 0 is particularly
interesting because it is not inﬂuenced from the training data, all of which possesses
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Figure 4.19. Simulated data reconstructions using hybrid priors with different values of γ. Each reconstruction shows the corresponding value of
γ, pf and percent NRMSE.

symmetry across the vertical axis. We can see that the results corresponding to
γ = 0 do not show any symmetry artifacts. The metric pf not only provides us with
a way of identifying an incorrect posterior model, but it also allows us to look at a
range of posterior models corresponding to diﬀerent values of γ all of which can be
considered likely correct. This provides us with a way of analyzing the complete range
of posterior models corresponding to diﬀerent values of γ and rejecting the posterior
models which are highly likely to be incorrect.

4.3.3

Eﬀect of Training Data on the p-value Metric pf and the Reconstruction Error

In this experiment, we analyze the aﬀect of the training data on the p-value metric pf and the reconstruction error. As seen earlier, for a single test case, with nonrepresentative training data, pf can give valuable information about the model inac-
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(a) Representative train-

(b) Moderately represen-

(c)

Non-representative

ing data.

tative training data.

training data.

Figure 4.20. Scatter plot of the diﬀerent cases of training data using the
ﬁrst two eigen image coordinates (see appendix E). (a) represents the
complete training data. In (b) and (c), the training samples are given in
blue color and test samples are given in green color. The red dots represent
the means of the clusters. The lengths of the red line segments are equal
to the standard deviation of the samples in the respective cluster. The
numbers represent the cluster indices.

curacy. We use three diﬀerent conditions for the training data. We shall use representative training data, moderately representative training data and non-representative
training data as shown in ﬁgure 4.20 to train a Gaussian mixture prior model. In each
case, we perform several reconstructions and analyze the distribution of the resulting
p-value metric pf and the reconstruction error. Figure 4.20 shows the scatter plot of
the 114 CFD simulated phantoms that we use in this experiment.
We use these CFD simulated phantoms both for the purposes of training the
Gaussian mixture prior model and for generating the simulated measurement set. We
generate simulated measurement set for each of the 114 phantoms using the layout
given in ﬁgure 4.1 and the absorption features given in appendix B. In order to
obtain the simulated absorbance data, we forward project the CFD phantoms using
a resolution of 90 × 90, whereas, the reconstruction experiments are performed at
a resolution of 45 × 45. To simulate noise, we use white Gaussian noise where the
standard deviation for the noise is chosen to get an average signal to noise ratio of 30

80

(a) Histogram of pf with represen-

(b) Histogram of % NRMSE with

tative training data.

representative training data.

Figure 4.21. Histograms showing the relative frequency of pf and the %
NRMSE in the reconstructions obtained from GMM prior model trained
with representative training data.

dB. These simulated measurement sets are then used for each of the reconstruction
experiments performed in this section.

Reconstructions Using Representative Training Data
In this experiment, we use a leave one out scheme for performing reconstructions.
For each reconstruction, we leave one phantom out as a test case and train the GMM
prior on the remaining 113 phantoms. After training the GMM prior, we perform the
reconstruction on the test case. For each reconstruction, we use GMM prior model
with ﬁve mixture components. For each reconstruction, we select the regularization
level for the reconstruction that maximizes the value of the metric pf .
We show the relative frequency of the p-value metric pf and the percent NRMSE
in ﬁgure 4.21. These plots have been obtained by aggregating the results from all
the reconstructions. Notice that the majority of the resulting p-values are very large
showing that the proposed p-value metric pf is not indicating any inaccuracies in the
model. The majority of the NRMSE are less than 10%. Figure 4.22 shows the scatter
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Figure 4.22. Scatter plot of pf and the % NRMSE in reconstructions using
GMM prior model trained with representative training data.

plot of p-values and percent NRMSE. We can see that most of the data points on
this scatter plot have p-values greater than 0.5 and percent NRMSE less than 10.

Reconstructions Using Moderately Representative Training Data
In this experiment, we use a moderately representative training data as shown in
ﬁgure 4.20(b). The samples existing in the ﬁrst cluster are kept as test cases. We
train the GMM prior using the remaining samples in the training set, and perform
reconstruction experiments for each of the test cases. For each reconstruction, we use
GMM prior model with four mixture components. For each test case, we select the
regularization level to obtain the largest value of pf .
Figure 4.23 shows the relative frequency of the p-value metric pf and the percent
NRMSE in the reconstructions. It can be noticed from these ﬁgures that the pf is now
more uniformly spread and the NRMSE has gone up on average by more than 10%
as compared to the case when the training data was representative. The scatter plot
of pf and percent NRMSE is uniformly spread in the plane as shown in ﬁgure 4.24.
There are a few samples in this scatter plot, where the p-value is very small. This
shows that the p-value metric pf is indicating a possible inaccuracy in the posterior
model for such cases.
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(a) Histogram of pf with moder-

(b) Histogram of % NRMSE with

ately representative training data.

moderately representative training
data.

Figure 4.23. Histograms showing the relative frequency of pf and the %
NRMSE in the reconstructions obtained from GMM prior model trained
with moderately representative training data.

Figure 4.24. Scatter plot of pf and the % NRMSE in reconstructions using
GMM prior model trained with moderately representative training data.

Reconstructions Using Non-Representative Training Data
In this experiment, we take the ﬁrst and the second cluster out of the training set
and set them aside as test cases as shown in ﬁgure 4.20(c). We train the GMM prior
using the remaining samples in the training set, and perform reconstruction experiments for each of the test cases. For each reconstruction, we use GMM prior model
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(a) Histogram of pf with non-

(b) Histogram of % NRMSE with

representative training data.

non-representative training data.

Figure 4.25. Histograms showing the relative frequency of pf and the %
NRMSE in the reconstructions obtained from GMM prior model trained
with non-representative training data.

Figure 4.26. Scatter plot of pf and the % NRMSE in reconstructions using
GMM prior model trained with non-representative training data.

with three mixture components. For each reconstruction, we choose the regularization
that gives the largest value of pf .
Figure 4.25 shows the relative frequency of pf in the reconstructions. Notice
that roughly half of the reconstructions have a value of pf that is below 0.05 and
the majority have a value of pf that is below 0.1. This indicates that the p-value
metric pf is identifying the possibility of an inaccuracy in the posterior model used
to obtain these reconstructions. The scatter plot of pf and percent NRMSE is given
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in ﬁgure 4.26. Most of the data points are clustered around pf = 0.05 and NRMSE
= 30%. This is expected as the training data for the GMM prior model does not
have representation from the two clusters which are used as test cases. The training
samples are all far away from the test cases as shown in ﬁgure 4.20(c).
The results of the p-value metric pf presented in this section show that when
the training data is representative, we get lower reconstruction errors and higher
values of the metric pf . When the training data is not representative, we get higher
reconstruction errors and lower values of the metric pf . This shows that in real
experiments, when the representativeness of the training data can not be told with
certainty, we can use the p-value metric pf to gain insight in to the representativeness
of the training data and hence the accuracy of our posterior model.

4.3.4

Optimizing Hybrid Prior using Model Validation

In chapter 3, we presented a hybrid Gaussian prior model. This hybrid prior
model is obtained by combining a Gaussian Markov random ﬁeld with a conventional
Gaussian distribution whose parameters are trained from CFD training phantoms.
The hybrid Gaussian prior model uses a constant value mean for all the pixels of
molecular density and temperature. The covariance matrix of the hybrid Gaussian
prior model is obtained by shrinking the sample covariance matrix Rs , obtained using the CFD simulated phantoms, towards the covariance matrix of GMRF, RM RF ,
constructed using an 8-point neighborhood system. The two covariance matrices are
combined using a mixing parameter γ as shown below
R = γRs + (1 − γ)RM RF .

(4.17)

The mixing parameter γ can be anywhere between 0 to 1. This gives us a whole
range of prior distributions that can be used for reconstruction experiments. The
choice of the mixing parameter γ, depends on the representativeness of the training
data. Larger values of γ put more inﬂuence on Rs , essentially increasing the inﬂu-
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(a) Training case 1.

(b) Training case 2.

(c) Training case 3.

Figure 4.27. Scatter plot of the diﬀerent cases of the training data using
the eigen image coordinates (see appendix E). In each case, the blue
samples represent the training data, whereas, the red samples represent
the samples kept as test cases.

ence of the training data, whereas, smaller values of γ put more inﬂuence on RM RF ,
essentially imposing the smoothness constraints strongly.
Figure 4.27 shows a graphical illustration of the three diﬀerent cases of the training
data that we shall use in this section. We use a total of 42 CFD simulated phantoms
in this experiment. Blue dots represent the samples used for training, whereas, the
red dots represent the samples used as test cases. Figure 4.27(a) shows an example
of the training data where an entire cluster of the samples is kept out as test cases
and therefore represents a scenario where the training data is not representative of
those test cases. Figure 4.27(c) on the other hand shows an example where the test
case has a lot of representation in the training data. Finally, ﬁgure 4.27(b) represents
an intermediate scenario where the test case has only two similar phantoms in the
training data.
We propose to use the p-value metric, pf to select the value of γ for the hybrid
prior model. We shall show that the pf not only provides us with a principled scheme
to select the value of γ, but also helps in getting better reconstruction results because
of the selection of an accurate prior model. We perform three diﬀerent reconstruction experiments corresponding to the three diﬀerent training data scenarios given in
ﬁgure 4.27. In order to obtain the simulated absorbance data, we forward project the
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(a) Training data (N ).

(b) Training data (T ).

Figure 4.28. The three phantoms in the red box are kept outside of the
training set, whereas, the remaining phantoms are a subset of the 39
phantoms that are used for training. Note that there are no phantoms in
the training set which are similar to the test phantoms. The scale of N is
0 to 10 × 1017 in units of molecules/cm3 , and the scale of temperature is
0 to 1000 in units of Kelvins.

CFD phantoms using a resolution of 90 × 90, whereas, the reconstruction experiments
are performed at a resolution of 45 × 45. To generate these forward projections, we
use the layout given in ﬁgure 4.1 and the absorption features given in appendix B.
To simulate noise, we use additive white Gaussian noise with the standard deviation
selected to produce an average signal to noise ratio of 30dB. For each of the three
experiments, we perform a coarse sweep over the values of γ between 0 to 1 1 . For
each value of γ, we perform the reconstruction and obtain the percent NRMSE and
the p-value metric pf . We use a ﬁxed regularization level for all the reconstruction
experiments.

Hybrid Prior Trained from Non-Representative Training Data
In the ﬁrst experiment, out of the 42 CFD simulated phantoms 3 phantoms are
kept outside of the training set as shown by the red box in ﬁgure 4.28. We perform
reconstruction on one of these phantoms. The test phantom has no representation
in the training examples. In ﬁgure 4.29(a), we show the plot of pf vs γ, whereas, in
1

We do not set γ = 1 as that results in a singular covariance matrix R.
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Figure 4.29. Illustration showing the p-value metric pf , % NRMSE for
the case of non-representative training data.

ﬁgure 4.29(b) we show the plot of percent NRMSE vs γ. It is evident that γ = 0
yielded the best results in terms of percent NRMSE. The best case of the hybrid prior
model is also identiﬁed by the metric pf . The value of pf is small for all the values of
γ, except γ = 0.
In ﬁgure 4.30 we present the reconstruction result corresponding to γ = 0. The
reconstruction result does not suﬀer from overﬁtting caused by the training data.
We believe that larger values of γ do not yield good results because they make the
prior model biased in favor of the training data. Since the training data has very
diﬀerent pixel statistics as compared to the test cases, γ > 0 does not yield good
reconstructions.

Hybrid Prior Trained from Moderately Representative Training Data
In the second experiment, out of the 42 CFD simulated phantoms, 1 phantom is
kept outside of the training set as shown by the red box in ﬁgure 4.31. This phantom
comes from the cluster which only has a total of 3 phantoms. Therefore, the training
data consists of only two examples that are similar to the test case. This represents
a case of moderately representative training data. We perform reconstruction on
the test case phantom. In ﬁgure 4.32(a), we show the plot of pf vs γ, whereas, in
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(a) N ground truth.

(b) T ground truth.

(c) N reconstruction using hybrid

(d) T reconstruction using hybrid

prior. NRMSE = 16.59%.

prior. NRMSE = 16.72%.

Figure 4.30. Reconstruction results using non-representative training data
for the hybrid prior. γ = 0 produced the largest value of pf .

ﬁgure 4.32(b) we show the plot of percent NRMSE vs γ. It is evident that intermediate
values of γ yield the best results in terms of percent NRMSE. The values of γ that
yield lower values of percent NRMSE also happen to be the ones yielding higher
values of pf . γ = 0.2 gives the largest value of pf .
In ﬁgure 4.33 we present the reconstruction result corresponding to γ = 0.2.
Notice that the reconstruction result does not suﬀer from overﬁtting artifacts of the
training data. We believe that very large or small values of γ do not yield better
results as compared to intermediate values because they make the prior either overﬁt
or underﬁt the training data.
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(a) Training data (N ).

(b) Training data (T ).

Figure 4.31. The phantom in the red box represents the test case, whereas,
the remaining phantoms are a subset of the 41 phantoms that are used
for training. There are only two phantoms in the training set which are
similar to the test case phantom. The scale of N is 0 to 10 × 1017 in units
of molecules/cm3 , and the scale of temperature is 0 to 1000 in units of
Kelvins.
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Figure 4.32. Illustration showing the p-value metric pf , % NRMSE for
the case of moderately representative training data.

Hybrid Prior Trained from Representative Training Data
In the third experiment, out of the 42 CFD phantoms, we keep one phantom
as a test case, however, this test case phantom comes from a cluster that has a lot
of samples in it. Therefore, the training data has a lot of representation for this
particular test case. The test case phantom is shown inside a red box in ﬁgure 4.34.
We perform reconstruction on this test case phantom. In ﬁgure 4.35(a), we show the
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(a) N ground truth.

(b) T ground truth.

(c) N reconstruction using hybrid

(d) T reconstruction using hybrid

prior. NRMSE = 15.82%.

prior. NRMSE = 14.14%.

Figure 4.33. Reconstruction results using moderately representative training data for the hybrid prior. γ = 0.2 produced the largest value of pf .

plot of pf vs γ, whereas, in ﬁgure 4.35(b) we show the plot of percent NRMSE vs
γ. It is evident that a wide range of γ values yield good results in terms of percent
NRMSE. γ = 0.6 gives the largest value of pf .
In ﬁgure 4.36 we present the reconstruction result corresponding to γ = 0.6. Notice
that the reconstruction result captures the structure of the ground truth and gives a
lower normalized reconstruction error as compared to the previous two experiments.
The training data in this case helps produce an accurate posterior model. The metric
pf does not identify a shortcoming in the posterior model for any value of γ for the
case of representative training data.
The results presented in this section show that the proposed p-value metric pf
provides a scheme to select a value for the mixing parameter γ of the hybrid prior.
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(a) Training data (N ).

(b) Training data (T ).

Figure 4.34. The phantom in the red box represents the test case, whereas,
the remaining phantoms are a subset of the 41 phantoms that are used
for training. There are several phantoms in the training set which are
similar to the test case phantom. The scale of N is 0 to 10 × 1017 in units
of molecules/cm3 , and the scale of temperature is 0 to 1000 in units of
Kelvins.
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Figure 4.35. Illustration showing the p-value metric pf , % NRMSE for
the case of representative training data.

When the training data is not a representative sample for the test cases, none of the
training samples share the structure and the dynamic range of the test case and γ = 0
leads to the best possible posterior model. Results show that in this case, the p-value
metric pf rejects the hybrid prior models with larger values of γ. When the training
data is moderately representative sample for the test cases, then intermediate values
of γ yield good reconstruction results which is also identiﬁed by the metric pf . When
the training data is a representative sample for the test cases, then there are a lot of
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(a) N ground truth.

(b) T ground truth.

(c) N reconstruction using hybrid

(d) T reconstruction using hybrid

prior. NRMSE = 6.36%.

prior. NRMSE = 8.71%.

Figure 4.36. Reconstruction results using representative training data for
the hybrid prior. γ = 0.6 produced the largest value of pf .

examples that are similar to the test case and a wide range of γ values seem to be a
reasonable choice. Results show that the p-value metric pf does not ﬂag any hybrid
prior as incorrect in this case.

4.4

Conclusions
In this chapter, we proposed a scheme for ﬁnding deﬁciencies in the posterior dis-

tribution/model. We proposed to use the framework of statistical hypothesis testing
and developed a p-value metric pf to indicate inaccuracies in the posterior model. We
showed that this metric can be used to identify inaccuracies in the posterior model
due to inaccuracy in the forward model or inaccuracy in the prior model. We also
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showed that the proposed p-value metric pf provides us with a principled way to estimate the mixing parameter γ of the hybrid prior model. Results show that when the
training data is not representative, then smaller values of γ yield superior posterior
models, whereas, when the training data is representative, then larger values of γ
yield superior posterior models.
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A. ABSORBANCE SPECTRUM MEASUREMENTS
Tunable diode laser absorption spectroscopy measurements are made using diode laser
light sources. These diode lasers have become popular because of their low cost, small
size, and ease of operation. The diode laser sources are coupled with optical ﬁbers to
route the laser light to locations in the system which are diﬃcult to access. Water
is a major combustion product and in this dissertation we probe water as our target
molecule. In order to probe water vapor features, telecommunication distributed
feedback (DFB) diode lasers are used which operate in the infrared wavelength region
of 1.3 to 1.5 µm. These DFB laser sources are typically narrow band, single mode
and operate in the low power regions of around 1 mW, therefore, phenomenon such
as stimulated emission are ignored.
The DFB diode lasers can be tuned to probe multiple absorption features of water
at kilohertz rate [21,27]. In this dissertation up to four water vapor absorption features
are probed at around 50 kHz [27]. The DFB diode lasers are tuned by varying the
injection current which changes the intensity and the frequency of the emitted light
at the same time. Figure A.1 shows an illustration of a single absorption feature of
water. The injection current is varied with time which increases both the intensity
and the frequency of the laser source as shown in ﬁgure A.1.
A polynomial is ﬁt to the non-absorbing region of the spectra in ﬁgure A.1 to
obtain the baseline light intensity I0 (ν) where ν is the frequency. To get the absorption signal from the transmitted light intensity, the baseline intensity signal, I0 (ν)
is normalized with the transmitted light intensity signal, It (ν) and we obtain the
absorbance signal given as A(ν) =

I0 (ν)
.
It (ν)

A typical example of the absorbance sig-

nal is given in ﬁgure A.2. In this ﬁgure, the baseline intensity is ﬁt using only the
non-absrbance region of the measured signal, whereas, the absorbance region is ﬁt
using a voigt function [28]. The area underneath the signal A(ν) constitutes a signal
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Figure A.1. Illustration showing the spectrum of a single absorption feature
of water. The solid line represents the transmitted light signal and the
dotted line represents a ﬁt to the baseline light intensity.

absorbance measurement. Such a measurement can be made for any projection path
and absorption feature. The measurement dataset used in this dissertation consists
of such measurements done for diﬀerent projection paths and absorption features.

Figure A.2. Illustration showing the absorbance signal. The red dots represent the measured signal, whereas, the green curve represents the ﬁt to
the measured signal.
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B. SELECTION OF ABSORPTION LINE SPECTRUM

Table B.1.
Absorption Spectroscopic Line Parameters
Transition Frequency νk (cm−1 )

Lower Energy State Ekl (cm−1 )

7181.156

136.762

7161.410

224.838

7185.597

1045.058

7179.752

1216.195

In hyperspectral TDLAT, more than a single absorption line spectrum, typically
more than two, are analyzed to collect data [50]. This increases the information content by adding more measurements at diﬀerent discrete optical frequencies. There
are many factors that determine the absorption lines to be chosen. For example,
strength of absorption, temperature sensitivity of absorption lines, eﬀects of boundary layers and spectral separation between absorption lines [19]. Other factors that
aﬀect the selection of lines include expected sensor operating conditions and hardware
capabilities [20].
In this dissertation, we are using water as our target molecule because of its natural
availability as a major combustion product, strong rovibrational transitions [28] and
wide range of transition frequencies. The parameters of the four diﬀerent absorption
transition lines that are used in this dissertation are given in Table B.1. These
absorption lines are same as the ones used in [76].
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C. PROOF OF LEMMA
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We have used Jensen’s inequality to derive the result in the last inequality. Multiplying by −1 on both sides of the last inequality results in the expression

− log p(x) ≤ − log p(x0 ) +

X

π
ei × {ui (x) − ui (x0 )}

i

= G (x; x0 ) .

Finally if we put x = x0 , this results in − log p(x0 ) = G (x0 ; x0 ).
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D. ESTIMATION OF SPLINE COEFFICIENTS FOR Q
FUNCTION
The partition function Q(T ) acts as a normalizing constant for the probability of
occupation of a particular quantum state at temperature T by the molecule [137].
In practice, even for simple molecules like H2 O, the partition function is diﬃcult
to calculate. Typically, the partition function is approximated using cubic spline
polynomials which are ﬁt to laboratory derived values that are usually very accurate
[19] 1 . In this study, we used the calculations of the partition function for water done
by Gamache et al. [137]. We ﬁt cubic splines to the data to get a smooth, twice
diﬀerentiable curve as seen in Fig. D.1, Fig. D.2(a) and Fig. D.2(b).
The original cubic spline polynomial coeﬃcients, that were made available to us
to approximate the partition function were such that the resulting ﬁt was not twice
diﬀerentiable. Table D.1 shows the cubic spline polynomial coeﬃcients that were
provided to us in the beginning. To understand the role of each of the coeﬃcients
in the provided tables, we provide the representation of the partition function in a
temperature range from T0 to T1 ,
Q(T ) = a + b T + c T 2 + d T 3 ,

To ≤ T < T1 .

(D.1)

It can be veriﬁed that using the coeﬃcients in Table D.1, one does not get a
twice diﬀerentiable curve for the partition function i.e., the Using the coeﬃcients
in Table D.1, the resulting ﬁrst and second derivatives are discontinuous at temperature values where a change of polynomial occurs. In order to ensure that the
approximated partition function is twice diﬀerentiable, we corrected the value of the
polynomial coeﬃcients given in Table D.1 and also minimized the overall error using
1

We estimated the cubic spline polynomial coeﬃcients to get a partition function Q(T ) that is twice
diﬀerentiable upto 64-bit double precision.
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Table D.1.
Cubic spline coeﬃcients for Q function provided in the beginning.
Temp. Range

a

b

c

d

T < 500

−18.221850000000000

0.423075200000000

7.703331000000000e–4

6.185911000000000e–9
3.484234000000000e–7

500 ≤ T < 1000

−65.944149999999993

0.694548700000000

2.468324000000000e–4

1000 ≤ T < 1350

−61.853600000000000

0.697335600000000

2.183351000000000e–4

3.699410000000000e–7

1350 ≤ T < 1425

1.166381815424874e5

−2.511038212392546e2

−6.640078900000056e–4

5.878034666666681e–7

1425 ≤ T < 2500

−1.311914000000000e3

3.214013000000000

−0.001522213000000

7.885532000000000e–7

2500 ≤ T < 5000

−4.529464000000000e3

7.314166000000000

−0.003265189000000

1.035648000000000e–6

Table D.2.
Estimated cubic spline coeﬃcients that produce twice diﬀerentiable Q function.
Temp. Range

a

b

c

d

T < 500

−5.108576477504222

0.366653379513569

8.102612279372126e–4

1.056101563185623e–8

500 ≤ T < 1000

−47.888262602504270

0.623331496263569

2.969049944372127e–4

3.527985046318561e–7

1000 ≤ T < 1350

−69.405862602503561

0.687884296263569

2.323521944372125e–4

3.743161046318561e–7

1350 ≤ T < 1425

−6.054292290275050e2

1.879047332763572

−6.499907955627895e–4

5.921785712985233e–7

1425 ≤ T < 2500

−1.186326812858752e3

3.101989614513568

−0.001508195905563

7.929283046318561e–7

2500 ≤ T < 5000

−5.047183062858760e3

7.735017114513572

−0.003361406905563

1.040023104631856e–6

the tabulated values of partition function made available by R. R. Gamache [137].
Following were the steps that were taken to ensure that the resulting cubic spline
polynomial coeﬃcients give a twice diﬀerentiable curve.
1. We ensure the continuity of the second derivative by adjusting the value of
coeﬃcient c such that on points where the change of polynomial occurs, the
diﬀerence in the values of Q00 (T ) is 0.
2. We adjust the values of coeﬃcient b such that on points where the change of
polynomial occurs, the diﬀerence in the values of Q0 (T ) is 0. This ensures the
continuity of the ﬁrst derivative of Q function.
3. We adjust the values of coeﬃcient a such that on the points where change of
polynomial occurs, the diﬀerence in the values of Q(T ) is 0. This gives us a
continuous Q function.
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Figure D.1. Plot of partition function using cubic spline polynomial approximation.
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The above procedure gives us a continuous, twice diﬀerentiable Q function. Finally, to reduce the overall error between experimentally determined values of Q
function and the computed values of Q function using the cubic splines, we ﬁt a cubic
function to the error and adjust the coeﬃcients a, b, c and d to reduce the error. The
error for our ﬁnal cubic spline ﬁt was below 2% for a range of temperature values given
by 300 Kelvin to 3010 Kelvin as shown in Fig. D.3. The ﬁnal cubic spline coeﬃcients
that give a continuous, twice diﬀerentiable Q function are provided in Table D.2.
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E. ORTHONORMAL BASIS ESTIMATION
Let x(1) , . . . , x(n) be the training vectors, where each x(i) is a p dimensional vector.
Without any loss of generality, assume that the mean of all the training vectors is 0.
Let X be the p × n training matrix containing all the training images given by
X = [x(1) , . . . , x(n) ] .

(E.1)

We can write the SVD of the matrix X as
X = EΣV t ,

(E.2)

where E, Σ, and V are the left-singular vectors, the singular values and the rightsingular vectors of X respectively. We assume that the singular values are ordered in
descending magnitude along the diagonal of the matrix Σ. E is the set of eigenimage
vectors that provides the orthonormal basis set for performing reconstructions.
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F. TWO STAGE RECONSTRUCTION
The TDLAT inverse problem can be solved in a two stage scheme as opposed to
the proposed Bayesian inversion scheme. However, typically, the reconstruction results of a two-stage approach are not as accurate as the Bayesian inversion approach.
The reason that the Bayesian reconstruction can achieve better results than the 2stage approach is that the Bayesian reconstruction directly models both the joint
distribution of the temperature and molar concentration and also the nonlinear forward model. The 2-stage scheme must also model the functions fk (x), whereas, the
Bayesian approach needs to only model the (N , T ) distributions; so this is a fundamental advantage.
We present a simple experiment where we compare the results of a two step reconstruction with Bayesian reconstructions. For the two stage experiment, we use the
Boltzmann plot analysis to reconstruct N and T [138]. In the ﬁrst step, we reconstruct
each of the functions fk (x) for all the k ∈ 1, 2, 3, 4. We call these reconstructed functions fˆk (x). In order to reconstruct fk (x), we use a smoothness based regularization
to account for the very low number of measurements. The regularization coeﬃcient
is chosen experimentally to provide best results in terms of normalized RMSE.
In the second step, we estimate the individual pixels of N and T to ﬁt the estimated functions fˆk (x). Let f (Ni , Ti ) = [f1 (Ni , Ti ), . . . , fK (Ni , Ti )] ∈ RK be the K
dimensional vector containing the analytically computed values of the nonlinear functions fk for the ith pixel. Let fˆ(Ni , Ti ) = [fˆ1 (Ni , Ti ), . . . , fˆK (Ni , Ti )] ∈ RK represent
the vector containing the estimated values of the nonlinear functions fk for the ith
pixel. We can then ﬁnd the molecular concentration and temperature for each pixel
by employing a Boltzman plot analysis as done in [138]. In simple words, the Boltzman plot analysis ﬁnds out the estimates N̂i and T̂i for molecular concentration and
temperature to ﬁt the estimated functions fˆk .
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Table F.1.
Average NRMSE for all 42 reconstruction experiments. NRMSE(N) is average NRMSE in molecular density. NRMSE(T) is average NRMSE in
temperature. Avg. NRMSE is average of the NRMSE in molecular density
and temperature.
% NRMSE (N)

% NRMSE (T)

2 Step

14.45

12.15

GMM

6.14

5.14

We provide some examples of the reconstruction results obtained from the two
stage reconstructions compared with reconstructions of proposed Bayesian method.
We use the same layout as shown in ﬁgure 2.2. For the Bayesian approach, we used
a Gaussian mixture model that was trained by using 41 CFD simulated training
phantoms. It can be seen from these reconstructions that the two stage approach
gives a higher normalized root mean squared error when compared with the Bayesian
method. Two stage method shows artifacts in the reconstructions and fails to capture
the structure of the ground truth in the reconstruction results. We performed a total
of 42 reconstruction experiments, where for each experiment, we used one phantom
as test case, and the remaining as the training data for the GMM prior model. Table
gives a summary of all 42 experiments by showing the average NRMSE computed
over all 42 reconstruction experiments.
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(a) N Ground Truth

(a) T Ground Truth

(b) 2 Step Recon. (N)

(c) Bayeisan Recon. (N)

NRMSE = 8.85%

NRMSE = 4.43%

(b) 2 Step Recon. (T)

(c) Bayeisan Recon. (T)

NRMSE = 11.18%

NRMSE = 6.10%

Figure F.1. Illustration comparing the two step reconstruction results with
the Bayesian approach.
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(a) N Ground Truth

(a) T Ground Truth

(b) 2 Step Recon. (N)

(c) Bayeisan Recon. (N)

NRMSE = 9.68%

NRMSE = 6.05%

(b) 2 Step Recon. (T)

(c) Bayeisan Recon. (T)

NRMSE = 8.25%

NRMSE = 3.88%

Figure F.2. Illustration comparing the two step reconstruction results with
the Bayesian approach.
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