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We study theoretically graphene-like plasmonic metamaterials, in particular a honey-
comb structured array of identical metallic nanoparticles, and examine the collective
plasmonic modes that arise due to the near-field dipolar coupling between the localised
surface plasmons of each individual nanoparticle. An analysis of the band structure of
these eigenmodes reveals a phenomenal tunability granted by the polarisation of the
dipole moments associated with the localised surface plasmons. As a function of the
dipole orientation we uncover a rich phase diagram of gapped and gapless phases, where
remarkably every gapless phase is characterised by the existence of collective plasmons
that behave as massless chiral Dirac particles, in analogy to electrons in graphene.
We consider lattices beyond the perfect honeycomb structure in two ways. Firstly, we
break the inversion symmetry which leads to collective plasmons described as massive
chiral modes with an energy dependent Berry phase. Secondly, we break the three-
fold rotational symmetry and investigate generic bipartite lattices. In this scenario we
progressively shift one sublattice away from the original honeycomb arrangement and
observe a sequence of topological phase transitions in the phase diagram, as well as
the merging and annihilation of Dirac points in the dispersions. After examining the
purely plasmonic response we wish to address the true eigenmodes responsible for trans-
porting electromagnetic radiation. For this reason we examine plasmon polaritons that
arise from the strong light-matter coupling between the collective plasmons in a honey-
comb array of metallic nanoparticles and the fundamental photonic mode of an enclosing
cavity. Here we identify that the Dirac point remains robust and fixed in momentum
space, irrespective of the light-matter coupling strength. Moreover, we demonstrate a
qualitative modification of the polariton properties through modulation of the photonic
environment, including order-of-magnitude renormalisation of the group velocity and
the intriguing ability to invert the chirality of Dirac polaritons.
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Chapter 1
Introduction
Much technological progress has been driven by advances in our understanding and
ability to manipulate light. Even at the level of simple ray optics one can have an
appreciation for the huge significance of devices such as microscopes and fiber optic
cables. However, attempts to image features on the scale of the wavelength of light are
fundamentally hindered by the diffraction limit [1]. Moving beyond traditional optics,
this limit has been overcome with the use of plasmonic nanostructures [2, 3] such as
metallic nanoparticles [4] which enable resolution right down to the molecular level [5].
This feat is due to a resonance effect: An external radiation source drives a collective
oscillation of the valence electrons in a metallic nanoparticle which in turn experience
an approximately harmonic restoring force from the ionic charge background, forming a
localised surface plasmon resonance [6]. This generates a large optical field enhancement
that is evanescently confined at the surface of the nanoparticle in a subwavelength region
[7].
Individual nanoparticles have been extensively studied and successfully implemented
in technologies such as surface enhanced Raman spectroscopy [5]. On the other hand,
metamaterials — crafted arrays of functional components — have delivered fascinating
new properties such as electromagnetic invisibility cloaking [8–10], perfect lensing [11, 12]
and slow light [13]. Along these lines the focus is now shifting to plasmonic metamaterials
consisting of ordered arrays of metallic nanoparticles, where interactions between the
localised surface plasmons of each nanoparticle generate collective plasmonic modes that
extend over the whole array [2, 3, 14–19]. Consequently the properties of these collective
1
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plasmons crucially depend on the underlying lattice and its particular symmetries, which
motivates the search for possible nanoparticle arrangements which may deliver unique
and useful optical properties.
In fact there is a lattice which in the last decade has been elevated to a celebrity-like
status, certainly within the condensed matter community. We are referring of course to
the honeycomb structured lattice exhibited by graphene, a monolayer of carbon atoms
arranged in a bipartite hexagonal lattice with three-fold rotational symmetry [20]. The
hopping of electrons between carbon atoms within the honeycomb lattice leads to a band
structure characterised by the presence of massless fermionic Dirac quasiparticles [21–24].
These pseudo-relativistic electrons possess an associated chirality which is responsible for
many of the intriguing properties of graphene, such as a non-trivial Berry phase of pi, the
anomalous quantum Hall effect [22, 23], and the suppression of backscattering off smooth
scatterers leading to very high mobilities in graphene samples [25, 26]. Importantly, the
origin of all these phenomena is intrinsically linked to the symmetries of the system [27].
In essence, the effective massless Dirac Hamiltonian in graphene stems from the bipartite
nature of the 2D lattice as well as from the time-reversal symmetric and parity-invariant
nature of the system [28].
This fact has inspired the realisation of many artificial graphene systems [29] from cold
atoms [30, 31] to photonic systems [32, 33]. As they share the same symmetries as
real graphene, such artificial systems also boast relativistic Dirac quasiparticles that
inherit many analogous phenomena. However, each different physical incarnation of the
honeycomb lattice presents its own unique properties. In this thesis we are interested
in the properties of collective plasmonic modes that exist in a honeycomb structured
array of metallic nanoparticles, and their interaction with the photonic modes of an op-
tical cavity. One can imagine how it might be interesting to recover some graphene-like
properties in a plasmonic metamaterial, such as the suppression of backscattering off
smooth inhomogeneities. Indeed we will discover that the collective plasmons behave as
massless Dirac quasiparticles, but importantly with an extra degree of freedom encoded
in their polarisation which provides a wide tunability of the bandstructure and eigen-
modes. Naively one may expect that the presence of a photonic environment would not
fundamentally alter the properties of the collective plasmons, however, we will unveil
the intriguing ability to invert the chirality of Dirac polaritons simply by tuning the
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coupling to a photonic environment that preserves the symmetries of the honeycomb
lattice.
For this reason, in chapter 2 we begin with an introduction to the broader field of
plasmonics as well as nanoparticle arrays in particular. We will discuss the effects of
nanoparticle size, shape, arrangement and damping mechanisms on the optical proper-
ties, as well as explaining the regime in which we can model the interactions between
localised surface plasmons as near-field dipolar. In addition we provide an introduction
to polaritons and the strong-light matter coupling regime in general. Chapter 3 offers an
introduction to graphene science and the technical concepts employed in the theoretical
developments of later chapters. We will discuss the geometrical phase and related topics,
as well as the electronic structure of graphene and phenomena linked to the chirality of
Dirac quasiparticles.
In chapter 4 we study the collective plasmons that arise from the near-field dipolar in-
teractions of the localised surface plasmons of individual nanoparticles arranged in a
honeycomb lattice. We analyse the dispersion, Hamiltonian and eigenstates of the col-
lective plasmons for an arbitrary polarisation of the dipole moments associated with the
localised surface plasmons. When the dipole moments are orientated normal to the plane
of the lattice the Hamiltonian maps to that of real graphene, and the dispersion exhibits
Dirac cones with collective plasmons that behave as chiral massless Dirac bosons. In
addition, due to the extra degree of freedom encoded in the polarisation the system has a
highly tunable bandstructure. In fact we can even change its topology upon progressively
tilting the polarisation, driving pairs of Dirac points to coalesce and annihilate resulting
in a gapped phase. We identify a rich phase diagram that characterises the existence
or absence of a gap in the dispersion as a function of the polarisation, and discover
dispersions with several qualitative differences, including some that are translationally
invariant in one direction and even flat bands. Moreover, we show that every gapless
phase corresponds to dispersions with Dirac points. As the system is artificial there
are several other possibilities to tune the physical properties, for example we show that
breaking the inversion symmetry with inequivalent basis particles gives rise to gapped
chiral modes with an energy dependent Berry phase.
The honeycomb structure is not the only bipartite, parity-invariant lattice. It belongs
to the family of bipartite hexagonal lattices which all share these features, although the
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honeycomb structure does boast an additional three-fold rotational symmetry. For this
reason one might expect, as we show, that there is a wide class of bipartite hexagonal
lattices which host Dirac-like collective plasmons, albeit with a modified band structure
for each polarisation and a different distribution of gapped and gapless phases as a func-
tion of the polarisation. Indeed we show that a sequence of topological phase transitions
occurs in the phase diagram while progressively shifting one sublattice with respect to
the other.
These results suggest interesting possibilities in the design of ultra-thin metamaterials
that effectively guide electromagnetic radiation via chiral Dirac modes, as well as the
ability to precisely tune the bandstructure and eigenmodes. With an understanding of
the collective plasmons in chapter 5 we will proceed to investigate the true eigenmodes
responsible for transporting radiation in arrays of metallic nanoparticles, that arise from
the interaction between the plasmonic modes and a photonic environment. Such light-
matter interactions have been widely explored in the weak coupling regime where the
semiclassical description of radiation is employed [2, 3, 14–19, 34]. However, it has
long been known that a semiclassical description is unsatisfactory for describing the
fundamental mechanisms of absorption in periodic systems where crystal momentum is
conserved and the matter and light fields are strongly interacting [35, 36]. In this case
a full quantum treatment is required, leading to new quasiparticles, termed polaritons,
which are a coherent superposition of the light and matter fields. Specifically we will
consider a honeycomb array of metallic nanoparticles embedded within a planar optical
cavity and consider the interaction between collective plasmons and the fundamental
cavity mode. We will verify that these plasmon polaritons are still described by a
massless Dirac Hamiltonian, as expected from the symmetries of the matter system.
However, we wish to emphasise that it is also the photonic states which can be tailored
to give qualitatively distinct polaritonic properties for the same matter system. In this
vein we will highlight a phenomenal tunability of the bandstructure and eigenstates that
arises from modulation of the photonic states of the enclosing cavity, permitting order-of-
magnitude renormalisation of the group velocity and the enthralling ability to invert the
chirality of Dirac modes. These considerations suggest the ability to realise interesting
transport properties of Dirac polaritons via modulation of a photonic environment that
preserves the underlying symmetries of the system.
Lastly in chapter 6 we introduce preliminary results on pseudomagnetic gauge fields that
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arise from suitably designed strains of the plasmonic metamaterial. We will see that the
magnitude and even sign of the pseudomagnetic field can be altered by the orientation
of the dipoles, implying a unique anisotropy whereby EM radiation of different polarisa-
tions would couple to collective plasmonic modes that experience significantly different
pseudomagnetic fields. We then provide conclusions in chapter 7.
Chapter 2
Introduction to plasmonics
In the following we introduce foundational concepts in plasmonics relevant to the the-
oretical developments in this thesis, and review key results from the literature which
place our work in context and provide insight into the experimental feasibility of our
propositions.
Our research focuses on the properties of extended plasmonic and polaritonic modes
supported by periodic arrays of metallic nanoparticles. Thus in section 2.1 we begin by
discussing the optical properties of metals, introducing plasmons in bulk metals within
the Drude model. These basic ideas are then extended to surface plasmon polaritons
which can exist at the boundary between a metal and a dielectric. We decrease in
dimensionality once more in section 2.2 to discuss localised surface plasmons in single
metallic nanoparticles, and the effects of size, shape, and damping mechanisms. We
arrive at our system of interest in section 2.3 where we examine the properties of collec-
tive plasmonic excitations that arise from interactions between nanoparticles in arrays.
Later we wish to investigate the strong coupling between these collective plasmons and
photons. Thus section 2.4 explains the formalism introduced by Hopfield for describing
the strong-coupling regime between light and matter. We finish by summarising the
chapter in section 2.5.
6
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2.1 Plasmonics
Before describing nanoparticles we commence with a discussion of the basic optical
properties of metals from the phenomenological view point of Maxwell’s equations. We
restrict ourselves to linear, isotropic and nonmagnetic media so as to present a clear and
concise development of the models which lead to the notions of both bulk and surface
plasmons. This will provide a backdrop to the introduction of localised surface plasmons
in the subsequent section.
2.1.1 Electromagnetics
While they can be found in countless books, printed on t-shirts and engraved on monu-
ments, it can’t hurt to start a discussion involving electromagnetics by restating Maxwell’s
equations. The integral equations are shown in Figure 2.1 whilst the differential equa-
tions describing the four macroscopic fields D, B, E and H (electric displacement,
magnetic induction, electric field and magnetic field) are
∇ ·D = ρext, (2.1)
∇ ·B = 0, (2.2)
∇×E = −∂B
∂t
, (2.3)
∇×H = Jext + ∂D
∂t
, (2.4)
where ρext and Jext are the external charge and current densities.
The link between the electric (magnetic) field and the displacement (induction) field can
be expressed as a constitutive relation, dependent on material properties. In a linear
medium these fields are related by the identities
D = 0E, (2.5)
B = µ0µH, (2.6)
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Figure 2.1: Maxwell’s equations as featured on a monument in front of Warsaw
University’s Centre of New Technologies. Author included for scale.
where 0 and µ0 are the permittivity and permeability of free space. We consider non-
magnetic materials with a relative permeability µ = 1. Moreover, we are interested in
generalising the relative permittivity constant  in equation 2.5 such that
D(r, t) = 0
∫
dt′dr′(r− r′, t− t′)E(r′, t′), (2.7)
which describes a linear homogeneous material with spatial and temporal dispersion. In
the Fourier domain this becomes
D(k, ω) = 0(k, ω)E(k, ω), (2.8)
where (k, ω) is termed the dielectric function [3]. One can calculate an explicit expres-
sion for  in terms of microscopic quantities within the free electron model, which we
describe in the following section.
A general solution of Maxwell’s equations can be constructed from a basis of plane waves
E0 ∝ ei(k·r−ωt). By combining Maxwell’s curl equations 2.3 and 2.4 these solutions can
be seen to satisfy
k(k ·E0)− |k|2E0 = −(k, ω)ω
2
c2
E0.. (2.9)
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where we have used the identity 0µ0 = 1/c
2. Note that equation 2.9 suggests that
longitudinal waves (kˆ · Eˆ = 1) can only exist at the zeros of (k, ω). Later we will find
that this occurs at the plasma frequency and corresponds to a bulk plasmon. Firstly
however, we examine the dielectric function of the free electron gas.
2.1.2 Plasma model
The plasma model of a metal [37] assumes that a gas of free electrons exist within a
fixed homogeneous ionic background. All interactions between electrons are effectively
incorporated into a phenomenological effective electron mass m.
For frequencies below ultraviolet the characteristic dimensions of a metal such as the
mean free path and unit cell are significantly smaller than the wavelength of light [3].
In these conditions the interaction of the metal with light is adequately described by a
spatially local response, calculated in the long wavelength limit (0, ω) = (ω) from the
equation of motion for a single electron in a spatially homogeneous electric field:
m
(
d2u
dt2
+ γ
du
dt
)
= −eE, (2.10)
where u is the displacement of the electron and γ = 1/τ is a characteristic collision rate,
with τ the relaxation time of the free electron gas. For noble metals at room temperature
these values are typically on the order of γ = 100THz and τ = 10−14s [3]. Assuming a
harmonic time dependence of E the solution of equation 2.10 gives us the polarisation
density P = −neu as
P = − ne
2
m(ω2 + iγω)
E. (2.11)
where n and e are the electron density and charge respectively. Upon equating the
definition of the electric displacement field D = 0E + P with the constitutive relation
2.5 we obtain the dielectric function
(ω) = 1− ω
2
p
ω2 + iγω
, (2.12)
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Figure 2.2: Dispersion of transverse EM modes within a metal described by the plasma
model (solid line), corresponding to equation 2.14. The shaded region indicates where
the propagation of travelling modes is forbidden, and the dashed line corresponds to
the dispersion of light in vacuum.
where ωp =
√
ne2/m0 is the plasma frequency. At large frequencies such that ω  γ,
damping can be neglected and one can approximate the dielectric function as
(ω) = 1− ω
2
p
ω2
. (2.13)
By inserting equation 2.13 into the wave equation 2.9 we obtain the dispersion of trans-
verse waves (k ·E = 0) within the plasma model as
ω = ωp
√
1 +
(
c|k|
ωp
)2
, (2.14)
which is shown in Figure 2.2. We see the significance of the plasma frequency firstly as
the cut-off frequency below which the propagation of transverse EM modes is forbidden
in the plasma. Its significance in relation to longitudinal modes is discussed in the
subsequent section.
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Figure 2.3: The plasma model of equation 2.12 (solid line) fitted to data for the real
and imaginary components of  (dots) of silver determined by Johnson and Christy [40].
The optimal fit parameters are ωp = 8.94eV and γ = 22.8meV. Based on figures from
reference [3].
For frequencies less than ωp the field falls off exponentially inside the metal as e
−z/δ where
δ is termed the skin depth. In this regime the plasma model is valid so long as the mean
free path of electrons l is less than δ. Typical values for noble metals at room temperature
are l ≈ 10nm and δ ≈ 100nm [3], so the model provides a reasonable description in this
respect. However, interband transitions can cause a significant deviation from this simple
description at visible frequencies [6]. Figure 2.3 shows experimental values of  for silver
fitted by a plasma (Drude) model, where one can clearly observe the sudden departure
from a qualitative fit above the band edge threshold. Despite these drawbacks the Drude
model is still commonly used, particularly in Finite-Difference-Time-Domain (FDTD)
calculations where a phenomenological term mω0u is introduced to equation 2.10 to
model the damping caused by interband transitions [38, 39].
2.1.3 Volume plasmons
We have discussed some of the properties of electromagnetic excitations at frequencies
above and below ωp. Now we consider the behaviour at the plasma frequency in the small
damping limit (equation 2.13), which by inspection of the wave equation 2.9 corresponds
to a longitudinal oscillation mode. The electric field is a pure depolarisation field
E = −P
0
=
neu
0
, (2.15)
which upon substitution into the equation of motion 2.10 gives
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d2u
dt2
+ ω2pu = 0. (2.16)
So we observe the significance of the plasma frequency also as the natural frequency of a
free oscillation of the electron sea. The quanta of this longitudinal plasma oscillation is
our first example of a plasmon, termed a volume plasmon [37]. As this is a longitudinal
mode volume plasmons cannot couple directly to light and are typically excited by
particle impact, as in Electron Enegry Loss Spectroscopy [41] (EELS) which is used to
determine the plasma frequency of metals. Similarly due to a lack of radiative decay
energy is predominantly lost through Landau damping [42–44]. Whilst this description is
generally true for bulk metals, it is interesting to note that the photoexcitation of volume
plasmons is possible in other geometries, for example high-energy volume plasmon modes
in nanoshells [45] and volume plasmon polaritons in hyperbolic metamaterials [46, 47].
2.1.4 Surface plasmons
We have seen that for frequencies below the plasma frequency of a metal there is a
photonic band gap, where the propagation of transverse EM modes is forbidden. How-
ever, propagating EM modes can exist at a metal-dielectric interface, where interactions
between plasma oscillations (surface plasmons) and EM modes in the dielectric (pho-
tons) lead to a hybridised mode, called a surface plasmon polariton [2] (SPP). To better
appreciate their properties, let us investigate the simplest geometry supporting a SPP.
We consider a system consisting of two half plane regions with homogeneous dielectric
function
(ω, z) =
M(ω) , z < 0D , z > 0 , (2.17)
where D is the permittivity of the dielectric and M(ω) is the dielectric function of the
metal. We choose the propagation to be in the x-direction such that the electric field
eigenmodes are E(x, y, z) = E(z) exp(iβx), where β ≡ kx is the propagation wavenum-
ber. Our task now consists of solving the wave equation 2.9 in the absence of external
stimuli ∇ ·D = 0 in the two half planes, along with the interface boundary conditions
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Figure 2.4: Dispersion of SPPs at the interface between a Drude metal and air (solid
line). Also shown are the light line (dashed line), the surface plasmon frequency ωsp
(dotted line), and the band gap (shaded region).
which require continuity of Hy and (z)Ez [48]. The well known details are relegated
to Appendix A, where it is shown that SPPs only exist for transverse magnetic (TM)
modes, and that for these modes to be confined to the surface we require the dielec-
tric function to have an opposite sign in each of the half plane regions. The resulting
dispersion equation is
β =
ω
c
√
M(ω)D
M(ω) + D
, (2.18)
which is plotted in Figure 2.4 for an interface between a Drude metal and air. Note
that we have two distinct modes, each of which is a hybridisation of the original bare
light and matter curves. These modes display an ‘anti-crossing’ at the original crossing
point, and are separated by an energy gap. The curve that lies outside the light cone
corresponds to the SPP mode evanescently confined to the surface with ω < ωp, whereas
the curve that lies within the light cone corresponds to the frequency regime ω > ωp
where the material loses its metallic character and supports radiative modes. The SPP
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mode tends towards the air light curve in the limit β → 0, whereas in the opposite limit
ω tends towards the value
ωsp =
ωp√
1 + D
, (2.19)
known as the surface plasmon (SP) frequency. At the same time the group velocity
tends to zero and the mode develops an electrostatic character, corroborated by the fact
that this mode is also a solution of the Laplace equation [49].
Two notable consequences of the SPP dispersion are that firstly, as the lower branch
lies outside the light cone, ideal SPPs on smooth surfaces are non-radiative and cannot
be directly excited by light [2]. Techniques such as prism [50, 51], grating [52–54] and
near-field [55, 56] coupling, as well as roughened or patterned metallic surfaces [57] must
be used to overcome the momentum mismatch. Secondly, while there is a propagating
mode at the interface, perpendicularly to the surface it is of a near-field nature and
evanescently confined. This behaviour normal to the interface is characterised by the
exponential decay length δD = 1/kz =
[
β2 − M(ω/c)2
]−1
, while the propagation has an
attenuation length scale L = [2Im(β)]−1 [58]. Thus we see there is an inherent trade off
between localisation and loss.
2.2 Localised surface plasmons
We have begun to see how the manipulation of material properties can drastically alter
their electromagnetic response. Ever improving nanofabrication techniques have granted
researchers the ability to control system features on a scale less than the wavelength of
(visible) light itself, leading to the advent of metamaterials. This class of structures,
with subwavelength constituents and patterning, have revealed some remarkable optical
properties not found in nature such as electromagnetic invisibility cloaking [8–10], perfect
lensing [11, 12] and slow light [13]. In this section we discuss the optical properties of
individual metallic nanoparticles, before addressing the collective excitations that emerge
in metamaterials consisting of arrays of such constituents in the following section.
The interaction of valence electrons with an external radiation source produces a non-
propagating excitation in a metallic nanoparticle, termed a localised surface plasmon
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(LSP). The LSP mode is evanescently confined to the surface of the nanoparticle, with
a strong optical field enhancement in this subwavelength region [2, 3, 49]. This triumph
over the diffraction limit has enabled resolution at the molecular level [5]. Such effects
are pronounced at the LSP resonance frequency, which for gold and silver nanoparti-
cles lies in the visible range, making nanoparticles particularly useful as the functional
component in many products and sensors [59]. Moreover, LSPs can be excited by direct
light illumination, in contrast to the volume and surface plasmons encountered so far.
In this section we will first analyse the eigenmodes of a spherical nanoparticle, as well
as the response in presence of a quasistatic external electric field. It will be shown
that in this regime, as well as in actuality for nanoparticles with dimensions less than
100nm under visible light illumination, the dominant mode is a dipolar excitation at
the LSP resonance frequency. We then present an account of the effects of size, shape,
material and dielectric environment on the LSP resonance. Following this we introduce
an effective Hamiltonian, starting from the full electronic description and performing a
decomposition into electronic centre of mass coordinates. This will form the noninter-
acting term of the Hamiltonians in subsequent chapters. Finally we discuss damping
mechanisms for LSPs.
2.2.1 Eigenmodes of a spherical nanoparticle
We consider a metallic nanosphere of radius n embedded in a dielectric medium D as
shown in Figure 2.5. Thus the full system can be described by the dielectric function
(ω, r) =

M(ω) , r < n
D , r ≥ n
. (2.20)
In the absence of external charges and fields, the electric potential eigenmodes are the
well known solutions of the Laplace equation [49]
Φl(r, θ) =
 Al(r/n)lPl(cos θ) , r < nBl(n/r)l+1Pl(cos θ) , r ≥ n , (2.21)
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n
Figure 2.5: Schematic of a nanosphere of radius n embedded in a medium with
dielectric constant D.
where Pl is a Legendre polynomial of order l, θ is the polar angle from the z-axis, Al
and Bl are coefficients which require additional boundary conditions to specify, and
unphysical solutions at r → 0 and r → ∞ have been neglected. Of course due to
the spherical symmetry there are additional solutions for each choice of the zˆ direction.
Continuity of the tangential electric field Eθ = −(1/r)(∂Φl/∂θ) is automatically satisfied
whereas continuity of the normal component of the displacement field Dr = −(∂Φl/∂r)
designates the constraint
lM(ωl) + (l + 1)D = 0, (2.22)
which for a Drude metal leads directly to the LSP eigenfrequencies
ωl = ωp
√
l
l + (l + 1)D
, (2.23)
where ωM ≡ ω1 is the Mie frequency [6]. It is seen in Figure 2.6 that as l increases
the mode becomes increasingly confined to the nanosphere surface, and the multipole
solutions gradually approach the SP frequency ωsp of a bulk metal-dielectric interface.
However, the l = 1 solution is the only mode with a non-zero total dipole moment and
thus the only mode that can couple to external radiation [49], in the limit of vanishing
particle size with respect to the wavelength λ. Indeed for particles with radii up to
tens of nanometers at visible wavelengths the optical response is strongly dominated by
this l = 1 dipolar mode [6, 60]. Thus for n  λ we can consider the effect of external
radiation in the quasistatic limit, by considering a spatially homogeneous electric field
E0 = E0zˆ with a harmonic time dependence. The external field introduces the additional
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Figure 2.6: The eigenfrequency of the lth LSP mode of a nanoparticle in air (dots)
is seen to tend towards the bulk SP frequency ωsp ≈ 0.71. The insets show the electric
field lines of various modes (given in each inset), as well as a visualisation of the field
strength (color scale in arbitrary units).
boundary condition limr→∞(Φ) = −E0z to the total electric potential Φ =
∑
l Φl, which
gives the total electric field E = −∇Φ as
E =

3D
M + 2D
E0 , r < n
E0 +
3rˆ(rˆ · p)− p
4pi0Dr3
, r ≥ n
. (2.24)
Knowledge of the electric field eigenmodes of a nanosphere is useful for the development
of interaction models used in later chapters. However, we must be wary of the realms of
applicability of a quasistatic approximation and neglecting higher order multipoles. We
will shortly collate studies on the effects of size, shape and material composition on the
optical response of metallic nanoparticles.
2.2.2 Electronic centre-of-mass decomposition
We now seek to obtain an effective Hamiltonian for an individual spherical nanoparticle
starting from a microscopic description. Although one can write down the exact Hamil-
tonian in terms of an ensemble of interacting ions and electrons, it is an impossible task
to solve the corresponding Schro¨dinger equation and thus approximation schemes are
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employed. The jellium model [61], whereby the complicated ionic structure is replaced
by a constant background charge, has been used successfully to describe the properties
of metallic nanoparticles [62–64], modelling the ionic background as a jellium sphere
with sharp boundaries and a radius n. By a trivial application of Gauss’s law in integral
form one finds the single-particle confining potential of valence electrons to be
U(r) =
Ne2
8pi0Dn3
(r2 − 3n2)Θ(n− r)− Ne
2
4pi0Dr
Θ(r − n), (2.25)
where Θ is the Heaviside step function and N is the total number of valence electrons.
Thus the Hamiltonian for the N valence electrons is
H =
N∑
i
 p2i2m + U(ri) + e28pi0
N∑
j 6=i
1
|ri − rj |
 . (2.26)
One can express this Hamiltonian in terms of the electronic centre of mass h =
∑
i ri/N ,
its conjugated momentum Π =
∑
i pi and the relative coordinates in this frame: r
′
i =
ri − h and p′i = pi − Π/N . Assuming the displacement of the centre of mass h is
small compared to the nanoparticle size, the single-particle potential U(|r′i + h|) can be
expanded around |h| = 0. Keeping terms up to second order in h within the harmonic
part of the potential (r′ < n), and up to first order in the coulombic tail (r′ ≥ n)
transforms the Hamiltonian to
H = Hc.m. +Hrel +Hc. (2.27)
The Hamiltonian of the centre-of-mass coordinates is
Hc.m =
Π2
2M
+
1
2
Mω20h
2, (2.28)
where M = Nm is the total mass of the valence electrons and ω0 = ωM
√
1−Nout/N
is the Mie frequency ωM renormalised by a factor dependent on the number of valence
electrons outside the jellium sphere, Nout = N −
∑N
i=1 Θ(n − ri). Hrel is simply the
Hamiltonian for the relative-coordinate system and of the exact same form as 2.26 with
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the transformation (p, r) → (p′, r′). The coupling between the two coordinate systems
to first order in h is given by Hc and is
Hc = meω
2
M
N∑
i
r′i · h
{
Θ(n− r′i) +
n
3
r′i
3 Θ(r
′
i − n)
}
. (2.29)
This approximation scheme allows us to treat the localised surface plasmon as the oscil-
lation of a collective coordinate associated with the centre of mass motion, damped by
interactions with the relative-coordinate system.
As has been established by multiple photoabsorption experiments [65] the spectra of
metallic nanoparticles typically display a ‘giant dipole resonance’ close to the classical
Mie values for the dipole resonance frequency of a classical small metal sphere. Thus
this resonance should be interpreted as being due to the collective motion of the delo-
calised valence electrons, with the external electromagnetic field coupling directly with
the electronic centre-of-mass. In this way Hc.m., which is formally equivalent to the
Hamiltonian of a point dipole, is the dominant term in the Hamiltonian for an LSP.
2.2.3 Effects of size, shape and material
Clearly the optical properties of nanoparticles depends on the dielectric environment, as
seen explicitly in equation 2.23, as well as the material constituent of the nanoparticle
via the plasma frequency. The effect of temperature on the absorption spectra is minimal
for commercial electronics operating ranges [66, 67], as seen in Figure 2.7. However, it
is the geometry of nanoparticles that is of interest, as one can fine tune the plasmonic
properties by manipulating the size and shape of nanoparticles [60].
There are a wide range of nanofabrication techniques with varying levels of resolution and
throughput [68]. With electron beam lithography it is possible to achieve sub-nanometer
resolutions [69, 70], whilst few nanometer resolution is readily realisable [71]. There are
a host of other methods such as the chemical synthesis of nanoparticles, including the
use of DNA as a template to organise few nanometre nanoparticles into single chains
with long-range order [72]. Consequently it is possible to precisely engineer the size,
shape and arrangement of nanoparticles and thus the optical response.
Chapter 2 - Plasmonics 20
Figure 2.7: Temperature dependence of the absorption spectra for gold nanoparticles
with radii of 22nm. The absorption spectra are measured at 18◦C (solid line) and 72◦C
(dashed line) using spectrophotometry. Reprinted with permission from [66]. Copyright
1999 American Chemical Society.
Equation 2.23 suggests that the resonance frequency of metallic nanoparticles is size
independent, however, spectroscopy measurements show that in reality this is not true.
Whilst reports on the governing relationship between the size of nanoparticles and their
spectra can be in conflict [73], as this scaling is dependent on other parameters of the
particle and environment, in general an increase in particle size corresponds to a red-
shift of the resonance peak [74], as seen in Figure 2.8. We can intuitively understand
this shift as due to an increase in the separation of oppositely charged surfaces either
side of the nanoparticle as its size increases, leading to a reduction in the restoring force
and hence a decrease in the resonant frequency.
As well as the resonance peak, the width of the optical spectrum is also size-dependent,
with two key mechanisms. Nanoparticles on the scale of ten nanometres have dimensions
comparable to or less than the electron mean free path, leading to a modified scattering
rate of the dielectric function 2.12 due to collisions with the nanoparticle surface, leading
to a 1/n broadening of γ as the particle size decreases. On the other hand as the particle
size increases radiation damping, which scales like n3, also causes a significant broad-
ening. Accounting for these two key contributions, one typically models the scattering
rate as [75]
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Figure 2.8: Plot of the peak plasmon resonance wavelength of individual nanoparticles
as a function of their size, for three different shapes. Here size refers to: the diameter
of spheres, the length between opposite corners of pentagons, and the length of a
side of triangles. In each case there is a red-shift with increasing size, as well as a
clear dependence on the shape itself. Reprinted from [74], with the permission of AIP
Publishing.
Figure 2.9: (a) Optical absorption spectra of spherical gold nanoparticles, normalised
to the spectral peak maximum, for various diameters. (b) The bandwidth ∆λ of the
spectra (full-width-half-maximum when fitted with a Lorentzian curve). Reprinted with
permission from [66]. Copyright 1999 American Chemical Society.
γ = γ0 +
AvF
n
+
2ω4Mn
3
3c3
, (2.30)
where γ0 is the Ohmic damping rate, vF is the Fermi velocity of conduction electrons
and A is a geometrical factor [66, 76]. Thus for each nanoparticle and environment
there is a dimensional sweet spot where the total broadening effects are minimal. In the
example of Figure 2.9 with gold nanoparticles we can see this occurs at about n = 10nm.
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Figure 2.10: From left to right we see a 30nm thick nanoparticle rod, disk and two
triangles, in scanning electron micrographs (top), dark-field images (middle), and dark-
field spectra (bottom). The white scale bar is 300nm. Reprinted with permission from
[77]. Copyright 2007 John Wiley & Sons.
The shape of a nanoparticle is also a key parameter in determining the optical response.
In Figure 2.8 we see that the spectral peaks of different shapes are well separated in
frequency. This effect is visually evident in Figure 2.10 where different shaped nanopar-
ticles appear different colours in dark-field microscopy [77]. We also see that there are
additional types of resonances in differently shaped nanoparticles. The nanorod has two
discernible dipole resonances associated with the major and minor axis, which are red
and blue shifted respectively. The triangular nanoparticles also display two resonances,
in this case these correspond to a dominant dipole mode and a quadrupole mode at a
smaller wavelength [78].
The multipolar characteristics of nanoparticles are pertinent to the reliability of mod-
els used throughout this thesis, which consider only the dipole response. Typically for
nanospheres and similar geometries on the scale of a few tens of nanometers the electro-
magnetic response is overwhelmingly dipolar in nature [79, 80]. Even as the quadrupole
mode becomes appreciable in nanoparticles on the scale of several tens of nanometres,
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Figure 2.11: Exact electrodynamic calculation of the extinction spectra of oblate
spheroids, all with the same equivalent volume, corresponding to a sphere radius of
80nm. In this figure the extinction is normalized to the area of a circle with radius
equal to the semi-major axis. As the asymmetry is increased the dipole peak is red-
shifted while the quadrupole mode shrinks in intensity. Reprinted with permission from
[60]. Copyright 2003 American Chemical Society.
the dipolar mode is typically still dominant and well separated in frequency. Moreover, it
is possible to introduce an asymmetry into the geometry so as to quench the quadrupole
mode [60] as shown in Figure 2.11.
2.2.4 Damping mechanisms
The dephasing time T2 = 2~/Γ of an LSP can be extracted from the homogeneous
linewidth Γ [3]. Attempts to deduce the linewidth of single nanoparticles from measure-
ments on aggregates are limited by the inhomogeneous broadening introduced by sample
variation and thus it can be preferable to conduct near-field measurements of individual
nanoparticles [4]. Typical values for the dephasing time lie in the range 5fs ≤ T2 ≤ 10fs
[3] with various radiative and non-radiative decay mechanisms.
We have seen in Figure 2.9 that radiative damping becomes dominant for larger nanopar-
ticles as the particle volume increases, whilst the contribution to Γ is quite minimal for
nanoparticles on the order of ten nanometres [81]. Instead the decay of plasmons into
interband and intraband excitations introduces a significant dephasing factor [82]. Ad-
ditionally for such small particles the electron mean free path becomes comparable to
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the nanoparticles dimensions and surface scattering introduces the characteristic 1/n
dependent broadening to the linewidth [73] as discussed previously.
For very small nanoparticles on the order of single or few nanometers Landau damping
causes a significant linewidth broadening [6, 62, 63]. This effect can be understood
in the context of section 2.2.2 where the Coulomb tail of the confining potential of a
nanoparticle leads to a coupling Hc between the centre of mass Hc.m. and the electronic
bath Hrel, inducing the decay of excitations of the centre-of-mass oscillation into particle-
hole pairs in the electronic environment.
We have seen that the resonance peaks are strongly dependent on nanoparticle shape and
this is equally true for damping timescales. For example, So¨nnichsen et al. achieved a
drastic reduction of the dephasing rate in gold nanorods [83] in contrast to nanospheres.
In gold nanoparticles interband excitations become significant above a threshold of
1.8eV, so by increasing the aspect ratio of nanorods one redshifts the LSP resonance
such that these effects are suppressed. This is in contrast to nanospheres where such a
redshift can only be produced geometrically by an increase in volume, accompanied by
an increase in radiative damping that negates any decrease to Γ.
2.3 Arrays of metallic nanoparticles
Dephasing times, as well as the majority of other optical properties are of course modified
in the case of interactions between two or more nanoparticles. Now that we have deliv-
ered a basic description of the optical properties of individual nanoparticles we proceed
to discuss the behaviour of collective excitations in arrays of interacting nanoparticles.
We will see that interactions give rise to extended plasmonic modes with optical proper-
ties that are tunable not just by the individual constituents but by the lattice structure
of the metamaterial and the microscopic interactions between LSPs. Understanding
these modes is essential as they are the channel guiding electromagnetic radiation with
strong lateral confinement over macroscopic distances.
In fact a significant deviation from the response of a single nanoparticle is seen for even
just an interacting pair, where the plasmon resonance peak exhibits a red (blue) shift for
polarisation parallel (perpendicular) to the separation axis [84]. One can visualise this
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Figure 2.12: There are two sets of parallel and anti-parallel eigenmodes for an in-
teracting nanoparticle dimer, those that are orientated perpendicular (transverse) and
parallel (longitudinal) to the separation axis. Those with a net dipole moment are
called bright modes, whereas the dark modes have no net dipole moment. The interac-
tion also red or blue shifts the resonant frequency with respect to two non-interacting
dipoles, as indicated by the colour of the enclosing boxes.
effect as shown in Figure 2.12, where the parallel polarisation is energetically favourable
for the bright mode of two dipoles interacting quasi-statically.
In reality this situation is more complicated, with a competition between static, radiative
and retardation effects. For an array of nanoparticles of radii n and lattice constant
a excited by external radiation with wavelength λ  n the optical response can be
calculated in the Coupled Dipole (CD) approximation [17, 85]. This consists of obtaining
a self consistent solution to the response of each particle at location Ri with dipole
polarisation pi = αE(Ri) in the presence of the fields of the other N − 1 particles [17,
85, 86]:
E(Ri) =
1
4pi0D
N−1∑
j 6=i
Sij (2.31)
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where
Sij = e
ikrij︸ ︷︷ ︸
retardation
{
k2rˆij × (rˆij × pj)
rij︸ ︷︷ ︸
radiative
+
[1− ikrij ]
electrostatic︷ ︸︸ ︷
[3rˆij(rˆij · pj)− pj ]
r3ij︸ ︷︷ ︸
short-range
}
, (2.32)
k = 2pi/λ, and rij denotes the interparticle separation vector between the ith and
jth particle in an array. Good agreement between the CD approximation and more
sophisticated electrodynamic calculations that include several multipoles is found for
nanoparticles with a radius of 30nm and less [17], as well as for complementary exper-
imental results [86]. We see that equation 2.32 captures short-range and electrostatic
dipolar interactions (1/r3ij terms), radiative dipolar coupling (1/rij terms) as well as the
effects of retardation (the factor eikr). In Figure 2.13 we see the shift in the resonant
frequency of the coupled array with decreasing lattice spacing, which blue shifts for
the larger spacings where (retarded) radiative interactions are dominant, but red shifts
for the smaller spacings where electrostatic interactions are dominant. Such long-range
electrodynamic interactions only begin to become important for spacings greater than
λ/2pi [17, 86] (i.e. a & 70nm for visible frequencies), thus for closely packed arrays we
can approximate equation 2.32 in the limit a λ as
E(Ri) =
N ′∑
j 6=i
1
4pi0Dr3ij
[3rˆij(rˆij · pj)− pj ] , (2.33)
where N ′ signifies a truncated sum up to terms where krij  1 holds. We note that for
this approximation to hold we also require a minimal separation so that the nanoparticles
experience a dipolar field from neighbouring particles, rather than the more complicated
fields that exist close to the particle surface. Exact quasistatic calculations of linear
chains of spherical nanoparticles have quantified this minimal separation to be n . a/3
[18]. The effects of retardation would cause the single band of the quasistatic dispersion
to split into two anticrossing bands, as well as effecting the phases of each individual
nanoparticle and thereby the distribution of constructive and destructive interference in
the array. Whereas radiation losses results in a complex dispersion relation.
In modelling these electrostatic dipolar interactions one only needs to account for a few
nearest neighbours to capture the important optical properties of arrays. For example,
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Figure 2.13: The peak resonant wavelength λmax of an array of nanoparticles, cal-
culated in the Coupled Dipole approximation, for various lattice spacings a. For de-
creasing a we see first a blue-shift for larger spacings where long-range electrodynamic
interactions are the dominant contribution to the optical response. However, there
is a turning point at about 300nm, below which there is a red-shift characteristic of
electrostatic dipolar interactions. The calculations were performed for oblate spheroids
with a principal axis of length 40nm and eccentricity 0.98, for hexagonal silver (black
crosses), square silver (blue diamonds), hexagonal gold (green circles), and square silver
(red squares) arrays. Adapted with permission from [86]. Copyright 2003 American
Chemical Society.
measurements of closely spaced nanoparticle chains show a squeezing of the optical field
with respect to a single nanoparticle, concentrated in interstitial sites [14]. As seen for
two nanoparticles there is an energy split between parallel and perpendicular modes,
which asymptotes with increasing chain length for only a few nanoparticles [16], as seen
in Figure 2.14. In fact in section 4.2.7 we show that the qualitative features of the
bandstructure and eigenstates of a honeycomb array are captured by considering only
nearest-neighbour interactions. Thus remembering equation 2.28 for the Hamiltonian of
an isolated nanoparticle, and referring to equation 2.33 we can see that the Hamiltonian
of the near-field dipolar interactions between an array of metallic nanoparticles is
H = H0 +Hint, (2.34)
where
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Figure 2.14: (a) Collective plasmon resonance energies for both longitudinal (EL) and
transverse (ET) excitations for Au nanoparticle arrays of different lengths obtained via
far-field spectroscopy (red circles) and FDTD simulations (black stars). (b) Simulation
results for the collective plasmon resonance energies for transverse excitation of Au
spheroids with aspect ratios 3:1 (blue diamonds). The resonances asymptote after
only a few nanoparticles. Reprinted with permission from [16]. Copyright 2002 AIP
Publishing LLC.
H0 =
∑
R
[
Π2(R)
2M
+
1
2
Mω20h
2(R)
]
, Hint =
N2e2
4pi0D
∑
R
∑
j
Cj , (2.35)
and Cj = 1− 3(pˆ · eˆj)2 where e denotes the nearest jth nearest-neighbour vector. Here
we have made the implicit assumption that all the dipoles are polarised in the same
direction pˆ, which is valid in the electrostatic limit as we discuss further in section 4.1
and appendix B.
So far we have discussed the collective plasmonic modes in arrays of metallic nanopar-
ticles. In chapter 5 we will investigate their interaction with the photonic modes of a
cavity, giving rise to new coupled light-matter modes termed plasmon polaritons which
are the true eigenmodes responsible for transporting radiation. For this reason we now
provide an introduction to the strong light-matter coupling regime and polaritons in
general.
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2.4 Polaritons
As has been evidenced throughout this chapter, it is the dielectric function of a material
which performs the leading role in determining the optical response; and we have seen
that we can significantly alter the properties of collective plasmons by tailoring the
material environment. In reality these plasmonic modes do not exist in isolation, but
interact with their photonic environment. Thus we can change the properties of plasmons
through manipulation of the photon field.
In the so-called weak coupling regime between light and matter one treats the radiation
field as a perturbation on the dynamics of the matter system, with the semiclassical
theory of radiation providing an adequate description of the optical properties [87]. In
this regime perhaps the most well-known example is the Purcell effect [88], whereby the
spontaneous emission rate of an atom in a cavity is enhanced if the transition energy is
in resonance with the cavity mode. On the other hand, if the interaction rate between
light and matter excitations is faster than average dissipation rates, the perturbative
weak coupling regime breaks down and one must describe interactions in the strong
coupling regime.
The weak coupling regime has been extensively explored in metallic nanoparticle arrays
[14–16, 18, 34]. However, it has long been known that the fundamental absorption
processes in periodic systems require a full quantum-field-theoretic treatment of the
strong-coupling regime [35, 36] which takes into account the conservation of crystal
momentum between the photonic and matter excitations. The true eigenmodes are a
coherent superposition of plasmons and photons, termed plasmon polaritons [89]. We
briefly review the seminal work by Hopfield who, as well as Fano, first treated the
strong coupling regime in the context of excitons in bulk solids. The applicability of this
theoretical methodology to plasmonic systems is a key component of our own work in
later chapters.
2.4.1 Hopfield and the strong coupling regime
In 1958 Hopfield published a treatment of the excitonic contribution to the dielectric
function of an insulating crystal [35], showing that the interaction of photons and exci-
tons leads to the formation of a hybrid mode. Termed a polariton, it is neither solely
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photonic or excitonic in nature, but a coherent superposition of the two.
To elucidate the inadequacies of the semiclassical description consider a 3D array of
identical atoms, each with a ground state φR and excited state ψR, where R are the
atomic positions. The elementary excitations of the crystal ΨR = ψR
∏
R′ 6=R φR′ with
just one atom at R in an excited state don’t have the required translational symme-
try, but can be used to construct a Bloch state which is the zero-order excited state
wavefunction
Ψk =
1√N
∑
R
eik·RΨR, (2.36)
where N is the total number of atoms. Thus transitions to the ground state are pro-
portional to the factor
∑
R exp[i(k−k′) ·R] with emission of a photon with wavevector
k′. In the absence of Umklapp processes this dictates the conservation rule k = k′, so
that each exciton is coupled to just one radiation mode. Due to the lack of a density of
final states real transitions are forbidden, and instead energy is continuously exchanged
between the excitonic and photonic modes. This suggests that we cannot think of ab-
sorption in a dielectric as simply a scattering process whereby a photon is absorbed
by an exciton and subsequently re-emitted in an arbitrary direction, as would be the
case for an isolated atom. Instead, the energy of an illuminating source is stored in
these coherent hybrid modes of the crystal, and thus we require a description of the true
eigenmodes of the light-matter interaction Hamiltonian of the crystal.
Excitons can be treated as approximate bosons in the limit nexca
3
0  1, where nexc is
the density of excitons and a0 is the Bohr radius [87]. In this case the full electronic
Hamiltonian can be decomposed into a part that is quadratic in exciton creation and
annihilation operators, formally mapping to a quantised polarisation field, plus higher
order terms which can be treated as a perturbation [35]. We are not interested in excitons
per se, so to elucidate the formalism applied to light-matter interactions in the strong
coupling regime, let us consider the simpler and more general problem of quantising a
polarisation field in interaction with the electromagnetic field. The Lagrangian density
for this system is
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L = 1
8pi
(E2 − c2B2)︸ ︷︷ ︸
light
+
1
2ω20β
(P˙2 − ω20P2)︸ ︷︷ ︸
matter
+ (A · P˙ + U∇ ·P)︸ ︷︷ ︸
interaction
, (2.37)
where ω0 is the natural frequency of the polarisation field and U is the electromagnetic
scalar potential. This Lagrangian describes the usual Maxwell equations plus an oscil-
lating polarisation density with constitutive equation ω−20 P¨ + P = βE . We can switch
to the Hamiltonian representation and expand in terms of the Fourier components of
the fields A and P and their conjugate momenta. These fields represent a system of
harmonic oscillators and so we introduce standard bosonic creation and annihilation op-
erators that diagonalise the decoupled light and matter terms, expressing the interaction
part in these operators also. We find the full Hamiltonian to be
H = ~
∑
q
(
ωphq c
†
qcq︸ ︷︷ ︸
light
+ω0a
†
qaq︸ ︷︷ ︸
matter
)
+Hint, (2.38)
where a†q and c†q create quanta of the matter and light fields respectively, ωphq = c|q| and
the field operators in terms of the creation operators are
A =
∑
q
(
2pic~
V|q|
)1/2 (
cqe
iq·R + c†qe
−iq·R
)
, (2.39)
P =
∑
q
(
~ω0β
2V
)1/2 (
aqe
iq·R + a†qe
−iq·R
)
, (2.40)
where V is the quantisation volume (which is compensated by the sum over all R). The
interaction Hamiltonian is
Hint = ~ω0
∑
q
[
iξq
(
c†qaq + c−qaq
)
+ ξ2q
(
c†qcq + c−qcq
)]
+ H.c., (2.41)
where ξq =
√
piω0β/ω
ph
q parametrises the interaction strength. Note that we have
suppressed the index representing the different possible polarisations. The Hamiltonian
has translational invariance and different polarisations are decoupled so it is sufficient to
choose a single polarisation. The eigenmodes of this coupled system, termed polaritons,
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are a coherent superposition of light and matter excitations. Thus we introduce the
operator
γq = waq + xcq + ya
†
−q + zc
†
−q, (2.42)
which, if it is to be a normal-mode annihilation operator must obey the Heisenberg
equation
[
γq, H
]
= ~ωpoq γq, (2.43)
where ωpoq is the eigenfrequency dispersion of the polaritons. The eigenvalue equation
2.43 can be written in matrix form as

ωphq /ω0 + 2ξ
2
q −iξq −2ξ2q −iξq
iξq 1 −iξq 0
2ξ2q −iξq −ωphq /ω0 − 2ξ2q −iξq
−iξq 0 iξq −1


w
x
y
z
 =
ωpoq
ω0

w
x
y
z
 , (2.44)
which leads to the polaritonic dispersion
ωpoq =
1√
2
[
W 2q ±
√
W 4q − 4(ω0ωphq )2
]1/2
, (2.45)
where
W 2q = ω
2
0 + (ω
ph
q )
2 + 4ω0ω
ph
q ξ
2
q, (2.46)
as shown in Figure 2.15. We see the prototypical polaritonic splitting and asymptotic
tendency to bare light and matter curves and a band gap proportional to β. Note that
in the polaritonic dispersion 2.45 we neglected the two negative energy solutions from
the eigenvalue equation 2.44 as unphysical. We will continue to ignore such solutions
for the rest of the thesis.
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Figure 2.15: The polaritonic dispersion in an infinite dielectric medium (solid lines).
Also shown are the light line (dashed line) and the resonant frequency of the polarisation
field (dotted line). The shaded region corresponds to the band gap induced by the anti-
crossing. In the figure 4piβ = 0.1.
2.5 Chapter Summary
The diffraction limit is a serious impediment to the resolution of microscopic structures.
However, we have seen that metallic nanoparticles enable us to overcome this limit, as
the electromagnetic fields associated to LSPs in nanoparticles are evanescently confined
to the surface and significantly enhanced within subwavelength regions. LSP resonances
can be excited by direct light illumination and typically lie in the visible spectrum.
The exact frequency and bandwidth can be modulated by the size, shape, material and
environment of the nanoparticle.
The situation becomes yet more interesting when we consider interactions between LSPs
in arrays of nanoparticles, as this leads to new collective propagating plasmonic modes,
the properties of which depend on the underlying lattice structure. Such metamaterials
can exhibit a variety of novel optical phenomena not found in nature, such as electro-
magnetic invisibility cloaking, perfect lensing and slow light [8–13]. In the next section
we will unveil some of the fascinating properties of graphene, which in combination with
this section will explain our motivation in researching the plasmonic properties of a
honeycomb array of metallic nanoparticles.
Chapter 2 - Plasmonics 34
Throughout this chapter we have also given weight to the assumptions which underlie our
models in later chapters. For example we have seen that for small enough nanoparticles,
on the order of a few tens of nanometres, the optical response is predominantly dipolar.
For closely spaced arrays the near-field interaction between neighbouring nanoparticles
is dominant compared to long range radiative and retarded EM interactions, and one
can consider just the instantaneous dipole-dipole interactions. That is so long as they
are not too close (or indeed touching) so that the dipolar field approximation holds,
valid for radii on the order n . a/3.
Before finishing this chapter we indicate how this thesis contributes to the current state
of plasmonics and artificial Dirac materials. Research in optical metamaterials is shifting
from three-dimensional structures to two-dimensional surfaces comprising of interacting
plasmonic meta-atoms [90] and non-trivial plasmonic states, such as topological edge
states, Majorana states and Jackiw-Rebbi midgap states [91, 92]. The focus is also
largely tending towards quantum plasmonics, as it has been demonstrated that quan-
tum behaviour such as entanglement is preserved in plasmons despite their macroscopic
nature [93]. At the same time, artificial Dirac materials in various physical contexts
have enabled the exploration of Dirac physics in new regimes [31, 94–97]. However, the
emphasis in the literature is on tailoring the properties of Dirac materials via the sym-
metries of the matter system, and little attention is paid to the environment. The key
contribution of this thesis is the emphasis and demonstration that one can fundamen-
tally alter the properties of Dirac plasmon polaritons by manipulating just a photonic
environment that preserves the underlying symmetries.
We have explained that out of the infinite possible arrangements of nanoparticles we
choose to explore the honeycomb lattice structure synonymous with graphene. Now let
us explain why.
Chapter 3
Introduction to graphene
In 2004 Novoselov et al. isolated graphene for the first time [20], sparking vast interest
in the material. Graphene is a monolayer of carbon atoms arranged in a hexagonal
bipartite lattice that forms a honeycomb structure. Being only one-atom-thick it is a
truly two-dimensional material, a fact that is largely responsible for the unique electronic
properties of graphene [24]. Previously it had been thought impossible for isolated
graphene to exist, as it would be thermodynamically unstable; the thermal fluctuations
of the constituent atoms becoming comparable to the interatomic spacing [98]. In stark
contradiction to this prediction, it has been found to be stable under ambient conditions
and of high crystal quality [22].
Even as much as half a century before its discovery it was well known that graphene
(which can be considered a building block of graphite) would possess many remarkable
electronic properties [21, 99, 100]. The behaviour of its electrons around the Fermi energy
maps to those of high energy relativistic particles called ‘massless Dirac fermions’, and
for this reason the electronic physics in graphene has been referred to as ‘QED in a
pencil trace’ and studied by theorists as a (2 + 1)-dimensional QED analogue for several
decades [101, 102].
The electronic properties of graphene arise primarily due to the symmetry and dimen-
sionality of the material. This fact has motivated the investigation of many artificial
graphene systems [29] from cold atoms [30, 31] to photonic arrays [32, 33]. We have
seen in the previous chapter that the optical properties of nanoparticle arrays depend
35
Chapter 3 - Graphene 36
crucially on the underlying lattice structure, and thus, it is expected that collective plas-
monic excitations in honeycomb structured arrays of nanoparticles will inherit analogous
properties of electrons in graphene. Firstly we will thus analyse the most remarkable as-
pects of the electronic properties of graphene itself. Our focus will be on the theoretical
description of Dirac quasiparticles because we are not so much interested in graphene
per se, but rather in the techniques and language used within the graphene community
to describe this carbon incarnation of the honeycomb lattice.
Whilst we assume the reader has a familiarity with condensed matter theory, in the
subsequent section 3.1 we wish to revise the topic of geometric phases, as key arguments
in this thesis, such as the existence and stability of Dirac points, rely on some of these
concepts. In section 3.2 we present the electronic structure of ideal monolayer graphene
obtained in the tight-binding formalism. At energies close to the Fermi energy we dis-
cover that electrons in graphene behave like massless Dirac fermions with an associated
chirality and non-trivial Berry phase. We will see consequences of these properties in
section 3.3, such as a suppression of backscattering off smooth inhomogeneities leading
to high mobilities, and a related exotic transport phenomenon called Klein tunneling
where charge carriers in graphene can pass through arbitrarily tall and wide potential
barriers with perfect transmission. Finally in section 3.4 we show the effects of strain in
the lattice leading to artificial gauge fields.
3.1 Geometric phases and related concepts
In 1984 Michael Berry published a paper that changed our understanding of adiabatic
evolutions of quantum states [103]. It was well understood [104] that in the adiabatic
limit a state that evolves due to a slow variation of the system parameters would acquire
a dynamical phase factor (the time integral of the energy) plus an additional phase factor,
which (one thought) could be eliminated by a gauge transformation [105], due to the
degree of freedom in choosing an arbitrary parameter-dependent phase factor of the
eigenfunctions.
However, Berry showed that for evolutions corresponding to closed loops in the param-
eter space (i.e. returning to the original configuration) the additional phase factor, now
known as the Berry phase, is gauge invariant modulo 2pi. Thus, the Berry phase has
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physically observable effects. Additionally the Berry phase can be expressed solely as a
line-integral (or surface integral) in the parameter space and does not depend explicitly
on the dynamics of the system. For this reason it is also known as the geometric phase.
3.1.1 The geometric phase
Consider a system described by a Hamiltonian H(λ) with a time dependence encoded in
the parameters λ = λ(t). We can construct an instantaneous basis from the eigenstates
of the Hamiltonian
H(λ)|n,λ〉 = n(λ)|n,λ〉. (3.1)
However, this only defines |n,λ〉 up to a phase factor. Thus, we are free to perform
a gauge transformation |n,λ〉 → eiα(λ)|n,λ〉 with the constraint that eiα(λ) be single
valued to preserve orthonormality of the eigenfunctions. Thus, the general solution to
the Schro¨dinger equation in this basis is
|Ψ(t)〉 =
∑
n
cn(t)e
iθn(t)|n,λ(t)〉, (3.2)
where θn = −(1/~)
∫ t
0 n(λ(t
′))dt′ is a dynamical phase factor. We consider a system
prepared in the state |Ψ(0)〉 = |n,λ(0)〉 and ask how it evolves. By substituting equa-
tion 3.2 into the Schro¨dinger equation we obtain an expression for the evolution of the
coefficients as
c˙n = −cn〈n|∂t|n〉︸ ︷︷ ︸
adiabatic
−
∑
m6=n
cm
〈n|H˙|m〉
m − n e
i(θm−θn)
︸ ︷︷ ︸
corrections
, (3.3)
where we have dropped the explicit label λ of the basis. Thus, in the adiabatic limit
[106] the coefficients are given by cn(t) = cn(0)e
iγn(t) where
γn(t) = i
∫ t
0
〈n,λ(t′)|∂t′ |n,λ(t′)〉dt′. (3.4)
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The coefficients of the initial state |n,λ(0)〉 are clearly cm(0) = δmn and thus the state
evolves adiabatically as
|Ψ(t)〉 = eiγn(t)eiθn(t)|n,λ(0)〉. (3.5)
Changing integration variables we can write the factor γn as
γn =
∫
Γ
An · dλ, (3.6)
which is a geometrical phase factor determined by an integral along the path Γ mapped
out in parameter space by λ(t′) between t′ = 0 and t′ = t. The integrand
An = i〈n|∇λ|n〉 (3.7)
is termed the Berry connection. Both An and γn depend on the gauge choice of the
basis and these three factors transform as
|n,λ〉 → eiα(λ)|n,λ〉, (3.8)
An → An −∇λα(λ), (3.9)
γn → γn + α(λ(0))− α(λ(t)). (3.10)
Thus, it appears we can neglect the geometrical phase factor in our treatment as we can
always choose α(λ) such that γn → 0.
However, Berry made a crucial refinement to this argument with the consideration of
cyclic evolutions such that the system traverses a closed path Γ in parameter space with
λ(T ) = λ(0). In this case if exp(iα(λ)) is to be single valued α(λ(0)) and α(λ(T ))
must be equivalent modulo 2pi. Thus, our choice of gauge is restricted such that the
geometrical phase factor transforms as
m ∈ Z : γn → γn + 2pim. (3.11)
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The relevant factor exp(iγn) is unchanged and so we see that for closed paths the geo-
metrical phase factor is gauge invariant if interpreted as a phase angle. Correspondingly
we define the geometrical phase factor of a closed loop as the Berry phase, given by
γB,n =
∮
Γ
An · dλ. (3.12)
3.1.2 Berry curvature and Chern number
As the Berry phase is a gauge-invariant quantity it would be beneficial to have a gauge
invariant way of computing it. In analogy with electromagnetism we define the Berry
curvature as
B = ∇×A, (3.13)
which formally resembles a real magnetic field, but in the parameter space. Here we
have used 3D notation but the principles are generalisable to any dimensionality of λ.
We also drop the explicit label of the basis state n from the Berry quantities. By virtue
of Stokes’ theorem we can express the line integral around a closed contour Γ as an
integral over any surface S bounded by Γ, i.e.
∫
S
B · dS :=
∮
Γ
An · dλ. (3.14)
The notation ‘:=’ implies the following. The LHS is an integral of the fully gauge
invariant quantity B and has a unique value, whereas the RHS is defined modulo 2pi.
Having obtained interesting results integrating the Berry connection along a closed con-
tour, it is natural to investigate the result of integrating the Berry curvature over a
closed surface. Consider the simple case of a sphere (or any surface that is homeomor-
phic to a sphere) in parameter space. We can subdivide the surface of the sphere into
two regions S1 and S2 defined by a closed contour Γ which traverses the two regions in
opposite directions. Thus, from Stokes theorem the integral of the Berry curvature in
each region is
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∫
S1
B · dS := γB, −
∫
S2
B · dS := γB, (3.15)
and so subtracting these two quantities we find that
∮
S
B · dS := 0. (3.16)
It follows that the integral of the Berry curvature over a closed surface is quantised in
integer multiples of 2pi. By convention the corresponding integer is defined as the Chern
number [107] given as
C = − 1
2pi
∮
S
B · dS. (3.17)
3.1.3 Berryology in the Brillouin zone
Having defined Berry quantities in a generic parameter space we wish to study their
manifestation in Bloch bands. We now consider a Hamiltonian parametrised by a two-
dimensional crystal wavevector q = (qx, qy) and consider the consequences of both time-
inversion T , space-inversion I and systems that are invariant under IT . As q is periodic
the Brillouin zone is a closed surface and we identify a topological invariant as the Chern
number obtained from an integration of the Berry curvature over the whole Brillouin
zone. As q is two-dimensional we can see that only the z component of B contributes
to the Berry phase and Chern number, and so we refer to Bz as the Chern density.
We can write the Berry curvature in the more useful form
Bi = iijk〈∂jn|∂kn〉, (3.18)
where |∂in〉 ≡ ∂i|n〉. In this representation we can verify that the effects of time-reversal
(T ) and space-inversion (I) on the Chern density and Chern number are
Chapter 3 - Graphene 41
T Bz(q) = −Bz(−q), T C = −C, (3.19)
IBz(q) = Bz(−q), IC = C. (3.20)
These results show that a system with time-reversal symmetry is topologically trivial,
in the sense that it has a zero Chern number. At first glance it also suggests that a
system with IT symmetry has an identically zero Chern density at every q-point and
thus a trivial Berry phase. However, let us see that this is not quite true.
3.1.4 Dirac points
Consider the operation of IT on the Berry phase. An arbitrary region S in q-space is
invariant under IT and thus
IT γB =:
∫
S
(IT Bz)d2q, (3.21)
= −
∫
S
Bzd2q, (3.22)
:= −γB. (3.23)
We see that as the Berry phase is only defined modulo 2pi, a system with IT symmetry
does not (necessarily) have a trivial Berry phase of zero but instead an integer multiple
of pi
γB = npi. (3.24)
This means that the Chern density must be a sum of Dirac delta functions
nj ∈ Z : Bz(q) =
∑
j
njpiδ(q−Kj), (3.25)
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with the delta functions acting as a source of Berry flux, either 0 or pi. A point Kj
that has a pi flux is called a Dirac point. Under smooth changes in the Hamiltonian the
Berry curvature must change smoothly also. Thus, the only thing that can change is
the location of Dirac points, unless they are brought into contact and annihilate in a
topological transition [108, 109].
Note also that if the system possesses time-reversal symmetry (and thus a Chern number
of zero) then there must be an even number of Dirac points. These two key points allow
us to discuss the existence and stability of Dirac points in later chapters.
3.1.5 Berryology in a two-band model
We will largely be dealing with two-band models so let us introduce some general con-
cepts. A two band Hamiltonian can be written (up to a global energy shift which does
not alter the eigenstates) as
H(h) = σ · h, (3.26)
where σ = (σx, σy, σz) is the vector of Pauli matrices and h = (hx, hy, hz) is a vector of
parameters. Before calculating the Berry phase let us introduce another useful repre-
sentation of the Berry curvature by inserting a complete basis inside the inner product
of equation 3.18 to obtain
Bn = −Im
∑
n′ 6=n
〈n|∇H|n′〉 × 〈n′|∇H|n〉
(n − n′)2 . (3.27)
The eigenvalues of the Hamiltonian are simply ±|h| and we can write the eigenstates as
|+,h〉 =
 cos(θh/2)
eiφh sin(θh/2)
 , |−,h〉 =
 sin(θh/2)
−eiφh cos(θh/2)
 , (3.28)
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where θh and φh are the polar and azimuthal angle of h respectively. Evidently the
gradient of the Hamiltonian with respect to its parameters is just the Pauli vector
∇hH = σ and thus the Berry curvature 3.27 reads
B± = −Im〈±|σ|∓〉 × 〈∓|σ|±〉
4h2
. (3.29)
Choosing the coordinate system with zˆ parallel to h the eigenvectors are |+〉 = (1, 0)T
and |−〉 = (0, 1)T and so the matrix elements 〈±|σ|∓〉 can be calculated easily, leading
to the Berry curvature
B± = ±1
2
1
h2
hˆ. (3.30)
Referring to equation 3.14 we see that one can interpret the Berry phase as the flux
through the surface S of a monopole located at the origin of parameter space. As such
it takes the simple form
γ±B = ±
1
2
ΩΓ, (3.31)
where ΩΓ is the solid angle subtended by the surface S bounded by Γ. For clarity let
us restate the procedure to calculate the Berry phase in an abridged form. Given a
two-level Hamiltonian write it as σ · h. Define the vector
V± = ±hˆ, (3.32)
which is nothing more than the unit vector of Berry curvature for the eigenstate |±〉.
A closed contour Γ in h traces a closed contour Γ˜ in hˆ on the surface of a unit sphere.
The Berry phase is then just the fraction of the sphere’s surface area bounded by the
contour Γ˜, multiplied by ±2pi.
This makes the calculation of the Berry phase in a two-band model a simple and pleas-
ingly visual experience, as we show in Figure 3.1. Now that we have revised these
key concepts let us return to the real topic of this chapter and discuss the electronic
properties of graphene.
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Figure 3.1: A visualisation of the calculation of the Berry phase. An arbitrary closed
curve in h (larger black curve) corresponds to a closed curve in hˆ on the surface of a
sphere. The Berry phase is directly proportional to the fraction of the sphere bounded
by the curve (red area).
3.2 Electronic structure of graphene
The hexagonal bipartite lattice of graphene can be considered to comprise of two in-
equivalent sublattices [21]. Figure 3.2 shows the lattice structure and the first Brillouin
zone in the reciprocal space. The electronic structure of a carbon atom is 1s22s22p2 with
four valence electrons [110]. In graphene three of these electrons form strong covalent
carbon-carbon bonds in the plane, leaving one remaining conduction electron, called a
pi-electron.
We will now explore the electronic properties of graphene in detail, by obtaining the
band structure using a tight-binding calculation, and then focusing on the low-energy
regime around the Fermi energy.
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Figure 3.2: (a) The lattice structure of graphene, with lattice vectors a1 = a(
√
3, 0)
and a2 = (a/2)(
√
3, 3). The nearest-neighbour vectors are defined as e1 = a(0,−1),
e2 = (a/2)(
√
3, 1) and e3 = (a/2)(−
√
3, 1). These link the inequivalent A and B lattice
sites, represented by blue and red dots respectively in the figure. In graphene a ≈ 1.4A˚
is the carbon-carbon distance. (b) The first Brillouin zone in reciprocal space defined
by the primitive vectors b1 = (2pi/3a)(
√
3,−1) and b2 = (4pi/3a)(0, 1). Also shown are
the topological points of high symmetry, K = (4pi/3
√
3a)(1, 0), K′ = −K, Γ = (0, 0)
and M = (pi/3a)(
√
3,−1).
3.2.1 Tight Binding Model of Graphene
The eigenfunctions of a crystal Hamiltonian H can be represented in a basis of Bloch
states constructed from atomic orbitals. The Bloch states are
Φj(q, r) =
1√N
∑
R
eiq·Rϕj(r−R), (3.33)
where R denotes the atomic positions, N is the number of unit cells and ϕj is the atomic
wavefunction in the state j, of which there are n in the unit cell. The eigenfunctions in
the crystal can thus be expressed as a linear combination of these Bloch states as
Ψi(q, r) =
n∑
j=1
uij(q)Φj(q, r), (3.34)
where uij are the expansion coefficients. In this representation, for the specific case of
graphene we have
Ψ(q, r) = uA(q)ΦA(q, r) + uB(q)ΦB(q, r). (3.35)
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Substituting this eigenfunction into the stationary Schro¨dinger equation, multiplying by
Φ∗A and Φ
∗
B respectively and integrating gives the system of equations [21]
HAA HAB
HBA HBB
uA
uB
 = E
uA
uB
 , (3.36)
where Hµν = 〈Φµ|H|Φν〉, and we have assumed that 〈Φµ|Φν〉 = δµν as per the Slater-
Koster scheme [111, 112]. Writing HAA more explicitly we have
HAA =
1
N
∑
RA
〈ϕRA |H|ϕRA〉+
1
N
∑
RA 6=R′A
eiq·(RA−R
′
A)〈ϕR′A |H|ϕRA〉, (3.37)
where |ϕR〉 is defined via ϕR(r−R) = 〈r|ϕR〉. Retaining only the dominant term when
RA = R
′
A we see that HAA = HBB = 2p, which is just the orbital energy of the 2p
level. Taking a nearest-neighbour approximation, HAB simplifies to a sum over the three
nearest neighbours such that
HAB =
1
N
∑
j
∑
RB=RA+ej
e−iq·ej 〈ϕRA |H|ϕRB 〉. (3.38)
Identifying the transfer integral t = 〈ϕRA |H|ϕRB 〉 ≈ 2.8eV [24, 113] as the energy
required for an electron to hop from one lattice site to its nearest neighbour, equivalent
for all three, we can write equation 3.38 more simply as HAB = tf
∗(q), where f(q) is
given explicitly using the nearest neighbour vectors as
f(q) =
∑
j
eiq·ej = eiaqy/2
[
e−i3aqy/2 + 2 cos
(√
3aqx/2
)]
. (3.39)
Similarly HBA = tf(q). Thus, we have all the terms Hµν and can write (based on
equation 3.36) the Hamiltonian as
H =
 0 tf∗(q)
tf(q) 0
 , (3.40)
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Figure 3.3: (a) The tight-binding band structure of graphene. (b) The direction
(magnitude) of B+ is represented by the black arrows (colour scale in arbitrary units).
The arrows also correspond to the vector V+ of equation 3.32. The first Brillouin zone
is indicated by the dashed red hexagon.
where we have set 2p = 0 as it simply provides a global energy shift. Correspondingly
the electronic band structure of graphene, as shown in Figure 3.3(a), is
E±(q) = ±t|f(q)| (3.41)
= ±t
√√√√1 + 4(√3qxa
2
)
cos
(qya
2
)
+ 4 cos2
(√
3aqx
2
)
. (3.42)
We see that graphene is a zero-gap semiconductor [114], with the conduction and valence
bands meeting at zero energy, at two sets of inequivalent points in momentum space,
corresponding to the topological points of high symmetry K and K′ as defined in Figure
3.2(a).
The electronic properties of a system can not be determined uniquely from the band-
structure, the nature of the eigenstates is crucial also, so in Figure 3.2(b) we plot from
equation 3.30 the Berry curvature as a function of q. To be clear, remember that we
choose to parametrise an arbitrary two-band Hamiltonian by a vector h, given in the
basis of Pauli matrices. Thus, whilst B+ is a function of q, the arrows in Figure 3.2(b)
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correspond to the Berry curvature in h-space, not q-space. By inspection we can see
that the solid angle swept out by V+ when traversing a contour that encircles a K or
K ′ point is ±2pi, and we can identify these as Dirac points with a Berry phase of pi. Let
us now study these points further.
3.2.2 Massless Dirac fermions
In pristine graphene the Fermi energy EF coincides exactly with the energy of the Dirac
points, and for a realistic doping induced by environmental factors such as substrate
doping the Fermi energy is still close to the conical points with EF  t ≈ 2.8eV [24].
From Figure 3.3 we can see that the the bandstructure is approximately conical up to
energies that are a significant fraction of ±1eV. Therefore, to describe the electronic
properties in the regime EF  t we can expand the Hamiltonian (based on equation
3.40) around q = τK + k to first order in k, where τ is a valley index, equal to +1 (−1)
for the K (K ′) valley. We see this is just a problem of expanding the function f(q).
Taking a series expansion of eiq·ej to first order and noting that
∑3
j=1 e
iτK·ej = 0 we
have
f(τK + k) =
3∑
j=1
eiτK·ejeik·ej (3.43)
≈ −τ 3a
2
(kx + iky). (3.44)
Thus, equation 3.43 leads directly to an expression for the approximate Hamiltonian
that describes the low energy quasiparticles as
Hτ = τ~vF (kxσx + τkyσy) (3.45)
where vF =
3a|t|
2 ≈ c/300 is the Fermi velocity. We can obtain a complete description of
both valleys by constructing a block matrix
H = ~vF τz ⊗ σ · k, (3.46)
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which is given in the basis Ψ = (ψ+,A, ψ+,B, ψ−,B, ψ−,A)T where ψτ,s denotes the com-
ponent of the wavefunction in the τ valley and s sublattice. Here τz denotes the Pauli
matrix acting on the valley space. This Hamiltonian formally maps to the relativistic
Dirac Hamiltonian which describes elementary spin-1/2 particles [24, 102]. The internal
degree of freedom which is real spin for elementary massless Dirac fermions is given by
the sublattice index in the case of graphene electrons. Thus, the spinors in graphene
correspond to the distribution of probability density between the two sublattices A and
B.
The energy spectrum is seen to be conical and given by
E = λ~vF |k|, (3.47)
where the band index λ = ±1 corresponds to the upper and lower band respectively.
Let us return to the Hamiltonian in each valley subspace Ψ− = (ψ+,A, ψ+,B) and Ψ+ =
(ψ−,B,−ψ−,A), where we can write (based on equation 3.46) the Hamiltonian as
Hτ = ~vF τσ · k. (3.48)
This two level Hamiltonian is already written in the conventional form σ · h (equation
3.26), and the parameter space h is just k itself. As θk = pi/2 the eigenvectors 3.28 are
simply
|λ, τ,k〉 = 1√
2
(1, λτ exp[iφk]). (3.49)
These eigenstates have a well defined chirality, in the sense that their representation in
the Bloch sphere is simply Vτλ(k) = λτ kˆ. For massless particles chirality is the same
as helicity ηq, a term which originates in high-energy physics and is defined as the
projection of a particle’s spin onto its direction of motion [115]
ηq =
σ · q
|q| . (3.50)
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The helicity (or equivalently chirality) of a massless particle state is given by its eigen-
value η = ±1 when operated on by ηq. Note that in the context of graphene σ does not
represent the real spin of an electron but the sublattice pseudospin. Thus, by inspection
of the Hamiltonian 3.48 we see that the chirality of the eigenstates 3.49 is η = λτ . In
other words, in the K valley the unit vector of Berry curvature VK± is constrained to
align (anti-align) with the wavevector for the upper (lower) band, and vice versa for
the K ′ valley. Thus, we can immediately identify these states with an associated Berry
phase of pi.
3.3 Consequences of chirality
Many of the electronic properties of graphene can be understood as a result of chirality.
Perhaps two of the most dramatic consequences are the suppression of backscattering
off smooth potentials [25], and Klein tunneling [116] — the complete transmission (for
certain angles of incidence) of graphene electrons through arbitrarily tall and wide barrier
potentials.
3.3.1 Suppression of elastic backscattering
Consider an impurity potential U(r) that varies smoothly on the scale of the lattice
constant so as to suppress intervalley scattering. This allows us to work in a single valley
subspace, and we choose theK valley here. The potential modifies the HamiltonianH0 =
~vFσ ·k of graphene by the introduction of a diagonal term V = U(r)1. The probability
amplitude that such a potential causes a state |±,k〉 to back scatter elastically into the
state |±,−k〉 is proportional to the matrix element 〈±,−k|T |±,k〉 of the corresponding
T -matrix [117]
T =
∑
n
Tn, Tn = V
[
(E −H0)−1 V
]n
. (3.51)
Firstly we can easily see that if the potential is weak such that the T -matrix is well ap-
proximated by the zeroth order term T0 = V , then the back scattering matrix element
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is zero as the states |+,k〉 and |+,−k〉 (or |−,k〉 and |−,−k〉) are orthogonal. More-
over, as revealed by T. Ando et al. [25], by considering the full T -matrix and a little
cunning manipulation of indices one can show that the back scattering matrix element
disappears identically for any arbitrary potential U(r). This remarkable result allows us
to understand the high mobility and low resistivity in graphene as a direct consequence
of chirality: Two states with anti-aligned wavevectors have anti-aligned ‘pseudospins’ V
and thus are orthogonal states.
3.3.2 Klein tunneling
In this section we consider the transport of charge carriers through a step barrier poten-
tial (PNP junction). We will see some remarkable results which are the condensed matter
analogue of the Klein ‘paradox’ for relativistic spin-1/2 elementary particles [116]. We
consider the graphene Hamiltonian
H = ~vFσ · k + V (x), (3.52)
where V (x) is a barrier potential that we suppose to be smooth on the scale of the
lattice constant (to suppress intervalley scattering) but sharp on the scale of the Fermi
wavelength (so that we are justified in modelling the potential as a step barrier and
matching wavefunctions at the discontinuities). We thus consider a potential that is
translationally invariant in the yˆ direction given by
V (x) =

0, x < 0
VB, 0 < x < D
0, x > D
, (3.53)
which segregates space into three distinct regions as shown in Figure 3.4. Consider
the forward propagating (rightward bound) solution in any region. It is essentially the
spinor |±,k〉 of equation 3.49
Φ→(V ) = eikxxeikyy
 1
S exp(iφk)
 , (3.54)
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Figure 3.4: Schematic of Klein tunneling at normal incidence. The energy of the
potential barrier and injected state are shown by the solid and dashed black lines
respectively. The conical bandstructure (arbitrary scale) of graphene is superimposed
in each region, with kx along the horizontal axis. The green (red) bands have positive
(negative) group velocity as indicated by the large arrows. Also shown in the small
blue arrows are the pseudospin vectors. The pseudospins of forward propagating states
are antipodal (aka orthogonal) to the backward propagating states and so the injected
state can only scatter into forward propagating states.
where ky is conserved across all regions due to the translational invariance, kx =√
(E − V )2/~2v2F − k2y, φk = arctan(ky/kx) and S(V ) = sgn(E − V ). As the spec-
trum is isotropic the backward propagating solution Φ← is obtained easily from Φ→ by
the substitutions kx → −kx, ky → ky and φk → pi − φk and reads
Φ←(V ) = e−ikxxeikyy
 1
−S exp(−iφk)
 . (3.55)
If we specify the ‘injected’ state to be forward propagating in the region left of the
barrier, the general solution is
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ψ =

Φ→(0) + rΦ←(0), x < 0
AΦ→(VB) +BΦ←(VB), 0 < x < D
tΦ→(0), x > D
. (3.56)
The coefficients r (reflection), t (transmission), A and B are obtained by equating the
wavefunction in the three regions at the discontinuities in V (x). From this it follows
that the reflection coefficient is
r =
2i exp(iφk) sin(k
′
xD) (sinφk − SS′ sinφk′)
SS′ [exp(−ik′xD) cos(φk + φk′) + exp(ik′xD) cos(φk − φk′)]− 2i sin(k′xD)
(3.57)
where the variables with (without) a prime symbol correspond to those inside (outside)
the barrier region.
Figure 3.5 shows the transmission probability T = 1 − |r|2 as a function of incidence
angle. As can be seen from the figure and equation 3.57, at normal incidence the
transmission is exactly unity irrespective of the barrier height or width. This counter
intuitive result is directly analogous to the Klein paradox in QED, and is in stark contrast
to the typical exponentially suppressed transmission associated with non-chiral electronic
systems [106]. That it is directly related to chirality is highlighted in Figure 3.4 where
we present a schematic of the pseudospin and bandstructure in each region. We see
that a reflection is forbidden as this would violate the conservation of pseudospin, and
hence there is only one (a forward propagating) channel into which a normally incident
electron can scatter. There are also additional resonant values (q′xD = npi) at which the
transmission is unity, but most importantly we emphasise again that perfect transmission
always persists for normal incidence.
Such intriguing chiral tunnelling phenomenon have important consequences for the elec-
tronic properties of graphene and device applications. The suppression of back scattering
and high transmission amplitudes at several other scattering angles minimise the local-
isation effects expected from disorder, as well as help to explain the observed minimal
conductivity of graphene even at vanishing charge carrier density [22, 118, 119]. We now
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Figure 3.5: The transmission probability T = 1−|r|2 as a function of incidence angle
φk, where r is defined in equation 3.57. The red (blue) curve corresponds to a hole
concentration of 1× 1012cm−2 (3× 1012cm−2) and barrier height of 200meV (285meV)
within region II (see Figure 3.4). Figure adapted with permission from [116]. Copyright
2006 Nature Publishing Group.
proceed to the final section of this introduction to explore the modification of graphene
in the presence of strain induced pseudo-magnetic fields.
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3.4 Pseudo-magnetic gauge fields
The electronic properties of graphene in presence of a real magnetic field display unique
signatures [24], for example the half-integer quantum Hall effect [22] that is observable
at room temperature [120]. The description of a magnetic field enters the Hamiltonian
as a gauge field (p → p − eAem). Intriguingly the effects of intrinsic or mechanical
deformation of a graphene membrane can also be expressed as a gauge field [118, 121],
which suggests the possibility to realise magnetic phenomena in the absence of a magnetic
field. Let us present the basic theory followed by a discussion of strain-induced Landau
quantisation.
3.4.1 Modification of model due to strain
If a strain is imposed upon a graphene membrane, in general both the nearest neighbour
lengths and orientations will be modified. Assuming the strain is smooth on the scale
of the interparticle distances, the sublattice symmetry is unbroken and we are able to
treat the system as a membrane within the theory of continuum mechanics [24]. We
will restrict our investigations to in-plane deformations only. As usual the displacement
vector is defined as u(R) = R′(R) − R where R and R′ are the coordinates of the
undeformed and deformed membrane respectively. The nearest neighbour coordinates
of a particle at position R are transformed to
e′α =
(
δαβ +
∂uα
∂xβ
)
eβ, (3.58)
to first order in u, where Einstein summation is implied over the set {x, y}. Similarly
the length becomes |e′|2 = |e|2 +2uαβeαeβ with the strain tensor defined to lowest-order
in the strain as [122]
uαβ =
1
2
(
∂uα
∂xβ
+
∂uβ
∂xα
)
. (3.59)
Upon incorporating the modified nearest-neighbour vectors into the low energy graphene
Hamiltonian 3.48 one realises that these alterations can be written as a gauge potential,
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formally in much the same way as for a real magnetic field. As such, to first order in
the strain tensor the Hamiltonian 3.48 becomes
Hτ = τvFσ · piτ , (3.60)
where piτ = p− τeA and the gauge potential is
A =
~β
ae
uxx − uyy
−2uxy
 , (3.61)
with coefficients chosen so that A has the same units as a real magnetic vector potential,
leading naturally to the definition of a ‘pseudo-magnetic’ field
B = ∂xAy − ∂yAx. (3.62)
The factor β ≈ 2 arises from the dependence of the hopping integral on inter-atomic
distances and particulars of chemical bonding. We see that A has an opposite sign in
each valley and thus mechanical deformations, unlike a real magnetic vector potential, do
not globally violate time-reversal symmetry. However, formally similar gauge potentials
produce physically similar effects. As an example we will now discuss the possibility to
produce Landau quantisation in the absence of real magnetic fields.
3.4.2 Landau quantisation in zero magnetic field
Not all strains give rise to a non-vanishing pseudo-magnetic field. For example the
simplest case of a uniform strain renders A a constant and hence B zero. It is perhaps
not so surprising that a uniform finite B is realised by strains that possess the same
triangular symmetry as the underlying lattice [123]. As an example one can employ
a simple displacement vector of the form u ∝ (2xy, x2 − y2), yielding the symmetric
gauge A = (B/2)(−y, x). Under such a strain the energy spectrum now comprises of
Landau levels which is made evident upon introduction of the bosonic operator γ =
(2eB~)−
1
2 (pix − ipiy). The Hamiltonian 3.60 in the K valley now reads
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H = ~
 0 ωDγ
ωDγ
† 0
 , (3.63)
where ωD = v(2eB/~)
1
2 . The Schro¨dinger equation for the eigenstates ψ = (ψA, ψB)
T
and energy eigenvalues E are
γψB = ψA, (3.64)
γ†ψA = ψB, (3.65)
where  = E/~ωD. One can immediately identify the ground state as that with ψA = 0
so that the solution is completely polarised in pseudo-spin space, signifying that the
state belongs entirely to the B sublattice. For the K ′ valley ψA and ψB switch places in
equation 3.64 so that the ground state belongs entirely to the A sublattice. By acting
with γ† upon 3.64 we obtain γ†γψB = 2ψB and thus the energy spectrum is
E±n = ±~ωD
√
n, (3.66)
where n ∈ N. These discrete energy levels are exactly the same as the Landau levels
one obtains from a real magnetic field. Unlike the spectrum of non-relativistic electrons
here we have Landau levels that are not equally spaced in energy and a zero energy state
shared equally by electrons and holes, yet completely polarised in pseudo-spin space as
already discussed.
3.5 Chapter Summary
We have explored some of the remarkable electronic properties of graphene, such as
the suppression of backscattering and Klein tunneling. Importantly the origin of these
phenomena is not intrinsically linked to the statistics of the constituents, but rather to
the symmetries of the honeycomb lattice itself. Therefore, it is not too great a leap of
imagination to envisage that other physical systems that share the same symmetries as
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graphene will reap similar rewards. In the next section we begin our investigation of a
honeycomb structured array of metallic nanoparticles, and will unite our discussions of
Dirac physics from this chapter and those of plasmonics from the preceding one.
Chapter 4
Dirac plasmons in bipartite
lattices of metallic nanoparticles
Much of the research presented in this chapter forms the substance of a paper [124]
published in the journal 2D Materials, on which I am first author. This work was
carried out with my collaborators Claire Woollacott, Guillaume Weick and my supervisor
Eros Mariani. The figures (and videos) are reproduced with permission from c© IOP
Publishing, all rights reserved.
In the previous two chapters which sampled the literature on both plasmonics and
graphene science we have explained our motivation in studying a honeycomb structured
lattice of metallic nanoparticles. We have seen that nanofabrication technologies enable
one to precisely fabricate nanoparticle arrays [68] with near unlimited design possibilities
for the constituents and arrangement. The optical properties of nanoparticle arrays
depend crucially on the underlying lattice structure and the microscopic interactions
between LSP resonances [60], and so we seek inspiration in choosing an interesting
lattice out of the infinite possibilities. As is often the case, nature provides a candidate:
the honeycomb structured array exhibited by graphene. Graphene has been shown to
exhibit a myriad of fascinating electronic and transport phenomena [114], the majority
of which are a direct consequence of the symmetries of the underlying lattice and not
in any deep sense connected to the statistics of the constituents. This fact, along with
the existence of other artificial graphene systems, suggests that collective plasmons in a
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honeycomb array of nanoparticles should inherit many analogous properties to graphene,
such as a non-trivial Berry phase of pi and the suppression of backscattering [116].
We begin in section 4.1 by presenting the general model of interacting metallic nanopar-
ticles in the simpler context of a dimer and a linear chain. The subsequent section
4.2 is the bulk of this chapter and the corresponding published paper, where we study
nanoparticle arrays with a perfect honeycomb structure, with and without inversion
symmetry, as well as generic bipartite lattices. We explore the band structure of the
CPs in section 4.2.5 and unveil a phenomenal tunability granted by the polarisation
degree of freedom. Section 4.2.4 identifies a rich polarisation-space phase diagram that
maps out those polarisations (i.e. the orientations of the dipole moments associated with
the LSPs) which correspond to a gapped or gapless CP dispersion. Moreover, we show
that all the gapless phases in the phase diagram are characterised by CPs behaving as
massless chiral Dirac particles, in analogy with electrons in graphene. In section 4.2.6
we explore the effects of breaking the inversion symmetry, and find that in this case col-
lective plasmons are described as gapped chiral Dirac modes with an energy-dependent
Berry phase. We relax a further symmetry in section 4.3 by analysing generic bipartite
hexagonal lattices of which the honeycomb structure is a special case. There we study
the evolution of the phase diagram and unveil the emergence of a sequence of topological
phase transitions when one hexagonal sublattice is progressively ‘shifted’ with respect
to the other.
4.1 Model
Initially we will introduce and illustrate some of the approximations used to model an
array of nanoparticles in the context of an interacting dimer of identical nanoparticles,
as well as a linear chain. In this way we will be able to interpret some more complicated
scenarios within simpler contexts, and understand which features arise due to the under-
lying lattice structure and those which originate in the polarisation degree of freedom.
We will use a notation that is more verbose than required at this stage, so as to facilitate
easy generalisation and understanding in the subsequent sections.
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4.1.1 Model of a nanoparticle dimer
We have seen that for nanoparticles on the scale of a few tens of nanometers the elec-
tromagnetic response is overwhelmingly dipolar [6, 60, 65, 79, 80] and as per equation
2.28 the Hamiltonian for the LSP of a single isolated nanoparticle [62–64] located at R
is
H0(R) =
Π2(R)
2M
+
1
2
Mω20h
2(R). (4.1)
where M = Nm is the mass of the N valence electrons, and ω0 is the LSP natural fre-
quency of oscillation. As discussed in chapter 2, ω0 typically lies in the visible spectrum
with a magnitude on the order of 500THz. The LSP can be considered as a quantum
bosonic mode with h and Π representing position and (conjugate) momentum operators
of the electronic centre of mass [62, 63]. Equation 4.1 describes a quantum simple har-
monic oscillator and can be rewritten in terms of creation (a†R) and annihilation (aR)
operators as
H0(R) = ~ω0a†RaR, (4.2)
where
aR =
√
Mω0
2~
h(R) + i
√
1
2~Mω0
Π(R), (4.3)
and a†R annihilate and create LSPs in the nanoparticle at position R, respectively. For
completeness and reference the original operators in terms of creation and annihilation
operators are
h(R) =
√
~
2Mω0
(aR + a
†
R), Π(R) = i
√
~Mω0
2
(a†R − aR). (4.4)
The non-interacting part of the Hamiltonian for a dimer is thus simply a sum over
equation 4.2 at the positions R1 and R2 of the two nanoparticles
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H0 =
2∑
n=1
H0(Rn) = ~ω0
(
a†R1aR1 + a
†
R2
aR2
)
. (4.5)
As discussed in section 2.3 the interaction between the LSPs of two nanoparticles can
be taken as a dipole-dipole interaction for nanoparticles with a radius n less than a few
tens of nanometres [17, 86] and a minimal separation of a & 3n [34]. For a small enough
separation such that a c/ω0 the near-field terms of the coupled dipole approximation
are dominant. Thus, the interaction energy of the dimer is [48]
V(R1,R2) = −p1 ·E2 = −p2 ·E1, (4.6)
where pn and En are the dipole moment and its electric field of the LSP at the nanopar-
ticle position Rn. Referring to equation 2.33 this is given by
V(R1,R2) = 1
4pi0D|e12|3 [(p1 · p2)− 3(eˆ12 · p1)(eˆ12 · p2)] , (4.7)
where emn = Rm −Rn. In the following we assume that for an eigenmode of the dimer
the dipole moments of the LSPs in each individual nanoparticle are polarised in the
same direction pˆ = pˆ1 = pˆ2. This assumption holds in the quasistatic regime where the
wavelength of the eigenmode is much larger than the interparticle separation and we can
neglect retardation effects. For a dimer of spherical nanoparticles the eigenmodes are
aligned parallel or perpendicular to the separation axis eˆ12. To obtain a polarisation pˆ
that is arbitrarily orientated one can use spheroidical nanoparticles (or other anisotropic
nanoparticles) as discussed in detail in Appendix B. Therefore, in general the interaction
energy 4.7 simplifies to
V(R1,R2) = N
2e2
4pi0D|e12|3C12(pˆ)h(R1)h(R2), C12(pˆ) = 1− 3(eˆ12 · pˆ)
2, (4.8)
where Cmn(pˆ) parametrises the interaction strength between dipoles located at Rm and
Rn, polarised in the direction pˆ. We switch to the quantum representation of the
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Figure 4.1: Schematic of an eigenmode of a dimer of anisotropic nanoparticles. The
dipoles (red/gray arrows) are polarised along the direction pˆ (with angle θ) determined
by the orientated anisotropic nanoparticles (ovals). The nanoparticle centres are sepa-
rated by the vector e. The unit vector eˆ⊥ is the perpendicular unit vector to eˆ.
interaction Hamiltonian V(R1,R2) → Hint with substitution of the expressions 4.4 for
h(Rn) such that Hint ≡ H12 where
Hmn = ~ΩmnCmn(pˆ)(aRm + a†Rm)(aRn + a
†
Rn
), Cmn(pˆ) = 1− 3(eˆmn · pˆ)2, (4.9)
where Ωmn = Ne
2/(8pi0D|emn|3mω0) is an interaction Hamiltonian between two iden-
tical nanoparticles. For spherical nanoparticles with a natural frequency ω0 correspond-
ing to the Mie frequency of equation 2.23, the interaction strength Ωmn can be written
in terms of material parameters as
Ωmn = ω0
(
n
|emn|
)3 1 + 2D
6D
. (4.10)
In the problem at hand |e12| = a and we denote Ω ≡ Ω12. Due to the rotational
symmetry about eˆ we need only parametrise the polarisation by the angle θ from the
normal to eˆ12 such that C(θ) ≡ C12(pˆ) = 1− 3 sin2 θ as shown in Figure 4.1. Note that
by tilting the polarisation we can tune the interaction parameter C(θ). It is easy to
understand this physically if we take the limiting cases max [C(θ)] = C(0) = 1 where
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the dipoles lie alongside one another (↑↑) and thus repel, and min [C(θ)] = C(pi/2) = −2
where the dipoles are arranged head to tail (→→) and thus attract. Therefore, we have
the interaction Hamiltonian
Hint = ~ΩC(θ)(aR1 + a†R1)(aR2 + a
†
R2
). (4.11)
The eigenfrequencies ω of the full Hamiltonian H = H0 + Hint can be obtained by
introducing normal mode operators γτ which diagonalise the Hamiltonian as
H = ~
∑
τ
ωτγ
†
τγτ , (4.12)
where we have labelled the indices as τ = ± with hindsight. Clearly the new operators
are a superposition of the original operators
γτ = wτaR1 + xτaR2 + yτa
†
R1
+ zτa
†
R2
, (4.13)
and satisfy the equation [γτ , H] = ~ωτγτ by definition. This leads immediately to the
eigenvalue equation

ω0 ΩC(θ) 0 ΩC(θ)
ΩC(θ) ω0 ΩC(θ) 0
0 −ΩC(θ) −ω0 −ΩC(θ)
−ΩC(θ) 0 −ΩC(θ) −ω0


wτ
xτ
yτ
zτ
 = ωτ

wτ
xτ
yτ
zτ
 . (4.14)
The solutions are
ω± = ω0
√
1± 2 Ω
ω0
|C(θ)|, (4.15)
which are plotted in Figure 4.2. As we see here, and as discussed without proof in section
2.3, for each polarisation angle θ there are two eigenmodes of a dimer. In the figure the
black line corresponds to the dark mode, where the individual dipoles are anti-aligned
and have no net dipole moment, whereas the red/gray line corresponds to the bright
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Figure 4.2: Eigenfrequencies of a dimer of identical nanoparticles as a function of po-
larisation angle θ. Solid (dashed) curves represent the + (−) solutions, whereas red/gray
(black) curves denote bright (dark) modes. At the critical angle θc = arcsin(
√
1/3) the
interaction parameter C12(θc) = 0 so the eigenfrequencies are those of two decoupled
nanoparticles ω+ = ω− = ω0 (dashed gray line). Also shown are pairs of blue ar-
rows, representing the polarisation of the dimer eigenmodes at the extrema θ = 0 and
θ = pi/2. Figure styling adapted from [125].
mode of aligned dipoles. The energy of the mode depends crucially on the polarisation
angle θ and we see that the sign of the interaction energy for each mode switches at a
critical angle θc = arcsin(
√
1/3). At this angle the interaction energy is exactly zero
and the response is just that of two non-interacting dipoles.
4.1.2 Linear chain
Now that we have introduced the key quantities related to LSP interactions, we con-
tinue the exposition of our formalism by examining the simplest nanoparticle array, a
monatomic linear chain as shown in Figure 4.3. The non-interacting part of the Hamil-
tonian is simply a sum of equation 4.2 over all lattice vectors Rm
H0 = ~ω0
∑
m
a†RmaRm . (4.16)
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Figure 4.3: (Top) Schematic of the eigenmodes of (a section of) an infinite linear
chain. The dipoles (red/gray arrows) are polarised in an arbitrary direction pˆ (with
angle θ) due to the orientated anisotropic nanoparticles (ovals). The nanoparticles are
labelled as m ∈ Z, ordered such that m increases from left to right. A nanoparticle at
position Rm has two nearest neighbours at Rm−1 and Rm+1. (Bottom) A zoom out
of the same schematic, but with less detail.
We consider just nearest-neighbour interactions so that each nanoparticle located at
Rm is interacting with another at Rm+1 and Rm−1, where Rm±1 = Rm ± e with e the
nearest neighbour vector that points along the nanoparticle axis as indicated in Figure
4.3, whose magnitude is the lattice constant a. Thus, the interaction Hamiltonian Hint
is a sum of Hmn (equation 4.9) over all m ∈ Z and n ∈ {m − 1,m + 1}. As the two
nearest neighbour vectors have the same magnitude a and are anti-aligned, it is easily
verified that Ωm,m−1 = Ωm,m+1 ≡ Ω and Cm,m−1(pˆ) = Cm,m+1(pˆ) ≡ C(θ). Thus, the
interaction Hamiltonian reads
Hint =
∑
m
∑
n
Hmn =
~Ω
2
C(θ)
∑
m
a†Rm
(
aRm−1 + a
†
Rm−1 + aRm+1 + a
†
Rm+1
)
+ H.c..
(4.17)
The bosonic operators 4.3 can be converted to momentum space by identifying their
Fourier representation
aR =
1√N
∑
q
exp(iq ·R)aq, (4.18)
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where N is the number of nanoparticles. Using the identity ∑Nm exp(iq ·Rm) = N δq,0
this implies
a†RmaRm+e =
1
N
∑
q,k
a†qak exp [i(k− q) ·Rm] exp(ik · e) (4.19)
=⇒
∑
m
a†RmaRm+e =
∑
q
a†qaq exp(iq · e), (4.20)
and similarly for the other combinations of operators. Therefore, in momentum space
the Hamiltonian H = H0 +Hint is
H0 = ~ω0
∑
q
a†qaq +
~Ω
2
∑
q
[
fq(θ)a
†
q
(
aq + a
†
−q
)
+ H.c.
]
, (4.21)
where the function C(θ) has been absorbed into the function fq(θ) = 2C(θ) cos(q · e)
which arises from the combination of exponential factors such as 4.20. We diagonalise
the Hamiltonian in just the same way as in the previous subsection by introducing a
normal mode operator γq = xqaq+yqa
†
−q which satisfies the equation
[
γq, H
]
= ~ωqγq.
This leads to the dispersion
ωq = ω0
√
1 + 2
Ω
ω0
fq, (4.22)
as shown in Figure 4.4. We note that the vector notation used here is unnecessary as we
are dealing with a one dimensional system, but it will allow for an easy generalisation
in later sections. We see that the bandwidth is modulated by the polarisation angle,
indeed for Ω/ω0  1 the dispersion has a bandwidth proportional to 4(Ω/ω0)|C(θ)|.
Similarly as for the dimer there is a critical angle θc where C(θc) = 0, signifying that the
dispersion is a flat band as the system is effectively a chain of decoupled nanoparticles
with no possibility of propagating modes. In addition, unlike for the dimer which has
two eigenfrequencies, note that because the linear chain is a monatomic system with
translational invariance there is only one (wavevector-dependent) eigenfrequency.
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Figure 4.4: Dispersion of a linear chain of identical nanoparticles with polarisations
θ = 0 (solid line), θ = θc (dashed line) and θ = pi/2 (dotted line). In the figure
Ω/ω0 = 0.02.
4.2 Perfect honeycomb lattice of identical nanoparticles
So far we have seen that the extra degree(s) of freedom encoded in the polarisation pˆ
offer a wide tunability to plasmonic systems, allowing positive, negative and even zero
interaction energies. In this section we unveil the tunable band structure of CPs in a
honeycomb array of metallic nanoparticles, demonstrating a wide class of gapless phases
that are characterised by collective plasmons that remarkably behave as massless chiral
Dirac bosonic particles, in analogy to electrons in graphene. We will also see that for
critical polarisations Dirac points merge and annihilate to form gapped phases, and
that lifting the inversion symmetry gives rise to massive Dirac particles with an energy
dependent Berry phase.
4.2.1 Model
We consider a bipartite hexagonal lattice with three-fold rotational symmetry as shown
in Figure 4.5. This lattice, commonly referred to as the honeycomb array is (of course)
exactly the same lattice as that of graphene. It can be considered as consisting of two
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sublattices labelled A and B constructed by the vectors RA ∈ {ma1 + na2 − e} and
RB ∈ {ma1 + na2 + e} respectively (for integer m and n), where a1 = a(
√
3, 0) and
a2 = (a/2)(
√
3, 3) are the lattice vectors of the hexagonal array, and e = a(0,−1) and −e
are the positions of the basis particles. We consider a basis of identical nanoparticles that
are distinguishable only by their position in the unit cell (A or B). The non-interacting
part of the Hamiltonian (as per equation 4.1) is thus
H0 =
∑
s=A,B
∑
Rs
[
Π2s(Rs)
2M
+
1
2
Mω20h
2
s(Rs)
]
, (4.23)
which upon introduction of the bosonic operators
aRA |bRB =
√
Mω0
2~
hA(RA)|hB(RB) + i
√
1
2~Mω0
ΠA(RA)|ΠB(RB), (4.24)
transforms to
H0 = ~ω0
∑
RA
a†RAaRA + ~ω0
∑
RB
b†RBbRB . (4.25)
This procedure should be very familiar from the linear chain example, with the difference
that we have two operators to denote the geometrically inequivalent A and B basis
particles, belonging to two inequivalent sublattices.
For the interaction Hamiltonian we consider just nearest neighbours, as we will show in
section 4.2.7 that additional neighbours do not qualitatively alter the spectrum. Each
nanoparticle interacts with three nearest neighbours belonging to a different sublattice,
thus we need only sum over one sublattice and its three neighbours to capture all inter-
actions. Using equation 4.8 we can immediately write this as
Hint =
∑
RB
3∑
j=1
V(RB,RB + ej) = N
2e2
4pi0Da3
∑
RB
3∑
j=1
Cj(pˆ)hB(RB)hA(RB + ej), (4.26)
where the three nearest neighbours ej = Rje are related by the rotation operator Rj
which rotates a vector by 2pi(j − 1)/3 in the plane of the array. We parametrise the
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Figure 4.5: (a) The honeycomb structured lattice, with lattice vectors a1 = a(
√
3, 0)
and a2 = (a/2)(
√
3, 3). The nearest-neighbour vectors are defined as e1 = a(0,−1),
e2 = (a/2)(
√
3, 1) and e3 = (a/2)(−
√
3, 1). These link the inequivalent A and B
lattice sites, represented by blue and red dots respectively in the figure, located at the
sublattice sites RA = ma1+na2−e and RB = ma1+na2+e respectively. Here a is the
nearest-neighbour separation distance. (b) The first Brillouin zone in reciprocal space
defined by the primitive vectors b1 = (2pi/3a)(
√
3,−1) and b2 = (4pi/3a)(0, 1). Also
shown are the topological points of high symmetry, K = (4pi/3
√
3a)(1, 0), K′ = −K,
Γ = (0, 0) and M = (pi/3a)(
√
3,−1).
polarisation vector pˆ in spherical coordinates, with the azimuthal angle φ measured from
e1, so it reads
pˆ = sin θ(sinφxˆ− cosφyˆ) + cos θzˆ. (4.27)
Thus, the interaction parameter 4.9 is
Cj(θ, φ) = 1− 3(pˆ · Rj eˆ)2 = 1− 3 sin2 θ cos2
(
φ− 2pi(j − 1)
3
)
. (4.28)
Using the operators 4.24 to rewrite the interaction Hamiltonian in analogy to equation
4.9 gives
Hint = ~Ω
∑
RB
3∑
j=1
Cj(θ, φ)b†RB
(
aRB+ej + a
†
RB+ej
)
+ H.c. (4.29)
where as per equation 4.10
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Ω = ω0
(
n
a
)3 1 + 2D
6D
, (4.30)
where n is the radius of a nanoparticle (or a characteristic dimension for non-spherical
particles, see appendix B for further details). Introducing the bosonic operators in
momentum space via
aR|bR =
1√
N
∑
q
exp(iq ·R)aq|bq (4.31)
transforms the Hamiltonian to
H = ~ω0
∑
q
(
a†qaq + b
†
qbq
)
+ ~Ω
∑
q
[
fqb
†
q
(
aq + a
†
−q
)
+ H.c.
]
, (4.32)
where the function
fq =
3∑
j=1
Cj(θ, φ) exp(iq · ej) (4.33)
is a sum of three geometrical phase factors associated with each nearest neighbour,
weighted by the polarisation dependent function Cj . The function fq plays a very similar
role to the phase factor introduced for graphene (equation 3.39). However, remember
that the functions Cj (equation 4.28) depend on the projection of the polarisation vector
pˆ into the nearest-neighbour vector ej . Thus, whilst in graphene the hopping integral
t is identical for all three nearest-neighbours, in general for the plasmonic array the
interaction energy between each nearest-neighbour is different, as they are modulated
by Cj . This introduces a rich tunability into the system that we will see shortly.
4.2.2 Exact diagonalisation
We describe the normal modes of the system in terms of the Bogoliubov operator
βτq = w
τ
qaq + x
τ
qbq + y
τ
qa
†
−q + z
τ
qb
†
−q, (4.34)
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and impose that the Hamiltonian 4.32 is diagonal in this basis,
H = ~
∑
q
∑
τ
ωτqβ
τ
q
†βτq, (4.35)
with τ ∈ {+,−} the index denoting the two sets of inequivalent operators. The Heisen-
berg equation of motion
[
βτq, H
]
= ~ωτqβτq leads immediately to an eigenvalue equation
in momentum space, reminiscent of equation 4.14 for a nanoparticle dimer in real space

ω0 Ωfq 0 −Ωfq
Ωf∗q ω0 −Ωf∗q 0
0 Ωfq −ω0 −Ωfq
Ωf∗q 0 −Ωf∗q −ω0


wτq
xτq
yτq
zτq
 = ω
τ
q

wτq
xτq
yτq
zτq
 . (4.36)
From this we readily deduce the collective plasmonic dispersion
ωτq = ω0
√
1 + τ2
Ω
ω0
|fq|, (4.37)
and the coefficients of the coherent superposition
wτq =
cosh θτq√
2
fq
|fq| , x
τ
q = τ
cosh θτq√
2
, yτq = −
sinh θτq√
2
fq
|fq| , z
τ
q = −τ
sinh θτq√
2
, (4.38)
where
cosh θτq =
1√
2
(
1 + τΩ|fq|/ω0√
1 + τ2Ω|fq|/ω0
+ 1
)1/2
, (4.39)
sinh θτq =
−τ√
2
(
1 + τΩ|fq|/ω0√
1 + τ2Ω|fq|/ω0
− 1
)1/2
. (4.40)
As we have seen before, the polarisation degree of freedom pˆ gives a phenomenal tunabil-
ity to a plasmonic spectrum and the honeycomb array is no exception. It is evident from
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fq that the dispersion of the two CP branches ω
±
q depends crucially on the dipole orien-
tation (θ, φ). We will highlight this tunability by exploring several cases in subsequent
sections.
Typically Ω ω0. As discussed in section 2.3 to model the interactions between neigh-
bouring nanoparticles as near-field dipole-dipole interactions we require a minimal sep-
aration of a & 3n [18]. Thus, referring to equation 4.30, for nanoparticles in air or other
materials with a dielectric function of order unity, the maximum value we can achieve
is Ω/ω0 ≈ 0.02 1. As such the dispersion can be approximated as
ωτq = ω0 + τΩ|fq|, (4.41)
which reduces the hyperbolic functions to cosh θτq ' 1 and sinh θτq ' 0 so that the
Bogoliubov operators in 4.35 take the simpler form
βτq =
1√
2
(
fq
|fq|aq + τbq
)
. (4.42)
We see that, as yτq = z
τ
q = 0 for Ω  ω0, we have halved the dimension of the Hamil-
tonian 4.32 in the original basis. This is evident upon incorporation of the expansions
4.42 into the Hamiltonian 4.37 which gives
H =
∑
q
ψˆ†qHqψˆq, (4.43)
where
Hq =
 ω0 Ωf∗q
Ωfq ω0
 , (4.44)
is the Hamiltonian in the basis ψˆq = (aq, bq). Thus, we see that the non-resonant
terms (aqbq etc.) are negligible in the description of CPs in the honeycomb array of
nanoparticles, and only produce corrections of order (Ω/ω0)
2 to the spectrum.
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Figure 4.6: The CP dispersion 4.37 when the system is polarised normal to the plane
(θ = 0). Also shown is a zoom of the dispersion around the K point. In the figure
Ω/ω0 = 0.01.
4.2.3 Dirac-like collective plasmons
It should be intuitively obvious that for θ = 0 all the interaction parameters are equal,
C1 = C2 = C3 = 1, as the dipoles are orientated normal to the plane and thus the
projection onto all nearest neighbour vectors vanishes (see equation 4.28). This situation
is directly analogous to the electronic tight-binding problem in graphene, where the
hopping energy between all nearest neighbour carbon atoms is the same. In fact by
comparing the dispersion from equation 4.37 for θ = 0 (shown in Figure 4.6) to that of
graphene we see a remarkable similarity. We observe an approximately conical spectrum
for momenta around the corners of the Brillouin zone at a frequency ωτq = ω0 and thus
wish to investigate the form of the Hamiltonian around these points.
There are two sets of inequivalent (not related by a reciprocal lattice vector) high sym-
metry points K and K ′, which we choose to take as ±K = 4pi
3
√
3a
(±1, 0) in the first
Brillouin zone. We expand the Hamiltonian around these points to first order in k,
where q = ±K + k and |k|  |K|. The function fq expands as fq = −3a2 (±kx + iky)
which upon inspection of equation 4.41 shows that the dispersion is indeed conical,
ω±q = ω0 ± v|k|, (4.45)
where v = 3aΩ/2 is the group velocity. Around the K point the Hamiltonian 4.44 can
be represented in Pauli spin matrices as
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HKq = ~
 ω0 −v(kx − iky)
−v(kx + iky) ω0
 = ~ω01− ~vσ · k, (4.46)
where σn is the nth Pauli spin matrix and σ = (σx, σy) is a vector of Pauli spin matrices.
We denote the basis as ψˆKk = (ak,K, bk,K) to make it explicit that we’re expanding
around the K point. Following exactly the same procedure around the K ′ point gives
HK′k = ~ω01+ ~v(σxkx− σyky), which although correct cannot be written as a function
of σ · k. For this reason (as we saw in the Chapter on graphene) one commonly adopts
the basis ψˆK
′
k = (bk,K′ , ak,K′) which transforms the Hamiltonian to
HK′k = ~ω01 + ~vσ · k. (4.47)
Whilst it is often convenient to work in these ‘valley’ subspaces the full Hamiltonian in
the basis Ψˆk = (ak,K, bk,K, bk,K′ , ak,K′) of both valleys is
Hk = ~ω01− ~vτz ⊗ σ · k (4.48)
which, up to a global energy shift of ~ω0 corresponds to a massless Dirac Hamiltonian for
the CPs and demonstrates that the corresponding spinor eigenstates represent massless
Dirac-like bosonic excitations and will present similar effects to those of electrons in
graphene [21, 24]. This is one of the key results of the thesis and is interesting in and of
itself, opening up many questions to be addressed on the nature of Dirac quasiparticles
that (unlike electrons in graphene) are bosonic, have a finite lifetime, and can couple
to electromagnetic modes to form polaritons. However, we have so far investigated just
one polarisation and so we wish to explore the nature of the eigenmodes and dispersions
throughout the entire polarisation (pˆ) space. Recall that we can obtain a polarisation
in an arbitrary direction by employing orientated anisotropic nanoparticles, such as
spheroidical nanoparticles as discussed in appendix B. We now explore the rich and
varied physics permitted by this additional degree of freedom.
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4.2.4 The topology of polarisation-space and Dirac point merging
We have seen that the particular polarisation pˆ = (θ, φ) = (0, 0) corresponds to a
dispersion with Dirac points. Following this we wish to determine if Dirac points exist
in the dispersion for an arbitrary polarisation. A necessary but not sufficient condition
is that the dispersion is gapless, and so initially we map out the ‘gapless’ regions in
pˆ-space, where every interior point corresponds to a gapless dispersion. Subsequently
we will demonstrate that every gapless region also corresponds to dispersions with Dirac
points.
It is obvious that ‘touching points’ (degeneracies in the dispersion which we don’t im-
mediately identify as Dirac) occur when |fq(θ, φ)| = 0, as a glance at the dispersion 4.37
reveals that in this case ω+q = ω
−
q = ω0. The requirement |fq| = 0 necessitates that the
function
fq = e
iaqy/2
(
C1e−i3aqy/2 + C2ei
√
3aqx/2 + C3e−i
√
3aqx/2
)
(4.49)
also vanishes. Vanishing real and imaginary components gives the set of simultaneous
equations
(C2 + C3) cos(
√
3aqx/2) = −C1 cos(3aqy/2), (4.50)
(C2 − C3) sin(
√
3aqx/2) = C1 sin(3aqy/2). (4.51)
Adding the square of both equations we arrive at the condition (for C2C3 6= 0)
sin2
(√
3aqx
2
)
=
(C2 + C3)2 − C21
4C2C3 , (4.52)
which clearly only has a solution when
0 ≤ (C2 + C3)
2 − C21
4C2C3 ≤ 1. (4.53)
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This condition maps out the regions of pˆ-space which are gapless (white regions) or
gapped, as shown in Figure 4.7. We observe a rich phase diagram with several topo-
logically disconnected ‘pockets’, in the sense that we can’t smoothly deform a gapless
region of pˆ-space within one pocket into another without passing through a singularity
(intersection tips of gapped regions). Now that we have a phase diagram which informs
us whether or not a particular polarisation is gapless we can proceed to ask which regions
or points correspond to dispersions characterised by Dirac points.
Referring to section 3.1.3, we observe that due to the parity-time (IT ) symmetry of
the honeycomb array the Berry phase of an eigenstate for a particular polarisation must
be 0 or pi for any region of k-space. IT symmetry also implies the Chern density is
a sum of Dirac delta functions that are monopoles of Berry flux, otherwise known as
Dirac points. As the system is always topologically trivial (a total Chern number of 0)
and smooth under continuous changes in the polarisation, Dirac points can only appear
or disappear in pairs by merging and ‘annihilating’ [108, 109]. It follows that if the
dispersion contains Dirac points for any polarisation within a simply connected gapless
region of pˆ-space (a region with all points gapless and connected by a continuous path),
then the dispersion must have Dirac points throughout that entire region. Thus, we
can immediately identify the entire region that contains (0, 0) as being characterised by
dispersions with Dirac points.
However, we still need to verify the existence of at least one Dirac-like dispersion within
each of the regions topologically disconnected from that containing (0, 0). As the system
possesses a 6-fold rotational symmetry in φ (2-fold in θ) there are just two inequivalent
pockets needing investigation. We choose the points (i) and (ii) in Figure 4.7 as well as
another point (iii) in the first region studied to test our assumptions.
The three points under study are (i) (θ, φ) = (pi/2, pi/2), (ii) (θ, φ) = (pi/4, pi) and (iii)
(θ, φ) = (pi/6, 0). Using equations 4.52 and 4.50 we obtain the degeneracy points ±KD
for each polarisation and expand the function fq to first order in the deviation k around
each degeneracy point. We obtain
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Figure 4.7: Phase diagram of pˆ-space, parametrised by θ and φ, showing which
regions are gapless (white) or gapped (blue). The red solid line corresponds to the
critical angle θ = θc (equation 4.61) which demarcates a boundary between gapless and
gapped phases. In the text we investigate the polarisations (i), (ii) and (iii).
(i) : ±K(i)D =
2√
3a
arccos(
2
5
)(±1, 0) f (i)k =
3a
2
(
±
√
7
2
kx − iky
)
, (4.54)
(ii) : ±K(ii)D =
2√
3a
arccos(
2
5
)(±1, 0) f (ii)k =
3a
4
(
∓
√
7
2
kx + iky
)
, (4.55)
(iii) : ±K(iii)D =
2√
3a
arccos(− 2
13
)(±1, 0) f (iii)k =
−3a
8
(
±
√
55
2
kx + iky
)
. (4.56)
These expansions show that the CP dispersion 4.41 forms elliptical cones in the vicinity
of the degenerate points. Moreover, by incorporating these expansions into equation
4.35 we find that in each case the Hamiltonian can be written as
H(m) = ~ω01 + 3~aΩ
8
σ · h(m), (4.57)
where h
(m)
x = α
(m)
x kx, hy = α
(m)
y ky, hz = 0 and the dimensionless scale factors for the
three cases are
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(
α(i)x , α
(i)
y
)
=
(
±2
√
7,−4
)
, (4.58)(
α(ii)x , α
(ii)
y
)
=
(
∓
√
7, 2
)
, (4.59)(
α(iii)x , α
iii)
y
)
=
(
∓
√
55/2,−1
)
. (4.60)
We remind the reader of the discussions in section 3.1.5 for determining the Berry
phase of an arbitrary two-band Hamiltonian. A Hamiltonian of the form σ · h has
eigenstates whose Berry curvature B± = ±1/(2h2)hˆ formally resembles a magnetic
monopole. Therefore, the Berry phase γ±B =
∫
S B · dS of a closed curve Γ in h is simply
half the solid angle of any surface S bounded by Γ. Equivalently, we can consider the
curve Γ˜ in hˆ traced out on the surface of a unit sphere due to the curve Γ in h. The
Berry phase is then simply the fraction of the sphere’s surface bounded by Γ˜ multiplied
by ±2pi. For each of the Hamiltonians H(m) of equation 4.57, any closed contour in k
traces out a closed contour in hˆ that is a unit circle in the x-y plane that bounds exactly
half the unit sphere. Therefore the Berry phase around each of the three degenerate
points considered is pi, and we identify these as Dirac points.
This completes the verification that the dispersion always contains Dirac points in all
gapless regions of Figure 4.7. This is an important result. Firstly it demonstrates that
the Dirac points of the graphene-like dispersion are robust in a wide window around θ =
0. Secondly we have demonstrated the existence of Dirac Hamiltonians for a wide range
of polarisations, which will possess dispersions with varied group velocities, intervalley
separations, symmetries and other characteristics. This permits one to finely tune and
design Dirac systems with certain desired properties. We will highlight the many distinct
gapped and gapless dispersions in the next section.
Finally, we would like to investigate the form of the Hamiltonian at the boundary be-
tween gapless and gapped phases. A convenient choice of θ to examine is the symmetry
line
θc = arcsin(
√
2/3), (4.61)
Chapter 4 - Dirac plasmons 80
Figure 4.8: Collective plasmon dispersion for (a) δθ = −0.5, (b) δθ = 0, and (c) δθ =
0.5, with φ = 0 and Ω/ω0 = 0.01. Reprinted with permission from [124]. Copyright
2015 IOP Publishing.
which is a boundary for all φ between the two phases (see Figure 4.9). In particular
let us choose φ = 0 for simplicity. In general the merging of Dirac points must occur
at one of the four points K0 = (mb1 + nb2)/2 for m,n ∈ {0, 1} [109], and in this case
at K0 = (0, 0). We expand the Hamiltonian 4.44 to lowest order in k = q −K0 and
δθ = θ − θc to obtain
H =
 ~ω0 −g − ~2k2x/2m∗ + iv~ky
−g − ~2k2x/2m∗ − iv~ky ~ω0
 , (4.62)
where m∗ = 2~/av is the effective mass along the x-direction, and g = 3
√
2~Ωδθ is the
parameter which drives the topological phase transition. Referring to equation 4.62 and
Figure 4.8 we observe that as we approach δθ = 0 from negative values the spectrum
consists of two Dirac points which converge towards one another and merge into a hybrid
point at K0. Here, just at the transition, the spectrum is linear along qy and quadratic
along qx. As soon as δθ > 0 there is a finite gap 2g and the Dirac points can be said to
have annihilated.
This phenomenon is reminiscent of the Dirac point merging in graphene predicted to
occur for large deformations of the lattice [108, 109]. However, whilst such deformations
of the lattice have been realised for artificial graphene systems such as cold atoms in
optical lattices [31] and microwave systems [126, 127], in real graphene the required
mechanical deformations appear impossible to achieve. In contrast, for our proposal
one need only modulate the polarisation, permitting the manipulation of Dirac points
without changing the underlying lattice.
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Figure 4.9: (a) Phase diagram of pˆ-space for the perfect honeycomb lattice, showing
at which polar and azimuthal angles (θ and φ, respectively) a gap opens in the spectrum.
White indicates a gapless region, while the size of the gap ∆ is given by the colour bar
(in units of Ω). The black lines indicate where one of the interaction parameters Cj is
zero (C1 = 0, C2 = 0 and C3 = 0 along the solid, dashed and dotted lines, respectively).
The straight lines labelled (b), (c), (d), and (e) correspond to the cuts shown in the
other panels, respectively at (b) θ = arcsin(1/3), (c) θ = pi/2, (d) φ = pi/4 and (e)
φ = pi/6. In the figure, Ω/ω0 = 0.01. Reprinted with permission from [124]. Copyright
2015 IOP Publishing.
4.2.5 Highly tunable spectrum
Of course a dispersion containing Dirac points is not the only interesting or even desired
characteristic. In this section we wish to discuss the phase diagram of Figure 4.7 and
the tunability of the possible dispersions a little further. In fact in Figure 4.9 we show
an embellished version of the phase diagram, including a colour scale that indicates the
size of the gap, defined as the difference in energy between the minimum of the upper
(+) and the maximum of the lower (−) band. For Ω/ω0  1 this reduces to the simple
expression ∆ ' 2Ω min[fq].
Additionally, we overlay black curves which indicate the angles where one of the nearest-
neighbour coupling strengths Cj defined in equation 4.28 equals zero. These render the
system equivalent to a collection of non-interacting 1D chains with a dispersion that is
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invariant along one direction. Interestingly these curves pass through the intersection of
gapped and gapless regions, at which point the spectrum presents ‘Dirac lines’ as seen
in Figure 4.10. There are also points in Figure 4.9 where two black curves intersect,
signalling that the interaction of two nearest neighbours vanish and the system can
effectively be described as isolated dimers, leading to flat bands with no wavevector
dependence. To fully appreciate the tunability of the dispersions we invite the reader to
watch the video in Figure C.1, where we observe the evolution of the bandstructure as
we vary the polarisation along a continuous path in the phase diagram.
In Figures 4.10 and 4.11 we present a selection of different dispersions and the corre-
sponding density of states (DOS), highlighting the wide variety of gapped and gapless
regimes. Observe the singularities in the DOS which arise due to Lifshitz transitions and
corresponding sudden changes in the topology of equipotential lines [128]. By varying
the polarisation we can change their position in energy, and increase the coupling of
light to the collective plasmonic modes at different frequencies. Figure 4.10(a) is the
familiar graphene-like polarisation, with a DOS that varies linearly around ω0, and a
characteristic vanishing DOS at the Dirac energy. Bearing a close resemblance is Figure
4.11(a), corresponding to a critical polarisation of merged Dirac points. Here the DOS
varies as a square root around ω0. The Figures 4.10(b) and 4.11(b) correspond to polar-
isations where one of the Cj vanishes, rendering the dispersion transitionally invariant
in one direction, though gapped in Figure 4.11 and gapless in Figure 4.10. In all the
figures we see ability to tune both the band gap and the bandwidth. In particular Figure
4.11 examines a polarisation where two of the Cj parameters are zero and the system is
dispersionless.
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Figure 4.10: Collective plasmon dispersion for (a) the out-of-plane polarisation θ = 0,
(b) θ = arcsin
√
1/3, and (c) an in-plane polarisation θ = pi/2. In the figure Ω/ω0 = 0.01
and φ = 0.
Figure 4.11: Collective plasmon dispersion for (a) (θ, φ) = (arcsin
√
2/3, pi/2), (b)
(θ, φ) = (arcsin
[
2/
√
3(2 +
√
3)
]
, pi/4), and (c) (θ, φ) = (arcsin
√
2/3, pi/2). Note that
in (a) we show a larger area in momentum space to make the hybrid points clearly
visible. In the figure Ω/ω0 = 0.01.
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4.2.6 Inversion asymmetry and an energy dependent Berry phase
The ability to open a band gap in graphene is highly desirable if one wishes to exploit
its exotic properties in electronics applications, however this has proven to be quite
challenging in experiments [129, 130].
In our artificial graphene system opening a band gap should be quite trivial as it simply
requires one to fabricate the two (geometrically inequivalent) sublattices such that they
are physically inequivalent, breaking the inversion symmetry. For example this could
be realised by fabricating the two sublattices out of different materials or as different
sizes. We have seen that nanofabrication technologies afford a great degree of control
over design parameters so one should be able to finely tune the band gap. We now
investigate the effect of such an inversion asymmetry.
We consider a perfect honeycomb array with the A and B sublattices consisting of two
different types of metallic nanoparticles, with inequivalent resonance frequencies ωA and
ωB and radii nA and nB. The analysis presented in section 4.2.2 applies here with minor
changes, including an interaction coefficient that now reads
Ω→ Ω˜ =
(
ωAωB
ω20
)1/2 (
nAnB
n
2
)3/2
Ω. (4.63)
It is convenient to express the two LSP frequencies as ωA = ω¯ + δ and ωB = ω¯ − δ,
where ω¯ is the average frequency, and δ the difference in magnitude between each LSP
frequency and the mean value. As a result the CP dispersion now reads
ω±q =
√
ω¯2 + δ2 ± 2
√
ω¯2δ2 + (ω¯2 − δ2)Ω˜2|fq|2, (4.64)
where fq has the same definition as before in equation 4.33. As δ tends to zero it is
easily seen that the dispersion tends towards equation 4.37 of identical sublattices (with
the substitution ω¯ → ω0). In Figure 4.12 we plot the dispersion in equation 4.64 for
θ = 0 and several values of δ. The extrema of the two bands are still dictated by fq
and so always occur at the K and K ′ points with a band gap of size 2δ for any finite
difference in the LSP frequencies. It is also clear that the bandwidth of the individual
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Figure 4.12: Collective plasmon dispersions from equation 4.64 with LSP polarisation
normal to the plane (θ = 0), for (a) δ/ω¯ = 0, (b) δ/ω¯ = 0.002 and (c) δ/ω¯ = 0.02. The
zoom in panel (c) shows the upper collective plasmon branch in the vicinity of the K
point in the first Brillouin zone, while the arrows depict the unit vector V±k defined
in equation 4.66. In the figure, Ω˜/ω¯ = 0.01. Reprinted with permission from [124].
Copyright 2015 IOP Publishing.
bands decreases with increasing asymmetry. The effects of the symmetry breaking term
δ are further explored in the video of Figure C.2.
In the vicinity of the Dirac points the system is described by a massive Dirac Hamiltonian
Hk = ~ω¯1− ~τz ⊗ (v˜σ · k− δσz) , (4.65)
with eigenvalues ω±k = ω¯±
√
v˜2|k|2 + δ2, where v˜ = 3aΩ˜/2. With increasing wavevector
the Hamiltonian in each valley evolves continuously from a purely out-of-plane Zeeman
term ~δσz (when v˜|k|  δ) to a massless Dirac Hamiltonian −~v˜σ · k (when v˜|k|  δ).
As the quasiparticle Hamiltonian is formally that of an s = 1/2 (pseudospin) system we
can represent the eigenstates of (say) the K valley as vectors in the Bloch sphere
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V±k = ±
1√
v˜2|k|2 + δ2

−v˜kx
−v˜ky
δ
 . (4.66)
Several of these pseudospin vectors are plotted in the zoom of panel (c) in Figure 4.12,
with the tails of the vectors positioned at the corresponding momenta and frequency
eigenvalues. We see that the magnitude of the projection of V±k into the equatorial
plane of the Bloch sphere is zero at the band minimum and tends towards 1 with
increasing energy. Thus, from inspection of Figure 4.12 we immediately ascertain that
at the extrema of the bands the Berry phase γB = 0 (see section 3.1.5 and equation
3.31) and increases monotonically as a function of energy to the asymptotic value of pi.
More explicitly we find that the energy dependent Berry phase is given in the K valley
by
γB(ω) = pi
(
1− δ|ω − ω¯|
)
(4.67)
defined for δ/|ω − ω¯| ≤ 1. An equivalent analysis in the K ′ valley yields an equal and
opposite Berry phase. Such a tunable Berry phase suggests the possibility of interesting
transport phenomena controlled by this pseudospin degree of freedom. For example,
consider qualitatively the tunnelling of a quasiparticle state through a step potential
barrier at normal incidence, injected in the upper band and transmitting into the lower
band. Referring to the zoom of Figure 4.12(c) observe that for states in the immediate
vicinity of the extrema of the bands there will be a vanishing transmission as the (equal
and opposite) pseudospins will be antipodal. This is in contrast to the typical Klein
tunnelling result of perfect transmission which we would observe for states with large
momenta. Thus, we see that we should be able to tune the transmission probability to
arbitrary values.
4.2.7 Interactions past nearest-neighbours
In the previous sections we have only incorporated the effects of nearest-neighbour in-
teractions into our model. The dipole-dipole interaction falls off as an inverse cube law
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and so next-nearest and further neighbours can noticeably change the bandstructure.
However, as we shall see the important qualitative signatures remain intact.
Consider the graphene-like polarisation θ = 0. We are by now familiar with the pro-
cedure for obtaining the Hamiltonian and can immediately identify the form of the
Hamiltonian for an arbitrary set of ‘nth-nearest-neighbours’. Starting from a B site,
if the nth-nearest-neighbours belong to the A sublattice then due to the 3-fold rota-
tional symmetry of the honeycomb structure this inter-sublattice interaction generates
off-diagonal terms in the Hamiltonian proportional to the factor
fmn(q) =
3∑
j=1
exp
(
ie1mn · Rjq
)
, (4.68)
where
esmn = ma1 + na2 + se. (4.69)
Note that e1nm (e
0
nm) is the vector between a B site and an arbitrary A site (B site). If
instead the nth-nearest-neighbours belong to the B sublattice than the 6-fold rotational
symmetry of the hexagonal lattice implies that this intra-sublattice interaction generates
diagonal terms proportional to the factor
gmn(q) =
3∑
j=1
cos
(
e0mn · Rjq
)
. (4.70)
From this it is straightforward to verify that for all m and n the zeroes of fmn occur
at the high symmetry points K and K ′. In effect the Dirac point remains robust with
the inclusion of an arbitrary number of nearest-neighbours. We note however that the
function gmn provides a non-vanishing shift of the Dirac point in energy, but of course
this factor is weighted by |e0mn|−3 that leads to a convergent shift for our two-dimensional
model.
More explicitly, let us consider the effect of 2nd and 3rd nearest-neighbours for Ω ω0.
We write the Hamiltonian including the nth-nearest-neighbours as
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Figure 4.13: The collective plasmon dispersions along the K ′ΓK direction for θ = 0,
including the effects of nearest (solid gray lines), next-nearest (red dashed lines), and
next-next-nearest (blue dotted lines) neighbours.
H(n) =
n∑
m
Hm (4.71)
where H1 is the original nearest-neighbour Hamiltonian in equation 4.44 and
H2 =
2~Ω
3
√
3
gq 0
0 gq
 , H3 = ~Ω
8
 0 f2q
f∗2q 0
 . (4.72)
Here, gq =
∑3
j=1Dj cos(q · e(2)j ) where Dj = 1 − 3 sin2 θ sin2(φ − 2pi[j − 1]/3) and the
2nd-nearest-neighbours are e
(2)
1 = a1, e
(2)
2 = a2 − a1 and e(2)3 = −a2. The dispersions
ω
±(n)
q corresponding to the Hamiltonians H
(n) are
ω
(2)
q = ω
±
q +
2Ω
3
√
3
gq, (4.73)
ω
(3)
q = ω
±(2)
q ±
[√
|fq|2 + 1
4
Re(fqf2q) +
1
64
|f2q|2 − |fq|
]
. (4.74)
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The dispersions for θ = 0 are plotted in Figure 4.13 where we see no dramatic qualitative
changes, whilst the low-energy Hamiltonian expanded around the K point is
HK = ~
(
ω0 − Ω√
3
)
1 + ~vk ·
(
σ∗
4
− σ
)
. (4.75)
We see that the inclusion of 2nd and 3rd nearest neighbours produces a global energy
shift and an asymmetry between the two bands. However most importantly, around the
K and K ′ points the dispersion is only slightly modified: the Dirac points persist and
the spectrum is still conical, albeit with a moderate trigonal warping. The inclusion of
further sets of neighbours, which belong all to one sublattice or the other, will produce
similar but progressively less important effects. Thus, we conclude that around the
Dirac points the important physics is captured with the inclusion of nearest-neighbour
interactions only.
4.3 Arbitrary bipartite hexagonal array
The existence of Dirac points is not a phenomenon in solid state physics unique to
graphene or the honeycomb structure in general. The four-component wavefunction
of the quasiparticles, along with the effective massless Dirac Hamiltonian in real and
artificial graphene stem from the bipartite nature of the 2D lattice as well as from the
time-reversal symmetric and parity-invariant nature of the system [28]. All bipartite
hexagonal lattices share these properties, with the honeycomb structure boasting the
additional invariance under rotation by integer multiples of 2pi/3. Therefore, we expect
to find Dirac points in a wide range of these lattices.
For this reason we parameterise a generic bipartite hexagonal lattice as having exactly
the same A sublattice as the honeycomb structure, with the B sublattice shifted rigidly
by a vector ` from the honeycomb arrangement, such that the new nearest-neighbour
vectors become e′j = e− `, as shown in Figure 4.14. Due to the IT symmetry and zero
total Chern number we can expect an even number of Dirac points (including zero) for
a lattice with arbitrary `. As we have already identified the dispersions for a wide range
of polarisations as hosting Dirac points in the ` = (0, 0) lattice, any ` 6= (0, 0) obtained
by a continuous variation of ` will also preserve these Dirac points unless the resulting
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Figure 4.14: Generic hexagonal bipartite lattice, obtained by displacing the sublattice
B of the honeycomb structure by a vector `. The black dots indicate the original
position of the B lattice sites, when ` = (0, 0), as in Figure 4.5(a). Reprinted with
permission from [124]. Copyright 2015 IOP Publishing.
deformation of the dispersion induces a phase transition such that the two inequivalent
Dirac points merge and annihilate. The main questions to be addressed concern the
verification of the existence of Dirac CPs in generic bipartite hexagonal lattices and
mapping out those regions in `-space that correspond to Dirac-like dispersions, as well
as the fate of the phase diagram of Figure 4.7 while progressively distorting the original
lattice.
The mathematical procedure to obtain the Hamiltonian and the band structure for CPs
in the general bipartite hexagonal system is an extension of that presented previously.
The replacement of the new nearest neighbour vectors e→ e′j in the interaction Hamil-
tonian 4.26 leads to the dispersion relation
ωτq = ω0
√
1± 2 Ω
ω0
|f ′q|, (4.76)
where
f ′q =
3∑
j=1
C′j(θ, φ) exp(iq · e′j). (4.77)
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Here, C′j = (a/|e′j |)3(1−3 sin2 θ cos2 φj) is a generalisation of Cj defined in equation 4.28,
with φj = φ + arctan
[
(e′j · xˆ)/(e′j · yˆ)
]
the angle between e′j and the projection of the
LSP polarisation pˆ into the x-y plane. Note that, as the three nearest neighbour vectors
are not equivalent in general, we explicitly include the factor (a/|e′j |)3 in C′j .
An equivalent analysis to that in section 4.2.4 yields a phase diagram for each lattice,
identifying the domains of LSP polarisation that exhibit Dirac CP quasiparticles. From
equation 4.77 we obtain the condition for gapless plasmonic dispersions at an arbitrary
polarisation,
0 ≤ (C
′2
2 + C′23 )2 − C′21
4C′2C′3
≤ 1. (4.78)
Figure 4.15 shows the resulting phase diagram of gapped and gapless states as a function
of pˆ(θ, φ) for five different lattices, where the cream and orange regions indicate gapless
and gapped CP spectra, respectively. While diagram (a) of Figure 4.15 corresponds
to the honeycomb lattice ` = (0, 0), diagrams (b)-(e) are obtained by progressively
‘displacing’ the B sublattice in the −yˆ direction (see Figure 4.14). The phase diagram
(b), obtained for ` = (0,−0.0893a) is topologically equivalent to that of the honeycomb
lattice (a). Despite the rather small displacement (less than 10% of a), the broken
discrete rotational symmetry of the lattice induces an evident distortion of the phase
diagram. For larger deformations, in diagrams (b) to (e) we observe that the topology of
the phase diagram changes, as indicated by the arrows in the figure. For example, when
going from ` = (0,−0.0893a) to ` = (0,−0.1433a) ((b) to (c)), a compact gapless domain
splits into two disconnected pockets separated by a gapped phase. In contrast, when
going from ` = (0,−0.1433a) to ` = (0,−0.1437a) ((c) to (d)), the topological phase
transition occurs by annihilation of a gapless domain into a gapped one, which we see
implies the annihilation of Dirac points in the graphene-like dispersion θ = 0. Finally,
when going from ` = (0,−0.1437a) to ` = (0,−0.1967a) ((d) to (e)), the transition
occurs by the merging of three topologically disconnected gapless domains into one.
Even larger deformations lead to a phase diagram that is mostly dominated by gapped
phases. We note that the phase diagram always possesses a 2-fold rotational symmetry
in φ as the polarisations pˆ = (θ, φ) and pˆ = (θ, φ+ pi) are equivalent.
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Figure 4.15: Phase diagrams showing the polarisation pˆ = (θ, φ) at which the CP
spectrum is gapped or gapless (orange and cream regions, respectively) for different
positions of the B sublattice, parametrised by the vector ` (see Figure 4.14). Panel
(a) corresponds to ` = (0, 0), i.e., a perfect honeycomb lattice, while in panels (b) ` =
(0,−0.0893a), (c) ` = (0,−0.1433a), (d) ` = (0,−0.1437a) and (e) ` = (0,−0.1967a).
The black arrows highlight (some of) the locations of topological phase transitions
between panels. Reprinted with permission from [124]. Copyright 2015 IOP Publishing.
The five phase diagrams shown in Figure 4.15 are snapshots from the video of Figure C.3,
which shows a large succession of phase diagrams corresponding to lattice deformations
from ` = (0, 0) to ` = (0,−0.2a). As is clear from the video and can be inferred from
panels (c) and (d) in Figure 4.15, the spectrum for the polarisation θ = 0, for which the
analogy between our CPs and electrons in graphene holds, is gapped for deformations
larger than ` ' (0,−0.1435a). Whilst we are not discussing elastic deformations of real
graphene membranes it is insightful to note that the literature on strained graphene
suggests that a ca. 20% change in one of the nearest-neighbour hopping lengths is
needed to merge the two Dirac points and open a gap in the spectrum [108, 109, 131].
Figure 4.16 further illuminates the qualitatively distinct physical regimes realisable in
different lattices for the same dipole polarisation. For θ = 0, Figure 4.16(a) shows
the CP band gap ∆ in units of the coupling Ω as a function of the position of the B
sublattice (white regions indicate a gapless CP dispersion). For a perfect honeycomb
array, the B sublattice is located at the center of the triangle (black dot) defined by the
three neighbouring nanoparticles in sublattice A (depicted as blue circles in the figure).
The grey areas indicate regions for which the interparticle distance is smaller than 3n
and where the dipole-dipole approximation is expected to break down such that higher
multipoles need to be taken into account. Also note that as we have only included the
effects of nearest-neighbours, this model becomes less viable as we approach the dotted
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Figure 4.16: (a) Band gap ∆ as a function of the position of the B sublattice for θ = 0.
For a perfect honeycomb array, the B sublattice is located at the center of the triangle
(black dot) defined by the three neighbouring nanoparticles in sublattice A (depicted
as blue circles in the figure). The white region indicates the absence of a gap, while
the colour scale gives the size of the gap in units of Ω. The grey areas indicate regions
for which the interparticle distance is smaller than 3n and where the dipole-dipole
approximation breaks down. The cross, corresponding to a displacement ` = (0, a/4),
indicates a rather large sublattice deformation for which the spectrum, plotted in panel
(b), is still characterised by the presence of massless Dirac quasiparticles (see text). In
the figure, a = 6r and D = 1. Reprinted with permission from [124]. Copyright 2015
IOP Publishing.
lines where the effects of next-nearest-neighbours become increasingly important. As
can be seen from the figure, the gapless dispersion is robust in a sizeable region around
the point ` = (0, 0) (black dot in the figure). While shifting the B sublattice towards
the A one, a non-vanishing gap forms, whose magnitude progressively increases.
To emphasise that indeed the gapless domain in Figure 4.16(a) supports Dirac CPs,
we focus on the particular displacement ` = (0, a/4) indicated by a cross in the fig-
ure. For such a bipartite hexagonal lattice, the two inequivalent Dirac points are lo-
cated at ±KD = ± 2√3a arccos
(
−
√
2197
250
)
(1, 0), close to which the function fq expands
as f ′q =
−96a
125
(
±
√
20101
2197 kx + iky
)
. Thus, close to the Dirac points the CP dispersion
describes massless Dirac CPs with an angular-dependent group velocity, as shown in
Figure 4.16(b).
4.4 Chapter Summary
In this chapter we have studied the plasmonic response of an artificial graphene meta-
material, consisting of a honeycomb array of metallic nanoparticles. Within the space
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of possible polarisations we have identified a wide class of gapless phases where the
plasmonic excitations are characterised by a massless chiral Dirac Hamiltonian. The
system was seen to offer a wide tunability, as one can also realise gapped phases, as
well as dispersions that are translationally invariant and even flat bands. The gapped
phases emerge whilst progressively tilting the polarisation, which drives the coalescence
and subsequent annihilation of pairs of Dirac cones, in analogy to real graphene under
significant elastic strain.
We also studied bipartite hexagonal lattices in general, obtained by a rigid shift of one
sublattice from the initial honeycomb arrangement, and analysed the fate of the polari-
sation phase diagram. The phase diagram undergoes a series of topological transitions
as one deforms the array, and shows a significant variation for displacements of a few
percent. Importantly we demonstrated that a large family of bipartite arrays of metallic
nanoparticles can support Dirac plasmonic modes, although with varying distributions
of Dirac and gapped phases. Such information is crucial for the design of plasmonic
metamaterials with Dirac-like properties.
Identifying the eigenmodes of a honeycomb array of metallic nanoparticles is an im-
portant first step in understanding the optical properties of Dirac metamaterials. The
natural question to address next is the fate of the CPs of the system when coupled to
a photonic environment to form plasmon polaritons. This is the subject of the next
chapter.
Chapter 5
Dirac plasmon-polaritons in
nanoplasmonic arrays
Much of the research presented in this chapter forms the substance of a paper that will
shortly be submitted to Nature Physics as a letter. This work was carried out with
my collaborators Charlie-Ray Mann, Guillaume Weick and my supervisors William L.
Barnes and Eros Mariani.
Polaritons are hybrid states resulting from the strong-coupling between light and matter
excitations, the photonic states being endowed with signatures of their matter counter-
part [35, 89]. Metamaterials offer great control over these states and can be used to
create photonic systems with non-trivial topological properties [132]. It is well known
that entirely distinct physical systems can possess equivalent properties when the mat-
ter systems share an underlying symmetry or topology [29]. In this vein, a myriad of
material constituents and geometrical arrangements have been extensively explored to
reproduce and extend exciting condensed-matter phenomena. However, whilst the mat-
ter symmetries are indeed crucial in determining the polaritonic properties, we can also
tailor the photonic states to produce qualitatively distinct polaritonic properties for the
same matter system.
In this chapter we first demonstrate the existence of chiral massless Dirac polaritons
in a cavity-embedded plasmonic array. We then show the robustness of the associated
degeneracy point (properties whose origins can be traced back to the matter symmetries)
and highlight a phenomenal tunability of the dispersion and eigenstates that arises from
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the modulation of the photonic states of the enclosing cavity. Tuning the photonic
environment allows an order-of-magnitude renormalisation of the group velocity, and
the remarkable ability to invert the chirality of Dirac modes.
In section 5.1 we consider the interaction of the fundamental transverse electromag-
netic (TEM) mode of a planar optical cavity with a honeycomb array of nanoparticles
embedded in the centre of the cavity. We proceed to obtain the Hopfield matrix for
an arbitrary number of Umklapp processes. These processes are often neglected, but
for our plasmonic system with a degenerate point at the Brillouin zone edge, such an
approximation leads to an unphysical breaking of the corresponding degeneracy in the
polaritonic spectrum. After obtaining the spectrum with the correct symmetries we
show qualitatively distinct regimes induced by changing the cavity height, and thus the
strength of the light-matter coupling, suggesting a highly tunable spectrum.
Next, in section 5.2 we carry out a Schrieffer-Wolff transformation of the polaritonic
Hamiltonian in order to obtain an effective Hamiltonian expanded around the degeneracy
point in the polaritonic spectrum. In this case the effective Hamiltonian is analogous
to the Dirac Hamiltonian of graphene with trigonal warping, aside from an additional
term which induces a diagonal asymmetric term proportional to |k|2. Moreover, all the
coefficients of the Hamiltonian can be tuned with the cavity height, which leads to some
remarkable properties of the eigenstates, such as the ability to invert the chirality of
Dirac modes. We discuss implications for transport phenomena, and then conclude the
chapter in section 5.3.
5.1 Polaritonic Hamiltonian and spectrum
Recall from chapter 4 (equation 4.44) that in the limit Ω/ω0  1 the Hamiltonian
describing the CPs is
Hpl = ~ω0
∑
q
(
a†qaq + b
†
qbq
)
+ ~Ω
∑
q
(
fqb
†
qaq + H.c.
)
. (5.1)
We now need to construct the Hamiltonian describing photons and their interactions
with the CPs. Firstly we discuss the photonic modes of a planar optical cavity and
obtain an expression for the magnetic vector potential of the fundamental cavity mode.
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We then obtain the full Hamiltonian of the light-matter coupling and investigate the
polaritonic dispersion whilst varying the coupling strength via the cavity height.
5.1.1 Quantised cavity modes
We consider a planar optical cavity that is perfectly reflecting, with the cavity walls
perpendicular to the z axis [133] as shown in Figure 5.1. In this case, the magnetic
vector potential can be expanded over a set of orthonormal modes with polarisation
η ∈ {1, 2} and wavevector
κlk = (kx, ky, pil/L). (5.2)
The wavenumbers kx and ky are good quantum numbers as they lie in the transitionally
invariant plane of the cavity, whereas the z-component is quantised with l ∈ N. We pa-
rameterise κ in spherical coordinates as θlk = arccos
(
pil/L|κlk|
)
and φk = arctan (ky/kx),
and denote the wavevector in the plane of the cavity (which is also the plane of the array)
as k = (kx, ky). We are only interested in the value of the vector potential in the plane of
the cavity where we shall embed the honeycomb array, which we choose to be the centre
of the cavity at z = L/2 as shown in Figure 5.1. Thus, we define A(ρ) ≡ A(ρ, L/2)
where ρ = (x, y).
We find that even multiples of l correspond to modes polarised in the zˆ direction, whereas
odd multiples of l correspond to modes polarised in the plane of the array. We separate
A into these two parts
A = A⊥ + A‖, (5.3)
where
A⊥(ρ) = −ω0zˆ
even∑
l
Nl
∑
k
sin θlkω
−1/2
kl ckle
ik·ρ + H.c., (5.4)
is the component of A perpendicular to the plane of the cavity, and
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Figure 5.1: Schematic of (a section of) the cavity and embedded nanoparticle array.
The top-right inset displays an alternative viewing angle.
A‖(ρ) =
odd∑
l
Nl−1
∑
k,η
uklηω
−1/2
kl dklηe
ik·ρ + H.c. (5.5)
The operators c†kl and d
†
klη create cavity photons with dispersion ωkl = c|κlk|, polarised
along the direction zˆ and uklη respectively, where
uklη =

i cos θlk(cosφkxˆ + sinφkyˆ), η = 1
− sinφkxˆ + cosφkyˆ, η = 2
. (5.6)
Here V is the volume of the cavity and Nl is a normalisation constant given by
Nl =

(~/20V)1/2 , l = 0
(~/0V)1/2 (−1)l/2, l 6= 0
. (5.7)
Note that for odd l we sum over the two polarisations in the vector potential of equation
5.3, whereas for even l only the TM polarisation has a non-vanishing field in the centre
of the cavity where we embed the array. In the following section we will consider dipoles
polarised in the zˆ direction, originating from nanoparticles orientated perpendicular to
the cavity array with an anisotropy sufficient to decouple the transverse and longitudinal
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Figure 5.2: Plots showing the dispersion of the TEM mode l = 0 (red line) and the
TM cavity modes l 6= 0 (black curves) for various cavity heights as indicated in the
figures. We see that as the cavity height is decreased the dispersions of the TM modes
are shifted up in frequency, whilst the dispersion of the TEM mode is independent of
the cavity height. In the figure c/ω0a = 3/5, D = 1 and a = 3r.
modes within the frequency bandwidth of interest. In this case we need just consider
A⊥.
There are some distinguishing features between the TEM mode l = 0 and the other
TM cavity modes l 6= 0. As we see in Figure 5.2 the dispersion of the TEM mode is
independent of the cavity height, whereas the TM cavity modes shift up in frequency
with decreasing L. Therefore, the frequency of the TEM mode ωk = c|k| is always less
than the frequency of a TM cavity mode ωkl. In addition the light-matter coupling
between the CPs and the TM cavity modes vanishes as L→ 0. Therefore, the existence
of the TEM mode is crucial as it permits tuning of the light-matter interaction without
the detuning that occurs for the TM cavity modes, and maintains a non-vanishing light-
matter interaction as the cavity height is decreased. In fact to capture the essential
properties of the polaritons we need only consider the TEM mode, as the inclusion
of the higher order l 6= 0 modes provides only a qualitative modification of the band
structure and eigenstates. For this reason we consider just the fundamental l = 0 (TEM)
cavity mode to highlight the key physics. Under this assumption the magnetic vector
potential reads
A(ρ) = −zˆ
∑
k
(
~
20Vωk
)1/2
cke
ik·ρ + H.c. (5.8)
Furthermore in anticipation of the following section we can express the wavevector as
k = q−Gn, (5.9)
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where q is restricted to the first Brillouin zone of the honeycomb array, and Gn is an
arbitrary reciprocal lattice vector labelled by n. Thus, we write equation 5.8 as
A(ρ) = −zˆ
∑
qn
(
~
20Vωqn
)1/2
cqne
i(q−Gn)·ρ + H.c., (5.10)
where ωqn = c|q−Gn| and c†qn creates a cavity photon with wavevector q−Gn. Note
that in equation 5.10 we have not made any physical changes to A with respect to
equation 5.8, and in the context of an empty cavity we can regard our transformation
as just a relabelling of k.
5.1.2 Light-Matter Hamiltonian
We now proceed to obtain a light-matter interaction Hamiltonian using the magnetic
vector potential of 5.10. In general, the Hamiltonian which describes an array of dipoles
interacting with an electromagnetic field is given by
Hlight−matter =
∑
R,s
−Q
M
Πs(Rs) ·A(Rs)︸ ︷︷ ︸
Hpl−ph
+
∑
R,s
Q2
2M
A2(Rs)︸ ︷︷ ︸
Hse
(5.11)
where Hpl−ph is the ‘plasmon-photon’ interaction Hamiltonian and Hse is the photonic
‘self-energy’ A2 dependent term of the Hamiltonian. For compactness we write the
electronic centre of mass conjugate momentum given by equation 4.24 as
Πs(Rs) = zˆ
(
~Mω0
2N
)1/2∑
q
iγsq
†eiq·Rs + H.c. (5.12)
where γAq ≡ aq and γBq ≡ bq. Note that there is no sum over n as the CP dispersion
is periodic, and so a plasmon with wavevector q is indistinguishable from one with
wavevector q − Gn. Note also that we have assumed the LSPs to be polarised in
the zˆ direction, which as we stated previously is realisable with orientated anisotropic
nanoparticles. Substituting the expressions 5.10 and 5.12 into 5.11 we can rewrite Hpl−ph
as
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Hpl−ph = ~ω0
1
N
∑
R,s
∑
q′,qn
iγsq′
†e−iq
′·Rsξqn
[
cqne
i(q−Gn)·Rs + c†qne
−i(q−Gn)·Rs
]
+ H.c.,
(5.13)
where the coupling strength is given by
ξ2qn =
8pi
6
√
3
Ω
ωqn
a
L
. (5.14)
The fact that the light-matter interaction scales with the cavity height as ξqn ∝ 1/
√
L is
the key to the tunable polariton dispersion and the intriguing properties we will discuss
shortly.
As we will see, it is necessary to include Umklapp processes to maintain the essential
symmetries of the system. Let us methodically calculate an expression for the first term
in Hpl−ph of equation 5.13 so it is clear where a phase factor relating to these Umklapp
processes originates. Defining
χ = (1/N )iγsq′†e−iq
′·Rsξqn, (5.15)
where exp (iGn ·R) = 1 for all Gn, we get
∑
q′R
χ = iξqnγ
s
q
†cqne
−iGn·es , (5.16)
leading to
∑
s
∑
q′R
χ = iξqn
(
a†qφ
∗
n + b
†
qφn
)
cqn, (5.17)
with φn = e
iGn·eA =
(
eiGn·eB
)∗
. We introduced the factor
φn = exp (iaGn · yˆ) , (5.18)
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which parametrises the phase of the light-matter interaction. Following this procedure
the interaction Hamiltonian 5.13 can be written as
Hpl−ph = ~ω0
∑
qn
iξqn
(
φ∗na
†
q + φnb
†
q
)(
cqn + c
†
−qn
)
+ H.c., (5.19)
where the minus sign in subscripts implies that both q and Gn are multiplied by −1,
such that c†−qn creates a cavity photon with wavevector −(q−Gn). We can now apply
this same procedure to Hse in equation 5.11. Substituting the expansion of the vector
potential 5.10 into Hse gives
Hse =
~ω0
N
∑
s,R,q,n,q′,n′
ξqnξq′n′cqne
i(q−Gn)·Rs
(
cq′n′e
i(q′−Gn′ )·Rs + H.c.
)
+ H.c., (5.20)
which following similar steps as above can be expressed as
Hse = ~ω0
∑
qnm
2ξ2qnαqnmcqn
(
c−qm + c
†
qm
)
+ H.c., (5.21)
where
αnm = (ωqn/ωqm)
1/2Re[φnφ
∗
m]. (5.22)
5.1.3 Exact diagonalisation
The full Hamiltonian for our system, including the purely plasmonic, photonic and
coupling terms is thus
H = Hpl +Hph +Hpl−ph +Hse. (5.23)
To find the normal modes of the equation we introduce the operator
βq = CΨ, (5.24)
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where Ψ is a vector column of superposition coefficients and C is a vector row of oper-
ators, defined as
Ψ =
(
wq, xq, yq, zq, uq1, vq1︸ ︷︷ ︸
1
, uq2, vq2︸ ︷︷ ︸
2
, ..., ...︸ ︷︷ ︸
...
, uqn, vqn︸ ︷︷ ︸
n
)T
, (5.25)
C =
(
aq, a
†
−q, bq, b
†
−q,
1︷ ︸︸ ︷
cq1, c
†
−q1,
2︷ ︸︸ ︷
cq2, c
†
−q2,
...︷ ︸︸ ︷..., ... n︷ ︸︸ ︷cqn, c†−qn ), (5.26)
where the over- and under-braces numbered n highlight the pairs of photonic operators
in C (and coefficients in Ψ) that correspond to the nth photonic mode. If one were
to expand out the product of equation 5.24 it would have the more familiar form of
equation 4.34. Diagonalising the system implies that the eigenmode operator βq obeys
the Heisenberg equation
[βq, H] = ~ωpolq βq, (5.27)
which leads to the eigenvalue equation
CMΨ = Cωpolq Ψ, (5.28)
where Mij is the factor stemming the commutator of equation 5.27 that multiplies the
ith operator in C and the jth coefficient in Ψ. We split up the (infinite) Hopfield matrix
M into those parts which arise from the commutator with each of the four subsidiary
Hamiltonians of equation 5.23, such that
M =
 Mpl MJpl−ph
Mpl−ph Mph + Mse
 , (5.29)
where the ‘J -hermitian conjugate’ of an arbitrary matrix X is defined in terms of matrix
elements as
(
XJ
)
ij
= (−1)i+j (Xji)∗ . (5.30)
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The plasmonic matrix is the same as before in equation 4.36
Mpl =

ω0 0 Ωfq −Ωfq
0 −ω0 Ωfq −Ωfq
Ωf∗q −Ωf∗q ω0 0
Ωf∗q −Ωf∗q 0 −ω0
 , (5.31)
and the photonic matrix is a diagonal list of frequencies
Mph = diag (ωq1,−ωq1, ωq2,−ωq2, ..., ..., ωqn,−ωqn) . (5.32)
The interaction matrix is characterised by matrix elements
(Mph−pl)ij = iξqd(i)

φ∗d(i), j = 1, 2
φd(i), j = 3, 4
(5.33)
where d(n) = (n + 1)\2 ∈ Z is a counting function with n\m the integer division of n
by m. Finally Mse has matrix elements
(Mse)ij = 4~ω0(−1)j+1αd(j)d(i)ξ2qd(j). (5.34)
5.1.4 Polaritonic dispersion
In Figure 5.3 we plot the polariton dispersion ωpolq from equation 5.28, which corresponds
to the eigenvalues of the matrix M given in equation 5.29. We truncate the matrix M
by limiting the sum over the n Umklapp processes such that the resulting dispersion
sufficiently converges. In Figure 5.3(a) we plot the dispersion along the symmetry lines
Γ−K −M − Γ in the absence of coupling, that is we plot the TEM mode of the empty
cavity and the CP dispersion (equation 4.41). We observe four points where the bands
cross, labelled by circled numbers. One may expect that in the presence of coupling
between these individual modes there will be anticrossings at all four of these band
crossings.
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Figure 5.3: (a − b) Plots showing (a) the CP dispersion ω±q (red line) of equation
4.41 and the TEM cavity mode ωqn (black line) in the absence of any coupling; and (b)
the polaritonic dispersion (ωpolq of equation 5.28) that arises from the coupling between
these modes. In (a) the circled numbers indicate the locations of the band crossings,
and the pairs of blue arrows schematically indicate whether that CP band is ‘bright’
(symmetric) or ‘dark’ (asymmetric). In Figure (b) we observe large anticrossings at
1© and 2© due to the strong light-matter coupling with the optically bright CP mode.
There is no anticrossing at 3©, and only a very small anticrossing at 4©, due to the
vanishing light-matter interaction with the optically dark CP mode. (c−d) Schematics
showing the wavefronts (dashed parallel lines) of a photonic mode with wavevector along
the direction (c) Γ−K, and (d) Γ−M , superimposed on a schematic of the honeycomb
lattice structure. (e) Schematics of a bright and dark mode where the black arrows
indicate the dipole moments on an A site (blue circle) and B site (red circle). In a
bright mode the dipole moments are in-phase (parallel), whereas in a dark mode they
are out-of-phase (anti-parallel). In the figure c/ω0a = 3/4, D = 1 and a = 3r.
However, in Figure 5.3(b) we observe large anticrossings at the points 1© and 2© in the
polariton dispersion, but no anticrossing at the point 3© and only a very small anticross-
ing at the point 4©. This can be understood as due to the different configurations of
the lattice in the upper and lower CP bands. In the upper band the dipole moments in
the sublattices A and B are in-phase with one another and so constructively interfere
(see schematic in Figure 5.3(e)). This symmetric mode is optically ‘bright’ and couples
significantly with photonic modes for any wavevector. In the lower band the dipole mo-
ments in each sublattice are out-of-phase with one another and destructively interfere,
giving rise to an optically ‘dark’ mode that only weakly interacts with light. The largest
(but still small) anticrossing for the dark mode is along the direction Γ−M , whilst the
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smallest anticrossing is along the direction Γ−K where the interaction with light com-
pletely vanishes. The schematics in Figures 5.3(c-d) help to explain this by showing the
wavefronts of a plane wave with a wavevector along these two high symmetry directions,
superimposed on a schematic of the honeycomb lattice. For example in (c) we observe
that the direction Γ − K is orthogonal to one of the separation vectors e1 and so the
total field of the dipoles disappears along this direction. This gives rise to an additional
degeneracy along the Γ−K direction at 3©.
Before continuing our discussion of the polaritons we need to address the crucial question
of how we should truncate the infinite Hopfield matrix M. The function ξqn is inversely
proportional to |q −Gn| so to capture the qualitative effects one might be tempted to
consider just the G = 0 mode. In fact this is the approximation taken by Hopfield in
his seminal paper [35] where he treats exciton-polaritons that arise from the coupling
between a single exciton band of a three-dimensional crystal and free photons. In this
scenario it is acceptable to neglect Umklapp processes as there are no essential symme-
tries or degeneracies to preserve, and so their inclusion only qualitatively modifies the
physics. Another key difference to note is that as the lattice and photonic modes are of
the same dimension, there is no dependence of the light-matter interaction strength on
a geometric length scale.
However, for our system of interacting CPs and cavity photons, neglecting Umklapp
processes leads to a fundamentally incorrect result as shown in Figure 5.4(a), where
for small enough values of the cavity height L the Dirac point is destroyed. This is
because at q = K there are three degenerate photonic modes (G1 = 0, G2 = b1 and
G3 = b2 − b1) with the same interaction strength ξK1 = ξK2 = ξK3, so in selecting G1
but neglecting the other two we artificially break the degeneracy of the K point.
In Figure 5.4(b) we show that selecting sets of Gn which are degenerate at the K point
keeps the associated Dirac point intact. However, we point out that in this scenario
the Dirac point at the K′ point artificially shifts or ceases to exist. Thus, in principle
there is no methodical way to maintain all essential symmetries in the dispersion when
truncating the Hopfield matrix. In practice, by choosing a large enough number of
photonic modes the symmetries are approximately maintained at both K and K ′, as
shown in Figure 5.4(c).
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Figure 5.4: Comparison of the polariton dispersions ωpolq obtained from including
different photonic modes in the Hopfield matrix M of equation 5.29. We consider (a)
only the photonic mode Gn = 0, (b) the three modes which are degenerate with Gn = 0
at the Dirac point, and (c) 48 photonic modes centred around q = 0. The green ticks
and red crosses next to the black circles highlight whether the symmetries around the
K or K ′ points have been artificially broken. In the figure a = 3r, D = 1, c/ω0a = 3/5,
and L = 12a.
With these considerations in mind let us examine the actual features of the dispersion
ωpolq a little further. In Figure 5.5 we present the evolution of the dispersion with
decreasing cavity height. Note that there is a global negative energy shift of the bands,
caused by the larger anticrossing between the photonic mode and the bright CP modes
as the light-matter coupling strength increases. There is a large renormalisation of the
group velocity around the K point, in fact in panel (d) the bands are practically flat
around this point. We also observe that the additional degeneracy along the Γ − K
direction approaches and then merges with the degeneracy at K at a critical cavity
height Lc (in the figure Lc ≈ 5a). Subsequently, as the cavity height is decreased
further, it appears that the bands have inverted on themselves.
The transition where the degeneracies merge at the K(K ′) point must occur for the
critical cavity height Lc when the group velocity along the Γ−K(K ′) direction vanishes
∂ωpol,±q (Lc)
∂qx
∣∣∣
q=K
= 0, (5.35)
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Figure 5.5: Evolution of the polaritonic dispersion with decreasing cavity height
(indicated above each panel). With decreasing cavity height the light-matter interac-
tion strengthens which increases the magnitude of the anticrossing with the bright CP
modes. This causes a global negative energy shift of the bands degenerate at the K
point. Also we notice the additional degeneracy along the Γ − K direction approach
the K point and merge with the degeneracy at about L/a = 5 as shown in panel (d).
Subsequently, in panels (e-f) it appears that the bands have inverted on themselves. In
the figure a = 3r, c/ω0a = 3/5, D = 1, and we take 12 photonic modes centred about
K.
where ωpol,±q indicates the upper (+) and lower (−) polariton bands that are degenerate
at the K(K ′) point. Equation 5.35 can be solved numerically, but later we will obtain
an analytical expression for Lc accurate to second order in ξqn.
Though we have not proved it yet, we imagine most readers are confident in the existence
of a Dirac point at K and K ′ in the limit of weak light-matter coupling, which in the
following we term a Conventional Dirac Point (CDP). It is perhaps less evident that the
CDP should continue to exist after merging with the additional degeneracy along Γ−K,
which we term a Satellite Dirac Point (SDP). To better understand this merging and the
properties of the eigenstates we now perform a unitary Schrieffer-Wolff transformation
[134] to obtain an effective Hamiltonian in the CP subspace, which provides an accurate
description of the two bands degenerate at the K and K ′ points to second order in the
light-matter coupling parameter ξqn.
5.2 Dirac-like collective plasmon polaritons
We wish to develop an effective theory for the plasmon-like polaritonic dynamics of the
two bands degenerate at the K and K ′ points. We thus seek a transformation of the
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Hamiltonian that renders the block off diagonal terms (the light-matter coupling terms)
of the Hamiltonian zero to first order in the interaction parameter ξqn. This is accom-
plished in the subsequent subsection by means of a Schrieffer-Wolff (SW) transformation
which we exploit to eliminate all terms linear in ξqn. Following on we conduct an expan-
sion around the K point and investigate properties of the resulting Dirac Hamiltonian.
5.2.1 Effective Hamiltonian in the plasmonic subspace
Firstly we segregate the terms in the full Hamiltonian 5.23 according to whether they
contain a coupling between plasmon and photon operators. Thus, we write H = H0+H1
where
H0 = Hpl +Hph +Hse, H1 = Hpl−ph. (5.36)
Following this we conduct a canonical transformation of the Hamiltonian H → H¯ =
eSHe−S where we impose that the transformation generator S be first order in ξqn.
Of course we must also constrain S to be anti-Hermitian to preserve the Hermicity of
the Hamiltonian. The goal now is to find a final constraint which eliminates terms
in H¯ that are first order in ξqn. The choice is obvious upon expanding H¯ as per the
Baker-Campbell-Hausdorff formula [135]
H¯ =
∞∑
n=0
1
n!
[S,H]n = H + [S,H] +
1
2
[S, [S,H]] +
1
6
[S, [S, [S,H]]] + ... (5.37)
= H0 +H1 + [S,H0]︸ ︷︷ ︸
linear in ξqn
+ [S,H1] +
∞∑
n=2
1
n!
[S,H]n︸ ︷︷ ︸
higher order terms
. (5.38)
A keen eye might observe that not all of H1 + [S,H0] is linear due to the Hse term, but
importantly this is the only part of the expression that contains linear terms. Thus, the
essence of the SW transformation is imposing the constraint
[S,H0] = −H1, (5.39)
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which after straightforward algebra yields the effective Hamiltonian
H¯ = H0 +
∞∑
n=1
n
(n+ 1)!
[S,H1]n , (5.40)
which to first order in H1 reads
H¯ = H0 +
1
2
[S,H1] . (5.41)
In the following we will neglect non-resonant plasmon-plasmon terms (which only appear
in Hpl), due to their negligible contribution to the normal mode operator βq. In section
4.2.2 we have seen this to be explicitly true for the purely plasmonic Hamiltonian when
Ω/ω0  1 as the two bands ω+q and ω−q are near resonance. Moreover, in Figure 5.6 we
numerically calculate the eigenvectors of the Hopfield matrix for the full Hamiltonian
and find that non-resonant terms are indeed negligible in a wide region of reciprocal
space around K. However, such arguments do not allow us to neglect plasmon-photon
and photon-photon non-resonant terms, as in general any photonic band n is not at all
in resonance with another photonic band n′ or either of the plasmonic bands.
We write the antihermitian generator as S = S − S† which simplifies the identification
of a term that satisfies equation 5.39 to finding an S that satisfies
[H0,S] = ~ω0
∑
qn
iξqn
(
φ∗na
†
q + φnb
†
q
)(
cqn + c
†
−qn
)
. (5.42)
This is given by
S =
∑
qn
iω0ξqn
[(
χ−qna
†
q + χ
−∗
qnb
†
q
)
cqn +
(
χ+qna
†
q + χ
+∗
qnb
†
q
)
c†−qn
]
, (5.43)
where
χ±qn =
(ω0 ± ωqn)φ∗n − Ωf∗qφn
(ω0 ± ωqn)2 − Ω2|fq|2 . (5.44)
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Figure 5.6: Comparison of resonant and non-resonant expansion coefficients Ψn of
the Hopfield operator βq (see equation 5.24) for the plasmonic operators Ψ1 = aq and
Ψ2 = a
†
−q. We plot these operators for both the upper (+) and lower (−) polariton
bands which are degenerate at the K point, and for two cavity heights as indicated in
the figures. We observe that the non-resonant terms are significantly smaller than the
resonant terms around the K point. In the figure c/ω0a = 3/5, D = 1 and a = 3r.
Thus, after calculation of [S,H1] we arrive at the Hamiltonian H¯. In the full basis βq the
Hamiltonian is zero on the block off-diagonals, which allows us to separate the plasmonic
and photonic subspaces. We can thus write the effective Hamiltonian of the plasmonic
subspace in the basis (aq, bq)
T as
H¯ = ~
 ω0 Ωf∗q
Ωfq ω0
− ~ω20∑
n
∑
s=±
sξ2qn
Re [φnχsqn] χsqnφ∗n
χs∗qnφn Re
[
φnχ
s
qn
]
 . (5.45)
Except in extreme cases, such as when the light line passes near ω0 at the degeneracy
point we can approximate χ±qn in the regime Ωfq  ω0 ± ωqn as χ±qn = (ω ± ωqn)−1φ∗n.
In this case using the expression 5.14 for ξqn we can approximate the Hamiltonian 5.45
as
H¯ = H0 −Hδ (5.46)
where
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H0 = ~
 ω0 Ωf∗q
Ωfq ω0
 , (5.47)
is the Hamiltonian of the bare CPs as obtained previously in equation 4.44, and
Hδ = ~ω0∆
∑
n
δqn
 1 (φ∗n)2
(φn)
2 1
 , (5.48)
provides corrections to the bare CP Hamiltonian H0 which are quadratic in the light-
matter coupling parameter ξqn. In equation 5.48
∆ =
8pi
3
√
3
Ω
ω0
a
L
, (5.49)
is a coupling constant dependent on the plasmon-plasmon coupling strength Ω and cavity
height L, and δqn = ω
2
0/(ω
2
qn − ω20). In the Hamiltonian 5.46 there is a wavevector
dependent renormalisation of the natural frequency ω0, and the factors φn crucially
modify the function fq and introduce additional degeneracies in the bandstructure
ω¯τq = ω0
(
1−∆
∑
n
δqn
)
+ τ |Ωfq − ω0∆
∑
n
δqnφ
2
n|. (5.50)
We will discuss the role of these degeneracies in the following section, where we in-
vestigate the transition at the critical cavity height Lc in greater depth. However,
before proceeding let us compare the dispersion of the SW and original Hamiltonian
as shown in Figure 5.7. There is an excellent quantitative agreement before criticality
L > Lc throughout the majority of wavevector space. There is also a good qualitative
agreement around the Dirac point after the critical cavity height L < Lc, though the
quantitative agreement has diminished. It is inevitable that a second order expansion
in the light-matter coupling decreases in accuracy as we increase the light-matter cou-
pling parameter ξqn with decreasing cavity height. In addition whilst the non-resonant
plasmonic operators are easily neglected at larger cavity heights L > Lc, their Hopfield
expansion coefficients become appreciable (though still significantly small with respect
to the resonant coefficients) at smaller cavity heights L < Lc, as we saw in Figure 5.6.
Nonetheless the SW Hamiltonian still captures all the important qualitative effects.
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Figure 5.7: Comparison between the polariton dispersion of the ‘full’ Hamiltonian
(black dashed lines corresponding to equation 5.23) and the SW Hamiltonian in the
plasmonic subspace (red solid lines corresponding to equation 5.46). The left (right)
plots are for a cavity height 100a (3a), and the top (bottom) plots are for a value of
c/ω0a as 3/2 (3/5). In the figure a = 3r and D = 1.
5.2.2 Topological transition at critical cavity height
From the polariton dispersion in equation 5.50 we can see that the degeneracies occur
when
|Ωfq − ω0∆
∑
n
δqnφ
2
n| = 0. (5.51)
Equation 5.51 indicates that the CDPs at the K(K ′) points that exist for the bare CP
dispersion persist here. This can be verified by noting that at K(K ′) the function fq is
zero (as we saw in chapter 4) and that the function δqn is identical for photonic modes
degenerate at the K(K ′) points, and thus we have the sum
∑
n φ
2
n = 0. Equation 5.51
is satisfied at six other locations in the Brillouin zone, along the directions Γ −K(K ′)
where the functions fq and
∑
n δqnφ
2
n are both real. These degeneracies, corresponding
to SDPs, come in a pair of triplet SDPs where each triplet encircles a K(K ′) point along
the three directions Γ − K(K ′) in the Brillouin zone. This situation is reminiscent of
bilayer graphene [136, 137], in as much as there is a central degeneracy at K(K ′) with
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three satellite degeneracies encircling this point. However here, as we see in Figures
5.9(d-f), the SDPs are critically tilted such that the iso-frequency contours no longer
form closed ellipses around these points. As discussed in section 3.1.4 a system with IT
symmetry must have a Chern density that is a sum of Dirac delta functions that act as
monopole sources of Berry flux. Referring to Figure 5.8 we see that the SDPs are such
singularities in the Chern density and sources of Berry flux, and in this sense we can
identify them as Dirac points.
In Figure 5.8 we show a schematic of the locations and trajectories of SDPs as the cav-
ity height is decreased, obtained by solving equation 5.51. Before criticality each triplet
of SDPs approaches a CDP along the direction Γ − K(K ′), subsequently merges with
the CDP when L = Lc, and then after criticality continues along the same trajectory
(corresponding to the direction K(K ′)−M in the Brillouin zone). Also in Figure 5.8 we
show the topological charge of the Dirac points, corresponding to the number of clock-
wise rotations the pseudospin vector makes for a clockwise closed loop in the immediate
vicinity of the Dirac point it encloses [138–140] (see Figure 5.9). The CDP at K(K ′)
has a topological charge of +1(−1), surrounded by SDPs with a topological charge of
−1(+1). The merging of Dirac points for L = Lc is not accompanied by their annihi-
lation, as the SDPs and CDPs have distinct physical origins. As discussed earlier, the
CDP arises from the two-dimensional bipartite lattice, and the time-reversal symmetric
and parity invariant nature of the system [28]. Whereas the SDPs stem from the ad-
ditional degeneracies in the polariton spectrum along those directions perpendicular to
the nearest neighbour vectors ej , where the complete destructive interference between
the sublattices in the asymmetric configuration leads to a vanishing light-matter inter-
action. However, after criticality eventually the SDPs that emerge from the K point
will annihilate with the SDPs of opposite topological charge that emerge from the K ′
point.
Figures 5.9(a-c) show the evolution of the Berry curvature around the K point for this
transition from sub- to super-critical values of the cavity height. By observing the
pseudospin vector field, which is equivalent to the unit vector of Berry curvature, we
can verify the topological charge of the Dirac and hybrid points. The Dirac points
act as vortices in the pseudospin vector field, as well as sources and drains of Berry
curvature. For sub-critical values of the cavity height we observe that the pseudospin in
the immediate vicinity of the CDP is Vτ = −τ kˆ, aligned parallel with the momentum k
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Figure 5.8: The location and trajectories (red arrows) of SDPs (coloured disks) shown
in the Brillouin zone (top figures), and around the K point in the extended zone scheme
(bottom figures), as L is decreased. For (a) L > Lc the SDPs around the K(K
′) point
with topological charge -1(+1) approach the CDP with topological charge +1(-1) along
the directions Γ−K(K ′). At (b) L = Lc the SDPs merge with the CDP at K(K ′) and
give rise to a hybrid point with topological charge -2(+2). Finally when (c) L < Lc the
SDPs reemerge along the same trajectory which corresponds to the direction K(K ′)−M
in the Brillouin zone. In the figure c/ω0a = 3/5,  = 1 and a = 3r.
measured from K in the lower polariton band ω¯
(−)
q , so undergoes one clockwise rotation
for a clockwise loop around K. At criticality the SDPs have merged with the CDP
giving rise to a hybrid point with a topological charge of -2 and thus, we see that the
pseudospin rotates counter-clockwise twice as fast. After criticality the pseudospin again
returns to a clockwise rotation, however we note that curiously the pseudospin is now
aligned anti-parallel to k in the lower polariton band.
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Figure 5.9: (a-c) Evolution of the magnitude (colour scale) and direction (black ar-
rows) of the Berry curvature B(−) (see equation 3.30) around the K point for the
lower polariton band ω¯
(+)
q of equation 5.50 as we decrease the cavity height. (d-f) Iso-
frequency contours of the lower polariton band ω¯
(−)
q measured from the CDP frequency
ω¯
(−)
K , and the location in momentum space of the SDPs (green disks), CDP (blue disk)
and hybrid point (multicoloured disk). We show the cavity height decreasing from
being (a,d) sub-critical L/a = 7.2, to (b,e) critical L/a ≈ 6.9, and (c,f) super-critical
L/a = 6.7. Recall that the unit vector of the Berry curvature gives us the pseudospin
vector V(−) (see equation 3.32). Thus, from the plots we can visually verify the topo-
logical charge of the Dirac points by counting the number of clockwise rotations the
pseudospin vector undergoes for a closed clockwise loop around the respective point.
In the figure c/ω0a = 3/5,  = 1 and a = 3r.
5.2.3 Second order expansion around the degeneracy point
To understand the origin of the ‘flip’ of the pseudospin direction, we wish to develop
an effective Hamiltonian for the polaritons in the vicinity of the CDP. An expansion
of the Hamiltonian 5.46 in k = q − K where |k|  |K| requires us to include terms
up to second order, as the linear terms vanish at criticality. In this approximation the
Hamiltonian H0 of equation 5.47 reads
H0 = ~ω0
1 0
0 1
− ~v
0 pˆi∗
pˆi 1
+ ~av
4
 0 (pˆi)2
(pˆi∗)2 0
 (5.52)
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where we have defined pˆi = kx + iky. For the component Hδ of the equation 5.48 we
require the expansion of the function δqn given by
δqn = δKn + δKn,xkx + δKn,yky +
1
2
[
δKn,xxk
2
x + δKn,yyk
2
y + 2δKn,xykxky
]
, (5.53)
with coefficients
δKn,α = −2(c/ω0)2δ2Kn(K−Gn)α, (5.54)
δKn,αα = 2(c/ω0)
2δ2Kn
[
4(c/ω0)
2δKn(K−Gn)2α − 1
]
, (5.55)
δKn,xy = 8(c/ω0)
4δ3Kn(K−Gn)x(K−Gn)y. (5.56)
We can obtain an expression for this expanded Hamiltonian by exploiting its symmetries.
For an arbitrary set of photonic modes degenerate at the K point each of the factors
δKn,α, δKn,xy and φ
2
n sum to zero, and Hδ has the form
Hδ = ~ω0δ0
1 0
0 1
−~vδD
0 pˆi∗
pˆi 0
+ ~avδw
4
 0 (pˆi)2
(pˆi∗)2 0
−~a2ω0δa
|pˆi|2 0
0 |pˆi|2
 .
(5.57)
The dominant photonic mode is G0 = 0 (and its rotations about K). Truncating the
sum to just this mode yields the explicit coefficients
δ0 = 3∆δK, δD = 2∆|aK|ω0
Ω
(
c
ω0a
)2
δ2K, (5.58)
δw = 8∆|aK|2ω0
Ω
(
c
ω0a
)4
δ3K, δa = ∆
(
c
ω0a
)2 [
3− 6|aK|2
(
c
ω0a
)2
δK
]
δ2K,
where δK ≡ δK0. From the expressions 5.58 we see that each of the terms in Hδ provide
corrections to the bare CP HamiltonianH0 which are inversely proportional to the cavity
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height L, due to the common factor ∆ (see equation 5.49). Using equation 5.57 we can
write the expansion of the full Hamiltonian 5.46 in the compact form
H¯/~ = (ω˜0 + α˜k2) 1− v˜kσ · kˆ + µ˜k2(σ∗ · kˆ)◦2, (5.59)
where k = |k|, (X◦n)ij ≡ (Xij)n, and the corresponding dispersion is
ω¯τk = ω˜0 + α˜k
2 + τ |µ˜k2e−i3φk − v˜k|. (5.60)
The coefficients ω˜0 = ω0(1− δ0), α˜ = a2ω0δa, v˜ = v(1− δD) and µ˜ = (av/4)(1− δw) all
decrease with cavity height as shown in Figure 5.10. The CDP redshifts with frequency
ω˜0 < ω0. The term α˜k
2 is always negative and provides another (wavevector dependent)
redshift of the individual bands, and an asymmetry between them. The term weighted
by µ˜ creates a trigonal warping of the Dirac cones. For cavity heights close to L = Lc
the terms α˜ and µ˜ are significant with respect to v˜ and thus, the Dirac cones are highly
asymmetric and warped. In fact we see that the group velocity v˜ of Dirac modes can be
tuned from positive to negative values, and at the critical cavity height the polaritons
morph from massless Dirac polaritons into massive Dirac polaritons with an effective
mass M∗τ = ~2/2(α˜ + τ |µ˜|). As discussed before, the merging of the SDPs with the
CDP coincides with a vanishing group velocity around the K point. Thus, from the
Hamiltonian 5.59 we can obtain a simple expression for the critical cavity height, given
by
δD(Lc) = 1. (5.61)
We can now verify the transition of the topological charge of the K point at criticality, as
a Hamiltonian of the form kn(σ · kˆ)◦n (and its conjugate) corresponds to a degeneracy at
k = 0 with topological charge n (−n) [139, 140]. Thus, to leading order in k, before and
after criticality the Hamiltonian 5.59 is proportional to k(σ·kˆ) and the topological charge
at K is +1. Whereas when L = Lc the terms linear in k vanish and the Hamiltonian is
proportional to k2(σ∗ · kˆ)◦2, and so the K point has a topological charge of −2.
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Figure 5.10: The two plots show the dependence of the coefficients of the Hamiltonian
5.59 on the cavity height L, as indicated in the figures. The CDP redshifts with the
frequency ω˜0. At the critical cavity height Lc the group velocity v˜ vanishes and the
Hamiltonian contains only terms second order in k. For cavity heights close to criticality
the terms α˜ and µ˜, which are responsible for the asymmetry and trigonal warping of
the bands respectively, are significant with respect to v˜ and thus the Dirac cones are
highly asymmetric and warped. In the figure c/ω0a = 3/5,  = 1 and a = 3r.
The approximate Hamiltonian also helps to unveil an intriguing phenomena that we
alluded to earlier. For sub- and super-critical values of L we can approximate the
Hamiltonian to first order in k. Thus, the eigenstates |ψτk〉 =
(
1,−τsgn(v˜)eiφk)T of
equation 5.59 can be described by the dimensionless Hamiltonian
H¯ = −sgn(v˜)σ · kˆ, (5.62)
and so the pseudospin (see equation 3.32) reads
Vτ = −τsgn(v˜)kˆ. (5.63)
The group velocity v˜ of the Dirac modes changes sign at the critical cavity height, as
we see in Figure 5.10. Thus, the parameter sgn(v˜) drives a topological transition at
criticality, ‘flipping’ the orientation of the pseudospin field. The flipped pseudospins
coincide with an inversion of chirality (see equation 3.50)
ητ = 〈ψτk|σ · kˆ|ψτk〉 = −τsgn(v˜). (5.64)
This remarkable phenomena has no analogue in real or artificial graphene. To summarise
the key results of this section, in Figure 5.11 we plot schematics of the dispersion 5.60 to
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Figure 5.11: Schematics of the dispersion 5.60 to leading order in k, and the corre-
sponding pseudospin vectors (black arrows), for decreasing cavity height as indicated
in the figure. The colour of the bands indicate whether the chirality is +1 (red) or
−1 (blue). We clearly see that by transitioning through the critical cavity height the
chirality of the bands is inverted and the pseudospin orientations are flipped.
leading order in k, as well as the pseudospins and the chirality of the bands as indicated
by their colour. Here we clearly see the topological transition driven by the sign of the
group velocity. For L > Lc the CDP has a topological charge of +1 and the massless
Dirac polaritons in the upper band have a chirality −1 and a pseudospin V+ = −kˆ
anti-aligned with the wavevector. At L = Lc the quasiparticles morph into massive
Dirac polaritons with a a pseudospin V+ = (cos 2φk,− sin 2φk) that rotates twice as
fast around the hybrid Dirac point with a topological charge of −2. For L < Lc the
massive Dirac polaritons morph once again into massless Dirac polaritons, however they
now have a chirality +1 and a pseudospin V+ = +kˆ that is aligned with the wavevector.
It is well known that the chiral nature of Dirac quasiparticles is responsible for many of
their remarkable properties, such as the Berry phase of pi, the suppression of backscat-
tering off smooth inhomogeneities, and the Klein tunnelling phenomenon observed in
real graphene [114, 116]. Here we have shown the existence of Dirac polaritons with
a remarkable tunability. The renormalisation of the CDP frequency allows the explo-
ration of conventional Klein tunnelling through regions of different cavity heights that
are both sub- or super-critical, for Dirac quasiparticles with group velocities which can
be tuned by orders of magnitude. This could be exploited in tunable polaritonic lenses
with an effective negative refractive index and enable the realisation of Veselago lensing
[141], whereby a polaritonic wave packet emitted from a point source would refocus upon
transmission through such a junction. There are also exciting questions to address on
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the nature of unconventional tunnelling phenomena through regions that are either side
of criticality, as the inversion of chirality removes the conventional transmission channel
for Dirac modes. For a smooth interface this could lead to the localisation of massless
Dirac quasiparticles, as within the vicinity of the CDP there would be no states within
which to transmit or reflect. Instead, this could produce a mechanism which scatters
particles from within the Dirac cone to photon-like states close to the light cone, and
vice versa. We emphasise that the inversion of chirality and these predicted phenom-
ena are driven by the coupling strength to the photonic environment which preserves
the symmetries of the nanoparticle array. So in addition one could combine the more
conventional methods of modifying Dirac quasiparticles via their underlying symmetries
with the effects induced by the cavity. For example the cavity height could be used
as a parameter to tune the pseudomagnetic field and Landau Level spectrum of Dirac
polaritons induced by deformations of the lattice [123].
5.3 Summary
A modification of the fundamental properties of Dirac quasiparticles typically involves
altering the underlying symmetries of the system. This scenario was explored in chapter
4 were it was seen that breaking the inversion symmetry leads to massive Dirac plasmons
with an energy dependent Berry phase, and breaking the rotational symmetry of the
lattice can result in the annihilation of Dirac points. However, in this chapter we have
examined an intrinsically different phenomenon, whereby we are able to drastically alter
the properties of Dirac quasiparticles whilst maintaining the underlying symmetries.
Specifically we have analysed the band structure and eigenmodes of plasmon polaritons
that arise from the interaction of plasmonic and photonic excitations of a honeycomb
array of metallic nanoparticles embedded in an optical cavity. As with the bare collective
plasmons we find a conventional Dirac point at the K(K ′) point, characterised by a
topological charge of +1(−1). The polariton spectrum shows large anticrossings at
the points where the dispersion of the TEM cavity mode crosses the optically bright
upper CP band of the symmetric lattice configuration. This anticrossing varies with
the light-matter coupling strength via the cavity height, which provides us with a highly
tunable spectrum. In addition there are small anticrossings with the optically dark lower
polariton band. In fact along the directions Γ − K(K ′), which are orthogonal to the
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nearest neighbour vectors ej , the light-matter interaction completely vanishes and leads
to an additional triplet of satellite Dirac points that encircle the K(K ′) point with a
topological charge of −1(+1).
By tuning the light-matter coupling strength we are able to induce a topological transi-
tion. As we decrease the cavity height, the group velocity of Dirac modes around K can
be tuned by orders of magnitude, and the SDPs approach the CDP along the directions
Γ −K(K ′). At the critical cavity height where the group velocity vanishes, the SDPs
merge with the CDP to form a hybrid point with a topological charge of −2(+2) and
the massless Dirac polaritons morph into massive Dirac polaritons. Subsequently the
SDPs reemerge along the direction K(K ′)−M and the quasiparticles once again morph
into massless Dirac polaritons. However, the chirality of the bands is inverted and the
pseudospin orientations are flipped.
The incredible tunability of the Dirac polaritons and the effect of chirality inversion, a
phenomenon which has no analogue in real or artificial graphene systems, could open
up a wealth of novel Dirac physics. For example, the inversion of chirality removes the
transmission channel from conventional Klein tunnelling and could lead to the localisa-
tion of massless Dirac particles, or act as a mechanism to scatter from within the Dirac
cone to photon-like states near the light cone.
Chapter 6
Dirac plasmons in a
pseudo-magnetic field
This chapter provides preliminary results on the investigation of strain-induced gauge
fields for CPs in a honeycomb array of metallic nanoparticles. We will demonstrate the
ability to generate a non-zero pseudo-magnetic field by application of a designed strain.
Moreover, we will see that the magnitude and sign of the field can be tuned by the
polarisation of the LSPs.
6.1 Modification of model due to strain
The essence of the physical properties of collective plasmons is encoded in the function
fq of equation 4.33, a sum of three geometrical phase factors associated with the three
nearest neighbours, weighted by the polarisation-dependent function Cj . Let us write it
in a form that is more generalisable to the investigations of this chapter:
fq =
∑
e
Ce exp(iq · e), (6.1)
where e ∈ {e1, e2, e3}. In our new formulation the dependence of the interaction strength
on interparticle separation is explicitly absorbed into the function
123
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Ce = 1− 3(pˆ · eˆ)
2
(|e|/a)3 . (6.2)
Considering in-plane deformations only, to lowest order in the strain u = (ux, uy) the
nearest neighbours are transformed to e → e′ where, as we saw in section 3.4, the
coordinates and lengths of e′ are given by [122]
e′α =
(
δαβ +
∂uα
∂xβ
)
eβ, |e′|2 = |e|2 + 2uαβeαeβ, (6.3)
where the strain tensor is
uαβ =
1
2
(
∂uα
∂β
+
∂uβ
∂α
)
, (6.4)
and Einstein summation is implied over the coordinates α, β ∈ {x, y}. Consider first the
case of a homogeneous strain, so that there is translational invariance and we can readily
repeat the quantisation procedure of previous chapters. In this case all modifications to
the Hamiltonian are captured by the substitution [121, 142, 143]
fq → f ′q =
∑
e′
Ce′ exp(iq · e′). (6.5)
The interaction parameter Ce′ now contains the denominator (|e′|/a)3 and in general
we have broken the rotational symmetry of the system. Expanding f ′q and retaining
only those terms which are first-order in the components of the strain tensor gives
f ′q = fq + Lq + Pq +Gq where

Lq = −3
∑
e Ceuαβ eˆαeˆβ exp(iq · e)
Pq = 6
∑
e pˆ · eˆ [uαβ eˆαeˆβpˆ · eˆ− (eˆ · ∇)pˆ · u] exp(iq · e)
Gq = i
∑
e Ce(e · ∇)q · u exp(iq · e)
(6.6)
We see there are three contributions to the additional terms in f ′q that arise from phys-
ically distinct effects. Changes in nearest-neighbour lengths modify the denominator
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of C and as such Lq captures effects due to different interparticle separations. Pq con-
tains those terms which are parametrised by the dipole orientation, originating from the
expanded numerator of C. The exponent of f ′q provides the contribution Gq which is
just a geometrical term that enters the gauge field as a total derivative and so can be
eliminated by a gauge transformation.
To investigate the low-energy Hamiltonian we expand f ′q around an arbitrary Dirac
point KD and retain only those terms linear in both the components of the strain tensor
and wavevector. Thus, f ′k = fk + Lk + Pk where

fk = i
∑
e Ck · e exp(iKD · e)
Lk = −3
∑
e Cuαβ eˆαeˆβ exp(iKD · e)
Pk = 6
∑
e pˆ · eˆ [uαβ eˆαeˆβpˆ · eˆ− (eˆ · ∇)pˆ · u] exp(iKD · e)
(6.7)
In fact we can extend this model to the case of an inhomogeneous strain without mod-
ification [123, 144, 145]. This is because the expressions 6.7 contain all linear terms
expected from symmetry analysis that enter as a gauge-field correction to the Hamilto-
nian [27], and the effects of inhomogeneity enter into higher order terms not considered
[146].
We can now calculate the gauge field for any particular dipole orientation of interest.
A natural starting point is the graphene-like orientation θ = 0 as seen previously, with
dipoles orientated normal to the plane.
6.1.1 Graphene-like case
As explored in detail in chapter 4, CPs in the honeycomb array of nanoparticles behave in
much the same way as electrons in graphene, though with an additional degree of freedom
originating from the tunability of the dipole moment polarisation of the LSPs. We
now explore the strain-modified Hamiltonian for the graphene-like orientation (θ, φ) =
(0, 0). As this polarisation corresponds to a system with exactly the same symmetries
as graphene, we know from group theoretical approaches that an invariant expansion
of the Hamiltonian near the K point under the application of strain will generate an
additional term from the substitutions [27]
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kx → kx + α(uyy − uxx) ky → ky + 2αuxy, (6.8)
where α is a coupling constant. Indeed, upon calculating the components of f ′q in
equation 6.7 we find that the term Pk = 0 and
Lk =
9
4
(uxx − uyy ∓ i2uxy). (6.9)
Note that in contrast to the strain-independent term fk = −(3a/2)(±kx + iky), the
valley index τ = ± operates on the real part of fk but on the imaginary component of
Lk. It will be seen that this leads to the gauge field having an opposite sign in each of
the two valleys, as required by the time-reversal invariance. Thus, in the conventional
bases (Ψˆ(+) = (aq, bq) and Ψˆ
(+) = (bq, aq)) the effective Hamiltonian is
Heffk,τ = ~ω01− τvσ · (p + eτA) , (6.10)
where the gauge field is
A = − 3~
2ae
uxx − uyy
−2uxy
 . (6.11)
Aside from a global energy shift and a different constant multiplying the gauge field, one
can immediately identify the effective Hamiltonian 6.10 as the direct analogue of that of
strained graphene [123]. From the gauge field it is natural to define a pseudo-magnetic
field BS = ∂xAy − ∂yAx. To generate a non-zero BS we implement a strain profile with
trigonal symmetry given by
u = C(2xy, x2 − y2), (6.12)
where C is a constant, leading to a spatially uniform pseudo-magnetic field
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BS =
12~C
ae
. (6.13)
To specify C we choose the same parameters as reference [123] where they consider a
disk of diameter D = 700a and a maximum strain Sm = 0.1 at its perimeter, which
gives C = Sm/D. The largest energy gap between Landau levels with index 0 and 1 is
then
∆LL
~Ω
= 3
(
6Sm
D/a
)1/2
, (6.14)
with a numerical value of approximately 0.1 for this choice of parameters. The energy
~Ω corresponds to the bandwidth of the dispersion in the absence of strain which is
approximately conical. Thus, we see that it is possible to produce an appreciable LL
energy gap within this bandwidth for a realistic choice of system parameters, and of
course these can be easily modified.
6.1.2 Arbitrary polarisation
For a general polarisation with θ 6= 0 the gauge field is not restricted by symmetry to the
substitutions 6.8 and can consist of a more arbitrary mix of strain tensor components.
In general the Hamiltonian in the K valley will be of the form
Hk = ~ω01 + vηασα(pα + eAα). (6.15)
The factors ηα depend on the polarisation, and also parametrise the eccentricity of
the Dirac cone in the absence of strain (e.g. when θ = 0 as in the previous section
ηx = ηy = 1).
As an example we consider the polarisation (θ, φ) = (pi/2, pi/2). In this case η =
(
√
7/2,−1) and
A =
3~
20
√
7ae
 12(uxx − uyy)
−7(3∂yux + 11∂xuy)
 , (6.16)
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Figure 6.1: A plot of the pseudomagnetic field BS = ∂xAy − ∂yAx (colour scale)
calculated from the Hamiltonian 6.15 obtained for an arbitrary polarisation and a strain
u = C(2xy, x2−y2). As the polarisation approaches a gapped region (grey regions) the
field diverges due to the break down of the model as we approach a regime characterised
by the merging of Dirac points, thus the colour scale is restricted to the range indicated
in the figure.
which, for the strain profile u = C(2xy, x2−y2) considered previously, leads to a pseudo-
magnetic field
BS = − 183
5
√
7
~C
ae
. (6.17)
Comparing to the value of BS for θ = 0 (equation 6.13) we see that not only is the
magnitude of the field different, it is negative. In Figure 6.1 we plot a phase diagram
for the values of BS as a function of polarisation pˆ, obtained with the strain profile in
equation 6.12, where we see a wide tunability in the field strength that is distributed in
an intricate and periodic pattern.
6.2 Summary
In this chapter we introduced the foundations for treating strain induced gauge fields
of CPs in a honeycomb array of metallic nanoparticles. We saw that for an arbitrary
polarisation of the dipole moments associated with the LSPs the gauge field is not
restricted by symmetry to the form A ∝ (uyy − uxx, 2uxy), and can take on a more
general combination of strain tensor components. For a strain u = C(2xy, x2 − y2)
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with trigonal symmetry the pseudomagnetic field BS is uniform, it depends on the
polarisation, and can be tuned from positive to negative values. This could be used
to design materials with a unique polarisation anisotropy, whereby not only would EM
radiation of different polarisations couple to CP modes with different dispersions, but it
could also experience pseudomagnetic fields of different signs. As a first step in extending
this work, it could be insightful to explore different strain fields to determine whether
there are configurations more experimentally realisable than trigonal strain which would
produce non vanishing pseudomagnetic fields for some of the polarisations.
Chapter 7
Conclusion
The appeal of metamaterials is the freedom to precisely tailor the physical properties,
through a fastidious selection of constituents and their geometrical arrangement. In this
thesis we wished to explore novel optical properties by choice of a plasmonic metama-
terial with a lattice structure that would offer such a possibility. As arrays of metallic
nanoparticles are artificial materials we could have investigated any geometry imagin-
able; however sometimes mother nature knows best. The decision to study a honeycomb
structured array of metallic nanoparticles was motivated firstly by the remarkable elec-
tronic properties of graphene, but most importantly the fact that these phenomena
are due to the symmetries of the system and the honeycomb lattice, rather than any
particularities of the constituents or charge carriers.
In chapter 4 we studied the purely plasmonic response of this artificial graphene system.
We examined the spectrum of the collective plasmonic modes that arise from the near-
field dipolar coupling between localised surface plasmons in each individual nanoparticle.
This revealed a substantial tunability granted by the polarisation degree of freedom
associated with the dipole orientation of the LSPs, with dispersions as varied as flat
bands, translationally invariant gapped modes and a spectrum analogous to graphene.
More generally we discovered a rich phase diagram as a function of the polarisation, with
gapped and gapless modes, and demonstrated that every gapless phase — including those
topologically disconnected from the graphene-like phase — supports collective plasmons
that are effectively described by a massless Dirac Hamiltonian. The gapped phases are
also of interest, particularly as they emanate from the merging and annihilation of Dirac
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points as the polarisation is progressively tilted. This situation is reminiscent of Dirac
point merging in real graphene under extreme elastic strain.
We also explored the properties of bipartite arrays of metallic nanoparticles beyond
the artificial graphene plasmonic lattice. First we broke the inversion symmetry upon
envisaging a honeycomb array comprised of inequivalent sublattices with different reso-
nance frequencies. In this case we found that the system supports gapped chiral Dirac
plasmons with an energy dependent Berry phase. Subsequently we broke the three-
fold rotational symmetry and explored generic bipartite hexagonal lattices obtained by
rigidly shifting one sublattice with respect to the other. Here the system still supports
massless chiral modes but with a modified distribution of gapped and gapless modes in
the phase diagram, as well as an altered — at times even topologically inequivalent —
band structure for each polarisation. The topology of the phase diagram itself changes
as one progressively shifts a sublattice away from the original honeycomb position; even
for a variation in the nearest-neighbour lengths of a few percent there is a significant
bulging in the phase diagram, followed by a series of topological phase transitions that
split and annihilate gapless Dirac phases.
In chapter 6 we explored the effects of strain on our nanoplasmonic metamaterial. Simi-
larly to real graphene, a strain that distorts the nanoparticle array induces a gauge field
in the Hamiltonian that formally resembles a magnetic vector potential and generates
a pseudomagnetic field. The magnitude and even sign of this field depends on the po-
larisation of the dipole moments. In addition, for an arbitrary polarisation the gauge
field is not restricted to the form A ∝ (uyy − uxx, 2uxy), as it is for real graphene and
for θ = 0 in the nanoparticle array, and instead can consist of a more arbitrary com-
bination of strain tensor components. This could have interesting implications in the
design of metamaterials with a unique polarisation anisotropy, whereby EM radiation of
different polarisations would couple to CP modes that experience pseudomagnetic fields
of different magnitudes and signs.
In summary, the analysis of chapters 4 and 6 revealed the strong analogies between
the plasmonic modes of a honeycomb array of metallic nanoparticles and the electronic
properties of graphene, as well as the existence of a wide class of bipartite hexagonal
lattices that exhibit massless chiral Dirac modes, all of which are highly tunable from
the polarisation of the dipoles. Our considerations will be important in the design of
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plasmonic metamaterials that guide electromagnetic radiation via chiral modes with
precisely designed features.
The mantra of metamaterials is ‘function from form’ [147]. However, chapter 5 ex-
emplified that it is not sufficient to consider the form of the matter field alone when
predicting even just the general optical features of a metamaterial. In fact the nature of
the photonic environment and the light-matter coupling can have a significant qualita-
tive impact. Having thoroughly examined the plasmonic modes in the preceding chapter,
we then wished to address their interaction with a photonic environment, and investi-
gate the true eigenmodes of the light-matter system. To accomplish this we developed
a full analytical quantum theory of the strong coupling regime between the collective
plasmons in a honeycomb array of metallic nanoparticles, and the fundamental photonic
mode of an enclosing optical cavity. We identified that the polaritonic spectrum, like its
purely plasmonic counterpart, persists in being characterised by the presence of massless
chiral Dirac modes. The associated Dirac point is completely robust, despite an energy
renormalisation the K(K ′) point remains degenerate for any strength of the light-matter
coupling and fixed in momentum space.
The conventional Dirac point at K(K ′) arises because of the symmetries of the hon-
eycomb lattice. However, the photonic environment generates three additional satellite
Dirac points around each CDP, along the directions Γ−K(K ′) where the light-matter
interaction between the cavity photons and dark CP modes vanishes. By modulating the
light-matter coupling strength via the cavity height we unveiled a phenomenal tunabil-
ity of the Dirac polaritons. In particular, as the cavity height is decreased we observed
an order-of-magnitude renormalisation of the group velocity around K(K ′), a red-shift
of the Dirac point frequency, and the approach of the SDPs towards the CDP. At the
critical cavity height Lc the SDPs merge with the CDP and subsequently reemerge along
the directions K(K ′) −M . The CDP and SDPs around the K(K ′) point have a topo-
logical charge of +1(−1) and −1(+1) respectively, however they do not annihilate at
the critical cavity height due to their distinct physical origins. Instead the transition is
accompanied by the morphing of massless Dirac polaritons around K(K ′) into massive
Dirac polaritons at the critical cavity height, and then back into massless Dirac polari-
tons as the cavity height is decreased further. Crucially after criticality the chirality of
the Dirac modes is inverted and the pseudospin orientations are flipped. The inversion
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of chirality is a phenomenon which has no analogue in real or artificial graphene sys-
tems. This remarkable result entails an alteration of the fundamental properties of Dirac
quasiparticles, yet without changing any of the underlying symmetries. Instead the chi-
rality inversion is driven solely by the coupling strength to a photonic environment that
preserves the symmetries of the system.
One important topic to address in future studies is the transport properties of these Dirac
polaritons with a tunable chirality. The inversion of chirality removes the conventional
transmission channel of Klein tunnelling within the Dirac cone. This could lead to the
localisation of massless Dirac polaritons at the interface between regions of different
cavity heights. It could also be exploited as a mechanism to scatter between states
within and outside the Dirac cone. Indeed it would be interesting to investigate any
of the phenomena of Dirac quasiparticles that are intrinsically linked to the chirality.
For example, by combining the effects of the cavity with strain-induced pseudomagnetic
gauge fields the cavity height could act as a tunable parameter for the Landau Level
spectrum.
Perhaps a more essential question that could benefit from further studies is the nature of
damping that is inherent in plasmonic arrays. Certainly these chiral modes profit from
a suppression of backscattering, the mechanism which is responsible for the gigantic
mobilities in graphene. However, polaritons have a finite lifetime and as we saw in
chapter 2 they suffer from three main dissipation channels: radiation damping — which
scales as the nanoparticle volume, Landau damping — which is inversely proportional,
and Ohmic damping — which is size independent. While these mechanisms are well
understood in the context of single nanoparticles, interactions in nanoparticle arrays
will likely modify the situation. For example theoretical studies on metallic nanoparticle
dimers indicate that the dipolar interactions have a minimal impact on the Landau
damping, whereas radiation damping depends greatly on the wavelength of the collective
mode [125]. Additional work is required to understand the impact of interactions and
different lattice structures on the plasmonic damping mechanisms.
Finally, while the analysis in this thesis has focused on arrays of metallic nanoparticles
with resonances in the visible range, the mathematical model itself is generalisable to
other electromagnetic systems where the response of the functional components can be
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modelled as dipolar. For example this may facilitate proof-of-principle experiments in
the microwave regime with helical resonators.
Appendix A
Derivation of dispersion relation
for surface plasmon polaritons
We consider a simple geometry which gives an effective one-dimensional problem, whereby
the waves propagate along the x-axis, and the dielectric profile depends only on one co-
ordinate,  = (z), with no spatial variation along the y-direction.
Using the identities ∇× (∇×E) = ∇(∇ ·E)−∇2E and ∇ · E = E · ∇+ ∇ ·E, the
wave equation can be written as
∇
(
−1

E · ∇
)
−∇2E = −µ00∂
2E
∂t2
, (A.1)
which for negligible variation in  = (r) over the order of one optical wavelength gives
the ordinary wave equation
∇2E− 
c2
∂2E
∂t2
= 0. (A.2)
Due to the assumption of non-varying dielectric function, equation A.2 must be solved
in separate regions of constant  and matched using proper boundary conditions. We
now show that for a single metal-dielectric interface, this equation give two sets of self
consistent solutions with different polarisation properties of the propagating waves. It
will be seen that the boundary conditions further constrain the solutions such that only
one set is physical.
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Assuming a plane wave form E(x, y, z, t) = E(z)eiβxeiωt, which implies propagation
along the x-axis and homogeneity in the y-direction, equation A.2 reduces to
∂2E
∂z2
+ (k20− β2)E = 0, (A.3)
where k0 = ω/c is the wave vector of the wave in vacuum. Explicit expressions for the
field components are obtained directly from Maxwell’s equation and are:
∂zEy = −iωµ0Hx (A.4a)
∂zEx − iβEz = iωµ0Hy (A.4b)
iβEy = iωµ0Hz (A.4c)
∂zHy = iω0Ex (A.4d)
∂zHx − iβHz = −iω0Ey (A.4e)
iβHy = −iω0Ez (A.4f)
which have been simplified for our case of propagation along the x-direction (∂x → iβ)
with translational invariance along the y-direction (∂y → 0). This set can be further
reduced simply by eliminating either Ez or Hz, and performing substitutions to obtain
two sets of solutions. For one set, corresponding to transverse electric (TE) modes we
have:
Hx = i
1
ωµ0
∂Ey
∂z
(A.5a)
Hz =
β
ωµ0
Ey (A.5b)
∂2Ey
∂z2
+(k20− β2)Ey = 0. (A.5c)
For the other set, corresponding to transverse magnetic (TM) modes we have:
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Ex = −i 1
ω0
∂Hy
∂z
(A.6a)
Ez = − β
ω0
Hy (A.6b)
∂Hy
∂z
+(k20− β2)Hy = 0. (A.6c)
First we will show that the transverse electric set has no solution for a propagating
wave at the metal-dielectric interface. The form of Ey that fulfils the TE mode set of
equations A.5 with an evanescent decay in the z-direction is
Ey(z) =
 Adeiβxe−kdz, z > 0Ameiβxe+kmz, z < 0 (A.7)
with Hx and Hz given trivially also by the equation set A.5. For convenience we have
defined ki ≡ ki,z. Continuity of Ey and Hx at the interface requires that Am(km+kd) =
0 and Am = Ad. Since an evanescent confinement requires that Re(Km) > 0 and
Re(Kd) > 0, it is therefore the case that Am = Ad = 0, and as such SPPs with a TE
polarisation do not exist at a single interface.
Fortunately, SPPs with a TM polarisation do exist. The form of Hy is determined by
the equation set A.6, and is
Hy(z) =
 Adeiβxe−kdz, z > 0Ameiβxe+kmz, z < 0 (A.8)
Continuity of Hy, mEz and dEz at the interface requires that Ad = Am and
kd
km
= − d
m
, (A.9)
which reveals that an evanescent confinement only exists for an interface made from
materials with real components of their permittivities with opposite sign. Substituting
Hy of equation A.8 into the TM wave equation A.6c gives
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k2i = β
2 − k20i, (A.10)
which from condition A.9 gives an expression for the dispersion as
β = k0
√
md
m + d
. (A.11)
Appendix B
Arbitrarily orientated dipoles:
Anisotropic nanoparticles
In this section we demonstrate that for a dimer of arbitrarily orientated spheroidical
nanoparticles (though aligned with one another) with suitably chosen eccentricities we
can approximate the eigenmodes in a wide range of frequencies as being aligned to the
principal axis. To introduce the formalism and provide a comparison we first treat the
case of a dimer of spherical nanoparticles.
B.1 Eigenmodes of a dimer of spherical nanoparticles
We repeat the calculations of section 4.1 to determine the eigenmodes of a dimer of
spherical nanoparticles, as shown in Figure B.1. Previously we assumed a priori that
the dipoles in each nanoparticle were polarised in the same direction as one another.
Here we will show this to be true, but begin by explicitly considering the three degrees
of freedom for each dipole. The non-interacting part of the Hamiltonian is
H0 =
∑
n
(
Π2nσ
2M
+
1
2
Mω0h
2
nσ
)
, (B.1)
where n ∈ {1, 2} labels the two nanoparticles, σ ∈ {x, y, z} and hnσ (Πnσ) denote the
displacement of the electronic centre of mass (and its conjugate momentum) in the nth
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Figure B.1: Schematic of a dimer of metallic nanospheres with a separation vector
e = axˆ and relative permittivity M, embedded in a dielectric with relative permittivity
D.
particle along the direction σ. Thus referring to equation 4.7 the interaction Hamiltonian
is
Hint =
N2e2
4pi0Da3
∑
σ
ησh1σh2σ, (B.2)
where ηx = 1 and ηy = ηz = −2 parameterise the interaction strength between the
same components of the two dipoles. The interaction between different components
for each dipole is zero. Solving for the time-harmonic solutions hnσ ∝ exp(−iωt), the
full Hamiltonian H = H0 + Hint along with the corresponding equations of motion
h˙nσ = ∂H/∂Πnσ and Π˙nσ = −∂H/∂hnσ give the eigenvalue equations
ω20 − ω2 2ω0Ωησ
2ω0Ωησ ω
2
0 − ω2
h1σ
h2σ
 = 0. (B.3)
The solutions are a set of parallel and anti-parallel eigenmodes aligned along each di-
rection σ, i.e. h1σ = ±h2σ where σ = x is a longitudinal mode and σ = y and σ = z are
transverse modes. The corresponding eigenfrequencies are
ωσ = ω0
√
1± 2 Ω
ω0
ησ. (B.4)
To achieve eigenmodes of a nanoparticle dimer that are arbitrarily orientated we need
to break the spherical symmetry. Let us do that now.
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Figure B.2: Schematic of a dimer of metallic nanospheroids with a separation vector
e = a (sinβxˆ + cosβzˆ). The tilt of the particles is described by β, the angle between
the principal axis (along the zˆ direction) and the separation vector e. Also shown is
one of the eigenmodes h2 = (h2x, h2z) which is misaligned from the principal axis by
an angle δ.
B.2 Eigenmodes of a dimer of spheroidical nanoparticles
Now we consider the interaction between two spheroidical nanoparticles as shown in
Figure B.2. The semi-axis along the direction σ is denoted nσ, where the principal semi-
axis nz is different to nx = ny. We investigate the effect of eccentricity on the eigenmodes
by restricting all spheroids to have the same volume V = 43pin
3 where n is the radius of
a sphere with the same volume. Eccentricity is defined as
E =

(
1− ρ2z/ρ2x
)1/2
, oblate i.e. nz < nx(
1− ρ2x/ρ2z
)1/2
, prolate i.e. nx < nz
, (B.5)
where we have introduced the dimensionless quantities
ρσ =
nσ
n
. (B.6)
As we have broken the spherical symmetry of each nanoparticle there will be different
resonant frequencies along different axes given by
ω˜σ = ωpl
√
Gσ, (B.7)
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Figure B.3: The resonant frequency along the major-axis (zˆ) and minor-axes (xˆ and yˆ)
as a function of eccentricity is given by the solid red and dashed black line respectively.
The grey bars (that appear as dots for larger E) indicate the range of eigenfrequencies
of the dimer for all β. Along the top of the plot we overlay blue circles with the
corresponding eccentricity. The horizontal green band corresponds to the bandwidth
of the green portion of the visible spectrum, assuming that ω0 = 566THz, which we
present to give a sense of scale to the differences in frequencies. Recall that ω0 is equal
to all the frequencies ω˜σ when E = 0. In the figure Ω = 0.01, D = 1 and M = −20.
where the depolarisation factor is given by [7]
Gσ = ρxρyρz
∫ ∞
0
ds
(s+ ρ2σ)
√
(s+ ρ2x)(s+ ρ
2
y)(s+ ρ
2
z)
. (B.8)
In Figure B.3 we plot the resonant frequencies of the principal axis and a minor axis
as a function of eccentricity. We see that for a modest eccentricity of about 0.6 or
more the difference in frequencies is large enough such that the resonances correspond
to different colours in the visible spectrum. Thus it should be quite possible to choose a
nanoparticle with a resonance along the principal axis in a frequency range of interest,
with the resonances of the minor-axes outside that frequency range.
Thus the non-interaction part of the Hamiltonian is
H0 =
∑
n
(
Π2nσ
2Mσ
+
1
2
Mσω˜σh
2
nσ
)
, (B.9)
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and the interaction Hamiltonian is given by
Hint =
∑
σ,σ′
2Mσω0Ωσσ′ησσ′h1σh2σ′ , (B.10)
where ησσ′ parameterises the effect of the nanoparticle orientation β on the interaction
between the dipole component σ in nanoparticle 1 and component σ′ in nanoparticle 2,
given by
ηxy = ηyx = ηyz = ηzy = 0 ηxz = ηzx = −3 sinβ cosβ (B.11)
ηxx = 1− 3 sin2 β ηyy = 1 ηzz = 1− 3 cos2 β. (B.12)
In addition we have introduced the factors Ωσσ′ = Ωασασ′ , where ασ is the polarisability
of the spheroid along direction σ relative to the sphere with the same volume, and Ω is
the interaction strength between a dimer of such spheres. The relative polarisability is
given by [7]
ασ = ρxρyρz
2D + M
3D + 3Gσ(M − D) . (B.13)
Thus the full Hamiltonian H = H0 +Hint leads to the system of equations

ω˜2x − ω2 2ω0Ωxxηxx 0 2ω0Ωxzηxz
2ω0Ωxxηxx ω˜
2
x − ω2 2ω0Ωxzηxz 0
0 2ω0Ωzxηzx ω˜
2
z − ω2 2ω0Ωzzηzz
2ω0Ωzxηzx 0 2ω0Ωzzηzz ω˜
2
z − ω2


h1x
h2x
h1z
h2z
 = 0, (B.14)
and
 ω˜2y − ω2 2ω0Ωηyy
2ω0Ωηyy ω˜
2
y − ω2
h1y
h2y
 = 0, (B.15)
where we are able to decouple the second matrix from the first as the mode σ = y is
always perpendicular to the separation vector e. We numerically solve equation B.14 to
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Figure B.4: Several plots showing how the eigenmode misalignment angle δ changes
with the nanoparticle tilt angle β for different eccentricities (represented by blue circles
with the value of E overlaid). The parallel and anti-parallel modes are given by the
solid red and dashed black lines respectively. In the figure Ω = 0.01, D = 1 and
M = −20.
obtain the orientation of the eigenmodes, and in Figure B.4 we plot δ, the ‘misalignment’
angle of an eigenmode from the nanoparticle principal axis, as a function of the tilt angle
β. Let us be clear about what δ represents. We are only interested in the eigenmodes
of equation B.14 as the eigenmodes of B.15 are independent of β and are trivially h1y =
±h2y as with the dimer of spheres. There are two sets of eigenmodes h1 = (h1x, h1z) =
±h2 for equation B.14, and for any eigenmode δ is the smallest angle between h1 (or
equally h2) and the principal axis i.e. either the axis yˆ or −yˆ, whichever is smaller.
For a sphere, with E = 0, these modes start at β = 0 with δ = 0 and δ = pi/4,
corresponding to the longitudinal and transverse mode respectively. As β is varied the
orientations δ change by exactly the same proportion, highlighting the fact that the
eigenmodes for a sphere are fixed to the directions parallel and perpendicular to the
separation axis. As soon as we introduce an eccentricity, there is a competition of sorts
between the original symmetry directions of the separation axis, and the new symmetry
direction of the nanoparticle semi-axes. This introduces an asymmetry between the
parallel and anti-parallel modes, which no longer perfectly track the tilt angle β. As we
increase the eccentricity the modes increasingly tend to align with the semi-axes, and
for a modest eccentricity E = 0.6 the dipole orientations are almost perfectly aligned
with the nanoparticles semi-axes.
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We have shown that for a dimer of spheroids with a moderate eccentricity the eigen-
modes are almost completely aligned with the semi-axes of the spheroids and there is a
significant difference in the resonant frequencies along the major-axis and minor-axes.
Therefore it is possible to choose a dimer of spheroids with a sufficient eccentricity such
that we can model the eigenmodes in a frequency region of interest as aligned to the
principal axis. Whilst we have not demonstrated it here, it is not unreasonable to ex-
pect these results to extend to arbitrary arrays of spheroids or indeed arrays of other
anisotropic particles.
Appendix C
Videos
Figure C.1: Scan the QR code with your mobile device or visit:
http://www.ipcms.unistra.fr/wp-content/uploads/2014/11/tunable_CP_
dispersion.mp4.
(a) Phase diagram for the perfect honeycomb lattice showing at which polarisation
angles (θ, φ) the collective plasmon spectrum is gapless (white regions) or gapped
(coloured regions). The black lines indicate where one of the interaction parameters
Cj is zero (C1 = 0, C2 = 0 and C3 = 0 along the solid, dashed and dotted lines,
respectively). (b) Collective plasmon dispersion corresponding to the LSP polarisation
(θ, φ) indicated by a red dot in panel (a). The latter spans the following polarisation
angles:
(i) (0 ≤ θ ≤ pi/2, φ = pi/4),
(ii) (θ = pi/2, pi/4 ≤ φ ≤ pi/2),
(iii) (arcsin(
√
1/3) ≤ θ ≤ pi/2, φ = pi/2),
(iv) (θ = arcsin(
√
1/3), pi/4 ≤ φ ≤ pi/2).
Coupling parameter used in the video: Ω/ω0 = 0.01.
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Figure C.2: Scan the QR code with your mobile device or visit:
http://www.ipcms.unistra.fr/wp-content/uploads/2014/11/broken_
inversion_symmetry.mp4 Collective plasmon dispersions from equation 4.64
with LSP polarisation normal to the plane (θ = 0), for increasing values of δ, as
indicated by the red arrow. Coupling parameter used in the video: Ω˜/ω¯ = 0.01.
Figure C.3: Scan the QR code with your mobile device or visit:
http://www.ipcms.unistra.fr/wp-content/uploads/2014/11/deformed_
bipartite_lattice.mp4.
(a) Phase diagram showing the polarisation angles (θ, φ) at which the collective
plasmon spectrum is gapped or gapless (orange and cream regions, respectively) for
different positions of the B sublattice, parametrised by the vector ` as indicated in
the video. The corresponding deformed structure is shown in panel (e), where the A
(immobile) sublattice corresponds to the blue dots, while the B (moving) sublattice
corresponds to the red dots. Panels (b) and (c) display the same phase diagram as
in panel (a) on the (θ, φ) unit sphere, viewed from (b) (θ = pi/2, φ = 0) and (c) from
the north pole θ = 0. (d) Corresponding collective plasmon dispersion for θ = 0. In
the video Ω/ω0 = 0.01 and we are considering bipartite hexagonal lattices of identical
nanoparticles.
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