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Abstract 
In recent years, high-throughput experimental techniques have significantly enhanced the accuracy and 
coverage of protein–protein interaction identification, including human–pathogen protein–protein 
interactions (HP-PPIs). Despite this progress, experimental methods are, in general, expensive in terms of 
both time and labour costs, especially considering that there are enormous amounts of potential protein-
interacting partners. Developing computational methods to predict interactions between human and 
bacteria pathogen has thus become critical and meaningful, in both facilitating the detection of 
interactions and mining incomplete interaction maps. In this paper, we present a systematic evaluation of 
machine learning-based computational methods for human–bacterium protein–protein interactions (HB-
PPIs). We first reviewed a vast number of publicly available databases of HP-PPIs and then critically 
evaluate the availability of these databases. Benefitting from its well-structured nature, we subsequently 
preprocess the data and identified six bacterium pathogens that could be used to study bacterium 
subjects in which a human was the host. Additionally, we thoroughly reviewed the literature on 
‘host–pathogen interactions’ whereby existing models were summarized that we used to jointly study the 
impact of different feature representation algorithms and evaluate the performance of existing machine 
learning computational models. Owing to the abundance of sequence information and the limited scale of 
other protein-related information, we adopted the primary protocol from the literature and dedicated our 
analysis to a comprehensive assessment of sequence information and machine learning models. A 
systematic evaluation of machine learning models and a wide range of feature representation algorithms 
based on sequence information are presented as a comparison survey towards the prediction 
performance evaluation of HB-PPIs. 
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ABSTRACT
In recent years, high-throughput experimental techniques have significantly enhanced the accuracy 
and coverage of protein-protein interaction identification, including human-pathogen protein-
protein interactions (HP-PPIs). Despite this progress, experimental methods are, in general, 
expensive in terms of both time and labor costs, especially considering that there are enormous 
amounts of potential protein-interacting partners. Developing computational methods to predict 
interactions between human and bacteria pathogen has thus become critical and meaningful, in 
both facilitating the detection of interactions and mining incomplete interaction maps. In this 
paper, we present a systematic evaluation of machine-learning-based computational methods for 
human-bacterium protein-protein interactions (HB-PPIs). We first reviewed a vast number of 
publicly available databases of HP-PPIs, and then critically evaluate the availability of these 
databases. Benefitting from its well-structured nature, we subsequently preprocess the data and 
identified six bacterium pathogens that could be used to study bacterium subjects in which a human 
was the host. Additionally, we thoroughly reviewed the literature on “host-pathogen interactions” 
whereby existing models were summarized that we used to jointly study the impact of different 
feature-representation algorithms and evaluate the performance of existing machine-learning 
computational models. Owing to the abundance of sequence information and the limited scale of 
other protein-related information, we adopted the primary protocol from the literature and 
dedicated our analysis to a comprehensive assessment of sequence information and machine-
learning models. A systematic evaluation of machine-learning models and a wide range of feature-
representation algorithms based on sequence information are presented as a comparison survey 
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Infectious diseases are predominantly caused by many pathogenic species, such as fungi, viruses, 
bacteria and so on. These infectious species actively interact with their hosts in a variety of ways, 
which place host-pathogen interactions (HPIs) in a complicated, but also critical, role in the study 
of infectious-disease mechanisms. In most cases, the host-pathogen system is studied from 
different perspectives to further our understanding of infectious mechanisms [1]. A major approach 
is studying the interactions of inter-species proteins, in which one protein is from the host and the 
other is from the pathogen.
While protein interactions occur extraordinarily between human and bacterium pathogens, 
one of the earliest studies illustrated the importance of human-bacterium interactions (HBI) in 
relation to the symptoms caused by anthrax [2]. In this study, Bacillus anthracis was conclusively 
demonstrated as the primary cause of anthrax. Additional studies of Bacillus anthracis were 
conducted, aimed at fully understanding the mechanisms of a complete protein interaction network 
between Bacillus anthracis (the bacterium pathogen) and Homo sapiens (the host) [3, 4]. These 
studies encouraged researchers to study a broad range of infectious diseases by exploring human-
bacterium protein-protein interactions (HB-PPIs).
However, the investigation of HBIs consumes lots of time, money and resources in 
determining the complete interaction network and understanding their mechanisms. Currently, 
investigations of the interactions between host and pathogens are still very limited. Even though 
large-scale biomedical technologies, such as yeast two-hybrid assay and the affinity purifications-
mass spectrometry (AP-MS) method, have allowed us to detect interactions (positive or negative) 
in a faster and more accurate way, the amount of possible human-bacterium protein-protein 
interactions is large. Other small-scale technologies, like nuclear magnetic resonance (NMR), are 
often labour-intensive and time-consuming. Thus, it is critical to formulate a computational model 
for the prediction of HB-PPIs.
Several reviews studied current computational approaches [5, 6] as well as researches on 
applying machine-learning-based models to predict host-pathogen protein-protein interactions 
(HP-PPIs) [7-11]. In particular, how to deploy machine-learning models as a generic approach in 






























































For Peer Review2 LITERATURE REVIEW
Although there has been a long history of research on PPI prediction, so far there are only a small 
number of publications that have focused on host-pathogen interaction reviews [5, 6, 12, 13]. A 
broad search has resulted in four major review papers, and Table 1 summarizes the reviews. The 
studies by [6] and [12] have a wide coverage of HPIs, which include predictions as well as analyses, 
while the reviews by [5] and [13] focused on the computational prediction of HPIs. These reviews 
aimed at describing the progress of HPIs, without anchors of naming pathogens, and they 
collectively reported on potential computational methods such as homology-based approaches, 
structure-based approaches, domain and motif interaction-based approaches, and machine-
learning-based approaches. Furthermore, no systematic evaluation with details was implemented 
or reported in these reviews. Recently, [14] conducted a sequence-based predictors review, 
however they focused on the prediction of protein-binding residues via single-sequence methods.
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research, which involves many challenges and opportunities. However, there is currently no 
comprehensive evaluation study that has focused on machine-learning models as the primary 
computational method and further comparatively evaluated their corresponding performances 
across a wide range of HBI systems.
In this paper, we implemented an evaluation protocol based on literature reviews by first 
collecting HBI data from a wide range of host-pathogen databases. The systematic evaluation was 
subsequently achieved from two aspects. The first considered the application of feature-
representation algorithms to the protein data, while the other was related to different machine-
learning-based models.
The remainder of this paper is organised as follows. Section 2 summaries the literature 
review from four different perspectives, including the review of host-pathogen interaction studies, 
the review of available host-pathogen interaction databases, the review of computational methods 
for host-pathogen protein-protein interaction predictions and the review of sequential-
representation algorithms and the machine-learning-based methods for prediction. In Section 3, 
the materials collected for evaluation and the details of curated datasets are presented. Section 4 
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Adapted from these reviews, we subsequently collected all published predictors that 
focused on HB-PPIs and HP-PPIs, which are summarized in Table 2. The frameworks of the two 
different types of computational models for predicting HP-PPIs, including machine-learning-based 
models and template-based models, are shown in Figure 1. 
[Table 1] 
[Figure 1]
A template-based model utilises different types of protein information to build the 
prediction model, including sequence information, structure information and domain information 
[15-17]. Template-based models use different protein information to detect high score homology 
which might yield similar functions. However, template-based models may fail to predict whether 
the remote homology is interacting with known proteins. Another type of computational model is 
based on machine-learning models. The protein information is first vectorised as the input to learn 
their inherent relationships automatically, which are thus used to build the model and predict the 
interactions. Specifically, for PPIs, the relevant protein information can be sequence information, 
gene ontology information, domain information, gene expression information and interaction 
network information.
As indicated in Table 2, numerous feature-representation algorithms for sequence 
information are incorporated with different machine-learning models for predicting HP-PPIs [7, 8, 
10, 15, 16, 18-21]. In this regard, we first grouped the sequential feature-representation algorithms 
into three different types: amino acid composition, pseudo-amino acid composition and 
evolutionary information. It should be noted that, not only the reported algorithms in Table 2, but 
also the related sequential-representation algorithms from other protein sequence-specific topics, 
such as protein structure, protein folding topics, are included in this section. The models from [8] 
































































For Peer ReviewAlthough EDWIP is no longer available online, it is of particular interest for pathologists 
and ecologists to collect and analyze the HPI data. Concerning the HPI databases, one of the most 
critical factors in building a reliable benchmark dataset is the data sources. Typically, there are 
several different sources. One primary approach is to collect data from the literature and through 
manual verification by domain experts, such as the Database of Interacting Proteins (DIP) [29] and 
Reactome [30]. A second approach is to collect the data submitted by users. Finally, the data can 
also be novel derived or predicted data by computational models, such as the Pathogen-Host 
Interaction Data Integration and Analysis System (PHIDIAS) [31] and the Penicillium-Crop 
Protein–Protein Interactions database (PCPPI) [32]. Following the development of DIP and 
EDWIP, the HPI databases have become more interactive for the users. From Table 2, we can see 
that the most commonly used databases for HPI study, including DIP [29], IntAct [33], Mentha 
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2.1 HPI Databases
There has been continuous effort spent on developing online HPI databases and repositories by 
many researchers. These developments mostly benefited from the National Institute of Allergy and 
Infectious Diseases (NIAID), which initialized a strategic plan to focus on biodefense research. 
Several ‘priority pathogens’ were defined. Several initial developments, including pathogen 
interaction gateway (PIG [22]), BioHealthBase [23] and the Pathosystems Resource Integration 
Center (PATRIC [24]), were wholly or partially funded by the NIAID.
The first web-based database with massive annotated records for pathogen research was 
the Ecological Database of the World’s Insect Pathogens (EDWIP) [25]. EDWIP uses a one-to-
one interaction relationship, which records the infection between a single host species and a single 
pathogenic species. This strategy resulted in 9,400 records between 4,454 host species and 2,285 
pathogen species when it was first released in 2003. PIG was designed as a collection of a number 
of public resources, which focussed on experimentally verified and manually curated HP-PPIs. 
This centralized database served as an easy-to-use database which transfers search results to the 
relevant database, such as the UniProt [26] database. Another important host-pathogen interaction 
database is the Pathogen-Host Interaction Search TOol (PHISTO) [27]. This tool aims to provide 
researchers with a complete coverage of HPI data via monthly updates. Proteomics Standards 
Initiative Common Query InterfaCe (PSICQUIC) [28] service was installed to allow access to and 






























































[34], and the pathogen-host interaction search tool (PHISTO) [27] etc can serve different purposes. 
According to the evaluation and data analysis of the databases, Mentha [34] has covered most of 
the PPI information for Homo sapiens, while PHISTO focuses on studying human as the host 
species.
We, herein, have reviewed numerous publicly available databases, whose results were 
returned by searching specific keywords in the NCBI PubMed search engine. We manually 
examined the abstracts of the first 400 results ranked by ‘best relevance’ out of more than 4,000 
returned items based on the keywords ‘pathogen’ and ‘database’. As such, in this paper, a selection 
of 11 databases is reviewed and evaluated based on their contents. Details are provided in the 
following sections. 
2.2 Sequential-Representation Algorithms
To encode proteins as feature vectors, several different features have been included in this study 
to predict PPIs between Homo sapiens and bacterium pathogens, which are: (1) protein amino acid 
composition information [35-37], (2) protein pseudo-amino acid composition information [38-40], 
and (3) protein evolutionary information features [41, 42]. We discuss the related feature-encoding 
algorithms below.
2.2.1 Amino acid composition
* Conjoint Triad Method
It was proposed by [35] to classify 20 amino acids into seven groups according to the dipole scale 
and volume scale of each amino acid, which describe their respective electrostatic and hydrophobic 
properties. Since this proposal, several variations of encoding algorithms for sequence 
representation have been devised based on this classification scheme. Among these, one popular 
approach is to consider the relationship of the properties of one amino acid and its vicinal amino 
acids as a descriptor [35], which is named the conjoint triad method (CTM). The conjoint triad 
information of several adjacent amino acids makes it easy to represent every single protein 
sequence as a class-based feature with the same length, which is also called its k-mer feature. Each 
amino acid type is indicated as a number ranging from 1-7 according to its group. The frequency 
of three conjoint triad data (3-mer) of a sequence is calculated. In total, there will be a combination 
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set including {(1,1,1), (1,2,1), ..., (1,7,1), ..., (1,7,7), ..., (7,7,7)}. As a result, 3-mer features will 
encode a sequence to a vector of 343 dimensions. For other 2-mer, 4-mer and 5-mer features, the 
features number would be 49, 2401 and 16807, respectively. 
* Auto covariance
The auto covariance (AC) relationship among the amino acids based on the order of the sequence 
information was utilised in another feature representation algorithm by [36]. It is a popular 
transformation algorithm used to adopt numerical vectors to uniform matrices by analysing 
sequences in the auto cross covariance (ACC) information. Between two different vectors, there 
are two covariance relationships: cross covariance (CC) and ACC. Only ACC variables are 
calculated [36]. The basic idea is to derive the physicochemical properties of the amino acid, which 
include its hydrophobicity (H), volume of side chains (VSCs), polarity (P1), polarizability (P2), 
solvent-accessible surface area (SASA) and the net charge index of the side chains (NCISC).
In the AC method, each single protein sequence is first translated into a numerical value 
corresponding to seven different physicochemical properties. Because the ranges of these seven 
physicochemical properties vary a lot from each other, a first step to normalize the numerical 
values is required. These values were hence normalized to a distribution whose mean is zero and 
the standard deviation is one. The normalization equation is shown in Eq. 1:
      (1)Pi,j =
pi,j - meanj
sdj
 (𝑖 = 1, 2, 3, …, 20;𝑗 = 1, 2, 3, 4, 5, 6, 7)
where  represents the jth property value of the ith amino acid,  is the mean value of the 𝑝𝑖,𝑗 𝑚𝑒𝑎𝑛𝑗
jth property over the 20 amino acids, and  is the standard deviation of the jth property over the 𝑠𝑑𝑗
20 amino acids. Via this operation, every protein sequence is translated into an  matrix with 𝑁 ∗ 𝑀
zero mean and a standard deviation of unity in each column. With a proper range of these numerical 
values for each single protein sequence, AC can be used to represent them in a uniform matrix. 
Based on Eq. 2, a matrix of  was calculated, where  is the distance threshold between lg ∗ 7 𝑙𝑎𝑔
two amino acids, and .0 < lg ≤  𝑙𝑎𝑔
        (2)𝐴𝐶(𝑙𝑎𝑔,𝑗) =
1
𝑁 ― 𝑙𝑎𝑔 ∑
𝑁 ― 𝑙𝑎𝑔
𝑖 = 1 (𝑝𝑖,𝑗 ― 1𝑁∑𝑁𝑖 = 1𝑝𝑖,𝑗) ∗ (𝑝𝑖 + 𝑙𝑎𝑔,𝑗 ― 1𝑁∑𝑁𝑖 = 1𝑝𝑖,𝑗)
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For  properties chosen from the seven physicochemical properties, the length of AC is 𝑧 𝑙𝑎𝑔
. , which corresponds to the value from . Here,  is the length of the protein sequence. ∗ 𝑧 𝑝𝑖,𝑗 {𝑝𝑖,𝑗} 𝑁
After ACC transformation, a representation of the PPI is a concatenation of these two AC 
transform calculation results.
* Local Descriptor
Another sequence-based feature-representation method is a local descriptor [37]. The most 
important feature of an HP-PPI is that the interaction often occurs in some specific intermittent 
fragments. To better extract this continuous or discrete knowledge from sequence information, [37] 
proposed using region descriptors to first divide a protein sequence into 10 regions via six different 
methods: quarter regions, half regions (E, F), central 50% region (G), first 75% region (H), last 75% 
region (I) and the central 75% region (J). With these 10 regions, a local descriptor is utilized to 
transform the region sequence into three related descriptors [37]: composition (C), transition (T) 
and distribution (D). C is the composition ratio of each group of amino acid within a separate 
region, T represents the percentage of which amino acid group is followed by another amino acid 
group, and D describes the specific location information obtained by selecting the first, 25%, 50%, 
75% and last of each amino acid group. When using a local descriptor, the extracted feature vector 
contains seven C features, 21 T features and 35 D features. When multiplied by 10 different local 
regions, the local-descriptor method generates 630 features for a single protein sequence. For an 
HB-PPI pair, this local descriptor contains 1260 features.
There are also some other schemes that can be used to extract different types of features of 
a protein sequence, for example the Moran autocorrelation score [43] and the amino acid triplet 
[8]. As protein sequence information is directly linked to PPI, a further novel representation of 
PPIs, especially for HB-PPIs, might include any other information related to the specific host 
species and pathogenic species, which may be a better alternative for predicting HP-PPIs [9].
2.2.2 Pseudo-amino acid composition
Directly converting a protein sequence to a vectorised feature according to the amino acid 
composition (AAC) might result in sequence-order information loss. The pseudo-amino acid 
composition (PseAAC) method was proposed as a novel protein sequence representation of a 
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discrete model, which has remarkable prediction performance as an important feature-
representation algorithm [38, 44-47].
Various modes of PseAAC have been introduced in the literature. The key is to combine 
the sequence order correlation information from the protein sequence. In the work of [38], the 







⊝ (𝑆𝑖, 𝑆𝑖 + 1)
                       𝜃2 =
1
𝑇 ― 2 ∑
𝑇 ― 2
𝑖 = 1 ⊝ (𝑆𝑖, 𝑆𝑖 + 2) 𝜆 < 𝑇







⊝ (𝑆𝑖, 𝑆𝑖 + 𝜆)
Here, the  function is calculated by Eq. 4:⊝
       (4)⊝ (𝑆𝑖, 𝑆𝑗) =
1
3 {[𝐻1(𝑅𝑗) ― 𝐻1(𝑅𝑖)]2 +[𝐻2(𝑅𝑗) ― 𝐻2(𝑅𝑖)]2 + [𝑀(𝑅𝑗) ― 𝑀(𝑅𝑖)]2}
where ,  and  are the corresponding physical-chemical properties of the amino 𝐻1(𝑅𝑖) 𝐻2(𝑅𝑖) 𝑀(𝑅𝑖)
acid residue . Equation 4 produces a -dimension vector.𝑅𝑖 𝜆
2.2.3. Evolutionary Information
* Position-Specific Scoring Matrix (PSSM)
By scanning a unique sequence against a reference database, the compilation of a set of alignment 
profiles results in a position-specific scoring matrix PSSM) of the sequence, which indicates the 
probability of the corresponding positions of the amino acids [41]. The PSSM is returned as a 𝑇
 matrix for a given protein sequence by position-specific iterated BLAST (PSI-BLAST). Here, ∗ 20
 denotes the length of the corresponding protein sequence. Transformation of the PSSM, which 𝑇
involves highly and broadly homologous sequence information, has been widely used in sequence-
Page 12 of 50
http://mc.manuscriptcentral.com/bib






























































related studies [42, 48-53]. These studies indicated that including evolutionary information for 
feature representation helps to improve prediction model performance.
In detail, given a protein sequence , where  is the length of the protein 𝑆 =  𝑆1𝑆2𝑆3…𝑆𝑇 𝑇
sequence, the corresponding PSSM, , is calculated based on 𝑃 = {𝑃𝑚,𝑛}, 𝑚 = 1, 2, ...,𝑇;𝑛 = 1, …, 2
the amino acid similarity matrix. The matrix used can be either a point-accepted mutation (PAM, 
such as Dayhoff’s mutation matrix [54]) or a position-weight matrix (PWM, such as the block 
substitution matrix BLOSUM [55]). The PSSM is calculated according to Eq. 5:
            (5)𝑃𝑚,𝑛 = ∑
20
𝑘 = 1𝑤(𝑚,𝑘) ∗  𝜃(𝑛,𝑘)
where  is the probability that the  amino acid appears at position , and  is the 𝑤(𝑚,𝑘) 𝑘𝑡ℎ 𝑚 𝜃(𝑛,𝑘)
value of the position of  in the similarity matrix.(𝑛,𝑘)
In this study, PSI-BLAST was employed to create PSSMs with three iterations, where the 
e-value was set to 0.001. Accordingly, the various lengths of the protein sequences resulted in
matrices with different dimensions, which introduced different encoding features based on the
PSSM profiles. The following parts present several PSSM-based features-representation
algorithms.
* Pse-PSSM
The pseudo position-specific score matrix (Pse-PSSM) was first introduced for the task of 
predicting whether or not an uncharacterized protein was a membrane protein [44]. Pse-PSSM 
extends the idea of corrupting the PSSM descriptor vertically as a mean value, as shown in Eq. 7, 
where the value of the PSSM is first processed by a standardization procedure horizontally by rows 
in Eq. 6. The concept of the PseAAC is to generate correlation information between different 
amino acid locations.



















𝑚 = 1𝑝′𝑚,𝑛   (𝑛 = 1, 2, …, 20)
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Thus, the original PSSM profile is converted to a 20-dimension vector, 𝑝 = {𝑝𝑛, 𝑛
. This derived feature focuses on representing the average score of each amino acid = 1, 2, …, 20}
type according to the reference database, which loses the sequence-order information of the protein. 
Thus, [44] proposed considering supplementary information from the PseAAC, which slices the 
PSSM profile according to Eq. 8:
        (8)𝑝𝑠𝑒𝑛 =
1
𝑇 ― 𝑐 ∑
𝑇 ― 𝑐
𝑚 = 1[𝑝′𝑚,𝑛 ― 𝑝′(𝑚 + 𝑐),𝑛]
2 (𝑛 = 1, 2, …, 20;𝑐 < 𝑇)  
This process generates a 40-dimension vector  𝑃𝑠𝑒 = {𝑃1,𝑃2, 𝑃20, 𝑃𝑠𝑒1,  𝑃𝑠𝑒2, …,  𝑃𝑠𝑒20}
where . For a given set of protein sequences, the upper bound of  should be 0 < 𝑐 < 𝑚𝑖𝑛 (𝑇) 𝑐
smaller than the shortest length of the protein sequences.
* Block-PSSM
By considering the PSSM profile in a dimension format of , [56] proposed dividing the 𝑇 ∗ 20
whole sequence into 20 equal blocks, where each represents five percent of the total sequence. 
Each block generates a 20-dimension vector, which is finally combined as a 20*20=400-dimension 
vector.
The th block is calculated according to Eq. 9:𝑖




𝑖 = 1𝑝𝑖,𝑗  𝑖 = 1, 2, ..., 20;𝑗 = 1, 2, …, 20   
where  represents the block number. Since each five percent of a sequence is considered as a 𝑖
block,  ranges from 1 to 20.  is the number of amino acid types. In short,  is extracted as 𝑖 𝑗 𝑝𝑏𝑙𝑜𝑐𝑘𝑖,𝑗
a 1*20 vector, thus  is calculated as the Block-PSSM 𝑝𝑏𝑙𝑜𝑐𝑘 =  𝑝𝑏𝑙𝑜𝑐𝑘1, 𝑝𝑏𝑙𝑜𝑐𝑘2, …, 𝑝𝑏𝑙𝑜𝑐𝑘20
feature in the form of 1*400 vector feature.
* DPC-PSSM
Another variation of the PSSM-based feature was proposed by [57]. The original PSSM profile is 
scaled to the range 0 to 1 by following a sigmoid function, as shown in Eq. 10:
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where  is also used in the transition probability composition PSSM. The AAC-PSSM method 𝑝′′𝑚,𝑛
is used to extract the corresponding AAC information from . 𝑝 = {𝑝′′𝑚,𝑛, 𝑚 = 1, …, 𝑇; 𝑛 = 1, …, 20}
The vector in Eq. 11 represents the average mutation score of the amino acid types in the protein 
during the evolution process, namely the AAC-PSSM. This calculation generates a 20-dimension 
feature vector.
As a supplementary approach, the traditional dipeptide composition (DPC) of the protein 
sequence was extended by[57], which was named DPC-PSSM. The calculation of DPC-PSSM is 
based on the covariance between two adjacent amino acid residues, denoted in Eq. 12. This process 
produces a 400-dimension feature vector.




𝑚 = 1𝑝′′𝑚,𝑛     𝑚 = 1, …, 𝑇;𝑛 = 1, …, 20
      (12)𝑃𝑑𝑝𝑐𝑖,𝑗 =
1
𝑇 ― 1 ∑
𝑇 ― 1
𝑘 = 1𝑝′′𝑘,𝑖 ∗ 𝑝′′(𝑘 + 1),𝑗     𝑖,𝑗 = 1,…, 20 
2.3 Machine-Learning-Based Methods for Prediction
Applying computational approaches to predict bioinformatics tasks is considered an important 
supplementary method for identifying specific targets and high-fidelity interactions in experiments. 
Recently, we have witnessed numerous applications focusing on domains containing an abundance 
of unknown data, which require hypothesis verification [5, 13, 58, 59].
In Table 2, the predictors of [8, 19], which are based on machine-learning methods and 
protein sequence information, were selected for our study. These machine-learning models include 
support vector machine (SVM) and random forest (RF). In this section, we will first briefly review 
most of the potential machine-learning models that can be utilized for HB-PPI prediction, which 
include logistic regression (LR), the Naïve Bayes (NB) model and gradient boosting machine 
(GBM). These models have demonstrated their capability in other applications for protein structure 
prediction; however, this is the first time they have been presented in an overall performance 
evaluation in relation to different feature-representation algorithms for HB-PPIs.
* Support Vector Machine (SVM)
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SVM is one of the most widely used models in the literature, which was originally developed by 
[60]. The introduced structural risk minimization theory ensures the performance of SVM to be 
widely and successfully applied to many classification and regression tasks in computational 
biology. SVM contains a radial basis function (RBF) kernel, which is given the task of classifying 
HP-PPI pairs [8, 11]. Given a dataset of HB-PPIs denoted as , where  {𝑥𝑖,𝑦𝑖}, 𝑖 = 1, 2, …, 𝑁 𝑥𝑖 ∈ 𝑅𝑛
and ,  is calculated as shown in Eq. 17:𝑦𝑖 ∈ { + 1, ― 1} 𝑦𝑖
      (17)𝑦(𝑥) = 𝑠𝑖𝑔𝑛 [∑𝑁𝑖 = 1𝑦𝑖𝛼𝑖 ∗ 𝐾(𝑥,𝑥𝑖) + 𝑏]
where  stands for the RBF kernel, and  contains the parameters𝐾(𝑥,𝑥𝑖) = exp ( ― 𝛾‖𝑥𝑖 ― 𝑥𝑗‖2) 𝛼𝑖
from a convex quadratic programming problem. 
* Decision Tree
The decision tree (DT) was designed as a non-parametric supervised model [61]. It uses a tree-like 
graph to predict an incoming instance based on learned decision rules from given data samples and 
represented features. DTs are simple to understand and interpret, and they are capable of handling 
both numerical and categorical data.
* Random Forest (RF)
Derived from the DT model, RF adopts a random learning method to construct a combination of 
DTs [62]. RF has superior performance compared with other machine-learning algorithms for 
classification tasks [63, 64], regression tasks and so on. Technically, RF is an ensemble learning 
model based on the tree bagging method, which builds a bunch of random DTs to avoid the latent 
problem caused by potentially biased data. In this study, we implemented RF using the scikit-learn 
toolkit [65] in Python.
* Logistic Regression (LR)
LR is an important machine-learning model, which targets modelling  between 0 and 1 given 𝑦𝑖
unseen data  [66, 67]. Accordingly, the LR returns results via Eq. 18:𝑥𝑖
𝑃(𝑦𝑖 = 1│𝑥𝑖) =  ℎ𝜃(𝑥𝑖) =  1 (1 + exp ( ― 𝜃𝑇 ∗ 𝑥𝑖))
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      (18)𝑃(𝑦𝑖 = 0|𝑥𝑖) = 1 ― 𝑃(𝑦𝑖 = 1│𝑥𝑖) = 1 ― ℎ𝜃(𝑥𝑖)
where  is the combination of the model parameters, and the optimization of  is solved with either 𝜃 𝜃
the cross-entropy function  or the mean square error loss function , as shown in Eq. 19:𝐽1 𝐽2
𝐽1(θ) = ― ∑𝑖(𝑦𝑖log (ℎ𝜃(𝑥𝑖)) + (1 ― 𝑦𝑖)log (1 ― ℎ𝜃(𝑥𝑖)))




𝑖 = 1(𝑦𝑖 ― ℎ𝜃(𝑥𝑖))
2 
* Naïve Bayes Model
Based on Bayes’ theorem [68, 69], the Naïve Bayes model consists of a probabilistic classifier and 
considers features as independent variables when the class label is given. Given , 𝑋 = (𝑥1,𝑥2,…,𝑥𝑛)
where  is the  feature, the probability of being in category  is calculated via Eq. 20:𝑥𝑖 𝑖𝑡ℎ 𝑦𝑘




𝑖 = 1𝑝(𝑥𝑖|𝑦𝑘)   
In this study, we selected the Gaussian Naïve Bayes (GNB) model to deal with the continuous data 
produced by the various feature-representation algorithms. The distribution of the data was 
assumed to be a Gaussian distribution, which follows Eq. 21:







where  is the mean of  and  is the corresponding variance.𝜇𝑘 𝑋 𝜎2𝑘
* Gradient Boosting Machine (GBM)
GBM was first developed as a greedy optimization model [70] for both regression and 
classification tasks. Among the variants of GBM, gradient tree boosting is a frequently used model 
integrated with DTs. Given , in which  is related to label , gradient tree 𝑋 = (𝑥1,𝑥2,…,𝑥𝑛) 𝑥𝑖 𝑦𝑖
boosting builds an ensemble of trees sequentially by distilling the gradient-descent algorithm into 
the process of new tree construction. A new tree is constructed under the discrepancy between the 
target function  and current model, in which . The discrepancy between the target 𝑓(𝑥) 𝑓(𝑥𝑖) = 𝑦𝑖
function  and the current model is also called the residual of GBM.𝑓(𝑥)
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3.1 Human-bacterium Interaction Resources
In this section, we first collected and reviewed 11 public databases, as summarized in Table 3: the 
Database of Interacting Proteins (DIP) [29], Reactome [30], the Agile Protein Interaction 
DataAnalyzer (APID) [71], IntAct [33], the Molecular Interaction Database (MINT) [72], the 
InnateDB [73], the pathogen-host interaction search tool (PHISTO) [27], the Pathosystems 
Resource Integration Center (PATRIC) [24], Mentha [34], the Host Pathogen Interaction Database 
(HPIDB) [74, 75], and the Biological General Repository for Interaction Datasets (BioGRID) [76]. 
[Table 3]
As humans are one of the primary host species among infectious diseases, the HPI 
resources are considered as the preliminary investigation subjects from all these databases. The 
column ‘HPI number’ indicates the corresponding recorded interaction number from the databases, 
which contain both inter-species interactions and intra-species interactions. These 11 databases 
were selected because their data sources mainly come from the literature, which have been 
subjected to expert manual verification, and public archival databases, which also contain high 
confidence of the presented data.
Taking database PATRIC [24] as an example, the data source was built upon several public 
archival databases, such as MINT [72], IntAct [33], BioGRID [76] and DIP [29]. The cross-
archived databases have extended the availability of HPI resources; however, some duplicates 
inevitably occur during the combination of these 11 databases. Thus, we followed the traditional 
data collection and cleansing methods from the literature [7-9].
3.2 Data Curation
In this section, we briefly describe the major statistics for ‘golden dataset’ curation, which will be 
thoroughly surveyed in the following sections.
* Positive Interactions
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Six different types of bacteria were selected, and the related data were pre-processed from the 
available databases. We identified the bacteria by mapping the taxonomy IDs according to the 
NCBI Taxonomy database. In Table 4, the corresponding information, including taxonomy ID, 
organism name, total pair number from the database and the number after cleansing, are presented. 
These 11 databases were accessed and downloaded in September 2018.
[Table 4]
In Table 4, the statistics refer to the results of the representative proteins. Meanwhile, any 
proteins with fewer than 50 amino acids were removed since these proteins may be non-functional 
fragments. The protein sequence information was primarily from the SwissProt/UniProtKB 
database [77].
* Negative Interactions
How to select feasible negative PPIs remains an active topic for the prediction of PPIs. Currently, 
there is not a standard protocol defining both the negative pairing strategy and the ratio to positive 
interactions. In most cases, building a negative interaction dataset by randomly selecting protein 
pairs from a set of unknown interacting relationships between protein pairs is utilized. This 
heuristic approach works well in practice as the interaction ratio (i.e. the number of positive 
interactions in a large, random set of protein pairs) is expected to be very low, which in the work 
of [7] was defined as 25, 50, and 100 times as many negative examples as positive examples. In 
the study by [9], the ratio was set to 1/100. The assumption in this approach is that the probability 
that the selected negatives contain true positives is negligible.
Thus, we followed the traditional approaches from the literature [7, 9, 10, 21]. A random 
pairing for a negative PPI was first undertaken between different proteins sets, which in this study 
was between the chosen bacterium pathogens (listed in Table 4) and Homo sapiens proteins 
(taxonomy ID: 9606). Then, we randomly selected a subset from this random pairing set to be the 
negative dataset. The negative interactions were selected with different ratios: 1:1, 1:25, 1:50 and 
1:100.
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When building machine-learning models to predict PPIs, HB-PPIs are needed to utilise the diverse 
protein information, which can be divided into three groups: structure-based, domain-based and 
sequence-based protein information.
Numerous studies have utilized and examined different information when predicting 
specific HP-PPIs [7, 78, 79]. Particularly, domain-domain and structure-structure interaction 
methods are the two main approaches used to complement existing high-confidence interactions 
[7, 79]. Also, structural similarity, which refers to a result of homology-based modelling, is an 
important alternative for detecting proteins with a homogeneous structure based on experimentally 
verified HP-PPIs [78].
Although structure-based and domain-based information have some benefits for exploring 
HPIs [80, 81], they can limit the scope of studied HP-PPIs to specific genres and species, such as 
HIV-1, HCV, Ebola viruses and so on [7, 10, 58, 82-84]. One dominant reason is the limited 
amount of available experimentally determined structures and domain information, particularly 
for bacteria. Imputation remains a core technology to compensate for the dearth of protein 
information and helps to address the challenge of interaction predictions [79]. Imputation for 
missing data also impacts the prediction performance since it brings putative information, which 
might not be accurate. Thus, utilizing structure-based and domain-based information limits the 
availability and scalability to a wide range of studies of HB-PPIs.
Alternatively, there has been a research trend of predicting PPIs from sequence-based 
protein information [35, 85]. Sequence-based protein information is one of the most abundant 
sources of protein data, which has stimulated ongoing research to improve the prediction 
performance of novel feature-representation and machine-learning models [8, 14, 21, 86, 87]. 
Sequence-based methods enable the models to be applied to large datasets and various species and 
genres. 
* Independent Datasets
To help our readers understand each dataset’s information, in Table 5, all the protein numbers 
related to the different subsets were included. This information, which was related to the reviewed 
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sequence information from the UniProtKB database [26], was last updated on 30th Oct, 2018. In 
all, we collected 18,181 Homo sapiens protein sequence information, and the corresponding 
protein numbers for each taxonomy ID are reported in Table 5.
[Table 5]
Evaluation of the models requires careful preparation of the independent datasets. 
Generally, cross-validation shows better performance than the independent-testing model for an 
unseen dataset. To give a general performance evaluation, we followed [8] when we built the 
independent datasets. The difference was that we further built five-fold independent datasets, 
which helped us to better measure the means and variations of the machine-learning models. The 
independent datasets were not used during the training, and various measurements were included 
to evaluate the performance of different models based on the independent datasets. Thus, we first 
randomly selected one-fifth of the PPIs from both positive and negative interactions to be the 
independent dataset. The remaining PPIs of positive and negative interactions were then combined 
as the training set. We assembled the negative interactions with a random sampling method, where 
random sampling of the negative interactions was conducted five times, which allowed us to 
evaluate the different models with statistic means and variations to reduce the bias caused by 
negative interactions. The involved protein numbers for Homo sapiens and the corresponding 
bacterium taxonomy IDs are reported in detail in the appendix. We have reported the number of 
utilized proteins for each species for different ratio settings. We anticipate that this experimental 
setting and details will help to provide more information to build novel machine learning methods 
in future work.
[Figure 2]
The framework of our evaluation study is presented in Figure 2. In Figure 2, a clear 
process procedure from databases to training and independent datasets, followed by the feature 
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representation algorithms and machine-learning model evaluations, are mapped in a coherent line. 
The best model selection and prediction are given as the main outcome of this framework.
4 EVALUATION RESULTS
4.1 Evaluation Metrics
A set of six popular performance evaluation metrics, including precision (Pre), accuracy (Acc), 
sensitivity (Sn), specificity (Sp), F1-score and Matthew’s correlation coefficient (MCC) were 
applied to evaluate the overall prediction performance of the models [46, 88-94]. The 






𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
𝑆𝑛 =
𝑇𝑃








(𝑇𝑃 ∗ 𝑇𝑁) ― (𝐹𝑁 ∗ 𝐹𝑃)
(𝑇𝑃 + 𝐹𝑁) ∗ (𝑇𝑁 + 𝐹𝑃) ∗ (𝑇𝑃 + 𝐹𝑃) ∗ (𝑇𝑁 + 𝐹𝑁)
where TP, FP, TN and FN represent the numbers of true positives, false positives, true negatives 
and false negatives, respectively. Also, the receiver operating characteristic (ROC) curve and the 
area under the curve (AUC) were included to quantify the model performances.
4.2 Performance Evaluation Based on Different Class Ratios
One primary evaluation of this study was the ratio impact of different predictors, which was the 
ratio between positive and negative protein interactions. We herein present the F1 score and Acc 
value from our measurements for feature ‘ACC’ for the evaluation discussion. Since the curated 
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HP-PPI datasets involved different ratios between the positive and negative interactions data, Acc 
could be used to more precisely measure the performance of the model in a more accurate way at 
the ratio of 1:1. However, if the ratios become more skewed, such as 1:25 to 1:100, the F1 score 
would be a more suitable performance measurement. The mean value and deviation of each of the 
five independent tests were calculated in terms of different bacterial species and building ratio 
settings between the positive and negative pairs. In general, the ability to predict positive 
interactions as negative pairs decreases both the F1 and Acc results. Here, we found that the Acc 
was as high as 0.990099 when all the test data were predicted as negative interactions for a ratio 
of 1:100 between the positive and negative interactions. For ratios of 1:25, 1:50 and 1:100 between 
the positive and negative interactions, the datasets were considered as imbalanced datasets. 
Therefore, the F1 score was more suitable for measuring the performance of imbalanced datasets.
From Figure 3, it is easy to see that the F1 scores present a trend of getting worse as the 
dataset becomes larger and more complex, which means more protein nodes and edges are 
involved in the dataset. For example, when the positive to negative ratio was 1:1, a 1.0±0.0 F1 
score was found for the RF algorithm and the taxonomy ID is “1491”. However, the F1 score 
became 0.96±0.0 with RF for ID “644”,0.817555±0.029558 with LR for ID “623”, 
0.730386±0.005192 with RF for ID “177416”, 0.770171±0.007703 with RF for ID “1392” and 
0.752226±0.006632  with RF for ID “632”.
[Figure 3]
[Figure 4]
In Figure 4 and Figure 5, feature “PseAAC” from the PseAAC method and feature 
“BlockPSSM” from the evolutionary information method are also included for different ratios. 
The performance comparison between these two different sequence-based features also indicate 
the impact of the ratio upon the F1 and Acc results.
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From Figure 3, we can see that all the predictors have worse performance for all datasets 
when the ratio increases from 1:1 to 1:25, 1:50 and 1:100, especially when the dataset is with more 
than one hundred thousand samples. For example, for taxonomy ID “632”, the F1 score was 
0.752226±0.006632 for a 1:1 ratio, however, the F1 scores dropped to 0.312530±0.010944 for a 
1:25 ratio, 0.243679±0.012883 for a ratio of 1:50 and 0.154535±0.012569 for the 1:100 ratio. 
These results were all achieved with the RF algorithm.
In Figure 6 and Figure 7, the results of the existing available methods are included. Figure 
6 contains the Acc, F1 and MCC scores for IDs “1491”, “644” and “623”, and Figure 7 contains 
the results for IDs “177419”, “1392” and “632”. Both Figure 6 and Figure 7 indicate the 
performance variation when the dataset changes from taxonomy ID “1491” to “644” and “623”, 
which becomes worse for taxonomy IDs “177419”, “1392” and “632”. Even though the existing 
methods in Figure 6 and Figure 7 have incorporated several novel sequential feature-




Figure 8 and Figure 9 show the ROC curves for taxonomy IDs “177416” and “644”, respectively.
[Figure 8]
[Figure 9]
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We have listed the six evaluated machine-learning models as two groups. One group 
contains tree-based models, which includes DT, RF and GBM. The other group consists of kernel-
based models including SVM, LR and the Naïve Bayes model. The performances are presented as 
mean ROC curves from five-fold independent test results for different ratios.
Because there are 1207 positive interaction pairs for taxonomy ID “177416”, the dataset 
size is 121907 for a ratio of 1:100, which is larger than that of taxonomy ID “644”. Somehow, the 
predictors performance became worse for the larger dataset. Although the tree-based models still 
outperformed the kernel-based models for each dataset, the overall performance was not stable 
across the different host-bacterium systems. 
In Table 6, the best results of all the predictors are listed accordingly for taxonomy ID 
“632”. For example, for the AC feature representation algorithm dataset, the best results of for 
ratios of 1:1, 1:25, 1:50 and 1:100 were all achieved by RF model with accuracies of 
0.757082±0.008000, 0.967350±0.000365, 0.982521±0.000128, and 0.990674±0.000043, 
respectively. The tree-based models, including DT, RF, and GBM, have demonstrated a strong 
generalization ability in terms of providing effective and efficient performance. The other models, 
such as kernel-based model, including SVM, Gaussian Naïve Bayes (GNB) model and the LR 
model, however, are less robust compared with the tree-based models. Meanwhile, the training 
time was in higher demand than for the tree-based models. Taking CTM as the feature 
representation algorithm, the time spent training GBM for the dataset of ratio 1:100 on taxonomy 




Given different PPI networks, such as the HB-PPI between Homo sapiens and Clostridium 
botulinum (ID: 1491), and the interaction between Homo sapiens and Yersinia pseudotuberculosis 
Page 25 of 50
http://mc.manuscriptcentral.com/bib






























































subsp. pestis (ID: 632), the positive interactions networks have presented different complexities. 
As we can see, it still requires huge amounts of work towards the completeness of human-
bacterium protein-protein interactions network. They have indicated different pathways between 
the different species. Figures 10 and 11 show the diagrams of two different interaction networks 
for taxonomy IDs 1491 and 632, respectively. 
[Figure 10]
[Figure 11]
To accomplish a robust predictive performance of HB-PPIs, the relationship between the 
positive and negative protein interactions requires further consideration. There have been several 
methods dedicated to one-class classification tasks, such as semi-supervised learning [95-97], to 
leverage the power of singularly labelled data and unlabelled data. This may help to improve the 
performance of protein interaction prediction regardless of the ratio between the positive and 
negative protein interactions. Meanwhile, since sequential feature-representation algorithms have 
been an active and challenging area, a better feature-representation algorithm is needed to help 
build a sequence-based end-to-end machine-learning model [98-100] for predicting HB-PPIs. In 
this regard, cutting-edge machine learning algorithms are expected to more effectively decipher 
the code of protein information, in particular deep learning algorithms such as graph neural 
networks [101], long short-term memory and convolutional neural network model [102]. It 
remains a challenge in regard to how these advanced deep learning techniques can be better 
leveraged to efficiently distil the useful information and extract informative features from the HP-
PPIs networks to further enhance the predictive performance. By benefitting from the advanced 
machine learning models, the study on PPI networks will eventually shed the lights on our 
understanding of the mechanisms of infectious disease. Since development of accessible portals 
for computational analysis and prediction has become a common practice, it is essential to 
construct webservers [103-108] to support and publish standard alone tools to enhance the research 
communication and facilitate future discoveries of HP-PPIs. Given the increasing number of 
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developed models for high-throughput prediction of HP-PPIs, the future work is anticipated to 
involve the development of user-friendly tools and web servers for HP-PPIs evaluation and 
prediction.
5 CONCLUSIONS
In this study, we evaluated HB-PPIs in a systematic manner, where the focus was on leveraging 
machine-learning-based models as the primary computational method. We first presented a wide 
and deep review on currently available data sources and tools. As noted in the literature review 
(Section 2) of computational tools developed for prediction tasks of HP-PPIs, a careful data 
curation phase was implemented and a pipeline for HB-PPI studies was summarized, which 
included numerous sequential feature-representation algorithms and machine-learning models. 
Several other computational methods concerning HB-PPIs were also evaluated.
Given the study of HP-PPIs, we have tried to determine the impacts caused by different 
ratios of benchmark datasets, different feature-representation algorithms and different machine-
learning models. The experimental results indicated that to better utilise machine-learning models 
and harness the power of accumulated protein interaction data, a more robust and more powerful 
computational model is required to achieve better performance across different HB-PPI prediction 
tasks. To facilitate the usage and study of HB-PPIs, a complete evaluation report and databases 
analysis have released along with this review to the wider biomedical research community.
Page 27 of 50
http://mc.manuscriptcentral.com/bib































































 A comprehensive review on currently available data sources and computational tools is 
presented.
 A comprehensive framework for HBI studies was summarized whilst both the datasets and 
computational methods were substantially reviewed and collected.
 A systematic evaluation of machine-learning-based computational prediction was 
delivered. Although numerous existing studies have reported the performance of traditional 
machine-learning methods separately, in this study, we evaluated a larger scope of 
machine-learning models as well as feature-representation algorithms. The evaluation was 
conducted by reporting multiple metrics and comparing between the different models.
 By developing the comprehensive pipeline for HBI studies, we have tried to answer the 
following questions: (a) How do machine-learning-based models perform on the prediction 
task of HB-PPIs? (b) How do feature-representation algorithms based on sequence 
information affect the model performance? (c) Do the ratios between the positive and 
negative interactions have an impact on the model performance?
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Fig. 1. Flowcharts of template-based methods and machine-learning-based methods. For each type of 
method, the key steps are summarized and visualized. 
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Fig. 2. Overall framework of the performance-evaluation tests used in this study 
670x372mm (300 x 300 DPI) 
Page 35 of 50
http://mc.manuscriptcentral.com/bib































































Fig. 3. Performance evaluation results for AC in terms of F1 (bar charts) and ACC (line charts) based on 
different class ratios (1:1, 1:25, 1:50 and 1:100). 
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Fig. 4. Performance evaluation results for PseAAC in terms of F1 (bar charts) and Acc (line charts) based on 
different class ratios (1:1, 1:25, 1:50 and 1:100). 
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Fig. 5. Performance evaluation results for BlockPSSM in terms of F1 (bar charts) and Acc (line charts) based 
on different class ratios (1:1, 1:25, 1:50 and 1:100). 
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Fig. 6. The performance results of taxonomy IDs “1491”, “644”, and “623” in terms of Acc, F1 and MCC. 
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Fig. 7. The performance results of taxonomy IDs “177419”, “1392” and “632” in terms of Acc, F1 and MCC. 
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Fig. 8. ROC curves for taxonomy ID “177416”. 
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Fig. 9. ROC curves for taxonomy ID “644”. 
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Fig. 10. Protein Interactions Network for Taxonomy ID 1491 
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Fig. 11. Protein interaction network for Taxonomy ID 632 
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N/A N/A N/A N/A
Table 1. Overview of the reviews of HP-PPIs
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491 F. tularensis, 





































































































Table 2. Computational approaches for predicting HP-PPIs (sorted by published year).
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Database Data Source Data Type HPI number
DIP Literature and domain expert manual verification Protein-protein interactions 76,882
Reactome Literature and domain expert manual verification
Comprehensive data portal including 
pathway and analysis 1,016,953
APID Public archival databases Protein-protein interactions 133,994
IntAct Public archival databases and literature Molecular interaction database 857,826
MINT Literature Protein-protein interactions 123,892
InnateDB Literature Mammalian innate immunity networks, pathways and genes 24,077
PHISTO Public archival databases Host-pathogen and human intraspecies protein-protein interactions 90,453
PATRIC Public archival databases Comprehensive data portal for bacterium pathogens 618,737
Mentha Public archival databases Protein-protein interactions 1,272,096
HPIDB Public archival databases and literature Host-pathogen interactions 62,783
BioGRID Literature Comprehensive data portal for protein, genetic and chemical interactions 1,568,115
Table 3. HPI resources
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1491 Clostridium botulinum 61 57
644 Aeromonas hydrophila 73 73
623 Shigella paradysenteriae 118 105
177416 Francisella tularensis subsp. tularensis (strain SCHU S4 / Schu 4) 1319 1207
1392 Bacillus anthracis bacterium 3275 2810
632
Yersinia pseudotuberculosis subsp. pestis 
(Lehmann and Neumann 1896) Bercovier et al. 
1981
4114 3528
Table 4. The positive interaction statistics of selected bacterium species
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Human Bacterium Human Bacterium 1:1 1:25 1:50 1:100
1491 18181 524 9 7 57 9.5 
M
57 1425 2850 5700
644 18181 511 66 4 73 9.3 
M
73 1825 3650 7300
623 18181 1724 75 60 105 31.3 
M
105 2625 5250 10500
177416 18181 550 889 306 1207 10.0 
M
1207 30175 60350 120700
1392 18181 1501 1537 844 2810 27.3 
M
2810 70250 140500 281000
632 18181 1893 1866 1092 3528 34.4 
M
3528 88200 176400 352800
Note: Only the proteins processed used in the positive interactions are counted in this table; M is short for 
‘million’. For each human-bacterium PPI dataset, the number of pathogen proteins, the size of the dataset and 
other such statistics are shown.
Table 5. Overview of the protein information for the dataset preparation process
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Accuracy F1 Score Matthew’s correlation coefficient (MCC)
















































































































































































































































































Table 6 Performance on Taxonomy ID “632”
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