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Majority Logic Decodable Codes 
Derived from Finite Inversive Planes 
PHILIPPE DELSARTE 
MBLE Research Laboratory, Brussels, Belgium 
A new class is defined of geometric codes that are majority logic decodable up 
to their minimum distance. Using the quasicychc structure of the codes, one 
describes a very simple decoding procedure. 
1. INTRODUCTION 
Two important classes of 1-step majority logic decodable codes have 
been studied these last years by several authors, such as Rudolph (1967), 
Weldon (1966, 1969), Graham and MacWilliams (1966), Goethals and 
Delsarte (1968), MacWilliams and Mann (1968) and Smith (1969), among 
others. The codes were defined as the dual spaces of the incidence matrices 
of points and lines in projective or Euclidean planes, over a suitable finite 
field. 
In this paper, using the same approach, we define a new class of binary 
linear codes that can be 1-step orthogonalized, in the sense of Massey (1963). 
A code of the class is the dual space (over the binary field) of the incidence 
matrix of a balanced incomplete block design which is in fact a subdesign of 
a finite inversive plane, as defined in Dembowski (1968). The dimension and 
the exact minimum distance are obtained. Moreover, the codes are shown 
to be equivalent o quasi-cyclic odes of rate 1/2 [see Chen, Peterson and 
Weldon (1969)], in such a way that the decoding scheme can be made very 
simple. 
2. FINITE INVERSIVE PLANES 
Let B be a balanced incomplete block design, with parameters v, b, r, 
k, and A, and assume that two k-tuples, called circles, of B never are incident 
to the same triple of points. Such a design will be referred to as a finite 
circular plane. Two distinct circles of B are said to be disjoint, tangent 
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or intersecting circles, according as they have 0, 1 or 2 points in common. 
In particular, a 3-design is a circular plane such that any set of three distinct 
points is incident o exactly one circle. If the parameters of the 3-design are 
v =q2+ 1, k =) t=q+l ,  b =q(q2+l ) ,  r =q(q+ 1), (1) 
it is called a finite inversive plane of order q. 
A pencil P(p) in a circular plane is any maximal set of mutually tangent 
circles through a common point p. The number of these circles is called 
the order of the pencil. The following two theorems will play an important 
role in this paper. 
THEOREM 1. In a finite inversive plane of order q, the circles passing 
through any point can be divided into q + 1 disjoint pencils of order q. 
Proof. See Dembowski (1968). 
THEOREM 2. Let c be any circle in a finite circular plane B(v, b, r, k, ~). 
The number of circles tangent o c is constant and is equal to 
t =k( r - -  1- - (A - -1 ) (k - -  1)). (2) 
Proof. If  p is a point of B, incident to c, the number of circles passing 
through p and intersecting c is (A -- 1)(k --  1). Hence, the number of circles 
tangent to c, at point p, is equal to r --  1 -- (),-- 1)(k --  1). Since c is 
incident to k distinct points, we have the desired result. 
Let q be an odd prime power. The group PGLe(q 2) is defined as the group 
of permutations on the projective line PG(1, q2), having the form 
(,z) ~ (,;,3 = (,~A), (3) 
where A is any nonsingular square matrix of order 2 over the Galois field 
GF(q 2) and where (~) denotes the projective point corresponding to the 
nonzero vector 05 = (~ol, ~o2) , with w~ c GF(q2). It is well known that PGL.2(q 2) 
is a 3-transitive group, of degree v = q2 + 1, and order 
N(q~) = ) PGL~(q~)l = q2(qa _ 1). (4) 
If  PG(1, q) is considered as a subset of PG(1, q2), its stabilizer S(q) in 
PGL2(q ~) contains all permutations (3) for which the elements of _d belong 
to the subfield GF(q) of GF(q2), so that S(q) is isomorphic to PGL2(q). 
Next, let PSL2(q 2) be the normal subgroup of PGL2(q2), of index 2, 
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consisting of all permutations (3) for which the determinant of d is a square 
in GF(q2). Since every nonzero element of GF(q) is a square in GF(q2), it is 
obvious that S(q) also is the stabilizer of PG(1, q) in the group PSL2(q2). 
We now define the finite miquelian inversive plane M(q) [see Dembowski 
(1968), p. 273] and two other circular planes M'(q) and M"(q), which are 
equivalent subdesigns of M(q), as follows: 
DEFINITION. The points of M(q), M'(q), and M"(q) are identified to the 
elements of PG(1, q2); the circles of M(q), M'(q) and M"(q) are the images 
of PG(1, q), considered as a subset of PG(1, q2), under the group PGL2(q~), its 
subgroup PSLe(q~), and the coset of PSL2(q ~) in PGL2(q2), respectively. 
Since PGL2(q 2) is a 3-transitive group, M(q) is a design of type (1, 3). 
Moreover, the number of circles in M(q) is equal to 
b = N(q2)/N(q) = q(q2 + 1) 
and, as can be easily verified, the parameters of M(q) satisfy (1) so that 
M(q) is actually a finite inversive plane of order q. In the same manner, 
the group PSL2(q 2) is 2-transitive, so that M'(q) and M"(q) are subdesigns 
of M(q) of type (1, 2) and, therefore, they are circular planes. The parameters 
of M'(q) and M"(q) are v, b', r', h, ,V, with 
b' =b/2, r ' - r /2 ,  A' =A/2,  (5) 
where v, b, r, h, ;~ are the parameters (1) of M(q). In the following, the set 
of circles of M(q), M'(q), M"(q) will be denoted by K, K', K", respectively. 
THEOREM 3. Two circles c' and c" belonging to K' and K", respectively, 
are disjoint or intersecting circles. 
Proof. Let t and t' be the numbers of circles tangent o c' in K and in K ' ,  
respectively. Since M(q) and M'(q) are circular planes, one easily deduces 
from (1), (2), and (5) that t = t' = q2_  1. Therefore, all circles in K 
tangent to c' necessarily belong to K', so that c" cannot be tangent to c'. 
COROLLARY 1. In the circular planes M'(q) and M"(q), the circles through 
any point can be divided into (q + 1)/2 disjoint pencils of order q. 
Proof. Theorem 3 shows that the q circles of any pencil in M(q) neces- 
sarily belong to the same class, K '  or K". Corollary 1 then follows from 
Theorem 1. 
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3. BINARY CODES DEDUCED FROM M(q) 
We now consider the b × v incidence matrix G -= 11 gi~ [I of the miquelian 
plane M(q), such that 
g,j ~ 1, if Ps~c i ,  
= 0, if p~ (~ cl, 
where the p~ (0 ~< j ~ v --  1) are the points and the ci (0 <~ i <~ b -- 1) 
are the circles of M(q). The classes K '  and K" define two disjoint b' × v 
submatrices G' and G" of G, which are the incidence matrices of M'(q) 
and M"(q), respectively. Considering G as a matrix over the binary field 
F = GF(2), we have 
THEOREM 4. The matrices G' and G" have rank 
h' = v/2 = (q2+ 1)/2. (6) 
Moreover, the row spaces of G' and of G" are dual of each other. 
Proof. (i) Let Pr and Ps be two distinct points of M(q) and consider 
the q + 1 circles of K, passing through p, and p~. The sum G(r, s) of the 
rows of G corresponding to these circles is the vector whose coordinates are 
Gt(r,s) =q+ 1, if i=ror i=-s ,  
=1,  if i@rand i=~s.  
Since q + 1 ~ 0 (mod 2), it is easily seen that the v(v -- 1)/2 vectors G(r, s) 
generate a subspace C ofF  ~ of dimension v -- 1, namely the subspace of all 
vectors of even weight. Now, the rows of G themselves have an even weight, 
so that they generate C and the rank of G over F is equal to h = v -- 1 = q~. 
(ii) Next, let h' be the rank of G'. Since G" is permutation equivalent 
to G' its rank is also equal to h' and one obviously has 
2h' >~h = q~. (7) 
On the other hand, Theorem 3 implies 
G"G 'T ~ G'G "r ~ 0 (mod 2), (8) 
where A r denotes the transpose of A. In fact, (8) simply means that two 
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circles c' and c" belonging to K '  and K", respectively, have an even number 
of points in common. From (8) one deduces 
2h' <~ v~-qZ + l. 
Comparing this with (7), one obtains the desired formula (6), since v = qe + l 
is even. The second part of the theorem then follows from (8). 
DEFINITION. The binary linear codes C'(q) and C"(q), of length 
v = q2 + 1, are defined as the row spaces of the matrices G' and G", 
respectively, over the binary field. 
The following theorem contains the principal results of this paper. 
THEOREM 5. (i) The codes C'(q) and C"(q) are equivalent o each other, 
they have dimension h' = v/2, and they are dual of each other. 
(ii) The minimum distance d' of C'(q) is equal to q + 1, and C'(q) can 
be 1-step orthogonalized. 
(iii) The code C'(q) is invariant under the permutation group PSLz(q2). 
It is equivalent o a quasi-cyclic code of rate 1/2, whose orbit length is v/2. 
Proof. The first part is an immediate consequence of Theorem 4. Let us 
now consider a nonzero vector ~ = (ao, a 1 .... , av-1) in C'(q), with a 8 ~ 1 
for some s. To the point P8 we attach a pencil P(ps), contained in K" (see 
Corollary 1). Since d is orthogonal to the q row vectors of G" corresponding 
to the circles c, of P(p~), one must have 
I{ jEj@s, a, =g~.~ = 1}1 >~ 1, 
for every circle c¢ belonging to P(p~). Accordingly, the weight of g is at 
least equal to q + 1. On the other hand, the weight of the row vectors of G' 
precisely is q + 1, so that the minimum weight of the code C'(q) must be 
equal to q + 1. Moreover, the q row vectors of G" corresponding to the 
circles of P(p~) form an orthogonal check set on the symbol a~ of C'(q); see 
Massey (1963). The code C'(q) is thus majority logic decodable, in one step, 
up to its minimum distance, and part (ii) of the theorem is proved. 
By the definition of the circular plane M'(q), it is obvious that the permuta- 
tions of PSLz(q ~) transform any vector of C'(q) into another vector of C'(q). 
In order to complete the proof, we use a well-known theorem on linear groups 
(Dickson (1958)): There exists a permutation Q, of order v = q2 + 1, in 
PGL2(q 2) such that 
PG(I, q2) : {p, Q(p), Q~(p),..., Qv-l(p)}, 
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where p is any element of PG(1, q~). I f  we order the points of M(q) in such 
a way that p, is identified to Oi(p), for i = 0, 1,..., v --  1, the permutation 
i -+ i + 2 (mod v), (9) 
divides the coordinates of C'(q) into two orbits of length v/2. Now, it is 
obvious that Q~ belongs to PSL2(q2), so that (9) is an automorphism of C'(q) 
which, therefore, is equivalent o a quasicyclic ode of rate h'/v = 1]2, as 
defined by Chen, Peterson, and Weldon (1969). 
The decoder of C'(q) can be made very simple, if one takes into account 
the quasicyclic structure of the code. We denote by g, 6 and g (= b- + a) 
the transmitted code vector of C'(q), the received vector and the error 
vector, respectively. The majority logic decoding scheme of C'(q) then 
needs the following equipment. For i ~ 0 and i = 1: 
(1) a (v/2)-stage shift register R~, with a feedback path from the last 
stage to the first one, in which the received sequence (b i , bi+z, hi+4 ..... bi+~_2) 
is stored; 
(2) a set S r of q binary adders, each with q + 1 inputs, giving at their 
output the syndrome corresponding to the pencil P(p,) of K"; 
(3) a majority element M~ of order q, the inputs of which are the 
outputs of Si ; 
(4) a binary adder Ai ,  whose inputs are the output of M r and the 
content of the last stage of R~. 
If  the total number of erroneous ymbols is less than q/2, i.e., if the weight 
of ~ is less than q/2, the output sequence of M r and Ai will then be the 
error sequence (el, ei+2 ,..., ei+~_2) and the correct ransmitted code sequence 
(ai , ai+2 .... , ai+~-2), respectively. 
Remarks. (i) Let G O be the b' × (v/2) submatrix of G' whose columns 
have an even index. I f  the rank of G o is equal to v/2, it is possible to choose 
ao, a 2 .... , a,_ 2 as information symbols for the code C'(q). The decoder 
can then be simplified by suppressing S1 , ]VI 1 and A 1 , if one only wants 
to correct the information symbols. It can be shown that the matrix G o 
satisfies the above condition, for q ~ 3, 5, 7, so that the decoders of C'(3), 
C'(5), and C'(7) can be simplified. However, we did not succeed in proving 
a similar result for the whole class of codes C'(q). 
(ii) The rate of the code C'(q) is equal to 1/2, while the ratio d'/v is 
equal to (q -[- 1)/(q ~ + 1), so that the "long" codes of the class are "bad"; 
see Chen, Peterson and Weldon (1969). 
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