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Abstract: In this paper we show how index routing policies can be used in practice for task
allocation in computational grids. We provide a fast algorithm which can be used off-line or even
on-line to compute the index tables. We also report numerous simulations providing numerical
evidence of the great efficiency of our index routing policy as well as its robustness with respect
to parameter changes.
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Allocations de tâches sur grilles par politiques d’index
Résumé : Dans cet article, nous montrons comment des politiques de routage utilisant des
critères de coûts locaux (ou index) peuvent être utilisées en pratique pour faire de l’allocation
de tâches dans des grilles de calcul. Nous fournissons un algorithme rapide de calcul des tables
d’index, qui peut être utilisé hors-ligne mais aussi en-ligne. Cette technique est ensuite validée par
de nombreuses simulations qui montrent la grande efficacité de notre politique d’index ainsi que
sa grande robustesse aux changements de paramètres.
Mots-clés : Politiques d’index, Stratégie de Routage Optimal, Processus de Décision
Markoviens, Grilles
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1 Introduction
Grids are becoming popular infrastructures for a large part of the research world for intensive
computational tasks. The whole scientific community agrees that physicists, biologists, or even
mathematicians, won’t be able to tackle tomorrow’s problems without such computational systems.
Grids are on the way of being efficient and usable systems, but computer scientists and engineers
have still a huge amount of work to improve their efficiency. Amongst a large number of problems
to be solved or to improved upon, the problem of scheduling the work and balancing the load is
of first importance.
The aim of this paper is to propose an efficient but simple routing (or meta-scheduling, or
brokering) strategy for computational grids having a centralized resource broker based architecture,
such as EGEE (Enabling Grids for E-sciencE [1]), GridPP [2] or Grid 5000 [3]. The functioning
of such a system is rather simple: a set of resources (clusters, . . . ) is available to a resource broker
(RB). When a user wants some work to be executed, (s)he sends its job to this resource broker,
which has in charge to choose a resource, and to send (or route) the job to the selected resource.
A job then never waits in the RB (except the time needed for choosing the resource), but will
eventually be queued into the local resource, where it will be scheduled thanks to classical well
known cluster scheduling techniques.
As it is known that finding an optimal scheduling (for the main common criterions) is a difficult
problem, heuristic methods are often required. For instance, in EGEE [1], the user can define a
rank, which expresses preferences between resources. If this rank is the number of free CPUs (not
running any job), the job will be sent to the eligible resource having the largest number of free
CPUs. The rank can be based on the number of jobs waiting in the queue, or (by default) on
an estimation of the sojourn time, based on the current queue size, and the average sojourn time
observed recently. In this paper we propose an adapted version of Whittle indices as local cost
functions and assess its performances.
Indeed, this class of problems can be seen as restless Bandit Problems introduced by Whittle
[4]. Unfortunately, Restless Bandit Problems are known to be P-space hard [5] in general, while the
precise complexity of optimal routing to several parallel queues, is still open and is acknowledged to
be difficult. The research focus has shifted to tractable sub-optimal policies such as in [6]. Whittle
has shown that index policies are good candidates as solutions to this problem [4] because they
have several optimality properties. Whittle indices have been used successfully in [7] to control
queues with breakdowns. This approach has also been extended in various directions in [8, 9, 10],
for example.
The goal of this paper is to show that index policies can be used in practice because they are
very efficient and very easy to compute. The first goal of this paper is to design fast algorithms
to compute the indices so that they can be used on-line (i.e. recomputed whenever major changes
occur in the system). The naive approach (given in the paper) has a O(eB4) complexity while our
most advanced algorithm has a O(eB2 + B2 log B) complexity (here B is the buffer size and e is
the required number of precision digits). This is done by showing several properties of our index
policy (threshold optimality as well as monotony, univoque and convexity properties).
Second, we test the efficiency of index policies for multi-server queues as a well founded alter-
native to intuitive policies such as JSQ for task allocation in grids. The numerical experiments
provided in Section 4 show how well it behaves in terms of performance, and robustness. In all
our experiments, the performance (average sojourn time) of our index based routing policy stays
within 2% from the optimal policy and is always better than all classical policies (such as Join the
Shortest Queue). Furthermore, our policy is very robust to parameter changes. Combining our
index policies computed for loads 0.5 and 0.9 is enough to achieve very good performances (less
than 2% loss) over the whole range of loads from 0 to 1.
Our paper is structured as follows. Section 2 presents the overall problem and its model as
parallel Markovian queues. It also introduces the index policy and shows its threshold structure
and presents a first algorithm to compute the index. Section 3 focuses on algorithmic issues,
presenting several improvements leading to a quadratic complexity on average. Finally Section 4
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displays several simulations comparing the index policy with the optimal policy for small systems
as well as with several classical policies such as JSQ or several types of dual µc rules.
2 Index policies and Bellman equations
2.1 Grid system models
In this paper a grid computing systems is seen as an heterogeneous set of independent clusters.
All computing nodes in the same cluster are identical. In one cluster, all tasks are queued in FIFO
order into one finite buffer and are allocated to free nodes in an arbitrary fashion.
This is an approximation of the actual behavior of current grid computing systems. The main
simplifications used here are the independence between all tasks (they usually have dependences)
and the FIFO queueing policy in each cluster (they usually have priority and/or reservation fea-
tures).
Now, we consider a computational grid as being a set of finite capacity multi-server queues
linked together by a router or a resource broker, through which clients send their jobs. Figure 1
shows our model of computational grid.
B1
s1µ1
µ1
µ1
BN
sNµN
µN
µN
λ
Figure 1: Queuing model of a Computational Grid with Resource Broker. The Grid is composed
of N clusters (or queue), the ith queue being composed of si CPUs (or servers) of speed (or rate)
µi. The system input of rate λ is routed amongst the N queues.
More formally, our system can be described as follows: a router gets a Poisson stream of jobs
at rate of λ. It chooses one queue amongst N , and sends the job to the chosen queue, or reject it,
if all queues are full.
Each queue is of type ·/M/si/Bi/ FIFO, meaning that the service rate is exponential (with
rate µi), there are several servers (si), the buffer as a finite capacity (Bi) and jobs are served in
each queue using the FIFO policy.
In addition, the following notations will be used throughout the paper.
  xi is the queue i state, or the number of jobs currently present in the queue (waiting and
running). xi ∈ {0, . . . , Bi}.
  x = {x1, . . . , xN} is the system state.
  S is the state space:
S = {0, . . . , B1} × · · · × {0, . . . , BN}.
  U is the action space, or the set of actions that the router can choose. An action is either
i (if the queue i is chosen), or 0 (if the action is the rejection of a job). Rejection is only
allowed when all queues are full. Then, U = {1, . . . , N} ∪ 0 iff x = {B1, . . . , BN}.
INRIA
Index routing for task allocation in Grids 5
In the following, we will focus on routing policies minimizing the expected discounted workload
in infinite horizon1.
This can be seen as a Markov Decision Problem in discrete time after uniformization by the
constant Λ = λ + maxi∈{1,...,N} siµi.
After uniformization, the cost under policy π = (u0, u1, . . .) with initial state x
(0) =
(x
(0)
1 , . . . , x
(0)
N ) is
Jπ(x
(0)) = limsup
n→∞
E
n−1
∑
k=0
αkh(x(k), uk(x
(k))),
where α is the discounting factor and
h(x(k), uk(x
(k))) =
N
∑
i=1
ci((x
(k)
i + δ{uk(x(k))=i})),
where ci is the unit cost in the i-th queue per customer per step.
As the cost is uniformly bounded over the state space, we will only consider time independent
routing policies. A routing policy u is a function which gives which action to take in each state.
Then it is a function u : S → U .
This optimal routing problem can be solved in a very classical way using dynamic programming
techniques. Computing the optimal policy boils down to solving a Bellman fixed point equation,
which can be proved to have a single solution using general techniques (see [11]). Solving Bellman
equations for MDPs is usually more efficient using policy iteration techniques for which the average
complexity is often polynomial in the size of the state space.
The problem here is that the size of the state space increases exponentially with the number
of queues. This problem, often called the “curse of dimensionality”, is acute here. Indeed, the
problem becomes too large to be handled by modern computers as soon as N ≥ 4 (for queues of
size 100).
This is why one needs to tackle the problem using a scalable approaches.
2.2 Local Criterion based Routing
Local Criterion based Routing policies (LCR) are a subset of routing policies. They are defined
as follows:
  For each queue, we define a function which associates a real number to each state of this
queue. This function is called the local cost function of the queue: Li : {0, . . . , Bi} → R
+.
This function can be considered as an vector of dimension Bi + 1.
  We define the current local cost of the queue i as Li(xi), where xi is the current state of the
queue i.
  The routing policy is the following:
u(x1, . . . , xN ) = argmin{L1(x1), . . . , LN (xN )}.
An arriving job is then sent towards the queue which has the smallest current local cost.
Such policies have several advantages in practice. They scale with the number of parallel
queues (the only global operation is the argmin operation. The rest of the computation can be
done locally). They are also amenable to perfect simulation [12] as soon as the ranks Li are non-
decreasing in xi. Most classical policies such as Bernoulli routing, JSQ or JSW (Join the Shortest
Waiting time) are LCR. On the rest of the paper, we propose a new LCR policy based on local
costs which are Whittle indices adapted to multi-server queues.
1A similar question without discounting can also be considered. The approach used the rest of the paper also
applies for long run average costs with minor adaptations. These extensions will not be discussed further in this
paper.
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2.3 Optimal index policy is of threshold type
Here is the way to construct the local cost function for each queue. We consider each cluster (i.e.
a multi-server queue) in isolation and use a free parameter R, as a rejection cost, as seen in Figure
2.
The first step to construct optimal admission policy in each queue which is of threshold type.
The optimal threshold is a function of the rejection cost, Θi(R). Then, the local cost or index for
this queue is the inverse function of Θi(R):
Ii(xi) = sup{R|Θi(R) ≤ xi}.
In the following sections, devoted to the computation of Θ(R), we will focus on one specific
queue. In order to simplify our notations, the subscript i of the queue will be dropped.
B
s
λ
R
c
µ
µ
µ
Figure 2: Optimization problem to get the index for each queue, with the additional rejection
cost, R.
For one queue, the optimal control problem is to find the optimal control u (accept or reject
each incoming customer) in order to minimize the long run discounted cost with initial state x0,
after uniformization by this total rate Λ = λ + maxi µisi,
Ju(x0) =
limsup
n→∞
E
n−1
∑
k=0
αk(cx(k) + Rδ{uk=0}δ{arrival at k}).
The α-discounted cost for the optimal policy with initial state x will be denoted J∗(x).
Theorem 2.1. The optimal policy minimizing the α-discounted cost in infinite horizon J ∗(x) for
one M/M/s/B queue (or one M/M/s/∞ queue) is of threshold type.
Proof. This theorem is rather classical (see for example [11]). We provide our own proof for sake
of completeness but also because the proof will be useful in Theorem 4 for computation purposes.
For the infinite capacity queue, define Jn by J0(x) = 0 for all x and
Jn+1(x) = α
(
λ′ min{R + Jn(x), Jn(x + 1)}
+ µ′ min{s, x}Jn(x− 1)
+ (1− λ′ − µ′ min{s, x})Jn(x)
)
+cx
where λ′ =
λ
Λ
, and µ′ =
µ
Λ
.
The first step is to show that Jn(x) is convex in x. This is done by induction on n: for all
x ≥ 0, we show in the appendix A that 2Jn(x + 1) ≤ Jn(x) + Jn(x + 2), using a case analysis and
direct computations.
Now, Jn(x) being convex in x, there exists an optimal policy for each n which is of threshold
type as shown in [11].
INRIA
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For any 0 < α < 1, it is well known that Jn(x)→ J∗(x) when n goes to infinity and J∗ is the
unique solution of the Bellman Equation,
J∗(x) = α
(
λ′ min{R + J∗(x), J∗(x + 1)}
+ µ′ min{s, x}J∗(x− 1)
+ (1− λ′ − µ′ min{s, x})J∗(x)
)
+cx.
(1)
So that the discounted cost is also minimized by a threshold policy.
Now consider the finite capacity case. The equations are the same for all x < B
As for x = B, the next arrival is surely rejected which incurs a cost of R. Hence
Jn+1(B) = α
(
λ′(R + Jn(B))
+ µ′ min{s, B}Jn(B − 1)
+ (1− λ′ − µ′ min{s, B})Jn(B)
)
+cB.
The function Jn verifies 2Jn(x+1) ≤ Jn(x)+Jn(x+2), and the optimal policy is of threshold
type for each n. Taking the limit when n goes to infinity in the previous inequality shows that the
optimal policy is also of threshold type.
Actually, we will see later (in Lemma 4) how the thresholds for the infinite and the finite cases
are related.
Partial optimality of a LCR using our indices as local criterion functions can already be stated.
Proposition 1. A Local Criterion Routing based on the indices described in 2.2 is optimal in
either of the two following cases,
i when all queues have the same number of servers, all with the same service rate;
ii when the buffer sizes are smaller than the number of servers in each queue (Bi ≤ si, for all
i).
Proof. Case i is based on the fact that Join the Shortest Queue (JSQ) is optimal when the system
is symmetric [13] and on the fact that the index policy coincides with JSQ in such a case. This last
point is a direct consequence of the fact that the index function is increasing with the queue size
(as seen in the proof of Theorem 2.1). As for Case ii, this is a direct consequence of the fact that
when the buffer size is smaller than the number of servers the system can be seen as a collection of
∑
i Bi servers with no waiting room which are either active or idle to which customers are routed.
This is a Multi-armed Bandit Problem for which the index policy introduced above is optimal as
shown in [14].
In the rest of the paper, an algorithm is designed for computing the optimal threshold for
index based computational grid routing very fast. This will be one of the main contribution of
this paper. This problem is solved in two parts:
  First we have to compute the optimal threshold problem for a queue with reject: this will
give us a function Θ : R+ → {0, . . . , B}, which gives, for a cost of reject R, the optimal
threshold θ. This is done by dynamic programming techniques.
  Then, we have to inverse Θ, in order to obtain the index I : {0, . . . , B} → R+. More
precisely, this index I is defined as follows: I(x) = {supR|Θ(R) ≤ x}. This is done by a
generalized dichotomy.
RR n
 
5892
8 V. Berten and B. Gaujal
2.4 Computing the Optimal Threshold
The objective of the section is to design an algorithm to find the optimal threshold policy in the
system described in Figure 2, i.e. a M/M/s/B queue (where s is the number of servers, and B
is the queue size). A policy uθ with threshold θ is defined as follows. When a job arrives while x
jobs are currently present in the system (x is the queue state),
  if x < θ, the new job is accepted, and will cost c per step (time between two events) spent
in the system,
  otherwise (x ≥ θ), the job is rejected, and costs R (only once).
Bellman’s equation (1) for the α-discounted cost of one queue with rejection, can be adapted
for threshold policy uθ. By switching the order of the actions and the events, one gets:
J(x) = α
(
λ′J(x + δx<θ)
+ µ′ min{x, s}J(x− 1)
+ (1− λ′ − µ′ min{x, s})J(x)
)
+ c(x + λ′δx<θ − µ
′ min{x, s})
+ Rλ′δx≥θ,
(2)
where J(x) is the infinite horizon α-discounted cost starting with x jobs in the queue.
Equation (2) can easily be rewritten in a matrix form. Let Fθ be a matrix B × B and Sθ a
matrix B × 1, defined as follows:
Fθ(x, y) =






µ′ min{x, s} if x = y − 1
1− λ′δx<θ − µ
′ min{x, s} if x = y
λ′δx<θ if x = y + 1
0 otherwise.
Sθ(x) = c(x + λ
′δx<θ − µ
′ min{x, s}) + Rλ′δx≥θ.
Equation (2) can now be written as:
J = αFθJ + Sθ. (3)
Fθ can be seen as being the impact of future on the cost, Sθ as the cost of the current step.
Finding the threshold θ which gives the smallest cost corresponds to looking for a θ solution
of the following system, which is the same as equation (2) with a min on the right hand side:
J = min
θ∈{0,...,B}
(αFθJ + Sθ). (4)
We will call Θ(R) the function which gives the optimal threshold for a rejection cost R (as-
suming that other parameters are constant).
If all parameters are known (R and θ included), computing J(x) ∀x ∈ {0, . . . , B} (or solving
equation (3)) is rather easy. We just need to solve the following tridiagonal linear system, which
can be done in O(B):
(αFθ − I)J = −Sθ. (5)
Let Jθ be the solution of the system from equation (3), found by solving equation (5), for a
chosen θ. Then, Jθ satisfies
Jθ = αFθJθ + Sθ. (6)
Once Jθ is computed, one can define the cost Jθ,θ′ , by using values found for Jθ under policy
uθ′ :
Jθ,θ′ = αFθ′Jθ + Sθ′ . (7)
Once Jθ is known, Jθ,θ′(x) can be obtained for all x and θ
′ without solving any other system,
it just requires to replace values into the formula.
INRIA
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Lemma 1. if θ′ is such that
Jθ,θ′(x) ≤ Jθ(x) ∀x ∈ {0, . . . , B}
then,
Jθ′(x) ≤ Jθ(x) ∀x ∈ {0, . . . , B}.
Proof. This is a rather direct corollary of the policy iteration principle to compute the optimal
policy. Here, there exists an optimal policy of threshold type. Therefore, one can use the policy
iteration by restricting the choices of the new policy to threshold policy in policy iteration scheme.
The inequality Jθ,θ′(x) ≤ Jθ(x) means that the policy with threshold θ
′ has a smaller cost than
the current policy with threshold θ, used to compute the cost. This is one possible iteration of the
policy iteration for thresholds only.
This result is the basis of our first algorithm:
1. choose θ
2. solve Jθ
3. find θ∗ such as Jθ,θ∗(x) ≤ Jθ(x) ∀x ∈ {0, . . . , B}
4. restart in 2. with θ∗ as long as θ 6= θ∗.
In this version, we choose θ∗ = argminθ′
∑B
x=0 Jθ(x)− Jθ,θ′(x). The worse case complexity of
this algorithm is O(B3) (because bounds are known for Θ(R)).
This allows us to compute the function Θ(R) from R+ into {0, . . . , B}. This function will be
the base of our index I(x), which goes from {0, . . . , B} into R+. I(x) is then an array. I is defined
as the inverse of Θ, or, more exactly, I(x) gives the larger rejection cost R such as Θ(R) ≤ x. Or,
I(x) = sup{R|Θ(R) ≤ x}.
Functions I and Θ are presented on Figure 3.
Lemma 2. Under the foregoing notations, the functions Θ(R) and I(x) have the following prop-
erties.
i I(0) = I(1) = · · · = I(s− 1).
ii Θ(R) and I(x) are non-decreasing.
iii For all R ≥ c1−α , Θ(R) = B.
Proof. Point i is a direct consequence of the structure of the cost function. As long as at least one
server is idle, the optimal action only depends on the comparison between the discounted service
time and the rejection cost and is independent on the actual number of active servers. Therefore,
Θ(R) = 0 when R is small enough and Θ(R) ≥ s as soon as R is larger than the discounted service
time. This implies I(0) = I(1) = · · · = I(s− 1).
Point ii is a direct consequence of the Bellman’s Equation (1).
As for point iii, let us first prove that for a queue with an infinite capacity, no packet is never
rejected if R > c1−α .
For that, let us consider J∗(x + 1)− J∗(x), the difference of the cost when starting with x + 1
instead of starting at x. Since the optimal policy is of threshold type, on every trajectory of the
system, whenever a packet is rejected when starting with x, it is also rejected when starting with
x+1. Therefore, the difference in the number of packets present in both systems under the optimal
policy remains non-negative and is always bounded by one. Therefore, on average,
J∗(x + 1)− J∗(x) ≤
∞
∑
k=0
c αk =
c
1− α
.
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Figure 3: The “best threshold” function Θ(R) (continuous line) and its “inverse”I(x) (dots) which
we use as Index function. We point out some characteristics, such as the ceiling of Θ(R) in B
reached before c1−α , or the first step at s (cf. Lemma 2). The parameters are µ = 1, λ = 0.8,
s = 4, c = 1, B = 30, α = 0.95.
Therefore, if R ≥ c1−α , then J
∗(x + 1) ≤ R + J∗(x). Now, looking at Bellman’s equation (1) for
J∗(x), this means that min{J∗(x + 1), R + J∗(x)} is always reached by J∗(x + 1), whatever x, so
that no packet is ever rejected under the optimal policy and Θ(R) = +∞.
The rest of the proof is a rather direct consequence of Lemma 4. Indeed, applying the lemma
with θ∗ = +∞, any B satisfies B ≤ θ∗ so that Θ(R) = B. Θ(R) has then a vertical asymptote in
c
1− α
.
Lemma 3. If θ ≥ θ′ ≥ Θ(R) (or if θ ≤ θ′ ≤ Θ(R)), then Jθ(x) ≥ Jθ′(x), for all x.
Proof. We only consider the case θ ≥ θ′ ≥ Θ(R) (the other case being similar). The policy uθ′
coincides with uθ over all states x such that x ≥ θ (reject) and x < θ
′ (accept). For states
θ′ ≤ x < θ, uθ coincides with the optimal policy (reject) while uθ accepts. The end of proof is a
straightforward consequence of the policy iteration principle and of the convex increasing shape
of the cost function, to make sure that policy uθ′ is better than uθ.
3 Algorithmic improvements and complexity
In this section, several improvements of the algorithm used to compute Θ (and thus I) are ex-
plained. They are mostly based on Lemmas 2, 3 and 4.
3.1 First improvement: algebraic simplifications
We first explain how to speed up the loop by checking if the current θ′ is admissible and by
computing the gain of θ′ faster.
Let g(x, θ, θ′) = Jθ(x)− Jθ,θ′(x). From equations (6) and (7), we have
g(x, θ, θ′) = αλ′(Jθ(x + δx<θ)− Jθ(x + δx<θ′))
+ λ′c(δx<θ − δx<θ′)
+ λ′R(δx≥θ − δx≥θ′).
INRIA
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We will now check the relation between x, θ and θ′.
g(x, θ, θ′) =







0 if x < min{θ, θ′}
0 if x ≥ max{θ, θ′}
γ if θ ≤ x < θ′
−γ if θ′ ≤ x < θ,
where γ = λ′
(
α(Jθ(x)− Jθ(x + 1)) + R− c
)
.
The admissibility condition for θ′ is now rather easy; a threshold θ′ is admissible (ad.) iff
Jθ,θ′(x) ≤ Jθ(x) ∀x ∈ {0, . . . , B} (see Lemma 1), or g(x, θ, θ
′) ≥ 0 ∀x ∈ {0, . . . , B}. Then,
If θ<θ′,
[
∃x∈ [θ, θ′[:Jθ(x)−Jθ(x+1) <
c−R
α
]
⇔ ¬ad. (8)
If θ′<θ,
[
∃x∈ [θ′, θ[:Jθ(x)−Jθ(x+1) >
c−R
α
]
⇔ ¬ad. (9)
The condition has only to be checked for x ∈ {min{θ, θ′}, . . . , max{θ, θ′}}, and not for x ∈
{0, . . . , B} as in the first algorithm, and the values to compare are really simpler to compute.
Among all admissible θ′, we choose the one which maximizes
∑B
x=0 g(x, θ, θ
′). This allows to
have a trivial selection test. If θ < θ′:
B
∑
x=0
g(x, θ, θ′) = λ′
(
α(Jθ(θ)− Jθ(θ
′)) + (θ′ − θ)(R − c)
)
.
We have the same result for θ′ < θ. The θ′ which maximizes this last equation also maximizes:
G(θ, θ′) = −αJθ(θ
′) + θ′(R − c). (10)
Then for each admissible θ′, we choose the one maximizing G(θ, θ′). Notice that G(θ, θ′) is not
the gain between θ and θ′, the gain is: λ
(
αJθ(θ)− θ(R− c) + G(θ, θ
′)
)
. The stop condition has to
be adapted.
The algorithm is now the following:
1. choose θ
2. solve Jθ
3. For each admissible θ′ (check if there exists a x making θ′ not admissible using equations
(8) and (9))
  G← −αJθ(θ
′) + θ′(R − c) (see equation (10))
  if G is better than the current best one (G∗), remember θ∗ ← θ′, and G∗ ← G
4. restart in 2. while αJθ(θ) − θ(R− c) + G
∗ > 0 with θ ← θ∗
3.2 Second improvement: admissibility check improvements
Let Adm(θ′) be a function checking the admissibility of θ′ using equations (8) and (9). We remark
that if θ′ goes from θ + 1 up to B, and if Adm(θ′) is false, then Adm(θ′ + 1) will be false as well.
Then if θ′ ∈ {θ + 1, . . . , B} is not admissible, it is not worthy to check another θ′′ > θ′. The same
if true if θ′ goes from θ − 1 down to 0, it is not worthy to check θ′′ < θ′ if θ′ is not admissible.
Furthermore, if θ′ goes from θ+1 up to B, we only need to check that Jθ(θ
′)−Jθ(θ
′+1) >
R− c
α
,
because every x ∈ {θ + 1, . . . , θ′} has already been checked when the analyzed θ′ was x.
If θ′ goes from θ − 1 down to 0, we only need to check that Jθ(θ
′ + 1)− Jθ(θ
′) <
R− c
α
.
This improvement is shown in Algorithm 1.
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Algorithm 1: Gives the best threshold Θ(R) for a rejection cost R (second improvement)
Data: Rejection cost R, buffer size B
Result: Θ(R)
θ∗ = first estimation;
repeat
θ ← θ∗;
G∗ ← −αJθ(θ) + θ(R − c);
Find Jθ, solution of (αFθ − I)J = −Sθ;
θ′ ← θ + 1;
while θ′ ≤ B and
(
Jθ(θ
′)− Jθ(θ
′ − 1)
)
≤
R− c
α
do
G← −αJθ(θ
′) + θ′(R − c) ;
if G > G∗ then
G∗ ← G ; θ∗ ← θ′;
++θ′;
θ′ ← θ − 1;
while θ′ ≥ 0 and
(
Jθ(θ
′ + 1)− Jθ(θ
′)
)
≥
R− c
α
do
G← −αJθ(θ
′) + θ′(R − c);
if G > G∗ then
G∗ ← G ; θ∗ ← θ′;
--θ′;
until αJθ(θ)− θ(R − c) + G
∗ = 0 ;
return θ∗;
3.3 Third improvement: reducing the problem size
Lemma 4. Let θ∗ the optimal threshold for a system with a queue size of B > θ∗. Then,
1. θ∗ is the optimal threshold for any identical system with queue size B ′ > θ∗.
2. B′ is the optimal threshold for any identical system with queue size B ′ ≤ θ∗.
Proof. This is a rather direct corollary of the form of the J function used in the proof of Theorem
2.1. The optimal policy with buffer capacity B satisfies Bellman’s Equation; If 0 ≤ x < B,
J∗B(x) = α
(
λ′ min{R + J∗B(x), J
∗
B(x + 1)}
+ µ′ min{s, x}J∗B(x− 1)
+ (1− λ′ − µ′ min{s, x})J∗B(x)
)
+cx,
and if x = B,
J∗B(B) = α
(
λ′(R + J∗B(B))
+ µ′ min{s, B}J∗B(B − 1)
+ (1− λ′ − µ′ min{s, B})J∗B(B)
)
+cB.
Since the optimal policy has threshold θ∗, then R +J∗B(x) < J
∗
B(x+1) as soon as θ
∗ ≤ x ≤ B.
Now, let us construct a function H(x) defined by H(x) = J∗B(x) for all x ≤ B and for all
x > B,
H(x) = α
(
λ′(R + H(x))
+ µ′ min{s, x}H(x− 1)
+ (1− λ′ − µ′ min{s, x})H(x)
)
+cx.
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The function H is convex (the proof is the same as for Jn). Furthermore, R+H(x) < H(x+1)
is true when θ∗ ≤ x < B because H and J∗B coincide up to x = B. Convexity of H implies that
R + H(x) < H(x + 1) remains true for all x > B.
This means that H is a solution of the fixed point equation verified by the optimal cost in
the queue with infinite capacity. Since the solution is unique, H(x) = J∗(x). As for any queue
with capacity B′ > θ∗, H truncated at B′ is a solution of the fixed point equation verified by the
optimal cost and uniqueness implies H(x) = J∗B′(x) for all x ≤ B
′.
As for the second point in the lemma, assume that there exists B ′ < θ∗ with an optimal
threshold θ′ < B′. Using the first point of the theorem at capacity B′, this would imply that the
optimal threshold for B > B′ is also θ′. Since θ′ < θ∗, this is a contradiction.
This result will greatly help us to improve the complexity of linear solving calls (solving of Jθ),
which represents the main cost of our algorithm. Let us imagine that we have previously obtained
Θ(R) the best threshold of R, and that we have now to compute Θ(R′) with R′ < R. As we know
that Θ is an increasing function of R, we know that Θ(R′) ≤ Θ(R). We can then invoke Θ(R′) as
if the problem size were, for instance, B′ = Θ(R). Let ΘB′(R
′) be this function: from Lemma 4,
we know that ΘB′(R
′) = ΘB>B′(R
′) = Θ(R′).
This method strongly reduces the time spent in solving Jθ(x). Indeed, solving Jθ(x) goes from
a problem in O(B) to O(B′).
In the dichotomy algorithm we will present below, we can show that in a large majority of
cases, the result of Θ(R) can only take 2 consecutive values, we can then use B ′ = the largest one.
In the following, ΘB′(R, θ
′) will denote the function giving the best threshold, in which we
know that the result will be lower or equal to B′, and where θ′ will be use as a first estimation for
the best threshold.
3.4 Computing the index function
In order to compute the index vector I(x) with precision ε, one need to compute Θ(R) for every
R such that Θ(R) = Θ(R + ε)− 1. Each such R will give us the corresponding value of the index
(I(Θ(R)) = R). The algorithm will be composed of two parts:
1. First we need to find (at least) one point on each step of Θ(R), meaning that ∀x ∈ {0, ..., B},
we have a value Rx such as Θ(Rx) = x. This is done by dichotomy. While we have R1 and
R2 with R1 < R2 and Θ(R2) − Θ(R1) > 2, for which we do not have any point between
them, we use Θ for some value between R1 and R2, for instance
R1+R2
2 .
2. Then a second dichotomy is used to get the values of the jumps of Θ. For every couple R1, R2
found at the previous step such as Θ(R1)+1 = Θ(R2), we search for a value R1 < Rm < R2
such that Θ(Rm) + 1 = Θ(Rm + ε).
A few comments have to be made.
Before starting the algorithm, we need to start with a point before the first jump of Θ(R),
and another one after the last jump. For the first one, (0, Θ(0)) works. For the last one, any
R ≥
c
1− α
is such as Θ(R) = B (cf. Lemma 2).
During the first phase, when we compute Θ(R1+R22 ), we know that the result will be below
Θ(R2), previously computed. We can then use ΘB′(Rm, θ
′), where Rm =
R1+R2
2 , B
′ = Θ(R2),
and θ′ is any value in {Θ(R1), . . . , Θ(R2)}.
During the second phase, a similar comment can be made: when looking for the jump between
R1 and R2 (with Θ(R1) + 1 = Θ(R2)), we can invoque ΘΘ(R2)(Rm, θ
′), where θ′ = Θ(R1) or
Θ(R2).
It can occur than Θ increases too fast, and that we cannot find some steps. We have then
R1 and R2 such as Θ(R2) − Θ(R1) > 2 and R2 − R1 < ε. In that case, we assign every I(i) for
i ∈ {Θ(R1), . . . , Θ(R2)−1} to R2 (or R1). This situation should be avoided, because it causes the
index vector to be less discriminating. This problem can be reduced by increasing the discount
factor α.
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3.5 Complexity
Theorem 3.1. Computing the index vector I(0), · · · , I(B) with precision ε can be done in O(eB2+
B2 log B) in the worst case, where e = −log(ε).
Proof. (sketch) The first phase of the algorithm needs to identify B + 1 values of R, one for each
possible threshold.
For a given R, computing Θ(R) can be done by using a dichotomy over the values of θ in
the set {0, · · · , B} by using Lemma 3. The cost for each θ corresponds to solving a tridiagonal
system of size smaller than B and has a known solution in O(B) so that the complexity to get
Θ(R) is O(B log B). Since B values have to be computed, the overall complexity of phase one is
O(B2 log B).
As for phase 2, the dichotomy imposes to compute less than eB values Θ(R). Each of them
can be done in time O(B) because only two values for Θ(R) are possible at this point (see the
previous comments).
Hence, the overall complexity is O(eB2 + B2 log B).
Actually, the first phase benefits on average from using the policy iteration with the next “best”
θ (as shown in Algorithm 1) instead of using a dichotomy search. While the worse case jumps
from O(log B) to O(B), in practice, using policy iteration with the next best θ converges in less
than 3 steps (number of resolutions of the tridiagonal system) in more than 99.9% of our runs.
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Figure 4: Computation times for the B values of the index of one queue. On the left plot, we
show this computation times for various problem sizes (B between 0 and 8000). The quadratic
dependence in B is obvious. On the right plot, we vary the precision of the dichotomy between
10−2 and 10−15.
We performed some benchmarks allowing to have a better idea about the complexity of the
index computation.
If the load if not to high, we observed, as expected, that the computation time is approximately
in O(B2), and in O(− log ε).
Figure 4 shows the time needed for computing an index for a problem size varying from 0 up
to 8000. We put on this plot the function a ·Bb fitting the best the curve. For not too high loads,
the exponent is, as expected, close to 2. We made these benchmarks on a PC with Intel Celeron
2GHz CPU, with 256 MB of RAM.
Notice that we obtained here times such as 4 minutes for obtaining an index for a problem size
of 8000. But in most real situations, the problem size is more like 1000, which requires around 3
seconds for obtaining an index.
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4 Numerical experiments
In this section, we will present some simulation results where we compare several routing strategies.
We compare our index strategy, some classical LCR strategies, and, when it is possible, the optimal
(stochastic) strategy.
The input rate generally varies between 0 and 100% of the total service capacity. The plots
display the ratio between the average sojourn time in the stationary regime for a strategy and the
same metric in the case of optimal routing. Notice that when the discounting factor is close to
one and c = 1, this is very close to the average discount cost. When the system is too big for
computing the optimal routing, we present the ratio with our index policy. The strategy used for
comparison is specified in the legend (we put ’*’ around the name of the strategy of reference).
For every strategies but the optimal and random ones, we use perfect simulation techniques [15]
for obtaining our results. This technique happens to be fast for simulation of monotone queueing
networks [12], which is the case here.
The optimal and random strategies have been simulated by “classical simulation technique”.
4.1 Strategies
As stated in the previous section, several strategies have been compared. Most of them are part
of LCR family routing strategies, and are already available in EGEE. Here are the names we use
in the plot legends.
optim: optimal strategy,
random: Bernoulli routing (with weight: µisi),
JSQ (Join the Shortest Queue): Ii(x) = x ∀x ∈ [0, . . . , Bi],
JSQ-mu: Ii(x) =
x
µisi
∀x ∈ [0, . . . , Bi],
JSQ-mu2: Ii(x) =
x + 1
µisi
∀x ∈ [0, . . . , Bi],
JSW (Join the Shortest Waiting time):
Ii(x) =








1
µi
∀x ∈ [0, . . . , si[
x + 1
µisi
∀x ≥ si,
Index: “our” strategy.
Notice that in the case of monoprocessor systems, JSQ-mu2 and JSW are equivalent.
Each LCR curve required approximately between 8 and 10 hours of computations. The time
needed for obtaining and simulate the optimal routing was longer: up to 5 days of CPU for a
curve. Each plot below required then approximately one week of computation at 3.4 GHz. This
was however highly parallelizable, which allowed us to obtain a plot in a few hours on a cluster.
4.2 Monoprocessor systems
In Figure 5, we show two experiments. In the first one, we have three queues, two with a fast
CPU (µ = 8), the two others with a slow CPU (µ = 1). In the second plot, the speed difference
is reduced.
We observe the following facts for the first plot:
  Except at high loads, random is a bit more than two times slower than the optimal routing.
  JSQ behaves better, but is still 50% worse than optim, and performs less efficiently that any
strategy but random.
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Figure 5: Ratio between the average sojourn time of several routing strategies and the optimal
routing, on monoprocessor systems. On the left plot, we observe that, while even the best classical
strategies stay within 20% from the optimal, our Index strategy is almost indistinguishable from
the optimal. On the right plot, the difference between strategies is less visible, but our strategy is
still highly better than any non-optimal others.
  JSQ-mu is not efficient at low load, but performs rather well at high load (± 10% from optim
when the load is higher than 80%).
  JSQ-mu2 (equivalent to JSW) has a symmetric behavior: it performs pretty well at low load,
but “gets beat” by JSQ-mu for loads higher than ± 60%. But this strategy is so far the best
one, with a worst performance around 80% of load, with a distance from optim around 25%.
  Index is obviously better that any of these strategies, whatever the load. Index is never
further that 2% from optim, while the best of “JSQ-like” strategies reaches 25% at some
loads.
In the second plot of Figure 5, our comments can still be done, but the difference between
strategies is greatly reduced, except for random which we didn’t plot here.
We observe on the right plot of Figure 5 a phenomena which could seem to be astonishing:
Index and JSQ-mu perform better than optim. It is due to two reasons. Firstly, LCR strategies
have been simulated by perfect simulation tools, while optimal routing has been simulated through
classical techniques. Secondly, optimal is obtained by a (slow) converging process. This plot
requiring approximately 5 days-CPU of computation (at 3.4 GHz), we have chosen to accept this
level of precision.
4.3 Multiprocessors systems
We show on Figure 6 two examples of multiprocessor systems. Similar comments can be done in
this situation: Index behaves drasticely better than any other strategies (except optim), and is
really close to the optimal one. On the left plot (the right one being too complex for computing
the optimal strategy), Index is never worst than 2% from optim, while even the best JSQ-like
strategy is for some load almost at 10% from optim.
4.4 Robustness
The main drawback of our index strategy is that indices are computed by taking into account the
input rate, assuming it to be constant. But in real systems, the input rate can vary according to
the time, which would require, firstly to obtain an estimation of this load, secondly to recompute
our indices.
This leads us to the following question: how robust is index routing according to the input
rate (or the system load) ? Does an index computed for a load of 50% perform efficiently if the
load is 20% or 80% ?
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Figure 6: As is Figure 5, we show ratios with optimal sojourn time (left) or Index (right), due
to the size of the system. It still shows that, even on multiprocessors platforms, Index behaves
drasticely faster than other strategies.
 0.9
 1
 1.1
 1.2
 1.3
 1.4
 1.5
 1.6
 0  1  2  3  4  5  6  7  8  9  10
A
ve
ra
ge
 s
oj
ou
rn
 ti
m
e 
(r
at
io
 w
ith
 o
pt
im
)
Load
µ :  8, 1
s :  1, 2
B :  100
JSQ-mu
JSW
Index-9
Index-5
Index
*optim*
 0.99
 1
 1.01
 1.02
 1.03
 1.04
 1.05
 1.06
 0  1  2  3  4  5  6  7  8  9  10
A
ve
ra
ge
 s
oj
ou
rn
 ti
m
e 
(r
at
io
 w
ith
 I
nd
ex
)
Load
µ :  8, 1
s :  1, 2
B :  100
Index-9
Index-5
*Index*
Figure 7: We show how behaves an index computed for a wrong input rate. We observe that even
if we have a rough approximation of the load, Index obtains really good performances.
We show on Figure 7 the behavior of a system where three different indices are used. The
first index (Index) is the classical one, which means that this index is computed according to the
actual load. The second index (Index-5) is an index computed for a load of 50%, and used for
every load between 0 and 100%. The first one (Index-9) is similar, for a load of 90%. On the
right plot of Figure 7, we isolate Index, Index-5 and Index-9.
It appears that the 50%-index (resp. 90%-index) is still better or equivalent than any other
classical strategies for a load varying between 0 and 85% (resp. 40% and 100%). This shows that
our index are really robust, and that they do not require to known the exact input rate. The
following strategy would be very efficient:
  Compute two sets of indices I1 = {I1, . . . , IN} and I2 = {I
′
1, . . . , I
′
N}, the first one corre-
sponding to a system with a load of 50%, the second one to a load of 90%
  Choose two thresholds T1 and T2, for instance T1 = 70% and T2 = 50%
  Estimate continuously the input rate λ.
  If the current set of index is I1 and that λ > T1, use the set of index I2.
  If the current set of index is I2 and that λ < T2, use the set of index I1.
This strategy can easily be generalized to a system with more than 2 index sets.
From the right plot of Figure 7, we observe two interesting facts:
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  In this configuration, even if we use Index-5 for any load, we are never worse than 4% from
the normal index;
  Index-9 performs more efficiently than Index between 60% and 90%, without taking into
account the system load. This probably means that we can still improve the computation of
our index. However, the gain is here really tiny (±0.05%).
5 Conclusions
In this paper, we have shown that index policies are very efficient in practice for task allocation
in grids. They yield very good performances, almost indistinguishable from optimal and can be
computed quickly even for very large systems. Our future work includes extending this work to
batch arrivals (typical for grids) and implementing our proposal in actual scheduling tools for
grids.
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A Convexity
In this appendix, we show that Jn+1(x) + Jn+1(x + 2) − 2 ∗ Jn+1(x + 1) ≥ 0 as claimed in the
proof of Theorem 2.1.
The result is true for n = 0. Let us now check the induction step for the infinite case
Jn+1(x) + Jn+1(x + 2)− 2 ∗ Jn+1(x + 1) = cx + c(x + 2)− 2c(x + 1) (11)
+
αλ
Λ
min{R + Jn(x), Jn(x + 1)}+
αλ
Λ
min{R + Jn(x + 2), Jn(x + 3)} (12)
− 2
αλ
Λ
min{R + Jn(x + 1), Jn(x + 2)} (13)
+
min{s, x}µα
Λ
Jn(x − 1) +
min{s, x}µα
Λ
Jn(x + 1)− 2
min{s, x}µα
Λ
Jn(x) (14)
+
α(Λ− λ− µ(min{s, x}))
Λ
Jn(x) +
α(Λ− λ− µ(min{s, x}))
Λ
Jn(x + 2) (15)
− 2
α(Λ− λ− µ(min{s, x}))
Λ
Jn(x + 2). (16)
First, the term (11) is obviously 0. As for the term (12) and (13), four cases need to be checked,
depending on the values of the two minima. If the minimum is reached for the first two terms,
then
R + Jn(x) + R + Jn(x + 2) ≥ 2(R + Jn(x + 1)) ≥ 2 min{R + Jn(x + 1), Jn(x + 2)}.
If the minimum is reached for the last two terms, then
Jn(x + 1) + Jn(x + 3) ≥ 2Jn(x + 2) ≥ 2 min{R + Jn(x + 1), Jn(x + 2)}.
If the minimums is reached for the first and second terms respectively,
R + Jn(x) + Jn(x + 3) ≥ Jn(x + 1) + R + Jn(x + 2) ≥ 2 min{R + Jn(x + 1), Jn(x + 2)}.
Finally, if the minimum is reached for the second and first terms respectively,
Jn(x + 1) + R + Jn(x + 2) = Jn(x + 1) + R + Jn(x + 2) ≥ 2 min{R + Jn(x + 1), Jn(x + 2)}.
This finishes the case with terms (12)-(13)
As for the terms (14)-(15)-(16) , one needs to distinguish two cases. If s ≤ x then one gets
α
s
Λ
(Jn(x − 1) + Jn(x + 1))− 2α
s
Λ
Jn(x)) ≥ 0
by induction, and terms (15)-(16) are zero.
If x ≤ s− 2 then for terms (14) to (16) together, one gets
α
x
Λ
Jn(x − 1) + α
x + 2
Λ
Jn(x + 1)) + α
s− x
Λ
Jn(x) + α
s− x− 2
Λ
Jn(x + 2) (17)
− 2α
x + 1
Λ
Jn(x) − 2α
s− x− 1
Λ
Jn(x + 1). (18)
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This is positive by induction.
The remaining case is x = s− 1 (or s = x + 1). For terms (14) to (16) together, one gets,
α
x
Λ
Jn(x− 1) + α
x + 1
Λ
Jn(x + 1)) + α
1
Λ
Jn(x) − 2α
x + 1
Λ
Jn(x).
This is again positive by induction and non-decrease of Jn is x.
As for the finite capacity case, one additional equation must be checked to make sure the cost
function is convex.
Jn+1(B − 2) + Jn+1(B) = (19)
cB + c(B − 2) (20)
+
αλ
Λ
min{R + Jn(B − 2), Jn(B − 1)}+
αλ
Λ
(R + Jn(B)) (21)
+
min{s, x}µα
Λ
Jn(B − 3) +
min{s, x}µα
Λ
Jn(B − 1) (22)
+
α(Λ− λ− µ(min{s, x}))
Λ
Jn(B − 2) +
α(Λ− λ− µ(min{s, x}))
Λ
Jn(B). (23)
The only new inequality to check is that
min(R + Jn(B − 2), Jn(B − 1)) + (R + Jn(B)) ≥ 2 min(R + Jn(B − 1), Jn(B)).
This is true because on one hand
R + Jn(B − 2) + R + Jn(B) ≥ 2(R + Jn(B − 1)) ≥ 2 min(R + Jn(B − 1), Jn(B)),
and on the other hand
Jn(N − 1) + R + Jn(B) = R + Jn(B − 1) + Jn(B)) ≥ 2 min(R + Jn(B − 1), Jn(B)).
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