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ON THE TRANSITION OF THE RAYLEIGH-TAYLOR INSTABILITY IN 2D
WATER WAVES
QINGTANG SU
Abstract. In this paper we prove the existence of water waves with sign-changing Taylor sign
coefficients, that is, the strong Taylor sign holds initially, while breaks down at a later time, and vice
versa. Such a phenomenon can be regarded as the transition between the stable and unstable regime
in the sense of Rayleigh-Taylor of water waves. As a byproduct, we prove the sharp wellposedness
of 2d water waves in Gevrey-2 spaces.
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2 QINGTANG SU
1. Introduction
1.1. The background and the main result. We consider the motion of an inviscid and incom-
pressible ideal fluid with a free surface in two space dimensions (that is, the interface separating
the fluid and the vacuum is one dimensional), such as the surface waves in the ocean. We refer such
fluid as water waves. We denote the fluid region by Ωptq, with a free interface Σptq. The equations
of motion are Euler’s equations, coupled to the motion of the boundary, and with vanishing bound-
ary condition for the pressure. It is assumed that the fluid region is below the air region. Assume
that the density of the fluid is 1, the gravitational field is ´~k, where ~k is the unit vector pointing
in the upward vertical direction. In two dimensions, if the surface tension is zero, then the motion
of the fluid is described by
$’’’&’’’%
vt ` v ¨∇v “ ´∇P ´ p0, 1q
div v “ 0,
*
Ωptq
P ” 0 Σptq
p1, vq is tangent to the free surface pt,Σptqq.
(1.1)
where v is the fluid velocity, P is the fluid pressure.
This system, and many variants and generalizations, has been extensively studied in the litera-
ture. The so-called Taylor-sign condition(also referred as Rayleigh-Taylor sign condition in many
literature) ´BPB~n ą 0 on the pressure is an important stability condition for the water waves prob-
lem. We shall call ´BPB~n the Taylor-sign coefficient. If the Taylor-sign condition fails, the system is,
in general, unstable, see, for example, [7], [9], [45], [21]. We refer such instability as the Rayleigh-
Taylor instability. In the irrotational case and without a bottom the validity of the Taylor-sign
condition was shown by Wu [52, 53], and was the key to obtaining the first local-in-time existence
results for large data in Sobolev spaces. In the case of non-trivial vorticity or with a bottom it is
widely believed that the Taylor-sign condition can fail and the sign condition has to be part of the
assumptions for the initial data. In the irrotational case, Nalimov [38], Yosihara [57] and Craig [18]
proved local well-posedness for 2d water waves equation for small initial data. In S. Wu’s break-
through works [52, 53] she proved local-in-time well-posedness without smallness assumption. Since
then, a lot of interesting local well-posedness results were obtaind, see for example [5], [6], [14], [15],
[30], [33], [34], [39], [42], [58], [1], [2], [37], and the references therein. See also [41, 50, 49, 51] for
water waves with non-smooth interface. For the formation of splash singularities, see for example
[11], [10], [16], [17]. Regarding the local-in-time wellposedness with regular vorticity, see [29],[39],
[40], [14], ,[14], [34],[58], and [44] for water waves with point vortices. In the irrotational case,
almost global and global well-posedness for water waves were proved in [54, 55], [23], [31], [4], and
see also [26, 27], [47], [59]. In the rotational case, see [28], [8], [24], and [44].
All the aforementioned results require the Taylor-sign condition to hold. Shinbrot [43], Kano,
and Nishida [32] justify the Friedrichs expansion for the water-waves equations in terms of the
shallowness parameter using the Cauchy-Kowalevski theorem. They take analytic initial data, and
the Taylor-sign condition is not assumed. Very recently, Alazard, Burq, and Zuily [3] revisit the
analysis of the water-problem with analytic data, using tools and methods that they developed
previously to study the Cauchy problem with rough initial data. Their result allows a bottom with
Sobolev regularity. Yet none of these results proved the existence of solutions with the Taylor sign
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hold initially while failing at a later time. As we know, the Taylor sign condition is in some sense
a criterion for the stability of the water waves. It is natural to ask the following question:
Question 1: Is there a solution to the system (1.1) such that the strong Taylor-sign condition
holds at t “ 0, while fails at some t0 ą 0?
The rigorous mathematical analysis of the transition of the Rayleigh-Taylor instability is an
interesting yet less-understood subject. From the technical point of view, the break down of the
Taylor sign condition corresponds to the loss of derivatives of the solution. In [12], Castro, Cordoba,
Fefferman, and Gancedo showed that the Rayleigh-Taylor condition for the Muskat problem may
hold initially but break down in finite time. In their case, the solution has instant analyticity,
that is, even the initial data has finite smoothness, the solution will simultaneously become real
analytic after the initial time. Such instant analyticity can compensate for the loss of derivative
caused by the break down of the Rayleigh-Taylor condition. For the water waves, there is no such
instant analyticity, which makes the problem more difficult. To the best of our knowledge, such
a transition of the Rayleigh-Taylor instability/stability was not known for the water waves. Of
course, for infinite depth and irrotational water waves, the Taylor sign condition always holds, as
long as the free interface is smooth and non-self-intersecting. In order that (1.1) admits a solution
with the Taylor sign breaks down, we must assume that the initial data has nontrivial vorticity.
The interaction of the free surface and the vorticity is in general very complicated. In order
to control the motion of the vorticity and therefore make the interaction between the free surface
and the vorticity predictable, we assume that the initial vorticity is highly concentrated in a small
region. In idealized cases, we can assume that the vorticity is given by the point vortices, that is,
the vorticity distribution ω :“ curl v is a linear combination of dirac masses, i.e.,
ωp¨, tq “
Nÿ
j“1
λjδzjptqp¨q, (1.2)
where tzjptqu Ă Ωptq, and λj P R. Since the vorticity of the 2d Euler is transported following the
fluid, if the initial vorticity of (1.1) is a Dirac delta mass, then ω might remain as such a point
vortex for all t. The question is, as the singular vorticity λjδzjptq generates a singularly rotational
part
λj
π
∇K log |z ´ zjptq| of v (Here, z “ px, yq and ∇K “ p´By, Bxq), following what vector field
should zjptq move? Since the above singular vector field is purely rotational about zjptq and does
not move that particle zjptq, it is reasonable to expect that the dynamics of zjptq is governed only
by the remaining smooth part of v, that is,
9zjptq “
´
vpz, tq ´
Nÿ
j“1
λj
π
∇K log |z ´ zjptq|
¯ˇˇˇ
z“zjptq
. (1.3)
This well-known result is rigorously established by considering a family of vortex patch solutions
whose initial vorticity limiting (weakly) to a Dirac delta mass (see [35] Theorem 4.1, 4.2 for more
details).
The system (1.1)-(1.2)-(1.3) is a model for the motion of submerged bodies (see e.g. [13],[20])
and it is believed to give some insight into the problem of turbulence ([35], chap 4, §4.6). There
have been many numerical studies on this system (see for example, [19], [25], [22], [36], [46], [48])
and studies on the local in time well-posedness of the Cauchy problem in the irrotational case (that
is, no vorticity), and for regular vortex distributions. In [44], the author proved local wellposedness
of (1.1) with point vortices under the strong Taylor sign assumption, and obtain extended lifespan
with small initial data when there is a pair of counter-rotating point vortices travelling downward.
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In the case of point vortices analyzed in this paper, we give an affirmative answer to Question
1. The main result of this paper is
Theorem 1. For any given constants 0 ă η0 ă 1 and η1 ą 0, there exist T0 ą 0 and a nonempty
open set O in a category of infinite smoothness such that for each u0 P O, the system (1.1)-(1.2)-
(1.3) with initial value u0 admits a unique smooth solution on r0, T0s. Moreover, the Taylor sign
coefficient ´BPB~n of the corresponding solution satisfies:
(1) At t “ 0, infαPRp´BPB~n pα, 0qq ě 1´ η0;
(2) At t “ T0, infαPRp´BPB~n pα, T0q ď ´η1.
In another words, the infimum of the Taylor sign coefficient can transit from almost the constant
one to an arbitrary large yet negative number.
Remark 1.1. The category of infinite smoothness in Theorem 1 is indeed the Gevrey-2 space, see
Definition 2.4 for the definition of such spaces, and Theorem 4 for the precise quantitative version
of Theorem 1.
Such a result is our first step to investigate systematically the transition of the Rayleigh-Taylor
instability (from stable regime to unstable regime, and vice versa) in water waves. Since (1.1)-(1.2)-
(1.3) is reversible in time, Theorem 1 implies that there exists a nonempty open set of initial data in
a category of infinite smoothness with a pair of point vortices such that infαPRp´BPB~n pα, 0qq ă ´η1,
while infαPRp´BPB~n pα, T0qq ą 1´ η0 at the finite time 0 ă T0 ă 8.
Remark 1.2. Our method actually works if the pair of point vortices are replaced by a pair of
concentrated vortex patches.
1.2. The difficulty and the strategy. In Riemann mapping variables (See §2.1.2 for the precise
derivations), the water waves system can be written in the form$’’’’&’’’’%
DtU “ ´ℜtDtQu `AΛW
DtW “ ´U ` ℜtQu ´ ℜtrDtZ,Hsp 1Zα ´ 1qu ´ 2ℜtpI ´HqQu,
Z ´ α “ pI `HqW,
F “ pI `HqU.
(1.4)
where U,W are real-valued functions, Dt “ Bt ` bBα, A and b are real-valued functions depending
on U,W and Q, and Q “ ´řNj“1 λj i2π 1Zpα,tq´zjptq . H is the standard Hilbert transform. A plays the
role of the Taylor-sign condition. If infαPRA ě 0, then the Taylor-sign condition holds; otherwise,
the Taylor-sign condition fails.
1.2.1. A mechanism for solution with A changes sign: the interaction of vorticity and the free
interface. Let A1 :“ A|Zα|2. It suffices to construct solutions to the water waves with a sign-
changing A1. In [44], the author derived a formula for A1, which we record as follows.
A1 “ 1` 1
2π
ż |DtZpα, tq ´DtZpβ, tq|2
pα´ βq2 dβ´
Nÿ
j“1
λj
2π
Re
!´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯
pDtZ ´ 9zjptqq
)
.
(1.5)
Here, DtZ is the trace of the velocity field along the free boundary. We split A1 as
A1 “ Apv1 `Aint1 ,
where Apv1 represents the unperturbed case, i.e., corresponding to Zpα, tq “ α, F “ 0; Aint1 repre-
sents the contribution due to the interaction of the wave F and the point vortices. Our idea is to
find a solution to the water wave system such that, for given η0 P p0, 1q and η1 ą 0,
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(R1) infαPRA
pv
1 pα, 0q ą 1´ η0,
(R2) infαPRA
pv
1 pα, T0q ă ´η1, for some T0 ą 0,
(R3) supαPR |Aint1 pα, tq| !
ˇˇˇ
infαPRA
pv
1 pα, tq
ˇˇˇ
, for t “ 0, T0.
(R1) and (R2) can be guaranteed by analyzing the motion of a pair of counter-rotating point
vortices. Indeed, we have the following observation.
The Taylor sign of the 2d water waves with a vortex pair
Idealized case: the motion of the water waves is completely given by the motion of
the point vortices. Suppose there exists a smooth solution to the water waves such that at time
t, the free interface Σt “ R, and the velocity field is generated by a pair of counter-rotating point
vortices only, that is, the initial vorticity ω :“ λδz1ptq ´ λδz2ptq, with z1ptq “ ´xptq ` iyptq and
z2ptq “ xptq ` iyptq symmetric about the vertical axis. In this case, Apv “ A1. Then we have
(C1) Fix λ and xptq. If |yptq| is sufficiently large, then A1 “ 1`Op 1|yptqq.
(C2) Fix xptq. Let λ2
|yptq|3
Ñ8 and require |yptq| " 1, then A1 Ñ ´8.
(C1) and (C2) will be justified from the calculation in §7 and the appendix.
Another observation: If λ ą 0, then the vortex pair z1ptq, z2ptq travel toward the free interface
(so yptq becomes smaller).
A natural idea: Construct water waves with a symmetric pair of point vortices far away from
the free interface initially and traveling toward the free interface rapidly. Then we expect A1 to
satisfy (R1)-(R2)-(R3).
To guarantee (R3), the main difficulty is to justify that the water waves really remain a small
perturbation of the motion of the vortex pair (for a period of time that allows the vortex pair to
travel sufficiently close to the free interface such that the Taylor-sign fails), which can be guaranteed
if we can control the growth of U and W . This forces us to prove the local existence in some
reasonable spaces of such water waves. Nevertheless, even in the irrotational case, all the existing
local wellposedness results for the water wave system with finite smoothness require the strong
Taylor-sign condition to hold. As we mentioned earlier, if the Taylor-sign condition fails, then
the water waves can be subject to the Rayleigh-Taylor instability and a local wellposedness is not
expected, at least in spaces with finite smoothness.
Roughly speaking, if the Taylor-sign condition fails, the system (1.4) losses 1
2
derivatives. In
Sobolev spaces Hs, such a loss of derivative can be overcome if the strong Taylor-sign condition
holds. If the Taylor-sign condition fails, then the Fourier mode can grow exponentially, which
prevents a local wellposedness in Sobolev spaces.
Instead of seeking for water waves with finite regularity (e.g., Sobolev spaces), we perturb the
vortex pair in a category with infinite smoothness. Such an idea is certainly not new. Even in
the context of water waves, by expanding the solution as a power series in time, Shinbrot [43],
Kano and Nishida’s [32] obtained local existence in time for the general initial value problem with
real analytic data. Their tool is the Cauchy-Kowalevski theorem. In [3], Alazard, Burq, and Zuily
proved the local wellposedness of water waves in real analytic spaces via the energy method. Their
main analytical tool is the paradifferential calculus. One should be able to adapt their method to
prove the local in time wellposedness of water waves with point vortices. In this paper, working
in Riemann mapping variables, we prove the local wellposedness in Gevrey-2 space (The Gevrey-2
space is a space of infinite smoothness that extends the real-analytic space. See Definition 2.4 for
the precise definition) by using the energy method directly. The key to prove Theorem 1 is the
following.
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Theorem 2. The water wave system (1.4) is locally wellposed in Gevrey-2 spaces.
Such a local wellposedness is expected to be sharp, in the sense that if the initial data is in a
space rougher than the Gevrey-2 space, then the system (1.4) is illposed. See Remark 3.2 for more
quantitative discussions.
To illustrate our strategy, we consider the following toy model:$’&’%
BtU “ AΛW,
BtW “ ´U,
pU,W q “ pU0,W0q,
(1.6)
for some real-valued function A that might depend on u and W .
1.2.2. The Gevrey framework. Assume that Apα0, 0q ă 0 for some given α0 P R. Heuristically,
by considering solutions U and W concentrating near α0, we can then without loss of generality
(although it is not trivial to rigorously justify this) assume that Apα, tq ” Apα0, 0q ă 0. In Fourier
variables, we have
Bt
„
Uˆ
Wˆ

“
„
0 A|ξ|
´1 0
 „
Uˆ
Wˆ

. (1.7)
The matrix
„
0 A|ξ|
´1 0

has real eigenvalues λ1 “
a´A|ξ| and λ2 “ ´a´A|ξ|, with eigenvectors
V1 “
„´a´A|ξ|
1

and V2 “
„a´A|ξ|
1

, respectively. Let S “ rV1, V2s, and let Y “ S´1
„
Uˆ
Wˆ

, then
BtY “
„a´A|ξ| 0
0 ´a´A|ξ|

Y. (1.8)
So
Ypξ, tq “
«
et
?
´A|ξ| 0
0 e´t
?
´A|ξ|
ff
Ypξ, 0q,
which implies that for any t ą 0, we have 1ż
R
eδ|ξ||Ypξ, tq|2dξ “ 8 ô
8ÿ
n“0
δ2n
pn!q4
ż
R
|ξ|2n|Ypξ, tq|2dξ “ 8, (1.9)
provided that Ypξ, 0q ě Ceδ|ξ|1{2 for some δ ą ´?´A. Therefore, it is natural to impose the
assumption |Ypξ, 0q| ď Ce´
?
´A|ξ|. Such Yp¨, 0q lies in the Gevrey-2 spaces. See Definition 2.4 for
the more precise definition. We denote
}f}2XL0 :“
8ÿ
n“0
L2n0
pn!q4
ż
R
|ξ|2n|fˆpξq|2dξ p“
8ÿ
n“0
L2n0
pn!q4 }B
n
αf}2L2q.
L0 is called the radius of analyticity. We seek for solution pU,W q such that the initial data pU0,W0q
satisfies
}Λ1{2U0}XL0 ă 8, }BαW0}XL0 ă 8.
Of course, in general, A is not a constant. In particular, in the context of water waves, A depends
on U and W . Moreover, in the first equation of (1.4), W losses one half derivative, due to the term
1The reason that we use the infinite series to define the Gevrey norm is as follows: we need to estimate the Gevrey
norm of functions of the form Qj :“
1
Zpα,tq´zjptq
. It is easier to estimate
ř
σ2n
pn!q4
}BnαQj}
2
L2 than
ş
R
e2σ|Bα|
1{2
|Qpα, tq|2dα.
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AΛW . To compensate for this loss, we allow the radius of analyticity of the solution to decay
linearly in time, that is, we seek for solution pU,W q to (1.6) with initial data pU0,W0q such that
}Λ1{2Up¨, tq}XL0´δt ă 8, }BαW }XL0´δt ă 8. (1.10)
Such a linear decay in the radius of analyticity has the same effect of introducing a viscosity term
« Λ1{2
„
U
W

, that is, in the XL0´δt norm, the toy model behaves like#
BtU ` cΛ1{2U “ AΛW,
BtW ` cΛ1{2W “ ´U,
(1.11)
for some positive constant c ą 0. Clearly, (1.11) does not loss any derivative. A more apparent
way to explain the compensation of the loss of derivative is by energy estimates. We obtain
d
dt
p}Λ1{2U}2XL0´δt ` }BαW }
2
XL0´δt
q
ďCp}Λ1{2U}2XL0´δt ` }BαW }
2
XL0´δt
q
´ p 2δ
L0 ´ δt
8ÿ
n“1
npL0 ´ δtq2n
pn!q4 }B
n
αΛ
1{2Up¨, tq}2L2 `
2δ
L0 ´ δt
8ÿ
n“1
npL0 ´ δtq2n
pn!q4 }B
n
αΛ
1{2Up¨, tq}2L2q
`
8ÿ
n“0
pL0 ´ δtq2n
pn!q4
ˇˇˇ ż
R
BnαBαUpα, tqBnαWαpα, tqdα
ˇˇˇ
By choosing δ sufficiently large, one can bound the last summation by
p 2δ
L0 ´ δt
8ÿ
n“1
npL0 ´ δtq2n
pn!q4 }B
n
αΛ
1{2Up¨, tq}2L2 `
2δ
L0 ´ δt
8ÿ
n“1
npL0 ´ δtq2n
pn!q4 }B
n
αΛ
1{2Up¨, tq}2L2q.
So we can obtain closed energy estimates.
Using this idea, we are able to prove the local wellposedness of (1.4) in Gevrey-2 spaces, regardless
of the sign of A.
The lifespan of the perturbation. As we mentioned earlier, it is critical that the water waves
remain a small perturbation of the vortex pair for sufficiently long time2.
(I1) By (C1), in order that A1 is sufficiently close to 1 at t “ 0, we need |λ|2{|yp0q|3 ! 1. So
|yp0q| " |λ|2{3.
(I2) By (C2), in order that A1pT0q takes a large negative number, we need λ2|yptq|3 to be sufficiently
large, which suggests that |ypT0q| ! |yp0q|. For simplicity, we take ypT0q « ´|yp0q|9{10.
(I3) In a perturbative regime, the velocity of the point vortex pair is λ
4πxp0q , plus a negligible
error term (the details will be provided in §7). So we have
T0 “ |yp0q ´ ypT0q|λ
4πxp0q
. (1.12)
In particular, T0 " 4πxp0q|y0|1{2 .
It is not difficult to prove the local well-posedness of (1.4), yet to obtain a lifespan with lower
bound at least 4πxp0q
|y0|1{2
is another story, because if λ
2
|yptq|3 and yp0q are large, then the quantity
´ℜtDtQu on the right hand side of the first equation of (1.4) is also large, of size roughly speaking
2By sufficiently long time, we do not mean a long time existence for water waves. It merely means that the lifespan
is sufficient for the Taylor sign coefficient to transit from a positive number to an arbitrary large negative number.
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λ2
|yptq|2
. Thus we need to analyze the interaction of the free interface and the point vortices to exclude
the possibility of rapid growth of the water waves, from which we can conclude the proof of our
main theorem.
1.3. Outline of the paper. In §2, we formulate the water wave system in Riemann variables, de-
fine the function spaces, and derive some estimates in Gevrey spaces. In §3, we state a quantitative
version of the main results. In §4, using the energy method, we prove the local wellposedness in
Gevrey spaces of a specific quasilinear system. In §5, we derive a priori estimates. In §6, we use
the picard iteration method to prove the existence and uniqueness of solutions of the system (2.29)
and therefore conclude the proof of Theorem 3. In §7, using Theorem 3, we prove Theorem 4. In
the appendix, we provide the details of some calculations for the Taylor sign coefficient.
2. Preliminaries
Throughout this paper, we denote the fluid region at time t by Ωptq, with a nonself-intersect free
surface Σptq. We identify a point px, yq P R as a point x`iy P C. For a point x`iy P Σptq, we assume
|y| Ñ 0 as |x| Ñ 8. That is, Σptq approaches the real axis at ˘8. Define xu, vy :“ ş
R
upαqv¯pαq.
Let z “ x` iy P C, ℜtzu :“ x, ℑtzu :“ y.
2.1. Governing equation for the free boundary. The system (1.1)-(1.2)-(1.3) is completely
determined by the free surface Σptq, the trace of the velocity v along the free surface, and the position
of the point vortices. We shall first formulate the system (1.1)-(1.2)-(1.3) in Lagrangian coordinates.
Because of the moving boundary, it is convenient to use the Riemann mapping variables to study
the Taylor sign and construct special solutions.
2.1.1. Lagrangian formulation. We parametrize the free surface by Lagrangian coordinates, i.e., let
α be such that
ztpα, tq “ vpzpα, tq, tq. (2.1)
P
ˇˇˇ
Σptq
” 0 implies that ∇P
ˇˇˇ
Σptq
is along the normal direction, so we can write ∇P as ´iazα, where
a “ ´BPB~n 1|zα| is real valued. Here, ~n “ i zα|zα| is the unit outward normal to Ωptq. So the trace of the
momentum equation vt ` v ¨∇v “ ´∇P ´ p0, 1q can be written as
ztt ´ iazα “ ´i. (2.2)
Definition 2.1 (Hilbert transform). Assume that zpαq satisfies
β0|α´ β| ď |zpαq ´ zpβq| ď β1|α´ β|, @ α, β P R, (2.3)
where 0 ă β0 ă β1 ă 8 are constants. The Hilbert transform associates to the curve zpαq is defined
as
Hfpαq :“ 1
πi
p.v.
ż 8
´8
zβpβq
zpαq ´ zpβqfpβqdβ. (2.4)
The standard Hilbert transform is the Hilbert transform associated to zpαq “ α, that is,
Hfpαq :“ 1
πi
p.v.
ż 8
´8
1
α´ β fpβqdβ. (2.5)
We can use the Hilbert transform to characterize the boundary value of holomorphic functions.
Such characterization is classical, the reader can see for example Proposition 2.1 in [56].
Lemma 2.1. Let Ω Ă C be a domain with C1 boundary Σ : z “ zpαq, α P R, oriented clockwise.
Let H be the Hilbert transform associated to Ω.
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(a.) Let g P Lp for some 1 ă p ă 8. Then g is the boundary value of a holomorphic function G
on Ω with Gpzq Ñ 0 at infinity if and only if
pI ´ Hqg “ 0. (2.6)
(b.) Let f P Lp for some 1 ă p ă 8. Then 1
2
pI ` Hqf is the boundary value of a holomorphic
function G on Ω, with Gpzq Ñ 0 as |z| Ñ 8.
(c.) H1 “ 0.
We decompose z¯t as z¯t “ f `p, where p “ ´
řn
j“1
λj i
2π
1
zpα, tq ´ zjptq . Note that f is holomorphic
in Ωptq with the value at the boundary Σptq given by z¯t `
řN
j“1
λji
2πpzpα,tq´zj ptqq
. Let f P L2pRq,
then f is the boundary value of a holomorphic function in Ωptq if and only if
pI ´ Hqf “ 0, (2.7)
where H is the Hilbert transform associated with the curve zpα, tq, i.e.,
Hfpαq :“ 1
πi
p.v.
ż 8
´8
zβ
zpα, tq ´ zpβ, tqfpβqdβ. (2.8)
Because of the singularity of the velocity at the point vortices, we don’t have pI ´ Hqz¯t “ 0.
However, the following lemma asserts that z¯t is almost holomorphic, in the sense that pI ´ Hqz¯t
consists of lower order terms.
Lemma 2.2 (Almost holomorphicity). Assume that zp¨, tq P L2pRq satisfies (2.3) and z¯t is the
boundary value of a velocity field v¯ in Ωptq such that v¯ `řNj“1 λji2πpz´zjptqq is holomorphic in Ωptq.
Then we have
pI ´ Hqz¯t “´ i
π
Nÿ
j“1
λj
zpα, tq ´ zjptq . (2.9)
Proof. Since z¯t `
řN
j“1
λji
2πpzpα,tq´zj ptqq
is the boundary value of a holomorphic function in Ωptq, by
lemma 2.1,
pI ´ Hqpz¯t `
Nÿ
j“1
λji
2πpzpα, tq ´ zjptqq q “ 0,
we have
pI ´ Hqz¯t “ ´
Nÿ
j“1
pI ´ Hq λji
2πpzpα, tq ´ zjptqq . (2.10)
Since 1
zpα,tq´zjptq
is boundary value of the holomorphic function 1
z´zjptq
in Ωptqc, by lemma 2.1 again,
we have
pI ´ Hq 1
zpα, tq ´ zjptq “
2
zpα, tq ´ zjptq . (2.11)
(2.10) together with (2.11) complete the proof of the lemma. 
So the system (1.1) is reduced to a system of equations for the free boundary coupled with the
dynamic equation for the motion of the point vortices:$’’&’’%
ztt ´ iazα “ ´i
d
dt
zjptq “ pv ´ λj i2πpz´zjqq
ˇˇˇ
z“zj
pI ´ Hqf “ 0.
(2.12)
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Note that v can be recovered from (2.12). Indeed, we have
v¯pz, tq `
Nÿ
j“1
λji
2πpz ´ zjptqq “
1
2πi
ż
zβ
z ´ zpβq
´
z¯tpβ, tq `
Nÿ
j“1
λji
2πpzpβ, tq ´ zjptqq
¯
dβ. (2.13)
So the system (1.1) and the system (2.12) are equivalent.
The quantity a|zα| plays an important role in the study of water waves3.
Definition 2.2. (The Taylor-sign condition and the strong Taylor sign condition)
(1) If a|zα| ě 0 pointwisely, then we say the Taylor-sign condition holds.
(2) If there is some positive constant c0 such that a|zα| ě c0 ą 0 pointwisely, then we say the
strong Taylor sign condition holds.
In order to derive a useful formula for the Taylor sign coefficient and use the iteration method
to construct solutions to (2.12), we use the Riemann mapping formulation.
2.1.2. The Riemann mapping formulation. Let P´ “ tz P C : ℑtzu ă 0u. Let Φp¨, tq : Ωptq Ñ P´
be the Riemann mapping such that Φz Ñ 1 as z Ñ8. Denote$’’’’’’’’’&’’’’’’’’’%
hpα, tq :“ Φpzpα, tq, tq,
Zpα, tq :“ z ˝ h´1pα, tq,
b “ ht ˝ h´1,
Dt :“ Bt ` bBα,
A :“ pahαq ˝ h´1,
F :“ f ˝ h´1.
(2.14)
In Riemann mapping variables, the system (2.12) becomes$’’’&’’’%
pD2t ´ iABαqZ “ ´i
d
dt
zjptq “ pv ´ λji
2πpz ´ zjqq
ˇˇˇ
z“zj
pI ´HqF “ 0.
(2.15)
Denote
A1 :“ A|Zα|2. (2.16)
Since pa|zα|q ˝ h´1 “ A|Zα| “ A1|Zα| , it’s clear that the Taylor-sign condition holds if and only if
inf
αPR
A1
|Zα| ě 0, (2.17)
and the strong Taylor sign condition holds if and only if
inf
αPR
A1
|Zα| ą 0. (2.18)
Definition 2.3. We call A1 the Taylor sign coefficient corresponding to the solution pZ,F, tzjuq of
the water waves.
Remark 2.1. Note that A1 “ ´|Zα|BPB~n .
3Indeed, a|zα| “ ´
BP
B~n
ˇˇˇ
Σptq
.
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Formula for b: Recall that hpα, tq “ Φpzpα, tq, tq, where Φ is the Riemann mapping. So we have
ht “ Φt ` Φzzt, Φz “ hα
zα
. (2.19)
Precomposite with h´1 on both sides of the above,
b “ht ˝ h´1 “ Φt ˝ Z ` DtZ
Zα
“Φt ˝ Z `DtZp 1
Zα
´ 1q `DtZ
“Φt ˝ Z `DtZp 1
Zα
´ 1q ` Q¯` F¯ .
Applying I ´ H, using pI ´ HqΦt ˝ Z “ 0 and pI ´ Hqp 1Zα ´ 1q “ 0, pI ´ HqF¯ “ 2F , then taking
real part, we obtain
b “ ℜtrDtZ,Hsp 1
Zα
´ 1qu ` 2ℜtDtZu “ ℜtrDtZ,Hsp 1
Zα
´ 1qu ` 2ℜtpI ´HqQ¯u ` 2ℜtF u. (2.20)
Decomposing b as b “ b0 ` b1, where
b0 “ 2ℜtF u ` ℜtrF¯ ,Hsp 1
Zα
´ 1qu, (2.21)
and
b1 “ ℜtrQ¯,Hsp 1
Zα
´ 1qu ` 2ℜtpI ´HqQ¯u. (2.22)
Note that b1 is more regular than b0.
Formula for A1: In §4 of [44], the author derived a formula for A1, which we record as follows:
A1 “ 1` 1
2π
ż |DtZpα, tq ´DtZpβ, tq|2
pα´ βq2 dβ´
Nÿ
j“1
λj
2π
Re
!´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯
pDtZ ´ 9zjptqq
)
.
(2.23)
Let u “ DtZ¯ “ F ` Q, recall that F pα, tq “ UpZpα, tq, tq for some holomorphic function U in
P´, and Q is given by
Q “ ´
Nÿ
j“1
λji
2π
1
Zpα, tq ´ zjptq , (2.24)
We have
Upz, tq “ 1
2πi
ż 8
´8
Zβ
z ´ Zpβ, tqF pβ, tqdβ. (2.25)
So we obtain a system in Riemann variables:$’&’%
DtF “ ´DtQ´ iAZ¯α ` i,
DtpZ¯ ´ αq “ F `Q´ b,
F, Z ´ α holomorphic.
(2.26)
(2.26) is equivalent to (2.12). Let U “ ℜtF u, W “ ℜtZ ´αu. Since F and Z ´α are holomorphic,
U and W determine F and Z ´ α, respectively. Moreover, we have
´ iAZ¯α ` i “ AΛpZ¯ ´ αq ´ ipA ´ 1q, (2.27)
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where Λ “ |Bα|. Taking real parts on both sides of the first and the second equation of (2.26), we
obtain $’’’’&’’’’%
DtU “ AΛW ´ℜtDtQu
DtW “ U ` ℜtQu ´ b,
Z ´ α “ pI ´HqW,
F “ pI ´HqU.
(2.28)
Using (2.20), and decompose b “ b0 ` b1 for b0, b1 given by (2.21) and (2.22), respectively, we
obtain4 $’’’’&’’’’%
DtU “ ´ℜtDtQu `AΛW
DtW “ ´U ` ℜtQu ´ ℜtrDtF¯ ,Hsp 1Zα ´ 1qu ´ b1,
Z ´ α “ pI `HqW,
F “ pI `HqU.
(2.29)
The motion of zjptq is given by
d
dt
zjptq “ Upzjptq, tq `
ÿ
1ďkďN
k‰j
λki
2π
1
zjptq ´ zkptq
, (2.30)
where U is given by (2.25). Now we obtain a system (2.29)-(2.24)-(2.30), which is equivalent to
(1.1). Let’s denote
G :“ ´ℜtDtQu, (2.31)
R :“ ℜtQu ´ b1 “ ℜtQu ´ 2ℜtpI ´HqQ¯u ´ ℜtrQ¯,Hsp 1
Zα
´ 1qu. (2.32)
(2.29) then becomes $’’’’&’’’’%
DtU “ AΛW `G
DtW “ ´U ´ℜtrF¯ ,Hsp 1Zα ´ 1qu `R,
Z ´ α “ pI ´HqW,
F “ pI ´HqU.
(2.33)
Note that G is determined by Z,F and tzju (and therefore determined by W , U , and tzju), so we
can write G as GpW,U, tzjptquq. Here, tzju means tz1ptq, ¨ ¨ ¨ , zN ptqu. For the same reason, DtF ,
b1, A, R are determined by W,U and tzju. Therefore, we write
G “ GpW,U, tzjptquq
R “ RpW,U, tzjptquq
b1 “ b1pW,U, tzjptquq
A “ ApW,U, tzjptquq
4We need to estimate }Wα}Xφptq (see Definition 2.4 for the definition of the Gevrey-2 norm } ¨ }Xσ ), so we need to
estimate }bα}Xφptq . We can prove that }Bαb1}Xφptq ă 8. However, }Bαb0}Xφptq is not necessarily finite. So we need
to treat Bαb0 carefully.
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2.1.3. Some notations. For the reader’s convenience, we list some notations as follows
Σptq The free surface at time t,
Ωptq The fluid region at time t,Ωptq is bounded above by Σptq,
Φp¨, tq The Riemann mapping from Ωptq to P´,
Zpα, tq The free interface in Riemann variables,
hpα, tq The trace of Φp¨, tq, that is , hpα, tq “ ΦpZpα, tq, tq,
bpα, tq bp¨, tq “ ht ˝ h´1,
Dt Dt “ Bt ` bBα,
DtZ The trace of the velocity field,
A|Zα| The Taylor sign coefficient in Riemann mapping variable,
zjptq The coordinates of the j-th point vortex,
zjptq “ xjptq ` iyjptq,
9zj The time derivative of the point vortex,
dIptq The distance between the point vortices and the free interface at time t, that is,
dIptq :“ inf
αPR
min
1ďjďN
|Zpα, tq ´ zjptq|,
Qpα, tq The conjugate of the velocity field generated by the point vortices,
Qpα, tq “ ´
Nÿ
j“1
λji
2π
1
Zpα, tq ´ zjptq
F pα, tq The wave part of the conjugate of the velocity field, that is, F “ DtZ¯ ´Q,
Up¨, tq The holomorphic extension of F p¨, tq, that is , F pα, tq “ UpZpα, tq, tq,
A1pα, tq A1pα, tq “ A|Zα|2,
U The real part of the velocity field, that is , U “ ℜtDtZu,
W pα, tq The real part of Zpα, tq ´ α : W “ ℜtZ ´ αu.
We parametrize Σ0 by Riemann mapping, that is, h0pαq “ α, so z0pαq “ Z0pαq. Let U0, W0, zj,0,
Q0, Q1 denote the initial value of U , W , zj, Q, DtQ, respectively.
Using (2.24), we obtain
DtQ “
Nÿ
j“1
λji
2π
DtZ ´ 9zjptq
pZpα, tq ´ zjptqq2 .
Using (2.30), we have
9zj,0 “
ÿ
1ďkďN
k‰j
λji
2π
1
zk,0 ´ zj,0 `
1
2πi
ż 8
´8
BβZ0pβq
zj,0 ´ Z0pβqF0pβqdβ. (2.34)
Q1 “
Nÿ
j“1
λji
2π
u¯0 ´ 9zj,0
pZ0pαq ´ zj,0q2 . (2.35)
A1,0 “ 1` 1
2π
ż |u¯0pαq ´ u¯0pβq|2
pα´ βq2 dβ ´
Nÿ
j“1
λj
2π
ℜ
!´
pI ´Hq BαZ0pαqpZ0pαq ´ zjptqq2
¯
pu¯0pαq ´ 9zj,0q
)
. (2.36)
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The initial interface Z0 satisfies
|Z0pαq ´ Z0pβq| ě C0|α´ β|, @ α, β P R. (2.37)
2.2. Function spaces. We define the Gevrey-2 spaces as follows.
Definition 2.4. Let σ ą 0, we define
9Xσ “ tf P C8pRq
ˇˇˇ
}f}29Xσ :“
8ÿ
j“1
σ2j
pj!q4 }B
j
αf}2L2 ă 8u. (2.38)
Xσ “ tf P C8pRq
ˇˇˇ
}f}2Xσ :“
8ÿ
j“0
σ2j
pj!q4 }B
j
αf}2L2 ă 8u. (2.39)
9Yσ “ tf P C8pRq
ˇˇˇ
}f}29Yσ :“
8ÿ
j“1
j2σ2j
pj!q4 }B
j
αf}2L2 ă 8u. (2.40)
Yσ “ tf P C8pRq
ˇˇˇ
}f}2Yσ :“ }f}2L2 `
8ÿ
j“0
j2σ2j
pj!q4 }B
j
αf}2L2 ă 8u. (2.41)
It is not difficult to verify that 9Xσ,Xσ , 9Yσ and Yσ are Banach spaces (actually, Hilbert spaces.),
we shall call these spaces the Gevrey spaces, or Gevrey-2 spaces, and call σ the radius of convergence.
Moreover, we have the Sobolev type embedding.
Lemma 2.3. 1. Let f P Xσ and n ě 0 be an integer, then there is an absolute constant C ą 0
such that
}Bnαf}L8 ď C
´ppn ` 1q!q2
σn`1
` pn!q
2
σn
¯
}f}Xσ . (2.42)
2. Let f P Yσ and n ě 1 be an integer, then
}Bnαf}L8 ď C
´ ppn` 1q!q2
pn ` 1qσn`1 `
pn!q2
nσn
¯
}f} 9Yσ . (2.43)
Proof. The proof follows from the standard Sobolev embedding }f}L8 ď C}f}H1. 
The Hilbert transform is a unitary operator on these spaces.
Hfpαq :“ 1
πi
ż
R
1
α´ β fpβqdβ. (2.44)
Lemma 2.4. Let σ ą 0 and f P Xσ, we have
}Hf}Xσ “ }f}Xσ , (2.45)
}Hf} 9Xσ “ }f} 9Xσ , (2.46)
}Hf}Yσ “ }f}Yσ . (2.47)
and
}Hf} 9Yσ “ }f} 9Yσ . (2.48)
Proof. We prove (2.45) only. (2.47) and (2.48) are proved similarly. Using the fact that }BnαHf}L2 “
}HBnαf}L2 “ }Bnαf}L2 , we have
}Hf}2Xσ “
ÿ
ně0
σ2n
pn!q4 }B
n
αHf}2L2 “
ÿ
ně0
σ2n
pn!q4 }B
n
αf}2L2 “ }f}2Xσ .

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Lemma 2.5 (Product estimates). Let σ ě σ0 ą 0. We have
}fg}Xσ ď C}f}Xσ}g}Xσ , (2.49)
}fg}Yσ ď C}f}Yσ}g}Yσ , (2.50)
}fg} 9Xσ ď C}f} 9Xσ}g}Xσ ` C}f}Xσ}g} 9Xσ , (2.51)
}fg} 9Yσ ď C}f} 9Yσ}g}Yσ ` C}f}Yσ}g} 9Yσ , (2.52)
for some constant C ą 0 depends linearly on 1` 1
σ0
.
Proof. We prove (2.49) only.
First, note that ´ 10ÿ
n“0
σ2n
pn!q4 }B
n
αpfgq}2L2
¯1{2 ď C}f}Xσ}g}Xσ . (2.53)
Second, for n ą 10, we estimate }Bnαpfgq}L2 by
}Bnαpfgq}L2 ď
nÿ
k“0
n!
k!pn ´ kq!}f
pkqgpn´kq}L2 (2.54)
ď
rn{2sÿ
k“0
n!
k!pn ´ kq!}f
pkqgpn´kq}L2 `
nÿ
k“rn{2s`1
n!
k!pn´ kq!}f
pkqgpn´kq}L2 (2.55)
:“I ` II. (2.56)
Here, f pkq, gpn´kq represent the k-th and pn ´ kq-th derivative of f and g, respectively. For I, we
estimate f pkq in L8 and estimate gpn´kq in L2, and we have
}f pkqgpn´kq}L2 ď}f pkq}L8}gpkq}L2 ď Cp
pk!q2
σk
` ppk ` 1q!q
2
σk`1
q}f}Xσ
ppn´ kq!q2
σn´k
}g}Xσ
“Cp1` pk ` 1q
2
σ
qpk!q
2ppn ´ kq!q2
σn
}f}Xσ}g}Xσ .
(2.57)
Moreover, we further decompose I as
I “
4ÿ
k“0
n!
k!pn ´ kq!}f
pkqgpn´kq}L2 `
rn{2sÿ
k“5
n!
k!pn ´ kq!}f
pkqgpn´kq}L2 :“ I1 ` I2. (2.58)
For n ą 10 and 0 ď k ď 4, we have
σn
pn!q2 I1 ď Cn
´2}f}Xσ}g}Xσ . (2.59)
For k ě 5 and n ą 10, we have
n!
k!pn´ kq! “
pn´ kq!
pn´ kq!
śk´1
j“0pn ´ jq
k!
ě Cn4. (2.60)
Using (2.57) and (2.60), we obtain
σn
pn!q2 I2 ďC
rn{2sÿ
k“5
k!pn´ kq!
n!
1
pk!q2ppn´ kq!q2 p1`
k2
σ
qpk!q
2ppn´ kq!q2
σn
}f}Xσ}g}Xσ
ďC
rn{2sÿ
k“5
1
n4
p1` k
2
σ
q}f}Xσ}g}Xσ
ďCn´1}f}Xσ}g}Xσ .
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So we obtain
σn
pn!q2 I ď Cn
´1}f}Xσ}g}Xσ .
Similarly,
σn
pn!q2 II ď Cn
´1}f}Xσ}g}Xσ .
Then we obtain
}fg}2Xσ “
8ÿ
n“0
σ2n
pn!q4 }B
n
αpfgq}2L2
ď
8ÿ
n“0
p1` n2q´1}f}2Xσ}g}2Xσ
ďC}f}2Xσ}g}2Xσ .

We have also the following estimates.
Lemma 2.6. Let σ ě σ0 ą 0 and f, g P Xσ. If in addition
8ÿ
n“1
n3σ2n
pn!q4 }B
n
αf}2L2 `
8ÿ
n“1
nσ2n
pn!q4 }B
n
αg}2L2 ă 8,
then
ˇˇˇ 8ÿ
n“1
σ2n
pn!q4 xB
n`1
α pfgq, Bnαgy
ˇˇˇ
ďd1}f} 9Xσ}g}29Xσ ` d1}g}Xσ
´ 8ÿ
n“1
n3σ2n
pn!q4 }B
n
αf}2L2
¯1{2´ 8ÿ
n“1
nσ2n
pn!q4 }B
n
αg}2L2
¯1{2
,
(2.61)
where d1 “ dpσ´10 ` 1q for some absolute constant d ą 0. In particular, if σ0 ě 1, then d1 is an
absolute constant.
Proof. We have
Bn`1α pfgq “ gBn`1α f ` fBn`1α g `
n`1ÿ
k“1
pn` 1q!
k!pn` 1´ kq!B
k
αfBn`1´kα g.
Using the same proof as in Lemma 2.5, we obtain
ˇˇˇ 8ÿ
n“1
σ2n
pn!q4 x
´ n`1ÿ
k“1
pn` 1q!
k!pn ` 1´ kq!B
k
αfBn`1´kα g
¯
, Bnαgy
ˇˇˇ
ď d1}f} 9Xσ}g}29Xσ .
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By Cauchy-Schwarz inequality, we haveˇˇˇ 8ÿ
n“1
σ2n
pn!q4 xgB
n`1
α f, Bnαgy
ˇˇˇ
ď
´ 8ÿ
n“1
σ2n
npn!q4 }gB
n`1
α f}2L2
¯1{2´ 8ÿ
n“1
nσ2n
pn!q4 }B
n
αg}2L2
¯1{2
ď}g}L8
´ 8ÿ
n“1
σ2n
npn!q4 }B
n`1
α f}2L2
¯1{2´ 8ÿ
n“1
nσ2n
pn!q4 }B
n
αg}2L2
¯1{2
“}g}L8
´ 8ÿ
n“1
σ2pn`1q
ppn` 1q!q4
ppn` 1q!q4
σ2npn!q4 }B
n`1
α f}2L2
¯1{2´ 8ÿ
n“1
nσ2n
pn!q4 }B
n
αg}2L2
¯1{2
ďd1}g}L8
´ 8ÿ
n“1
n3σ2n
pn!q4 }B
n
αf}2L2
¯1{2´ 8ÿ
n“1
nσ2n
pn!q4 }B
n
αg}2L2
¯1{2
,
where we can take d1 “ 2σ´1 ` K, for some absolute constant K ą 0. Integration by parts, we
obtain ˇˇˇ 8ÿ
n“1
σ2n
pn!q4 xfB
n`1
α g, Bnαgy
ˇˇˇ
“
ˇˇˇ 8ÿ
n“1
σ2n
pn!q4 xfαB
n
αg, Bnαgy
ˇˇˇ
ď }fα}L8}g}29Xσ ď d1}f} 9Xσ}g}
2
9Xσ
.
Using }g}L8 ď 2p1` σ´1q}g}Xσ , we conclude the proof of the lemma. 
2.3. Commutator estimates in Gevrey spaces. Let f, g P Xσ. Define
S1pg, fqpα, tq :“ 1
π
p.v.
ż
R
gpα, tq ´ gpβ, tq
pα´ βq2 fpβ, tqdβ. (2.62)
S2pg, fqhpα, tq :“ 1
π
p.v.
ż
R
pgpα, tq ´ gpβ, tqqpfpα, tq ´ fpβ, tqq
pα´ βq2
hβ
Zβ
dβ. (2.63)
The following commutator estimates are the Gevrey version of the Sobolev counterpart.
Lemma 2.7. 1. Let f P Yσ, g P Xσ, then
}rf,Hsgα}Xσ ď C}f} 9Xσ}g}Xσ . (2.64)
}rf,Hsgα}Yσ ď C}f} 9Yσ}g}Xσ . (2.65)
2. Let f, g, h P Xσ, Z ´ α P 9Yσ. There holds
}S2pg, fqh}Xσ ď C}f}Xσ}g}Xσ}h}Xσp1` }Z ´ α} 9Yσq. (2.66)
(3.) If in addition
ř8
n“1
n3σ2n
pn!q4
}Bnαf}2L2 ă 8, and
ř8
n“1
nσ2n
pn!q4
}Bnαg}2L2 ă 8, then
}rfα,Hsg}Xσ ď C
´ 8ÿ
n“1
n3σ2n
pn!q4 }B
n
αf}2L2 `
8ÿ
n“1
nσ2n
pn!q4 }B
n
αg}2L2
¯
` C}g}2L2 . (2.67)
Proof. We prove (2.64) only. It suffices to notice that
}rf,Hsgα}L2 ď Cmint}f}L2}g}H1 , }f 1}L8}g}L2u. (2.68)
(2.68) follows easily from Fourier analysis, we omit the proof. Using (2.68), we obtain
(1) For n “ 0:
}rf,Hsgα}L2 ď C}f 1}L8}g}L2 ď C}f} 9Xσ}g}Xσ . (2.69)
(2) For n ě 1, we have
}Bnαrf,Hsgα}L2 ď Cp}Bnα}L2}g}Xσ . (2.70)
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Indeed, let n ě 1, using |ξ|n|sgnpξq ´ sgnpηq| ď |ξ ´ η|n, we haveˇˇˇ {Bnαrf,Hsgαpξqˇˇˇ ď|ξ|n ż |sgnpηq ´ sgnpξq||η|fˆ pξ ´ ηqgˆpηq|dη
ď
ż
|yBnαfpξ ´ ηqyBαgpηq|dη
“|yBnαf | ˚ |yBαg|pξq
So
}Bnαrf,Hsgα}L2 ď}|yBnαf | ˚ |yBαg|}L2 ď }yBnαf}L2}yBαg}L1 .
By Plancherel Theorem, }|yBnαf | ˚ |yBαg|}L2 “ }Bnαf}L2 . Using
xgαpξq “ 1|ξ| |ξ|xgαpξq “ 1|ξ|yB2αg,
we have
}yBαg}L1 ď ż
|ξ|ď1
|yBαgpξq|dξ ` ż
|ξ|ě1
1
|ξ| |
yB2αgpξq|dξ ď }gα}H1 ď C}g}Xσ .
So we obtain (2.70), and therefore conclude the proof of the lemma. 
Lemma 2.8. Let H P Xσ be such that 1`H ě c0 for some constant c0 ą 0. Then
(1) 1
H`1 ´ 1 P Xσ, and
∥
∥
∥
∥
1
H ` 1 ´ 1
∥
∥
∥
∥
Xσ
ď Cpc0q}H}Xσ . (2.71)
(2) If in addition
ř8
n“1
nσ2n
pn!q4
}BnαH}2L2 ă 8, then
8ÿ
n“1
nσ2n
pn!q4
∥
∥
∥
∥
Bnα
´ 1
H ` 1 ´ 1
¯∥∥
∥
∥
2
L2
ď Cpc0q
8ÿ
n“1
nσ2n
pn!q4 }B
n
αH}2L2 . (2.72)
Here Cpc0q is a constant depending on c0.
The proof of Lemma 2.8 is similar to that of Lemma 2.5, so we omit the proof.
Lemma 2.9. Let w P P´ and define hpαq “ 1pα´ωq2 . Then h P Xσ for any σ P R, and
}h}Xσ ď C
1a|Imtwu|e |σ|4π|Imtwu| (2.73)
Proof. The Fourier transform of h is
hˆpξq “ ´2πipiξqe´w|ξ|. (2.74)
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For σ P R,
}h}2Xσ “
8ÿ
n“0
σ2n
pn!q4 }B
n
αh}2L2
“
8ÿ
n“0
σ2n
pn!q4 }|ξ|
nhˆpξq}2L2
“
8ÿ
n“0
σ2n
pn!q4
ż
|ξ|2n`2e2πImtwu|ξ|dξ
“2
8ÿ
n“0
σ2n
pn!q4
1
|2πImtwu|2n`1
ż 8
0
|ξ|2ne´|ξ|dξ
“2
8ÿ
n“0
σ2n
pn!q4
1
|2πImtwu|2n`1 p2n ` 1q!
ď 1
2π|Imtwu|
8ÿ
n“0
´ σ
2π|Imtwu|
¯2n 2n
pn!q2
ďC 1|Imtwu|e
|σ|
2π|Imtwu| ,
for some absolute constant C ą 0. 
Lemma 2.10. Let σ ą 0 and let f P Xσ, g, h P Yσ. Then
(1)
8ÿ
n“0
σ2n
pn!q4
ˇˇˇ
xBnαpfΛgq, Bnαhy
ˇˇˇ
ď d0}f}Xσ}g}Yσ}h}Yσ , (2.75)
8ÿ
n“0
σ2n
pn!q4
ˇˇˇ
xBnαpfBαgq, Bnαhy
ˇˇˇ
ď d0}f}Xσ}g}Yσ}h}Yσ , (2.76)
8ÿ
n“0
σ2n
pn!q4
ˇˇˇ
xBnαpfBαgq, Bnαgy
ˇˇˇ
ď d0}f} 9Xσ}g}2Xσ , (2.77)
where d0 “ Kp1` σ´1q for some absolute constant K ą 0. In particular, if σ ě 1, then d0
is an absolute constant.
(2) If in addition
ř8
n“1
n3σ2n
pn!q4 }Bnαg}2L2 ă 8, and
ř8
n“1
nσ2n
pn!q4 }Bnαh}2L2 ă 8, then
8ÿ
n“1
σ2n
pn!q4
ˇˇˇ
xBnαpfΛgq, Bnαhy
ˇˇˇ
ď d0}f}Xσ
´ 8ÿ
n“1
n3σ2n
pn!q4 }B
n
αg}2L2
¯1{2´}h}2L2` 8ÿ
n“1
nσ2n
pn!q4 }B
n
αh}2L2
¯1{2
(2.78)
Proof. Let n ě 1, we haveˇˇˇ
xBnαpfΛgq, Bnαhy
ˇˇˇ
ď
ˇˇˇ
xfBnαΛg, Bnαhy
ˇˇˇ
`
ˇˇˇ
xBnαpfΛgq ´ fBnαΛgq, Bnαhy
ˇˇˇ
:“I1 ` I2.
For I1, we have
|I1| “
ˇˇˇ ż
fpBnαΛgqBnαh
ˇˇˇ
ď
ż ˇˇˇ
fpBnαΛ1{2gqΛ1{2Bnαh
ˇˇˇ
`
ż ˇˇˇ
grf,Λ1{2sBnαh
ˇˇˇ
ďd0}f}Xσ}Λ1{2Bnαg}L2}Λ1{2Bnαh}L2 .
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So we obtain
8ÿ
n“0
σ2n
pn!q4 I1 ďC}f}Xσ
8ÿ
n“0
σ2n
pn!q4 }Λ
1{2Bnαg}L2}Λ1{2Bnαh}L2 ď d0}f}Xσ}g}Yσ}h}Yσ .
The term I2 can be handled in the same way as in the proof of Lemma 2.5, we omit the details.
We have
8ÿ
n“0
σ2n
pn!q4 I1 ď d0}f}Xσ}g}Yσ}h}Yσ .
So we complete the proof of (2.75). The proof of (2.76) is the same as that of (2.75).
The proof of (2.77) is similar:ˇˇˇ
xBnαpfΛgq, Bnαgy
ˇˇˇ
ď
ˇˇˇ
xfBnαΛg, Bnαgy
ˇˇˇ
`
ˇˇˇ
xBnαpfΛgq ´ fBnαΛgq, Bnαgy
ˇˇˇ
:“II 1 ` II 2 .
The treatment of II 2 is the same as that for I2. For II 1 , we have
II 1 “
ˇˇˇ
Re
ż
fBnαΛgBnαg
ˇˇˇ
“
ˇˇˇ
Re
ż
|Bnαg|2Λf
ˇˇˇ
ďd0}Λf}L8}Bnαg}2L2
ďd0}f} 9Xσ}Bnαg}2L2 .
So
ř8
n“0
σ2n
pn!q4
I1 ď C}f} 9Xσ}g}2Xσ . So we obtain (2.77).
For the proof of (2.78), it suffices to notice thatˇˇˇ ż
fpBnαΛgqBnαh
ˇˇˇ
ď
ż ˇˇˇ
fpBnαΛ3{4gqΛ1{4Bnαh
ˇˇˇ
`
ż ˇˇˇ
grf,Λ1{4sBnαh
ˇˇˇ
ďd0}f}Xσ}ΛBnαg}L2}p1` Λ1{4qBnαh}L2 .

3. The main results: quantitative statements
Throughout the rest of this paper, for brevity, we consider a pair of symmetric and counter-
rotating point vortices embedded in the water waves, the general situation can actually be treated
similarly. We assume
ωp¨, tq “ λδz1ptq ´ λδz2ptq, (3.1)
where λ P R, and z1ptq “ ´xptq ` iyptq, z2ptq “ xptq ` iyptq, with xptq ą 0 and z1ptq, z2ptq P Ωptq.
We assume also that Ωptq is symmetric about the vertical axis 5. Without loss of generality, we
assume xp0q “ 1. Moreover, we assume |yp0q| " 1. It should be clear from the proof that regarding
the local wellposedness in Gevrey spaces, these assumptions are unnecessary.
3.1. The initial data. Let the initial fluid region be given by Ω0, with a nonself-intersect smooth
free surface Σ0. We parametrize Σ0 by Riemann variable, that is, we choose α such that h0pαq “ α.
Let Z0pαq :“ Zpα, 0q. U0 “ ℜtF0u, and W0 “ ℜtZ0 ´ αu. Recall that
dIptq “ inf
αPR
min
1ďjď2
|Zpα, tq ´ zjptq|,
and dI,0 :“ dIp0q, x0 :“ xp0q “ 1. Without loss of generality, we assume
dI,0 “ inf
αPR
min
j“1,2
|ℑtZpα, 0q ´ zjp0qu|.
5Such symmetry assumption can be removed, we assume it for convenience.
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Let x0, y0, λ, and L0 ě 4 be given constants. Denote φptq “ L0 ´ δ0t. We assume the following:
(H1) pW0, U0q is given such that pBαW0, U0q P XL0 ˆ YL0 . Without loss of generality, we assume
for simplicity that6
}pU0, BαW0q}YL0ˆXL0 ď 1{2. (3.2)
(H2) δ0 is chosen such that
δ0
L0
´ 4´ 2d0p}Ap¨, 0q}L8 ` }Ap¨, 0q} 9Yφptqq ´ 4d1}pU0, BαW0}Yφp0qˆXφp0q ě 0. (3.3)
Here, Ap¨, 0q “ A1,0
|BαZ0|2
, with A1,0 given by (2.36), and d0 and d1 are the constants given in
Lemma 2.10 and Lemma 2.6, respectively.
(H3) z1,0 “ ´x0 ` iy0, z2,0 “ x0 ` iy0, where x0 and y0 are constants, satisfying x0 “ 1, y0 ă 0,
and |y0| " 1.
(H4) |Z0pαq ´ Z0pβq| ě C0|α´ β|, for some absolute constant C0 ą 0.
(H5) Z0pαq :“ α` pI `HqW0, F0 “ pI `HqU0.
(H6) Ω0 is symmetric about the y-axis, W0 is an odd function. U0 is also an odd function.
For 0 ď t ď L0
2δ0
, we have φptq ě 1
2
L0. Denote
τ0 :“ 1
4` 2d0p}Ap¨, 0q}L8 ` }Ap¨, 0q} 9Yφptqq ` 4d1}pU0, BαW0}Yφp0qˆXφp0q
. (3.4)
In particular, δ0 ě 4L0 ě 16.
Remark 3.1. The assumption that |y0| " 1 is not essential in terms of the local wellposedness in
Gevrey-2 spaces for the system (2.33). We can certainly remove it. Nevertheless, for the purpose
of proving Theorem 1, we do need to assume |y0| " 1. Therefore, for convenience, we make such
an assumption.
3.2. The main theorems.
Theorem 3. Let W0, U0, tzj,0u, L0, δ0, Z0, and F0 be given such that (H1)-(H6) hold. Then
there exists a constant T ą 0, such that the system (2.33) with initial data pW0, U0, tzj,0uq admits
a unique solution pW,U, tzjuq satisfying
(a) pWα, Uq P Cpr0, T s;Xφptq ˆ Yφptqqq, and zj P C1pr0, T s; Ωptqq, j “ 1, 2. Moreover,
sup
0ďtďT
´
}Up¨, tq}29Yφptq`}Wα}
2
Xφptq
¯
ď
$&%}pU0, BαW0q}
2
9YφptqˆXφptq
` C|λ|pdI,0 ´ |λ|4πxp0qT q´5{2, λ ą 0,
}pU0, BαW0q}29YφptqˆXφptq ` C|λ|d
´5{2
I,0 , λ ă 0
and
sup
0ďtďT
}Up¨, tq}2L2 ď 1, sup
0ďtďT
}Up¨, tq}2L8 ď Cd´1{3I,0 .
Here, the constant C depends on C0 and
1
L0
.
(b) |Zpα, tq ´ Zpβ, tq| ě 1
2
C0|α´ β|, α, β P R, t P r0, T s.
(c) dIptq ě 12 |y0|9{10, 12xp0q ď xptq ď 2xp0q, t P r0, T s.
(d) Ωptq is symmetric about the y-axis. For each fixed t P r0, T s, W p¨, tq and Up¨, tq are odd
functions. ℜtz1ptqu “ ´ℜtz2ptqu, ℑtz1ptqu “ ℑtz2ptqu.
6In application, we will take }pU0, BαW0q}YL0ˆXL0 to be small.
22 QINGTANG SU
Here 7,
T “
$&%mintT1pC0, }pU0, BαW0q} 9YL0ˆXL0 q,
L0
2δ0
,
4πxp0qp|y0|´|y0|9{10q
|λ| u, λ ą 0,
mintT2pC0, }pU0, BαW0q} 9YL0ˆXL0 q,
L0
2δ0
u λ ă 0,
with T1, T2 depend continuously on its parameters. In particular, if |y0| is sufficiently large, then if
λ ą 0, we can take T “ 4πxp0qp|y0|´|y0|9{10q|λ| ; if λ ă 0, we can take T “ Op1q.
Remark 3.2. (1) Using the same proof as in [44], we can prove that the solutions to the water
waves preserve the symmetries in (H6). We shall omit the proof of (d) and refer the readers to
Theorem 5 in [44].
(2) From the discussion in §1.2.2, in particular, the equation (1.9), our wellposedness result is
sharp in the Gevrey spaces. That is, if we define
Xσ,k :“ tf P C8 : }f}2Xσ,k “
8ÿ
n“0
σ2n
pn!q2k }B
n
αf}2L2u,
and 9Xσ,k, Yσ,k, 9Yσ,k similarly. Then (2.33) is illposedness in space pU,Wαq P Yφptq,k ˆ Xφptq,k for
k ą 2. We shall prove this in a separate paper.
Using Theorem 3, we are able to prove the following.
Theorem 4. Let pW,U, tz1ptq, z2ptquq be the unique solution to (2.33) on r0, T s constructed in
Theorem 3 with initial data pW0, U0, tz1p0q, z2p0quq. For any given constants 0 ă η0 ă 1, η1 ą 0,
γ ą 0 and 0 ă ǫ0 ! 1, there exist constants N0 " 1, δ0, δ1, δ2 ! 1 such that for all
yp0q ď ´N0 λ “ γ|y0|3{2´ǫ0 , |xp0q ´ 1| ď ǫ1, }pU0, BαW0q}YL0ˆXL0 ď ǫ2,
there holds,
inf
αPR
A1pα, 0q ě 1´ η0, inf
αPR
A1pα, T q ă ´η1,
For example, we can take ǫ1 “ 1N0 , ǫ2 “ 1N0 , ǫ0 “ 110 , L0 “ 10, δ0 “ 1000.
Remark 3.3. The choice of the parameters ǫ0, ǫ1, ǫ2 , etc are certainly not optimal. It is not our
primary goal in this paper to obtain those sharp bounds.
4. A quasilinear system
Given b1, G, R, A, U0 and W0, we consider the following quasilinear system (with G and R as
external forces): $’&’%
DtU “ AΛW `G,
DtW “ ´U ´ℜtrF¯ ,Hsp 1Zα ´ 1qu `R,
pU,W qp¨, 0q “ pU0,W0q.
(4.1)
Here, Zα “ pI `HqWα ` 1. Dt “ Bt ` bBα, with
b “ b0 ` b1, b0 “ 2U ` ℜtrpI ´HqU,Hsp 1
Zα
´ 1qu,
7The power 9
10
for |y0|
9{10 is not optimal. We can use any |y0|
1´ǫ, where ǫ P p0, 1q.
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where b1 is an a priori given real valued function. Using Bαrf,Hsg “ rfα,Hsg ` rf,Hsgα, and by
(2.64) and (2.67), we have
}BαℜtrpI ´HqU,Hsp 1
Zα
´ 1qu}Xφptq
ďCp}U}29Xφptq ` }
1
Zα
´ 1}2Xφptqq ` C
´ 8ÿ
n“1
n3φptq2n
pn!q4 }B
n
αU}2L2 `
8ÿ
n“1
nφptq2n
pn!q4 }B
n
αp
1
Zα
´ 1q}2L2
¯
,
(4.2)
for some constant C ą 0 depending on 1
φptq .
Denote
H :“ pI `HqWα.
Let φptq “ φδ0,L0ptq :“ L0 ´ δ0t. Let
EL0,δ0ptq :“
1
2
}pUp¨, tq, BαW p¨, tqq}29YφptqˆXφptq . (4.3)
By Lemma 2.8, if infαPRpH ` 1q ě c0{2, then
∥
∥
∥
∥
1
H ` 1 ´ 1
∥
∥
∥
∥
Xφptq
ď Cpc0q}H}Xφptq ď Cpc0q}Wα}Xφptq , (4.4)
and
8ÿ
n“1
nσ2n
pn!q4
∥
∥
∥
∥
Bnα
´ 1
H ` 1 ´ 1
¯∥∥
∥
∥
2
L2
ď Cpc0q
8ÿ
n“1
nσ2n
pn!q4 }B
n
αH}2L2 ď Cpc0q
8ÿ
n“1
nσ2n
pn!q4 }B
n
αWα}2L2 . (4.5)
Theorem 5. Let c0 ą 0 and L0 ě 4 be given constants. Assume that b1 P Cpr0, T s;Yφptqq,
A ´ 1, Rα P Cpr0, T s;Xφptqq, G P Cpr0, T s;Yφptqq and pU0, BαW0q P Yφp0q ˆ Xφp0q. Assume further
that infαPRp1`Hpα, 0qq ě c0. Let d0 and d1 be the constant given in Lemma 2.10 and Lemma 2.6,
respectively. Assume that
sup
0ďtďT
´ δ0
L0
´ 4´ 2d0p}A}L8 ` }A} 9Yφptqq ´ 4d1}pU0, BαW0}Yφp0qˆXφp0q
¯
ě 0. (4.6)
Then there exists 0 ă T0 ď T such that (4.1) admits a unique solution pU, BαW q P C0pr0, T s;Yφptqˆ
Xφptqq. Moreover,
EL0,δ0ptq ď EL0,δ0p0qeBT0 t `
ż t
0
eBT0 τN pτqdτ, (4.7)
}Up¨, tq}2L2 ď Up¨, 0q}2L2eγptq `
ż t
0
eγptq´γpsqp}Gpsq}2L2 ` }Apsq}L8EL0,δ0psqqds, (4.8)
where
BT0 :“ Cp1` }b1}Cp;0,T0s;Yφptqqq, (4.9)
and
N ptq :“ }Rα}2Xφptq ` }G}29Yφptq ` C}b1}
2
9Yφptq
, (4.10)
γptq :“
ż t
0
CpE1{2L0,δ0pτq ` }b1p¨, τq} 9Yφpτq ` }Ap¨, tq}L8qdτ.
Here, T0 “ mintT, L02δ0 u, and C is a constant depending on c0 and 1L0 .
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We prove Theorem 5 by the energy method. We provide closed a priori energy estimates only.
Note that T0 ď L02δ0 implies that φptq ě L02 ě 2 for t P r0, T0s, so d0 and d1 are absolute constants.
By Lemma 2.7 and (4.5), under the assumption of Theorem 5, we have the a priori estimate
}b0}29Yφptq “
8ÿ
n“1
n2φptq2n
pn!q4
∥
∥
∥
∥
Bnα
´
2U ` ℜtrpI ´HqU,Hsp 1
Zα
´ 1qu
¯∥∥
∥
∥
2
L2
ďC}U}29Yφptq ` C}U} 9Yφptq}BαW }Xφptq
ďCEL0,δ0 ,
(4.11)
for some constant C ą 0 depending on c0 and 1L0 .
Proof. Applying Bα on both sides of DtW “ ´U ´ ℜtrF¯ ,Hsp 1Zα ´ 1qu `R, we obtain
DtWα “ ´Uα `Rα ´ bαWα ´ BαℜtF¯ ,Hsp 1
Zα
´ 1qu. (4.12)
Using (4.12) and Ut “ AΛW ´ bUα `G, we have
d
dt
EL0,δ0ptq “
1
2
d
dt
´ 8ÿ
n“1
n2φptq2n
pn!q4 }B
n
αUp¨, tq}2L2
¯
` 1
2
d
dt
8ÿ
n“0
φptq2n
pn!q4 }B
n
αWαp¨, tq}2L2
“´ δ0
8ÿ
n“1
n3φptq2n´1
pn!q4 }B
n
αUp¨, tq}2L2 ` ℜ
8ÿ
n“1
n2φptq2n
pn!q4 xB
n
αUt, BnαUy
´ δ0
8ÿ
n“1
nφptq2n´1
pn!q4 }B
n
αWαp¨, tq}2L2 ` ℜ
8ÿ
n“0
φptq2n
pn!q4 xB
n
αBαWt, BnαWαy
“ ´ δ0
8ÿ
n“1
n3φptq2n´1
pn!q4 }B
n
αUp¨, tq}2L2
` ℜ
8ÿ
n“1
n2φptq2n
pn!q4 xB
n
αpAΛW ´ bUα `Gq, BnαUy
´ δ0
8ÿ
n“1
nφptq2n´1
pn!q4 }B
n
αWαp¨, tq}2L2
` ℜ
8ÿ
n“0
φptq2n
pn!q4 xB
n
αp´Uα `Rα ´ bαWα ´ BαℜtrF¯ ,Hsp
1
Zα
´ 1qu ´ bBαWαq, BnαWαy
Using Lemma 2.10, we have 8ˇˇˇ 8ÿ
n“1
n2φptq2n
pn!q4 xB
n
αpAΛW q, BnαUy
ˇˇˇ
ďd0p}A}L8 ` }A} 9Xφptqqp
8ÿ
n“1
nφptq2n
pn!q4 }B
n
αΛW }2L2 `
8ÿ
n“1
n3φptq2n
pn!q4 }B
n
αU}2L2q,
8It turns out that if we choose |y0| large and |λ| „ |y0|
3{2, then }A ´ 1}L8 „ 1, while }A´ 1}L2 „ |y0|
1{2, which
is large. So we avoid to bound A´ 1 in L2.
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for some absolute constant d0 ą 0. Using Lemma 2.10 again, we obtainˇˇˇ
ℜ
8ÿ
n“1
n2φptq2n
pn!q4 xB
n
αpAΛW ´ bUα `Gq, BnαUy
ˇˇˇ
ď Cpp}b}L8 ` }b} 9Yφptqq}U}
2
9Yφptq
` }U}29Yφptq ` }G}
2
9Yφptq
` d0p}A}L8 ` }A} 9Yφptqqp
8ÿ
n“1
nφptq2n
pn!q4 }B
n
αΛW }2L2 `
8ÿ
n“1
n3φptq2n
pn!q4 }B
n
αU}2L2q
ďCp1` }b}L8 ` }b} 9YφptqqEL0,δ0ptq ` }G}
2
9Yφptq
` d0p}A}L8 ` }A} 9Xφptqqp
8ÿ
n“1
nφptq2n
pn!q4 }B
n
αΛW }2L2 `
8ÿ
n“1
n3φptq2n
pn!q4 }B
n
αU}2L2q.
Cauchy-Schwarz impliesˇˇˇ
ℜ
8ÿ
n“1
n2φptq2n
pn!q4 xB
n
αUα, BnαWαy
ˇˇˇ
ď
8ÿ
n“1
n3φptq2n
pn!q4 }B
n
αU}2L2 `
8ÿ
n“1
nφptq2n
pn!q4 }B
n
αWα}2L2 .
Decomposing b “ b0 ` b1, we obtainˇˇˇ
ℜ
8ÿ
n“1
φptq2n
pn!q4 xB
n
αpbBαWα ` bαWαq, BnαWαy
ˇˇˇ
“
ˇˇˇ 8ÿ
n“1
φptq2n
pn!q4 xB
n`1
α pbWαq, BnαWαy
ˇˇˇ
ď
ˇˇˇ 8ÿ
n“1
φptq2n
pn!q4 xB
n`1
α pb0Wαq, BnαWαy
ˇˇˇ
`
ˇˇˇ 8ÿ
n“1
φptq2n
pn!q4 xB
n`1
α pb1Wαq, BnαWαy
ˇˇˇ
.
Since we can estimate Bαb1 in Xφptq, expressing Bn`1α pb1Wαq “ BnαpBαb1Wα ` b1BαWαq and using
(2.77), we obtain ˇˇˇ 8ÿ
n“1
φptq2n
pn!q4 xB
n`1
α pb1Wαq, BnαWαy
ˇˇˇ
ď }Bαb1}Xφptq}BαW }2Xφptq .
The formula for b0 impliesˇˇˇ 8ÿ
n“1
φptq2n
pn!q4 xB
n`1
α pb0Wαq, BnαWαy
ˇˇˇ
ď
ˇˇˇ 8ÿ
n“1
φptq2n
pn!q4 xB
n`1
α p2UWαq, BnαWαy
ˇˇˇ
`
ˇˇˇ 8ÿ
n“1
φptq2n
pn!q4 xB
n`1
α pWαℜrpI ´HqU,Hsp
1
Zα
´ 1qq, BnαWαy
ˇˇˇ
:“I ` II .
Using Lemma 2.6, we have
I ďd1}U} 9Xσ}Wα}29Xσ ` d1}Wα}Xσ
´ 8ÿ
n“1
n3σ2n
pn!q4 }B
n
αU}2L2
¯1{2´ 8ÿ
n“1
nσ2n
pn!q4 }B
n
αWα}2L2
¯1{2
ďd1E3{2L0,δ0 ` d1E
1{2
L0,δ0
´ 8ÿ
n“1
n3σ2n
pn!q4 }B
n
αU}2L2 `
8ÿ
n“1
nσ2n
pn!q4 }B
n
αWα}2L2
¯
,
where d1 is the constant in Lemma 2.6. Similarly, using Lemma 2.6, (4.4) and (4.5), and Bαrf,Hsg “
rfα,Hsg ` rf,Hsgα, we obtain
II ď d1E 3{2L0 ,δ0 ` d1E
1{2
L0 ,δ0
´ 8ÿ
n“1
n3σ2n
pn!q4 }B
n
αU }2L2 `
8ÿ
n“1
nσ2n
pn!q4 }B
n
αWα}2L2
¯
.
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By Cauchy-Schwarz, ˇˇˇ
ℜ
8ÿ
n“0
φptq2n
pn!q4 xB
n
αRα, BnαWαy
ˇˇˇ
ď }Rα}2Xφptq ` }Wα}2Xφptq.
Combining the above estimates together with (4.11), bouding }b1}L8 by C}b1}Yφptq , we obtain
d
dt
EL0,δ0ptq
`
´ δ0
φptq ´ 2´ d0p}A}L8 ` }A} 9Xφptqq ´ d1E
1{2
L0,δ0
q
¯´ 8ÿ
n“1
n3φptq2n
pn!q4 }B
n
αU}2L2 `
8ÿ
n“1
nφptq2n
pn!q4 }B
n
αWα}2L2
¯
ďCp1` }b}L8 ` }b} 9YφptqqEL0,δ0ptq ` }Rα}
2
Xφptq
` d1E3{2L0,δ0 ` }G}29Yφptq ` C}b}
2
9Yφptq
ďCp1` }b1}Yφptq ` EL0,δ0ptq1{2qEL0,δ0ptq ` }Rα}2Xφptq ` d1E
3{2
L0,δ0
` }G}29Yφptq ` C}b1}
2
9Yφptq
` CEL0,δ0ptq.
We choose T0 “ mintT, L02δ0 , τ0u. With this choice, φptq ě L02 ě 2. Using (4.6), by a bootstrap
argument,
δ0
φptq ´ 2´ d0p}A}L8 ` }A} 9Xφptqq ´ d1E
1{2
L0,δ0
q ě 0, @ t P r0, T0s.
By choosing d1 larger if necessary, we obtain
d
dt
EL0,δ0ptq ď Cp1` }b1}YφptqqEL0,δ0ptq ` d1E3{2L0,δ0 ` }Rα}2Xφptq ` }G}29Yφptq ` C}b1}
2
9Yφptq
. (4.13)
By the method of continuity, we obtain
EL0,δ0ptq ď EL0,δ0p0qeBT0 t `
ż t
0
eBT0 τN pτqdτ, (4.14)
where N is defined in (4.10).
To estimate }U}L2 , using energy estimates, we have
d
dt
}Up¨, tq}2L2 “2xUt, Uy
“2x´bBαU `G`AΛW,Uy
ď2}bα}L8}U}2L2 ` }G}2L2 ` }U}2L2 ` }A}L8}ΛW }2L2 ` }A}L8}U}2L2
ďCpE1{2L0,δ0 ` }b1} 9Yφptqq}U}
2
L2 ` }G}2L2 ` }U}2L2 ` }A}2L8EL0,δ0ptq ` }A}L8}U}2L2 .
So we obtain
}Up¨, tq}2L2 ď Up¨, 0q}2L2eγptq `
ż t
0
eγptq´γpsqp}Gpsq}2L2 ` }Apsq}L8EL0,δ0psqqds, (4.15)
where
γptq :“
ż t
0
CpE1{2L0,δ0pτq ` }b1p¨, τq} 9Yφpτq ` }Ap¨, tq}L8qdτ.

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5. Estimates
In §6, we use the Picard iteration to prove Theorem 3. For each iteration, we need to solve the
quasilinear system (4.1) with G,R, b1, A constructed in the previous iteration. Hence we need to
derive estimates for these quantities. Most of the estimates in this section hold for the general case:
without symmetry, and applies to an arbitrary number of point vortices. The only place that the
symmetry plays a role is the estimates for the velocity of the point vortices, which is in Lemma 5.6.
5.1. A priori assumptions. We’ll derive estimates under the following a priori assumptions.
These assumptions are verified during the process of the Picard iteration in the next section.
Without loss of generality, we assume 0 ă C0 ă C1. Denote
1
4
m20 :“ }U0}2Yφp0q ` }BαW0}2Xφp0q . (5.1)
Let’s denote 9
M2λ,h :“
#
m20 ` C|λ|p|y0| ´ |λ|4πxp0qT q´5{2, λ ą 0;
m20 ` |λ|d´5{2I,0 , λ ă 0.
(5.2)
M8 “ pdI,0 ` C|λ|p|y0| ´ |λ|
4πxp0qT q
´5{2q´1{2. (5.3)
Here, C ą 0 is a constant depending on C0 and 1L0 only10. We will choose T “
4πxp0qp|y0|´|y0|9{10q
|λ| if
λ ą 0 and T “ Op1q if λ ă 0. So we can take
M2λ,h “
#
m20 ` C|y0|´3{4, λ ą 0
m20 ` C|y0|´1 λ ă 0.
(5.4)
Without loss of generality, we assume#
m20 ď |y0|´3{4, λ ą 0;
m20 ď |y0|´1, λ ă 0.
(5.5)
Definition 5.1. Given W,U, zjptq, we say that pU,W, tzjptquq satisfies AS, if the following hold:
(AS1) W P Cpr0, T s;Xφptqq, U P Cpr0, T s;Yφptqq, zjptq P C1pr0, T s; Ωptqq.
(AS2) sup0ďtďT
´
}Up¨, tq}2
9Yφptq
` }Wα}2Xφptq
¯
ďM2λ,h ď 1, and
sup
0ďtďT
}Up¨, tq}2L2 ď 1, sup
0ďtďT
}Up¨, tq}L8 ďM8.
(AS3) 1
2
C0|α´ β| ď |Zpα, tq ´ Zpβ, tq|, @ t P r0, T s.
(AS4) dIptq ě 12d
9{10
I,0 ě 1, xptq ě 12xp0q, t P r0, T s.
(AS5) suptPr0,T s φptq ě 12L0.
We derive a priori estimates under the a priori assumptions (AS1)-(AS5). Note that (AS2) implies
sup
0ďtďT
p}F }2Yφptq ` }Zα ´ 1}2Xφptqq ď 4M2λ,h. (5.6)
9In the definition of Mλ,h, we will choose dI,0 large. We do not claim that |dI,0|
3{2 is the optimal choice. The
letter h in Mλ,h refers to homogeneous.
10Since we choose L0 ě 4, the constant can be chosen such that it depends on C0 only. At the moment let’s keep
track of its dependence on 1
L0
.
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Convention: If not specified, in this section, a constant C will depend on C0, C1, Mλ,h, dIptq´1,
and 1
L0
.
5.2. Estimates.
Lemma 5.1. Assume that pW,U, tzjptquq satisfies AS. Then any k ě 2, there holdsż 8
´8
1
|Zpβ, tq ´ zjptq|k dβ ď
8
C0
dIptq´k`1 ` 8pk ´ 1qC0
´ 4C1
dIptqC0 q
k´1. (5.7)
In particular, we have ż 8
´8
1
|Zpβ, tq ´ zjptq|k dβ ď
16
C0
´ 4C1
dIptqC0 q
k´1. (5.8)
Proof. We may assume that dIptq “ dpzjptq, zp0, tqq.ż 8
´8
1
|zjptq ´ Zpβ, tq|k dβ
“
ż
|Zp0,tq´Zpβ,tq|ď2dI ptq
1
|zjptq ´ Zpβ, tq|k dβ `
ż
|zp0,tq´Zpβ,tq|ě2dI ptq
1
|zjptq ´ Zpβ, tq|k dβ
:“I ` II .
Denote
E :“ tβ : |Zp0, tq ´ Zpβ, tq| ď 2dIptqu.
Since
1
2
C0|β ´ 0| ď |Zpβ, tq ´ Zp0, tq|,
we have for β P E,
|β ´ 0| ď 4
C0
dIptq.
Therefore
I ď8C´10 dIptq´k`1.
For β P Ec, we have
|Zpβ, tq ´ Zp0, tq ´ dIptq| ě |Zpβ, tq ´ Zp0, tq| ´ dIptq ě 1
2
|Zpβ, tq ´ Zp0, tq| ě C0
4
|β ´ 0|. (5.9)
Also, we have
2C1|β ´ 0| ě |Zpβ, tq ´ Zp0, tq| ě 2dIptq. (5.10)
So
|β| ě 1
C1
dIptq (5.11)
Therefore, for II , we have
II ď 4
k
Ck0
ż
|β|ě 1
C1
dI ptq
|β|´kdβ “ 2 4
k
pk ´ 1qCk0
Ck´11 dIptq´k`1 “
8
pk ´ 1qC0
´ 4C1
dIptqC0
¯k´1
.

Lemma 5.2. Denote Q˜j :“ 1Zpα,tq´zjptq . Assume that pW,U, tzjptquq satisfies AS. Then
}BαQ˜j}Xφptq ď CdIptq´3{2, (5.12)
for some constant C ą 0 depending on Mλ,h, C0, C1, and 1L0 .
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Proof. We have BαQ˜j “ ´ Zα´1pZpα,tq´zjptqq2 ´
1
pZpα,tq´zj ptqq2
. Since
∥
∥
∥
∥
Zα ´ 1
pZpα, tq ´ zjptqq2
∥
∥
∥
∥
Xφptq
ď C}Zα ´ 1}Xφptq
∥
∥
∥
∥
1
pZpα, tq ´ zjptqq2
∥
∥
∥
∥
Xφptq
,
it suffices to prove
∥
∥
∥
1
pZpα,tq´zjptqq2
∥
∥
∥
Xφptq
ď CdIptq´3{2.
Denote Qj :“ 1pZpα,tq´zj ptqq2 , and gpαq :“
1
pα´zjptqq2
. The Faa di Bruno formua implies
BnαQjpα, tq “
nÿ
k“1
ÿ
Λn,k
n!
k1!k2! ¨ ¨ ¨ kn!g
pkqpZpα, tq, tq
nź
j“1
´BjαZpα, tq
j!
¯kj
,
where
Λn,k :“ tpk1, ..., knq P pNY t0uqn :
nÿ
j“1
kj “ k,
nÿ
j“1
jkj “ nu.
Using (AS2) and (AS5), by Sobolev embedding, we estimate Zα by
|Zαpα, tq| ď1` |Zα ´ 1| ď 1` }Zα ´ 1}H1
ď1` p1` 2
φptq q2Mλ,h
ď1` 6Mλ,h
:“K0.
For 2 ď j ď n´ 3, we estimate BjαZpα, tq by
|BjαZpα, tq| ď}BjαpZ ´ αq}H1
ď pj!q
2
φjptqp1`
pj ` 1q2
φptq q}Z ´ α} 9Yφptq
ď4ppj ` 1q!q
2
φptqj Mλ,h ď
K0ppj ` 1q!q2
φptqj .
(5.13)
So we obtain
n´1ź
j“1
´BjαZpα, tq
j!
¯kj ď nź
j“1
´ K0j!
φptqj´1
¯kj
“K
řn
j“1 kj
0 φptq´p
řn
j“1 jkj´
řn
j“1 kjq
nź
j“1
pj!qkj
“Kk0φptq´n`k
nź
j“1
pj!qkj .
For n´ 2 ď j ď n, we use
}BjαZpα, tq}L2 “}Bj´1α pZα ´ 1q}L2 ď 2
ppj ´ 1q!q2
φptqj´1 Mλ,h. (5.14)
For n ď 5, there holds
5ÿ
n“0
φptq2n
pn!q4 }B
n
αQj}2L2 ď CdIptq´3{2, (5.15)
for some constant C depending on C0, C1,Mλ,h, and
1
L0
.
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Note that for n ě 6 and k ě rn{2s, we must have j ď n´ 3. So for n ě 6,
}BnαQjpα, tq}L2 ď
rn{2sÿ
k“3
ÿ
Λn,k
n!k!
k1! ¨ ¨ ¨ kn!K
k
0φptq´n`k
nź
j“1
pj!qkj } 1|Zpα, tq ´ zjptq|k`1 }L2
`
nÿ
k“rn{2s`1
ÿ
Λn,k
n!k!
k1! ¨ ¨ ¨ kn!K
k
0φptq´n`k
nź
j“1
pj!qkj } 1|Zpα, tq ´ zjptq|k`1 }L2
`
››› 2ÿ
k“1
ÿ
Λn,k
n!
k1!k2! ¨ ¨ ¨ kn!g
pkqpZpα, tq, tq
nź
j“1
´BjαZpα, tq
j!
¯kj›››
L2
:“II1 ` II2 ` II3.
Assume that n ě 6 and k ě 3. Let pk1, ..., knq P Λn,k. Note thatśn
j“2pj!qkj
n!
“ pn!q´1
ź
2ďjďn
kj‰0
pj!qkj ď C
n2
śk´1
j“0pn´ jq
, (5.16)
for some absolute constant C ą 0. For example, we can take C “ 100. Note that n ě 6 and
1 ď j ď rn{2s imply n´ j ě 1
2
n. Therefore, for 3 ď k ď rn{2s,
k´1ź
j“0
pn´ jq ě 2´knk. (5.17)
For k ě rn{2s ` 1, we have
k´1ź
j“0
pn´ jq ě 2´rn{2snrn{2s. (5.18)
Lemma 5.1 and (5.17) imply
II1 ďC pn!q
2
n2φptqn
rn{2sÿ
k“3
ÿ
Λn,k
k!
k1! ¨ ¨ ¨ kn!p
4K0C1φptq
nC0dIptq q
k
ďC pn!q
2
n2φptqn
nÿ
k“1
ÿ
Λn,k
k!
k1! ¨ ¨ ¨ kn!p
4K0C1φptq
nC0dIptq q
k
“C pn!q
2
n2φptqn
4K0C1φptq
nC0dIptq
´
1` 4K0C1φptq
nC0dIptq
¯n
ďCdIptq´1 pn!q
2
n2φptqn ,
for some constant C ą 0 depending on C0, C1,Mλ,h, 1L0 . Here we’ve used the identity
nÿ
k“1
ÿ
Λn,k
k!
pk1q! ¨ ¨ ¨ pknq!R
k “ Rp1`Rqn´1, (5.19)
and the estimate
sup
ně1
´
1` 4K0C1φptq
nC0dIptq
¯n
ď e
4K0C1φptq
C0dI ptq ď e
4K0C1L0
C0dI ptq . (5.20)
So we have
8ÿ
n“0
p1` n2qpφptqq2n
pn!q4 II
2
1 ď CdIptq´1, (5.21)
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for some constant C ą 0 depending on K0, C0, C1,Mλ,h, 1L0 .
For II2, using Lemma 5.1 and (5.18), we obtain
II2 ďC pn!q
2
φptqn
nÿ
k“rn{2s`1
ÿ
Λn,k
k!
k1! ¨ ¨ ¨ kn!
p2K0C1φptq
C0dIptq
qkśk´1
j“0pn´ jq
ďC pn!q
2
φptqn
nÿ
k“rn{2s`1
ÿ
Λn,k
k!
k1! ¨ ¨ ¨ kn!
p2K0C1φptq
C0dI ptq
qk
pn{2qn{2
ďCdIptq´1 pn!q
2
φptqn
p1` 2K0C1φptq
C0dI ptq
qn
pn{2qn{2
ďCdIptq´1 pn!q
2
n2φptqn ,
for some constant C ą 0 depending on K0, C0, C1,Mλ,h, 1L0 . Here, we’ve used the identity
nÿ
k“1
ÿ
Λn,k
k!
pk1q! ¨ ¨ ¨ pknq!R
k “ Rp1`Rqn´1, (5.22)
and the estimate
sup
ně1
1
nrn{2s´2
´
1` 2K0C1φptq
C0dIptq
¯n ď C, (5.23)
for some constant C ą 0 depending on K0, C0, C1,Mλ,h and 1L0 .
So we have
8ÿ
n“1
pφptqq2n
pn!q4 II
2
2 ďCdIptq´1
8ÿ
n“0
pφptqq2n
pn!q4
pn!q4
φptq2n
1
n4
ď CdIptq´3{2. (5.24)
For II3, when k “ 1, we must have Λn,1 “ p0, ..., 0, 1q. In this case,
8ÿ
n“0
φptq2n
pn!q4
››› ÿ
Λn,1
n!
k1!k2! ¨ ¨ ¨ kn!g
pkqpZpα, tq, tq
nź
j“1
´BjαZpα, tq
j!
¯kj›››2
L2
“
8ÿ
n“0
φptq2n
pn!q4
››› Bn´1α pZα ´ 1q|Zpα, tq ´ zjptq|2
›››2
L2
ď
8ÿ
n“0
φptq2n
pn!q4
1
dIptq2
ppn´ 1q!q4
φptq2pn´1q
´ φptq2pn´1q
ppn ´ 1q!q4 }B
n´1
α pZα ´ 1q}2L2
¯
ďCdIptq´2.
for some constant C ą 0 depending on C0, C1,Mλ,h, and 1L0 .
The same argument applies to k “ 2. We obtain
8ÿ
n“0
φptq2n
pn!q4 II
2
3 ď CdIptq´2. (5.25)
This concludes the proof of the lemma. 
Similarly, we can prove
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Lemma 5.3. Assume that pW,U, tzjptquq satisfies AS, then››› 1pZpα, tq ´ zjptqqm
›››
Yφptq
ď CdIptq´m`1{2, (5.26)
››› 1
Zpα, tq ´ z1ptq ´
1
Zpα, tq ´ z2ptq
›››
Yφptq
ď C |z1ptq ´ z2ptq|
dIptq3{2
, (5.27)
››› 1
Zpα, tq ´ z1ptq ´
1
Zpα, tq ´ z2ptq
›››
9Yφptq
ď C |z1ptq ´ z2ptq|
dIptq5{2
, (5.28)
for some constant C ą 0 depending on C0, C1,Mλ,h, and 1L0 .
As a consequence,
Corollary 5.1. Assume that pW,U, tzjptquq satisfies AS. Let g P Xφptq, then 11
1. For arbitrary N , let λ0 :“ N max1ďjďN |λi|, we have
∥
∥
∥
∥
∥
Nÿ
j“1
λjg
pZpα, tq ´ zjptqqm
∥
∥
∥
∥
∥
Xφptq
ď Cλ0dIptq´m}g}Xφptq , (5.29)
2. Assume N “ 2 and λ1 “ ´λ2 “ λ, then Q :“ λi2π 1Zpα,tq´z1ptq ´ λi2π 1Zpα,tq´z2ptq satisfies
}Q}Yφptq ď C|λ||z1ptq ´ z2ptq|dIptq´3{2, (5.30)
}Q} 9Yφptq ď C|λ||z1ptq ´ z2ptq|dIptq
´5{2, (5.31)
}gQ}Xφptq ď C|λ||z1ptq ´ z2ptq|dIptq´2}g}Xφptq , (5.32)
}pI `HqQ}Yφptq ď C|λ||z1ptq ´ z2ptq|dIptq´5{2, (5.33)
for some constant C ą 0 depending on C0, C1,Mλ,h, and 1L0 .
Proof. For (5.29), we estimate
∥
∥
∥
řN
j“1
λjg
pZpα,tq´zjptqqm
∥
∥
∥
L2
by
∥
∥
∥
∥
∥
Nÿ
j“1
λjg
pZpα, tq ´ zjptqqm
∥
∥
∥
∥
∥
L2
ď C}g}L2
∥
∥
∥
∥
∥
Nÿ
j“1
λjg
pZpα, tq ´ zjptqqm
∥
∥
∥
∥
∥
L8
ď CdIptq´m}g}Xφptq .
By Lemma 2.5 and Lemma 5.3,
∥
∥
∥
∥
∥
Nÿ
j“1
λjg
pZpα, tq ´ zjptqqm
∥
∥
∥
∥
∥
9Xφptq
ď Cλ0dIptq´m´1{2}g}Xφptq .
So
∥
∥
∥
∥
∥
Nÿ
j“1
λjg
pZpα, tq ´ zjptqqm
∥
∥
∥
∥
∥
Xφptq
ď Cλ0dIptq´m´1{2}g}Xφptq ` CdIptq´m}g}Xφptq ď CdIptq´m}g}Xφptq .
Here, we use the assumption that dIptq ě 1. So we obtain (5.29). (5.30)-(5.32) follow from (5.29)
and Lemma 5.3. 
Using the same proof as for Lemma 5.2, we obtain the following.
11We will construct solutions with dIptq large. Hence larger k gives smaller quantity dIptq
´k.
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Lemma 5.4. Assume that pW,U, tzjptquq satisfies AS. Then
∥
∥
∥
∥
1
Zα
´ 1
∥
∥
∥
∥
Xφptq
ď CMλ,h, (5.34)
for some constant C ą 0 depending on C0 and Mλ,h.
Lemma 5.5. Assume that pW,U, tzjptquq satisfies AS, then
|Upz, tq| ď CmintM8, p1` dpz,Σptqqq´1{2u, (5.35)
|Uzpz, tq| ď CmintMλ,h, p1` dpz,Σptqqq´3{2u, (5.36)
for some constant C ą 0 depending on C0, C1. Here, dpz,Σptqq :“ infβPR |z ´ Zpβ, tq|.
Proof. Recall that U is holomorphic in Ωptq with boundary value F . So we have for z P Ωptq,
Upz, tq “ 1
2πi
ż 8
´8
Zβpβ, tq
z ´ Zpβ, tqF pβ, tqdβ.
If dpz,Σptqq ď 1, then by (AS2)
|Upz, tq| ď }Up¨, tq}L8pΩptqq ďM8.
If dpz,Σptqq ě 1, we have
|Upz, tq| ď 1
2π
´ ż 8
´8
1
|z ´ Zpβ, tq|2 dβ
¯1{2
}Zα}L8}F }L2 ď CMλ,hz´1{2.
So we obtain (5.35). Notice that Uz has boundary values
Fα
Zα
. Using the same proof as for (5.35),
we obtain (5.36). 
Lemma 5.6. Assume that pW,U, tzjptquq satisfies AS, then
| 9zjptq| ď CpdIptq´1{2 ` |λ|
xptq q, j “ 1, 2. (5.37)
|ℜt 9zjptqu| ď CdIptq´3{2. (5.38)
| 9z1ptq ´ 9z2ptq| ď CdIptq´3{2xptq, (5.39)
Proof. The main tool is the maximum principle for holomorphic functions. Recall that for j “ 1, 2,
9zjptq “
ÿ
1ďkď2,k‰j
λki
2πpzjptq ´ zkptqq
` U¯pzjptq, tq,
where UpZ, tq “ 1
2πi
ş8
´8
Zβpβ,tq
Z´Zpβ,tqF pβ, tqdβ is holomorphic in Ωptq with boundary value F on Σptq.
Estimate 9zj: Clearly,
λ2
2πpz1ptq ´ z2ptqq
ď |λ|
4πxptq .
By (5.35) and the assumption that dIptq ě 1, we have
|U¯pzjptq, tq| ď Cp1` dpzjptq,Σptqqq´1{2 “ CdIptq´1{2.
So we obtain
| 9zjptq| ď CpdIptq´1{2 ` |λ|
xptq q. (5.40)
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Estimate | 9z1ptq ´ 9z2ptq|: By (5.36) of Lemma 5.5 we have
| 9z1ptq ´ 9z2ptq| “ |Upz1ptq, tq ´ Upz2ptq, tq| ď }Uz}L8pΩptqq|z1ptq ´ z2ptq| ď CdIptq´3{2xptq.
(5.38) follows immediately from
ℜt 9zjptqu “ ℜtU¯pzjptq, tqu ď |Uzpx˜ptq ` iyptq, tq|xptq ď CdIptq´3{2.

The following lemma follows by direct calculation.
Lemma 5.7. Assume that pW,U, tzjptquq satisfies AS, then for t P r0, T s,
| d
dt
xptq| ď CdIptq´3{2xptq, (5.41)
1. If λ ă 0, then
d
dt
yptq ď ´ |λ|
8πxp0q , (5.42)
2. If λ ą 0, then
d
dt
yptq ě |λ|
8πxp0q , (5.43)
Lemma 5.8. Assume that pW,U, tzjptquq satisfies AS, then
}A1 ´ 1}Xφptq ď Cp1` |λ|2dIptq´5{2q. (5.44)
}A1 ´ 1} 9Xφptq ď CpM
2
λ,h ` |λ|2dIptq´7{2q, (5.45)
}A1 ´ 1}L8 ď Cp1` λ2dIptq´3qq. (5.46)
Proof. We prove (5.44) only. We have
A1 “ 1` 1
2π
ż |DtZpα, tq ´DtZpβ, tq|2
pα´ βq2 dβ´
2ÿ
j“1
λj
2π
Re
!´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯
pDtZ ´ 9zjptqq
)
.
Splitting DtZ “ F¯ ` Q¯. Using (AS2), (5.35), Lemma 2.5, Lemma 2.7 and (5.30), we have
∥
∥
∥
∥
ż |DtZpα, tq ´DtZpβ, tq|2
pα´ βq2 dβ
∥
∥
∥
∥
Xφptq
ď
∥
∥
∥
∥
ż |F pα, tq ´ F pβ, tq|2
pα´ βq2 dβ
∥
∥
∥
∥
Xφptq
`
∥
∥
∥
∥
ż |Qpα, tq ´Qpβ, tq|2
pα´ βq2 dβ
∥
∥
∥
∥
Xφptq
ďCp}F }2Xφptq ` }Q}2Xφptqq
ďCp1`M2λ,h ` |λ|2xptq2dIptq´3q.
Similarly, we obtain
∥
∥
∥
∥
∥
2ÿ
j“1
λji
2π
ℜ
!´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯
DtZ
¯∥∥
∥
∥
∥
Xφptq
ď Cp1`M2λ,h ` |λ|2xptq2dIptq´3q.
For
∥
∥
∥
ř2
j“1
λj i
2π
ℜ
!´
pI ´Hq Zα
pZpα,tq´zjptqq2
¯
9zjptq
¯∥
∥
∥
Xφptq
, we use 9zjptq “ λi4πxptq ` U¯pzjptq, tq. We have
2ÿ
j“1
λji
2π
ℜ
!´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯ λi
4πxptq
“ ´ λ
2
4π2
ℜ
!
pI ´Hq
´ Zα
pZpα, tq ´ z1ptqq2pZpα, tq ´ z2ptqq `
Zα
pZpα, tq ´ z1ptqq2pZpα, tq ´ z2ptqq
¯)
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Using Lemma 5.3 (and similar proofs, if necessary), we obtain
∥
∥
∥
∥
∥
2ÿ
j“1
λji
2π
ℜ
!´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯ λi
4πxptq
∥
∥
∥
∥
∥
Xφptq
ď C|λ|2dIptq´5{2,
∥
∥
∥
∥
∥
2ÿ
j“1
λji
2π
ℜ
!´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯ λi
4πxptq
∥
∥
∥
∥
∥
L8
ď C|λ|2dIptq´3,
and
∥
∥
∥
∥
∥
2ÿ
j“1
λji
2π
ℜ
!´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯ λi
4πxptq
∥
∥
∥
∥
∥
9Xφptq
ď C|λ|2dIptq´7{2,
Using (5.35), we obtain
∥
∥
∥
∥
∥
2ÿ
j“1
λji
2π
ℜ
!´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯
U¯pzjptq, tq
∥
∥
∥
∥
∥
Xφptq
ď C|λ|dIptq´2.
So we conclude the proof of the lemma. 
Since A ´ 1 “ A1
|Zα|2
´ 1 “ A1´1
|Zα|2
´ |Zα|2´1
|Zα|2
, a direct consequence of Lemma 5.8 and Lemma 2.8
yields the following estimates for A´ 1.
Corollary 5.2. Assume that pW,U, tzjptquq satisfies AS, then
}A´ 1}L8 ď Cp1`M2λ,h ` |λ|2dIptq´3q. (5.47)
}A´ 1}Xφptq ď Cp1`M2λ,h ` |λ|2dIptq´5{2q. (5.48)
}A´ 1} 9Xφptq ď CpM
2
λ,h ` |λ|2dIptq´4q. (5.49)
In particular, if m0 ď C|y0|´1{2, then
sup
0ďtďT
}A´ 1}L8 ď
#
Cp1` |y0| 310 q, λ ą 0,
C, λ ă 0. (5.50)
and
sup
0ďtďT
}A´ 1} 9Xφptq ď
#
C|y0|´3{8, λ ą 0,
C|y0|´1{2, λ ă 0.
(5.51)
Note that }A´ 1}L2 ď C|dIptq3{4, which is significantly larger than }A´ 1}L8 .
Lemma 5.9. Assume that pW,U, tzjptquq satisfies AS, then
}DtQ}Yφptq ď C
|λ|
dIptq2 ` C
λ2
dIptq5{2
, (5.52)
}DtQ} 9Yφptq ď CMλ,h
|λ|
dIptq2 ` C
λ2
dIptq7{2
, (5.53)
}DtQ}L8 ď CMλ,8 |λ|
dIptq2 ` C
λ2
dIptq3 , (5.54)
for some constant C ą 0 depending on C0, C1,Mλ,h, 1L0 .
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Proof. To prove (5.52), note that
DtQ “
2ÿ
j“1
λji
2π
DtZ ´ 9zjptq
pZpα, tq ´ zjptqq2 . (5.55)
Decomposing DtZ “ F¯ ` Q¯, we estimate DtQ by
}DtQ}Yφptq ď
2ÿ
j“1
|λj |
2π
!››› F¯pZpα, tq ´ zjptqq2
›››
Yφptq
`
››› Q¯pZpα, tq ´ zjptqq2
›››
Yφptq
)
`
∥
∥
∥
∥
∥
2ÿ
j“1
λj
2π
9zjptq
pZpα, tq ´ zjptqq2
∥
∥
∥
∥
∥
Yφptq
:“I1 ` I2 ` I3.
Note that Lemma 5.3, Lemma 5.6 and (AS2) imply that
I1 ` I2 ď C |λ|
dIptq2 `C
λ2
dIptq7{2
.
For I3, using 9zjptq “ λi4πxptq ` U¯pzjptq, tq, we obtain
I3 ď
∥
∥
∥
∥
∥
2ÿ
j“1
λj
2π
λi
4πxptq
pZpα, tq ´ zjptqq2
∥
∥
∥
∥
∥
Yφptq
`
∥
∥
∥
∥
∥
2ÿ
j“1
λj
2π
U¯pzjptq, tq
pZpα, tq ´ zjptqq2
∥
∥
∥
∥
∥
Yφptq
:“I31 ` I32.
By exploring the cancellations, we have
I31 “ λ
2
4π2
∥
∥
∥
∥
1
pZpα, tq ´ z1ptqq2pZpα, tq ´ z2ptqq `
1
pZpα, tq ´ z1ptqq2pZpα, tq ´ z2ptqq
∥
∥
∥
∥
Yφptq
ďCλ2dIptq´5{2,
and
I32 ď C|λ|2dIptq´3. (5.56)
We obtain (5.52) by combining the estimates for I1, I2, I31, I32. Similarly,
}DtQ}L8 ď
2ÿ
j“1
|λj |
2π
!››› F¯pZpα, tq ´ zjptqq2
›››
L8
`
››› Q¯pZpα, tq ´ zjptqq2
›››
L8
)
`
∥
∥
∥
∥
∥
2ÿ
j“1
λj
2π
9zjptq
pZpα, tq ´ zjptqq2
∥
∥
∥
∥
∥
L8
ďCMλ,8 |λ|
dIptq2 ` C
λ2
dIptq3 .
To prove (5.53), it suffices to notice that
∥
∥
∥
∥
∥
2ÿ
j“1
λj
2π
9zjptq
pZpα, tq ´ zjptqq2
∥
∥
∥
∥
∥
9Yφptq
ď C λ
2
dIptq7{2
.
So we obtain (5.53). 
Lemma 5.10. Assume that pW,U, tzjptquq satisfies AS, then
}b1}Yφptq ď Cp1`Mλ,hq|λ|dIptq´5{2q, (5.57)
}b1} 9Yφptq ď CMλ,h|λ|dIptq
´5{2, (5.58)
}b1}L8 ď Cp1`Mλ,8q|λ|dIptq´3, (5.59)
for some constant C ą 0 depending on C0, C1,Mλ,h, and 1L0 .
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Proof. Recall that
b1 “ ℜtrQ¯,Hsp 1
Zα
´ 1qu ` 2ℜtpI ´HqQ¯u. (5.60)
We prove (5.57) only. The proof of (5.58) is similar. By Lemma 2.7, Corollary 5.1, Lemma 5.4, we
have
}b1}Yφptq “
›››ℜtrQ¯,Hsp 1
Zα
´ 1qu ` 2ℜtpI ´HqQ¯u
›››
Yφptq
ď
›››rQ¯,Hsp 1
Zα
´ 1qu
›››
Yφptq
` 2}pI `HqQ}Yφptq
ďC}Q} 9Yφptq
∥
∥
∥
∥
1
Zα
´ 1
∥
∥
∥
∥
Xφptq
` 2}pI `HqQ}Yφptq
ďCp1`Mλ,hq|λ|dIptq´5{2,
for some constant C ą 0 depending on C0, C1,Mλ,h, 1L0 . 
The following two lemmas are consequence of the previous estimates.
Lemma 5.11. Assume that pW,U, tzjptquq satisfies AS, then
(a) G “ GpW,U, tzjuq P Cpr0, T s;Yφptqq, and
}GpW,U, tzjuq} 9Yφptq ď CMλ,h
|λ|
dIptq2 ` C
λ2
dIptq7{2
, (5.61)
}GpW,U, tzjuq}Yφptq ď C
|λ|
d2I,t
` C λ
2
dIptq5{2
, (5.62)
(b) R “ RpW,U, tzjuq P Cpr0, T s;Xφptqq, and
}BαRpW,U, tzjuq}Xφptq ď Cp1`Mλ,hq|λ|dIptq´5{2. (5.63)
Proof. Recall that G “ ´ℜtDtQu. Invoking Lemma 5.9, we obtain
}G}Yφptq ď C
|λ|
dIptq2 ` C
λ2
dIptq7{2
.
Recall that R “ ℜtQu´ 2ℜtpI ´HqQ¯u´ℜtrQ¯,Hsp 1
Zα
´ 1qu. Then (5.63) follows immediately from
Lemma 2.7, Lemma 5.10 and Corollary 5.3.

Lemma 5.12. Assume that pW,U, tzjptquq satisfies AS.
1. If λ ă 0, then
dIptq ě dI,0 ` |λ|
8π
t. (5.64)
2. If λ ą 0, then
dIptq ě dI,0 ´ |λ|t. (5.65)
Proof. If λ ă 0, then we have
ℑtZpα, tq ´ zjptqu “ ´ |ℑtZpα, 0q ´ zjp0qu| ´
ż t
0
|ℑt d
dτ
pZpα, τq ´ zjpτqqu|dτ
ď´ |ℑtZpα, 0q ´ zjp0qu| ´ |λ|
8πxp0q t.
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Therefore 12
dIptq ě | inf
αPR
ℑtZpα, tq ´ z1ptqu| ě dI,0 ` |λ|
2πxp0q
If λ ą 0, then we have
ℑtZpα, tq ´ zjptqu “|ℑtZpα, 0q ´ zjp0qu| ´
ż t
0
|ℑt d
dτ
pZpα, τq ´ zjpτqqu|dτ
ědI,0 ´ |λ|
xp0q t.
Then we have
dIptq ě dI,0 ´ |λ|
xp0q t.
Recall that we assume xp0q “ 1. So we conclude the proof of the lemma. 
6. Proof of Theorem 3
6.1. The wellposedness of the quasilinear system (2.29). In this subsection we prove Theroem
3. Without loss of generality, we assume dI,0 ě 4.
The proof of Theorem 3. Let T ą 0 to be determined, define
ST “
#´
Wα, U, tzju
¯ˇˇˇˇˇ(AS1)-(AS5) hold for pW,U, tzjuq
+
.
So
ST Ă Cpr0, T s;Xφptqq ˆ Cpr0, T s;Yφptqq ˆ tC1pr0, T s;Cqu.
We denote D
pnq
t by Bt ` bnBα, where bn is the n-th approximation of b, which will be constructed
shortly.
The zero-th approximation. We take U0 “ ℜtF0u, tz0j u “ tzj,0u, Z0 “ Z0, W 0 :“ ℜtZ0 ´ αu,
G0 :“ GpW 0, U0, tz0j uq, R0 :“ RpW 0, U0, tz0j uq, b01 :“ b1pW 0, U0, tz0j uq, A0 :“ ApW 0, U0, tz0j uq. For
arbitrary T ą 0,
pW 0, U0, tz0j uq P ST .
The n-th approximation. Assume we have constructed pW n, Un, tznj uq such that
pW n, Un, tznj uq P ST .
Define Zn and Fn by
Znpα, tq “ α` pI `HqW n, Fn “ pI `HqUn. (6.1)
12Recall that we assume dI,0 “ infαPR minj“1,2 |ℑtZpα, 0q ´ zjp0qu|.
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The pn` 1q-th approximation. Let’s construct pW n`1, Un`1, tzn`1j uq as follows.
Step 1. Define $’’’’’’’’’’’’’’’’’’&’’’’’’’’’’’’’’’’’’%
Gn :“ GpW n, Un, tznj ptquq,
Rn :“ RpW n, Un, tznj uq,
bn1 :“ b1pW n, Un, tznj ptquq,
bn0 :“ ℜtrF¯n`1,Hsp 1Zn`1α ´ 1qu ` 2F
n`1,
bn “ bn1 ` bn0 ,
An “ ApW n, Un, tznj ptquq,
D
pnq
t :“ Bt ` bnBα,
Qn :“ ´ř2j“1 λji2π 1Znpα, tq ´ znj ptq ,
dI,nptq :“ infαPRminj“1,2 |Znpα, tq ´ zjptq|,
(6.2)
and define Un by
UnpZ, tq “ 1
2πi
ż 8
´8
BβZnpβ, tq
Z ´ Znpβ, tqF
npβ, tqdβ.
Let Σnptq be the curve parametrized by Znpα, tq, and Ωptqn the region bounded above by Zn. Note
that bn0 depends on the unknowns F
n`1 and Zn`1.
Step 2. pUn`1,W n`1q is defined as the solution of$’’’’&’’’’%
D
pnq
t U
n`1 “ AΛW n`1 `Gn,
D
pnq
t W
n`1 “ ´Un`1 ´ ℜrFn`1,Hsp 1BαZn ´ 1qq `Rn,
Fn`1 “ pI `HqUn`1,
W n`1p¨, 0q “W0, Un`1p¨, 0q “ U0.
(6.3)
Define Zn`1 and tzn`1j u by
Zn`1pα, tq :“ α` pI `HqW n`1, (6.4)
$’&’%
d
dt
zn`1j ptq “ Unpznj ptq, tq `
ř
1ďkď2
k‰j
λki
2π
1
znk ptq ´ znj ptq
,
zn`1j p0q “ zjp0q.
(6.5)
We show that pW n`1, Un`1, tzn`1j uq satisfies (AS1)-(AS5).
We choose T such that
T “
$&%mintT1pC0, }pU0, BαW0q} 9YL0ˆXL0 q,
L0
2δ0
, τ0,
4πxp0qp|y0|´|y0|9{10q
|λ| u, λ ą 0
mintT2pC0, }pU0, BαW0q} 9YL0ˆXL0 q, τ0,
L0
2δ0
u λ ă 0 .
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Here, T1, T2 depend continuously on its parameters.
By Lemma 5.2, Lemma 5.10, Lemma 5.11, we have An ´ 1 P Cpr0, T s;Xφptqq, bn P Cpr0, T s;Yφptqq,
Gn P Cpr0, T s;Yφptqq and BαRn P Cpr0, T s;Xφptqq. Moreover, for t P r0, T s,
}bn1 }Yφptq ďCp1`Mλ,hq|λ|dI,nptq´5{2 ď C|λ|d´5{2I,n ď
#
C|y0|´3{4 λ ą 0,
C|y0|´1, λ ă 0.
,
}An ´ 1}Xφptq ďCp1` |λ|2dI,nptq´5{2q ď
#
C|y0|3{4, λ ą 0
C|y0|1{2, λ ă 0.
,
}An ´ 1}L8 ďCp1` |λ|2dI,nptq´3q ď
#
Cp1` |y0| 310 q, λ ą 0,
C, λ ă 0. ,
}An ´ 1} 9Xφptq ďCpM
2
λ,h ` |λ|2dIptq´4q ď
#
C|y0|´3{4, λ ą 0
C|y0|´1, λ ă 0.
,
(6.6)
for some constant C depending only on C0, C1, L
´1
0 andMλ,h. SinceMλ,h ď 1, and C1 ď }Znα}L8 ď
1` }Znα}Xφptq ď 1, L´10 ď 1, we can chose C depending only on C0. Since we require
sup
0ďtďT
´ δ0
L0
´ 4´ 2d0p}A}L8 ` }A} 9Yφptqq ´ 4d1}pU0, BαW0}Yφp0qˆXφp0q
¯
ě 0,
we choose δ0 “
#
|y0|7{16, λ ą 0
M2, λ ă 0
. Here, M2 is a large but absolute constant. Basing on these
arguments, we can take
T “
#
τ, λ ă 0
T “ 4πxp0qp|y0|´|y0|9{10q|λ| , λ ą 0,
where τ ą 0 is a small but absolute constant.
By analyzing (6.5), using Lemma 5.6, we obtain
|xn`1ptq ´ xp0q| ď C
ż t
0
|ℜt 9xn`1pτqu|dτ ď CTdIptq´3{2 ď C|y0|´1, (6.7)
and
|yn`1ptq ´ yp0q ´ λ
4πxp0q | ď CTdIptq
´3{2 ď C|y0|´1. (6.8)
By Theorem 5, there is a unique solution pUn`1, BαW n`1q P Cpr0, T s;YφptqqˆCpr0, T s;Xφptqq, to
the system (6.3), such that
sup
tPr0,T s
p}pU pn`1q, BαW n`1q}29YφptqˆXφptq ď
1
4
M2λ,he
BnT `
ż T
0
eB
npT´τqN npτqdτ, (6.9)
where by (6.6),
Bn :“ Cp1` }bn1 }Cp;0,T s;Yφptqqq ď C ` C sup
0ďtďT
|λ|dpnqI ptq´5{2 :“ γnpT q,
and
N nptq :“}Rnα}2Xφptq ` }Gn}29Yφptq ` C}b
n
1 }29Yφptq
ďCM2λ,h ` Cλ2dI,nptqq´3 ď Cm20 ` Cλ2dI,nptq´7{2 :“ βnptq.
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Case 1: λ ă 0. By Lemma 5.12, we have dI,nptq ě 12 pdI,0 ` |λ|4πxp0q tq. So
γnptq ď Cm0 ` Cλ2pdI,0 ` |λ|tq´3 ď Cm0 ` Cλ2d´3I,0, βnptq ď Cm20 ` Cλ2pdI,0 ` |λ|tq´7{2.
Denote
γ0 :“ Cm0 ` Cλ2d´3I,0.
So we have
sup
tPr0,T s
p}pU pn`1q, BαW n`1q}2YφptqˆXφptq ď
1
4
m20e
γ0T ` C
ż T
0
eγ0pT´τq
λ2
pdI,0 ` |λ|tq7{2
dτ
ď1
4
M2λ,he
γ0T ` Ceγ0T |λ|
d
5{2
I,0
.
Choosing T ď 1
γ0
and |λ|2 « |dI,0|3{2 " 1. Then Ceγ0T |λ|
d
5{2
I,0
ď C
dI,0
. So we have
sup
tPr0,T s
p}pU pn`1q, BαW n`1q}29YφptqˆXφptq ď m
2
0 ` C
1
dI,0
. (6.10)
Similarly, we obtain
sup
0ďtďT
}Un`1p¨, tq}2L2 ď 1, sup
0ďtďT
}Un`1p¨, tq}L8 ďM8.
Therefore, pW n`1, Un`1, tzn`1j uq satisfies (AS2) and (AS5).
Case 2: λ ą 0. Let’s again consider the situation when |y0| " 1. So we take T “ 4πxp0qp|y0|´|y0|
9{10q
|λ| .
Using the similar argument, we have
sup
tPr0,T s
dIptq ě 1
2
d
9{10
I,0 , (6.11)
and
sup
tPr0,T s
p}pU pn`1q, BαW n`1q}2YφptqˆXφptq ď m20 ` C
1
d
3{4
I,0
. (6.12)
So pW n`1, Un`1, tzn`1j uq satisfies (AS2) and (AS5).
Let Σn`1ptq be the curve parametrized by Zn`1pα, tq, and let Ωn`1ptq be the region bounded
above by Σn`1ptq. Define Un`1 by
Un`1pZ, tq “ 1
2πi
ż 8
´8
Zn`1β pβ, tq
Z ´ Zn`1pβ, tqF
n`1pβ, tqdβ.
Estimate |Zn`1pα, tq ´ Zpn`1qpβ, tq| : Since Zn`1pα, tq “ α` pI `HqUn`1, we have
BtpZn`1pα, tq ´ Zn`1pβ, tqq “rpF¯npα, tq ´ F¯npβ, tqq ` pQ¯npα, tq ´ Q¯npβ, tqqs
´ pbnpα, tqZn`1α pα, tq ´ bnpβ, tqZn`1β pβ, tqq.
Note thatˇˇˇ
rpF¯npα, tq ´ F¯ pβ, tqq ` pQ¯npα, tq ´ Q¯pβ, tqqs ´ pbnpα, tqZαpα, tq ´ bnpβ, tqZβpβ, tqq
ˇˇˇ
ďCMλ,h|α´ β|.
(6.13)
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So we obtain
|Z0pαq´Z0pβq|´CMλ,h|α´β|t ď |Zn`1pα, tq´Zn`1pβ, tq| ď |Z0pαq´Z0pβq|t`CMλ,h|α´β|. (6.14)
So we obtain
1
2
C0|α´ β| ď |Zn`1pα, tq ´ Zn`1pβ, tq| @ α, β P R, t P r0, T s. (6.15)
So pZn`1, Fn`1, tzn`1j uq satisfies (AS3).
By (6.7), (6.8), and (6.15), pW n`1, Un`1, tzn`1j uq satisfies (AS4). So pW n`1, Un`1, tzn`1j uq P ST .
Error estimates and convergence of the approximate solutions. We show that tpW k, F k, tzkj uqu
is a Cauchy sequence in some Banach space. Let
V k`1 :“ ´ℜtrF¯ k`1,Hsp 1BαZk ´ 1qu `R
k. (6.16)
Denote $’’’’’’’’’&’’’’’’’’’%
Uˆ “ Uk`1 ´ Uk,
Gˆ “ “ ´pbk ´ bk´1qBαUk ´ pAk ´Ak´1qΛW k `Gk ´Gk´1,
Vˆ “ ´pbk ´ bk´1qBαW k ` V k`1 ´ V k,
Zˆ “ Zk`1 ´ Zk,
Wˆ “ W k`1 ´W k,
zˆj “ zk`1j ´ zkj .
(6.17)
Then Uˆ and Wˆ satisfy $’&’%
D
pkq
t Uˆ “ ´AkΛWˆ ` Gˆ,
D
pkq
t Wˆ “ ´Uˆ ` Vˆ ,
Uˆp¨, 0q “ 0, Wˆ p¨, 0q “ 0.
(6.18)
And zˆj satisfies #
d
dt
zˆj “ Ukerror ` SPkerror,
zˆjp0q “ 0.
(6.19)
Here,
Ukerror “ Ukpzkj ptq, tq ´ Uk´1pzk´1j ptq, tq,
and
SPkerror “
ÿ
1ďlď2
l‰j
λli
2π
´ 1
zkl ptq ´ zkj ptq
´ 1
zk´1l ptq ´ zk´1j ptq
q.
Denote
E
kptq :“ }pFˆ , Wˆ q}2H4ˆH4 ` |tzˆju|2. (6.20)
It’s elementary to check that
|zˆjptq|2 ď CM2λ,htEk´1ptq. (6.21)
Using Lemma 5.11, we have
}Vˆ }H4 ` }Gˆ}H4 ď CMλ,hEk´1. (6.22)
Using energy estimates, we obtain
}pFˆ , Hˆq}2H4ˆH4 ď CM2λ,htEk´1. (6.23)
ON THE TRANSITION OF THE RAYLEIGH-TAYLOR INSTABILITY 43
To estimate Zˆ, using (6.4), we obtain
}Zˆ}H4 ď CM2λ,htEk´1. (6.24)
So we obtain
E
kptq ď CM2λ,htEk´1. (6.25)
By (5.4) and (5.5) and the assumption that |y0| large, we have
sup
0ďtďT
E
kptq ď c sup
0ďtďT
E
k´1ptq, (6.26)
for some constant 0 ă c ă 1. So pW n, Un, tznj uq and therefore pZn ´ α,Fn, tznj uqq is a Cauchy
sequence in Cpr0, T s;H4 ˆH4 ˆ C2q. So
pW n, Un, tznj uq Ñ pW,U, tzjuq (6.27)
in Cpr0, T s;H4 ˆH4 ˆC2q. Since pBαW n, Unq is bounded in Cpr0, T s;Xφptq ˆ Yφptqq, we have
pWα, Uq P Cpr0, T s;Xφptq ˆ Yφptqq.
Also,
Qn Ñ ´
2ÿ
j“1
λji
2π
1
Zpα, tq ´ zjptq in Cpr0, T s;Yφptqq. (6.28)
bn Ñ b “ ℜtrDtZ,Hsp 1
Zα
´ 1qu ` 2ℜtQu ` 2ℜtF u in Cpr0, T s;Yφptqq, (6.29)
Let Σptq be the curve parametrized by Zpα, tq andn Ωptq the region bounded above by Σptq.
Then we have
Unpz, tq Ñ 1
2πi
ż
Zβpβ, tq
z ´ Zpβ, tqF pβ, tqdβ uniformly in Ωptq. (6.30)
So we can verify that
9zjptq “ Upzjptq, tq `
ÿ
1ďkď2
k‰j
λki
2π
1
zkptq ´ zjptq
, (6.31)
and tzjptqu P C2pr0, T s; Ωptqq. So pW,U, tzjuq is the unique solution to (2.29) on r0, T s. So we
complete the proof of the theorem. 
7. Applications: sign changing of the Taylor sign coefficient
In this section, we apply Theorem 3 to prove Theorem 4.
Given appropriate initial data pW0, U0, tz1,0, z2,0uq and λ ą 0, we solve the water waves backward
and forward in time. Note that the backward evolution is equivalent to solving the forward in time
water waves with the same initial data pW0, U,tz1,0, tz2,0uq but with λ replaced by ´λ. We choose
|λ| “ Op|y0|3{2q.
(1) If λ ą 0, the point vortices travel toward the free interface. At time T0 “ 4πxp0qp|y0|´|y0|
9{10q
|λ| ,
the distance between the point vortices and the free interface is « |y0|9{10. This distance is
significantly smaller than the initial one, so we can show that infαPRA1pα, T0q ď ´η1, for
arbitrary large η1 ą 0, provided that we choose |y0| sufficiently large.
(2) If λ ă 0, the point vortices travel away from the free interface. At time T0 “ Op1q, the
distance between the point vortices and the free interface is « |y0|3{2. This distance is
significantly larger than the initial one, so we can show that infαPRA1pα, T0q ě 1´ η0, for
arbitrary small η0 ą 0, provided that we choose |y0| sufficiently large.
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7.1. The Taylor sign coefficient. Let A1 :“ A|Zα|2. we have
Proposition 1. (Corollary 4.2 in [44]) Let pZ,F, tzjuq be a solution to the water waves system
such that pZα ´ 1,DtZq P Cpr0, T0s;H2 ˆH2q, then we have
A1 “1` 1
2π
ż |DtZpα, tq ´DtZpβ, tq|2
pα´ βq2 dβ ´ Im
! Nÿ
j“1
λji
2π
´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯
pDtZ ´ 9zjptqq
)
.
(7.1)
Corollary 7.1. Let pZ,F, tzjuq be a solution to the water waves system such that pZα ´ 1,DtZq P
Cpr0, T0s;H2 ˆH2q. Fix a time t P r0, T0s. Assume that Zpα, tq “ α, DtZ “
ř2
j“1
λji
2π
1
α´ zjptq
.
Assume z1ptq “ ´xptq ` iyptq, z2ptq “ xptq ` iyptq, with xptq ą 0, yptq ă 0, and λ1 “ ´λ2 :“ λ.
We simply write xptq, yptq as x, y. Then
A1pα, tq “1` λ
2
π2
3yα4 ` px2 ` y2qyp3x2 ´ y2 ` 2α2q
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2
` λ
2
4π2
α2x2 ` x4 ` 5x2y2
ppα` xq2 ` y2qppα ´ xq2 ` y2qpx2 ` y2q|y| .
(7.2)
The detail calculation for (7.2) is in §A.1.
To simplify (7.2), we take x « 1 and |y| " 1. We will take |λ| “ Op|y|3{2q. Direct calculation
yields the following lemma.
Lemma 7.1. Let x ď 1 and |y| " 1 and λ2 ď C|y|3, where C ą 0 is a given constant. Then
sup
αPR
λ2
4π2
α2x2 ` x4 ` 5x2y2
ppα` xq2 ` y2qppα ´ xq2 ` y2qpx2 ` y2q|y| ď
C 1
y2
, (7.3)
sup
αPR
λ2
π2
ˇˇˇ3yα4 ` px2 ` y2qyp3x2 ´ y2 ` 2α2q
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2 ´
3yα4 ` y3p´y2 ` 2α2q
pα4 ` y4 ` 2α2y2q2
ˇˇˇ
ď C
1
y2
, (7.4)
for some constant C 1 depending on C only. In particular, we have
|A1pα, 0q ´Gpα; y, λq| ď C
1
y2
, (7.5)
where
Gpα; y, λq :“ 1` λ
2
π2
3yα4 ` y3p´y2 ` 2α2q
pα4 ` y4 ` 2α2y2q2 . (7.6)
Denote γ :“ λ2
π2|y|3
. Assume α “ k|y|, we have 13
fpγ, kq :“ Gpα; y, λq “ 1´ γgpkq, (7.7)
where
gpkq “ 3k
4 ` 2k2 ´ 1
pk2 ` 1q4 .
By routine calculus, we have
1. gpkq obtains its absolute maximum 1
4
at k “ ˘1.
2. gpkq obtains its absolute minimum ´1 at k “ 0.
So we conclude that
i. For γ ă 4, we have fpγ, kq ą 0 for all k P R.
13Recall that y ă 0.
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ii. For γ ą 4, we have fpγ,˘1q ă 0.
iii. fp4,˘1q “ 0, which is equivalent to Gp˘|y|;´|y|, 2π|y|3{2q “ 0.
7.2. The case λ1 “ ´λ2 ą 0 (travel upward).
7.2.1. Initial data. Fix |y0| " 1, x0 “ 1, and γ ą 0 (independent of |y0|). Assume that λ ą 0 and
let λ “ γ1{2π|y0|3{2. Let
z1p0q “ ´x0 ` ipy0 ´ 1q, z2p0q “ x0 ` ipy0 ´ 1q. (7.8)
Choosing the initial W0 and U0 such that
}pBαW0, U0q}X10ˆY10 ` }W0}L2 ď
1
|y0| . (7.9)
We assume that U0 and W0 are odd functions. Denote Qpα, tq “ λ2πi 1Zpα,tq´z1ptq ´ λ2πi 1Zpα,tq´z2ptq .
We use L0 “ 10 and δ0 “ 1000. In this case, dI,0 ą |y0|.
7.2.2. Some basic estimates. By Theorem 3, there exists T0 ą 0 such that (2.15) admits a unique
solution pW,U, tz1ptq, z2ptquq on r0, T0s such that
(1) T0 “ |y0|´|y0|
9{10
|λ|
4πx0
.
(2) Define Z “ α` pI `HqW and F “ pI `HqU . For all t P r0, T0s,
}pZαp¨, tq ´ 1, F p¨, tqq}Cpr0,T0s;H4ˆ 9H4q ď
C
|y0|3{8
, }F }Cpr0,T0s;L2q ď 1. (7.10)
Here, 9H4 represents the homogeneous Sobolev space 9H4.
(3) For each fixed t P r0, T0s, W p¨, tq and Up¨, tq are odd functions, and ℜtz1ptqu “ ´ℜtz2ptqu,
ℑtz1ptqu “ ℑtz2ptqu.
(4) sup0ďtďT0 dIptq ě 12 |y0|9{10.
(5) For 0 ď t ď T0,
}Q}L8 “
∥
∥
∥
∥
λ
2π
´ 1
Zpα, tq ´ z1ptq ´
1
Zpα, tq ´ z1ptq
¯∥∥
∥
∥
L8
ď C|λ|dIptq´2 ď C|y0|´3{10.
We simply bound }DtZp¨, tq}L8 by
sup
tPr0,T0s
}DtZp¨, tq}L8 ď sup
0ďtďT0
p}F p¨, tq}L8 ` }Qp¨, tq}L8q ď 1, (7.11)
and simply bound b by
sup
0ďtďT0
}bp¨, tq}L8 ď 1. (7.12)
Using
Zpα, tq ´ α “
ż t
0
Bτ pZpα, τq ´ αqdτ
“
ż t
0
DτZpα, τq ´ bpα, τqZαpα, τqdτ,
we obtain
}Zpα, tq ´ α}H4 ď C sup
tPr0,T0s
p}DtZp¨, tq}L8 ` }bp¨, tq}L8qt ď C|y0|´1{2 ď C|y0|´1{2. (7.13)
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7.2.3. The velocity of the point vortices. We have
d
dt
z1ptq “ ´ λi
2π
1
z1ptq ´ z2ptq
` Upz1ptq, tq “ λi
4πxptq ` Upz1ptq, tq,
d
dt
z2ptq “ λi
2π
1
z2ptq ´ z1ptq
` Upz2ptq, tq “ λi
4πxptq ` Upz2ptq, tq.
(7.14)
(5.35) implies
|Upzjptq, tq| ď CdIptq´1{2 ď C|y0|´9{20. (7.15)
An application of (5.38) yields
| d
dt
xptq| ď C|dIptq|´3{2 ď C|y0|´27{20, for 0 ď t ď T0. (7.16)
So
1´ C|y0|´27{20t ď xptq ď 1` C|y0|´27{20t, 0 ď t ď T0. (7.17)
Integrating (7.14) in time, using (7.15) and (7.17), we obtain#
z1ptq “ ´x0 ` ipy0 ` λ4πx0 tq `Opt|y0|´9{20q,
z2ptq “ x0 ` ipy0 ` λ4πx0 tq `Opt|y0|´9{20q
(7.18)
In particular, at T0 “ 4πx0p|y0|´|y0|
9{10q
|y0|3{2
,
z1pT0q “ ´|x0| ´ i|y0|9{10 `Op 1|y0|19{20
q, z2pt0q “ |x0| ´ i|y0|9{10 `Op 1|y0|19{20
q (7.19)
7.2.4. The Taylor sign at T0. By (7.1), at T0,
A1pα, T0q “1` 1
2π
ż |DtZpα, T0q ´DtZpβ, T0q|2
pα´ βq2 dβ
´ ℑ
! 2ÿ
j“1
λji
2π
´
pI ´Hq ZαpZpα, T0q ´ zjpt0qq2
¯
pDtZ ´ 9zjpT0qq
)
.
Denote
G1pα;x, y, λq :“ λ
2
π2
3yα4 ` px2 ` y2qyp3x2 ´ y2 ` 2α2q
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2 . (7.20)
G2pα;x, y, λq :“ λ
2
4π2
α2x2 ` x4 ` 5x2y2
ppα` xq2 ` y2qppα ´ xq2 ` y2qpx2 ` y2q|y| . (7.21)
Proposition 2. Choosing the initial data as in §7.2.1, then
A1pα, T0q “ 1`G1pα; 0,´|y0|9{10, λq `Op 1|y0|1{2
q. (7.22)
Decomposing the integral term in (7.1) as follows:
1
2π
ż |DtZpα, tq ´DtZpβ, tq|2
pα´ βq2 dβ “
1
2π
ż |Qpα, tq ´Qpβ, tq|2
pα´ βq2 dβ `
1
2π
ż |F pα, tq ´ F pβ, tq|2
|α´ β|2 dβ
` 1
π
ż
ℜ
pF pα, tq ´ F pβ, tqqQpα, tq ´Qpβ, tq
pα´ βq2 dβ
:“I1pα, tq ` I2pα, tq ` I3pα, tq.
First, direct calculation yields the following estimates for I1, I2, and I3.
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Lemma 7.2. For 0 ď t ď T0, we have
|I1pα, tq| ` |I2pα, tq| ` |I3pα, tq| “ Op 1|y0|1{2
q. (7.23)
Proof. For I1, we have
I1 “
ż
|α|ď|y0|1{2
|Qpα, tq ´Qpβ, tq|2
pα´ βq2 dβ `
ż
|α|ě|y0|1{2
|Qpα, tq ´Qpβ, tq|2
pα´ βq2 dβ :“ I11 ` I12.
We use (5.30) to bound Qpα,tq´Qpβ,tq
α´β byˇˇˇ
Qpα, tq ´Qpβ, tq
α´ β
ˇˇˇ
ď }BαQp¨, tq}L8 ď C|λ|dIptq´5{2 ď C|y0|´3{4.
Therefore,
I11 ď
ż
|α|ď|y0|1{2
}BαQp¨, tq}2L8dα
ďC|y0|1{2|y0|´3{2 “ C|y0|´1.
For I12,
I12 ď2}Q}2L8
ż
|α´β|ě|y0|1{2
1
pα´ βq2 dβ ď C|y0|
´1.
So we obtain I1pα, tq| ď C|y0|´1. Using the same argument, we obtain
I2 ď C|y0|´1{2.
For I3, using Cauchy-Schwarz inequality, we have I3 ď 2pI1 ` I2q. So we conclude the proof of the
lemma. 
Second, we manipulate ´Im
!ř2
j“1
λj i
2π
´
pI ´Hq Zα
pZpα,tq´zjptqq2
¯
pDtZ ´ 9zjptqq
)
.
Lemma 7.3. For 0 ď t ď T0, we have
´Im
! 2ÿ
j“1
λji
2π
´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯
pDtZ ´ 9zjptqq
)
“ G1pα; 0, yptq, λq `Op 1|y0|1{2
q.
Proof. Indeed, by Corollary A.2,
´ Im
! 2ÿ
j“1
λji
2π
´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯
pDtZ ´ 9zjptqq
)
“ ´
2ÿ
j“1
λj
π
Re
! DtZ ´ 9zj
c
j
0pα´ wj0q2
)
, (7.24)
where
c
j
0 “ pΦ´1qzpωj0q, ωj0 “ Φpzjq. (7.25)
We claim that 14
c
j
0 “ 1`Op
1
|y0| q, ω
j
0 “ zjptq `Op
1
|y0|19{20
q, t P r0, T0s. (7.26)
Indeed, since Φ´1 has boundary value Zpα, tq, we have
Φ´1pz, tq ´ z “ 1
2πi
ż 8
´8
1
z ´ β pZpβ, tq ´ βqdβ (7.27)
14(7.26) is certainly not optimal. Indeed, most of the estimates in this section are quite rough. It is not our goal
to obtain optimal estimates.
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Expanding Φpz, tq about zjptq, we obtain
ω
j
0 ´ zjptq “Φpzjptq, tq ´ zjptq “ Φpzjptq, tq ´ ΦpΦ´1pzjptq, tq, tq
ď}Φz}L8 |Φ´1pzjptq, tq ´ zjptq|
ď 1
π
ż 8
´8
1
|zjptq ´ β| |Zpβ, tq ´ β|dβ
ďCdIptq´1{2
´ż
R
|Zpβ, tq ´ β|2dβ
¯1{2
.
Using (7.13) and (7.18), we obtain
|ωj0 ´ zjptq| ď Cp|y0|9{10q´1{2|y0|´1{2 ď C|y0|´19{20. (7.28)
Taking Bz on both sides of (7.27) yields
pΦ´1qzpz, tq “ 1´ 1
2πi
ż 8
´8
1
pz ´ βq2 pZpβ, tq ´ βqdβ.
By (7.13), Cauchy-Schwarz and ωj0 “ zjptq `Op 1|y0|19{20 q, we obtain
|Φ´1z pωj0, tq ´ 1| ď
ˇˇˇ ż 8
´8
1
pωj0ptq ´ βq2
pZpβ, tq ´ βqdβ
ˇˇˇ
ď C|y0|´1.
So we obtain |cj0 ´ 1| ď C|y0|´1 and therefore verify (7.26).
Decomposing DtZ “ F¯ ` Q¯. We use the following rough estimateˇˇˇ 2ÿ
j“1
λj
π
Q¯
c
j
0pα´ ωj0q2
ˇˇˇ
ď C|y|´1.
Using the symmetry λ1 “ ´λ2, the estimate }F }L8 ď C|y0|´1{3 (from Theorem 3), (7.25), we
obtain ˇˇˇ 2ÿ
j“1
λj
π
F¯
c
j
0pα´ ωj0q2
ˇˇˇ
ď C|λ|dIptq´3}F }L8 ď C|y0|´1.
The same argument gives ˇˇˇ 2ÿ
j“1
λj
π
Upzjptq, tq
c
j
0pα´ ωj0q2
ˇˇˇ
ď C|y0|´1.
Using (7.26) and the symmetry λ1 “ ´λ2, it is straightforward to verify that
1
c
j
0pα´ ωj0q2
“ 1pα´ zjptqq2 `Op
1
dIptq3 |y0|
´19{20q.
using λ “ Op|y0|3{2q and dIptq ě C|y0|9{10, we have
2ÿ
j“1
λj
π
Re
! λi
4πxptq
c
j
0pα´ wj0q2
)
“
2ÿ
j“1
λj
π
Re
! λi
4πxptq
pα´ zjptqq2
)
`Op|y0|´1{2q.
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Since 9zjptq “ λi4πxptq ` U¯pzjptq, tq, we obtain
´ Im
! 2ÿ
j“1
λji
2π
´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯
pDtZ ´ 9zjptqq
)
“´
2ÿ
j“1
λj
π
ℜ
! ´ 9zj
c
j
0pα´ wj0q2
)
`Op|y0|´1q
“ ´
2ÿ
j“1
λj
π
ℜ
! ´ λi
4πxptq
pα´ zjptqq2
)
`Op|y0|´1q
“λ
2
π2
3yptqα4 ` pxptq2 ` yptq2qyptqp3xptq2 ´ yptq2 ` 2α2q
pα4 ` pxptq2 ` yptq2q2 ` 2α2pyptq2 ´ xptq2qq2 `Op|y0|
´1q,
where the last equality follows from
´
2ÿ
j“1
λj
π
ℜ
! ´ λi
4πxptq
pα´ zjptqq2
)
“ λ
2
π2
3yptqα4 ` pxptq2 ` yptq2qyptqp3xptq2 ´ yptq2 ` 2α2q
pα4 ` pxptq2 ` yptq2q2 ` 2α2pyptq2 ´ xptq2qq2 . (7.29)
For the calculation of (7.29), see §A.1. So we obtain
´ Im
! 2ÿ
j“1
λji
2π
´
pI ´Hq ZαpZpα, tq ´ zjptqq2
¯
pDtZ ´ 9zjptqq
)
“G1pα;xptq, yptq, λq `Op|y0|´1q.
Finally, using (7.4) and |yptq| ě C|y0|9{10, we obtain
G1pα;xptq, yptq, λq “ G1pα; 0, yptq, λq `Op 1|y0|1{2
q. (7.30)
So we conclude the proof of the lemma.

Proof of Proposition 2. Proposition 2 follows from Lemma 7.2, ypT0q “ ´|y0|9{10, and Lemma
7.3. 
Now we are able to calculate A1p¨, T0q. Note that
1`G1p|y0|9{10; 0,´|y0|9{10, λq “ Gp|y0|9{10;´|y0|9{10, λq “ 1´ λ
2
π2p|y0|9{10q3
ˆ 1
4
.
Therefore, (7.30) and Proposition 2, we have
A1p|y0|9{10, T0q “1`G1p|y0|9{10; 0,´|y0|9{10, λq `Op 1|y0|1{2
q
“1´ λ
2
pπ2|y0|9{10q3
ˆ 1
4
`Op 1|y0|1{2
q
“1´ γ|y0|
3
4π2|y0|27{10
`Op 1|y0|1{2
q
“1´ γ|y0|
3{10
4π2
`Op 1|y0|1{2
q.
So for any given η1, choosing |y0| ě
´
4π2pη1`1q
γ
¯10{3
, we have
A1 ď ´η1.
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7.3. The case λ1 “ ´λ2 ă 0 (Travel downward). To distinguish from the case that λ ą 0,
we write the solution as pW´, U´, tzj,´uq, and denote the corresponding Taylor sign coefficient by
A1,´. Denote the strength of the j-th point vortex by λj,´, j “ 1, 2. We take
λ1,´ “ ´|λ|, λ2,´ “ |λ|,
so the point vortices travel downward. Z´ and F´ are defined as
Z´pα, tq “ α` pI `HqW´, F´ “ pI `HqU´.
7.3.1. The initial data. Choosing the same initial data as in §7.2.1: Let x0, y0, U0, W0 and γ be
the same as in §7.2.1. Let
z1,´p0q “ ´x0 ` ipy0 ´ 1q, z2,´p0q “ x0 ` ipy0 ´ 1q. (7.31)
We use L0 “ 10 and δ0 “ 1000.
By Theorem 3, there exists T0,´ ą 0 such that (2.15) admits a unique solution
pBαW´, U´, tz1,´p0q, z2,´p0quq
satisfying
(1) T0,´ “ Op1q. In particular, T0,´ does not depend on |y0|.
(2) At T0,´,
dIpT0,´q “ Op|λ|q “ Op|y0|3{2q.
(3) W and U are odd functions, and ℜtz1ptqu “ ´ℜtz2ptqu, ℑtz1ptqu “ ℑtz2ptqu.
(4) For 0 ď t ď T0,´, we have 12 ď xptq ď 2, and ypT0,´q ě |y0| ` |λ|16πT0,´. Then we have
QpT0,´q ď C |λ|
dIpT0,´q2 ď C
|λ|
|λ|2 ď C|y0|
´3{2.
We simply bound DtZ´ by the rough estimate
}DtZ´p¨, T0,´q}L8 ď }F´p¨, T0,´q}L8 ` }Qp¨, T0,´q}L8 ď 1.
Using
| 9zj,´ptq| “ |λ|
4πx0
`Op1q,
we obtain ˇˇˇ
Im
! 2ÿ
j“1
λj,´i
2π
´
pI ´Hq BαZ´pZ´pα, tq ´ zj,´ptqq2
¯
pDtZ´ ´ 9zj,´ptqq
)ˇˇˇ
ď
ˇˇˇ
Im
! 2ÿ
j“1
λj,´i
2π
´
pI ´Hq BαZ´pZ´pα, tq ´ zj,´ptqq2
¯)ˇˇˇ 2ÿ
j“1
|DtZ´ ´ 9zj,´ptq|
ďC |λ|
dIpT0,´q3 p}F´}L
8 ` }Q}L8 ` |λ|q
ďC |λ|
2
p|λ|T0,´q3
ďC 1|λ|T 30,´
.
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Since T0,´ does not depend on |λ|, for given η0 P p0, 1q, we can take |λ| sufficiently large such that
C 1
|λ|T 3
0,´
ď η0. So we have
A1,´pα, T0,´q ě 1´
ˇˇˇ
Im
! 2ÿ
j“1
λji
2π
´
pI ´Hq BαZ´pZ´pα, tq ´ zj,´ptqq2
¯
pDtZ´ ´ 9zj,´ptqq
ˇˇˇ
ě 1´ η0. (7.32)
7.4. Conclude the proof of Theorem 4. Let λ ą 0. Let pW,U, tzjuq and pW´, U´, tzj,´uq be
the solution constructed in §7.2 and §7.3, respectively. Let pW˜ , U˜ , tz˜juq be the solution to (2.33)
with initial data $’&’%
W˜ p¨,´T0,´q :“W´p¨, T0,´q,
U˜p¨,´T0,´q :“ U´p¨, T0,´q,
z˜jp´T0,´q :“ zj,´pT0,´q.
(7.33)
Since (2.33) is time reversible and translation invariant in time, by the uniqueness of solutions, we
have
W˜ p¨, tq “W´p¨, T0,´ ´ tq, U˜p¨, tq “ U´p¨, T0,´ ´ tq, z˜jptq “ zj,´pT0,´ ´ tq. (7.34)
In particular,
W˜ p¨, T0,´q “W´p¨, 0q, U˜p¨, T0,´q “ U´p¨, 0q, z˜jpT0,´q “ zj,´p0q.
By the uniqueness of solution again, we have
W˜ p¨, tq “W p¨, tq, U˜p¨, tq “ Up¨, tq, z˜jptq “ zjptq, t P r0, T0s. (7.35)
Denote A˜1 the Taylor sign coefficient corresponding to pW˜ , U˜ , tz˜juq, then
(1) infαPR A˜1pα,´T0,´q ě 1´ η0.
(2) infαPR A˜1pα, T0q ď ´η1.
Up to a time translation t ÞÑ t` T0,´, we conclude the proof of Theorem 4.
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Appendix A. The Taylor sign
Lemma A.1. Let w1, w2 P P´. Thenż 8
´8
1
pβ ´ w1qpβ ´ w2qdβ “
2πi
w2 ´ w1 (A.1)
Proof. w2 is the only residue of
1
pβ´w1qpβ´w2q
in P`. By residue Theorem,ż 8
´8
1
pβ ´ w1qpβ ´w2qdβ “
2πi
w2 ´ w1 .

Corollary A.1. Assume further that Zpα, tq “ α, Q¯ “ řNj“1 λji2π 1α´ zjptq . Then we have
1
2π
ż |Q¯pα, tq ´ Q¯pβ, tq|2
pα´ βq2 dβ “
ÿ
1ďj,kďN
λjλk
p2πq2
1
pα´ zjqpα ´ zkq
i
zk ´ zj . (A.2)
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Proof. We have
Q¯pα, tq ´ Q¯pβ, tq “
Nÿ
j“1
λji
2π
β ´ α
pα´ zjqpβ ´ zjq
. (A.3)
So we have ˇˇˇ
Q¯pα, tq ´ Q¯pβ, tq
α´ β
ˇˇˇ2 “ ˇˇˇ Nÿ
j“1
λj
2π
1
pα´ zjqpβ ´ zjq
ˇˇˇ2
“
Nÿ
j“1
Nÿ
k“1
λjλk
p2πq2
1
pα´ zjqpβ ´ zjqpα ´ zkqpβ ´ zkq
(A.4)
Apply lemma A.1, we haveż 8
´8
1
pα´ zjqpβ ´ zjqpα´ zkqpβ ´ zkq
dβ “ 1pα´ zjqpα´ zkq
2πi
zk ´ zj .
So we have
1
2π
ż |Q¯pα, tq ´ Q¯pβ, tq|2
pα´ βq2 dβ “
ÿ
1ďj,kďN
λjλk
p2πq3
1
pα´ zjqpα ´ zkq
2πi
zk ´ zj
“
ÿ
1ďj,kďN
λjλk
p2πq2
1
pα´ zjqpα ´ zkq
i
zk ´ zj .

Lemma A.2. Let z0 P Ωptq. Assume that Zpα, tq “ Φ´1pα, tq, where Φ : Ωptq Ñ P´ is the Riemann
mapping, we have
pI ´Hq 1
Zpα, tq ´ z0 “
2
c1pα´ w0q , c1 “ pΦ
´1qzpw0q, w0 “ Φpz0, tq. (A.5)
Proof. Note that Zpα, tq “ Φ´1pα, tq. So Zpα, tq ´ z0 is the boundary value of Φ´1pz, tq ´ z0 in
the lower half plane. Since Φ´1 is 1-1 and onto, Φ´1pz, tq ´ z0 has a unique zero w0 :“ Φpz0q, so
1
Zpα,tq´z0
has a exactly one pole of multiplicity one. For z near w0, we have
Φ´1pz, tq ´ z0 “ c1pz ´ w0q `
8ÿ
n“2
cnpz ´ w0qn, where c1 “ pΦ´1qzpw0q ‰ 0. (A.6)
Therefore, we have 1
Zpα,tq´z0
´ 1
c1pα´w0q
is holomorphic in P´, and hence
pI ´Hqp 1
Zpα, tq ´ z0 ´
1
c1pα´ w0qq “ 0. (A.7)
Since 1
c1pα´w0q
is holomorphic in P`, we have
pI ´Hq 1
Zpα, tq ´ z0 “ pI ´Hq
1
c1pα´ w0q “
2
c1pα´ w0q . (A.8)

Corollary A.2. Let zjptq P Ωptq. Assume that Zpα, tq “ Φ´1pα, tq, where Φ : Ωptq Ñ P´ is the
Riemann mapping, then
pI ´Hq ZαpZpα, tq ´ zjptqq2 “
2
pΦ´1qzpΦpzjptqqqpα ´ Φpzjptqqq2 (A.9)
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Proof. We have
pI ´Hq ZαpZpα, tq ´ zjptqq2 “ ´BαpI ´Hq
1
Zpα, tq ´ zjptq
“ ´ Bα 2pΦ´1qzpΦpzjptqqqpα ´ Φpzjptqqq
“ 2pΦ´1qzpΦpzjptqqqpα ´ Φpzjptqqq2 .

Corollary A.3. Assume that Zpα, tq “ Φ´1pα, tq, where Φ : Ωptq Ñ P´ is the Riemann mapping
A1 “ 1` 1
2π
ż |DtZpα, tq ´DtZpβ, tq|2
pα´ βq2 dβ ´
Nÿ
j“1
λj
π
Re
! DtZ ´ 9zj
c
j
0pα´ wj0q2
)
, (A.10)
where
c
j
0 “ pΦ´1qzpωj0q, ωj0 “ Φpzjq. (A.11)
A.1. The proof of Corollary 7.1.
Proof. we calculate ´Imtř2j“1 λj iπ 1pα´zjq2 pDtZpαq ´ 9zjqu. We have
9zj “ λi
4πx
.
We have
2ÿ
j“1
λji
π
1
pα´ zjq2 “
λi
π
p 1pα´ z1q2 ´
1
pα´ z2q2 q “
λi
π
pα´ z2q2 ´ pα´ z1q2
pα´ z1q2pα´ z2q2
“λi
π
pz1 ´ z2qp2α ´ z1 ´ z2q
pα´ z1q2pα´ z2q2
We have
ztpαq “ λi
2π
p 1
α´ z1 ´
1
α´ z2 q “
λi
2π
z1 ´ z2
pα´ z1qpα ´ z2q
So we have
2ÿ
j“1
λji
π
1
pα´ zjq2 ztpαq “ ´
λ2
2π2
|z1 ´ z2|2p2α ´ 2yiq
|α´ z1|2|α´ z2|2pα ´ z1qpα´ z2q
“ ´ λ
2
2π2
8x2pα´ yiqpα´ z1qpα´ z2q
|α´ z1|4|α´ z2|4
“´ 4λ
2x2
π2
pα´ yiqpα2 ´ x2 ´ y2 ` 2yαiq
ppα ` xq2 ` y2q2ppα´ xq2 ` y2q2 ,
here, we’ve used
pα´ z1qpα´ z2q “ α2 ´ αpz1 ` z2q ` z1z2 “ α2 ´ x2 ´ y2 ´ 2yαi.
Use also that
ppα` xq2 ` y2q2ppα´ xq2 ` y2q2 “ pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2,
54 QINGTANG SU
we have
´Imt
2ÿ
j“1
λji
π
1
pα´ zjq2 ztpαqu “Im
!4λ2x2
π2
pα´ yiqpα2 ´ x2 ´ y2 ` 2yαiq
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2
)
“4λ
2x2
π2
2yα2 ´ ypα2 ´ x2 ´ y2q
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2
“4λ
2x2
π2
yα2 ` ypx2 ` y2q
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2
We have
2ÿ
j“1
λji
π
1
pα´ zjq2 p´ 9zjq “ ´
λi
4πx
2ÿ
j“1
λji
π
1
pα´ zjq2
“´ λi
π
pz1 ´ z2qp2α ´ z1 ´ z2q
pα´ z1q2pα´ z2q2
λi
4πx
“´ λ
2
π2
α´ yi
pα´ z1q2pα ´ z2q2
“´ λ
2
π2
pα´ yiqpα ´ z1q2pα´ z2q2
|α´ z1|4|α´ z2|4
“´ λ
2
π2
pα´ yiqpα2 ´ x2 ´ y2 ´ 2yαiq2
|α´ z1|4|α´ z2|4
“´ λ
2
π2
pα´ yiqppα2 ´ x2 ´ y2q2 ´ 4y2α2 ` 4yαpα2 ´ x2 ´ y2qiq
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2
So
´Im
! 2ÿ
j“1
λji
π
1
pα´ zjq2 p´ 9zjq
)
“λ
2
π2
4yα2pα2 ´ x2 ´ y2q ´ yppα2 ´ x2 ´ y2q2 ´ 4y2α2q
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2 .
So we obtain
´ Imt
2ÿ
j“1
λji
π
1
pα´ zjq2 pDtZpαq ´ 9zjqu
“4λ
2x2
π2
yα2 ` ypx2 ` y2q
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2
` λ
2
π2
4yα2pα2 ´ x2 ´ y2q ´ yppα2 ´ x2 ´ y2q2 ´ 4y2α2q
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2
“λ
2
π2
3yα4 ` px2 ` y2qyp3x2 ´ y2 ` 2α2q
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2
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On the other hand, we haveÿ
1ďj,kď2
λjλk
p2πq2
1
pα´ zjqpα´ zkq
i
zk ´ zj
“ λ
2
4π2
1
|α´ z1|2
i
z¯1 ´ z1 `
λ2
4π2
1
|α´ z2|2
i
z¯2 ´ z2 ´
λ2
4π2
1
pα´ z1qpα ´ z¯2q
i
z¯2 ´ z1
´ λ
2
4π2
1
pα´ z2qpα ´ z¯1q
i
z¯1 ´ z2
“ λ
2
4π2
1
pα ` xq2 ` y2
1
´2y `
λ2
4π2
1
pα´ xq2 ` y2
1
´2y
` λ
2
4π2
pα2 ´ x2 ` y2qy ´ 2x2y
ppα` xq2 ` y2qppα ´ xq2 ` y2qpx2 ` y2q
“ λ
2
4π2
α2x2 ` x4 ` 5x2y2
ppα ` xq2 ` y2qppα ´ xq2 ` y2qpx2 ` y2q|y|
So we obtain
A1pαq “1` λ
2
π2
3yα4 ` px2 ` y2qyp3x2 ´ y2 ` 2α2q
pα4 ` px2 ` y2q2 ` 2α2py2 ´ x2qq2
` λ
2
4π2
α2x2 ` x4 ` 5x2y2
ppα ` xq2 ` y2qppα´ xq2 ` y2qpx2 ` y2q|y| .

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