In this paper, we construct new sequences of asymptotically good convolutional codes. These sequences are obtained from sequences of transitive, self-orthogonal and self-dual block codes that attain the Tsfasman-Vladut-Zink bound. Furthermore, by applying the techniques of expanding, extending, puncturing, direct sum, the u|u + v construction and the product code construction to these block codes, we construct more new sequences of asymptotically good convolutional codes. Additionally, we show that the proposed construction method presented here also works when applied to all sequences of asymptotically good block codes where limj→∞kj /nj and limj→∞dj/nj exist.
Introduction
One of the most challenging open problems in (quantum) coding theory is the existence (or not) of a sequence of asymptotically good cyclic codes. Since cyclic codes are a special case of transitive codes, Stichtenoth gave a great step in this direction (see [27] ). In fact, even constructions of asymptotically good codes is also a hard task (see [6, 7, 10, 27, 29, 30] ). In all these papers, the authors utilized algebraic geometry (AG) codes to construct such good codes. In the case of construction of asymptotically good quantum codes, the situation is not different. More precisely, there exist few works available in the literature dealing with such constructions (see [2-4, 16, 22] ).
Concerning the investigation and the development of the theory of convolutional codes, much effort has been paid [5, 8, 9, 12, 13, 20, [24] [25] [26] . More specifically, constructions of convolutional codes with good or even optimal parameters (for instance, maximum-distance-separable (MDS) codes, i.e., codes attaining the generalized Singleton bound [25] ) are of great interest of several researchers, [8, 12, 17-19, 25, 26] . Certainly, the analogous to convolutional codes is not less important. In other words, constructions of sequences of asymptotically good convolutional codes are challenging and important tasks. However, maybe due to the difficulty inherent in this process, only few works appear in the literature [15, 23] .
In order to contribute with this last topic of research, we present constructions of several new sequences of asymptotically good convolutional codes. These new sequences of convolutional code are constructed algebraically. In order to do this, we start with sequences of transitive, self-orthogonal and self-dual AG block codes shown in [27] , which attain the Tsfasman-Vladut-Zink bound (see Theorem 3.2). In the second step, we construct sequences of convolutional codes having reduced basic generator matrices (non-catastrophic codes). After this, we show that these new sequences of convolutional codes are asymptotically good.
The paper is organized as follows. In Section 2, we review the concepts on convolutional codes. In Section 3, we present the contributions of this work, i.e., constructions of new sequences of asymptotically good convolutional codes. Finally, in Section 4, the final considerations are exhibited.
Review of Convolutional Codes
In this section we present a brief review of convolutional codes. For more details we refer the reader to [1, 5, 11, 14, 24] .
Throughout this paper, q is a prime power and F q is the finite field with q elements. Recall that a polynomial encoder matrix G(D) ∈ F q [D] k×n is called basic if G(D) has a polynomial right inverse. A basic generator matrix is called reduced (or minimal [11, 26] 
where γ i = max 1≤j≤n {deg g ij }, has the smallest value among all basic generator matrices (in this case the overall constraint length γ will be called the degree of the resulting code).
Definition 2.1 [14] A rate k/n convolutional code V with parameters (n, k, γ; m, d f ) q is a submodule of F q [D] n generated by a reduced basic matrix G(D) =
is the free distance of the code.
In the above definition, the weight of an element v(D) ∈ F q [D] n is defined
) is the number of nonzero coefficients of v i (D). Let us consider the field of Laurent series F q ((D)), whose elements are given by u(D) = i u i D i , where u i ∈ F q and u i = 0 for i ≤ r, for some r ∈ Z. The weight of u(D) is defined as wt(u(D)) = Z wt(u i ). A generator matrix G(D) is called catastrophic if there exists a u(D) k ∈ F q ((D)) k of infinite Hamming weight such that u(D) k G(D) has finite Hamming weight. Since a basic generator matrix is non-catastrophic, all the convolutional codes constructed in this paper have non-catastrophic generator matrices.
The Euclidean inner product of two vectors u(D)
We next recall how to construct a convolutional code derived from a block code. This technique was presented first by Piret [24] to binary codes, after generalized by Aly et al. [1] to nonbinary alphabets.
Let C be an [n, k, d] q linear block code with parity check matrix H. We split
where each H i has n columns, obtaining the polynomial matrix
where the matricesH i , for all 1 ≤ i ≤ m, are derived from the respective matrices H i by adding zero-rows at the bottom in such a way that the matrix H i has κ rows in total, where κ is the maximal number of rows among the matrices H i . The matrix G(D) generates a convolutional code with κ rows and memory m. In this context, one has the following result: Theorem 3] Suppose that C ⊆ F n q is a linear code with parameters [n, k, d] q and assume also that H ∈ F (n−k)×n q is a parity check matrix for C partitioned into submatrices H 0 , H 1 , . . . , H m as in eq. (1) such that κ = rk H 0 and rk H i ≤ κ for 1 ≤ i ≤ m and consider the polynomial matrix G(D) as in eq. (2). Then the matrix G(D) is a reduced basic generator matrix of a convolutional code V . Additionally, if d f denotes the free distances of V and d ⊥ is the minimum distance of C ⊥ , then d f ≥ d ⊥ .
Remark 2.2 Alternatively, a convolutional code generated by the polynomial matrix G(D) can be represented by its semi-infinite coefficient matrix G given by
Asymptotically Good Convolutional Codes
In this section we present the contributions of this paper. More precisely, we construct new sequences of asymptotically good convolutional codes. First, we recall some basic concepts necessary for the development of this paper. A subgroup H of the symmetric group S n is called transitive if for any pair (i, j) with i, j ∈ {1, . . . , n}, there exists a permutation ρ ∈ H such that ρ(i) = j. A permutation ρ ∈ S n is called an automorphism of the code
The group Aut(C) ⊆ S n is the group of all automorphisms of C. A code C over F q of length n is called transitive if its automorphism group Aut(C) is a transitive group of S n . An example of transitive codes are the well-known cyclic codes.
Recall that the generalized Singleton bound [26] of an (n, k, γ; m, d f ) q convolutional code is given by d f ≤ (n − k)[⌊γ/k⌋ + 1] + γ + 1. We put s := (n − k)[⌊γ/k⌋ + 1] + γ + 1. Based on this upper bound for d f , we can introduce more precisely the concept of asymptotically good convolutional codes.
Remark 3.1 Note that because both sequences of real numbers (k j /n j ) j≥0 and ((d f ) j /r j ) j≥0 are bounded, then there exist both lim sup j→∞ k j /n j and lim sup j→∞ (d f ) j /r j , and the definition makes sense.
Let us recall the construction of a sequence of asymptotically good transitive codes:
Theorem 3.2 [27, Theorem 1.5] Let q = l 2 be a square. Then the class of transitive codes meets the Tsfasman-Vladut-Zink bound. More precisely, let R, δ ≥ 0 be real numbers with R = 1 − δ − 1/(l − 1). Then there exists a sequence (C j ) j≥0 of linear codes C j over F q with parameters [n j , k j , d j ] q with the following properties: a) All C j are transitive codes. b) n j → ∞ as j → ∞. c) lim j→∞ k j /n j ≥ R and lim j→∞ d j /n j ≥ δ.
The codes shown in Theorem 3.2 are AG codes constructed by applying an asymptotically good tower of function fields over F q (see [27] ). For more details with respect to AG codes, see [28] .
In this paper we only construct sequences of unit-memory convolutional codes, because such codes always achieve the largest free distance among all codes of the same rate (see [20] ). Moreover, we construct reduced basic generator matrices for the new asymptotically good sequences of convolutional codes, i.e., the codes are non-catastrophic. Our first result is given in the following: Theorem 3.3 Let q = l 2 be a prime power, where l ≥ 3 is an integer. Then there exists a sequence of asymptotically good convolutional codes, over F q , derived from transitive codes.
Proof: We adopt the same notation of Theorem 3.2. Let R > 0 and δ > 0 be real numbers with R = 1 − δ − 1/(l − 1). Since lim j→∞ 1/n j = 0 and lim j→∞ k j /n j ≥ R > 0, then it follows that the sequence (k j ) j≥0 of positive integers is not bounded. Taking c = 1, there exists a nonnegative integer j 1 such that k j1 > 1. Analogously, there exists a positive integer j 2 > j 1 such that k j2 > k j1 , otherwise (k j ) j≥0 would be bounded. Assume by induction that we have defined the subsequence for n numbers j 1 < j 2 < . . . < j n , i.e., 1 < k j1 < k j2 < . . . < k jn , where j 1 < j 2 < . . . < j n . Then there exists a positive integer j n+1 > j n such that k jn+1 > k jn , otherwise (k j ) j≥0 would be bounded. Thus we extract a subsequence (k jt ) t≥0 of (k j ) j≥0 with k jt > 1 for each t ≥ 0 and k jt → ∞ as t → ∞. Moreover, it is clear that n jt → ∞ as t → ∞. (Alternatively, because lim j→∞ k j /n j > 0, and since n j → ∞ when j → ∞, there exists a positive integer n 0 such that ∀j > n 0 =⇒ k j > 1).
We first consider the (Euclidean) dual C ⊥ jt of the transitive code C jt constructed in Theorem 3.2, for every t ≥ 0. To simplify the notation we put C jt := C t , for all t ≥ 0. A parity check matrix G t of C ⊥ t is a generator matrix of C t , for all t ≥ 0. We construct a sequence of convolutional codes V t , for all t ≥ 0, generated the by reduced basic matrix
where G * t is the submatrix of G t consisting of the first k t − 1 rows of G t andL t is the matrix consisting of the last row of G t together k t − 2 zerorows at the bottom. The code V t is a unit-memory code with parameters (n t , k t − 1, 1; 1, (d f ) t ) q , t ≥ 0. From Theorem 2.1, one has (d f ) t ≥ d t . It is obvious that lim t→∞ (k t − 1)/n t ≥ R > 0. On the other hand, since s t = n t − k t + 2 and as k t > 1 for all t ≥ 0, then r t = n t and it follows that lim t→∞ (d f ) t /r t > 0. Therefore, we have constructed an asymptotically good sequence (V t ) t≥0 of convolutional codes, as desired.
Theorem 3.4 Let q = l 2 be a prime power, where l ≥ 3 is an integer. Then, for any positive integer γ 0 > 1 there exists a sequence of asymptotically good convolutional codes, over F q , with degree γ = γ 0 .
Proof: By the same reasoning utilized in the first part of the proof of Theorem 3.3, we construct a subsequence (k t ) t≥0 of (k j ) j≥0 such that k t → ∞ as t → ∞ with γ 0 < k 1 < k 2 < . . . < k t < . . ., where n = 1, 2, 3, . . .. Additionally, it is clear that n t → ∞ as t → ∞. (Alternatively, proceeding similarly to the proof of Theorem 3.3, there exists a positive integer n 0 such that, for all j > n 0 it implies that k j > γ 0 ). We then take the dual C ⊥ t of C t , for every t ≥ 0 and consider a parity check matrix G t of C ⊥ t which is a generator matrix of C t . We construct a sequence of convolutional codes V t , for all t ≥ 0, generated by the reduced basic matrix G t (D) = G * t +L t D, where G * t is the submatrix of G t consisting of the first k t − γ 0 rows of G t andL t is the matrix consisting of the last γ 0 rows of G t together k t − 2γ 0 zero-rows at the bottom. The code V t is a unit-memory code with parameters (n t , k t − γ 0 , γ 0 ; 1, (d f ) t ) q , t ≥ 0. We know that s t = n t − k t + γ 0 + 1 and r t = n t . Since lim t→∞ (d f ) t /r t > 0 and lim t→∞ (k t − γ 0 )/n t > 0, the result follows.
We next construct new families of asymptotically good convolutional codes obtained by expanding, extending, puncturing, direct sum, the u|u + v construction and by the product code construction applied to the sequence of transitive codes shown in Theorem 3.2. For more details concerning such techniques of construction, see [11, 21] .
Theorem 3.5 Let q m = l 2 be a prime power, where l ≥ 3 and m > 1 are integers. Then there exists a sequence of asymptotically good convolutional codes, over F q , derived from expansion of transitive codes.
Proof: Let R > 0 and δ > 0 be real numbers with R = 1−δ −1/(l −1). Consider a (sub)sequence (C j ) j≥0 of asymptotically good linear codes C j , over F q m , with parameters [n j , k j , d j ] q m , shown in Theorem 3.2. Let β = {b 1 , b 2 , . . . , b m } be a basis of F q m over F q . We expand all codes C j with respect to β generating codes
⊥ is a generator matrix of β(C j ), for all j ≥ 0. Proceeding similarly as in the proof of Theorem 3.3, the result follows.
Applying the techniques of combining codes, we can get more sequences of asymptotically good convolutional codes.
Theorem 3.6 Let q = l 2 be a prime power, where l ≥ 3 is an integer. Then there exists a sequence of asymptotically good convolutional codes, over F q , derived from: (i) direct sum, (ii) the u|u + v construction, (iii) extension, (iv) puncturing, (v) direct product, of transitive codes.
Proof: We only proof Item (i) since the other items are similar. To do this, let us consider the sequence of direct sum codes C j ⊕ C j with parameters [2n j , 2k j , d j ] q , for all j ≥ 0. Let G j be a generator matrix of the code C j ⊕ C j ,
Let V j be the convolutional code generated, by the reduced basic matrix G j (D) = G * j +L j D, where G * j is the submatrix of G j consisting of the k j − 1 first rows of G j andL j is the matrix consisting of the last row of G j together k j − 2 zero-rows at the bottom, for all j ≥ 0. V j has parameters (2n j , 2k j − 1, 1; 1,
We know that s j = 2(n j − k j ) + 3 and r j ≤ 2n j + 1, for all j ≥ 0, the free distance (d f ) j of the code V j satisfies (d f ) j /r j ≥ d j /(2n j + 1). Because lim j→∞ d j /(2n j + 1) = [1/2]lim j→∞ d j /n j , it follows that lim j→∞ (d f ) j /r j > 0. On the other hand, lim j→∞ (2k j − 1)/2n j = lim j→∞ k j /n j > 0. Therefore, the sequence (V j ) j≥0 of convolutional codes is asymptotically good.
Let C be a linear code. Recall that C is called self-orthogonal if C ⊂ C ⊥ , and C is called self-dual if C = C ⊥ , where C ⊥ is the (Euclidean) dual of the code C. The following theorem will be also utilized to construct more sequence of asymptotically good convolutional codes:
Theorem 3.7 [27, Theorem 1.6] Let q = l 2 be a square. Then the class of selforthogonal codes and the class of self-dual codes meets the Tsfasman-Vladut-Zink bound. More precisely, the following are true:
(i) Let 0 ≤ R ≤ 1/2 and δ ≥ 0 be real numbers with R = 1−δ−1/(l−1). Then there exists a sequence (C j ) j≥0 of linear codes C j over F q with parameters [n j , k j , d j ] q such that: a) All C j are self-orthogonal codes. b) n j → ∞ as j → ∞. c) lim j→∞ k j /n j ≥ R and lim j→∞ d j /n j ≥ δ.
(ii) There exists a sequence (D j ) j≥0 of self-dual codes D j over F q with parameters [n j , n j /2, d j ] q such that n j → ∞ and lim j→∞ d j /n j ≥ 1/2−1/(l −1).
Theorem 3.8 Let q = l 2 be a prime power, where l ≥ 3 is an integer. Consider the two sequences (C j ) j≥0 and (D j ) j≥0 of self-orthogonal and self-dual linear codes respectively, over F q shown in Theorem 3.7. Then the following hold (i) There exist two sequences of asymptotically good convolutional codes (V j ) j≥0 and (W j ) j≥0 , derived respectively from (C j ) j≥0 and (D j ) j≥0 .
(ii) There exist sequences of asymptotically good convolutional codes (V k j ) j≥0 derived, respectively, from (C k j ) j≥0 , k = 1, . . . 6, where the codes C 1 j , C 2 j , . . . , C 6 j are obtained from (C j ) j≥0 by expanding, direct sum, the u|u + v construction, extending, puncturing and from direct product construction, respectively.
(iii) There exist sequences of asymptotically good convolutional codes (W k j ) j≥0 derived, respectively, from (D k j ) j≥0 , k = 1, . . . 6, where the codes D 1 j , D 2 j , . . . , D 6 j are obtained from (D j ) j≥0 by expanding, direct sum, the u|u + v construction, extending, puncturing and from direct product construction, respectively.
Proof: Similar to that of Theorem 3.3.
Let us recall the definition of asymptotically good block codes:
Definition 3.2 A sequence (C j ) j≥0 of linear codes over F q with parameters [n j , k j , d j ] q is said to be asymptotically good if n j → ∞ as j → ∞ and lim sup j→∞ k j /n j > 0 and lim sup j→∞ d j /n j > 0. Now we are ready to present Theorem 3.9, which is a natural generalization of all construction methods presented in this paper. Theorem 3.9 Let q be a prime power. Assume that there exists a sequence (C j ) j≥0 of asymptotically good linear codes C j according to Definition 3.2. Suppose that both limits lim j→∞ k j /n j and lim j→∞ d j /n j exist. Then the following hold:
(i) There exists a sequence of asymptotically good convolutional codes (V j ) j≥0
derived from (C j ) j≥0 .
(ii) There exist sequences of asymptotically good convolutional codes (V k j ) j≥0 , k = 1, . . . 6, derived, respectively, from the sequences (C k j ) j≥0 of linear codes, k = 1, . . . 6, where the codes C 1 j , C 2 j , . . . , C 6 j are obtained from (C j ) j≥0 by expanding, direct sum, the u|u + v construction, extending, puncturing and from direct product construction, respectively. Proof: The proof is similar to that of Theorem 3.3.
Summary
We have constructed new sequences of asymptotically good convolutional codes derived from sequences of transitive, self-orthogonal and self-dual block codes that attain the Tsfasman-Vladut-Zink bound. Furthermore, more sequences of new asymptotically good convolutional codes were obtained by applying the techniques of expanding, extending, puncturing, direct sum, the u|u + v construction and the product code construction to these block codes. Additionally, we have shown that our proposed construction also works when applied for all sequences of asymptotically good block codes where lim j→∞ k j /n j and lim j→∞ d j /n j exist.
