Face recognition has been widely studied due to its importance in smart cities applications. However, the case when both training and test images are corrupted is not well solved. To address such a problem, this paper proposes a locality constrained low rank representation and dictionary learning (LCLRRDL) algorithm for robust face recognition. In particular, we present three contributions in the proposed formulation. First, a low-rank representation is introduced to handle the possible contamination of the training as well as test data. Second, a locality constraint is incorporated to acknowledge the intrinsic manifold structure of training data. With the locality constraint term, our scheme induces similar samples to have similar representations. Third, a compact dictionary is learned to handle the problem of corrupted data. The experimental results on two public databases demonstrate the effectiveness of the proposed approach. Matlab code of our proposed LCLRRDL can be downloaded from https://github.com/yinhefeng/LCLRRDL.
I. INTRODUCTION
The emerging concept of smart city has attracted considerable attention in the urban development policy field and academic research. The concept proposes that smart cities are defined by their ability to solve problems with the help of innovation and Information Communication Technologies (ICTs). Among these technologies, face recognition (FR) has been widely studied due to its wide applications in identity card systems, access control and security monitoring. While in controlled scenarios FR is a solved problem, the performance of unconstrained FR does not meet the requirements of the more challenging applications. Hence, enhancements to FR technologies to support the broad range of applications are required as a contribution to the smart city development effort.
For FR, conventional subspace learning based approaches [1] , [2] , [3] , [4] , [5] be applied to reduce the dimension of the face images. Subsequently, the derived lowdimensional features are fed into classifiers to obtain the final recognition result. However, these techniques are not robust to outliers and their performance will be degraded dramatically when test samples are corrupted due to occlusion or disguise. Recently, sparse representation based classification (SRC) [6] has received a lot of attention owing to its impressive robustness to occlusion and other degradations. SRC represents each test image as a sparse linear combination of training image data by solving an 1 -minimization problem. The classification is then performed by checking which class yields the lowest reconstruction error. Unlike traditional approaches such as Eigenface and Fisherface, SRC does not need an explicit feature extraction phase. The superior performance reported in [6] suggests that it is a promising direction for FR.
Though SRC and its variants are robust to test samples with occlusion and corruption, the performance of them might be degraded when some training and test samples corrupted. Using low-rank matrix recovery (LRMR) for denoising has attracted much attention recently. In particular, Candes et al. [7] introduced the robust PCA (RPCA) method, which aims to recover a low-rank matrix from corrupted observations. Furthermore, Liu et al. [8] proposed low-rank representation (LRR) method. Based on LRMR, many approaches are presented for robust FR. Yin et al. [9] presented a new method called low rank matrix recovery with structural incoherence and low rank projection (LRSI LRP) which can correct the corrupted test images with a low rank projection matrix. Zhao et al. [10] developed a discriminative low-rank representation method for collaborative representation-based (DLRR-CR) robust face recognition. Chen et al. [11] proposed a robust low-rank recovery algorithm (RLRR) with a distance-measure structure for face recognition. Li et al. [12] designed a semisupervised framework to learn robust face representation with classwise block-diagonal structure. Zhou et al. [13] presented a supervised low-rank-based approach for learning discriminative features, in which latent low-rank representation (LatLRR) is integrated with a ridge regression-based classifier. Gao et al. [14] proposed a novel method, exploiting the low-rank characteristic of both, the data representation and each occlusioninduced error image, allowing the global structure of data together with the error images to be captured simultaneously.
Approaches based on LRMR can effectively deal with the situation that both the training and test samples might be corrupted. However, they either ignore the relationship between similar samples, or they do not learn a compact dictionary from the corrupted training data. To address the above problems, we propose a locality constrained low rank representation and dictionary learning (LCLRRDL) algorithm for robust face recognition. Locality constrained term is introduced to exploit the intrinsic manifold structure of training data. With the locality constraint term, similar samples tend to have similar representations. In contrast to the prior work [15] , [16] on classification that performs low-rank recovery class by class during training, our method processes all training data simultaneously. Compared to other dictionary learning methods [17] , [18] that are very sensitive to noise in training images, our dictionary learning algorithm is robust. Contaminated images can be recovered during our dictionary learning process. The main contributions of this paper are summarized as follows.
• We propose an approach to learning a robust face representation with locality constraint. By incorporating the locality constrained term, this approach encourages similar samples to have similar representations. The learned representation can be employed for classification directly.
• A compact dictionary with better reconstruction and discrimination capability can be learned by our approach.
• Our approach obtains the representations for all training samples simultaneously in a computationally efficient manner.
This paper is organized as follows: Section II presents related works on low rank matrix recovery. Detailed description of the proposed method is presented in Section III. An efficient optimization algorithm based on the inexact Augmented Lagrange Multiplier method is presented in Section IV. Experiments conducted on two public databases are given in Section V. Finally, Section VI concludes the paper.
II. RELATED WORK
Robust PCA [7] is a representative work of LRMR. It seeks to decompose corrupted observations into two matrices, one is a low-rank matrix and the other is the associated sparse error matrix. More specifically, to derive the low-rank approximation of the input data matrix X, RPCA minimizes the rank of matrix A while reducing the 0 -norm of E. As the optimization of rank function and 0 -norm is highly nonconvex, we can get the following tractable convex optimization surrogate by replacing the rank function with nuclear norm A * (i.e., the sum of the singular values of A), and the 0 -norm with the 1 -norm,
RPCA implicitly assumes that the underlying data structure is a single low-rank subspace. However, a more reasonable assumption is that the data samples are approximately drawn from a union of multiple subspaces. Recently, Liu et al. [8] generalized the concept of RPCA and presented a more general rank minimization problem, defined as follows,
where . l indicates a certain regularization strategy for characterizing various corruptions.
III. OUR PROPOSED METHOD

A. Locality Constrained Low Rank Representation
The importance of the geometrical information of samples for discrimination has been shown in many papers. Motivated by the recent progress in manifold learning, in this paper we employ a locality constrained term which explicitly considers the geometrical structure of samples. Most of the manifold learning algorithms use the locally invariant idea that if two data points x i and x j are close in the intrinsic structure of the data distribution, then they will have a large weight R ij between the two points and are likely to exhibit affinity in the new data representation space.
As in [19] , we utilize the following locality constrained term to discover the local geometrical information,
where denotes the Hadamard product and R ij =
(3) can be regarded as a weighted 1 -norm, thus it can promote the sparsity of the objective function. According to [20] , it is beneficial for classification when using a sparse graph which characterizes the locality relationships.
The weight matrix R has a beneficial property: the smaller the weight is, the more similar the samples are, while the larger the weight is, the more different the samples are. As such, it is expected to achieve better intraclass compactness and interclass separation.
With R in hand, the local constraint term is integrated into the objective function of LRR to yield min
Here the 21 -norm of E is used to model sample-specific corruptions and outliers. This model will be called locality constrained low-rank representation (LCLRR).
B. Dictionary Learning
Dictionary quality is of great importance for the face recognition problem, especially for the case that both training and testing images are corrupted [21] . The performance of the classification algorithm has been improved significantly with learned dictionary from the corrupted training data [15] , [16] . Additionally, the representation learning process becomes efficient with respect to a compact dictionary, other than utilizing the whole training data as dictionary [6] , [8] . Here, we attempt to learn compact and discriminative dictionary from corrupted observations by exploiting the local geometrical information. The objective function is proposed to learn robust representation and dictionary simultaneously with locality constraint term as follows,
F is to avoid scale change during the dictionary learning process.
C. Classification
We use a linear classifier for classification. When (5) is solved, the low-rank representations Z of training data X can be obtained. For test data X test , their representations Z test can be derived by solving (2) with the dictionary learned from (5) . The representation z i for test sample i is the ith column vector in Z test . We use the multivariate ridge regression model to obtain a linear classifier W :
where H is the class label matrix of X. This yields W = HZ T (ZZ T + ηI) −1 (7) Then label for sample i is given by
where k is corresponding to the classifier with the largest output.
IV. OPTIMIZATION
To solve optimization problem (5), we first introduce auxiliary variables J and L to make the objective function separable. Problem (5) can be reformulated as:
which can be solved based on the Augmented Lagrange Multiplier (ALM) method [22] . The augmented Lagrangian function of (9) is:
where A, B = trace(A t B). Y 1 , Y 2 and Y 3 are Lagrange multipliers and µ > 0 is a penalty parameter. The optimization of (10) can be solved iteratively by updating J, Z, L, E and D one at a time. The updating scheme is as follows.
Updating J: Fix the other variables and solve the following problem,
where
is the shrinkage operator defined as follows [22] ,
Updating Z: Fix the other variables and solve the following problem,
(13) has the following closed-form solution,
Updating L: Fix the other variables and solve the following problem,
which can be updated by the elementwise strategy. For the ith row and jth column element L ij , the optimal solution of problem (15) is
. Updating E: Fix the other variables and solve the following problem,
Updating D: Fix the other variables and solve the following problem,
Algorithm 1 summarizes the solution to problem (9).
V. EXPERIMENTAL EVALUATION
To demonstrate the efficacy of our proposed LCLRRDL, experiments are conducted on two publicly available databases: the Extended Yale B database [23] and the AR database [24] . We tackle the scenario that both training and testing images are corrupted due to illumination changes, expression changes, pose changes and occlusion. Our algorithm (LCLRRDL) is compared with related approaches including LLC [25] , SRC [6] , RPCA [7] , LRSI [15] , SLRR [21] , and LRSR [12] .
Here SRW indicates the case that the whole training set are used as the dictionary, SRS indicates the case that the dictionary size is the same as ours.
Algorithm 1 Solving Problem (9) by Inexact ALM Input: Training data matrix X; Parameters λ, α and γ; Weight matrix R 1: Initialize Z 0 = 0, J 0 = 0, L 0 = 0, E 0 = 0, Y 0 1 = 0, Y 0 2 = 0, Y 0 3 = 0, µ max = 10 8 , ε = 10 −6 , ρ = 1.15 2: while not converged do 3: fix the others and update J by (11) 4: fix the others and update Z by (14) 5:
fix the others and update L by (16) 6: fix the others and update E by (17) 7: fix the others and update D by (18) 8: update the multipliers:
update µ: µ k+1 = min(µ max , ρµ k ) 10: check the convergence conditions
∞ < ε 11: end while Output: Z, D and E 
A. Experiments on the Extended Yale B Database
The Extended Yale B database contains 2414 frontalface images of 38 individuals (about 64 images per subject). The images are taken under different poses and illumination conditions with size 192×168, Fig. 1 shows several example images from this database. We test our approach on the down-sampled images with sample rate 1/2, 1/4, 1/8, and the corresponding feature dimension is 8064, 2016 and 504. Following the protocol in SLRR [21] , we first randomly select N c images for each person as training images (N c = 8, 32), and the rest as testing images. For the case of 8 training images per class, a compact dictionary with 5 items for each class is preferable. For the case of 32 training images per class, a compact dictionary with 20 items for each class is preferred. Comparison of different methods on the Extended Yale B database is presented in Table I . We can find that our approach (LCLRRDL) outperforms its competitors in both cases. It outperforms SLRR by 1.8% improvement with 8 training images per person, and 5.8% improvement with 32 training images per person on average. Our approach achieves significant performance gains in the case of 32 training images per person, since dictionary learned with 20 items for each class has better capability to expand corresponding subspace, and the representation derived by LCLRRDL has better discrimination capability, which is beneficial for classification purpose.
B. Experiments on the AR Database
The AR database consists of over 4000 images corresponding to 126 individuals. For each individual, there are 26 images taken in two separate sessions under different illumination and expression changes. For each session, there are thirteen images, among which three images are with sunglasses, another three with scarves, and the remaining seven images exhibit different illumination and expression variations (and thus are considered as clean/neutral images). Fig. 2 shows several example images from this database, the size of each image is 165×120 pixels.
In our experiments, we choose a subset of the AR database consisting of 50 men and 50 women. Following the protocol in SLRR [21] , we convert the color images to gray scale and down-sample them at the rate of 1/3. The dimension of the resulting feature vector is 2200. Experiments are conducted in the following three scenarios: 1) Sunglasses: We first consider occluded training samples due to the presence of sunglasses, which affect about 20% of the face image. We use seven neutral images plus one image with sunglasses (randomly chosen) from session 1 for training (eight training images per class), and the remaining neutral images (all from session 2) and the rest of the images with sunglasses (two taken at session 1 and three at session 2) for testing (twelve test images per class).
2) Scarf: Replace images with sunglasses in the above scenario by images with scarf.
3) Mixed (Sunglasses and Scarf): In the last scenario, the training samples are occluded by sunglasses and scarves, which is more challenging than the above two scenarios. Seven neutral images, two corrupted images (one with sunglasses and one with scarf) from session 1 are used for training (nine training images per class), and the rest are used for testing (seventeen test images per class).
As in SLRR [21] , a compact dictionary with 5 items for each class is preferable in all different scenarios. A comparison of different methods on the AR database is summarized in Table II . Our approach achieves the best recognition result and outperforms SLRR by 5.0% for the sunglasses scenario, 7.0% for the scarf scenario, and 7.6% for the mixed scenario. Our approach shows robustness to severe occlusions like sunglasses and scarf. In contrast, the performance of LRSR and LRSI is not satisfactory when both training and test images are badly corrupted. High quality dictionary is critical for learning discriminative representation when both training and test images are badly corrupted.
C. Evaluation of classification time
We conducted experiments on the AR dataset in the sunglasses scenario to compare the training time of the proposed LCLRRDL algorithm with the benchmark methods. The training time refers to the time taken to obtain the low rank representation and (or) compact dictionary from the training data. The experimental settings are the same as in the previous subsection. Table III shows the training time of all the methods on the AR dataset. Since LLC, SRS and SRW do not involve low rank representation, here we just list the training time of the remaining approaches.
All the experiments are conducted on a 64-bit computer with Inter i7-4790 3.6GHz CPU and 16GB RAM under the MATLAB R2016b programming environment. As shown in Table III , RPCA and LRSI cost less time than the other methods due to their simple objective function. The training time of LCLRRDL is less than that of SLRR and LRSR, which indicates that it can be applied in practical scenarios.
VI. CONCLUSION
In this paper, we propose a locality constrained low rank representation to learn robust representation for face recognition in the case of both training and test images being corrupted. By introducing the locality constraint term into the framework, the proposed approach can fully exploit the intrinsic manifold structure of the training data. As part of the representation learning process, a compact dictionary with better reconstruction capability is learned by our approach. The proposed robust representation provides input to a simple, yet powerful, linear multi-classifier designed for the final classification task. The experimental results on benchmark databases demonstrate the efficacy of the proposed approach. [12] 323.2 SLRR [21] 98.2 LRSI [15] 2.1 RPCA [7] 7.4
