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Abstract: Hydrogen release inside closed facilities could cause explosions with harmful 12 
consequences. Safety assessment should be performed in order to design prevention and 13 
mitigation measures in case of such an accident. A numerical study for helium (as hydrogen 14 
surrogate) accumulation inside a closed facility representative of a real-scale garage at low release 15 
rate is conducted. Due to the nature of the examined flow several turbulence modelling approaches 16 
(RANS and LES type) and the laminar approach were examined with the aim to evaluate their 17 
predictive capabilities in flows resulting from low-Reynolds number leaks. Best practice guidelines 18 
are followed in the simulations and the comparison of computational results with experimental 19 
data showed that RANS and LES approaches reproduced well the gas distribution inside the 20 
facility, while laminar approach predicted more enhanced stratification at the release phase. 21 
Statistical Performance Measures were used to evaluate the models and narrower acceptable 22 
ranges are suggested for releases in indoor configurations compared to open environments.  23 
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1 Introduction 26 
Hydrogen has been attracting a growing global interest as an energy carrier that could play a 27 
role in contributing to solve issues like climate change and as a result its use is expected to grow in 28 
the near future. Since 2016 hydrogen powered vehicles are publicly available in Japan, Korea and 29 
USA (like the Toyota Mirai, the Hyundai Nexo, and the Honda Clarity Fuel Cell) and other major car 30 
manufacturers have plan to start to produce hydrogen cars in the near future. Among other 31 
applications, hydrogen technologies are also considered for electricity production and as an energy 32 
storage solution for the energy supply chain. However, its release brings up safety concerns due to 33 
its wide range of flammability limits (4 % - 75% v/v) and due to the fact that a possible ignition may 34 
lead to slow or fast deflagrations, or even detonations under certain conditions.  35 
In this context, it is necessary to perform safety analyses which show that the risk of hydrogen 36 
technologies can be comparable to that of more conventional technologies. The risks related to 37 
flammable buoyant gas release and dispersion should be investigated, in order to assess, prevent 38 
and mitigate the consequences of accidental hydrogen leaks. The study of gas dispersion can be 39 
conducted with the help of both experiments and simulations. Computational Fluid Dynamics 40 
(CFD) modelling has been widely used successfully in the past as a predicting tool and in order to 41 
assist the understanding of the relevant physical phenomena [1],[2],[3]. It can support 42 
hazardous/risk assessment [4],[5] and provide useful recommendations for safety measures [6]. 43 
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However, in order to exploit the broad range of CFD capabilities, the appropriate modelling strategy 44 
should be followed to achieve accurate results [7]. 45 
Several CFD benchmarking studies ([8], [9], [10], [11], [12]) have been conducted in the past. 46 
However, in some of these studies the computational results were obtained without having followed 47 
accurately Best Practice Guidelines (BPG) for CFD, e.g. without performing all the appropriate 48 
sensitivity studies, in order to minimize the numerical effects. For instance, in [8] it is mentioned that 49 
not every partner conducted grid independence study and in some cases, time step was set to allow 50 
finishing calculations within logical time and thus suffered from low precision. Moreover, different 51 
grid types (hexahedral, tetrahedral and hybrid) were used without investigating their effect on the 52 
results [11]. 53 
For all the above, the first aim of the current study is to demonstrate the use of BPG that have 54 
been developed [13] for hydrogen safety CFD simulations. These BPG focus on the practical needs of 55 
engineers and aim to deal with the fact that several different users can produce different results for 56 
the same problem, using the same models or even CFD code [14], as it is exhibited in some of the 57 
works referenced above. Following these BPG, several sensitivity studies (grid, domain and time 58 
step) are performed and in the grid independence study different grid types (tetrahedral, hexahedral 59 
and hybrid grid) are examined. Through this analysis, the significance of the choice of the grid type 60 
along with the need to always perform grid independence study is highlighted.  61 
Even though previous studies have contributed significantly to our understanding on CFD 62 
models performance in hydrogen/helium dispersion, a study which compares the whole range of 63 
turbulence modelling approaches against a single experiment has not been carried out. Thus, the 64 
second aim of the current work is to evaluate several turbulence modelling approaches against a 65 
single case of practical interest: jet release of buoyant gas inside a real-scale enclosure at 66 
low-Reynolds number with engineering application on hydrogen leaks. The evaluation of 67 
turbulence models is essential for the accurate prediction of the gas distribution. Unfortunately, 68 
despite the major research effort in the study of turbulent phenomena, turbulence is not fully 69 
understood yet. To simulate turbulent flows, two main turbulence modelling approaches exist: 70 
Reynolds-averaged Navier Stokes (RANS) and Large Eddy Simulation (LES) [15][16][17][18]. RANS 71 
approach is the most widely used and includes several well-known models such as k-ε [19] and k-ω 72 
[15], which have been proved to work successfully in many engineering and physical problems. On 73 
the other hand, LES [18] is considered as a more accurate approach because part of the turbulence is 74 
resolved. Therefore, it can provide reliable results in a wider range of flows and applications. Its 75 
drawback is the high computational resources that are required. However, the growth in computing 76 
power over the last decades renders LES a possible choice for real scale engineering applications. A 77 
recent review on turbulence modelling is presented in [20]. 78 
For the analysis, an experiment carried out by French Atomic Energy Commission (CEA) [21] is 79 
used, which involves helium release (18 Nl/min) in a real scale room representative of a single 80 
private garage. Helium is used instead of hydrogen for safety reasons. This is a common practice 81 
because the two gases have similar dispersion behaviour. He et al. (2016) [22] performed CFD 82 
simulations of a reduced scale helium experiment in order to assess three similarity laws for the 83 
estimation of an equivalent (to helium) hydrogen flow rate and it was found that the assumption of 84 
equal volumetric flow rates give similar concentrations (differences around 5.5%) no matter what the 85 
released gas was (hydrogen or helium). A similar comparison was made also by Prabhakar et al. 86 
(2017) [23] and the agreement between the results of the two gases was very good. To further 87 
examine the validity of this assumption under the conditions of the examined experiment a 88 
simulation with hydrogen release was initially performed and compared with its counterpart with 89 
helium release. 90 
The current experiment was selected for the following reasons: 1) it is real scale geometry of 91 
practical interest, 2) many measurements points for consistent comparison are available and 3) it is 92 
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an interesting benchmark for the turbulence models due to its low-Reynolds number release. The 93 
CFD independent results are compared and evaluated against the measurements using both the 94 
time series comparison and the statistical analysis. Narrower acceptable ranges for the Statistical 95 
Performance Measures (SPMs) are suggested for releases in indoor configurations compared to open 96 
environments.  97 
2 Description of experiment 98 
For this benchmark Test 4 from the experiments conducted by CEA [21] is chosen. In Figure 1 99 
photographs from the experimental facility are shown and in Figure 2 the computational geometry 100 
of the facility and the sensors’ position is presented. The room is completely sealed with only one 101 
small circular vent near the bottom of a vertical wall, which is kept open in order to maintain the 102 
facility at constant atmospheric pressure for the duration of the tests. Helium is released upwards 103 
from a 29.7 mm diameter pipe. The flow at the pipe exit is fully developed and the Reynolds number 104 
is equal to 115. The release duration is equal to 3740 s (release phase). After that time, the helium 105 
release is ceased and the diffusion phase starts in which the concentration field changes mainly due 106 
to diffusion and the remainder velocity field. The diffusion phase lasted several hours in order to 107 
measure the concentrations. In this study, the measurements until 20000 s are used for comparison 108 
with the simulations results. 109 
Table 1 summarizes the experimental parameters. The reference point of the facility is situated 110 
at a lower corner of the enclosure, as shown in Figure 1 and Figure 2. For an extensive concentration 111 
measurement, 64 monitoring points (sensors) were used inside the room. Figure 2 (bottom) displays 112 
the position of the sensors. For the sensitivity study of simulations (Section Sensitivity studies based 113 
on BPG) the results of the sensors M3N1, M3N3 and M3N5 with coordinates (2920, 1002, 315 mm), 114 
(2920, 1004, 945 mm) and (2920, 1001, 1575 mm), respectively (Figure 2) are used. These sensors were 115 
chosen because their results are representative of the results of all sensors. They also cover different 116 
heights and they are close to the release point where stronger gradients exist compared to other 117 
points in the enclosure. For the comparison with the experiment (Section Comparison with the 118 
experiment and discussion), the time series at four additional sensors are presented: M2N2 and 119 
M2N4 which are located far from the release at different heights, P2N3 which is near the ceiling far 120 
from the release and P5N3 which is near the ceiling above the release. Finally, all monitoring points 121 
are considered in the statistical analysis performed (Section Comparison with the experiment and 122 
discussion). 123 
  
Figure 1. Photographs of the garage facility [21]. 
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Figure 2. Geometry of the facility (top) and schematic diagram of top view (bottom, left) and side 124 
view (bottom, right) indicating sensors position. 125 
Table 1. Experimental parameters. 126 
Parameter Value 
x-dimension (mm) 5760 
y-dimension (mm) 2960 
z-dimension (mm) 2420 
Release x-position (mm) 2880 
Release y-position (mm) 1480 
Release z-position (mm) 220 
Release diameter (mm) 29.7 
Vent diameter (mm) 200 
Center of the vent x-position (mm) 5760 
Center of the vent y-position (mm) 1485 
Center of the vent z-position (mm) 235 
Volumetric flow rate - STP (NL/min) 18 
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Exit velocity (m/s) 0.47 
Re at exit (24.1°C) 115 
Densimetric Froude number 0.35 
Release duration (s) 3740 
Temperature T (°C) 24.1 
3 Scientific assessment 127 
According to parameters in Table 1 the flow inside the pipe is laminar, since the Reynolds 128 
number is below the critical value (approximately equal to 2300 for the transition from laminar to 129 
turbulent flow for pipe flows). Nevertheless, as the jet develops the velocity will be increased due to 130 
buoyancy acceleration (Fr=0.35) and thus the Reynolds number will increase too. Furthermore, the 131 
Reynolds critical value for jets is lower than for pipe flows. Versteeg and Malalasekera [24] suggest 132 
that Reynolds numbers above 10 would lead to turbulent jets, while Ungate et al. [25] refer that for 133 
non-buoyant jets Reynolds number above 500 could eventually become turbulent at some distance 134 
from the nozzle. Landa and McClintock [26] state that “It is known that, as distinct from flows in 135 
channels, jet flows are rarely, if ever, laminar”. 136 
Small scale hydrogen jet experiments with various Re numbers at pipe exit were conducted by 137 
Schefer et al. [27] and it was shown that for Re=520 transition to turbulence occurs at the distance of 138 
60 mm from the pipe exit. For Re>885 a fully turbulent flow field was observed. Molkov and 139 
Shentsov [3] evaluated the performance of laminar and turbulence models (k-ε and Dynamic LES) 140 
for helium releases inside a vented enclosure with pipe Re numbers 39, 2863 and 6968 (laminar, 141 
transitional and turbulent flow inside the pipe). It was shown that for Re=39 the laminar model 142 
reproduces reasonably the gas distribution inside the enclosure similar to the LES model, while for 143 
both transitional and turbulent flow laminar model failed to give good results. This indicates that for 144 
Re=39 the flow was laminar. 145 
In the present study, where Re=115, it is not certain if the flow outside the pipe remains laminar 146 
or becomes turbulent. It is expected at some distance from the nozzle the jet to break down into 147 
turbulent eddies due to the instabilities that develop. However, when helium reaches the ceiling and 148 
starts to disperse in the room, velocities become lower and the flow is likely to transit to laminar. 149 
Laminar flow probably also occurs far from the release point and especially at the lower half of the 150 
enclosure during the entire release phase and also in the diffusion phase. Therefore, both laminar 151 
and turbulence models were tested to assess their performance in simulating buoyant gas release 152 
and mixing at low flow rate inside the closed facility. 153 
Initially, the laminar model is used. Next, the most widely adopted approach for turbulence, the 154 
RANS approach, is used. Two different RANS models are evaluated, the k-ε model and the SST 155 
(Shear Stress Transport) transitional model. The k-ε model is a well-established model with well 156 
predictive capabilities for fully turbulent flows. In this benchmark, the flow is more likely to be 157 
transitional along the jet core. Thus, within the scope of this study is the evaluation of k-ε 158 
performance model in buoyant flows with low-Reynolds leak rate, which can be transitional. In 159 
addition, the SST transitional model was used because it is an advanced model which resolves better 160 
the near-wall region and has well predictive capabilities, especially for transitional flows. 161 
The LES approach is also evaluated. LES is considered as a method with higher accuracy than 162 
the RANS technique because part of the turbulence is resolved. Its drawback is that it requires 163 
higher computational resources. However, as computer technology and parallel computations are 164 
increasingly developed, LES approaches gain ground in simulations. LES modelling approaches 165 
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have in general well predictive capabilities in all flow regions (laminar, transitional and fully 166 
turbulent flows). A recent study with simulation of buoyant flow inside vented facility at various 167 
leak Re numbers [3] showed that Dynamic LES demonstrates satisfactory accuracy for all regimes. In 168 
the present study, in addition to the Dynamic LES, the RNG-LES and the classic and simpler 169 
Smagorinsky-Lilly (S-L) LES are also evaluated. 170 
Finally, a hybrid model, the Detached Eddy Simulation (DES) model, is tested. The idea behind 171 
DES is to switch from the SST-RANS to LES in regions where the turbulent length predicted by the 172 
RANS model is larger than the local grid spacing [28]. In this case, the length scale used in the 173 
computation of the dissipation rate in the equation for the turbulent kinetic energy is replaced by the 174 
local grid spacing. 175 
4 Simulation setup  176 
The conservation equations of mass and momentum for the air-helium mixture and the 177 
conservation equation for helium mass fraction are solved. The key parameters of the modelling 178 
strategy follow the BPG [13] and are similar in all simulations: 179 
• the computational domain is extended beyond the wall with the vent (see Figure 3), in order to 180 
avoid applying boundary conditions exactly on the opening,  181 
• the vent is discretized with at least two Control Volumes (CV) in z-direction in order to allow 182 
inflow and outflow and grid refinement was imposed near the leak and near the ceiling (due to 183 
the buoyant nature of helium).  184 
• domain, grid and time step independence studies are performed to define the appropriate 185 
domain extension, grid size and time step in terms of both accuracy and computational 186 
economy. All sensitivity studies are briefly presented in Section 5.  187 
Three CFD codes are used for the simulations: ANSYS CFX 15.0, ADREA-HF and ANSYS 188 
Fluent 14.5. Based on the CFD code that was used a different modelling approach might be applied 189 
due to code constraints, e.g. options in grid type and numerical schemes. However, the final 190 
comparison with the experimental results (Section 7) is performed using the independent results 191 
obtained by the sensitivity studies. In that way, the numerical effects are minimized and a consistent 192 
comparison is enabled.  193 
4.1 Release modelling 194 
In all simulations, the release area is the same as that in the experiment (Table 1). However, two 195 
different source modelling approaches were followed. In the first approach (3D pipe), the flow 196 
inside the pipe was simulated. The inlet cross-section was positioned 5 cm from the pipe exit. The 197 
pipe axis, from the inflow boundary to the pipe exit, was discretized using 5 cells with uniform size. 198 
The release was initiated through the velocity inlet boundary condition with 100% helium and 199 
uniform velocity along the inlet cross-section with no turbulence. In the second approach (source 200 
area at the exit pipe), the helium inlet was modelled as a circular source area on the face of the control 201 
volume located exactly at the pipe exit (no modelling inside the pipe). This approach was tested and 202 
compared with the first approach using the ADREA-HF code and showed that they both give 203 
identical results. Thus, in CFX and FLUENT simulations, the first approach was used, while in 204 
ADREA-HF the second approach was employed for simplicity.  205 
Another feature of ADREA-HF code, which differs from the other codes,  is that it uses 206 
Cartesian grid and to combine irregular geometry with the grid, the porosity method is employed 207 
[29]. Based on the porosity method the cells (CV) that are entirely blocked by solid obstacles have a 208 
porosity value equal to 0, while the entirely free cells have a porosity value equal to 1. The partially 209 
blocked cells have values between 0-1. The fully blocked cells are excluded from the calculations and 210 
the memory allocations, while for the partially blocked cells the integration of the conservation 211 
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equations is performed over the active (free) cell volume. Face areas of the control volumes have 212 
similar treatment. In the present case where the nozzle and the vent are circular, partially blocked 213 
cells exist around their circumference. Therefore, to check the consistency of that method, additional 214 
simulations were performed using square-shaped inlet of the same area as the circular one and a 215 
square-shaped vent of the same area as the circular vent so as the Cartesian gridlines to be aligned 216 
with the geometry. The simulations showed that there is no significant effect on the results. 217 
4.2 Turbulence modelling 218 
In the present study, RANS, LES and laminar approach were used and their performance was 219 
evaluated against the measurements. In RANS approach the time-averaged conservation equations 220 
are solved and an instantaneous quantity is decomposed into its time-averaged and fluctuating 221 
quantities. To compute the fluctuating quantities (Reynolds stresses) the turbulent eddy viscosity 222 
concept is employed. For the turbulence closure of the governing RANS equations, the conservation 223 
equations of certain turbulence characteristics (e.g. turbulence kinetic energy and dissipation rate) 224 
are solved based on the model. LES approach is considered as a method with higher accuracy than 225 
the RANS technique. Part of the turbulence is resolved, while the smallest length scales are modelled 226 
via low-pass filtering of the governing equations. Its drawback is that it requires higher 227 
computational resources. In the laminar model, the unsteady Navier-Stokes equations are solved 228 
and no turbulence model is applied.  229 
In this study, the k-ε and the SST RANS models are used. In the k-ε model, the standard model 230 
[19] with extra buoyancy terms is used. The governing equations of k-ε turbulence modelling 231 
approach are given in [30]. The turbulent Schmidt number, which is used for the calculation of 232 
turbulent diffusion coefficient in the conservation of species, was set equal to 0.72. In the SST 233 
turbulence model [31], the k-ε model is applied in the free stream flow far from the walls, while the 234 
k-ω model is applied in the near wall layers. The transitional model (Gamma Theta Model) is based 235 
on two transport equations, one equation for the transition onset criteria in terms of momentum 236 
thickness Reynolds number and one equation for the intermittency. The Gamma Theta model is 237 
based on a new empirical correlation [32] which has been developed to cover standard bypass 238 
transition as well as flows in low free-stream turbulence environments. This built-in correlation has 239 
been extensively validated with the SST turbulence model for a wide range of transitional flows 240 
[32][33][34]. In SST simulations the turbulent Schmidt number was set equal to 0.9. 241 
For the evaluation of the LES approach, the S-L LES, RNG-LES and Dynamic LES are used and 242 
their governing equations are given in [26], [35] and [3], respectively. In S-L LES, the value of 0.1 was 243 
used for the Smagorinsky constant as it is frequently used in hydrogen cases. In RNG-LES the 244 
Smagorinsky constant is equal to 0.157. In Dynamic LES, the value is calculated dynamically in 245 
every cell based on the local characteristics of the flow. The turbulent Schmidt number was set equal 246 
to 0.72 and 0.70 in S-L and Dynamic LES, respectively, whereas in RNG-LES it is calculated 247 
dynamically [36].  248 
5 Sensitivity studies based on BPG 249 
5.1 Domain independence study 250 
Based on the BPG that have been presented in [13] sensitivities studies are essential, in order to 251 
obtain accurate and numerical-effect-free results (as much as possible). As mentioned in Section 252 
Simulation setup, the domain is extended outside the garage in order to avoid applying boundary 253 
conditions directly to the vent. This practice is considered necessary (see also [13], [37]), because 254 
applying the boundary exactly at the vent opening can affect the results significantly as it is 255 
demonstrated in Figure 3. Without domain extension, the predicted concentrations are significantly 256 
under-predicted. In all ADREA-HF simulations an extension outside the vent equal to 1 m was 257 
found to be sufficient. In CFX simulations, domain extension sensitivity study was conducted for the 258 
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SST model and an extension equal to 2 m was found to provide domain-size independent results. 259 
This extension was used in all CFX simulations, while in FLUENT simulations, an extension of 2.5 m 260 
was chosen based on modellers’ experience. 261 
  
Figure 3. Left: Domain sensitivity study using the k-ε model. Helium volume concentration 262 
time-series at three sensors for various horizontal extensions of the domain. Right: Computational 263 
domain with 1 m extension outside the vent along with the geometry and the grid at z=0 plane 264 
(ADREA-HF). 265 
5.2 Boundary conditions 266 
Different boundaries conditions were used at the open boundaries of the area outside the 267 
garage according to the available options of the CFD codes. The conducted domain size sensitivity 268 
study ensures that the applied boundary conditions do not influence the results. In ADREA-HF 269 
code, for k-ε and laminar model, the constant pressure boundary condition was applied on the top 270 
boundary and zero gradient on the rest. For LES, a non-reflecting type boundary condition was 271 
imposed in all open boundaries. In CFX code, an opening type of boundary condition was imposed 272 
on the top plane, while the side boundaries were modelled as symmetry planes. In FLUENT code, 273 
the “pressure outflow” condition was set at the domain boundaries with the same temperature as in 274 
the domain and the gauge pressure equal to zero. 275 
5.3 Grid independence study 276 
Grid independence study is essential and should be performed separately for each different 277 
modelling approach. Therefore, we carried out separate grid sensitivity study for each CFD code 278 
and each turbulence model.  279 
In the ADREA-HF-laminar case, three different grid sizes were tested consisting of 158,226, 280 
416,521 and 594,032 cells. The number of cells which discretize the release area is equal to 1, 9 and 25 281 
respectively. Cells size increases away from the release point in order to reduce the total number of 282 
cells. The maximum expansion ratio (ratio of two adjacent cells size) was equal to 1.05 in the two first 283 
grids and 1.12 in the third one. All grids gave similar results as shown in Figure 4 (left). A view of 284 
the coarsest grid at z=0 plane can be seen in Figure 3 (right).  285 
In CFX-laminar case, two types of grid were used: a hybrid grid (tetrahedral in the core of the 286 
jet and near the ceiling and hexahedral cells in the rest of the domain) as shown in Figure 5 and a 287 
hexahedral grid. The results of the two hybrid grids, consisting of 470,000 and 2,860,000 nodes, and 288 
of the hexahedral grid along with the measurements are presented in Figure 4 (right). It can be 289 
observed that grid independence was not achieved. Finer grids could not be tested due to the 290 
prohibitively high computational cost and thus the comparison with the measurements in Section 291 
Comparison with the experiment and discussion is not presented for the CFX-laminar case. 292 
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Figure 4. Grid independence study for the laminar model. Left: Cartesian grid (ADREA-HF). Right: 293 
Hybrid and hexahedral grids (CFX). Helium volume concentration time-series. 294 
Based on Figure 4 (right), hexahedral grid leads to less diffusive results and thus the 295 
concentrations at the bottom sensors are seriously under-predicted compared to both the experiment 296 
and the predictions with the hybrid grid. According to this behaviour, we can conclude that the 297 
tetrahedral grid provides significant numerical (false) diffusion. Even though the results with the 298 
hybrid grid consisted of 470,000 nodes are in very good agreement with the measurements, the 299 
laminar model is not appropriate for the examined case. The good performance of the coarser grid is 300 
attributed to the numerical diffusion, which leads to a greater level of mixing. This is also supported 301 
by the performance of the fine hybrid grid, which tends to approach the results of the hexahedral 302 
grid and the ADREA-HF-laminar independent results. To avoid such complexities and inaccuracies 303 
hexahedral grid is recommended for similar applications.  304 
 
Figure 5. Hybrid grid examined in CFX-laminar simulations 305 
In the k-ε model, three different grid sizes of 158,226, 3, 522,198 and 807,723 cells were tested 306 
using 1, 4 and 9 cells discretization along the release, respectively. The maximum expansion ratio 307 
was equal to 1.05 in all grids. The differences among the results were minor and therefore the results 308 
of the coarse grid are considered grid-independent. 309 
In the SST case, two grid types were used in order to assess grid independence: hybrid grid (as 310 
in the laminar case) and hexahedral grid. In the hybrid grid, three different grid sizes were tested 311 
consisting of 110,000, 470,000 and 2,860,000 nodes and the results are presented in Figure 6 (left). 312 
Here the false diffusion produced by the tetrahedral grid is less enhanced compared to the laminar 313 
case, probable because turbulent diffusion prevails over numerical diffusion. 314 
In hexahedral grid case, grids with 120,000, 700,000 and 2,200,000 nodes were examined. In Figure 6 315 
(right) the hexahedral grid independence study is shown in two sensors. The results with the three 316 
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grids are almost identical in all sensors except from the bottom ones, where small discrepancies are 317 
observed. Thus, the hexahedral grid consisted of 700,000 nodes was used for comparison with the 318 
measurements in Section Comparison with the experiment and discussion. 319 
  
Figure 6. SST grid independence study with hybrid grid (left) and hexahedral grid (right). Helium 320 
volume concentration time-series at two sensors. 321 
In the RNG-LES case, three different Cartesian grids were tested consisting of 158,226, 558,185 322 
and 757,381 cells (1, 4 and 9 cells discretization of the release respectively) whereas in the S-L LES 323 
case only the first two grids were evaluated. The maximum expansion ratio was equal to 1.05. Figure 324 
7 (left) presents the results of the RNG-LES grid independence study. Small differences in the results 325 
are observed, and thus, the results with the coarse grid are compared with the experiment in Section 326 
Comparison with the experiment and discussion. 327 
  
Figure 7. Grid independence study for RNG-LES (left) and Dynamic LES (right). Helium volume 328 
concentration time-series at three sensors. 329 
In the Dynamic LES case, a grid independence study was performed using three 330 
block-structured hexahedral computational grids and is presented in Figure 7 (right). All three grids 331 
have the same inlet resolution in the form of a polygon inscribed in a circle of 9 cells across the 332 
diameter and with cross-section area of 45 cells (Figure 8). For the vent resolution, a polygonal with 333 
10 cells across the height and 11 across the width with a total area of 74 cells was used. Small 334 
differences are detected which are more pronounced in the diffusion phase. At the bottom sensors 335 
and during the diffusion phase, the finer grid (996,639 CV) gives different results compared to the 336 
coarse (254,089 CV) and medium grid (523,540 CV) by maximum 28% (compared to the medium 337 
grid). Finer grids could not be tested due to the prohibited high computational time. However, we 338 
should also keep in mind that it is difficult to achieve strict grid independence in LES due to the 339 
intrinsic dependence of the method from the grid. Therefore, in this case, results with the finer grid 340 
are used for comparison in Section Comparison with the experiment and discussion. 341 
 342 
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Figure 8. Centerline cross sections for Dynamic LES for the three different grid sizes: x=0 (left), y=0 343 
(middle), z=0 (right). 344 
In the DES case, grid independence study was performed testing three hybrid grids with 345 
110,000, 470,000 and 2,860,000 nodes. The results are shown in Figure 9. Similar to the laminar case 346 
with hybrid grid, grid independence was not achieved. Finer grids could not be tested due to the 347 
prohibitively high computational cost and thus the DES predictions are not compared with the 348 
measurements in Section Comparison with the experiment and discussion. 349 
 
Figure 9. Grid independence study for the DES. Helium volume concentration time-series at three 350 
sensors. 351 
It should be highlighted that LES grid independence analysis, and consequently DES analysis, 352 
requires special attention. As explained by Gullbrand [38], when explicit filtering is used, the explicit 353 
filter width has to be kept constant while the computational grid is refined to obtain a 354 
grid-independent solution. With implicit filtering (as it is used here), since the filter is directly 355 
connected to the grid resolution, the solution converges towards a Direct Numerical Simulation 356 
(DNS) as the grid is refined, and not towards the filtered Navier-Stokes equations. Moreover, in the 357 
DES model, there is a further complication that is the switch between the RANS-SST model and the 358 
LES model that can also be affected by the grid resolution. The overall results of the above 359 
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mechanisms is that in the exact same location, according to the selected grid resolution (coarse, finer, 360 
finest), different models could be applied by the code e.g. RANS or LES and subgrid modelling or no 361 
subgrid modelling.  362 
Furthermore, the grid independence analysis showed that a finer grid resolution causes a 363 
worsening of the model accuracy in several sensors. The same behaviour for the DES model was 364 
shown also by Gant [39] and was partly explained by Geurts [40], at least for the LES model. The 365 
total error is the sum of the modelling error and the discretization error. The two errors have 366 
opposite effects and tend to compensate each other. In the coarse grid, the modelling error is partly 367 
cancelled out by the discretization error and the total error is small. Geurts [40] comments that "In 368 
fact, the discretisation error effect decreases with increasing resolution and the total error approaches the 369 
modelling error. However, this modelling error is by itself larger than the total error on coarser grids. This 370 
arises because on coarse grids the comparably large discretisation error effects partially cancel the modelling 371 
error effects." 372 
5.4 Time step sensitivity study 373 
Finally, a time step sensitivity study has been conducted as recommended by the BPG. For 374 
space economy, we are not presenting any graph here. In ADREA-HF laminar and k-ε simulations, 375 
the time step was determined by restricting the CFL (Courant–Friedrichs–Lewy) number to be lower 376 
or equal to 10. Lower CFL numbers (equal to 2 in the laminar case and equal to 5 and 20 in the k-ε 377 
case) that were tested had no impact on the results. In LES, a smaller time step is generally required 378 
compared to RANS approaches for numerical stability and for a better reproduction of the resolved 379 
turbulence. Thus, a CFL=0.9 restriction was imposed. In the RNG-LES other values were also 380 
examined, equal to 0.1 and 0.3 and 1.8, and no differences were found in the results. 381 
In FLUENT (Dynamic LES), the time step was limited to 0.02 s to keep CFL number below 1, in 382 
order to avoid divergence problems during the release phase. After termination of the release, the 383 
time step was increased to 0.2 s in order to save computational time. Two additional simulations 384 
with time step 0.1 and 0.05 s during the diffusion phase were performed (using the finest of the 385 
examined grid) and the results were unaffected. 386 
In CFX simulations, a time step sensitivity study for the SST model was performed, using time 387 
steps equal to 0.1, 1.0 and 5.0 s. The results of 0.1 and 1.0 s were identical and thus the value of 1 s 388 
was used in all CFX simulations. 389 
6 Statistical Performance Measures and Quantitative Assessment Criteria 390 
Statistical Performance Measures (SPMs) [41][42] provide a comparison between the 391 
predictions and the measurements and are very useful for model evaluation. Several SPMs are 392 
available and each of them has its merits and drawbacks. In the present study the SPMs proposed by 393 
Chang and Hanna [43] are used, i.e. fractional bias (FB), normalized mean square error (NMSE), 394 
geometric mean bias (MG), geometric mean variance (VG) and factor of n (FACn) i.e. the fraction of 395 
predictions to measurements ratios which are between n and 1/n.  396 
FB and MG indicate under/over-prediction of the model, while NMSE and VG indicate the 397 
scatter of the data. Positive values of FB and values larger than unity of MG indicate an overall 398 
under-prediction of the model. However, it is possible for a model to perform poorly and still have 399 
FB=0 and MG=1 when under-predicted values are perfectly counterbalanced by over-predicted ones. 400 
FACn measure is easy to understand and interpret, as it indicates the fraction of data that have a 401 
relative error less or equal to a certain value, e.g. FAC2 indicates the fraction of data whose relative 402 
error is less than or equal to 100%. It is the most robust and consistent measure, because it is not 403 
highly influenced by outliers, and thus it is highly recommended for model evaluations. 404 
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MG and VG are undefined for zero values. Therefore, for their calculation, a threshold can be 405 
used as the lower bound for both predicted and measured values [43]. In the present study, a 406 
threshold equal to 10-4 is applied.   407 
The acceptable limits of the SPMs for a “good” model cannot be defined as straightforward. In 408 
atmospheric releases a “good” model is expected to have |FB|<0.3 or 0.7<MG<1.3, and NMSE<1.5 or 409 
VG<4 [43]. These relatively large limits have been identified taking into account the large 410 
uncertainties in the definition of accurate weather conditions like wind direction and speed and the 411 
stability class. These limits are quite wide for indoor releases and even a model that performs poorly 412 
can give values within this range. Therefore, narrower limits should be considered for the acceptable 413 
ranges for indoor releases.  414 
To set stricter quantitative assessment criteria we relate SPMs with the relative error of 415 
predictions. Figure 10 shows the value of FB as calculated assuming that the predictions at all 416 
sensors have a relative error with respect to the measurements equal to 5, 10, 20 and 30%. Practically 417 
this means that if the computational results have for example maximum relative error 5%, the 418 
absolute value of FB will be smaller than or equal to 0.05. 419 
 
Figure 10. The values of FB for several relative errors of the predictions. 420 
Table 2 presents the SPMs if it is assumed that the relative error of the computational results is 421 
20% for the entire dataset. These narrower criteria can be used to give an insight on how models 422 
perform in indoor releases. Values within this range (-0.18<FB<0.23, NMSE<0.05, 0.83<MG<1.25 and 423 
VG<1.05, FAC1.2) would imply that the results have less than 20% relative error over the entire 424 
dataset and can be considered as acceptable for indoor releases. 425 
Table 2. Statistical Performance measures (SPMs) for specific relative error for the entire dataset. 426 
SPM Ideal value 20% over-prediction 20% under-prediction 
FB 0 -0.18 0.23 
NMSE 0 0.034 0.05 
MG 1 0.83 1.25 
VG 1 1.034 1.05 
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7 Comparison with the experiment and discussion 427 
7.1 Comparison against an equivalent hydrogen release. 428 
In order to verify the validity of the assumption that helium is a good surrogate of hydrogen 429 
[21], [22], a simulation with hydrogen release was initially performed using the same volumetric 430 
release rate as in helium. The simulation was performed using the k-ε model, because it achieves 431 
satisfactory agreement with the experiment with low computational time (see Section 7.2). The 432 
predicted volume concentrations of helium and hydrogen were almost identical at all sensors. The 433 
fact that hydrogen and helium have very similar molecular diffusion coefficients in air (7.8e-05 and 434 
7.2e-5 m2/s, respectively) contributes to the similarity of the results. Based on the abovementioned, it 435 
is shown that helium has similar dispersion behaviour with hydrogen under the conditions of the 436 
examined experiment and taking into account also the findings of a previous study [22], helium is a 437 
good surrogate of hydrogen for dispersion studies. Consequently, the helium concentrations 438 
derived in the next section can be considered to be hydrogen concentrations of equivalent release, in 439 
order to be able to draw conclusions related to hydrogen safety in similar applications.  440 
7.2 Comparison with the experiment 441 
In this section, the computational results are compared with the experiment. Only the 442 
simulations that achieved independent results in Section Sensitivity studies based on BPG are 443 
presented here. The main numerical characteristics of these simulations are summarized in Table 3.  444 
Table 3. Summary of numerical characteristics for the cases compared with the experiment. 445 
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Figure 11 shows the concentration time series for the laminar model. Based on the concentration 446 
time series, the laminar model performs poorly. It produces less diffusive results than the 447 
experiment and thus the concentration is seriously under-predicted in the lower part of the facility, 448 
whereas it is over-predicted in the upper part.  449 
 450 
 
Figure 11. Helium volume concentration time series at three sensors for the laminar model 451 
(ADREA-HF) and for the experiment. 452 
Figure 12 presents the concentration time series for the RANS (SST transitional and k-ε) models. 453 
Both models give very similar results, as expected. SST applies k-ε model in the free stream flow and 454 
k-ω model near walls. Since there are no obstacles inside the enclosure, the SST model utilizes mainly 455 
the k-ε model apart from the areas close to the walls, ceiling and floor. Still, even at the sensors 456 
located next to the walls (e.g. P2N3 and P5N3) the two models give almost identical results.  457 
Comparing with the experiment, the predictions are in good agreement at most sensors. A 458 
minor over-prediction at the sensors located next to the ceiling (P2N3 and P5N3) is observed with 459 
the maximum discrepancy being equal to 8% at P5N3. At medium heights (sensors M3N3 and 460 
M2N4) the agreement with the experiment is very good, especially at sensor M2N4 which is located 461 
far from the release. In sensor M3N3, which is near the release, the concentration is under-predicted 462 
at early times (lower than 2000 s) by a maximum of 45% while the prediction is improved at later 463 
times. In the lower part of the facility (sensors M3N1 and M2N2) a notable under-prediction of about 464 
20% is observed. 465 
A closer look in the results of sensors P2N3 and P5N3 which are located next to the ceiling but 466 
in different positions (the first one at the corner of the garage and the second one above the release 467 
point – see Figure 2), we observe that after the end of the release (3740 s), the results are collapsed in 468 
a single time series in both experiment and simulations (lower right plot in Figure 12). This occurs 469 
because, in a given height, a uniform horizontal layer is formed almost immediately after the end of 470 
release resulting in negligible differences among concentrations. During the release phase, higher 471 
concentration levels are observed at sensor P5N3 than sensors P2N3 because P5N3 is located above 472 
the release point. 473 
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The good performance of the RANS model compared to the laminar model predictions is 474 
attributed to the fact that turbulent diffusivity provides greater levels of mixing resulting in a less 475 
stratified mixture. This behaviour indicates that the flow becomes turbulent downwind the exit pipe. 476 
  
  
Figure 12. Helium volume concentration time series near the release point (top figures) and near the 477 
walls (bottom figures) for the RANS models and for the experiment during the release (left figures) 478 
and diffusion (right figures) phase. 479 
However, during the diffusion phase (i.e. after 3740 s) the flow is expected to become laminar 480 
due to the absence of helium release which is the main source of turbulence. Thus, one could 481 
anticipate the laminar model to perform well during that phase, but this is not the case based on 482 
Figure 11. The poor performance of the laminar model during the release phase affects negatively its 483 
performance in the diffusion phase, too. Therefore, to fairly assess the performance of the laminar 484 
model during the diffusion phase, an additional simulation was carried out.  485 
That simulation with laminar model starts at the diffusion phase but it uses as initial conditions 486 
the flow and concentration field at 3740 s as obtained by the k-ε simulation. This simulation was in 487 
good agreement with the experiment and gave results almost identical with the k-ε prediction. The 488 
similar behaviour of the laminar and the k-ε model at the diffusion phase is attributed to the small 489 
predicted values of k and ε, which result in negligible turbulent viscosity compared to the molecular 490 
viscosity. This indicates that the flow at the diffusion phase becomes laminar soon after the end of 491 
the release, as expected. Considering all the above remarks we conclude that the examined RANS 492 
models are capable of predicting well both the release (turbulent) and the diffusion (laminar) phase. 493 
Figure 13 presents the concentration time series for the LES approaches (Dynamic LES, 494 
RNG-LES and S-L LES). Sensor P2N3 has been excluded from these figures in order for the results to 495 
be more distinguishable and since it would not provide any further information. We observe that, 496 
unlike RANS models, all predicted time series exhibit oscillations, similarly to the experiment due to 497 
the resolved part of turbulence by the LES. The oscillations are particularly evident in P5N3 sensor 498 
due to its position above the release. The oscillations disappear during the diffusion phase for S-L 499 
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and RNG-LES cases but continue to exist for Dynamic LES. This might be the reason for the greater 500 
level of mixing of Dynamic LES compared to the other LES predictions and the measurements as the 501 
diffusion phase progresses. 502 
In contrast to RANS models, where the different models provide similar results, the different 503 
LES approaches give different predictions. At the top sensors (M3N5 and P5N3) Dynamic LES 504 
exhibits the best agreement with the experiment in the release phase. RNG-LES results are very close 505 
to the experiment in the release phase, with the exception of the first 1000 s of P5N3 sensor at which 506 
concentrations are over-predicted by approximately 28% and S-L LES generally under-predicts 507 
slightly the concentrations. The under-prediction increases as time progresses with the maximum 508 
discrepancy being equal to 7% at the end of the release. At medium sensors (M3N3 and M2N4) 509 
Dynamic LES exhibits again very good agreement with the experiment. S-L LES under-predicts 510 
slightly the concentrations at later times similar to the top sensors, whereas RNG-LES 511 
under-predicts the concentration at the initial stage (until 1500-2000 s) by up to 42%. The results, 512 
however, are improved significantly after that period. At the lower sensors (M3N1, M2N2), 513 
Dynamic LES exhibits the least agreement with the experiment, under-predicting the concentrations 514 
up to 23% at M3N1 and up to 44% at M2N2. 515 
  
  
Figure 13. Helium volume concentration time series near the release point (top figures) and near the 516 
walls (bottom figures) for the LES and for the experiment during release (left figures) and diffusion 517 
(right figures) phase. 518 
The predicted helium distribution inside the facility at the time when the release is stopped 519 
(3740 s) is shown in Figure 14. We observe that only minor differences exist between the two RANS 520 
models. The results of the different LES approaches are also similar. The more distinct stratification 521 
of the laminar model is evident. As far as the vertical concentration profiles are concerned, both 522 
RANS and LES approaches predict comparable results. All simulations predict uniform 523 
concentrations along the horizontal planes of a given height with the only exception the points 524 
which lie inside the release core. In diffusion phase (not shown here) this exception does not occur 525 
and a uniform mixture exists at all points of a given heights. 526 
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The capability of the LES approaches to predict the instantaneous fluctuations of the flow field 527 
is evident in all LES contours. It is also interesting to note that LES seems to be able to predict the 528 
transition from laminar to turbulent flow. Helium distribution is initially stable forming a vertical 529 
column with sharp boundaries, while after a short distance from the release point the flow becomes 530 
unstable, eddies are formed and mixing is enhanced. The predicted distance at which the transition 531 
occurs is different in each simulation. Dynamic LES predicts the shortest distance, equal to 0.4 m 532 
from the release point, and RNG-LES the longest, equal to approximately 1.0 m. 533 
 
Figure 14. Helium volume concentration contours on y-injection plane at 3740 s predicted by the 534 
various turbulence modelling approaches. 535 
To study and discuss about the produced by RANS and LES approaches flow field we present 536 
the velocity magnitude contours for k-ε and RNG-LES at 2000 s and 3740 s in Figure 15. Due to 537 
buoyancy, the maximum velocity develops above the release point, at a distance of 0.4 m and it is 538 
approximately 1.0 m/s, i.e. two times higher than the release velocity. We observe that high velocities 539 
are observed only along the release direction. When helium reaches the ceiling and starts to spread 540 
laterally, significantly lower velocities occur.  541 
In the same figure, stream-tracers are presented in order to visualize the flow field. Common 542 
characteristics exist between k-ε and LES at both times. Recirculation-like zones exist at the top of the 543 
enclosure (stream-traces A1 and A2) which seems to make the mixture at this area more uniform (see 544 
also Figure 14). At the vent, the flow exits the enclosure from the top half and enters from the bottom 545 
one (stream-tracers C1 and C2) maintaining the pressure inside the enclosure approximately 546 
constant. 547 
In k-ε case paths are predicted which transfer helium from the upper part of the enclosure to the 548 
lower one and fresh air from the lower to the upper (stream-tracers B1 and B2). At 3740 s symmetry 549 
is observed between the stream-tracers A1-A2 and B1-B2, whereas at 2000 s a symmetric 550 
recirculation to A1 seems to be missing. In RNG-LES case, the stream-traces B1 and B2 indicate 551 
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paths, which connect areas at low and medium heights with areas at top heights. Finally, eddies that 552 
are predicted by LES are apparent in stream-tracers D1. 553 
 
Figure 15. Predicted velocity magnitude contours by the k-ε model (top) and RNG-LES 554 
(bottom) at 2000 s (left) and 3740 s (right). Characteristic stream-tracers are also shown.  555 
In terms of safety, we observe in Figure 14 that concentration levels within hydrogen flammable 556 
limits (4-75% v/v) are met mainly in the jet core. This behaviour is reproduced by both RANS and 557 
LES with the k-ε and SST model to be the most conservative over-predicting the concentration near 558 
the ceiling. All the above indicate that leaks at such low rates in similar geometries generate 559 
concentration distributions where the flammable range occurs only/mainly in a limited region i.e. 560 
inside the jet. 561 
For further model evaluation, the SPMs discussed in Section Statistical Performance Measures 562 
and Quantitative Assessment Criteria were used. Since no steady state is achieved the statistical 563 
analysis was performed for the helium concentration at 3740 s (end of release) over all sensors and is 564 
presented in Table 4. Moreover, the SPMs over the entire time series during the release phase and 565 
during the diffusion phase over the data from all sensors were derived using a time step of 10 s and 566 
are presented in Table 5 and Table 6, respectively. For the estimation of these SPMs, a moving 567 
averaging filter was applied to the time series in order to smooth out oscillations in experimental 568 
and LES results. In that way, the estimation of SPMs is more reliable. 569 
Table 4. Model performance measures at 3740 s (sorted by minimum MG). 570 
SPM MG VG FB NMSE FAC1.2 (%) 
Perfect model 1 1 0 0 100 
RNG-LES 1.03 1.00 0.04 0.003 98 
k-ε 1.04 1.01 0.01 0.004 89 
S-L LES 1.04 1.01 0.06 0.008 94 
SST 1.04 1.01 0.01 0.005 84 
Dynamic S–L LES 1.12 1.24 0.04 0.005 89 
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Laminar 1.20 2.68 -0.28 0.492 9 
Table 5. Model performance measures over the entire dataset for the release phase (sorted by 571 
minimum MG). 572 
SPM MG VG FB NMSE FAC1.2 (%) 
S-L LES  1.14 1.37 0.06 0.010 88 
RNG-LES 1.23 1.76 0.03 0.008 77 
SST 1.24 1.71 0.01 0.009 76 
Dynamic S–L LES 1.26 1.64 0.04 0.006 80 
k-ε 1.31 1.90 0.01 0.007 74 
Laminar 2.07 85.5 -0.34 0.81 6 
Table 6. Model performance measures over the entire dataset for the diffusion phase (sorted by best 573 
MG). 574 
SPM MG VG FB NMSE FAC1.2 (%) 
SST 1.02 1.01 0.00 0.003 94 
k-ε 1.03 1.01 0.02 0.003 95 
RNG-LES  1.05 1.01 0.04 0.002 98 
S-L LES 1.06 1.01 0.06 0.005 98 
Laminar 0.95 1.15 -0.15 0.12 43 
Dynamic S–L LES 1.11 1.03 0.10 0.022 78 
For a systematic evaluation, a plot of MG versus VG for the concentration at 3740 s over all 575 
sensors and for the concentration over the release and diffusion phase for all sensors is used and 576 
presented in Figure 16. This type of plot shows also a parabola which represents the “minimum VG” 577 
curve, without any unsystematic errors, for a given MG [43]. All points should lie either on the 578 
parabola or inside. A perfect model would be the one that would be located on the parabola vertex 579 
(1,1). The points that lie on the left hand side of the parabola show a tendency to over-predict, while 580 
the opposite shows a tendency to under-predict.  581 
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Figure 16. Geometric mean bias (MG) versus geometric mean variance (VG) for helium concentration 582 
at 3740 s (left) and during the release and diffusion phase (right) for all sensors. 583 
Based on the statistical analysis the best agreement with the experiment at the end of the release 584 
is achieved by the RNG-LES and next with slight differences comes k-ε, S-L LES and SST. Dynamic 585 
LES exhibits the least good performance among the different turbulence approaches mainly due to 586 
the under-prediction at the low sensors. However, Dynamic LES has a relative high FAC1.2 587 
measure, equal to 89% which means that 89% of all Dynamic LES predictions have an error of less 588 
than 20%. The same FAC1.2 is achieved by k-ε model, whereas RNG-LES has the highest FAC1.2, 589 
equal to 98%. Laminar model has the worst measures overall, as expected. 590 
In the release phase, S-L LES achieves the best agreement with the experiment and RNG-LES, 591 
SST, Dynamic LES and k-ε follows. In the diffusion phase, SST, k-ε, RNG-LES and S-L LES have 592 
measures close to the ideal and Dynamic LES follows with worse measures due to the enhanced 593 
mixing that it predicts (Figure 13). The laminar model performs poorly in both the release and 594 
diffusion phase. It is expected that the poor performance of the laminar model in the diffusion phase 595 
is mainly due to the poor performance of the model in the release phase which produces inaccurate 596 
initial conditions for the diffusion phase. Finally, we observe that according to MG, there is a small 597 
tendency by all models (except the laminar one in the diffusion phase) to overall under-predict the 598 
concentrations. 599 
Although the LES approaches are in very good agreement with the experiment, they have 600 
considerably higher computational cost compared to the RANS models. The simulation run time of 601 
S-L LES and RNG-LES was almost 20 and 27 times slower, respectively, compared to k-ε simulation 602 
with the same grid and in the same processor. The reason for the higher computational time of the 603 
LES simulations is the smaller time step that is generally required in LES type models and the larger 604 
number of iterations that were required for convergence in each time step. 605 
8 Conclusions 606 
This study focuses on the proper modelling of flammable buoyant gas release and dispersion 607 
inside a closed facility.  It demonstrates how to properly follow BPG for CFD simulations and 608 
assesses CFD models/tools for predicting helium/hydrogen distribution inside an enclosure 609 
resulting from a low-Reynolds number leak. Several turbulence models along with the laminar 610 
model using three CFD codes were examined to evaluate their performance and to characterize the 611 
flow in such applications. Through the sensitivity studies that were conducted based on BPG [13] 612 
interesting remarks are drawn for the domain and the grid design. The findings of this study would 613 
assist the design of safer hydrogen infrastructure by indicating appropriate modelling strategies for 614 
reliable safety assessments and can be summarized in the following points: 615 
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• At such low-Reynolds number leaks (Re=115) of buoyant gases, e.g. hydrogen, the flow 616 
becomes turbulent at some point downwind the release despite the laminar flow at the pipe 617 
exit due to buoyant acceleration. Only when the release is stopped the gas decelerates and the 618 
flow becomes laminar.  619 
• RANS and LES predictions demonstrate good predictive capabilities, while the laminar model 620 
performs poorly and fails to reproduce the gas distribution inside the facility predicting a more 621 
distinct stratification.  622 
• In the diffusion phase (after the end of the release), all turbulence approaches achieve very 623 
good agreement with the experiment. Despite more uniform mixture prediction by the 624 
Dynamic LES at diffusion, the release phase was reproduced in close agreement with 625 
experiment. The laminar can also give consistent results in the diffusion phase, since the flow 626 
is laminar, provided that accurate initial flow field after the end of the release is used.  627 
• For engineering computations, RANS models seem to be a good compromise between 628 
accuracy and computational cost. 629 
• Tetrahedral mesh produces high numerical diffusion affecting significantly the results of the 630 
laminar model. This effect can be smaller but not negligible when RANS turbulence models 631 
are used.  632 
• Narrower acceptable ranges for the assessment criteria of the SPMs (-0.18<FB<0.23, 633 
NMSE<0.05, 0.83<MG<1.25 and VG<1.05, FAC1.2) are suggested for dispersion in 634 
indoor/closed environments compared to those that are usually employed for outdoor 635 
configurations. 636 
• Helium is an excellent surrogate of hydrogen under the same volumetric release rate. In terms 637 
of safety, leaks at low release rates in similar geometries generate concentration distributions 638 
where the flammable range occurs only/mainly in a limited region i.e. inside the jet.  639 
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