In this paper, we study the Point-set embeddability-problem, i.e., given a planar graph and a set of points, is there a mapping of the vertices to the points such that the resulting straight-line drawing is planar? It was known that this problem is NP-hard if the embedding can be chosen, but becomes polynomial for triangulated graphs of treewidth 3. We show here that in fact it can be answered for all planar graphs with a fixed combinatorial embedding that have constant treewidth and constant face-degree.
INTRODUCTION
Planar graph drawing is the art of drawing a graph in the plane such that no two edges cross. It has been known for many decades that any planar graph can be drawn with straight lines without crossing [27, 10, 24] . In fact, one of the first problems studied in the graph drawing community was how to achieve a straight-line drawing such that coordinates of points are small integers. Multiple constructions were given to achieve an O(n) × O(n)-grid for a planar graph with n vertices [21, 11] .
One line of research in this field has worked on restricting the placement of the vertices further. In particular, is it possible to restrict the placement of vertices to a given set of points? This is the so-called Point-set embeddability problem: Given a planar graph G and a set S of points in the plane, test whether there exists a mapping of the vertices of G onto the point-set S that results in a planar straightline drawing of G. This problem is the topic of the present paper.
Existing results It has been discovered multiple times [15, 8, 5] that Point-set embeddability is easy for outer-planar graphs, presuming the points are in general position and the drawing that we want is the "standard" one (with all points on the outer-face). Namely, any outer-planar graph can be embedded in any set of n points in general position so that the drawing is planar.
On the other hand, for arbitrary planar graphs a pointset embedding is not possible for all point sets. Cabello [7] proved that it is NP-hard to decide whether a planar graph can be embedded in a given set of points, even if the graph is 2-outer-planar. However, his proof crucially uses that the embedding of the graph is not fixed; NP-hardness remained open for 3-connected graphs until very recently, when it was shown (in work done independently from the present paper) by Durocher and Mondal [9] .
Since then, many variations of Point-set embeddability have been investigated. For example, Badent et al. studied version with further restrictions as to which vertices may be mapped to which points [2] , and Di Giacomo et al. studied the situation where only a subgraph is restricted to points [14] . Directed versions have also been considered, see e.g. [13] . Other papers considered Point-set embeddability for special graph classes. Nishat et al. [18] and Moosa and Rahman [16] gave algorithms to test Point-set embeddability in triangulated planar graphs of treewidth 3.
Our results Our investigation was motivated by the last two papers. If Point-set embeddability is polynomial for triangulated graphs of treewidth 3, then what can be said about triangulated graphs of treewidth k, for some constant k? We show that Point-set embeddability is polynomial for all these, and we can even relax the triangulation restriction. Specifically we show:
Point-set embeddability is polynomial for any graph of constant treewidth and constant facedegree if the embedding of the graph must be respected.
On the other hand, if the embedding can be chosen freely, then Cabello's result [7] shows NP-hardness even for graphs of constant treewidth (his constructed graphs have treewidth 5) and for constant face-degree (only one of his faces has degree greater than 4, and this can be overcome by modifying his construction a bit.)
This leaves the case of graphs that have faces with arbitrarily large degree, or that have large treewidth, but the embedding is fixed. (The NP-hardness construction of Durocher and Mondal [9] has unbounded treewidth and unbounded face-degrees.) We prove that Point-set embeddability is NPhard for
• 2-connected outer-planar graphs (which have constant treewidth) if the embedding is fixed, • 3-connected planar graphs (which have a unique embedding) of constant treewidth, • triangulated planar graphs (which have a unique embedding).
So the first two items show that even with constant treewidth Point-set embeddability is NP-hard if the face-degrees are unbounded, while the third item shows that even with constant face-degrees Point-set embeddability is NP-hard if the treewidth is unbounded. So for our polynomial result, we truly need both bounded treewidth and bounded facedegrees. Our paper is organized as follows. After giving definitions, we present the algorithm for graphs of constant treewidth and face-degrees in Section 3. We prove the NP-hardness of Point-set embeddability in various scenarios in Section 4 and conclude with open problems.
BACKGROUND
We assume familiarity with graph-theoretic concepts such as graphs, degrees, and connectivity. Throughout this paper, let G = (V, E) denote a graph with n vertices and m edges. G is always assumed to be planar, i.e., it can be drawn in the plane without crossing. In such a planar drawing, the connected pieces that remain when removing the drawing are called faces, with the unbounded piece called outer-face. All our input graphs are assumed to be simple, i.e., to have neither loops nor multiple edges. Any simple planar graph (even if disconnected) has m ≤ 3n − 3 edges.
Combinatorial embeddings:
To describe drawings and faces without using geometry, we need two ingredients. A rotational system assigns to each vertex of G a circularly ordered list of the edges of G incident to v. A planar drawing respects the rotational system if for every vertex the order in the rotational system is the counter-clockwise (ccw) order of incident edges in the drawing. We assume throughout this paper that a rotational system of G has been fixed in such a way that it can be respected by some planar drawing.
Such a rotational system determines all planar drawings of G (up to choice of the outer-face and topological deformations) if G is connected. If G is not connected, then we need more information to determine its drawing uniquely. We define two kinds of angle in a graph. One kind of angle is an ordered triple {e1, v, e2} such that e1 and e2 both end at v, and the ccw order at v contains e1 followed by e2. If v has degree 1 then e1 and e2 are the same edge. In a planar drawing, the area ccw between e1 and e2 and v belongs to some face f ; we say that f is incident to this angle. The other kind of angle occurs at a vertex that has degree 0, and is described simply by the vertex itself. In any drawing, the face that is adjacent to this vertex is called the face incident to this angle.
A combinatorial embedding of a graph now consists of a planar graph with a rotational system, a finite set F , one special element o of F , and a mapping of angles to elements of F . We say that a planar drawing respects the combinatorial embedding if it respects the rotational system, its faces are in 1-1 correspondence with F , with the outer-face mapped to o, and the face incident to each angle is as prescribed by the mapping. In this paper we always assume that a combinatorial embedding is fixed and only consider drawings that respect it. Therefore, we will often use geometric terms (such as faces and outer-face) interchangeably with combinatorial terms (such as F and o.)
The degree deg(f ) of a face f is the number of angles to which f is incident. If the edges incident to f form a simple cycle (as they do for 2-connected graphs), then the degree of a face equals the number of edges (or number of vertices) that are incident to f . But the degree may be higher than that if there are cut-vertices or vertices of degree 0 incident to f .
If G is 2-connected, then the boundary of each face f is a simple cycle and hence there is a natural order of vertices around each face f of G. If G has cut-vertices or is disconnected, then for some faces the boundary is not simple. To be able to handle this, we assume that every face f stores a fixed order ρ(f ) of vertices that are adjacent to f . The precise order of ρ(f ) is not important as long as it has been fixed.
A triangulated graph is a planar graph for which all faces have degree 3. Such a graph is 3-connected and has a combinatorial embedding (up to choice of the outer-face and reversing all vertex orders.)
Drawings and Point-set embeddability: In this paper, we only consider straight-line drawings, i.e., drawings where edges are straight-line segments between the points assigned to their endpoints. Therefore, we can describe a proper drawing of a planar graph G by giving only the mapping from vertices to points, and demand that this mapping satisfies: (a) No two vertices are mapped to the same point. The face-angle incidences are respected. We will also consider drawings of a subgraph G of G, and consider them to be proper if the conditions are satisfied for all elements of G that also exist in G. So in particular a proper drawing of G means a drawing that satisfies (a) and (b) above, respects the induced rotational system, and respects the face-angle incidences for every face f and angle α of G that also existed in G.
Given a mapping of the n vertices to points, we can check in O(n log n) time whether this mapping corresponds to a proper drawing; the bottleneck being the time for testing intersections of line segments and finding the face-incidences for disconnected components. The Point-set embeddability problem is defined formally as follows. Given a planar graph G = (V, E) and a set S of points in the plane, where we may assume |S| ≥ n = |V |. Is there a mapping of V to S such that the resulting drawing of G is proper? Note that we allow S to have more points than necessary to draw G. We also do not require S to be in general position. In our paper, we will only consider the Point-set embeddability problem for graphs for which the combinatorial embedding is given, and we are only interested in proper drawings that respect this combinatorial embedding.
Crucial for solving Point-set embeddability on some graphs will be to consider the dual graph. For a graph G with a combinatorial embedding, let the dual graph G * consist of assigning a vertex v f to each face f ∈ F . For each edge e adjacent to two faces f1, f2, add an edge from v f 1 to v f 2 in the dual graph. The dual graph (at least in our definition) ignores all vertices of degree 0; our algorithm will take care of them separately since they are included in the list ρ(f ) for the face f that they are incident to. The dual graph is always connected even if G was not. It may have loops or multiple edges even if G was simple.
Treewidth: The treewidth of a graph is a graph parameter that has proved very useful both in theoretical studies (for the Graph Minor Theorem [19] ) and for algorithmic development and fixed-parameter tractable algorithms (see e.g. [3] .) We will not give the (somewhat complicated) definition of treewidth as we do not use it directly.
Computing the treewidth of a graph is NP-hard in general [1] , but can be done in polynomial time if the treewidth is a constant [4] . Graphs of treewidth t are also called partial ttrees. Any graph of treewidth 2 is planar, and is also called a series-parallel graph. A special case of series-parallel graphs are outer-planar graphs, which can be drawn such that all vertices are on the outer-face.
ALGORITHMS
In this section, we give an algorithm for Point-set embeddability if some graph parameters are small. Recall that the O * -notation is used for asymptotic bounds that hide polynomial terms.
Theorem 3.1. Let G be a planar graph with a fixed combinatorial embedding. If the dual graph G * of G has treewidth at most t and maximum degree at most ∆, then Point-set embeddability can be solved for G on any point set S in O * (|S| 1.5(t+1)∆ ) time and space.
We first give an outline of the proof. Rather than using the treewidth directly, we use the treewidth and maximum degree to bound another graph parameter of the dual graph G * known as the carving-width and defined precisely below. Translating back to G, the carving-width roughly corresponds to the number of edges needed on a cycle to separate the faces of G into parts (and recursively in the subgraphs). Since the carving-width is bounded, we can brute-force enumerate all possible ways in which such a cycle could be mapped to the given point set S. This therefore gives rise to a dynamic programming approach. In the base case, for each face f of G find all possible sets of points in S that could possibly hold the boundary of f . Then in the recursive steps consider all possible ways of gluing faces together to obtained a bigger subgraph; this is polynomial if the carving-width is a constant.
Carving-width
The carving-width of a graph (not necessarily planar) was first introduced by [22] and can be defined as follows: Definition 3.2 (carving-width). Let G = (V, E) be a graph. A carving-decomposition of width k is a rooted binary tree T and a bijection δ between V and the leaves of T such that for any arc a of T , there are at most k edges e in G that cross arc a, i.e., the endpoints of e are mapped to different components of T − a. The carving-width of G is the minimum width over all carving-decompositions.
The carving-width is a generalization of the cut-width, where we require the tree T to be a caterpillar, see [25, 26] for an overview. Computing the carving-width of a graph is NP-hard in general, but becomes polynomial if the graph is planar [22] . (It is also fixed-parameter tractable in the carving-width [25] .)
Any graph of treewidth t has carving-width at least
. Also, for graphs without loops the carving-width is at least ∆, since the arc from the leaf that stores vertex v is crossed by deg(v) edges. Vice versa, it is known that the carving-width of G is at most b · ∆, where b is the so-called branch-width of G [17] . The branch-width in turn is bounded by t + 1 [20] , so we get: Lemma 3.3. A graph of treewidth t and maximum degree ∆ has carving-width at most (t + 1) · ∆.
Embedding one face
We now solve Point-set embeddability for any graph G for which the dual graph G * has a carving decomposition T of width at most k; this proves Theorem 3.1 by the previous lemma. We solve Point-set embeddability using a bottomup dynamic programming algorithm in T . The leaves of T are in bijection with the vertices of G * , hence the faces of G. Let f be one such face of G. Recall that ρ(f ) is some enumeration of the vertices of f , and |ρ(f )| ≤ deg(f ) ≤ ∆. Now consider any ordered set π of |ρ(f )| points in S. If we map vertices in ρ(f ) to points of π in this order, then this gives one possible way of drawing the graph G f that is formed by face f. Of course, for most sets π, this will not be a proper drawing.
1 By testing this for each π, we hence compute and store,
gives a proper drawing of G f 0 otherwise
The computation time for all these values
≤ ∆, and we spend O(∆ log ∆) time to test whether the drawing of f is proper. 1 We could improve the run-time of our algorithm by only considering point sets for which the simple cycles that form the boundary of f are crossing-free. A set of s points has at most O(86.89 s ) crossing-free spanning cycles [23] , so this would eliminate many candidates (but still be exponential.)
Subgraphs and boundaries
Now we consider some larger subgraphs of G. To explain how to combine such subgraphs, we need a definition. Let F be a subset of faces of G. The boundary B of F is the set of all edges e for which the face on one side belongs to F and the face on the other side does not belong to F . We say that a vertex belongs to the boundary of F if one of its incident edges is on the boundary of F .
We specifically need boundaries for sets of faces defined by the carving decomposition T of G * . For every node v ∈ T , let F (v) be all vertices of G * (hence faces of G) mapped to a leaf below v in T . Let B(v) be the boundary of F (v). By definition of boundary and F (v), any edge in B(v) has one side on a face below v in T and the other side on a face not below v in T . Therefore, the dual of any edge in B(v) crosses the arc from v to its parent in T . By definition of carving-width, therefore |B(v)| ≤ k. Figure 1 : An example of a planar graph. Face f4 has degree 9 (this includes the isolated vertex.) For the given carving decomposition of the dual graph. the boundary B(v) is shown dotted; the duals of these edges cross the arc from v to its parent. Set Eσ(v) is shown bold, and Vσ(v) = {a}.
Similarly as for faces, we assume that for every node v of T we have fixed an order ρ(v) of the vertices that are on the boundary B(v). We also need the notation G(v) for the graph formed by faces F (v), i.e., the graph consisting of all vertices and edges that are on at least one face in F (v).
We now aim to compute the following function for all nodes v of T and all ordered sets π of |ρ(v)| points of S:
1 if mapping ρ(v) to π in this order gives a proper drawing of B(v), and it can be expanded to a proper drawing of G(v)
Combining subgraphs
Assume we have an ordered set π of |ρ(v)| points and want to compute M (v, π). First test whether assigning ρ(v) to π draws B(v) properly. If so, then try all possible ways to expand π by adding an ordered list πσ of points for the vertices in Vσ(v). There are |S| |Vσ (v)| many ways of doing this, and we test all of them. For each one of them, assigning ρ(v) ∪ Vσ(v) to π ∪ πσ defines the induced assignments of ρ(w1) and ρ(w2) to ordered lists π1 and π2. Test whether M (w1, π1) = 1 = M (w2, π2). It is not hard to see that if this holds, then combining the drawings of G(w1) and G(w2) gives a proper drawing of G(v), so we set M (v, π) = 1. If we do not succeed for any πσ, then set M (v, π) = 0.
Putting it all together
To finish the proof of the theorem, we now do the obvious dynamic programming in the tree T : Compute M ( , π) for all leaves and all ordered lists π of ρ( ). Then go bottomup in the tree and compute M (v, π) for every node v using the values of its two children. Note that for the root r the boundary B(r) is empty. Hence B(r, ∅) will tell us whether the whole graph G can be embedded in the given point set.
It remains to analyze the running time. Constructing the dual graph and computing its carving-decomposition is polynomial (and for all but the smallest values of k it is dominated by the other operations.) For every leaf with corresponding face f we spend O(∆ log ∆ · s ∆ ) time to compute M b (f, .), and then again as much to compute M ( , .). Now consider a node v higher up in a tree. Given one fixed ordered set of points π, we can test whether this gives a proper drawing of the boundary in O(k log k) time since |ρ(v)| ≤ |B(v)| ≤ k. Computing π1 and π2 takes O(k) time. There are O(|S| |Vσ (v)| ) ways to choose πσ, and for each one of them we look up two values.
2 So we spend O(k log k + |S| |Vσ (v)| ) time for one ordered set π of length ρ(v). Summing over all such sets gives run-time
To bound this, we need to bound |ρ(v)|+|Vσ(v)| ≤ |B(v)|+ |Eσ(v)|. Notice that |B(v)|, |B(w1)| and |B(w2)| all are bounded by the carving width k of the dual graph. Also,
" time per node v. Since T has O(n) nodes and k ≤ ∆(t + 1), therefore the total run-time is
which finishes the proof of Theorem 3.1.
Corollary 3.4. Point-set embeddability is polynomial for any triangulated graph G of bounded treewidth.
Proof. Since G is triangulated, the dual graph has maximum degree 3. Since G has bounded treewidth, so does the dual [6] . The result then holds by the previous theorem.
NP-HARDNESS
In this section, we show that Point-set embeddability is NP-hard. This was already shown by Cabello [7] and Durocher and Mondal [9] , but our proof holds even for 3-connected graphs with constant treewidth, triangulated planar graphs, or 2-connected outer-planar graphs with a fixed combinatorial embedding. We first give a construction for disconnected graphs, and then make it increasingly more connected.
Our reduction is from the 3-partition problem defined as follows: Given 3n positive integers a1, . . . , a3n with P 3n i=1 ai = n · B, partition the numbers into n groups such that the numbers within each group sum to B. It is well-known that 3-partition is strongly NP-hard [12] .
Disconnected graphs
So assume we are given an instance {a1, . . . , a3n} of 3-partition, with P 3n i=1 ai = n·B. We explain the construction of S and G simultaneously. The convex hull of S consists of 4n + 8 points placed on an oval (see also Figure 2 ), with the leftmost point at (0, 0) and the rightmost point at (2n+4, 0). Let ε > 0 be a small constant. On the lower hull, for j = 1, . . . , n + 1 we have points at x-coordinates 2j − ε, 2j + ε; we call these bj and dj. On the upper hull, we have points at x-coordinates 2j + 1 − ε, 2j + 1 + ε, for j = 1, . . . , n; we call these b j and d j . We also have points at x-coordinates ε and 2n + 4 − ε on both upper and lower hull.
The outer-face of graph G has 4n + 8 vertices in a cycle. Any mapping of G on the point set S that respects the outer-face must place the outer-face of G on the convex hull of S.
Next, add a point pa near (ε/2, 0). In the graph, pick three arbitrary consecutive vertices c1, c2, c3 of the outer-face and add edge (c1, c3). Add a new vertex va inside the resulting triangle {c1, c2, c3} and connect it to c1 and c2. Thus in any realization of G on S, vertices c1, c2, c3 must be mapped to consecutive points on the convex hull such that the triangle {c1, c2, c3} contains a point. We will not add any such points except pa. Therefore, in any realization c2 must be mapped to (0, 0), which fixes the mapping of the entire outer-face of G to the points of the convex hull of S.
We next add n + 1 lower teeth. For j = 1, . . . , n + 1, add M + 1 points on the vertical line with x-coordinate 2j, for M sufficiently large (we will discuss this choice below.) The topmost point (called pj) is above the y-axis. All other points are below the y-axis, and "sufficiently far away from the convex hull", i.e., not inside any triangle defined by three consecutive points on the convex hull.
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For j = 1, . . . , n + 1 let vertices bj, dj in G be those that are mapped to points bj, dj in S (by the above the mapping of the outer-face is fixed.) We introduce a new vertex tj that is adjacent to bj and dj. Inside the triangle {tj, bj, dj} place an M -path (a path with M vertices) and make one end adjacent to tj and the other to bj. We can realize this by placing tj and the M -path vertices at pj and the M points below it. Vice versa, assume we have an mapping of the graph on the point set. Then tj must be placed so that the triangle {bj, tj, dj} contains M points. But the base of this triangle has width ≈ 2ε, so these M points would have to be within distance ≈ ε of a line that passes through the line segment (bj, dj). We will not add such points except near the vertical line that defined the jth lower tooth. So tj must be placed on the jth lower tooth (and it must be at pj so that {bj, tj, dj} has M points inside.)
We complete the point set by placing, for j = 1, . . . , n, the jth blob consisting of B points on (or near) the vertical line with x-coordinate 2j + 1. All these points have negative y-coordinate and are sufficiently far away from the convex hull. We complete the graph by adding 3n paths inside the face adjacent to t1, . . . , tn+1. The ith path has ai vertices (we call it the ai-path.)
If the instance of 3-partition has a solution, then we can realize the graph on the point set by drawing these ai-paths on the blobs according to the partition into groups. Vice versa, assume G can be realized on the point sets. Then all points not in the blobs are occupied by the outer-face and the teeth as discussed above. Any two blobs are separated by the line segment (bj, tj). So by planarity no two points on two different blobs can have an edge between them. Therefore, each of the 3n paths of G must be entirely realized within one blob. Since there are B points in a blob, this gives a partition of a1, . . . , an into groups summing to B, as desired.
Note that our construction used exactly |V | points for S. But NP-hardness holds even for a point set with s ≥ |V | points, for any s, as follows: Replace point pa (the one near (ε/2, 0)) by s − |V | + 1 points that all are within the triangle {c1, c2, c3}. Then va must be mapped to one of these points, and the triangle {c1, c2, c3} enforces that the other s − |V | points cannot be used anywhere in the construction.
Connected outer-planar graphs
To make the graph connected, we first introduce lots of cycles (with the ai-paths held between them), and more teeth to force those cycles into specific locations. Figure 3 illustrates the following construction.
First we add n upper teeth, one at each edge (b j , d j ). This is done exactly as for lower teeth, except that the points are placed on the vertical line with x-coordinate 2j + 1 (j = t 1 1, . . . , n), with the bottommost point below the tips of the lower teeth.
Next, we add more points near what we call the vertical anchor lines, which have x-coordinates 1 and 2n + 3. We place M points on each of these vertical lines. We also place (above, below, and outside) a triplet of points that encloses the M points. M is larger than the total number of points that are not on teeth or anchor lines (including points on the layers that will be defined below); M ∈ Θ(n 3 + nB) suffices. Likewise, in the graph we define two triangles, each of which has an M -path inside that connects to two vertices of the triangle. In any realization, each of these two anchor triangles hence must contain points from exactly one of the two anchor lines, since points from the teeth are already occupied by other elements of the graph, M is large enough, and we cannot use points from both anchor lines without the triangle intersecting the teeth.
Finally, for some ≥ (3n + 1)(4n + 9), we add layers, which are cycles of length 4n + 8. These are all inside each other; the outermost cycle is in the face adjacent to all teeth, and the innermost cycle is around the two anchor triangles. After every 4n + 9 such layers, we place one of the paths for ai, i = 1, . . . , 3n. To make everything connected, we connect each ai-path to some vertex on each of the adjacent layers, and connect two consecutive layers without an aipath between them by adding one arbitrary edge. Finally we connect the outermost layer by adding an edge to t1, and connect the innermost layer to the anchor triangles at diametrically opposed vertices of the layer. This finishes the construction of the connected graph.
To finish the construction of the point set, we must add more points for the layers as follows: The vertical line at a lower tooth obtains 2 additional points, all above the tooth. The vertical line at an upper tooth obtains 2 additional points, all below the tooth. The vertical line at an anchor triangle obtains 2 additional points, of which are above and are below. Finally we also add points on (or near) the x-axis to the left of the left anchor-triangle, and points on the x-axis to the right of the right anchor-triangle. This finishes the construction of the point set.
Assume G is embedded in this point set. This fixates the place of the upper and lower teeth (the points for the layers cannot help, since the outer-face vertices are fixed and the triangle {bj, dj, tj} must have exactly M points in it.) Also, each anchor triangle must enclose points on one anchor line, so one must be left of all teeth and the other right of all teeth.
In the fixed combinatorial embedding, any layer has both anchor triangles inside. But in the drawing any layer must avoid all teeth by planarity. So each layer must zig-zag from left to right between the teeth, go around the anchor triangle, then zig-zag from right to left between the teeth, then go around the other anchor triangle. So each of the layers uses up two points below each upper tooth, two points above each lower tooth, and one point each below, above and outside of each anchor triangle. This uses up all the points, except for B points below each of the upper teeth. Hence each ai-path (for i = 1, . . . , 3n) must be placed entirely below one of the upper teeth, thereby giving a solution to 3-partition.
Vice versa, if 3-partition has a solution, then the outerface, teeth and layers can be placed as explained above. Each layer should use the outermost point not used by an earlier layer or an ai-path. Each ai-path is placed on the next ai points of the blob that corresponds to its assignment in the solution to 3-partition. It remains to argue that the edges connecting layers can be drawn. Observe that such an edge could be drawn between corresponding points of the routes (i.e., horizontally or vertically), or one can draw it slanted to the next point of the next layer's route. There are 4n + 9 layers between ai-paths and each layer has 4n + 8 vertices, so by shifting one or zero units forward with each
a n c h o r t r i a n g l e a n c h o r t r i a n g l e Figure 3 : The connected graph construction for n = 4. Many of the 325 layers are missing. We added a few extra points on the outer-face for legibility.
layer, we can move to any other position for the next aipath. The first and last 4n + 9 layers can be used to shift routes so that the connections to the outer-face (resp. anchor triangles) can be obtained regardless of the blob that contains a1 and a3n.
So if 3-partition has a solution, then we can realize G in S, which finishes the NP-hardness proof for connected graphs with a fixed planar embedding. One can easily see that our construction is outer-planar in a different embedding; see also 
Higher connectivity
We now give three different ways of how to connect layers further, depending on which properties we want to achieve.
Outer-planar 2-connected graphs
The graph as constructed is already outer-planar, and the only cut-vertices occur at the connections between two consecutive layers. To make the graph 2-connected, we add a second edge between two consecutive layers (and also from the outermost layer to the outer-face and from the innermost layer to the anchor triangles.) This edge is added so that the two connections between layers end at two adjacent vertices of the layers. The resulting graph then is still outer-planar as illustrated in Figure 4 . Also, we still have the choice of drawing edges between corresponding vertices of the layers (i.e., horizontally or vertically), or "shifting over" by one unit, so the argument why a solution to 3-partition can be used to create a proper drawing remains valid.
Inner triangulated graphs
If we add more edges, then we can make all inner faces triangles as follows:
• Fix one arbitrary vertex of the outermost layer to be placed at the leftmost point of the outermost route. This does not affect embeddability of G, since there are enough layers left to shift the a1-path to any of the blobs.
Then triangulate any face outside the outermost layer in such a way that the edges can be drawn without creating crossings. In other words, in the fixed drawing of the outer-face, teeth and outermost layer, triangulate the polygons that represent faces and add the corresponding edges to G.
• Similarly fix the innermost layer and triangulate the faces inside it.
• Let the vertices of two consecutive layers be v1, . . . , vN and w1, . . . , wN , respectively. If these layers have no ai-path between them, then triangulate the faces between the layers by adding the zig-zag path v1, w1, v2, w2, . . . , vN , wN , v1. This still allows to shift the route one over in one direction: Either we draw all (vi, wi) vertically or horizontally and all (wi, vi+1) slanted, or vice versa. See also the bottom two layers in Figure 5 .
• If the two layers have an ai-path between them, then don't add edge (v2, w2); instead connect the ai-path to v2 and w2, and connect all vertices on it to v1 and w3.
The ai-path has to be drawn vertically for this to be realizable, but we can add this restriction since there are enough layers between ai-paths to reach the next blob already earlier. Observe that most vertices of the graph have constant maximum degrees. Exceptions occur only at vertices that are adjacent to all the vertices of a K-path (where K = M or K = ai). We can avoid these high degrees by choosing points within each blob more carefully: Rather than placing points on a line, we place them in two not-quite parallel lines that bend away from each other, forming a )( shape. We can then triangulate the interior of the K-path leading to degree at most 7 at all vertices. We sketch this placement in Figure 6 (which is not to scale; the points must be much closer to a line to ensure that the layers can leave exactly ai points free between them.)
Triangulated graphs: The previous construction gave an inner triangulated graph. We can triangulate the outerface as well by adding more points and expanding the graph. Let D be the number of vertices on the outer-face. While D > 40, add into the outer-face a cycle of length D/2 and With each cycle added to the graph, we add a corresponding set of points so that they form the convex hull and the cycles can be drawn on them. So if 3-partition has a solution, then there exists a proper drawing of the graph on the point set.
Vice versa, assume that the graph can be drawn on the point set. Since the graph is triangulated, any face could theoretically be drawn on the three points C that form the convex hull of the point set. However, removing C leaves a point set with DL points on the convex hull, so we can only draw a triangle on C such that removing the triangle from the graph leaves a face with DL vertices. A degree argument shows that this means that triangle T must be on the convex hull: All vertices not on T have degree at most 7, and hence for any triangle T = T the degrees of the three vertices sum to at most 2(DL + 1)/3 + 9 (as can be seen with a case analysis on DL mod 3.) Therefore removing T leaves a face of degree at most 2(DL + 1)/3 + 6 < DL since DL > 20.
So triangle T is drawn on the convex hull. Removing the drawing of T leaves a point set whose convex hull is exactly the size of the face created by removing T . So this fixes the next cycle to be drawn on the convex hull, and so on. So the added cycles exactly use up the added points, and the remaining drawing gives a solution to 3-partition as in the previous part. So the problem remains hard for triangulated graphs with maximum degree 15.
3-connected graphs with small treewidth: The construction of the inner triangulated graph has unbounded treewidth since the layers and connections between them form a Ω(n) × Ω(n 2 )-grid, which has treewidth Ω(n). This is to be expected (recall that Point-set embeddability is polynomial if the treewidth is constant and the graph is triangulated).
We show now that the treewidth can be constant if we replace "triangulated" by "3-connected." To give an upper bound on the treewidth, it suffices to analyze the pathwidth defined as follows: A graph has pathwidth k if its vertices can be enumerated as v1, . . . , vn such that for any 1 ≤ i ≤ n, at most k vertices in {v1, . . . , vi} have a neighbour in Figure 7 : Triangulation of the outer face; the length of the cycles is not to scale. {vi+1, . . . , vn}. Any graph of pathwidth k also has treewidth at most k, but not vice versa.
If two layers v1, . . . , vN and w1, . . . , wN are connected by an alternating path, then the subgraph induced by them is 3-connected and has pathwidth 4 (use v1, w1, . . . , vN , wN as enumeration; then only v1, w1, vi, wi or only v1, w1, wi, vi+1 have later neighbours for any i). If two layers have an aipath between them, then adding the edges between them as described above also gives a subgraph of pathwidth 4 (use w1, v2, v3, the vertices of the ai-path, w2, w3, v4, w4, . . . , vN , wN , v1 as enumeration). Similarly the graphs outside the outer-most layer and inside the anchor triangles can be made to have constant pathwidth by triangulating suitably.
The main idea is now to not triangulate the faces between every other pair of consecutive layers. Instead, we use only three edges between three consecutive vertices on each of the layers; see also Figure 5 . This means that the pathwidth of the resulting graph is at most 3 more than the pathwidth of the components, which was constant. So the resulting graph has constant pathwidth. By choosing points for Kpaths as before, we can even achieve that it has constant maximum degree. We leave exact determination of pathwidth and maximum degree to the reader; we estimate both to at most 7.
All our reductions are polynomial in n and B, and we have hence proved: Theorem 4.1. Point-set embeddability is NP-hard, even in the following situations:
• For a 2-connected outer-planar graph if the combinatorial embedding must be respected.
• For a triangulated planar graph with maximum degree 15.
• For a 3-connected planar graph with constant pathwidth and maximum degree.
CONCLUSION
In this paper, we studied the Point-set embeddability problem, especially for the case where the combinatorial embedding of the graph is fixed. We showed that the problem is polynomial if the treewidth and the face-degrees are bounded, but becomes NP-hard as soon as one of these conditions is dropped. NP-hardness holds even for the special case of a 2-connected outer-planar graph (with a fixed combinatorial embedding, which doesn't have all vertices on the outer-face), or a triangulated planar graph (which hence has only one combinatorial embedding), or a 3-connected graph with constant treewidth (which also has only one combinatorial embedding. ) A few open problems remain:
• Our algorithm is polynomial if the treewidth and the face-degrees are constant, but it is not fixed-parameter tractable in these parameters. Does a fixed-parameter tractable algorithm exist, or is the problem W [1]-hard (say, with respect to the carving width of the dual graph)?
• What is the right kind of graph parameter to characterize when Point-set embeddability is polynomial if the combinatorial embedding is not fixed? It is not hard to see that the graph used in the reduction of Cabello [7] has treewidth 3, and one can modify it so that it has constant face-degrees. So these parameters alone do not suffice. Under what conditions (other than outer-planarity) is Point-set embeddability polynomial when the combinatorial embedding can be chosen?
