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Abstract 
In this note we consider the model introduced by Hsiao (1979) 
in order to analyze data that are subject to different temporal 
aggregation. We show that maximum likelihood estimation of the 
parameters in the model is more complex than Hsiao suggests. 
Using a simple example we compare the large sample variance 
of the maximum likelihood estimator with that of the estimator 
proposed by Hsiao, of the GLS estimator and of the OLS estimator 
applied to aggregate data. 
1. Introduction 
In this note we consider the model introduced by Hsiao (1979) in order 
to analyze data that are subject to different temporal aggregation. He 
analyzes the problem of missing observations on a disaggregate level 
when a temporal aggregate, e.g. the total for a year, is observed. 
An attractive feature of his approach is that he relates the series 
for which some observations are missing to other explanatory variables, 
thereby taking into account the information in the observed temporal 
aggregate. His approach can be very useful when additional information 
in the form of e.g. causal relationships for the missing observations 
is available to the econometrician. 
Using a maximum likelihood approach (ML), Hsiao states that the 
likelihood function can be factorized in two parts, so that the 
computational work required for ML estimation is substantially reduced. 
We shaU- show that the computation of ML estimates is more complex than 
Hsiao suggests. ML estimation requires joint estimation of all the 
parameters in the model. 
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In section 2, we set up the model and the density function for the 
observations. Section 3 is devoted to the estimation of the model. 
We derive the ML estimator and compare its large sample variance with 
that of the estimator proposed by Hsiao, the GLS estimator and the OLS 
estimator applied to aggregate data. In section 4-, we briefly present 
some conclusions. 
2. The model. 
In this note we limit ourselves to the simplest case of the model 
discussed by Hsiao (1979). Similar conclusions alss hold for more general 
versions of the model. 
Hsiao considers the following regression equation 
ytl= 3xtl + uti, i = 1 , 2 , t = 1 , 2 , ...T , (1) 
where the u .'s are independent normal variates with mean zero and variance 
o and independent of x .'s. The subscript t denotes the year, i denotes 
whether the observation is made in the first or the second six-month period 
of year t. Assume that y . is observed in periods of six months whereas for 
x.ti only annual aggregates xt = x^ + xt2 are available. This. is a Droblem of 
missing observations. 
Along with other authors, Hsiao assumes that there exist observations on a 
series z . rela.ted to x .through 
x^. = az.. + v.., (2) 
ti ti ti 
where the v .'s are independently normally distributed with mean zero and 
variance a and independent of z .. For simplicity, he assumes that z . 
has mean zero and constant variance az. 
Conditionally on z ., the vector (y ., x . ) ' is normally distributed with 
mean y = (3' a z^_. , a z^.)' and covariance matrix ti' tl 
2„2 _,_ 2 2„2 
,oyS • + o ovB v 
2 2 2 ' 
Vo> o2 ' 
The assumptions made in (1) and (2) imply one restriction on the parameters 
of the joint dis 
parameters of I. 
tribution of (y . , x . )' , i.e. a restriction on the 
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The model is quite simple, but the likelihood approach proposed by Hsiao can be 
applied when the model is extended 
a) for y^. , x . and z.. being vectors of random variables (see Hsiao (1979) ), 
^ti ti ti ° 
b) for more than 2 subperiods within a year, 
c) for the case where the distribution of z . is known [e.g. when z . 
is normally distributed, one should analyze the joint distribution 
of (ytl, xti, zti)3, 
d) when z . is a non-stochastic variable such as a time trend allowing for 
a nonstationary mean of y . and x .. 
After some transformations and integration with respect to x . , the 
joint distribution of (y , y . ~yt2>xt^ gi v e n z t l an<i z t 2» with 
y = y . +yt2» which is equivalent to the density of the observations, 
is obtained. It is a normal distribution with mean 
m = [agz a3(z .. - z. 0), az }' and covariance matrix 
r ~ 2 2 a 0 
Q = ~2 .0 2 o 
23a 2 0 
V 
K ~2 - , 2 where o = (o > 32 $ . 
2 3 o 
2 a 
(3) 
For a sample of T years, the likelihood function can then be written as 
2 2 i 
L (a,a , a , 3 data)= 
V 
-T 0 ~2 --T/2 
(2TT) X (2 a^ 2a ) L/Z 
«p {"B>) tli (»t - e;t)2 - (-èa)tIi [ ( ' t i ^ H ' t i - - *«)]2} 
2TT 
-T/2 (-r2 - {- (•$& - -o2}- c+) 
Hsiao (1979) erroneously assumes that only the last term of expression (4) 
depends on a and
 a$, So that the estimator for 6 = (a,a2,a2,B)' given on p. 247 
is not the ML estimator. 
The ML estimator is obtained by maximizing the log-likelihood function with 
respect to 6. 
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3. Estimation of the model 
The first order conditions for a maximum of In L 
3 In L 1 ï - ,~ -s 1 ï „ , s 
a „ = —x 1. z.(x -a z.) + r- X B(z -z )x 
2a2 t=1 * t t 2 d2 t=1 tX * 
v 
[ y t i - y t 2 - e a ( z t i - z t 2 ) ] = ° 
3 In L _ -Tg2 , B2 I ., • • .,2 T 
+ - £ [y -y - pa (z+1 -z._)J 
. 2 „ „2 „ 3 _,._•, Jtl Jft2 K v tl t2'
 0 2 9 a 2 a H a t _ 1 2 a 
v v 
1 T - 2 
* t=l x"t " "f 4 a 
v 
3 In L _ -T T _,_ 1 I r -
 a ~ N2 A 1 
2~ 2 2 + 4 +-i (yt " 3 X t ) + 4 
3a 2 2 a^ 2 ö2 4 a4 t"1 * * 4 cT 
t i i [ y t i - y t 2 - e a ( z t i - z t 2 ) ] 2 = ° 
3 In L "T3CTV i T . _ . a v P T 2 
TT- = -TT- + 7-T t?1xt ^ t ' ^ t 5 +7T ti1Cyti-yt2-ea(ztfzt2 ) ] 
a 2 a ^ -1- 2 a L x 
+
 T a ^ i l " (Ztl"Zt2)[ytï-yt2 " B a (ztl-Zt2)] = ° (5) 
are nonlinear in 6 
The system of equations in (5) can be solved iteratively. 
Two step estimation using e.g. the method of scoring and starting with an 
initial consistent estimate of 8 will achieve asymptotic efficiency 
°i - K - {* [ t e ] e = e f W e = S i • 
where 8 is an initial consistentestimate of 8 . The two step estimator 
8 has the same asymptotic distribution as the ML estimator, 8 . The 
asymptotic covariance matrix is given by 
,2 
var (VT 62) = var <VT ^ ) = -T { E [ f ^ ] } 
-1 
- 5 -
2 2 
5
 *Z E 5 2 
+ — s _ 2 Ö: 2 a 
a g a 
2 a 
2 a 2 a 
v 
2 a 
2 a 
,3 2 
v 
2 3 2 a 
3 o. 
-i -1 
2 a 2 
03 2 g a v 
3 a" 
v 
~4 
a 
Li! 
2 a2 
2 .2 
a a 
z 
2 a 2 
2 4 2g a 
v 
(7) 
2 2 -2 2 - 2 2 
where S z = E (z ±- z ) ., E zt = E (ztl + zt2^ a n d E x = E ^ x t l + x t 2 ) ' 
Notice that the information matrix in (7) is not block diagonal, so that 
the elements in 6 are not independently distributed. 
Estimation of one element in the vector affects the efficiency of the other 
elements. In order to achieve efficiency, the variances and the regression 
coefficients in the vector 8 have to be estimated jointly. From' (7), the 
asymptotic variance of $MT can be obtained 
var (\/T R ) 
ML 
2 .2 
fÈ x2 , " °z 
2 a 2 ö K ,2 „2 2 z v ,2-2 2 ^ _ -2 „2 J ; o o + E z a ) J 
z v 
1
 + 
2 4 2 g a (a4 + e4 a4) 
L (o*
 + g4 a^ + aV J 
(8) 
Obviously it is greater than the variance given by Hsiao (1979) in his 
expression (18), which is the large sample variance of \/T g , given 
a and o , 
var 
(
^ML|a,a2) = {1-j 
*• 2a 
2 .2 
a a 
2a 
2 4 2g a ü
 1 
+ a J 
(9) 
Similarly, in expression (17) on p. 248, Hsiao gives the asymptotic variance 
of the generalized least squares estimator of g , \/T iL T C , given a and 
known or consistently estimated disturbance covariance matrix, applied to 
the two equations 
'ti x.. + w.. , 
ti ti ' 
1, 2 , L — X j /- 5 • • " 9 ^ * (10) 
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The explanatory variable in (10) , x . = az . + J(x - az ) , is the 
minimum mean square error predictor of x . , given z ., , z _ and x 
and 
w tl 
Utl+l(vtl'Vt2) 
w t2 Ut2 + 2 (vt2"Vtl) 
As stated by Hsiao, the large sample variance of the GLS estimator 
r E x
2 
v a r (V*T 0, GLS 
2 _2 - 1 
a o 
. * —r> * P 
2a 23 
«) = { 2+ 2^ } (11) 
is greater than that of the ML estimator in (9) when a and a are known. 
When a is not known but is estimated in a regression on the aggregated 
data x = az + v , the asymptotic variance of the GLS estimator becomes 
varS (^ W = ? + 
2 2 „2 2 J4 p a g a a 
v z 
4 -2 2 9 E z 
(12) 
which is different from that given in (11). Estimation of a increases the 
variance of \/T iLTC . This finding is at variance with a conclusion given 
by Dagenais (1973) for the GLS estimator when the missing observations are 
related to observed variables through parameters to be estimated. Notice 
that Dagenais assumes that at least k + 1 values (k being the number of 
regressors in the original model) of the missing series are observed instead 
of the aggregates. 
After some straightforward but tedious transformations a comparison of (12) 
with (8) shows that the GLS estimator is less efficiënt than the ML estima-
tor when a has to be estimated. 
When 6 2,i (a, a ) is unknown, one can substitute a consistent estimate 6 
v
 2 
for it and compute the two step estimator of y = (o , 3 ) ' presented by 
Hsiao (H) in his expression (13) on p. 2^7 
d In L„ 
9 y 9 y' 
-1 
Y=Yj 
6 = S 
9 In L, 
9 Y Y=Y-| 
6 = § 
(13) 
where y. denotes the i-th step estimator of Y » L1 is the density of 
t = 1, ..., T , given in (4). In the appendix we 
briefly indicate how to derive the variance of the estimator in (13), when 
(ytl-yt2,yt) , 
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a and a are obtained by OLS applied to the aggregate data 
2
 D2 ~4 2 . 8 D6 
2 r a 3 c r a 2 a g 
Vara,a2 (Vï 3H) = r + r { , ! 2 V + , 
v *• 2a E z (a 
°v p I 
t a ) J 
U4) 
Again, expression (14-) can be shown after some transformations to be greater 
than the variance of the ML estimator in (8). 
2 
Of course, when a and a are known, the variance of Hsiao*s estimator 
v 
is equal to the variance of the ML estimator, r , given in (9). 
Finally, if we apply OLS to the aggregated data y = 3x + u , the 
^ 9 9 
asymptotic variance of VT 3nT c is equal to a /Ex , both for a known 
ULb t 
and a unknown. 
The relationships between the variances are summarized in table 1. 
Table 1. Asympt otic variances for the estimators of 3 
2 
a , a 
V 
OLS, aggregated 
data GLS Hsiao ML 
unknown 2 -2 0
 /E*t 
2 2„2_4- 2 p a 3 o a 
L z v v 
P +
 4 _2 r 2a E z^ 
2„2.4 2 o 8 „6 
„ra M o 2a 3 •» 
, 21 z v , v 1 
L2ö Ez^ (ö +a ) J 
> q 
known a2/Ex^ ; 
1 
: P l r = r 
i 
In order to give the reader an impression of the loss of efficiency involved 
when using a method other than ML, we have computed the ratio of the variance 
of the different estimators with respect to the variance of the ML estimator. 
The results are presented in table_2_:_ 
In the four columns of table 2 we report the values of the parameters in the 
model, i.e. the variance of z^. , the correlation between z^ . and z^ „ , 
2 2 ti tl t2 
a and 3 , and a and a 
' v 
In column 5, we report the theoretical coëfficiënt of determination of the 
regression equations for x and y respectively. 
We have used the coefficients of determination and the correlation between 
z . and z to select the values of the parameters for which results 
are reported in table 2. Notice also that the relative efficiency of the 
2 
estimators is completely determined by the two R 's and the correlation 
between z^. and z._. tl t2 
Although the estimator proposed by Hsiao is not an ML estimator when a and 
2 
a have to be estimated, lts efficiency is almost as high as that of the ML 
estimator, except when the correlation between z . and z becomes 
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Table 2. Relative efficiency of the alternative estimators for 3 
— — — - — r • i . . '' ',-, n T A" ""A r~-~~i ! "~"" ! 
VAR(Z): ÖRR(Z) 
2 2 
q , 3 crv,a 
«2 '2-R ,R OLS GLS HSIAO 
•91 , « 3 7 1 0 . 8 0 0 0 , 7 0 0 ! 5'ïOOO 
0 , 8 0 0 3 , 5 5 6 
0 . 9 0 0 
0 , 9 0 0 
U ' 
K 
"1 .072 
1 . 0 7 8 
I . Ü l ö 
1 . 0 2 2 
i «001 
1 . 0 0 0 
9 1 . 8 3 7 o.soo 0 . 7 0 0 5 , 0 0 0 
0 . 8 0 0 4 8 . 0 0 0 
0 . 9 0 0 
0 . 4 0 0 
U 
K 
1 . 1 0 1 
1 . 1 0 2 
1 . 0 0 3 
1 . 0 0 3 
1 ,000 
1 . 0 0 0 
6 . 8 0 3 O. 800 0 , 7 0 0 5 . 0 0 0 
0 . 8 0 0 ' 0 . 5 9 3 
0 , 4 0 0 
0 , 9 0 0 
U 
K 
1 . 0 7 8 
1 . 1 2 6 
1 . 0 6 9 
1 .116 
1 , 0 2 7 
1 .000 
6 . 6 0 3 0 , 8 0 0 0 . 7 0 0 ' 5 . 0 0 0 
0 , 8 0 0 8 . 0 0 0 
0 , 4 0 0 
0 . 4 0 0 
U 
K 
1 . 1 5 9 
1 , 1 6 6 
1 .112 
1 .118 
1 , 0 0 0 
1 .000 
9 1 . $ 3 7 0*400 0 , 7 0 0 5 . 0 0 0 
0 . 8 0 0 3 . 5 5 6 
0 , 9 0 0 
0 , 9 0 0 
U 
K 
1 . 1 9 8 
1 . 2 3 8 
1 , 0 2 6 
1 .024 
1 . 0 0 5 
1 .000 
9 1 . 8 3 ? 0 . 4 0 0 0 . 7 0 0 5 . 0 0 0 
U 3 0 G 4 8 . 0 0 0 
0 . 9 0 0 
0 . 4 0 0 
U 
K 
1 . 3 6 7 
1 . 3 7 7 
1 .003 
1 . 0 0 3 
1 . 0 0 0 
1 ,000 
6 * 8 0 3 0 . 4 0 0 0 . 7 0 0 5 .00Ö 
0 , 8 0 0 0 . 5 9 3 
CS.4Ö0 
0*900 
y 
K 
1 . 1 0 2 
1 . 1 6 5 
1 . 0 3 0 
1 , 1 2 9 
1 .030 
1 . 0 0 0 
5 . 3 0 3 0 , 4 0 0 U.7ÖÖ 5 , 0 0 0 
0 , 8 0 0 8 . 0 0 0 
0 . 4 0 0 
0 . 4 0 0 
U 
: K 
1 , 2 6 4 
1 . 2 8 8 
: 1 . 1 1 9 
1 .122 
1 . 0 0 1 
1 .000 
9 1 . 8 37 ü 0.7C»r> 5 , 0 0 0 
0 . 8 0 0 3 .55% 
: 0 , 9 « 0 
0 . 9 0 0 
1 U 
' K 
1 . 3 5 5 
1 . 5 1 3 
1 . 0 5 9 
1 , 0 2 6 
1 . 0 3 2 
1 . 0 0 0 
9 1 , 8 3 7 0 0.7UÖ 5 , 0 0 0 
0 . 8 0 0 4 8 . 0 0 0 
0 , 9 0 0 U 
K 
1 , 8 0 0 
1 . 8 5 0 
1 .004 
1 . 0 0 3 
1 . 0 0 1 
1 . 0 0 0 
6 .SÖ3 0 0 . 7 0 0 5 . 0 0 0 
0 . 8 0 0 0 . 5 9 3 
0 . 4 0 0 
0 . 9 0 0 
ü 
K 
! 1 . 1 2 5 
1 . 2 1 7 
1 . 1 1 1 
1 .145 
1 .046 
1 . 0 0 0 
6 . 6 0 3 f* 0 . 7 0 0 5 . 0 0 0 
a . s u o 8 . 0 0 0 
0 . 4 0 0 
0 . 4 0 0 
U 
K 
l . i 7 6 
, 1 . 4 4 8 
1 .138 
1 .126 
1 .010 
1 . 0 0 0 
9 1 . 6 3 ' "•0,4 CO Ü . 7 0 0 5 , 0 0 0 
0 . 8 1 0 3.55*» 
0 . 9 0 0 
0 . 9 0 $ 
U 
K 
: 1 . 5 4 4 
2 . 0 9 7 
1 . 1 8 5 
1 .030 
1 .142 
1 .000 
9 1 . 3 3 ? - 0 . 4 00 0 , 7 0 0 5 . 0 0 0 
0 . 8 0 0 * 8 . U 0 0 
0 , 9 0 0 
0 , 4 0 0 
U 
K 
2 . 6 2 1 
1 2 . 8 5 5 
i 
1 .008 
i . 0 0 3 
1 . 0 0 4 
1 .000 
•& . 3 0 3 - 0 , 4 0 0 fc.700 5 . 0 0 0 
0 , 8 0 0 0 . 5 9 3 
9 . 4 0 0 
Q.OQO 
1 . 1 4 4 
1 . 2 8 8 
1 . 2 2 * 
1 . 1 6 7 
1 . 1 1 7 
1 .000 
6 . 8 0 3 -U.4ÜU 0 . 7 0 0 5.U00 
0 . 8 0 0 8 . 0 0 0 
0 . 7 0 0 . 5 . 9 0 0 
O.öOO 3 . 5 5 6 
0 . 4 0 0 
0 . 4 0 0 
0 . 9 0 0 
0.9UÖ 
U 
K 
U 
K 
1 . 4 6 9 
1 . 5 6 9 
1 . 2 0 9 
1 . 1 3 1 
1 . 0 5 3 
1 .000 
9 1 . 8 3 7 - 0 . 8 U t 1 . 6 9 7 
4 . 1 9 5 
1 . 7 6 6 
1 .034 
1 .666 
1 , 0 0 0 
9 1 . 9 3 7 . - 0 . 8 G C 0 . 7 0 0 5 . 0 0 0 
0 . 3 0 0 4 8 . 0 0 0 
0 . 9 0 0 
0*400 
U 
K 
4 . 4 9 4 
ó . 446 
1 .032 
1*003 
1 . 0 2 7 
1 .0P0 
6*303 -o.em- 0,7t»0 5 . a 0 0 
0.8UO 0 . 5 9 3 
0 , 4 0 0 
: 0 . 9 0 ^ 
U 
K 
; 1 . 1 5 3 
1 1 . 3 9 3 
2 , 0 5 6 
1 . 1 9 5 
1 . 6 6 9 
1 .000 
6 . 3 0 3 **«?, &GU 0 . 7 0 0 i 5 , 0 0 0 
0.300 | e.ooo 
i 0*400 
| 0 . 4 0 0 i K 
1*438 
i 1 . 9 9 5 
| 1 . 7 2 5 
j 1 .136 
1 . 4 2 1 
1 . 0 0 0 
U = a , a unknown, K = a , o^  known 
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negative and large in absolute value. 
A negative correlation between z... and z^0 can arise when z.. ö
 tl t2 ti 
represents e.g. expenditures, which can be shifted from the first half to 
the second half of the year and vice versa, leaving the total for the year 
unaffected. 
For the last but one model in table 2, OLS is more efficiënt than the 
2 
estimator proposed by Hsiao (a and a being unknown). 
Notice also that in four cases for a unknown the variance of the OLS 
estimator applied to aggregate data is smaller than that of the GLS estima-
tor. A look at the results in table 2 shows that the loss of efficiency 
when using GLS or OLS instead of ML can sometimes be substantial. 
4. Concluding remarks 
The treatment of the problem of missing observations and the estimation of 
the unknown parameters proposed by Hsiao is very promising. However, the 
computations involved are more complex than suggested by Hsiao (1979) and 
Dagenais (1973), if the aim is to achieve efficiency. All estimators are 
consistent. 
The estimator proposed by Hsiao is still fairly precise compared to the 
ML estimator when ot is unknown, except when z .. and z _ are strongly 
negatively correlated. Full asymptotic efficiency requires joint estimation 
of all the parameters in 0 . 
The GLS and the ML estimators of g usually have different large sample 
properties, both with a known and ot unknown. These conclusions also 
hold true in more general models. 
Finally, as stated by Hsiao, the efficiënt estimation of the unknown 
parameters and the best predictions (in the sense of minimum mean square 
error) of time series by related series are inseparable. In order to predict 
the unknown series x .. , one might prefer to use all the related series, 
i.e. to use 
E ( x t l K l ' Zt2 ' y t l ' y t 2 ' V 
2 2 
g a g a a Z t l + Z~k ( y t l ~ 3 a z t l } - — ! ( y t 2 - 3 « z ) + i(x - o ï ) 2 a 2 a 
as a predictor instead of using 
' t l K l ' Zt2 ' x t } " " " t l E(x+ 1 |z+ 1 ,z+r),xj = ot z+1 + l (x. - a z.) 
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We shall give the main steps of the derivation of the large sample 
variance for the estimator proposed by Hsiao (see expression (13) given 
above) 
9 In L< 
Y X - A 9y Y=Yj 
(A.1) 
2 2 r9 In L -T 
where 6 = (a ,a y)' , y = (a ,3)' and A = E [ zyzyi Y = Y j 
6=S 
A Taylor series expansion of the first order derivatives in (A.1) around 
the estimate <$ and the true value of y , y , gives: 
3 In L, 
3 Y 
3 In L„ 3
 ;ln L, 
Y=Y-, 
6=6 
9 Y |Y=Y0 3 Y 9 Y ' 
6 = 6 
y=y (^l"V 
6=6 
(A.2) 
with \y ~ yQ\ 1 i^i - yQ\ 
After substitution of (A.2) into (A.1) we get 
- (, 3 In L | K 3 In L VT(y2-Yo) = ^i-A___-r.|Y=-JVT(;i-y0)-y/TA-rT~ 
8=8 
Y=YQ 
6=6 
(A.3) 
The first factor of the first r.h.s. 
term of (A.3) has zero probability limit, so that this term converges to 
zero in probability, provided y.. has a well behaved limiting distribution 
(see e.g. Dhrymes & Taylor (1976), pp. 370-371). 
The second r.h.s. term in (A.3) can be written as: 
3 In L, 
S/T A 3 y 
9 In L 
Y=Y( 
8 = 8 
VT A il 3 In L |Y=Y 
6=6, 
- \/T A II 
0 
9y"3 6* |y=y^"60) 
8 = 8 
(A.4) 
with |ö - 6 | < |ö - 6 I , 6 being the true value of 6 
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lts first r.h.s. term is the ML estimator of y given the true value of 
ö . Therefore it is asymptotically efficiënt with covariance matrix TA 
and it is not correlated with VT (6 - 6 ) in the second r.h.s. term of 
(A.H). 
The asymptotic variance of y is equal to the sum of TA and the 
variance of the second r.h.s. term in (A.M-), which is a linear transforma-
tion of VT (6 - 8 ) . It can be computed once an estimator <5 has been 
chosen. 
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