In this paper, a multisource multirelay cooperative wireless network with binary modulation and binary network coding is studied. The system model encompasses 1) a Demodulateand-Forward (DemF) protocol at the relays, where the received packets are forwarded, regardless of their reliability, and 2) a maximum-likelihood optimum demodulator at the destination, which accounts for possible demodulation errors at the relays. An asymptotically tight and closed-form expression of the end-to-end error probability is derived, which showcases the diversity order and coding gain of each source. Unlike other papers available in the literature, the proposed framework has three main distinguishable features: 1) It is useful for general network topologies and arbitrary binary encoding vectors; 2) it shows how network code and two-hop forwarding protocol affect diversity order and coding gain; and 3) it accounts for realistic fading channels and demodulation errors at the relays. The framework provides four main conclusions: 1) Each source achieves a diversity order equal to the separation vector of the network code; 2) the design of diversity-achieving network codes is equivalent to the design of systematic block codes over fully interleaved point-to-point links; 3) the coding gain of each source decreases with the number of mixed packets at the relays; and 4) if the destination cannot take into account demodulation errors at the relays, it loses approximately half of the diversity order. Our theoretical findings are validated through extensive Monte Carlo simulations.
cellular networks [3] and vehicular ad hoc networks [4] , [5] . Cooperative relaying has been introduced to improve the performance and reliability of wireless networks. However, practical repetition-based protocols entail loss of system throughput [6] [7] [8] [9] . NC has been introduced to increase the throughput of wireless networks. However, conventional packet combining methods result in a higher sensitivity to error propagation [10] [11] [12] [13] . Accordingly, cooperative relaying and NC have complementary merits and limitations, and it seems very natural to synergically exploit them to take advantage of their key benefits while overcoming their main limitations. Wireless networks combining cooperative relaying and NC are now known as network-coded cooperative (NCC) systems [14] .
A. Paper Motivation
To better understand the potential benefits of combining together cooperative relaying and NC in multisource wireless networks, let us consider two case studies that motivate the present paper.
1) Example 1-Nonprioritized Transmission: In [14] , a network topology with N S sources and one relay is considered. For reliable transmission, it is assumed that each source needs diversity order equal to 2. Using repetition-based relaying protocols, this requirement can be achieved by using 2N S orthogonal time slots. On the other hand, [14] shows that applying NC at the relay allows each source to achieve secondorder diversity with only N S + 1 orthogonal time slots. This is possible by mixing the N S symbols received at the relay and by using a single time slot to forward the network-coded symbol to the destination.
2) Example 2-Prioritized Transmission: In [15] and [16] , a two-source two-relay network topology is considered. It is assumed that the two sources have different priorities, and thus, they need unequal diversity orders. For example, the first source needs diversity order 3, whereas the second source needs diversity order 2. Using repetition-based relaying protocols, this requirement can be achieved if the first source uses both relays in a round-robin fashion, and the second source uses only one of the available relays. Accordingly, five time slots are needed to complete both transmissions, and the source that needs higher robustness to channel fading needs more time slots as well and thus achieves a lower rate. By contrast, [15] and [16] show that, with binary NC at the relays, the first and second sources can achieve third-and second-order diversity, respectively, using four time slots. This is possible by letting a relay to apply NC on 0018-9545/$31.00 © 2012 IEEE the symbols received from both sources while letting the other relay to forward the symbol of the source that needs higher priority.
These two examples clearly show that the combination of cooperative relaying and NC can potentially lead to the design of efficient wireless networks with a better diversity versus rate tradeoff. However, to the best of the authors' knowledge, analysis and design of NCC wireless networks with arbitrary sources, relays, and binary encoding vectors are open research problems. These issues are addressed in the present paper.
B. Multisource Multirelay NCC Wireless Networks: State of the Art
In this context, multisource multirelay NCC wireless networks are receiving an always increasing interest for their inherent flexibility to offer excellent performance and diversity/ multiplexing tradeoffs [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] . In particular, considerable attention is currently devoted to understand the performance of such networks when cooperation and NC are pushed down to the physical layer, and their joint design and optimization are closely tied to conventional physical layer functionalities, such as modulation, channel coding, and receiver design [35] , [36] . Design and analysis of such networks usually assume two different error propagation models: 1) the erasure model, e.g., [23] , [25] , and [26] , where erroneous packets at the relays are discarded to avoid unnecessary error propagation caused by encoding and forwarding operations, but dynamic packet combining and retransmission are used to ensure good performance under all possible decoding outcomes at the relays; and 2) the error model, e.g., [14] and [19] [20] [21] [22] , where erroneous packets are allowed to propagate through the network, but either erroraware demodulation mechanisms are used at the destination or channel-aware weighting coefficients are used, before forwarding, at the relays to take advantage of packets with errors.
As far as NCC wireless networks under the erasure model are concerned, [23] , [25] , and [26] have recently provided a comprehensive study of the diversity/multiplexing tradeoff for general multisource multirelay networks and have shown that the design of full diversity-achieving network codes is equivalent to the design of systematic maximum distance separable codes for point-to-point erasure channels. Thus, wellknown methods can be borrowed from classical coding theory to construct the network codes.
On the other hand, as far as NCC wireless networks under the error model are concerned, theoretical analysis and guidelines for system optimization are available only for specific network topologies and network codes. More specifically, the following contributions are worth mentioning. 1) In [19] , the authors study a simple three-node network without NC (a simple repetition code is considered), and they show that instantaneous channel state information (CSI) is needed at the destination for second-order diversity. No closed-form expression of the coding gain is given. 2) In [21] , the achievable diversity (using the Singleton bound) of multisource wireless networks with distributed coding is studied under the assumption that ad hoc interleavers are used, whereas no analysis of the coding gain is conducted. 3) In [22] , a simple three-node network with binary NC and channel coding is studied. However, the error performance is mainly estimated through Monte Carlo simulations. 4) In [14] , a network topology with multiple sources but with just one relay is studied. Also, a very specific network code is analyzed. This paper provides a simple and effective method to accurately computing the coding gain of errorprone cooperative protocols with NC. 5) In [30] , the authors analyze generic multisource multirelay networks with binary NC, but error-free source-to-relay links are considered, and the performance (coding gain) is computed by using Monte Carlo simulations. 6) In [15] and [16] , we have studied the performance of two-source two-relay wireless networks with a simple binary network code. In conclusion, to the authors' best knowledge, a general framework for performance analysis and code design of NCC wireless networks under the error model is not available in the open technical literature.
C. Paper Objectives and Contribution
Against this background, in the present paper, we focus our attention on NCC wireless networks under the error model. Our objective is threefold: 1) to develop a general analytical framework to compute the average bit error probability (ABEP) of multisource multirelay cooperative networks with arbitrary binary encoding vectors and realistic channel conditions over all the wireless links; 2) to provide guidelines for network code design to achieve a given diversity and coding gain tradeoff; and 3) to understand the impact of error propagation and the role played by CSI at the destination on diversity order and coding gain.
The main contributions and outcomes of the present paper are as follows: 1) A maximum-likelihood (ML)-optimum demodulator is proposed, which allows the destination to exploit the distributed diversity inherently provided by cooperation and NC. The demodulator takes into account demodulation errors that might occur at the relays. It is shown that the demodulator resembles a Chase combiner [37] with hard-decision decoding at the physical layer. 2) A simple but accurate framework to compute the end-to-end ABEP of each source is proposed. The framework provides a closed-form expression of diversity order and coding gain, and it clearly highlights the impact of error propagation and NC on the end-to-end performance. 3) It is proved that each source node can achieve a diversity order that is equal to the separation vector [38] , [39] of the network code. In particular, it is shown that the design of diversity-achieving network codes is equivalent to the design of systematic linear block codes for point-to-point fully interleaved fading channels, and that equal and unequal error protection (EEP/UEP) properties are preserved [38] . 4) The impact of CSI at the destination is studied, and it is shown that half of the diversity order is lost if the destination is unable to account for demodulation errors at the relays.
D. Paper Organization
This paper is organized as follows. In Section II, network topology and system model are introduced. In Section III, the ML-optimum demodulator that accounts for demodulation errors at the relays is proposed. In Section IV, a closed-form expression of the end-to-end ABEP is given. In Section V, diversity order and coding gain for arbitrary binary network codes and network topologies are studied. In Section VI, numerical results to substantiate analysis and findings are presented. Finally, Section VII concludes this paper.
E. Notation
Throughout this paper, the following notation is used. The conditional probability density function (pdf) of random variable (RV) X given RV Y is denoted by either P(X|Y ) or P X (·|Y ). ∝ denotes "proportional to". Q(
Pr{·} denotes probability. (·) T is the matrix transpose operator. I n×n is an n × n identity matrix, 0 1×n is an 1 × n all-zero vector, and 1 1×n is an 1 × n all-one vector. ⊕ denotes the exclusive OR (XOR) operator.
indicates that matrix operations (additions and multiplications) are performed in the Galois field GF(2). Δ(·, ·) is the Kronecker delta function, i.e., Δ(x, y) = 1 if x = y and Δ(x, y) = 0 elsewhere. ∪ and ∩ denote union and intersection operations of sets, ∅ is the empty set, and card{·} denotes the cardinality of a set. ⊗ is the convolution operator. · · is the binomial coefficient. · is the floor integer part. E h {·} denotes the expectation operator computed over the set of channels h. χ{·} is defined as χ{ξ} = 1 if ξ = 0, and
II. SYSTEM MODEL
Let us consider a multisource multirelay network with N S sources (S t for t = 1, 2, . . . , N S ), N R relays (R q for q = 1, 2, . . . , N R ), and a single destination D. The system model is shown in Fig. 1 . The time-division multiple-access protocol is assumed, where each transmission takes place in a different time slot, and multiple-access interference can be neglected [1] . The direct links between sources and destination are available, and the relays help the sources to deliver the information packets to the final destination. The cooperative protocol is composed of two main phases: 1) the broadcasting phase and 2) the relaying phase. During the first phase, the source S t transmits in time slot T t for t = 1, 2, . . . , N S the information packet intended to the destination. These N S packets are overheard by the N R relays, which store them in their buffers for further processing. This phase lasts N S time slots. During the second phase, the relay R q forwards in time slot T N S +q for q = 1, 2, . . . , N R a linear combination, i.e., NC is applied [2] , of some received packets to the destination. The Demodulate-and-Forward (DemF) relay protocol is considered, which means that each relay demodulates and applies NC to the received packets regardless of their reliability. This phase lasts N R time slots. Since N S information packets are transmitted by the sources, the protocol offers a fixed normalized rate equal to R = N S /(N S + N R ). For analytical tractability and simplicity, we retain three main assumptions. 1) Uncoded transmissions with no channel coding are considered. Accord- Fig. 1 . System model. Example with four sources St for t = 1, 2, . . . , N S = 4 and three relays Rq for q = 1, 2, . . . , N R = 3. Notation: X → Rq, D denotes a symbol/packet transmission from node X to nodes Rq for q = 1, 2, . . . , N R = 3 and to D; and Rq(fq) → D denotes that the relay Rq applies NC on the data received from the sources St for t = 1, 2, . . . , N S = 4 before forwarding it to the destination D. Furthermore, the symbols/packets of the sources are combined by using the function fq for q = 1, 2, . . . , N R = 3, which can be different for each relay. Further details are available in Section II. ingly, there is no loss of generality in considering symbol-bysymbol transmission. Some preliminary results, obtained via Monte Carlo simulations, with channel coding are available in [40] [41] [42] [43] . 2) Binary phase-shift keying (BPSK) modulation is assumed for analytical tractability. 3) Binary NC at the relays is investigated. Some preliminary results, obtained via Monte Carlo simulations, with nonbinary modulation and nonbinary NC are available in [44] . Unlike many current papers in the literature, e.g., [14] [15] [16] , no restriction about the encoding vectors is made.
A. Broadcasting Phase
The source S t broadcasts in time slot T t a BPSK-modulated signal x S t with energy E m , i.e.,
1} is the bit emitted by S t . Thus, the signals received at the relay R q for q = 1, 2, . . . , N R and destination D are
where h XY is the fading coefficient from node X to node Y , which is a circular symmetric complex Gaussian RV with zero mean and variance σ 2 XY /2 per real dimension (Rayleigh fading). Independent but nonidentically distributed (i.n.i.d.) fading is considered. In particular, letting d XY be the distance between nodes X and Y , and α be the path-loss exponent, we have σ 2 XY = d −α XY [45] , [46] . In addition, n XY is the complex additive white Gaussian noise (AWGN) at the input of node Y and related to the transmission from node X to node Y . The AWGN in different time slots is independent identically distributed (i.i.d.) with zero mean and variance N 0 /2 per real dimension.
Upon reception of y S t R q and y S t D in time slot T t , the relay R q for q = 1, 2, . . . , N R and the destination D demodulate these received signals by using the ML-optimum detector, as follows:
where(·) denotes the demodulated bit, and(·) denotes the trial bit used in the hypothesis-testing problem. More specifically, b S t R q andb S t D are the estimates of b S t at relay R q for q = 1, 2, . . . , N R and at destination D, respectively. We note that (2) needs the CSI of source-to-relay and relay-to-destination channels at the relay and destination nodes, respectively. In this paper, it is assumed that the CSI is perfectly known at the receiver, whereas it is not known at the transmitter.
B. Relaying Phase
After estimatingb S t R q andb S t D , the destination D keeps the demodulated bits for further processing, as described in Section III, whereas the relays initiate the relaying phase. More specifically, the generic relay R q performs the following three operations: 1) It applies binary NC on the set of demodulated bitsb S t R q for t = 1, 2, . . . , N S ; 2) it remodulates the networkcoded bit by using BPSK modulation; and 3) it transmits the modulated bit to the destination D in time slot T N S +q for q = 1, 2, . . . , N R . We emphasize that all demodulated bits are considered in this phase, although they are wrongly detected, i.e., b S t =b S t R q .
The network-coded bit at relay R q is denoted by
is the encoding function at relay R q , and g R q = [g S 1 R q , g S 2 R q , . . . , g S N S R q ] T is the binary encoding vector at relay R q [2] , where g S t R q ∈ {0, 1} for t = 1, 2, . . . , N S . From this notation, it follows that only a subset of the received bits is network coded at relay R q , i.e., only those bits for which g S t R q = 1 for t = 1, 2, . . . , N S . Thus, our system setup is very general: No assumptions are made on g R q for q = 1, 2, . . . , N R , and the encoding functions f R q (·) can be different at each relay. The goal of this paper is to understand how these functions affect the end-to-end performance, as well as to provide guidelines for their design.
The signal received at destination D in time slot T N S +q after NC and modulation is (q = 1, 2, . . . , N R ), i.e.,
. Let us note that the average transmit energy of each relay node is the same as the average transmit energy of each source node, i.e., E m . This uniform energy-allocation scheme stems from the assumption of no CSI at the transmitter. The impact of optimal energy allocation is postponed to future research [14] . Thus, the total average transmit energy for broadcasting and relaying phases is E T = E m (N S + N R ), whereas the average transmit energy per network node is
III. RECEIVER DESIGN AT THE DESTINATION
In this section, we develop a demodulator at the destination D, which is robust to the error propagation problem caused by forwarding wrong detected bits from the relays. The proposed demodulator is based upon the ML-optimum criterion and is composed of two main steps.
Step 1) Upon reception of
whereb R q D is the estimate of b R q at the destination D.
Step 2) Step 2 From (2) and (4), the destination D has N S + N R estimated bits, i.e.,b S t D for t = 1, 2, . . . , N S , andb R q D for q = 1, 2, . . . , N R , respectively, which can be seen as hard-decision estimates of all the bits transmitted during broadcasting and relaying phases.
To account for incorrect demodulated bits, we use the ML criterion to estimate the bits b S t (t = 1, 2, . . . , N S ) of the N S sources, as in (5) , shown at the bottom of the page [45] , where (a) ∝ is obtained from the Bayes theorem by exploiting the independence of the detection events in each time slot and by taking into account that the emitted bits are equiprobable, and (b) ∝ is obtained by moving to the logarithm domain, which preserves optimality. Due to NC operations, in the second summation in the third row of (5), each addend is conditioned upon all the
bits emitted from the sources. In particular, from Section II, we have
. The conditional probabilities in (5) can be computed as follows. By direct inspection,b S t D for t = 1, 2, . . . , N S is the outcome of a binary symmetric channel with crossover probability
. Similar arguments can be used to compute P(b R q D |b R q ). In particular,
However, in this case, the crossover probability P S 1:
} is no longer related to a single-hop link, but it must be computed by taking into account i) the dual-hop DemF protocol and ii) the NC operations performed at each relay node. To emphasize this fact, we use the subscript S 1:N S R q D, where S 1:N S is a shorthand to denote the N S sources of the network. This probability is studied in Section III-A. (5), the ML-optimum demodulator simplifies, after some algebra and by neglecting some terms that have no effect on the demodulation metric, as shown in (6) , shown at the bottom of the page, where
. . , N S and q = 1, 2, . . . , N R , respectively.
Three comments about (6) are worth making. 1) Equation (6) looks similar to the known Chase combiner [37, eq. (13)] with two fundamental differences: i) the conventional Chase combiner is not conceived for dual-hop networks, i.e., the packets reach the destination through direct links, and ii) the effect of error propagation caused by relaying and NC is not considered in the conventional Chase combiner. Accordingly, the detector in (6) needs more CSI to properly work, and the analysis of the performance of (6) needs new analytical methodologies (see Section IV). 2) The computational complexity of (6) increases with N S and N R . As suggested in [3, p. 19] , this issue can be mitigated by using near ML-optimum demodulation methods (e.g., sphere decoding [47] ). 3) The demodulator in (6) needs closed-form expressions of the crossover probabilities P S 1:N S R q D , which, in Section III-A, are shown to depend on the CSI of the sourceto-relay links and on the NC operations performed at the relay nodes. In general, the estimation of this CSI needs some overhead. In Section V, we analyze the impact of this CSI on the achievable diversity order.
A. Crossover Probabilities of DemF-Based Dual-Hop Networks with Binary NC
In this section, P S 1:N S R q D is computed in closed form. Proposition 1 summarizes the main result.
Proposition 1: The crossover probability at relay R q of DemF-based dual-hop wireless networks with binary NC is
Proof: See Appendix A. By comparing (7) and [49, eq. (9) ], we notice that the cumulative error due to performing NC on wrong demodulated bits at the relay is equivalent to the error propagation problem in multihop networks. In other words, if a relay performs NC on the data received from 1 ≤ N * S ≤ N S sources, the error probability of the network-coded data is the same as a multihop network with N * S hops. When adding the relay-to-destination link, the end-toend network behaves like an N * S + 1 multihop network. Thus, Proposition 1 shows that the larger the number of networkcoded sources (i.e., the larger the number of nonzero elements of g R q ), the more important the error propagation.
IV. PERFORMANCE ANALYSIS-AVERAGE BIT ERROR PROBABILITY
In this section, we provide a closed-form expression of the ABEP for each source of the network. The departing point of our analysis consists of recognizing that the network code can be seen as an (N S + N R )-long distributed linear block code, whose first N S bits are systematic information bits, and the last N R bits are the parity bits (see Fig. 1 ). However, there are two fundamental differences between the system model under analysis and the classical linear block codes [45] , [50] : 1) The system model in Section II encompasses a dual-hop network, while analysis and design of classical codes usually consider single-hop transmission; and 2) coding is not performed at the sources, but it is distributed at the relays.
Using the union bound for equiprobable transmitted bits [46, eq. (12.44)], the ABEP of source S t can be computed as
where (a) = is a shorthand to avoid multifold summations;
are actually transmitted and hypothesis sources' bits in (6), respec- y) ; and APEP(c →c) is the pairwise error probability (PEP), averaged over fading channel statistics, of detectingc when, instead, c is actually transmitted, and these are the only two codewords possibly being transmitted.Δ(·, ·) takes into account that a wrong demodulated codeword might not result in an error for the source S t under analysis.
To compute the APEP, we proceed in two steps. First, the PEP conditioned upon the fading channels is computed. Then, the conditioning is removed.
A. Computation of PEP (c →c)
The decision metric in (6) can be rewritten in a more compact form as follows: (9) , the PEP is, by definition, PEP(c →c) = Pr{Λ(c) > Λ(c)}, as given by 
} denote the specific set of d H (c,c) indexes such that m ∈ Θ(c,c). Then, the pdf of D(c,c) can be written as
Thus, by definition, the PEP in (10) can be computed as
is the set of all possible combinations of the indexes inm (c,c) taken in sets of n and is defined as
Proof: See Appendix B. Proposition 2 is general and can be applied to any d H (·, ·). However, it is not an exact result as it holds for high SNR only. For the special case d H (c,c) = 2, an exact expression of the PEP in (10) can, however, be obtained. Corollary 1 provides the exact expression of the PEP for d H (c,c) = 2.
(c,c) }, and the PEP in (10) is
Proof: See Appendix F.
B. Computation of APEP (c →c)
The next step is to compute the average over fading channel statistics of the PEP in (13) . Proposition 3 provides a closedform expression for high SNR and i.n.i.d. fading.
Proposition 3: Over i.n.i.d. Rayleigh fading channels, the APEP(c →c) = E h {PEP(c →c)} is given as
where
is given as
and
SR the arithmetic is not in GF (2) .
Proof: See Appendix C. Similar to Proposition 2, the exact APEP can be computed if d H (c,c) = 2, as shown in Corollary 2.
C. Special Fading Channels
Proposition 3 can be applied to i.n.i.d. Rayleigh fading channels and to network topologies with generic binary NC. In this section, we study the performance for some special channel models and operating conditions, which are often considered to shed light on the fundamental behavior of complex systems. Three reference scenarios are analyzed: 1) i.i.d. fading, with σ 2 XY = σ 2 0 for every wireless link; 2) i.n.i.d. fading with ideal source-to-relay links, which is often assumed to simplify the analysis, but, as described in Section III-A, it does not account for the error propagation due to NC; and 3) i.i.d. fading with ideal source-to-relay links. The APEP is summarized in Corollaries 3-5, respectively.
Corollary 3: Over i.i.d. fading channels with σ 2 XY = σ 2 0 , the APEP in Proposition 3 and Corollary 2 can be simplified by taking into account the identity
where g
being the number of sources whose data are network coded at relay R q ; and
, that the larger the number of network-coded sources, the more pronounced the error propagation. Depending on the fading channels, it might be more or less convenient to mix at each relay the data transmitted from all the sources. 
Proof: See Appendix F. Two conclusions can be drawn from Corollary 4. First, we notice that the APEP is affected by the encoding operations performed at the relays only through the Hamming distance d H (c,c), which is the number of distinct entries between c andc. This provides a simple criterion to choose the network code for performance optimization. Second, sincē Σ
S t Rq <∞ , which is an expected result, and confirms that, to limit the error propagation due to NC, the source-to-relay links should be as reliable as possible.
Corollary 5: If the fading channels on the source-todestination and relay-to-destination links are i.i.d. with σ 2 XY = σ 2 0 , and no demodulation errors occur at the relays, then Proposition 3 and Corollary 2 can be simplified by taking into account the identity
V. ANALYSIS OF DIVERSITY ORDER AND CODING GAIN
To better understand the performance of NCC wireless networks and to showcase the impact of the distributed network code on the end-to-end performance, in this section, we study diversity order and coding gain according to the definitions given in [51] . In particular, we are interested in rewriting the end-to-end ABEP in (8) 
are the coding gain and diversity order of S t for t = 1, 2, . . . , N S , respectively. The main result is summarized in Proposition 4.
Proposition 4: The diversity order and coding gain of S t are given in (20) , shown at the bottom of the page, where SV is known, in coding theory, as "Separation Vector" [52, Def. 1], and for a given codebook C = {c|c = G b, ∀b}, its tth entry, i.e., SV[t], is defined as the minimum Hamming distance between any pair of codewords c = G b ∈ C and
Proof: See Appendix D. Let us note that G
in (20) is computed from the union bound in (8) . Thus, G
turns out to be a lower bound of the actual diversity order. An upper bound of the diversity order can be obtained by assuming no demodulation errors at the relays. In this case, the network model in Section II boils down to an equivalent point-to-point network with a single source, which transmits a linear block code equal to the network code of Proposition 4 through a fully interleaved fading channel. It is known from [45, Sec. 14-6-1], [46, Ch. 12] , and [50, Sec. II] that the diversity of each systematic bit of the equivalent block code coincides with its separation vector. In conclusion, since the lower and upper bounds provide the same result, we conclude that SV is the actual end-to-end diversity order of the network topology in Section II.
A. Insights From the Analytical Framework: Network Code Design
The frameworks in Section IV and in Section V provide important conclusions on how the network code affects the performance of NCC wireless networks as well as how it can be constructed and optimized by taking into account diversity order and coding gain requirements. Some insights from the analytical frameworks are as follows:
1) Diversity-achieving network code design. In Proposition 4, it is proved that each source achieves a diversity order equal to the separation vector of the network code. This result provides the criterion to design the network code for a given network topology and diversity order for each source. More specifically, let a network with N S sources and N R relays, and let G
be the diversity order of source S t . Then, as a network code, we can use a system-
. Linear binary block codes with these characteristics have been studied extensively in the literature, e.g., [38] , [39] , [52] , and [53] . Some examples of network codes for various network topologies are available in [53, Tab. I]. For example, the case study in Section I-A2 corresponds to the network code in the first row of [53, Tab. I]. It is worth emphasizing that given the network topology, i.e., N S and N R , binary block codes with diversity G
might not exist [39] . If so, the diversity requirement can be satisfied by increasing the number of relays N R , which, however, results in a reduction of the network rate. 2) Cooperative versus NCC relaying: rate versus diversity.
From Section II and Proposition 4, the rate and diversity order of NCC networks are equal to R = N S /(N S +N R ) and G
, respectively. On the other hand, let 0 ≤ n (t) R ≤ N R be the number of relays used by source S t in conventional repetition-based cooperative relaying. Accordingly, network rate and diversity order ("RR" denotes repetition-based relaying) are
R +1, respectively [19] , [54] . Letting G
As a result, we conclude that NCC relaying provides the same diversity order as repetition-based cooperative relaying, i.e., G 3) EEP/UEP capabilities. Proposition 4 shows that the diversity order of each source is the separation vector of the network code. In other words, each source can achieve a different diversity order by properly choosing the network code. In coding theory, this class of codes is known as UEP codes [38] , and it can be very useful when different sources have to transmit data with a different qualityof-service requirement or priority (see Section I-A2).
In [55] and [56, chs. 3 and 5] it has been shown that network codes with UEP properties have important applications to the design of energy-efficient wireless networks. 4) End-to-end coding gain. Corollary 4 shows that demodulation errors at the relays, dual-hop relaying, and NC introduce a coding gain loss compared with single-hop transmission. Furthermore, this coding gain loss depends on the source-to-relay channels. However, this performance degradation might be reduced and in some cases completely compensated through adequate network code design. In fact, Proposition 4 and Corollary 4 provide closed-form expressions of the coding gain for both realistic and ideal source-to-relay channels. A criterion to design the network code might be to choose the generator matrix such that the condition shown in (21) is satisfied.
It is worth mentioning that, in general, the most important criterion to satisfy is the diversity order requirement, as it has a more pronounced effect on the system performance. The optimization in (21) can be taken into consideration if there is no reduction on the achievable diversity order for a given rate. 5) Generalization of the performance analysis of dualhop cooperative protocols. The framework proposed in this paper can be thought as a generalization of the many results available in the literature for repetitionbased cooperative relaying without NC. In fact, it is known that single-source amplify-and-forward (AF) [54] and decode-and-forward [19] protocols with N R relays have diversity order N R + 1. These networks, where each relay only forwards the data received from the source, are a special instance of the NCC relaying protocol in Section II, which can be obtained by choosing binary encoding vectors equal to g R q = [1] T for q = 1, 2, . . . , N R . From [45] , [46] , and [50] , it is known that the resulting network code is an (N R + 1, 1) repetition code with separation vector SV [1] = N R + 1. Thus, the diversity analysis in [19] and [54] is confirmed. In summary, the proposed framework can be used to study the end-to-end performance of dual-hop cooperative networks without NC since a repetition code is a special network code.
B. Impact of Receiver (Network) CSI on the Achievable Diversity
The conclusions drawn in Proposition 4 and in Section V-A hold if the receiver has perfect knowledge of the crossover probabilities computed in Section III-A. In this section, we study the impact of these crossover probabilities on the distributed diversity inherently available in the structure of the network code, which is given by its separation vector. To this end, we assume that each receive node, including the destination, has access to the CSI of the wireless links that are directly connected to it. In other words, the destination knows only the fading gains of the source-to-destination and relay-to-destination links, whereas it is not aware of the fading gains of the source-to-relay links. With these assumptions, the destination is unable to compute the crossover probabilities in (7) , and thus, the received bits cannot be properly weighted according to their reliability. In such a worst-case scenario, the destination can only assign the same reliability to each received bit. This corresponds to set all the weights in (6) equal to 1, i.e., w[m] = 1 for m = 1, 2, . . . , (N S + N R ). Thus, the demodulator in (6) is no longer ML-optimum and simplifies to
The demodulator in (22) can be interpreted as a distributed minimum distance decoder (MDD) applied to the overall network code [45] . The fundamental difference with classical MDD decoders is that, although the receiver is not aware of the CSI of the source-to-relay links, demodulation errors at the relay always occur and propagate through the network because of NC and forwarding operations. The demodulator in (22) simply cannot counteract these effects. Of course, this is a worst-case scenario since the destination has no estimate, even imperfect, of this CSI. The goal is to understand the diversity order of this low-complexity but suboptimum demodulator. Proposition 5 provides the answer to this question. 
Proposition 5:
The end-to-end diversity order of the demodulator in (22) 
Proof: See Appendix E. Proposition 5 highlights the importance of the crossover probabilities computed in Section III-A. In fact, the demodulator in (22) loses approximately half of the potential diversity order inherently available in the network code. This result is in agreement with some studies available in the literature for simple cooperative networks without NC, such as [57] and [58] , where a similar diversity loss due to either noncoherent demodulation or imperfect CSI has been observed. 
VI. NUMERICAL AND SIMULATION RESULTS
The aim of this section is to show some numerical examples to substantiate analytical derivations, claims, and conclusions of this paper. More specifically, we are interested in the following: 1) showing the accuracy of the proposed framework for high-SNR, as well as the correctness of diversity order and coding gain analysis; 2) understanding the impact of assuming ideal source-to-relay links, as it is often considered in the literature, and bringing to the attention of the reader that this might lead to misleading conclusions about the usefulness of NC over fading channels; 3) studying the impact of network geometry on the end-to-end performance, and more specifically, the role played by the positions of the relays; and 4) verifying the diversity reduction caused when the reliability of the source-torelay links is not properly taken into account at the destination. The analytical frameworks are compared with Monte Carlo simulations, which implement (6) and (22) with no high SNR approximation. The simulation parameters are summarized in the caption of each figure. a) Accuracy of the framework for i.i.d. fading channels: Figs. 2-4 and Table I show the end-to-end ABEP of three network topologies (N S = 2 and N R = 2; N S = 3 and N R = 3; N S = 2 and N R = 5) and of various network codes. In particular, the network codes are chosen according to three criteria. 1) All relays forward the data received from the sources without applying NC. This case study corresponds to repetitionbased cooperative relaying. As explained in Section V-A, this is equivalent to considering a network code that is a repetition code. 2) All relays apply binary NC (XOR) on the data received from all the sources, which is often assumed in the literature [14] . 3) A hybrid scenario where some relays forward the data received from the sources without applying NC, and some others apply binary NC (XOR) on the data received from a subset of sources. The first class of network codes provides the reference scenario to understand the benefit of NC over classical repetition-based cooperative relaying protocols. The second class of network codes represents the baseline scenario Figs. 2-4 confirm the tightness of our framework for high SNR and that both diversity order and coding gain can be well estimated with our simple framework. Furthermore, the UEP behavior of many network codes can be observed as well. In particular, by comparing the separation vectors summarized in the caption of each figure with the slope of each curve, we can notice a perfect match, as predicted in Section V. Finally, by comparing the results of the two-source two-relay network with the results of the two-source five-relay network, we can notice that, if the network code is not properly chosen, having multiple relays does not necessarily lead to a better diversity order. Since the rate of the system is smaller for larger networks (more relays), we can conclude that small networks with well-optimized network codes can outperform large networks where the network code is not adequately chosen. What really matters to optimize the performance of multisource multirelay networks is the separation vector of the network code, and thus, the way the packets received at the relays are mixed together. In Section V-A, it is shown that conventional block codes can be used as network codes [53, Tab. I]. b) Impact of the source-to-relay links on the achievable performance: In Table I , we show a comparative study of the performance of three network topologies for realistic sourceto-relay links, along with the scenario where σ 2 S t R q → ∞ for t = 1, 2, . . . , N S and q = 1, 2, . . . , N R , which is denoted as "ideal" in the table. The results have been obtained from the analytical models and have been verified through Monte Carlo simulations. The accuracy between model and simulation for the "realistic" scenario can be verified in Figs. 2-4 , since the same simulation setup is used. On the other hand, due to space limitations, similar curves for the "ideal" case are not shown, but similar accuracy has been obtained. The framework used for this latter scenario is given in Corollary 4. As discussed in Section IV-C, Table I confirms that there is no diversity loss between the two scenarios, but only a coding gain loss can be expected. This is because for both scenarios the ML-optimum demodulator is used. However, the conclusions about the usefulness of NC for both scenarios can be quite different. Let us consider, for example, the two-source two-relay network.
Four network codes are studied: 1) NC-1, where the network code is a repetition code; 2) NC-2, where, at both relays, the packets of both sources are network coded; and 3) NC-3 and NC-4, which are obtained from linear block codes with UEP capabilities. In the "ideal" setting, there is no doubt that NC-3 and NC-4 should be preferred to NC-1 and to NC-2, as a user achieves a higher diversity order while the other has the same ABEP as NC-1 and NC-2. On the other hand, the conclusion in the "realistic" setting is different. In this case, we observe that the higher diversity order achieved by the first user is compensated by a coding gain loss for the second user. In other words, a coding/diversity gain tradeoff exists. However, this behavior is in the spirit of cooperative networking: A user might tolerate a performance degradation in a given communication round and wait for a reward during another communication round. Properly choosing the network code enables this possibility. Furthermore, by comparing NC-1 and NC-2, we can notice that different conclusions can be drawn about the usefulness of NC in the analyzed scenarios. In the "ideal" setting, a cooperative network with NC (NC-2) has the same ABEP as a cooperative network without NC (NC-1). The conclusion is that NC is useless in this case. On the other hand, the situation changes in the "realistic" setting. In this case, we can see that NC-2 is superior to NC-1, and thus, we conclude that the redundancy introduced by NC can be efficiently exploited at the receiver when it operates in harsh fading scenarios. In fact, in the "realistic" setting, NC-2 can counteract the error propagation due to the dual-hop protocol, although this network code is not strong enough to achieve a higher diversity order. Another contradictory behavior can be found when analyzing the three-source three-relay network. By comparing NC-1 (no NC) and NC-2 (the relays apply NC to all received packets), we notice that in the "ideal" setting NC turns out to be harmful, as NC-2 provides worse performance than NC-1. On the other hand, in the "realistic" setting, we notice that NC-1 and NC-2 provide the same ABEP. In other words, NC does not help but at least it is not harmful. These examples, although specific to particular networks and codes, clearly illustrate the importance of considering realistic source-to-relay links to draw sound conclusions about merits and demerits of NC for multisource multirelay networks over fading channels. Furthermore, we mention that, for all the network topologies studied in Table I , NC-2 is representative of a network code that has been designed by keeping (21) in mind, as it provides the same high-SNR diversity order and coding gain for both "ideal" and "realistic" settings. Finally, we emphasize that our conclusions and trends depend on the coding gain of the network, whose study is often neglected due to its analytical intractability [14] , [19] , [21] . In this paper, we succeeded in providing accurate estimates of the coding gain as well.
c) Accuracy of the framework for i.n.i.d. fading channels and impact of relay positions: In Fig. 5 , we analyze the accuracy of the framework for i.n.i.d. fading channels. We consider a two-source two-relay network with nodes located as described in the caption of the figure. We study five network topologies where the relay nodes can occupy different positions with respect to source and destination nodes. We observe a good accuracy of the framework and notice that the positions of the relays can affect the end-to-end performance. This example 
shows that the proposed framework can be used, for arbitrary fading parameters, for performance optimization via optimal relay placement. d) Impact of receiver CSI on the diversity order: In Fig. 6 , we study the impact of using the suboptimal non-ML demodulator in (22) . In particular, the ABEP of this demodulator is computed by using Monte Carlo simulations, and it is compared to the analytical investigation in Section V-B. For comparison, the ABEP (analytical framework and Monte Carlo simulations) of the ML-optimum demodulator in (6) is shown as well. The nonnegligible reduction of the diversity order can be observed, and by direct inspection, it can be noticed that the curves have the slope predicted in (23). This confirms the importance of CSI of the source-to-relay links to avoid substantial performance degradation.
VII. CONCLUSION
In this paper, we have proposed a new analytical framework to study the performance of multisource multirelay NCC wireless networks for generic network topologies and binary encoding vectors. Our framework takes into account practical communication constraints such as demodulation errors at the relays and fading over all the wireless links. More specifically, closed-form expressions of the crossover probability at each relay are given, and end-to-end closed-form expressions of ABEP and diversity/coding gain are provided. Our analysis has pointed out that the achievable diversity of each source coincides with the separation vector of the network code, which shows that NC can offer unequal diversity capabilities for different sources. Furthermore, we have proved that the design of diversity-achieving network codes is equivalent to the design of systematic block codes over fully interleaved point-to-point links. In addition, the importance of CSI of the source-to-relay channels has been studied, and it has been proved that half of the diversity might be lost if the reliability of the source-to-relay links is not properly taken into account at the destination. Monte Carlo simulations have been used to substantiate analytical modeling and theoretical findings for various network topologies and network codes. In particular, numerical examples have confirmed that the proposed framework is asymptotically tight for high SNRs. Finally, by comparing the performance of various network topologies, with and without taking into account decoding errors at the relays, we have shown that incorrect conclusions about the effectiveness and potential gain of NC for cooperative networks might be drawn when network operations are oversimplified. This highlights the importance of studying the performance of NCC wireless networks with practical communication constraints for a pragmatic assessment of the endto-end performance and to enable the efficient optimization of these networks. The framework proposed in this paper provides a tool to this end.
We believe that the communication-theoretic analysis and design guidelines available in the present paper only represent the tip of the iceberg. Future extensions include the analysis of the following: 1) multilevel modulation schemes; 2) Galois field NC; 3) channel coding; 4) different relaying protocols; 5) imperfect CSI at the receiver; 6) outdated CSI in mobile (vehicular) wireless networks; 7) network interference; 8) different fading distributions and correlated shadowing; 9) lowcomplexity receivers at the destination; and 10) game-theoretic optimization.
APPENDIX A PROOF OF PROPOSITION 1
Let us consider the generic relay R q . The end-to-end system can be seen as a dual-hop network, where the first hop is given by an equivalent wireless link with b (TX)
at its output, respectively; and the second hop is given by
R q }, which, by using [48, Eq. 23] , is equal to
as it is the error probability of a single-hop link. On the other hand, Pr{b R q = b (TX) R q } = P S 1:N S R q can be explicitly written as
Let us now introduce the notation in (26) , shown at the bottom of the page (t = 1, 2, . . . , N S ), with P S 1:
. By taking into account the properties of the XOR operator, (25) can be computed by using the chain of recurrence relations in (27) , shown at the bottom of the page. A closed-form solution of a recurrence relation similar to (27) has recently been given
in [49] for multihop networks. In particular, by using [49, eq. (9)], (7) can be obtained. This concludes the proof.
APPENDIX B PROOF OF PROPOSITION 2
We proceed in two steps: 1) First, we describe the stepby-step methodology to compute PEP(c →c) in (13) for d H (c,c) = 3; and 2) then, we describe how the approach can be generalized for any d H (·, ·). Let us start with d H (c,c) = 3. In this case, we havem (c,c) = {m (1) (c,c) ,m (2) (c,c) ,m . (28) The PEP in (28) can be simplified and written in a form that is more useful to compute the average over fading statistics. The main considerations to this end are as follows: 1) since, by definition [see (6) ], w[m] > 0 for m = 1, 2, . . . , d H (c,c) , then every d H (c,c) and for everym (c,c) ; and 2) for high SNR, the BEP in (28) can be tightly upper bounded by recognizing that (1 − P[m]) → 1 for m = 1, 2, . . . , d H (c,c) . Furthermore, by exploiting 1) and 2), the resulting terms containing the Heaviside function can be grouped into three pairs of two addends each. For example, a pair in (28) 
whereas the other two pairs can be obtained by direct inspection of (28) accordingly.
For a generic d H (·, ·) , the pairs in (30) can be obtained 
Thus, for high SNR, Z = Z 1 + Z 2 can be rewritten as
In conclusion, by exploiting the properties of the Heaviside function H(·) and the high-SNR approximation in (31) , the PEP in (28) can be tightly upper bounded as follows:
PEP(c →c) → P m 
The result in (33) represents the first part of our proof and allows us to explain two main aspects of (13): 1) its validity and accuracy for high SNRs only, as some approximations are used; and 2) the presence of the min{·, ·} function, which comes from grouping pairs of addends, and by exploiting definition and properties of the Heaviside function. The second step is to provide a justification of (13) for any d H (·, ·). First, let us emphasize that, when possible, the proof for d H (c,c) = 3 has been given for arbitrary d H (·, ·), which provides a first sound proof of the generality of our approach. Second, we emphasize that the interested reader might repeat the same steps as for the case study with d H (c,c) = 3 for any d H (·, ·) and eventually lead to (13) . The only difficulty is the large number of terms arising when computing the convolution in (12) . Therefore, here we provide only some guidelines to understand (13) . The first thing to observe is that (33) can be obtained from (13) , and more specifically, it is given by the first two addends in the right-hand side of (13) . The other terms come from the fact that, for d H (c,c) > 3, in (32) (c,c) ]}, and because only one of these latter terms is explicitly present in (12) . Furthermore, the need to compute all possible combinations of the indexes m (c,c) clearly explains the definition of Φ n (·, ·) in (13) . The only thing left is to understand why in each summation the index k must belong to the set Ψ n (·, ·). The motivation is as follows. When computing the convolution in (12) , the total number of addends in the final result is 2 d H (c,c) . In fact, the convolution of d H (·, ·) pdfs is computed, each one given by the summation of two terms. Among all these 2 d H (c,c) terms, (30) . Furthermore, each pair reduces to only one addend, as shown in (32) . Accordingly, the number of terms in (13) cannot be greater than
In other words, when the cumulative inequality in Ψ n (·, ·) is no longer satisfied, we can stop computing the summations in (13) . This concludes the proof.
APPENDIX C PROOF OF PROPOSITION 3
From the definition of APEP, i.e., APEP(c →c) = E h {PEP (c →c)}, and the linearity property of the expectation operator, it follows that two types of terms in (13) have to be analyzed:
An asymptotically tight (for E m /N 0 → ∞) approximation of T 1 and T 2 in (34) can be obtained by using Lemma 1 and Lemma 2 in Appendix G. In particular, for high SNR, (34) simplifies as shown in (35) , where d = card{A}, i.e.,
From (35) , (15) can be obtained from (13) as follows. 1) The first addend in (13) is T 1 in (34), and thus, it can directly be obtained from (35) . 2) Each min {·, ·} term in (13) corresponds to T 2 in (34), and thus, it can directly be obtained from (35) .
3) By carefully studying T 2 in (35), it can be noticed that it is independent of the particular subset of indexes in A andĀ, as defined in (34) . The only thing that matters is the number of indexes in A and inĀ, i.e., their cardinality card{A} = d and (1) (c,c) ]P[m (2) (c,c) ]}}. This remark holds for generic i.n.i.d. channels, and it implies the identity in (36) (for n = 1, 2, . . . , d H (c,c)/2 ), where T 2 is given in (35) , and N
is the number of terms in (16) that are actually summed in (36) , i.e.,
By putting together these considerations, and by taking into account that there are d H (c,c)/2 summations with different card{A} = d in (13), we obtain (15) . The only missing thing in our proof is to show that N (d H (c,c)) d has the closed-form expression given in (16) . This result follows from the definition of Ψ n (c,c) for n = 1, 2, . . , if we have not reached the maximum number of indexes that can be summed, i.e., 2 d H (c,c)−1 − 1; 2) or, in the last summation, the remaining indexes if the cumulative summation in Ψ n (·, ·) exceeds this maximum number of indexes. Equation (16) summarizes in formulas these two cases. This concludes the proof.
APPENDIX D PROOF OF PROPOSITION 4
First of all, let us study G
. From (15) in Proposition 3, we conclude that the APEP has diversity order d H (c,c) [51] , which is the Hamming distance between the pair of codewords c andc. Furthermore, from (8) Since the network codes studied in this paper can be seen as systematic linear block codes, as explained in Section II, the latter condition implies b[t] =b [t] . Accordingly, in (15) , only the APEPs having a diversity order, i.e., Hamming distance, equal to (37) will dominate the performance for high SNR, i.e.,
In fact, all the other APEPs will decay much faster with the SNR, thus providing a negligible contribution. In formulas, the ABEP in (8) is
From (37) and (38) 
. Thus, we have proved that the end-to-end diversity order of source S t is equal to its separation vector. Finally, the coding gain G
can be obtained through algebraic manipulations by substituting (15) in (38) and equating the resulting expression to
. This concludes the proof.
APPENDIX E PROOF OF PROPOSITION 5
It follows by using the same steps as in Appendix B by setting w[m] = 1 for m = 1, 2, . . . , (N S + N R ). Due to space limitations, we describe only the main modifications of the proof that lead to (23) . In particular, when w[m] = 1 for m = 1, 2, . . . , (N S + N R ), (32), (34) , and (35) simplify to
where the high-SNR approximation in (a) → is obtained by using the same development as the Proof of Lemma 2 in Appendix G. More specifically, in (47), we have proved that Z can be seen as the error probability of a maximal ratio combining (MRC) scheme with card{Ā} = d H (c,c) − d branches, where d = card{A}, andG (T 2 ) d is related to the coding gain of T 2 , which is not shown here due to space limitations. By comparing (45) in Appendix G and (39) , it follows that T 2 undergoes a reduction of the diversity order from d H (c,c) to card{Ā} = d H (c,c) − d. From (15) , because of the summation over d, each term of the APEP has no longer the same diversity order equal to d H (c,c), but the allowed diversity orders fall in the range d H (c,c) ]. Since the end-to-end diversity is given by the addend having the smallest diversity order, we conclude that DIV APEP = d H (c,c) − max{d} = d H (c,c) − d H (c,c)/2 . Finally, by using the relation between Hamming distance and separation vector in Section V, (23) is obtained. This concludes the proof.
APPENDIX F PROOFS OF COROLLARIES 1-5
Proof of Corollary 1: The proof follows from analytical steps similar to (28) in Appendix B. In particular, we have
Unlike Proposition 2, there is no need to exploit the high-SNR approximation (1 − P[m]) → 1. On the contrary, by using the properties of the Heaviside function and (31) and (32), we get (41) , shown at the bottom of the next page, which leads to (14) . This concludes the proof.
Proof of Corollary 2: It follows from (15) with d H (c,c) = 2 by neglecting the "1" term as shown in Corollary 1. This concludes the proof.
Proof of Corollary 3: It follows from Proposition 3 with σ 2 XY = σ 2 0 . In particular, Σ SD and Σ RD simplify to all-one vectors multiplied by 1/σ 2 0 , and each entry of Σ (G) SR reduces to the summation of the elements of the binary encoding vector used at each relay, which is equal to the number of networkcoded sources. This concludes the proof.
Proof of Corollary 4: If the source-to-relay channels are ideal, we have σ 2 S t R q → ∞ for t = 1, 2, . . . , N S and q = 1, 2, . . . , N R . Thus, by definition,Σ (G) SR → 0 ((N S +N R )×1) . Therefore, the simplified expression ofΣ (G) SRD follows by taking into account the definition ofΣ SD andΣ RD as block matrices. This concludes the proof.
Proof of Corollary 5: It follows from Corollary 4, which for i.i.d. source-to-destination and relay-to-destination links givesΣ
. Since there are d H (c,c) nonzero terms in Δ c,c , we get (19) . This concludes the proof.
APPENDIX G PROOFS OF LEMMAS 1-3

Proof of Lemma 1:
Lemma 1: Over i.n.i.d. Rayleigh fading channels and for high SNR . . , N S + N R , which is given in Section III and in Proposition 1, has closed-form expression as follows:
Proof: Due to the assumption of independent fading channels, it follows, by direct inspection, that P[m] for m = 1, 2, . . . , N S + N R are independent RVs, and thus,
Furthermore, from the definition of P[·] in Section III and Proposition 1, for high SNR, we havē
The results in (43) can be obtained from the chain of equalities and high-SNR approximations in (44) , shown at the bottom of the page, where = , which simply neglects the termP S 1:N S R qP R q D as it decays faster for high SNR,
→ , the high-SNR approximation of → and [54, Eq. (40) ], it follows that, for high SNR, the effect, on the error probability at the relays, of performing NC on noisy and faded received data is equivalent to an AF relay protocol with CSI-assisted relaying and with the number of hops equal to the number of sources that are network coded at each relay. This conclusion is in agreement with the equivalence between the error probability at the relays and the error performance of DemF relay protocols already discussed in Section III-A.
Proof of Lemma 2: Lemma 2: Over i.n.i.d. Rayleigh fading channels and for high SNR, 
Proof: The computation of T 2 is very analytically involving. To get accurate but closed-form and insightful formulas that can shed light on the network behavior, we exploit some high-SNR approximations. More specifically, the starting point is the high-SNR approximation in (46) , shown at the bottom of the page. The approximation in 
hops that is equal to the number of network-coded sources. In particular, from [7] , we can recognize that the argument of the Q-function in (a) → of (46) is the end-to-end SNR of an AF relay network, which takes into account the relay-to-destination link and the cumulative error due to combining, at the most, N S source. The number of sources that are actually network coded depends on the number of nonzero NC coefficients g S t R q .
Thus, in T 2 , we have P[m → is proved in Lemma 3; Υ 1 and Υ 2 are two constant factors whose closed-form expression is given in Lemma 3, and the equality in (b) = comes from the fact that the Qfunction is monotonically decreasing for increasing values of its argument.
Equation (47) has a convenient structure that can be averaged over fading channel statistics. To this end, the following considerations can be made. T 2 can be seen as the ABEP of a dualbranch selection combining (SC) scheme, where the equivalent SNR of the first and second branches is SNR 1 = 2(E m /N 0 )Υ 1 k∈A SNR (k) (c,c) and SNR 2 = 2(E m /N 0 )Υ 2 k∈Ā SNR (k) (c,c) , respectively. Both SNR 1 and SNR 2 can be seen as the equivalent SNR of an MRC scheme with the number of branches given by card{A} = d and card{Ā} = d H (c,c) − d, respectively. The "virtual" SC and MRC branches contain independent RVs, as it can be verified via direct inspection. Thus, a closed-form and high-SNR approximation of T 2 in (47) can be obtained from [51] . More specifically, by considering the definition of SNR Proof: From the Chernoff bound, i.e., Q(x) ≤ (1/2) exp(−x 2 /2) ≤ exp(−x 2 /2), which is accurate for x 1 that in our case implies high SNR (E m /N 0 1), the following approximation holds:
where Υ is a constant correction term, which is introduced to recover the coding gain inaccuracy that might arise when using the Chernoff bound [19] . The high-SNR approximation in (49) can be explained as follows. By direct inspection, leftand right-hand side terms can be shown to have both diversity order equal to d = card{A}. In fact, the left-hand side is the product of d terms each one having diversity one. On the other hand, the right-hand side term is the error probability of an MRC scheme with d diversity branches at the receiver, which is known to have diversity d [51] . The constant (correction) factor Υ is introduced only to avoid coding gain inaccuracies, which are always present when using the Chernoff bound. Since the goal of this paper is to accurately estimate both coding gain and diversity order, the accurate evaluation of Υ is instrumental to estimate the end-to-end performance of the system. To get an accurate, but simple and useful for further analysis, approximation, we use first-order moment matching to estimate Υ in (49) . The motivation is that, as we will better substantiate at the end of this proof, it allows us to have a closed-form estimate of Υ that depends only on d in (48), whereas it is 
independent of the fading parameters. In formulas, we seek to find Υ such that the following equality is satisfied:
To this end, we need closed-form expressions of both averages in (50) . Once again, we use the high-SNR parameterization in [51] , which leads to (51) , shown below, where we have the following: 1) → is obtained from [51] and [54] by recognizing that we have to compute the average of an equivalent MRC scheme where each branch is an equivalent multihop network that uses the AF relay protocol. Finally, by equating the two terms in (51) , Υ in (48) can be obtained. As mentioned above, Υ is independent of channel statistics. This concludes the proof. 
