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Several parallel characterizations of the FIP and FCP properties are
given. Also, a number of results about FCP are generalized from
domains to arbitrary (commutative) rings. Let R ⊆ S be rings, with
R the integral closure of R in S . Then R ⊆ S satisﬁes FIP (resp., FCP)
if and only if both R ⊆ R and R ⊆ S satisfy FIP (resp., FCP). If R is
integrally closed in S , then R ⊆ S satisﬁes FIP ⇔ R ⊆ S satisﬁes
FCP ⇔ (R, S) is a normal pair such that SuppR (S/R) is ﬁnite. If
R ⊆ S is integral and has conductor C , then R ⊆ S satisﬁes FCP if
and only if S is a ﬁnitely generated R-module such that R/C is
an Artinian ring. The characterizations of FIP and FCP for integral
extensions feature natural roles for the intermediate rings arising
from seminormalization and t-closure.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction and notation
All rings considered below are commutative and unital; all inclusions of rings are unital. Let R ⊆ S
be a (ring) extension. The set of all R-subalgebras of S (that is, of rings T such that R ⊆ T ⊆ S)
is denoted by [R, S]. The extension R ⊆ S is said to have (or to satisfy) FIP (for the “ﬁnitely many
intermediate algebras property”) if [R, S] is ﬁnite. The FIP property was introduced in [1] and, along
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19,32,3]. A chain of R-subalgebras of S is a set of elements of [R, S] that are pairwise comparable
with respect to inclusion. We say that the extension R ⊆ S has (or satisﬁes) FCP (for the “ﬁnite chain
property”) if each chain of R-subalgebras of S is ﬁnite. (In the literature, the FCP property has often
been considered only for extensions of (integral) domains and has often been denoted by the over-
used symbol FC.) It is clear that each extension that satisﬁes FIP must also satisfy FCP; the converse
is false, as can be seen most easily via ﬁeld-theoretic examples, such as F2(X2, Y 2) ⊂ F2(X, Y ). It is
convenient to let R denote the integral closure of R in S . We will see that the behavior of [R, S] with
respect to FIP or FCP is often closely related to the corresponding behavior of [R, R] and [R, S].
Our main tool will be the minimal (ring) extensions, a concept that was introduced by Ferrand
and Olivier [25]. Recall that an extension R ⊂ S is called minimal if [R, S] = {R, S}, and whenever
that condition holds, S = R[x] for each x ∈ S \ R . The key connection between the above ideas is that
if R ⊆ S has FCP, then any maximal (necessarily ﬁnite) chain of R-subalgebras of S , R = R0 ⊂ R1 ⊂
· · · ⊂ Rn−1 ⊂ Rn = S , with length n < ∞, results from juxtaposing n minimal extensions Ri ⊂ Ri+1,
0  i  n − 1. (It should be noted that if R ⊆ S has FCP, then there does exist a maximal chain of
R-subalgebras of S . This can be seen by applying Zorn’s Lemma when one equips the set of chains
of R-subalgebras of S with the partial order induced by inclusion.) In general, following [31], we say
the length of [R, S], denoted by [R, S], is the supremum of the lengths of chains of R-subalgebras
of S .
Our ﬁrst main result, Theorem 3.13, states that an extension R ⊆ S satisﬁes FIP (resp., FCP) if and
only if both R ⊆ R and R ⊆ S satisfy FIP (resp., FCP). In effect, Theorem 3.13 reduces the study of the
FIP and FCP properties to the context of extensions that are either integral or integrally closed. (It will
be convenient to say that an extension R ⊂ S is integrally closed if R is integrally closed in S .) The
“FCP” part (resp., “FIP” part) of Theorem 3.13 was obtained by Gilmer [28, Theorem 2.3] (resp., [28,
Theorem 3.1]) in case R is a domain and S is its quotient ﬁeld. Ben Nasr [7, Theorem 2.4] obtained
the special case of the “FCP” part of Theorem 3.13 in which R is a semiquasi-local domain with ﬁnite
Krull dimension. More recently, Ayache [3, Theorem 9 and Proposition 22] has claimed to have proved
the domain case of the “FCP” part of Theorem 3.13 (and the domain case of Theorem 6.3), but as we
explain below, there are several mistakes in [3].
As explained below, this article effectively characterizes the extensions that have FIP or FCP in
all cases. Another purpose of this paper is to show that the FIP and FCP properties admit several
parallel characterizations. Along the way, we obtain generalizations of some recent results concerning
FCP. Although our results are for extensions of arbitrary rings, the results that we generalize had
been obtained only for domains. For instance, Theorem 6.3 states that if R ⊆ S is an integrally closed
extension, then R ⊆ S satisﬁes FIP if and only if R ⊆ S satisﬁes FCP, and that if these equivalent
conditions hold, then (R, S) is a normal pair (in the sense that T is integrally closed in S for all
T ∈ [R, S]). In short, Theorem 6.3 gives additional motivation for this work’s search for a deeper
understanding of the FIP and FCP properties for extensions that are either integrally closed or integral.
The domain case of Theorem 6.3 was published recently by Jaballah [32, Corollary 3.3]; some 10 years
earlier, Jaballah [31] had shown that FIP and FCP are equivalent for any normal pair of domains.
We wish to mention some other equivalences obtained in Theorem 6.3 and Proposition 6.9: an
integrally closed extension R ⊂ S has FIP (equivalently, FCP) ⇔ there exists a ﬁnite maximal chain
of rings going from R to S ⇔ (R, S) is a normal pair such that Supp(S/R) is ﬁnite. (Recall that if E
is an R-module, then its support, Supp(E), is deﬁned to be the set of prime ideals P of R such that
E P = 0.) Note also, in contrast to the case of integral extensions, the following “catenarity” behavior
established in Proposition 6.12: if R ⊂ S is an integrally closed FCP extension, then any maximal
chain of rings going from R to S has length |Supp(S/R)|. (As usual, |X | denotes the cardinality of a
set X .)
We next say more about the content and the organization of this paper. Section 2 gives some
known or basic results about minimal extensions which are useful in the later sections. Section 3
presents some initial results, including Theorem 3.13, on extensions satisfying FIP or FCP. A notewor-
thy tool established in Corollary 3.2 and Proposition 3.7(a) states that if R ⊆ S has FCP (or FIP), then
Supp(S/R) is ﬁnite; and if R ⊆ S is a ring extension such that Supp(S/R) is ﬁnite, then the FCP (resp.,
FIP) property of R ⊆ S is equivalent to that of RM ⊆ SM for each maximal ideal M ∈ Supp(S/R). These
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with quasi-local base ring.
The characterization of extensions satisfying FCP (resp., FIP) is then pursued for integral extensions
in Section 4 (resp., Section 5), while the characterization of these properties for integrally closed
extensions is addressed in Section 6. The study for the case of integrally closed extensions is short
enough to be in one section because, as mentioned earlier, Theorem 6.3 establishes that FIP and FCP
are equivalent in this case.
We wish to mention Theorem 4.2. This fundamental result gives our ﬁrst characterizations of the
integral extensions that satisfy FCP. These include the result that if R ⊆ S is an integral extension
with conductor C , then R ⊆ S has FCP if and only if S is a ﬁnitely generated R-module such that
R/C is an Artinian ring. This result enables some of the subsequent work on integral extensions to
proceed in the context of Artinian rings, while also allowing a natural role for the intermediate rings
arising from seminormalization and t-closure in Corollary 4.11 and Theorem 5.9. The following part
of Theorem 4.2 also deserves mention: an extension R ⊆ S is integral and satisﬁes FCP ⇔ there exists
a ﬁnite chain of integral minimal extensions going from R to S . Note also that Theorem 5.18 answers
a question of Gilmer [28, p. 2345] by giving a generalization of the Primitive Element Theorem which
characterizes the integral ring extensions with quasi-local base ring that satisfy FIP. This result is the
culmination of Section 5, which occupies slightly more than one-third of the manuscript.
Let R be a ring. As usual, Spec(R) (resp., Max(R)) denotes the set of prime ideals (resp., maximal
ideals) of R , and U(R) denotes the set of units of R . If I is an ideal of R , we set V(I) := {P ∈ Spec(R) |
I ⊆ P }. If M is an R-module, LR(M) is its length, and MSupp(M) := Supp(M) ∩Max(R). A convenient
reference for the (possibly inﬁnite) length of a module is [37]. If R ⊆ S is a ring extension and P ∈
Spec(R), then S P is the localization SR\P and (R : S) is the conductor of R ⊆ S . Finally, as usual,
⊂ denotes proper inclusion.
2. Preliminaries on minimal ring extensions
We begin by recalling some fundamental results on minimal extensions.
Theorem 2.1. (See [25, Théorème 2.2 and Lemme 3.2], [13], [21, Theorem 4.1] and [40, Proposition 3.2].) Let
A ⊂ B be a minimal extension with associated inclusion map f : A → B. Then:
(a) There is some M ∈ Max(A), called the crucial (maximal) ideal of A ⊂ B, such that AP = BP for each
P ∈ Spec(A) \ {M}. We denote this ideal by C(A, B).
(b) The following three conditions are equivalent:
(1) There is a prime ideal in B lying over M;
(2) MB = M;
(3) f is (module-)ﬁnite.
(c) If the conditions of (b) do not hold, f is a ﬂat epimorphism and (A : B) is a common prime ideal of A and
B that is contained in M.
(d) There is a bijection Spec(B) \ V(MB) → Spec(A) \ {M}, with V(MB) = ∅ when f is a ﬂat epimorphism.
Moreover, either Q ∩ A ∈Max(A) or Q = (A : B) for each Q ∈Max(B).
Theorem 2.2. (See [40, Theorem 3.3].) Let R ⊂ T be an extension and M := (R : T ). Then R ⊂ T is minimal
and ﬁnite if and only if M ∈ Max(R) and one of the following three conditions holds:
(a) inert case: M ∈ Max(T ) and R/M → T /M is a minimal ﬁeld extension;
(b) decomposed case: There exist M1,M2 ∈ Max(T ) such that M = M1 ∩M2 and the natural maps R/M →
T /M1 and R/M → T /M2 are both isomorphisms;
(c) ramiﬁed case: There exists M ′ ∈ Max(T ) such that M ′2 ⊆ M ⊂ M ′ , [T /M : R/M] = 2, and the natural
map R/M → T /M ′ is an isomorphism.
In each of the above three cases, M is the crucial ideal of R ⊂ T .
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(hence, ﬂat epimorphic extensions), integral inert, integral decomposed, and integral ramiﬁed exten-
sions.
Theorem 2.3. (See [22, Proposition 2.12] and [21, Theorem 4.3].) An integral extension R ⊂ T is minimal if and
only if there exists M ∈ Max(R) such that one of the following three conditions holds:
(a) inert case: M is a maximal ideal of T and R/M → T /M is a minimal ﬁeld extension;
(b) decomposed case: There exists q ∈ T \ R such that T = R[q], q2 − q ∈ M, and Mq ⊆ M;
(c) ramiﬁed case: There exists q ∈ T \ R such that T = R[q], q2 ∈ M, and Mq ⊆ M.
If any of the above three conditions holds, then M is uniquely determined as (R : T ), and as {a ∈ R | aq ∈ R}
in case of (b) or (c). Furthermore, conditions (a)–(c) are mutually exclusive.
With the notation of Theorem 2.2, we have the following. In case (b), q ∈ Mi and 1− q ∈ M j where j = i,
{i, j} = {1,2}, with Mi := M + Rq and M j := M + R(q − 1). In case (c), M ′/M is an (R/M)-vector space of
dimension 1 and M ′ = M + Rq.
We next give ﬁve lemmas which will be used often later.
Lemma 2.4. Let R ⊂ S be an extension and let P ∈ Spec(R) be such that R P = S P . Then:
(a) There exists a unique P ′ ∈ Spec(S) which lies over P . Moreover, if P ∈Max(R), then P ′ = P S.
(b) For any S-algebra T , we have T P = T P ′ (that is, the canonical map T P → T P ′ is an isomorphism).
Proof. (a) P S P = P RP is the maximal ideal of the quasi-local ring S P , and so there is a unique
P ′ ∈ Spec(S) which lies over P , and P S P = P ′S P . Hence, P S ⊆ P ′ . Moreover, if P ∈ Max(R) and
M ∈ Max(R) with M = P , then PM = RM and P ′M = SM , whence (P S)M = SM = P ′M . Therefore, by
globalization, P S = P ′ .
(b) One inclusion is clear. For the reverse inclusion, consider any t ∈ S \ P ′ . As t/1 ∈ S P = RP , there
exist a ∈ R , s ∈ R \ P such that t/1 = a/s. Thus, there exists u ∈ R \ P such that ust = ua ∈ R ⊂ S . Note
that us ∈ R \ P gives us /∈ P ′ . As t /∈ P ′ , we conclude ust /∈ P ′ . Consequently, ust ∈ R \ P and so (cf.
[9, Proposition 8, p. 86] and the fact that R \ P ⊆ S \ P ′), t ∈ T P and T P = T P ′ . 
Lemma 2.5. Let R ⊆ S and S ⊂ T be two extensions such that S ⊂ T is minimal with crucial maximal ideal N.
Let M ∈ Max(R). Then SM = TM if and only if N ∩ R  M.
Proof. Let M ∈ Max(R) such that N ∩ R  M . To prove that SM = TM , it suﬃces to show that if N ′ ∈
Max(SM), then (SM)N ′ = (TM)N ′ . There exists P ∈ Spec(S) such that N ′ = P SM and P ∩ (R \ M) = ∅.
Hence, P ∩ R ⊆ M and R \ M ⊆ S \ P . It follows that (R \ M)(S \ P ) = S \ P . Moreover, (SM)N ′ =
(SM)P SM = [S(R\M)](S\P ) = S P by [9, Proposition 7(ii), p. 85]. Similarly, (TM)N ′ = T P canonically. But
P = N because P ∩ R ⊆ M and N ∩ R  M . Since N = C(S, T ), Theorem 2.1(a) therefore gives that
S P = T P canonically. This completes the proof of the “if ” assertion.
Suppose the converse fails. Then SM = TM and N ∩ R ⊆ M . Note that SN = TN since N = C(S, T ).
As R \ M ⊆ R \ (N ∩ R) ⊆ S \ N , we have SN = (SM)N = (TM)N = TN , the desired contradiction. 
Lemma 2.6. Let R ⊂ S and S ⊂ T be minimal extensions, with M := C(R, S) and N := C(S, T ). If P ∈
Spec(R) \ {M,N ∩ R}, then RP = S P = T P .
Proof. Let P ∈ Spec(R) \ {M,N ∩ R}. Theorem 2.1(a) gives RP = S P . Moreover, by Lemma 2.4 there
exists a unique P ′ ∈ Spec(S) lying over P with S P = S P ′ and T P = T P ′ . But P ′ = N because P ′ ∩ R =
P = N ∩ R . Hence, by another appeal to Theorem 2.1(a), S P ′ = T P ′ . Thus, (RP =) S P = T P . 
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and P := N ∩ R. Suppose also that P  M. Then there exists S ′ ∈ [R, T ] such that R ⊂ S ′ is minimal, P =
C(R, S ′), and R ⊂ S ′ is of the same type as S ⊂ T ; and S ′ ⊂ T is minimal, MS ′ = C(S ′, T ), and S ′ ⊂ T is of
the same type as R ⊂ S. Moreover, for any such S ′ , we have [R, T ] = {R, S, S ′, T }, and if Q ∈ Max(R)\{M, P },
then RQ = S ′Q = T Q .
Proof. RP = S P by Theorem 2.1(a), and SM = TM by Lemma 2.5.
Let iM : T → TM and i P : T → T P denote the natural maps (deﬁned in each case by x → x/1). Set
S ′ := i−1M (RM). Clearly, S ′ ∈ [R, T ]. As S ′ = {x ∈ T | there exist a ∈ R, s ∈ R \ M such that x/1 = a/s}, it
follows that if x ∈ T , then x ∈ S ′ if and only if there exist a ∈ R and elements u, s ∈ R \ M such that
usx = ua (∗).
Let x ∈ S ′ and t ∈ R \ M . Then x/1 ∈ RM and t/1 is invertible in RM . It follows that x/t =
(x/1)(t/1)−1 ∈ RM . Thus S ′M = RM .
We claim that S ′P = T P . One inclusion is clear. For the converse, consider y ∈ T . Then y/1 ∈
TM = SM . Hence, there exist b ∈ S and elements v,w ∈ R \ M such that wvy = wb (1). But b ∈ S
leads to b/1 ∈ S P = RP . Then there exist c ∈ R and elements α,β ∈ R \ P such that αβb = βc (2).
Combining (2) and (1), we get wαβb = wβc = αβwvy (3). Hence, there exist βc ∈ R and elements
v,w ∈ R \M such that wv(αβ y) = wβc, so that αβ y is an element x of T that satisﬁes (∗). Therefore,
αβ y ∈ S ′ . But α,β ∈ R \ P implies that y/1 = αβ y/αβ ∈ S ′P . The above claim follows.
If Q ∈ Spec(R) \ {M, P }, Lemma 2.6 gives that RQ = T Q = S ′Q . On the other hand, since S ′M = RM ,
globalization ensures that RP = S ′P . In fact, RP ⊂ S ′P is the same as S P ⊂ T P , which inherits the “min-
imal extension” property from S ⊂ T . The latter conclusion can also be seen via [21, Proposition 4.6],
a result which also tells us that R ⊂ S ′ is a minimal extension with crucial ideal P and is of the same
type (as a minimal extension) as S ⊂ T .
Moreover, since S ′M = RM , Lemma 2.4 gives that M ′ := MS ′ is the unique maximal ideal of S ′
lying over M; and also that S ′M′ = S ′M (= RM) and TM′ = TM (= SM). Thus by [21, Proposition 4.6],
S ′M′ ⊂ TM′ is a minimal extension with crucial ideal M ′S ′M′ and is of the same type as R ⊂ S .
Similarly, if Q ∈ Spec(R) \ {M, P }, we have (by Lemma 2.4, which applies since RQ = S ′Q ) that
there exists a unique prime ideal Q ′ of S ′ lying over Q in R and S ′Q ′ = S ′Q = RQ = T Q ′ = T Q . Also,
since S ′P = T P , we have S ′P ′ = T P ′ for any prime ideal P ′ of S ′ lying over P . Therefore, by another
application of [21, Proposition 4.6], S ′ ⊂ T is a minimal extension with crucial ideal MS ′ and is of the
same type as R ⊂ S .
It remains to show that if T ′ ∈ [R, T ] \ {R, T }, then T ′ is either S ′ or S . Our proof will proceed
ultimately via globalization. If Q ∈ Spec(R) \ {M, P }, we know that S ′Q = RQ = T Q = T ′Q = SQ . Recall
that RP ⊂ S ′P = T P is a minimal extension. As RM ⊂ SM = TM is a minimal extension, T ′M is either
RM (= S ′M) or TM (= SM). In the ﬁrst case, T ′P = T P = S ′P (because T ′P = RP by globalization), and so
T ′ = S ′ . In the ﬁnal case, T ′P = RP = S P (because T ′P = T P by globalization), and so T ′ = S . 
The next lemma achieves the conclusion of the Crosswise exchange Lemma 2.7 in a special case
without needing recourse to the “P  M” hypothesis from Lemma 2.7, and it will be useful in the
following sections. The proof of Lemma 2.8 will need to use the following special case of [10, Propo-
sition 2, p. 40]: if a ring extension A ⊂ B is integral and P ∈ Spec(A) is such that there is a unique
prime ideal Q of B that lies over P , then BP = BQ canonically.
Lemma 2.8. Let R ⊂ S and S ⊂ T be integral minimal extensions, where R ⊂ S is decomposed and S ⊂ T
is ramiﬁed. Then there exists S ′ ∈ [R, T ] such that R ⊂ S ′ is a minimal ramiﬁed extension and S ′ ⊂ T is a
minimal decomposed extension.
Proof. Assume ﬁrst that (R,M) is quasi-local. By Theorem 2.3(b), M = M1 ∩ M2, where Max(S) =
{M1,M2}. Since (S : T ) = C(S, T ) ∈ Max(S), we may assume, without loss of generality, that (S :
T ) = M1. By Theorem 2.2(c), there exists N1 ∈ Max(T ) such that N21 ⊆ M1 ⊂ N1; and by integrality
(cf. [33, Theorem 44]), there exists N2 ∈ Max(T ) lying over M2. Moreover, since M2 = M1 = C(S, T ),
SM2 = TM2 , and so Lemma 2.4(a) gives that N2 = M2T .
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with x(1 − x) ∈ M and xM ⊆ M . Also, by Theorem 2.3(c), there exists y ∈ T such that T = S + Sy,
y2 ∈ M1 and M1 y ⊆ M1. If i = 1,2, we have M ⊆ Mi , and so MT ⊆ MiT . As M1T = M1, MT ⊆
M1 ∩ N2 = M1 ∩ S ∩ N2 = M1 ∩ M2 = M , whence MT = M (∗).
Set S ′ := R + Ry(1 − x). Then y2(1 − x)2 ∈ M1(1 − x) ⊆ M1M2 = M , whence S ′ is a ring and
S ′ = R[y(1 − x)]. Moreover, My(1 − x) ⊆ M by (∗). Next, we claim that y(1 − x) /∈ R . Indeed, note
that y2 ∈ N1, so that y ∈ N1. Thus, if the claim fails, y(1− x) ∈ N1 ∩ R = M ⊆ M1, while xy ∈ M1T =
(S : T )T = (S : T ) = M1, and so it follows that y = y(1 − x) + xy ∈ M1 + M1 = M1 ⊆ S , the desired
contradiction. This proves the claim that y(1− x) /∈ R . Hence by Theorem 2.3(c), R ⊂ S ′ is a minimal
ramiﬁed extension, and so S ′ is a quasi-local ring with maximal ideal M ′ := M + Ry(1− x).
Consider S ′[x] ⊆ T . Since x ∈ M1 = (S : T ), we have xy ∈ M1 = M + Rx ⊆ S ′[x], whence y = y(1−
x) + yx ∈ S ′[x]. Therefore, R[x, y] ⊆ S ′[x] ⊆ T = S[y] = R[x, y]. It follows that T = S ′[x]. Moreover,
x2−x = x(x−1) ∈ M ⊂ M ′ and M ′x = Mx+ Ryx(1−x) ⊆ M because Mx ⊆ M and yx(1−x) ∈ TM = M .
In addition, x /∈ S ′ (for otherwise, T = S ′ would be a minimal extension of R , contradicting the fact
that R ⊂ S ⊂ T ). As M ′x ⊆ M ′ , it therefore follows from Theorem 2.3(b) that S ′ ⊂ T is a minimal
decomposed extension, thus completing the proof in case R is quasi-local.
We turn now to the general case; that is, R need not be quasi-local. Set M := (R : S), N := (S : T )
and P := N ∩ R . If P  M , an application of Lemma 2.7 completes the proof. Thus, without loss of
generality, P ⊆ M . As P and M are each maximal ideals of R , we can conclude that P = M . Localizing
at M and using the earlier case of a quasi-local base ring, we ﬁnd an RM -subalgebra S ′′ of TM such
that RM ⊂ S ′′ is minimal ramiﬁed and S ′′ ⊂ TM is minimal decomposed. Then, in broad outline, one
can reason somewhat as in the proof of Lemma 2.7, so as to build an R-subalgebra S ′ of T such that
S ′M = S ′′ and S ′M′ = RM′ = TM′ for each M ′ ∈Max(R) different from M .
Here are the underlying details. As before, let iM : T → TM be the canonical map, and now let
S ′ := i−1M (S ′′). It is easy to check that S ′M = S ′′ . Moreover, if M ′ is as above, RM′ = SM′ = TM′ by
Lemma 2.6; and then S ′M′ is also this common value since it is an RM′ -subalgebra of TM′ . Hence, R ⊂
S ′ is a minimal extension with crucial ideal M; and by [21, Proposition 4.6], R ⊂ S ′ inherits “minimal
ramiﬁed” from RM ⊂ S ′′ . Finally, it remains to show that S ′ ⊂ T inherits “minimal decomposed” from
S ′′ ⊂ TM .
Since R ⊂ S ′ is minimal ramiﬁed and has crucial ideal M , there exists a unique maximal ideal,
say N , of S ′ that lies over M . By the result from [10] that was recalled above, S ′N = S ′M . It follows
easily that TN = TM . Next, consider any N ′ ∈Max(S ′) \ {N }. In view of [21, Proposition 4.6], to show
that S ′ ⊂ T is minimal decomposed (with crucial ideal N ), it suﬃces to prove that S ′N ′ = TN ′ . Note
that M ′ := N ′ ∩ R ∈ Max(R) \ {M}; and, since RM′ = S ′M′ (cf. also Theorem 2.1(d)), it follows easily
that N ′ is the only prime ideal of S ′ which lies over M ′ . Hence, by Lemma 2.4(b), S ′M′ = S ′N ′ and
TM′ = TN ′ . Collecting the above information, we have S ′N ′ = S ′M′ = RM′ = TM′ = TN ′ , as required. 
Remark 2.9. (a) We pause to give an example that satisﬁes the hypotheses from Lemma 2.7. Embed
R := Z into S := R× R/2R via the diagonal embedding, a → (a,a+2R). Viewed as an extension, R ⊂ S
is minimal decomposed, with crucial ideal M := 2R . (For this and similar assertions below, we freely
use facts about the classiﬁcation of minimal extensions of certain base rings, as in [22, Corollary 2.5].)
Next, the diagonal embedding R → R × R/3R combines with the identity map on R/2R to allow us
to view T := (R × R/3R)× R/2R as a ring extension of S . One can check easily that S ⊂ T is minimal
decomposed, with crucial ideal N := 3R × R/2R . Note that P := N ∩ R = 3R  2R = M .
(b) Next, we give an example that satisﬁes the hypotheses from Lemma 2.8 where P ⊆ M . Embed
R := Z into S := R× R/3R via the diagonal embedding, a → (a,a+3R). Viewed as an extension, R ⊂ S
is minimal decomposed, with crucial ideal M := 3R . Next, the identity map on R combines with the
canonical embedding R/3R → (R/3R)[X]/(X2) to allow us to view T := R× (R/3R)[X]/(X2) as a ring
extension of S . One can check easily that S ⊂ T is minimal ramiﬁed, with crucial ideal N := R × 0.
Note that P := N ∩ R = 3R = M .
(c) Let R ⊂ S and S ⊂ T be minimal extensions, with M := C(R, S), N := C(S, T ) and P := N ∩ R .
If it were the case that P ⊆ M , then the proof of Lemma 2.8 shows that one can sometimes expect
the type of “crosswise exchange” behavior that was established in Lemma 2.7. However, this type of
conclusion is not available in general (i.e., for arbitrary minimal extensions where P ⊆ M). Indeed, the
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two lemmas.
Let (R,M) be a one-dimensional valuation domain with quotient ﬁeld S , and set T := S[X]/(X2).
Then R ⊂ S is minimal and a ﬂat epimorphism, necessarily with crucial ideal M; and by Theo-
rem 2.3(c), S ⊂ T is minimal ramiﬁed, with crucial ideal N := 0. Put x := X + (X2) ∈ T . Observe
that x2 = 0 ∈ R , and so R ⊂ T is not integrally closed. Also, {1, x} is a basis of T as a vector space
over S . Since R is integrally closed (in S), it is now easy to check that R , which denotes the integral
closure of R in T , is given by R = R + Sx. It remains only to show that there does not exist any
R1 ∈ [R, R] such that R ⊂ R1 is a minimal (integral) extension.
Assume, on the contrary, that R ⊂ R can be “factored” as R ⊂ R1 ⊂ R , where R ⊂ R1 is a minimal
(integral) extension with crucial ideal M = (R : R1). By minimality of the extension R ⊂ R1, there ex-
ists y ∈ R1 such that R1 = R[y]. As y ∈ R , we may assume, without loss of generality, that y ∈ Sx \ R .
Now, pick any nonzero element m ∈ M . We have my ∈ (R : R1)R1 = M ⊂ R , and so y = (my)m−1 ∈ S .
Then y ∈ S ∩ Sx = {0} ⊆ R , the desired contradiction.
3. First results on ring extensions with FIP or FCP
The next proposition will facilitate our study of the extensions satisfying FIP or FCP.
Proposition 3.1. Let R = R0 ⊂ · · · ⊂ Ri ⊂ · · · ⊂ Rn = S be a ﬁnite sequence of minimal extensions and Mi :=
C(Ri, Ri+1). Then RP = S P for all P ∈ Spec(R) \ {Mi ∩ R | i = 0, . . . ,n− 1}.
Proof. We proceed by induction on n. If n = 1, the assertion follows from Theorem 2.1(a). For the
induction step, we suppose that the result holds when n is replaced by n − 1. We will use this
induction hypothesis for the extension R ′ := R1 ⊂ · · · ⊂ Ri ⊂ · · · ⊂ Rn = S . Set P ′i := R ′ ∩ Mi , for each
i = 1, . . . ,n−1. By hypothesis, if P ′ ∈ Spec(R ′)\{P ′i | i = 1, . . . ,n−1}, then R ′P ′ = S P ′ . Let P ∈ Spec(R)\{Mi ∩ R | i = 0, . . . ,n − 1}. By Lemma 2.4, there is a unique P ′ ∈ Spec(R ′) lying over P and R ′P ′ = R ′P ,
which equals RP by Theorem 2.1(a). But P = P ′ ∩ R ∈ Spec(R) \ {Pi | i = 0, . . . ,n − 1} implies that
P ′ ∈ Spec(R ′) \ {P ′i | i = 1, . . . ,n − 1}, so that R ′P ′ = S P ′ . From Lemma 2.4, we deduce that RP = R ′P =
R ′P ′ = S P ′ = S P , thus completing the induction proof. 
We next infer the following fundamental corollary.
Corollary 3.2. Suppose there exists a maximal chain R = R0 ⊂ · · · ⊂ Ri ⊂ · · · ⊂ Rn = S of extensions,
where Ri ⊂ Ri+1 is minimal with crucial ideal Mi . (For instance, suppose R ⊆ S is an FCP extension.) Then
Supp(S/R) is a ﬁnite set; in fact, Supp(S/R) = {Mi ∩ R | i = 0, . . . ,n − 1}.
Proof. The parenthetical assertion was established in the Introduction. Without loss of generality,
R = S . Set Pi := Mi ∩ R , for each i = 0, . . . ,n − 1. By Proposition 3.1, if P ∈ Spec(R) \ {Pi | i = 0, . . . ,
n − 1}, then RP = S P , whence (S/R)P = 0. Thus, Supp(S/R) ⊆ {Pi | i = 0, . . . ,n − 1}, which is a ﬁnite
set. For the reverse inclusion, let i ∈ {0, . . . ,n − 1}. As (Ri)Mi = (Ri+1)Mi , we have (Ri)Pi = (Ri+1)Pi .
Any x ∈ Ri+1 for which x/1 is not in the canonical image of (Ri)Pi is an element of S for which x/1
is not in the canonical image of RPi , and so RPi = S Pi ; that is, Pi ∈ Supp(S/R). 
We next give two lemmas and an associated remark. For Lemma 3.3, recall that if M ∈ Spec(R),
then M↓ := {P ∈ Spec(R) | P ⊆ M}. Lemma 3.5 is a key result for the characterization of the integral
extensions that satisfy FCP.
Lemma 3.3. Let R = R0 ⊂ · · · ⊂ Ri ⊂ · · · ⊂ Rn = S be a ﬁnite sequence of minimal extensions, Mi :=
C(Ri, Ri+1) and Pi := Mi ∩ R. Assume that each R/Pi is quasi-local and let M ∈ MSupp(S/R). Then
there exist t ∈ {0, . . . ,n − 1} and a maximal chain of extensions R = R ′0 ⊂ · · · ⊂ R ′i ⊂ · · · ⊂ R ′n = S with
M ′i := C(R ′i, R ′i+1) and P ′i := R ∩ M ′i , such that P ′i ⊆ M for each i  t and P ′i  M for each i > t.
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particular, in case R ⊂ S is an integral extension.
Proof. Consider any P ∈ Supp(S/R) such that P ⊆ M . By Corollary 3.2, P = Pk for some k ∈ {0, . . . ,
n−1}. If k = 0, put R ′1 := R1. Suppose that k 1. We claim that if Pk−1  M , then Mk ∩ Rk−1  Mk−1.
Suppose the claim fails. Then Mk ∩ Rk−1 ⊆ Mk−1 and, by intersecting with R , we see that P = Pk ⊆
Pk−1  M . However, Pk−1 is contained in some maximal ideal M ′ of R and M ′ = M , whence P ⊆ M ′ ,
a contradiction to the hypothesis that R/Pk is quasi-local, thus proving the above claim. Hence we
can apply the Crosswise exchange Lemma 2.7, which leads to R ′k ∈ [Rk−1, Rk+1] such that Rk−1 ⊂ R ′k
is minimal, C(Rk−1, R ′k) = M ′k−1 := Mk ∩ Rk−1 and R ′k ⊂ Rk+1 is minimal with C(R ′k, Rk+1) = Mk−1R ′k .
Note that M ′k−1 ∩ R = Mk ∩ Rk−1 ∩ R = P ⊆ M . Also, Mk−1R ′k ∩ R  M since Mk−1 ∩ R = Pk−1  M .
By iterating the above argument for all the Mi such that Pi ⊆ M but Pi−1  M , we obtain a new
ﬁnite chain of minimal extensions R ′i ⊂ R ′i+1 for i = 0, . . . ,n − 1, with M ′i := C(R ′i, R ′i+1). Moreover, it
is clear from the construction that there exists t ∈ {0, . . . ,n − 1} such that M ′i ∩ R ∈ M↓ if and only if
i  t .
If Supp(S/R) ⊆ Max(R), it follows from Corollary 3.2 that each Mi lies over a maximal ideal of R
(and so each R/Pi is a ﬁeld, hence quasi-local). Finally, it is standard that maximal ideals lie over
maximal ideals in any integral extension (cf. [33, Theorem 44]). 
Remark 3.4. (a) We next note that the extreme cases, t = 0 and t = n − 1, of Lemma 3.3 can each
occur. For instance, t = 0 occurs in the context studied in Lemma 2.7 and Remark 2.9(a). On the other
hand, the case t = n − 1, where P ′i ⊆ M for all i, must arise whenever R is quasi-local.
(b) The “quasi-local” hypothesis on the R/Pi in Lemma 3.3 is not automatic. For instance, consider
a two-dimensional Prüfer domain R with exactly two height 2 maximal ideals, N1 and N2, each of
which contains the unique height 1 prime ideal P of R . (It is classic that such data exist: cf. [35,
Theorem 3.1].) Set R0 := R , R1 := RN1 and R2 := RP ; and let R3 := K , the quotient ﬁeld of R . Since
each overring of a Prüfer domain is an intersection of localizations [27, Theorem 26.2], it is easy to
check that R0 ⊂ R1, R1 ⊂ R2 and R2 ⊂ R3 are each minimal extensions which are ﬂat epimorphisms.
(In view of the ﬁnal assertion of Lemma 3.3, we must avoid minimal integral extensions in this ex-
ample.) Moreover, C(R0, R1) = N2, C(R1, R2) = N1RN1 and C(R2, R3) = P . Thus, adapting the notation
of Lemma 3.3, we have P0 = N2, P1 = N1 and P2 = P . In this example, R/P2 is not quasi-local (and,
in fact, P = P2 ⊂ P1 ∩ P0 = N1 ∩ N2).
Lemma 3.5. Let R ⊂ S be an FCP extension such that R/P is quasi-local for each P ∈ Supp(S/R). Let M ∈
Max(R). For each RM-subalgebra E of SM , there is a unique R-subalgebra T of S such that E = TM and
TM′ = RM′ for each M ′ ∈ Max(R) \ {M}.
The above “quasi-local” condition holds in case Supp(S/R) ⊆ Max(R) (in particular, in case R ⊂ S is an
integral FCP extension).
Proof. The ﬁnal assertion follows by combining Lemma 3.3 and Corollary 3.2. It remains to show the
existence of a unique T with the asserted properties. By globalization, the assertion is clear if E = RM ,
and so we assume henceforth that E = RM .
Let π : S → SM be the canonical map, and set T ′ := π−1(E). It is clear that T ′ ∈ [R, S], and so
R ⊆ T ′ inherits the FCP property from R ⊂ S . Note also that T ′ is the pullback (in the category of
commutative unital rings) of π and the inclusion map E → SM . Since localization preserves pullbacks,
it follows that T ′M = E . As E = RM , we then have that M ∈ Supp(T ′/R) ⊆ Supp(S/R). As R ⊂ T ′ has
FCP, there exists a ﬁnite sequence of minimal extensions, R0 = R ⊂ · · · ⊂ Ri ⊂ · · · ⊂ Rn = T ′; put
Mi := C(Ri, Ri+1) and Pi := Mi ∩ R . By Corollary 3.2, Supp(T ′/R) = {P0, . . . , Pn−1}, and so each R/Pi
is quasi-local. Therefore, we can apply Lemma 3.3 to R ⊂ T ′ . Hence, there exist a maximal chain
of extensions R = R ′0 ⊂ · · · ⊂ R ′i ⊂ · · · ⊂ R ′n = T ′ and T ∈ [R, T ′] such that T = R ′m for some m ∈{0, . . . ,n − 1} and the following conditions hold. If M ′i := C(R ′i, R ′i+1) and P ′i := R ∩ M ′i , then P ′i ⊆ M
whenever i m and P ′i  M whenever i >m. Using Lemma 2.5, we deduce that (R ′i)M = (R ′i+1)M for
each i >m, whence TM = T ′M (= E).
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and the conclusion holds since RM′ ⊆ TM′ ⊆ SM′ . So we may suppose that M ′ ∈ MSupp(R). If i m,
then P ′i ⊆ M , and so P ′i  M ′ (since we see, by arguing as above, that R/P ′i is quasi-local). By another
application of Lemma 2.5, (R ′i)M′ = (R ′i+1)M′ for each i m, whence TM′ = RM′ .
Finally, the uniqueness of T follows via globalization. (In detail, if T and U agree locally, they also
agree locally with T ∩ U , since localization commutes with ﬁnite intersections.) 
The following theorem is a ﬁrst step toward characterizing the extensions that satisfy FCP or FIP.
For additional motivation, one should compare Theorem 3.6 with a result of Ben Nasr and Jaballah
[8, Theorem 3.4] which was obtained in the context of normal pairs of domains.
Theorem 3.6. Let R ⊂ S be an FCP extension. Write MSupp(S/R) = {M1, . . . ,Mn}. Deﬁne the map
ϕ : [R, S] →∏ni=1[RMi , SMi ] by ϕ(T ) = (TM1 , . . . , TMn ). Then:
(a) ϕ is an injection.
(b) ϕ is a bijection in case Supp(S/R) ⊆Max(R) (in particular, in case R ⊂ S is an integral extension).
(c) If ϕ is a bijection, then |[R, S]| =∏ni=1 |[RMi , SMi ]|.
Proof. By Corollary 3.2, Supp(S/R) is ﬁnite, and so MSupp(S/R) may be written as above. Note that
if P ∈ Spec(R) \ Supp(S/R), then RP = S P (and hence = T P for all T ∈ [R, S]). Therefore, (a) follows
by reasoning as at the end of the proof of Lemma 3.5.
(b) The parenthetical assertion follows from Corollary 3.2. Now, assume that Supp(S/R) ⊆ Max(R).
By (a), it is enough to prove that ϕ is a surjection. Let E := (E1, . . . , En) ∈ ∏ni=1[RMi , SMi ]. Then
for each Mi ∈ Supp(S/R) = MSupp(S/R), we have Ei ∈ [RMi , SMi ]. Hence by Lemma 3.5, for each
i = 1, . . . ,n, there exists an R-subalgebra Ti of S such that Ei = (Ti)Mi and (Ti)M = RM for each
M ∈Max(R) \ {Mi}. Set T := T1 · · · Tn , the R-subalgebra of S which is generated by ⋃ni=1 Ti . It suﬃces
to prove that ϕ(T ) = E; that is, that TMi = Ei for each i = 1, . . . ,n. For notational simplicity, it is
enough to consider the case i = 1. Then, viewing empty products as RM1 , we have
TM1 = (T1)M1 · (T2)M1 · · · (Tn)M1 = E1 · RM1 · · · RM1 = E1,
as required.
(c) Clear. 
The following proposition gives characterizations of FIP and FCP extensions in terms of localization,
factor rings or product of rings. For additional motivation, see the case where R is a domain such that
Max(R) is ﬁnite in a result of Ben Nasr [7, Proposition 2.3].
Proposition 3.7. Let R ⊆ S be an extension. Then:
(a) Assume that |MSupp(S/R)| < ∞. Then R ⊆ S satisﬁes FIP (resp., FCP) if and only if RM ⊂ SM satisﬁes
FIP (resp., FCP) for each M ∈MSupp(S/R).
(b) R ⊆ S satisﬁes FIP if and only if R ⊆ S satisﬁes FCP and RM ⊂ SM satisﬁes FIP for each M ∈MSupp(S/R).
(c) Let I be a common ideal of R and S. Then R ⊆ S satisﬁes FIP (resp., FCP) if and only if R/I ⊆ S/I satisﬁes
FIP (resp., FCP).
In particular, if R ⊆ S satisﬁes FIP (resp., FCP), then |[R, S]| = |[R/I, S/I]| (resp., [R, S] = [R/I, S/I]).
(d) Let R = R1 × · · · × Rn be a ﬁnite product of rings. Then S can be identiﬁed with a product of rings S1 ×
· · · × Sn where Ri ⊆ Si for each i. Moreover, R ⊆ S satisﬁes FIP (resp., FCP) if and only if Ri ⊆ Si satisﬁes
FIP (resp., FCP) for each i = 1, . . . ,n. If R ⊆ S satisﬁes FIP (resp., FCP), then |[R, S]| =∏ni=1 |[Ri, Si]|
(resp., [R, S] =∏ni=1 [Ri, Si]).
Proof. (a) Notice that if M ∈ Max(R), then RM ⊂ SM if and only if M ∈ Supp(S/R). Hence, by hy-
pothesis, RM = SM for all but ﬁnitely many maximal ideals M of R . Therefore, the “if ” part of the
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“only if ” part of the FCP assertion follows from [19, Proposition 3.1(b)]. Finally, we address the “only
if ” part of the FIP assertion. Our task is to show that if R ⊂ S has FIP and M ∈ MSupp(S/R), then
RM ⊂ SM satisﬁes FIP. More is true, as the FIP property of an extension A ⊆ B is preserved by local-
ization at any multiplicatively closed subset Σ of A. To see this, use the following fact that was noted
in the proof of [19, Proposition 3.1(b)]: the assignment E → E ∩ B gives an injection from the set of
AΣ -subalgebras of BΣ to the set of A-subalgebras of B .
(b) Recall from the Introduction that FIP ⇒ FCP; and, from the proof of (a), that FIP is preserved by
localization. Therefore, the “only if ” assertion follows at once. The converse is a consequence of (a),
once one notes via Corollary 3.2 that the FCP property of R ⊆ S guarantees that MSupp(S/R) is
ﬁnite.
(c) The FIP (resp., FCP) assertion was established in [16, Proposition II.4] (resp., [19, Proposi-
tion 3.2]). The asserted values for |[R, S]| and [R, S] are consequences of the bijection between the
set of R-subalgebras of S and the set of R/I-subalgebras of S/I .
(d) For the ﬁrst assertion and the ﬁrst FIP assertion, combine [16, Lemma III.3] and [16, Proposi-
tion III.4]. The ﬁrst FCP assertion can be proved similarly, bearing in mind that each ring in [R, S] can
be uniquely expressed as a product of rings T1 × · · · × Tn where Ti ∈ [Ri, Si] for each i. The asserted
values for |[R, S]| and [R, S] are immediate consequences. 
Let R be a domain with quotient ﬁeld K . Gilmer has characterized the domains R such that
R ⊂ K has FCP [28, Theorem 2.3] and the domains R such that R ⊂ K has FIP [28, Theorem 3.1].
In [3, Proposition 22], Ayache generalized Gilmer’s result to an extension of domains having FCP; and
in [7, Theorem 2.4], Ben Nasr got the result for the case of an extension R ⊆ S of domains such that
R is semiquasi-local with ﬁnite Krull dimension. We proceed to generalize Gilmer’s proofs so as to
apply to an arbitrary extension of rings: see Theorem 3.13 below. The ﬁrst step is to generalize Ka-
plansky’s version of Seidenberg’s (u,u−1) result [33, Theorem 67]. Kaplansky had given this for a base
ring that is a quasi-local integrally closed domain and Gilmer [27, Lemma 19.14] has given a further
domain-theoretic generalization of that, but we will need the following ring-theoretic generalization.
For the sake of completeness, we sketch a proof.
Lemma 3.8. Let R ⊂ S be an integrally closed extension, u ∈ S and P ∈ Spec(R). Suppose that u satisﬁes a
polynomial equation with coeﬃcients in R that has at least one coeﬃcient in R \ P . Then u satisﬁes at least
one of the following two conditions:
(i) u/1 ∈ RP ;
(ii) u/1 is a unit of S P and (u/1)−1 ∈ RP .
Proof. Notice that there is nothing to prove if RP = S P . Thus, since RP is integrally closed in S P , we
may replace (R, S) with (RP , S P ); that is, without loss of generality, (R, P ) is quasi-local. Then the
conditions in question become (i) u ∈ R; and (ii) u is a unit of S and u−1 ∈ R .
By hypothesis, f (u) = 0 for some polynomial f ∈ R[X] with a unit coeﬃcient. Note that f = 0
without loss of generality (since the case of the zero ring is trivial). We induct on n := deg( f ). For
the induction basis, n = 1, so that au + b = 0 for some a,b ∈ R such that either a or b is in U(R). If
a ∈ U(R), then u = −a−1b ∈ R , so that (i) holds. If b ∈ U(R), then u−1 = −b−1a ∈ R , so that (ii) holds.
This completes the induction basis. For the induction step, the proof of [33, Theorem 67] applies
almost verbatim. 
Three more lemmas are needed. The ﬁrst of these generalizes a result of Gilmer on quasi-local
domains [28, Proposition 2.2] and requires the following deﬁnition from [29]. An extension R ⊆ S is
called a P-extension if each s ∈ S is a root of some f (X) ∈ R[X] such that at least one of coeﬃcients
of f is a unit of R .
Lemma 3.9. Let R ⊂ S be an integrally closed P-extension. If M ∈ Spec(S) and P := M ∩ R, then RP = S P .
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RP ⊂ S P inherits from R ⊂ S the property of being an integrally closed P-extension. Therefore, by
applying Lemma 3.8 to RP ⊂ S P and u/1, we see that u/1 ∈ U(S P ), with (u/1)−1 ∈ RP . As u/1 /∈ RP ,
we have (u/1)−1 ∈ P RP . Also, P RP ⊆ P S P ⊆ MSP , which is a prime (hence proper) ideal of S P . Then
MSP contains (u/1)−1 ∈ U(S P ), the desired contradiction. 
It will be convenient to let |S| denote the cardinality of a (not necessarily ﬁnite) set S .
Lemma 3.10. Let R = R0 ⊂ · · · ⊂ Ri ⊂ · · · ⊂ Rn = S be a ﬁnite sequence of minimal extensions Ri ⊂ Ri+1 .
Suppose that Ri ⊂ Ri+1 is a ﬂat epimorphism for each i  n − 2 and that R is integrally closed in S. Then
Rn−1 ⊂ Rn is also a ﬂat epimorphism and |Max(S)| |Max(R)|.
Proof. Once it is known that each minimal extension R j ⊂ R j+1 is a ﬂat epimorphism, it will follow
from Theorem 2.1(d) that there is an injection Max(R j+1) →Max(R j) for each j, whence |Max(R)| =
|Max(R0)| |Max(R1)| · · · |Max(R j)| · · · |Max(Rn)| = |Max(S)|. It remains only to prove that
Rn−1 ⊂ Rn is a ﬂat epimorphism.
Set T := Rn−1. By Theorem 2.1(c), it suﬃces to prove that the extension T ⊂ S is not integral.
Deny. For each i = 0, . . . ,n − 1, let Mi := C(Ri, Ri+1) and Pi := Mi ∩ R . Recall that if A ⊂ B is a
ﬂat epimorphism, then the canonical map Spec(B) → Spec(A) is an injection. It follows that if i =
0, . . . ,n− 2, then Mi is the only prime ideal of Ri that meets R in Pi and, hence, that no prime ideal
of Ri+1 can meet R in Pi (since no prime ideal of Ri+1 can meet Ri in Mi , by Theorem 2.1(b), (c)). It
follows that no prime ideal of T can meet R in any of P0, . . . , Pn−2. Hence, Pn−1 /∈ {Pi | 0 i  n−2}.
Therefore, by applying Proposition 3.1 to the chain R0 ⊂ · · · ⊂ Ri ⊂ · · · ⊂ Rn−1, we get that RPn−1 =
T Pn−1 . Then RPn−1 = T Pn−1 ⊆ S Pn−1 inherits integrality from T ⊂ S , while RPn−1 ⊆ S Pn−1 inherits from
R ⊂ S the property of being an integrally closed extension. Therefore, RPn−1 = S Pn−1 and, a fortiori,
T Pn−1 = S Pn−1 . Hence, TMn−1 = SMn−1 although Mn−1 = C(T , S), the desired contradiction. 
Lemma 3.11. Let R be a semiquasi-local ring and R ⊂ S an extension such that both R ⊆ R and R ⊆ S satisfy
FCP. If T , T ′ ∈ [R, S] are such that T ⊆ T ′, T = T ′, |Max(T )| = |Max(T ′)|, and T ∩ R = T ′ ∩ R, then T = T ′ .
Proof. The extension T ⊆ T ′ is integral since T ⊆ T ′ ⊆ T ′ = T . Set T ′′ := T ∩ R = T ′ ∩ R . We will
show that the extensions T ′′ ⊆ T and T ′′ ⊆ T ′ are integrally closed. As the proofs are similar, we will
consider only the ﬁrst of these, by showing that if x ∈ T is integral over T ′′ , then x ∈ T ′′ . Note x is
integral over R , and hence over R , whence x ∈ R ∩ T = T ′′ .
As R ⊆ T inherits FCP from R ⊆ S , R ⊆ T is a P-extension (cf. [28, Proposition 1.1], [20, Proposi-
tion 2.9]). Since R ⊆ R is integral, [29, Theorem 4] (cf. also [14, Corollary 9]) then gives that R ⊆ T is
a P-extension. Hence so are R ⊆ T , T ′′ ⊆ T and (similarly) T ′′ ⊆ T ′ .
Since the extension R ⊆ R is integral and has FCP, it is module-ﬁnite (cf. the parenthetical as-
sertion in Corollary 3.2). Hence, R inherits the semiquasi-local property from R . By considering a
ﬁnite maximal chain of ﬂat epimorphisms from R to T and reasoning as in the ﬁrst paragraph of the
proof of Lemma 3.10, we conclude that T inherits the semiquasi-local property from R . Then, since
integral extensions induce surjective maps on maximal spectra, considering T ⊆ T shows that T is
semiquasi-local. Similarly, so is T ′ .
By globalization, it suﬃces to prove that if M ∈ Max(T ), then TM = T ′M . As T ⊆ T ′ is integral and|Max(T )| = |Max(T ′)|, there is only one M ′ ∈ Max(T ′) that lies over M . Set P := M ∩ T ′′ = M ′ ∩ T ′′ . By
Lemma 3.9, we get that T ′P = T ′′P = T P . Since MT ′P = MTP = M ′T ′P , localization gives that (T P )MTP =
(T ′P )M′T ′P ; that is, TM
∼= T ′M′ . But the result that was stated prior to Lemma 2.8 ensures that T ′M = T ′M′
canonically, whence TM ∼= T ′M , as required. 
Recall that an extension R ⊆ S is said to be strongly aﬃne if each element of [R, S] is a ﬁnite-type
R-algebra. We will say that an extension R ⊆ S satisﬁes DCC if each descending chain of members of
[R, S] terminates. It was shown in [20, Proposition 3.3] that an extension R ⊆ S satisﬁes FCP if and
only if R ⊆ S is strongly aﬃne and satisﬁes DCC.
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(1) Both R ⊆ R and R ⊆ S are strongly aﬃne;
(2) Both R ⊆ R and R ⊆ S have FCP;
(3) R ⊆ S is strongly aﬃne;
(4) R ⊆ S has FCP;
(5) R ⊆ S is strongly aﬃne and has FCP.
Proof. Both of the extensions R ⊆ R and R ⊆ S inherit the “satisﬁes DCC” property from R ⊆ S .
Hence, by [20, Proposition 3.3], it is clear that (1) ⇔ (2); and that (3) ⇔ (4) ⇔ (5). Similarly, since
R ⊆ R and R ⊆ S would each inherit FCP (resp., the “strongly aﬃne” property) whenever R ⊆ S has
this property, we see that (4) ⇒ (2) (resp., (3) ⇒ (1)). Therefore it remains to show that if (1) and
(2) hold, then so does (3), that is, that each T ∈ [R, S] is a ﬁnite-type R-algebra.
Fix T ∈ [R, S]. Note that R1 := R ∩ T is a ﬁnite-type R-algebra, since R ⊆ R is strongly aﬃne.
Therefore, it suﬃces to prove that T is a ﬁnite-type R1-algebra. Next, we claim that we can replace
R with R1. To see this, note that R is the integral closure of R1 in S; and that R1 ⊆ R (resp., R1 ⊆ S)
inherits the “strongly aﬃne” (resp., “satisﬁes DCC”) property from R ⊆ R (resp., R ⊆ S). This proves
the claim. Having replaced R with R1, we now have that R is integrally closed in T . Without loss
of generality, R = R since R ⊆ S is strongly aﬃne; and, of course, we may assume, without loss of
generality, that T = R .
By hypothesis, R ⊆ R and R ⊆ S each have FCP. Hence, by the parenthetical assertion in Corol-
lary 3.2, there is a ﬁnite chain of minimal extensions going from R to R (resp., from R to S). By
juxtaposition, we obtain a ﬁnite chain of minimal extensions going from R to S . Therefore, by Corol-
lary 3.2, the set SuppR(S/R) is ﬁnite. For every maximal ideal M of R which is not in this set,
RM = SM . Therefore, by [19, Theorem 3.1(c)] (or by Proposition 3.7(a)), it is enough to prove that if
M ∈ SuppR(S/R), then RM ⊂ SM has FCP (for the cited result would then imply that R ⊆ S has FCP,
and then [20, Proposition 3.3] would imply that R ⊆ S is strongly aﬃne, as desired).
Let M ∈ SuppR(S/R), and let j : S → SM be the canonical map. As noted in the proof of [19,
Proposition 3.1(b)], the assignment E → j−1(E) gives an order-preserving injection from [RM , SM ] to
[R, S]. It follows easily that [RM , SM ] inherits the “satisﬁes DCC” property from R ⊆ S . Moreover, any
ring B in [RM , RM ] = [RM , RM ] (resp., [RM , SM ]) can be expressed as AM for some A ∈ [R, R] (resp.,
A ∈ [R, S]); speciﬁcally, use A = j−1(B). It follows easily that [RM , RM ] (resp., [RM , SM ]) inherits
the “strongly aﬃne” property from [R, R] (resp., [R, S]). We claim, therefore, that without loss of
generality, R can be assumed quasi-local. Indeed, the above replacement of R with R1 carries over,
as (R ∩ T )M = RM ∩ TM = RM ∩ TM ; and if SuppR(S/R) = {M1, . . . ,Mn} with Si being a ﬁnite subset
of T whose canonical image in TMi generates TMi as an RMi -algebra, then by globalization, the ﬁnite
set
⋃n
i=1 Si generates T as an R-algebra. This proves the claim. There is no harm in letting M denote
the unique maximal ideal of R .
As above, we may assume, without loss of generality, that R is neither R nor T . It will suﬃce
to prove that these conditions cannot arise. Suppose otherwise. Then, by the various DCC conditions
that hold, we can ﬁnd C ∈ [R, R] such that R ⊂ C is a minimal integral extension, necessarily with
C(R,C) = M = (R : C) = MC , and D ∈ [R, T ] such that R ⊂ D is a minimal extension, necessarily with
C(R, D) = M such that MD = D . Choose α ∈ C \ R . Note that α /∈ T since R is integrally closed in T .
Then parts (b) and (c) of Theorem 2.1 lead to
α = α · 1 ∈ α(MD) = (αM)D ⊆ (C(R : C))T = RT = T ,
the desired contradiction. 
We next present the ﬁrst of our main results. As explained above, Theorem 3.13 generalizes
domain-theoretic results of Gilmer, Ayache, and Ben Nasr. Theorem 3.13 may also be viewed as a
companion for Proposition 3.12.
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have FCP (resp., FIP).
Proof. The “only if ” assertions are clear. We turn to their converses.
We treat the assertion about FCP ﬁrst. Assume that both R ⊆ R and R ⊆ S have FCP. By the proof of
Proposition 3.12, there is a ﬁnite chain of minimal extensions going from R to S , so that MSupp(S/R)
is ﬁnite; and if A ⊆ B is an extension that has FCP and P ∈ Spec(A), then AP ⊆ BP has FCP. So, by
[19, Theorem 3.1(c)], we may assume that (R,M) is quasi-local. Using the above-mentioned chain of
minimal extensions, we then get that Max(R) is ﬁnite. Put p := |Max(R)|.
Suppose the assertion (about FCP) fails. Then Proposition 3.12 yields a strictly decreasing (inﬁnite)
chain
C : R1 ⊃ R2 ⊃ · · · ⊃ Ri ⊃ Ri+1 ⊃ · · · ,
with each Ri ∈ [R, S]. By the hypotheses on [R, R] and [R, S], the induced chains, {Ri ∩ R} and {Ri},
must each terminate. Thus, there exists k ∈ N such that Ri ∩ R = Rk ∩ R and Ri = Rk for each i  k.
Also, for each i, there is a ﬁnite chain of minimal extensions going from R to Ri (since R ⊆ S has FCP),
and so Lemma 3.10 gives that |Max(Ri)|  |Max(R)| = p; and by integrality, |Max(Ri)|  |Max(Ri)|.
Hence, |Max(Ri)| p for each i.
For each n p, set Cn := {Ri ∈ C | i  k and |Max(Ri)| = n}. Then |Cn| 1. (In detail, if Ri, R j ∈ Cn ,
then Lemma 3.11 yields that Ri = R j .) It follows that
{R1, R2, . . .} = {R1, R2, . . . , Rk} ∪ C1 ∪ C2 ∪ · · · ∪ Cp,
which is ﬁnite, and so C terminates, the desired contradiction.
We turn now to the assertion about FIP. Assume that R ⊆ R and R ⊆ S have FIP (and hence also
FCP). Then by the ﬁrst part of the proof, R ⊆ S has FCP.
We will argue in the spirit of the ﬁrst part of the proof, replacing the chain C with the set [R, S].
Let D := {A | A ∈ [R, S]}. Note that D can be written as {R1, . . . , Rp} since D is a subset of the
ﬁnite set [R, S]. For each k ∈ {1, . . . , p}, set Dk := {A ∈ [R, S] | A = Rk} and D′k := {A ∩ R | A ∈ Dk}.
As D′k is a subset of the ﬁnite set [R, R], we can write D′k = {B ′1, . . . , B ′r}, where B ′ := B ∩ R for
all B ∈ [R, S]. For each s ∈ {1, . . . , r} and k as above, put Dk,s := {A ∈ Dk | A′ = B ′s}. Observe that[R, S] =⋃{Dk,s | 1  k  p and 1  s  r}. Therefore, it will suﬃce to prove that each Dk,s is ﬁnite.
We will show that, in fact, |Dk,s| 1 for all k, s.
Fix k and s. It suﬃces to prove that if A1, A2 ∈Dk,s , then A1 = A2. Consider T := A1A2 ⊇ A1. As
in the proof of Lemma 3.11, A′1 ⊆ A1 is an integrally closed P-extension. (In detail, use the facts that
A′1 ⊆ A1 is a P-extension because it has FCP and A′1 ⊆ A′1 is integral to conclude that A′1 ⊆ A1 is a
P-extension.) Hence, by Lemma 3.9, if M ∈ Max(A1) and P := M ∩ A′1, then (A′1)P = (A1)P . Similarly,
(A′2)P = (A2)P . But the deﬁnition of Dk,s gives that (A′1)P = (A′2)P . Thus, (A1)P = (A2)P (hence = T P ).
Since (A1)M = ((A1)P )M(A1)P and TM = (T P )M(A1)P , we get that (A1)M = TM for each M ∈ Max(A1).
Then A1 = T by globalization. Similarly, A2 = T , whence A1 = A2, as desired. 
Proposition 3.14. Let R ⊂ S be an extension such thatMSuppR(S/R) is ﬁnite and (R : R) is an intersection of
ﬁnitely many maximal ideals of R. ThenMSuppR(S/R) is ﬁnite. Hence, R ⊂ S has FCP (resp. FIP) if and only if
RM ⊆ SM has FCP (resp. FIP) for each M ∈Max(R).
Proof. It suﬃces to prove that MSupp(S/R) is ﬁnite, for the “Hence” assertion would then follow from
Proposition 3.7(a). By hypothesis, (R : R) =⋂ni=1 Mi , with each Mi ∈ Max(R). Note that if N ∈ Max(R),
with N ′ := N ∩ R ∈ Max(R), then the condition N ′ /∈ {Mi} would imply that (R : R)  N ′ and, hence,
that RN ′ = RN ′ .
We will show that there are only ﬁnitely many M ∈ MSuppR(S/R). In view of the hypothesis,
it suﬃces to show, given M ∈ MSuppR(S/R) such that M /∈ {Mi}, that there exists N ∈ SuppR(S/R)
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ments) RM = RM . The latter equation gives a unique N ∈ Max(R) that lies over M . It also gives (by
Lemma 2.4(b)) that SM = SN and RM = RN . Hence, RN = SN ; that is, N ∈ SuppR(S/R), as desired. 
Remark 3.15. (a) The FCP part of the “if ” assertion in Proposition 3.14 generalizes an assertion of
Ayache [3, Proposition 19] that was stated for the case where the relevant rings are domains (and
the ﬁniteness hypothesis was on SuppR(S/R)). Unfortunately, there is a mistake in Ayache’s proof of
[3, Proposition 19]. Ayache considers an ascending chain R = R0 ⊂ R1 ⊂ · · · ⊂ S and M ∈ Max(R) \
{Mi | i = 1, . . . ,n}. Then RM = RM and any maximal chain of rings between RM and SM has length
k = |Supp(SM/RM)|, in view of [3, Corollary 8]. Ayache claims that (R j)M = (R j+1)M for every j  k,
but this need not be true in general. Indeed, we may have (R j)M = RM for some j, because we do
not know the length of a maximal chain from R to R , even if R ⊆ R has FCP and RM = (R j+1)M .
(b) The main upshot of Theorem 3.13 is that, as was the case for the theory of minimal exten-
sions, the theories of extensions having FCP and of extensions having FIP can each be reduced to
the cases of integral extensions and of integrally closed extensions. One should not suppose that the
role of R in Theorem 3.13 could be played by a random element of [R, S], for it is easy to give ex-
amples of extensions R ⊂ S ⊂ T such that R ⊂ S and S ⊂ T have FIP while R ⊂ T fails to have FIP.
Perhaps the most famous such example is ﬁeld-theoretic: take R := Fp(Xp, Y p), S := Fp(X, Y p) and
T := Fp(X, Y ), where p is a prime number and X , Y are algebraically independent indeterminates
over Fp . The integral extensions satisfying FCP (resp., FIP) will be characterized in Section 4 (resp.,
Section 5).
4. Integral ring extensions satisfying FCP
Theorem 4.2 will give a characterization of the integral extensions that satisfy FCP. It is much in
the spirit of Gilmer’s characterization [28, Theorem 2.14] of the domains D , with quotient ﬁeld K ,
such that D ⊆ K satisﬁes FCP. One should note that in [3, Theorem 12 and Corollary 15], Ayache
obtains the special case of our Theorem 4.2 for integral extensions of domains, but he also asserts an
equivalence which is false. Indeed, Ayache claims that an integral extension R ⊂ S of domains, with
conductor C , satisﬁes FCP if and only if S is a ﬁnitely generated R-module and C is an intersection
of ﬁnitely many maximal ideals of R . In view of Theorem 4.2(a), the “if ” implication of this claim is
valid, for if C is an intersection of ﬁnitely many maximal ideals of R , then R/C is Artinian (being a
product of ﬁnitely many ﬁelds). We next give an example showing that Ayache’s “only if ” assertion is
false.
Remark 4.1. (a) Let K be a ﬁeld and X is an indeterminate over K . Set S := K [X] and R = K [X2] +
X4K [X]. An easy calculation shows that R ⊂ S is an integral extension of domains with conductor
C = X4K [X]. Note that u := X2 + C ∈ R/C satisﬁes u2 = 0. As R/C = K + Ku and S = R + RX , we see
that R/C is an Artinian ring and S is a ﬁnitely generated R-module. In view of Theorem 4.2, R ⊂ S
satisﬁes FCP. However, C is not an intersection of ﬁnitely many maximal ideals of R . (Otherwise,
C would be a radical ideal in R , contradicting the fact that X2 ∈ R , (X2)2 = X4 ∈ C with X2 /∈ C .)
The above-noted error of Ayache stems from the citation of an unknown reference in [3, Lem-
ma 11]. Because of this error, many results in [3] are incorrect: see [3, Theorem 12, Corollary 13,
Corollary 15, Theorem 23, Corollary 26, Corollary 28, Proposition 29 and Corollary 30].
(b) There is another error in the proof of [3, Corollary 13]. This corollary states that for an
integral extension R ⊂ S of domains with conductor C , there exists a ﬁnite maximal chain of R-
subalgebras {Ri}ni=0 of S if and only if C is an intersection of ﬁnitely many maximal ideals of R and
n = LR/C (S/C)− LR/C (R/C). (Following [37, p. 20], we let LR(E) denote the length of an R-module E .)
The error in this proof arises because Ayache mistakes a maximal chain of (R/C)-modules for a max-
imal chain of (R/C)-algebras. Consequently, [3, Corollaries 14 and 15] are also wrong. A concrete
counterexample to Ayache’s result can be found in [21, Example 5.5], which gives an example of an
integral extension R ⊂ S of domains satisfying FCP with two maximal chains of R-subalgebras of S
which have different lengths.
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(a) The following four conditions are equivalent:
(1) S is integral over R and R ⊆ S has FCP;
(2) There exists a ﬁnite chain of minimal ﬁnite extensions going from R to S;
(3) S is a ﬁnitely generated R-module and R/C is an Artinian ring;
(4) LR(S/R) is ﬁnite.
(b) Suppose the above equivalent conditions hold, with {Ri}ni=0 a ﬁnite chain of R-subalgebras of S such that
R0 = R, Rn = S and Ri ⊂ Ri+1 is minimal for each i ∈ {0, . . . ,n − 1}. If, in addition, R is semiquasi-local
with m := |Max(R)|, then m |Max(S)|m+ n.
Proof. (a) Consider the R-module E := S/R . It is easy to check that E is a ﬁnitely generated R-
module if and only if S is a ﬁnitely generated R-module. According to [37, Corollary, p. 181], if E is a
ﬁnitely generated R-module, then (4) is equivalent to R/C being an Artinian ring. (Actually, the cited
result requires “Artinian ring and Noetherian ring”, not just “Artinian ring”, but we are using Hopkin’s
Theorem that any unital left Artinian ring is a left Noetherian ring.) Therefore, (3) ⇒ (4). In fact, we
also have that (4) ⇒ (3), for if (4) holds, then E is a Noetherian, hence ﬁnitely generated, R-module
and the above reasoning applies.
Next, note that (4) ⇔ (2) by [25, Proposition 4.2]; and it was established in the Introduction
that (1) ⇒ (2). It remains only to prove that (4) ⇒ (1). To see this, recall that (4) is equivalent to
requiring that every ascending chain of R-submodules of S/R stabilizes and every descending chain
of R-submodules of S/R stabilizes. Consequently, (4) implies that every chain of R-subalgebras of S
stabilizes (which just restates that R ⊆ S has FCP) and that S is a ﬁnite R-algebra (hence integral
over R).
(b) Since R is semiquasi-local and each R j ⊂ R j+1 is a minimal ﬁnite extension, an easy induction
shows that each Ri is semiquasi-local. Moreover, by checking each of the cases in Theorem 2.2, we
get that |Max(Ri)|  |Max(Ri+1)|  1 + |Max(Ri)| for all i = 0, . . . ,n − 1, from which the assertion
follows directly. 
This result generalizes an assertion of Ayache [3, Lemma 20] which was stated for an integral
extension R ⊂ S of domains such that R is quasi-local. But Ayache’s proof of [3, Lemma 20] is wrong
because it asserts that (R : S) is the maximal ideal of R , as a consequence of the error that we noted
earlier.
Corollary 4.3. Let R ⊆ S and S ⊆ T each be integral extensions. Then R ⊆ T has FCP if and only if R ⊆ S and
S ⊆ T each have FCP.
Proof. The “only if ” assertion is clear. Conversely, assume that R ⊆ S and S ⊆ T have FCP. By Theo-
rem 4.2(a), LR(S/R) < ∞ and LS(T /S) < ∞. But LR(T /R) = LR(S/R) + LR(T /S), and the ﬁrst term of
this sum is ﬁnite. Also, by the extension formula for lengths [37, Theorem 13, p. 168],
LR(T /S) =
∑
M∈Max(S)
LSM (TM/SM)
[
S/M : R/(M ∩ R)].
By the localization principle for lengths [37, Theorem 12, p. 166],
∑
M∈Max(S) LSM (TM/SM) = LS (T /S),
which is ﬁnite by Theorem 4.2(a). Hence, so is each LSM (TM/SM), and these lengths are nonzero for
only ﬁnitely many M . Also, [S/M : R/(M∩ R)] < ∞ for all M , since S is a ﬁnite R-module by condition
(a)(3) in Theorem 4.2. Hence LR(T /S) is ﬁnite. Then so is LR(S/R) + LR(T /S) = LR(T /R), and so by
Theorem 4.2(a), R ⊆ T has FCP. 
Theorem 4.6 will give an “integral” companion to Theorem 3.13. First, we recall some deﬁnitions
and results about seminormality [42], t-closedness [39], and canonical decompositions of integral
extensions.
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subintegral [42]) if all its residual extensions RP /P RP → SQ /Q SQ (with Q ∈ Spec(S) and P := Q ∩R)
are isomorphisms (resp., and the natural map Spec(S) → Spec(R) is a bijection). By Theorem 2.2, each
subintegral minimal extension is ramiﬁed.
An extension R ⊆ S is called t-closed (cf. [39]) if the relations b ∈ S , r ∈ R , b2 − rb ∈ R , b3 − rb2 ∈ R
imply b ∈ R . By Theorem 2.3, each integral t-closed minimal extension is inert. Now, R ⊆ S is called
seminormal [42] if the relations b ∈ S , b2 ∈ R , b3 ∈ R imply b ∈ R . If R ⊂ S is seminormal, (R : S) is a
radical ideal of S . By Theorem 2.2, each seminormal infra-integral minimal extension is decomposed.
The t-closure tS R of R in S is the smallest R-subalgebra B of S such that B ⊆ S is t-closed. The
seminormalization +S R of R in S is the smallest R-subalgebra B of S such that B ⊆ S is seminormal.
The chain R ⊆ +S R ⊆ tS R ⊆ S is called the canonical decomposition of R ⊆ S .
T-closure and seminormalization are known to commute with localization at arbitrary multiplica-
tively closed sets ([38, Proposition 3.6], [42, Proposition 2.9]). These two types of closures can also be
characterized as follows.
Proposition 4.5. (See [42,39].) Let R ⊆ S be an extension. Then:
(a) tS R is the greatest B ∈ [R, S] such that R ⊆ B is infra-integral.
(b) +S R is the greatest B ∈ [R, S] such that R ⊆ B is subintegral.
Theorem 4.6. Let R ⊆ S be an integral extension. Then R ⊆ S has FCP if and only if R ⊆ +S R, +S R ⊆ tS R and
t
S R ⊆ S each have FCP.
Proof. The “only if ” assertion is clear. For the converse, apply Corollary 4.3 twice. 
We return to the section’s theme of characterizing when an integral extension R ⊆ S has FCP. By
Corollary 3.2, we may assume that MSupp(S/R) is ﬁnite; notice that localization would preserve this
condition. By Proposition 3.7(a), it would now suﬃce to characterize FCP in case R is quasi-local.
With an eye on the steps in the canonical decomposition of R ⊆ S , Theorem 4.6 reduces the task to
verifying that FCP holds for each the following three extensions: the subintegral extension R ⊆ +S R;
the seminormal infra-integral extension +S R ⊆ tS R; and the integral t-closed extension tS R ⊆ S . We next
characterize FCP for each of these three kinds of extensions.
Proposition 4.7. Let R ⊆ S be an infra-integral extension, M ∈ Max(R), and N a prime (maximal) ideal of S
that lies over M. Then:
(a) LR(N/M) = LR(S/R) as cardinal numbers.
(b) R ⊆ S has FCP if and only if LR(N/M) is ﬁnite.
Proof. Since R ⊆ S is integral, (b) follows by combining (a) and Theorem 4.2(a). As for part (a), since
S/N ∼= R/M , [37, Corollary 2, p. 66] leads to LR(S/N) = LR(R/M) = LR/M(R/M) = 1. Since LR(S/R) =
LR((S/M)/(R/M)), we have LR(S/R) + LR(R/M) = LR(S/M), so that LR(S/R) + 1 = LR(S/M). Also,
the chain of R-modules S ⊇ N ⊇ M leads to LR(S/M) = LR(S/N) + LR(N/M) = 1 + LR(N/M). Thus,
LR(S/R) + 1= 1+ LR(N/M), and (a) follows. 
Lemma 4.8. An extension R ⊂ S is seminormal if and only if (R : T ) is a radical ideal of T for each T ∈
[R, S] \ {R}.
Proof. If R ⊂ S is seminormal and T ∈ [R, S] \ {R}, then R ⊂ T is seminormal and (R : T ) is a radical
ideal of T .
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bn ∈ R for all n 2. Set T := R[b] = R + Rb ∈ [R, S]. As b2T ⊆ R , we have b2 ∈ (R : T ), a radical ideal
of T , and so b ∈ (R : T ) ⊆ R . Therefore, R ⊂ S is seminormal. 
Proposition 4.9. Let (R,M) be a quasi-local ring and R ⊂ S a seminormal infra-integral extension. Then
R ⊂ S has FCP if and only if (R : S) is an intersection of ﬁnitely many maximal ideals of S.
Proof. Suppose that R ⊂ S has FCP. Then S is semiquasi-local by Theorem 4.2(b); and (R : S) is a
radical ideal of S by seminormality. Therefore, to prove the “only if ” assertion, it suﬃces to prove
that M = (R : S). The hypothesis gives a ﬁnite chain {Ri}ni=1 of R-subalgebras of S , with R = R1,
S = Rn and each Ri ⊂ Ri+1 minimal. It suﬃces to prove that M = (R : Ri) for each i = 2, . . . ,n. As this
holds for i = 2, we pass to the induction step, assuming that some (R : Ri) = M with 2  i < n and
aiming to show that (R : Ri+1) = M . Consider Mi := (Ri : Ri+1) ∈Max(Ri). Since R ⊂ Ri is integral, Mi
must lie over the unique maximal ideal M of R . In particular, M ⊆ Mi . Hence, M2Ri+1 ⊆ MMiRi+1 ⊆
MRi = (R : Ri)Ri ⊆ R , and so M2 ⊆ (R : Ri+1). However, Lemma 4.8 ensures that (R : Ri+1) is a radical
ideal of Ri+1, whence M ⊆ (R : Ri+1), and so M = (R : Ri+1), as required.
Conversely, suppose that (R : S) is an intersection of ﬁnitely many maximal ideals N1, . . . ,Np
of S . Then (R : S) =⋂pi=1 Ni = M , and so Max(S) = {N1, . . . ,Np}. By the Chinese Remainder Theorem
and infra-integrality, S/M ∼=∏pi=1(S/Ni) ∼=
∏p
i=1(R/M), a ﬁnite-dimensional vector space over R/M .
Hence, S/M is an Artinian ring and S is a ﬁnite R-algebra. By Theorem 4.2, R ⊆ S has FCP. 
Proposition 4.10. Let (R,M) be a quasi-local ring and R ⊂ S an integral t-closed extension. Then R ⊂ S has
FCP if and only if M is an ideal of S and [S/M : R/M] < ∞.
Proof. Suppose that M is an ideal of S and [S/M : R/M] < ∞. Using Zorn’s Lemma, pick C = {A j |
j ∈ J } to be a maximal chain of rings going from R to S . Then D = {A j/M | j ∈ J } is a chain of vector
subspaces of the ﬁnite-dimensional (R/M)-vector space S/M , and so D must be ﬁnite. As C has the
same cardinality as D, Theorem 4.2(a) gives that R ⊂ S has FCP.
The proof of the converse will use the “t-closed” hypothesis. Suppose that R ⊂ S has FCP. By
Theorem 4.2(a) (or Corollary 3.2), there is a ﬁnite chain R = R0 ⊂ · · · ⊂ Ri ⊂ Ri+1 ⊂ · · · ⊂ Rn = S
where each Ri ⊂ Ri+1 is a minimal extension. By an easy induction, S is a ﬁnite R-module. Moreover,
since each Ri ⊂ Ri+1 inherits the “integral and t-closed” hypotheses, it must be inert. Hence, by
another easy iteration, M is the unique maximal ideal of Ri for each i. Therefore, S/M is a ﬁnite
(R/M)-algebra; that is, [S/M : R/M] < ∞. 
To close the section, we offer the following companion for Theorem 4.2.
Corollary 4.11. Let R ⊆ S be an integral extension. Then R ⊆ S has FCP if and only if the following four
conditions hold:
(a) MSupp(S/R) is ﬁnite;
(b) For each M ∈ MSupp(S/R), if N is the prime (in fact, unique maximal) ideal of +S R that meets R in M,
then LRM (N(
+
S R)M/MRM) is ﬁnite;
(c) For each M ∈ MSupp(S/R), either (+S R)M = (tS R)M or the conductor ((+S R)M : (tS R)M) is an intersection
of ﬁnitely many maximal ideals of (tS R)M ;
(d) For each M ∈ MSupp(S/R) and each prime (in fact, maximal) ideal N of tS R that meets R in M, either
(tS R)N = SN or N(tS R)N is an ideal of SN such that the degree [SN/N(tS R)N : tS R/N] is ﬁnite.
Equivalently, R ⊆ S has FCP if and only if the above condition (a) and the following three conditions hold:
(b′) If I := ⋂Mi∈MSupp(S/R) Mi and J :=
⋂{Ni ∈ Max(+S R) | Ni ∩ R = Mi, Mi ∈ MSupp(S/R)}, then
LR( J/I) is ﬁnite;
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(d′) For each M ∈ MSupp(S/R) and for each prime (in fact, maximal) ideal N of S that meets R in M, the
degree [S/N : R/M] is ﬁnite and, for each prime (in fact, maximal) ideal N ′ of tS R that meets R in M,
either (tS R)N ′ = SN ′ or N(tS R)N ′ is an ideal of SN ′ .
Proof. Recall that the processes of forming seminormalization and t-closure commute with localiza-
tion. Hence, the ﬁrst equivalence follows by combining Corollary 3.2, Proposition 3.7(a), Theorem 4.6,
Proposition 4.7(b), Proposition 4.9 and Proposition 4.10. (The following observation is relevant here
and later. If N is in MSupp(S/tS R), then M := N ∩ R is in MSupp(S/R).)
To prove the remaining equivalence, we may assume that (a) holds. With this assumption, we will
ﬁrst prove that (b) ⇔ (b′). It will be convenient to put T := +S R , T ′ := tS R and write MSupp(S/R) :={M1, . . . ,Mn}. Suppose that a prime ideal P of R is not in Supp(S/R). Then RP = S P canonically, and
so a fortiori, T P and T ′P each coincide with this common value. If 1 i  n, let Ni denote the unique
prime (in fact, maximal) ideal of T that meets R in Mi . Put I :=⋂ni=1 Mi and J :=
⋂n
i=1 Ni . For all P
as above,
I P =
n⋂
i=1
(Mi)P =
n⋂
i=1
RP = RP = T P =
n⋂
i=1
(Ni)P = J P ,
and so E := J/I satisﬁes E P = 0. Also, if we ﬁx i, then IMi =
⋂n
j=1(M j)Mi = MiRMi and
JMi =
n⋂
j=1
(N j)Mi = NiTMi ∩
⋂
j =i
(N j)Mi = NiTMi ,
since (N j)Mi = TMi whenever j = i. Therefore, the localization principle for lengths [37, Theorem 12,
p. 166] gives that
LR(E) =
∑
M∈Max(R)
LRM ( JM/IM) =
n∑
i=1
LRMi (NiTMi/MiRMi ),
an equality of cardinal numbers. Hence, the left-hand side is ﬁnite if and only if the right-hand side
is ﬁnite; that is, (b′) is equivalent to (b), given (a).
Next, we will prove that (c) is a consequence of assuming both (a) and (c′). Without loss of gen-
erality, T = T ′ . By (c′), C := (T : T ′) = ⋂mj=1 M ′j , for some set of ﬁnitely many M ′j ∈ Max(T ′). Fix
M ∈ MSupp(S/R). Then CM =⋂mj=1 M ′j T ′M . Moreover, CM ⊆ (TM : T ′M) since CMT ′M = (CT ′)M ⊆ TM .
It follows (for instance, as in the later proof of Lemma 5.4) that either TM = T ′M or (TM : T ′M) is an
intersection of ﬁnitely many maximal ideals of T ′M , thus proving (c).
It does not seem feasible to prove (c′) as a consequence of assuming both (a) and (c). We will prove
(c′) as a consequence of assuming (a), (c), and the condition that T ′ is module-ﬁnite over T . (This will
still help to meet our goal, for if (a), (b), (c) and (d) hold, we have seen that R ⊂ S has FCP, whence
T ⊆ T ′ has FCP and so, by Theorem 4.2, is necessarily module-ﬁnite.) Without loss of generality,
T = T ′ . If Mi ∈ MSupp(S/R), then either TMi = T ′Mi or (TMi : T ′Mi ) =
⋂mi
j=1 M
′
j T
′
Mi
, for some set of
ﬁnitely many M ′j ∈ Max(T ′) (which depends on i). Since T = T ′ , globalization shows that it cannot
be the case that TMi = T ′Mi for each i = 1, . . . ,n (for if M ∈ Max(R) \ MSupp(S/R), then RM = SM ,
whence TM = T ′M ). Thus, without loss of generality, there exist indexes i such that TMi = T ′Mi . For
each such i, ﬁx a description (TMi : T ′Mi ) =
⋂mi
j=1 M
′
j T
′
Mi
, where each M ′j ∈Max(T ′). Now, let C ′ denote
the intersection of all these ideals M ′j as i varies (such that TMi = T ′Mi ). For each such i, one sees
easily that C ′Mi =
⋂mi
j=1 M
′
j T
′
Mi
; that is, C ′Mi = (TMi : T ′Mi ). It will suﬃce to prove that C ′ = (T : T ′).
We will do so by globalization. If TMi = T ′M , we have C ′M = (T : T ′)Mi , since the module-ﬁnitenessi i
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C ′Mk = T ′Mk = (TMk : T ′Mk ). Finally, if M ∈ Max(R) \ MSupp(S/R), then TM = T ′M and we see similarly
that C ′M = T ′M = (TM : T ′M), thus completing the proof of (c′).
Next, we will prove (d′) as a consequence of assuming (a), (b), (c) and (d) (noting that we have
already seen that the latter conditions imply that R ⊂ S has FCP). Let M ∈ MSupp(S/R) and N ∈
Max(S) such that N ∩ R = M . We must show that [S/N : R/M] < ∞. Put N ′ := N ∩ T ′ . Since [S/N :
R/M] = [T ′/N ′ : R/M][S/N : T ′/N ′] and our assumptions guarantee that T ′ is module-ﬁnite over R , it
will suﬃce to prove that [S/N : T ′/N ′] < ∞. Without loss of generality, T ′N ′ = SN ′ (for otherwise, the
corresponding residue ﬁelds would be isomorphic, that is, T ′/N ′ ∼= S/N). Hence, by (d), N ′T ′N ′ is an
ideal of SN ′ such that [SN ′/N ′T ′N ′ : T ′/N ′] < ∞. Then (d′) follows because the assignment s+N
′ S
z →
(s+N)(z+N)−1 (for s ∈ S and z ∈ T ′ \N ′) gives an isomorphism of (T ′/N ′)-algebras from SN ′/N ′T ′N ′ =
SN ′/N ′SN ′ ∼= (S/N ′S)N ′ onto S/N .
Finally, we will obtain (d) as a consequence of assuming (a), (b′), (c′) and (d′). In view of the ﬁrst
assertion that was established, it suﬃces to show that these assumptions imply that R ⊂ S has FCP.
We have seen that (a), (b′), (c′) imply (a), (b) and (c). Hence, by the ﬁrst assertion, we can conclude
that R ⊆ T ′ has FCP. (There is one small point to note in drawing the above inference, namely, that
MSupp(T ′/R) is ﬁnite because it is a subset of MSupp(S/R).) Therefore, by Corollary 4.3, it suﬃces
to prove that T ′ ⊆ S has FCP. We claim that MSupp(S/T ′) is ﬁnite. Indeed, if N ′ ∈ MSupp(S/T ′),
then M := N ′ ∩ R ∈ MSupp(S/R), but the latter set is ﬁnite by (a). For each such M , only ﬁnitely
many prime ideals of T ′ lie above it since T ′ is module-ﬁnite over R (as a consequence of applying
Theorem 4.2(a) to the FCP extension R ⊆ T ′). This proves the claim.
It now follows from Proposition 3.7(a) that it suﬃces to prove that T ′N ′ ⊂ SN ′ has FCP for each
N ′ ∈ MSupp(S/T ′). This is where (d′) comes in. Indeed, ﬁx such an N ′ and consider M := N ′ ∩ R .
Since T ′N ′ ⊆ SN ′ is an integral t-closed extension with a quasi-local base ring, Proposition 4.10 reduces
our task to proving that N ′T ′N ′ is an ideal of SN ′ and [SN ′/N ′T ′N ′ : T ′/N ′] < ∞. The ﬁrst of these
is guaranteed by (d′), and the second follows from the isomorphism SN ′/N ′T ′N ′ → S/N that was
established above. The proof is complete. 
5. Integral ring extensions satisfying FIP
This section’s path to characterizations of the integral extensions having FIP will culminate in
Theorem 5.18. It begins with the following easy result.
Proposition 5.1. Let R ⊆ S be an extension such that R is a ﬁnite ring and S is a ﬁnitely generated R-module.
Then R ⊆ S has FIP.
Proof. We need only the following detail from the proof of [1, Proposition 3.4(c)]: [R, S] is a subset
of the power set of S and S is ﬁnite. 
We will also need the following two lemmas.
Lemma 5.2. Let R ⊆ S be a ﬁnite infra-integral extension. Then two distinct elements of [R, S] cannot share a
common maximal ideal.
Proof. Suppose T1, T2 ∈ [R, S] have a common maximal ideal M . Put T := T1 ∩ T2. Then R ⊆ T is
integral and M ∈ Max(T ). Since each T ⊆ Ti inherits infra-integrality, we have canonical isomorphisms
T /M ∼= T1/M and T /M ∼= T2/M . Hence, T1 = T = T2. 
It was mentioned in Deﬁnition 4.4 that each seminormal infra-integral minimal extension is de-
composed. Part (a) of the next result provides a proof and gives a useful partial converse, while
Lemma 5.3(b) will also be used in proving Lemma 5.4 and Proposition 5.5. As usual, it is convenient
to let Rad(A) denote the Jacobson radical of a ring A.
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(a) Let R ⊂ S be an integral minimal extension. Then R ⊂ S is seminormal and infra-integral if and only if
R ⊂ S is decomposed.
(b) Let (R,M) be a quasi-local ring and R ⊆ S an infra-integral FCP extension. Let T := +S R, the seminormal-
ization of R in S. Then Rad(S) is the unique maximal ideal of T . Moreover, S is quasi-local if and only if
R ⊆ S is subintegral.
Proof. (a) Let M = (R : S). Suppose ﬁrst that R ⊂ S is decomposed. Then by Theorem 2.2(b), M is a
radical ideal of S . Therefore, since R ⊂ S is minimal, Lemma 4.8 gives that R ⊂ S is seminormal. To
show that the integral minimal extension R ⊂ S is infra-integral, it follows easily from Theorem 2.1(a)
and Lemma 2.4(b) that it suﬃces to show that the canonical map R/M → S/Mi is an isomorphism for
all (each) of the maximal ideals Mi of S that lie over M . This, in turn, follows from Theorem 2.2(b).
Conversely, suppose that R ⊂ S is seminormal and infra-integral. By Lemma 4.8, the “seminormal”
hypothesis entails that M is a radical ideal of S . Hence, by Theorem 2.2(c), R ⊂ S cannot be rami-
ﬁed. However, R ⊂ S cannot be inert (for otherwise, the “infra-integral” condition would entail that
R/M → S/M is an isomorphism, which would contradict R = S). Thus, by process of elimination,
R ⊂ S must be decomposed.
(b) As R ⊆ T is subintegral, T inherits the “quasi-local” property from R . So, to prove the ﬁrst
assertion, we may suppose that S = T . Also, by the deﬁnition of seminormalization, T ⊆ S is semi-
normal. As T ⊆ S also has FCP, an application of Proposition 4.9 shows that (T : S) is an intersection
of ﬁnitely many maximal ideals of S . Hence, (T : S) is an intersection of ﬁnitely many maximal ideals
of T ; that is, (T : S) is the unique maximal ideal of T . It follows from integrality that (T : S) is then
the intersection of all the maximal ideals of S , namely, Rad(S), as desired.
As for the “Moreover” assertion, note via Deﬁnition 4.4 and Proposition 4.5(b) that R ⊆ S is subin-
tegral if and only if S ⊆ T ; that is, if and only if S = T . As T is quasi-local, it remains only to prove
that if (S, Q ) is quasi-local, then R ⊆ S is subintegral. Note ﬁrst that since R ⊆ T is subintegral, it suf-
ﬁces to prove that T ⊆ S is subintegral. This, in turn, follows since N = Q being the unique maximal
ideal of both T and S implies that Spec(T ) = Spec(S) as sets. 
Note that the infra-integral condition in Lemma 5.3(a) cannot be omitted since any inert (minimal
integral) extension is seminormal. On the other hand, a ramiﬁed (minimal integral) extension cannot
be seminormal.
Lemma 5.4. Let (R,M) be a quasi-local ring and R ⊆ S an infra-integral FCP extension. Then N := Rad(S)
is the maximal ideal of +S R and the length of any maximal chain of elements of [R, S] is  = LR(N/M) +|Max(S)| − 1. If R ⊆ S is subintegral, then Max(S) = {N} and  = LR(N/M). If R ⊆ S is infra-integral and
seminormal, then  = |Max(S)| − 1 and N = M.
Proof. Note that N is the maximal ideal of +S R by Lemma 5.3(b). Now, let {Ri | 1  i  n + 1} be a
(ﬁnite) maximal chain in [R, S], with R = R1 and S = Rn+1. Then for each i, Ri ⊂ Ri+1 is a minimal
extension, with Mi := (Ri : Ri+1) ∈ Max(Ri).
Case 1: R ⊆ S is subintegral. Then +S R = S and Max(S) = {N}. Moreover, by Deﬁnition 4.4, each
Ri ⊂ Ri+1 is subintegral and minimal, hence ramiﬁed, and each Ri is quasi-local. We have k := R/M ∼=
Ri/Mi for each i = 1, . . . ,n + 1. So by Theorem 2.3, 1 = dimk(Mi+1/Mi) = LR/M(Mi+1/Mi). Note
that MMi+1 ⊆ M2i+1 ⊆ Mi , with the last step following from Theorem 2.2. Hence, LR/M(Mi+1/Mi) =
LR(Mi+1/Mi) for each i, and so LR(N/M) =∑ni=1 LR(Mi+1/Mi) = n, the length of the given chain.
Case 2: R ⊆ S is infra-integral and seminormal. Then +S R = R . Hence, N = M , and so LR(N/M) = 0.
We claim that each Ri ⊂ Ri+1 is seminormal. To see this, note that (R : S) = M and consider the
extensions R ⊆ Ri ⊂ Ri+1 ⊆ S , with Mi = (Ri : Ri+1). Since M = N , it follows from integrality that M
is the intersection of all the maximal ideals N1, . . . ,Ns of Ri+1. To prove the claim, it suﬃces to prove
that Mi is also an intersection of maximal ideals of Ri+1. Indeed, once Mi = (Ri : Ri+1) is expressed
in this way, Lemma 4.8 may be applied, which would prove the claim that Ri ⊂ Ri+1 is seminormal.
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we offer the following alternate argument. Since M ⊆ Mi , the Chinese Remainder Theorem gives that
Mi/M is an ideal of Ri+1/M ∼=∏sj=1 Ri+1/N j . After relabeling the N j , we can suppose that Mi/M is
canonically isomorphic to the ideal
∏t
j=1 0×
∏s
j=t+1 Ri+1/N j . It follows that Mi =
⋂t
j=1 N j .
Given the above claim and Deﬁnition 4.4, each Ri ⊂ Ri+1 is seminormal, infra-integral and mini-
mal, hence decomposed. So |Max(Ri+1)| = |Max(Ri)| + 1 for all i  n; these numbers are ﬁnite since
R is quasi-local and R ⊆ S is module-ﬁnite. It follows that |Max(S)| = n + 1, and so the length of the
given chain is n = |Max(S)| − 1.
General case: R ⊆ S is infra-integral. For each i such that Ri−1 ⊂ Ri is decomposed and Ri ⊂ Ri+1
is ramiﬁed, we can use Lemma 2.8 to exhibit R ′i ∈ [Ri−1, Ri+1] such that Ri−1 ⊂ R ′i is ramiﬁed and
R ′i ⊂ Ri+1 is decomposed. Iteration produces a new maximal chain in [R, S] that has the same length
as the original chain. In this way, R ⊆ S can be “factored” as R ⊆ T ⊆ S , where R ⊆ T (resp., T ⊂ S) is
a composite of ﬁnitely many ramiﬁed minimal extensions (resp., ﬁnitely many decomposed minimal
extensions). We claim that T = +S R . Indeed, if T ⊆ Ri , then Ri ⊂ Ri+1 is seminormal by Lemma 5.3(a),
and so [42, Corollary 2.7] ensures that T ⊆ S is seminormal, whence +S R ⊆ T by Deﬁnition 4.4. The
reverse inclusion follows from Proposition 4.5(b) since R ⊆ T is subintegral, thus proving the above
claim. Use Case 1 (resp., Case 2) to ﬁnd the length of the chain from R to T (resp., T to S). By adding
these lengths, we ﬁnd that the length of any maximal chain in [R, S] is LR(N/M) + |Max(S)| − 1. 
The next few results involve the canonical decomposition. Proposition 5.5 and Theorem 5.8 have
somewhat similar proofs, but we will insert two technical lemmas before the latter result to shorten
its (still lengthy) proof.
Proposition 5.5. Let (R, P ) be a quasi-local ring and R ⊆ S an infra-integral extension. Then R ⊆ S has FIP if
and only if both R ⊆ +S R and +S R ⊆ S have FIP.
Proof. The “only if ” assertion is clear. We turn to the converse.
Assume that R ⊆ +S R and +S R ⊆ S have FIP. Since FIP ⇒ FCP, it follows from Corollary 4.3 that
R ⊆ S has FCP. Hence, R ⊆ S is module-ﬁnite and |Max(S)| < ∞. Moreover, by Lemma 5.4, all maximal
chains of rings in [R, S] have the same length, p := [R, S]. For each i = 0, . . . , p, set Si := {T ∈ [R, S] |
[R, T ] = i}. Notice that ⋃pi=0 Si = [R, S], Sp = {S} and S0 = {R}.
Suppose that the assertion fails; that is, R ⊆ S does not have FIP. Hence, some Si is inﬁnite. Let
k be the largest integer such that Sk is inﬁnite. Then k < p and |Sk+1| < ∞. We are going to prove,
by decreasing induction on i, that if 1 i  k + 1, then there exists T ′ ∈ Si such that {T ∈ Si−1 | T ⊂
T ′ is a minimal extension} is inﬁnite.
If T ∈ Sk , there is a maximal chain, necessarily of length p > k, going from R to S that contains T ,
and so there exists T ′ ∈ Sk+1 such that T ⊂ T ′ is a minimal extension. As Sk is inﬁnite and Sk+1 is
ﬁnite, we deduce the induction basis (i.e., the assertion for i = k + 1).
For the induction step, assume that 2  i  k + 1 and there exists T ′ ∈ Si such that {T ∈
Si−1 | T ⊂ T ′ is a minimal extension} is inﬁnite. We will ﬁnd S ′ ∈ Si−1 such that {S ′′ ∈ Si−2 | S ′′ ⊂
S ′ is a minimal extension} is inﬁnite. We know that |Max(T ′)|  i + 1 because there are at most i
decomposed (minimal) extensions in any “factorization” of R ⊆ T ′ into minimal extensions. We claim
that there are only ﬁnitely many T ∈ [R, T ′] such that T ⊂ T ′ is decomposed. Indeed, let T be such
a ring. By Theorem 2.2, N := (T : T ′) = M ∩ M ′ ∈ Max(T ), where M,M ′ ∈ Max(T ′) are distinct and
P = N ∩ R . Consider R + N ⊆ T . As R/P ∼= (R + N)/N ⊆ T /N ∼= R/P (where the last isomorphism
holds because R ⊆ T is infra-integral), we get that T = R + N = R + (M ∩ M ′). Since T ′ is semiquasi-
local, there are only ﬁnitely many choices for the set {M,M ′} and, hence, only ﬁnitely many choices
for T ; i.e., the above claim has been proved.
If R ⊆ A ⊂ B ⊆ S , the “infra-integral” assumption on R ⊂ S shows that A ⊂ B cannot be an inert
(minimal) extension and hence, if minimal, must be either decomposed or ramiﬁed. Hence, by the
claim established above, there must be inﬁnitely many D ∈ [R, T ′] such that D ⊂ T ′ is ramiﬁed. Note
that whenever D ⊂ T ′ is ramiﬁed, Theorem 2.2(c) ensures that (D : T ′) is a primary ideal of T ′ whose
radical is a maximal ideal of T ′ . Therefore, since Max(T ′) is ﬁnite, there must exist M ∈ Max(T ′) such
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Lemma 5.2, T ′ contains inﬁnitely many M-primary ideals of the form (D : T ′) with D ⊂ T ′ a ramiﬁed
extension. Also, T ′  +S R since R ⊆ +S R has FIP. Then R ⊆ T ′ is not subintegral, and so |Max(T ′)| 2 by
the second assertion in Lemma 5.3(b). Pick M ′ ∈Max(T ′)\{M}, and consider S ′ := R+ (M∩M ′). Using
Theorem 2.2(b), one can check easily that S ′ ⊂ T ′ is a decomposed extension with (S ′ : T ′) = M ∩ M ′ .
It follows that S ′ ∈ Si−1 and M ∩ S ′ = M ∩ M ′ . We will prove that S ′ has all the desired properties.
For the moment, ﬁx one of the inﬁnitely many rings E such that E ⊂ T ′ is a ramiﬁed extension
and (E : T ′) is an M-primary ideal of T ′ with (E : T ′) = M . Notice that M∩M ′  (E : T ′) and (E : T ′)
M ∩ M ′ (the latter holding because M ∩ M ′ is a radical ideal which does not contain M). In view of
this incomparability of crucial maximal ideals, we may apply [21, Proposition 6.6(a)]. Thus, S ′ ∩ E ⊂ E
is a decomposed (minimal) extension with conductor S ′ ∩ E ∩ M ∩ M ′ and S ′ ∩ E ⊂ S ′ is a ramiﬁed
(minimal) extension with conductor (E : T ′) ∩ S ′ . Observe that we can rewrite these conductors as
follows: S ′ ∩ E ∩ M ∩ M ′ = E ∩ M ∩ M ′ = (E : T ′) ∩ M ′ and (E : T ′) ∩ S ′ = (E : T ′) ∩ M ∩ S ′ = (E :
T ′)∩ M ∩ M ′ = (E : T ′)∩ M ′ . It follows that the crucial ideal (E : T ′)∩ M ′ is a maximal ideal of S ′ ∩ E .
Also, by arguing as in the ﬁfth paragraph of this proof, we can show that S ′ ∩ E = R + [(E : T ′) ∩ M ′].
Similarly, E = R + (E : T ′).
We claim that if E1 and E2 are distinct choices for E , then S ′ ∩ E1 = S ′ ∩ E2. As shown above,
E j = R + (E j : T ′) for j = 1,2, and so (E1 : T ′) = (E2 : T ′). Now, suppose the claim fails. By equating
conductors, it follows that (E1 : T ′)∩M ′ = (E2 : T ′)∩M ′ . Localizing at M shows that (E1 : T ′)M = (E2 :
T ′)M . Since each (E j : T ) is M-primary, [37, Exercise 10, p. 174] gives that
T ′/
(
E1 : T ′
)= T ′M/
(
E1 : T ′
)
M = T ′M/
(
E2 : T ′
)
M = T ′/
(
E2 : T ′
)
.
Taking annihilators, we have (E1 : T ′) = (E2 : T ′), the desired contradiction, thus proving the claim.
The above claim shows that as E varies, the inﬁnitely many S ′ ∩ E are the inﬁnitely many rings
S ′′ that we have been seeking. Hence, S ′ has all the desired properties, thus completing the induction
step.
Consider the case i = 1 of the result that was just proved by decreasing induction. Its upshot is
that the singleton set {R} = S0 = Si−1 is inﬁnite, the desired contradiction. 
Lemma 5.6. Let R ⊂ A ⊂ B ⊆ S be rings such that R ⊂ S is a t-closed FCP extension and A ⊂ B is a minimal
extension. Then A ⊂ B is inert.
Proof. Note that R ⊂ S is seminormal. Consider I := (R : S). By Theorem 4.2, R/I is Artinian, hence
zero-dimensional. Therefore, the radical ideal I must be an intersection of maximal ideals of S and,
hence, also an intersection of maximal ideals of T for all rings T ∈ [R, S]. Next, note that M := (A :
B) ∈ Max(A), M is an ideal of B , and I ⊆ M . By extending the reasoning that was used in proving
Lemma 5.4, we see that M is a radical ideal of B , so that A ⊂ B cannot be ramiﬁed. It suﬃces to
show that A ⊂ B is not decomposed.
Let Min(V R(I)) denote the set of the minimal elements in the set of prime ideals of R that con-
tain I; deﬁne Min(V S (I)) similarly. Note that for the t-closed extension R ⊂ S , the seminormalization
and the t-closure are each equal to R . Also, in our situation, Min(V R(I)) (resp., Min(V S (I))) is the set
of maximal ideals of R (resp., S) containing I . Therefore, an application of [38, Theorem 3.11], giving
a speciﬁc injection Min(V R(I)) → Min(V S (I)), shows that each maximal ideal of R that contains I
is lain over by at most (in fact, exactly) one maximal ideal of S . Since I ⊆ M , it follows from the
going-up and incomparable properties of integral extensions (cf. [33, Theorem 44]) that the canonical
map Max(B) → Max(A) is an injection, whence A ⊂ B cannot be decomposed, thus completing the
proof. 
Lemma 5.7. Let (R, P ) be a quasi-local ring such that R/P is a perfect ﬁeld of positive characteristic, and let
R ⊆ S be an integral FCP extension. Suppose that there exist E1, E2, T ∈ [R, S] such that both E1 ⊂ T and
E2 ⊂ T are ramiﬁed extensions. Then (E1 : T ) = (E2 : T ) (if and) only if E1 = E2 .
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K2 := E2/ J and L := T / J . It suﬃces to prove that K1 = K2. Since K1 and K2 play symmetric roles, it
will be enough to prove that if a ∈ K1, then a ∈ K2. Let p > 0 denote the characteristic of R/P .
Note that each Ki is a ﬁeld since J = C(Ei, T ) ∈ Max(Ei). Also, the “ramiﬁed” hypothesis gives
xi ∈ L \ Ki such that (xi)2 = 0 and L = Ki[xi] = Ki + Kixi , for each i. As each R ⊆ Ei is an integral
FCP extension, Theorem 4.2 ensures that Ei is module-ﬁnite over R . Since J ∩ R = P , we see that
each Ki is naturally a ﬁnite-dimensional (hence algebraic) ﬁeld extension of the perfect ﬁeld R/P ,
and so each Ki is also a perfect ﬁeld, necessarily of characteristic p. Hence, there exists a1 ∈ K1 such
that a = (a1)p . Viewing a1 ∈ L = K2 + K2x2, we ﬁnd b, c ∈ K2 such that a1 = b + cx2. Since L has
characteristic p, it follows that (a1)p = bp + (cx2)p = bp , the last equality holding since (x2)p = 0.
Thus a = bp ∈ K2, as desired. 
Theorem 5.8. Let R ⊆ S be an integral extension. Then:
(a) If R ⊆ S has FIP, then R ⊆ +S R, +S R ⊆ tS R and tS R ⊆ S all have FIP.
(b) If (R, P ) is a quasi-local ring such that all of R ⊆ +S R, +S R ⊆ tS R and tS R ⊆ S have FIP, then R ⊆ S has FIP.
Proof. Since (a) is clear, we turn to (b).
Assume that R ⊆+S R , +S R ⊆ tS R and tS R ⊆ S have FIP. Since FIP ⇒ FCP, it follows from Theorem 4.6
that R ⊆ S has FCP. Moreover, all these extensions are module-ﬁnite, S is semiquasi-local, all maximal
chains of rings in [R, S] have ﬁnite length, and LR(S/R) < ∞ by Theorem 4.2. Consider the positive
integer p := [R, S]. For each i = 0, . . . , p, set Si := {T ∈ [R, S] | [R, T ] = i}. Notice that ⋃pi=0 Si =[R, S], Sp = {S} and S0 = {R}.
Suppose that the assertion fails; that is, R ⊆ S does not have FIP. Hence, some Si is inﬁnite. Let
k be the largest integer such that Sk is inﬁnite. Then k < p and |Sk+1| < ∞. We next deﬁne a key
family of properties. If 1 i  k+1, we will say that the property Pi holds if there exists T ′ ∈ Si such
that {T ∈ [R, S] | T ⊂ T ′ is a minimal extension} is inﬁnite. Observe that Pk+1 holds. We will show
that if Pi holds, then there exists an integer j < i such that P j holds. Once that has been shown,
we will have the desired contradiction (because there is no strictly decreasing inﬁnite sequence of
positive integers). It will be convenient to say that a ring S ′ ∈ [R, S] satisﬁes the property () if
{S ′′ ∈ [R, S ′] | S ′′ ⊂ S ′ is a ramiﬁed extension} is inﬁnite.
Assume that Pi holds for some i. Pick T ′ ∈ Si such that {T ∈ [R, S] | T ⊂ T ′ is a minimal extension}
is inﬁnite. We will eventually show that T ′ satisﬁes (). We know that Max(T ′) is ﬁnite because
there are at most i decomposed (minimal) extensions in any “factorization” of R ⊆ T ′ into minimal
extensions.
We will show next that there are only ﬁnitely many T ∈ [R, T ′] such that T ⊂ T ′ is decom-
posed. Put R1 := +T ′ R . If T ∈ [R, T ′] is such that T ⊂ T ′ is decomposed (and hence seminormal by
Lemma 5.3(a)), it must be the case that R1 ⊆ T . So, it will suﬃce to prove that there are only ﬁnitely
many T ∈ [R1, T ′] such that T ⊂ T ′ is decomposed. If T ∈ [R1, T ′] is such that T ⊂ T ′ is decom-
posed, it follows (from Lemma 5.3(a), [42, Corollary 2.10] and the fact that localization preserves
infra-integrality of minimal extensions) that there exists a maximal ideal M of R1 such that TM ⊂ T ′M
is decomposed. Moreover, since R is quasi-local, it follows from integrality that R1 is semiquasi-local.
Therefore, without loss of generality, (R1,M) is quasi-local. Let M1, . . . ,Mn be the maximal ideals
of T ′ . Since R1 ⊂ T ′ is seminormal, Lemma 4.8 gives that (R1 : T ′) = M is a radical ideal of every
ring in [R1, T ′]. In particular, M =⋂Mi . Set k := R1/M and Ki := T ′/Mi for each i. Consider the
canonical extension k ⊆∏ Ki . Now suppose that T ∈ [R1, T ′] is such that T ⊂ T ′ is decomposed. Since
T ⊂ T ′ is infra-integral (by Lemma 5.3(a)) and M is a radical ideal of T , it follows that T /M is canon-
ically the product of some of the K j . Relabel the ﬁelds Ki so that T /M is canonically
∏s
j=1 K j for
some s with 1 s  n. Hence, T /M is viewed canonically as T ′/
⋂s
j=1 M j by factoring out the ideal
(
∏s
j=1 0) ×
∏n
i=s+1 Ki from
∏n
i=1 Ki . As there are only ﬁnitely many ways of relabeling the ﬁnite set
K1, . . . , Kn , there are only ﬁnitely many choices of T /M and hence only ﬁnitely many choices for T .
This completes the proof that there are only ﬁnitely many T ∈ [R, T ′] such that T ⊂ T ′ is decom-
posed.
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any T ∈ [R, T ′] such that T ⊂ T ′ is inert. Then M := (T : T ′) ∈Max(T ′) and P = M ∩ R . Let N ∈Max(S)
meet T ′ in M , and consider the ﬁeld extensions tS R/(N ∩ tS R) ∼= R/P ⊆ T /M ⊂ T ′/M ⊆ S/N . For the
FIP extension R ′ := tS R ⊆ S , set P ′ := N ∩ R ′ . As R ′ + N ⊆ S inherits FIP from R ′ ⊆ S , Proposition 3.7(c)
shows that R ′/P ′ ∼= (R ′ + N)/N ⊆ S/N has FIP. Hence, there are only ﬁnitely many minimal ﬁeld
extensions T /M ⊂ T ′/M . Thus, there are only ﬁnitely many inert extensions T ⊂ T ′ that have the
given conductor M ∈ Max(T ′). Since T ′ is semiquasi-local, there exist only ﬁnitely many T ∈ [R, T ′]
with T ⊂ T ′ inert. Therefore, by process of elimination, T ′ satisﬁes ().
Recall from Theorem 2.2(c) that if T ∈ [R, S] is such that T ⊂ T ′ is ramiﬁed, then (T : T ′) is a
primary ideal of T ′ . Since T ′ satisﬁes () and is semiquasi-local, there must exist M ∈ Max(T ′) such
that {T ∈ [R, T ′] | T ⊂ T ′ is ramiﬁed and (T : T ′) is M-primary} is inﬁnite. Fix one such M . Note
that Proposition 5.5 ensures that the infra-integral extension R ⊆ tS R has FIP. (To apply that result to
this extension, note that the seminormalization of R in the t-closure of R in S is the same as the
seminormalization of R in S .) Consequently, T ′  tS R . As R ′′ := tT ′ R ⊆ tS R by Proposition 4.5(a), we
conclude that R ′′ ⊂ T ′ . Using FCP, ﬁx S ′ ∈ [R ′′, T ′] such that S ′ ⊂ T ′ is a minimal extension. In fact,
we can use Lemma 5.6 (which applies since R ′′ ⊂ T ′ is a t-closed FCP extension) to show that S ′ ⊂ T ′
is an inert extension. Also, since T ′ ∈ Si , we have that S ′ ∈ S j for some j < i.
Consider N ′ := (S ′ : T ′) ∈ Max(T ′). Let T be a ring such that T ⊂ T ′ is a ramiﬁed extension and (T :
T ′) is an M-primary ideal of T ′ . By Theorem 2.2(c), (T : T ′) = M . According as to whether N ′ = M or
N ′ = M , use [21, Proposition 6.6(a)] or [21, Proposition 6.9] to show that there exists S ′′ ∈ [S ′ ∩ T , S ′]
such that S ′′ ⊂ S ′ is a ramiﬁed (minimal) extension whose conductor is (T : T ′) ∩ S ′′ = (T : T ′) ∩ S ′
when N ′ = M (resp., M ∩ S ′′ when N ′ = M). We next examine the two natural cases.
Case 1: N ′ = M . Then (T : T ′) and N ′ are incomparable, since (T : T ′) is M-primary. Put M ′ :=
M ∩ S ′ . Then M ′ = N ′ since S ′ ⊂ T ′ is inert. We will show (in Case 1) that there are inﬁnitely many
S ′′ ∈ [S ′ ∩ T , S ′] such that S ′′ ⊂ S ′ is a ramiﬁed (minimal) extension. (So, the notation S ′′ no longer
denotes the speciﬁc extension obtained in the preceding paragraph.) For the moment, ﬁx E1 and E2,
two of the inﬁnitely many rings T such that T ⊂ T ′ is a ramiﬁed extension and (T : T ′) is an M-
primary ideal of T ′ (with (T : T ′) = M). By [21, Lemma 6.5], Ei = (Ei ∩ S ′) + (Ei : T ′) for i = 1,2. We
will show that E1 ∩ S ′ = E2 ∩ S ′ . If (E1 : T ′) = (E2 : T ′), this is clear from the above descriptions of
Ei , since we chose E1 and E2 to be distinct. Assume next that (E1 : T ′) = (E2 : T ′). By reasoning as
above, we see for i = 1,2 that Ei ∩ S ′ ⊂ S ′ is a ramiﬁed extension with conductor (Ei : T ′) ∩ S ′ . We
have that (E1 : T ′) and (E2 : T ′) are distinct M-primary ideals of T ′ . Also S ′M′ = T ′M′ , since M ′ is not
the crucial ideal N ′ of S ′ ⊂ T ′ . For each i, we have that [(Ei : T ′) ∩ S ′]M′ equals
(
Ei : T ′
)
M ′ ∩ S ′M ′ =
(
Ei : T ′
)
M ′ ∩ T ′M ′ =
(
Ei : T ′
)
M ′ =
(
Ei : T ′
)
M ,
where the last equality holds because Lemma 2.4 ensures that T ′M′ = T ′M . As the (Ei : T ′) are distinct
M-primary ideals, it follows that [(E1 : T ′) ∩ S ′]M′ = [(E2 : T ′) ∩ S ′]M′ . Hence, in both subcases of
Case 1, E1∩ S ′ = E2∩ S ′ . This completes the proof that in Case 1, there exist inﬁnitely many S ′′ ∈ [R, S ′]
such that S ′′ ⊂ S ′ is a ramiﬁed extension; that is, S ′ ∈ S j satisﬁes ().
Case 2: N ′ = M (∈ Max(S ′)). Then (S ′′ : S ′) = M ∩ S ′′ . As above, we discard the ﬁxed S ′′ notation
and subject it to new meaning, as explained in the universal quantiﬁcation given below. We are
going to show that S ′ satisﬁes (). There are two subcases of Case 2. We proceed to examine the
ﬁrst of these, where we assume that the ﬁeld R/P is perfect. For this subcase, we will prove that
there are inﬁnitely many S ′′ ∈ [R, S ′] such that S ′′ ⊂ S ′ is a ramiﬁed extension whose conductor
is an M-primary ideal of S ′ . Let T1 = T2 in [R, T ′] be such that, for i = 1,2, Ti ⊂ T ′ is ramiﬁed and
J i := (Ti : T ′) is an M-primary ideal of T ′ . Then J1 = J2 by Lemma 5.7. (The preceding step is the only
place where we use the hypothesis that R/P is perfect.) By Theorems 2.3 and 2.2, dimT ′/M(M/ J i) = 1,
and so J i and M are adjacent ideals of T ′ . Hence J1 + J2 = M . To obtain inﬁnitely many S ′′ of the
above-mentioned type, it suﬃces to obtain a contradiction from the assumption that some such S ′′
contains both S ′ ∩ T1 and S ′ ∩ T2. Since J i ⊂ Ti and J i ⊆ M ⊂ S ′ , we have J i ⊆ Ti ∩ S ′ ⊆ S ′′ , for i = 1,2.
Thus M = J1 + J2 ⊆ S ′′ . However, C(S ′′, S ′) = M ∩ S ′′ cannot equal M since S ′′ ⊂ S ′ is ramiﬁed (not
inert). This (desired) contradiction completes the proof that in the ﬁrst subcase of Case 2, there exist
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primary ideal).
It remains to examine the second subcase of Case 2, namely, where the ﬁeld R/P is not perfect.
In particular, R/P is inﬁnite. We return to the situation where T ⊂ T ′ is a ramiﬁed extension such
that N ′ = M = (S ′ : T ′) and J := (T : T ′) is an M-primary ideal of T ′ . Set D := S ′ ∩ T . Note that
J ⊂ M by Theorem 2.2. Hence, we can apply [21, Propositions 6.6(b), 6.7 and 6.9] to get that D ⊂ T
is an inert (minimal) extension such that (D : T ) = J and [T ′/M : S ′/M] = [T / J : D/ J ]; and, putting
n := [T ′/M : S ′/M], that there exists a (maximal) chain of n minimal ramiﬁed extensions going from
D to S ′ . Also, since J ⊂ M = (S ′ : T ′) ⊆ S ′ and J S ′ ⊆ J T ′ = J , we see that J is an ideal of S ′ . In
fact, it follows that J is a common ideal of D , T , S ′ and T ′ which is a maximal ideal of both D
and T . Since there exists a ﬁnite chain of ramiﬁed extensions going from D to S ′ , it also follows
that D ⊆ S ′ is infra-integral. Consider the extension D/ J ⊂ S ′/ J , where D/ J is a ﬁeld and S ′/ J is
a quasi-local Artinian ring which is not reduced. Since D ⊆ S ′ is infra-integral, we have a natural
isomorphism k := D/ J → S ′/M that we will view as an identiﬁcation. Since Theorem 2.3(c) ensures
that dimT / J (M/ J ) = 1,
dimk
(
S ′/ J
)= dimk
(
S ′/M
)+ dimk(M/ J ) = dimS ′/M
(
S ′/M
)+ [T / J : D/ J ]dimT / J (M/ J )
= 1+ [T ′/M : S ′/M] · 1= 1+ n · 1= 1+ n.
Suppose ﬁrst that n > 2. Then dimk(S ′/ J )  4. Moreover, the ﬁeld D/ J is inﬁnite since R/P is
inﬁnite. Therefore, it follows from [1, Theorem 3.8(a)(3)] that D/ J ⊂ S ′/ J does not have FIP. Hence,
by [16, Proposition II.4], D ⊂ S ′ does not have FIP.
In the only remaining possibility, n = 2. Then dimk(S ′/ J ) = 3. Also, since T ⊂ T ′ is ramiﬁed, Theo-
rem 2.2(c) provides a natural isomorphism K := T / J → T ′/M that we will view as an identiﬁcation.
As n = 2, there exists y ∈ K = T ′/M such that K = k[y] = k + ky. Next, note that T / J ⊂ T ′/ J is a
minimal extension by Proposition 3.7(c), and it is then easy to use Theorem 2.3(c) to check that this
extension inherits the “ramiﬁed” property from T ⊂ T ′; similarly, S ′/ J ⊂ T ′/ J is inert. Hence, there
exists x ∈ T ′/ J such that x2 = 0 and T ′/ J = K [x] = K + Kx. It follows that the maximal ideal of
T ′/ J (and of S ′/ J ) is M ′ := Kx. In addition, T ′/ J = (k + ky) + (k + ky)x = k + ky + kx + kxy, with
M ′ = (k + ky)x = kx + kxy. We will derive a contradiction from the supposition that D/ J ⊂ S ′/ J has
FIP. Since R/P is inﬁnite, the case analysis in [1, Theorem 3.8(a)(3)] shows that this supposition leads
to an element z ∈ S ′/ J such that S ′/ J = k[z] and z3 = 0. As the nilpotent element z must lie in the
maximal ideal M ′ , there exist elements a,b ∈ K such that z = ax + bxy = x(a + by). Since x2 = 0, we
get z2 = 0, whence S ′/ J = k[z] = k+kz and 3= dimk(S ′/ J ) 2, the desired contradiction. This proves
that D/ J ⊂ S ′/ J does not have FIP and so, by Proposition 3.7(c), D ⊂ S ′ also does not have FIP.
We have shown that in both subcases of Case 2, D ⊂ S ′ does not have FIP. Thus in Case 2, a fortiori,
R ⊂ S ′ does not have FIP; then by repeating the above argument (with S ′ now playing the former role
of T ′), we see that S ′ satisﬁes (). As this was also shown in Case 1, we now know that in all cases,
S ′ satisﬁes (). Since S ′ ∈ S j (with j < i), it follows that P j holds. As explained above, the proof is
complete. 
We can now give a FIP-theoretic analogue of Theorem 4.6.
Theorem 5.9. Let R ⊆ S be an integral extension. Then R ⊆ S has FIP if and only if R ⊆ +S R, +S R ⊆ tS R and
t
S R ⊆ S all have FIP.
Proof. The “only if ” assertion is clear. For the converse, assume that R ⊆ +S R , +S R ⊆ tS R and tS R ⊆ S
have FIP. Since FIP ⇒ FCP, Theorem 4.6 ensures that R ⊆ S has FCP. Then Corollary 3.2 and integrality
combine to show that MSupp(S/R) = Supp(S/R) is ﬁnite. Next, recall that seminormalization and
t-closure commute with localization. Therefore, if M ∈ MSupp(S/R), Proposition 3.7(a) ensures that
each of RM ⊆ +SM RM , +SM RM ⊆ tSM RM and tSM RM ⊆ SM has FIP. Hence, by Theorem 5.8, RM ⊆ SM has
FIP for each M ∈MSupp(S/R). Proposition 3.7(a) then applies, showing that R ⊆ S has FIP. 
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appropriate to mention that the oft-cited example of Fp(Xp, Y p) ⊂ Fp(X, Y ) shows that a module-
ﬁnite extension R ⊂ S may have FCP while not having FIP. For an example of this behavior whose
“top” ring is not a ﬁeld, let R be any inﬁnite ﬁeld K of characteristic 2 and take S := K [X]/(X4).
As dimK (S) < ∞, the FCP assertion is clear, while the failure to satisfy FIP can be seen by applying
[1, Lemma 3.6(a)].
Recall that the goal of this section is to characterize when an integral extension R ⊂ S has FIP.
Since FIP ⇒ FCP, we can assume that R ⊂ S has FCP. Hence by Theorem 4.2, S is a ﬁnitely generated
R-module and R/C is an Artinian ring, where C := (R : S). Also, by Corollary 3.2, Supp(S/R) is ﬁnite.
By Proposition 3.7(b) (and the fact that formation of C commutes with localization since S is a ﬁnite
R-algebra), we can reduce to the case where R is quasi-local. In addition, since C is a common ideal
of R and S , [16, Proposition II.4] gives that R ⊂ S has FIP if and only if R/C ⊂ S/C has FIP. So by abus
de langage, we can work with an integral extension R ⊂ S where R is a quasi-local Artinian ring, such
that S is a ﬁnitely generated R-module and (R : S) = 0. By Proposition 5.1, there will be no harm in
also assuming that R is inﬁnite. Actually, not all of these assumptions will be needed in each step
of the following assault. In view of Theorem 5.9, we can focus those steps on the three stages of the
canonical decomposition, namely, subintegral, seminormal infra-integral, and t-closed.
Lemma 5.11. Let (R,M) be a quasi-local Artinian ring such that R/M is a ﬁnite ﬁeld and let R ⊂ S be a ﬁnite
extension. Then R is ﬁnite and R ⊂ S has FIP.
Proof. Since R is Artinian, its Jacobson radical is nilpotent; that is, Mn = 0 = Mn−1 for some positive
integer n. Then, for each k = 0, . . . ,n − 1, Mk/Mk+1 is a ﬁnite-dimensional vector space over R/M
and so, since R/M is ﬁnite, Mk/Mk+1 is ﬁnite. Consequently, R = M0 is ﬁnite, and an application of
Proposition 5.1 completes the proof. 
Lemma 5.12. Let (R,M) be a quasi-local Artinian ring such that R is not a ﬁeld and K := R/M is inﬁnite. Let
R ⊂ S be a ﬁnite subintegral extension such that (S,N) is quasi-local and (R : S) = 0. Then:
(a) There exists a positive integer n such that Mn = 0 = Mn−1 .
(b) If T ∈ [R, S], then (T ,N ∩ T ) is quasi-local.
(c) Let n be as in (a). If j ∈ {0,1, . . . ,n}, set R j := R + SM j and M j := M + SM j . If 1  i  n − 1, then
Ri+1 ⊂ Ri is minimal (necessarily ramiﬁed) if and only if LR(Mi/Mi+1) = 1.
(d) (Use the notation from (c).) R ⊂ R1 has FIP ⇔ LR(SM/M) = n − 1 ⇔ LR(Mi/Mi+1) = 1 for all i =
1, . . . ,n−1. If these equivalent conditions hold, then |[R, R1]| = n = [R, R1]+1 and R ⊂ · · · ⊂ Ri+1 ⊂
Ri ⊂ · · · ⊂ R1 is the only maximal chain of rings that goes from R to R1 .
Proof. Since S is module-ﬁnite over R and R/(R : S) ∼= R is an Artinian ring, the FCP conclusion
follows from Theorem 4.2.
(a) Argue as in the ﬁrst sentence of the proof of Lemma 5.11.
(b) This follows from integrality since (S,N) is quasi-local.
(c) If 1  i  n, then (Ri,Mi) is quasi-local, because R ⊂ S is subintegral and Ri/Mi = (R +
SMi)/(M + SMi) ∼= R/[R ∩ (M + SMi)] = R/M = K . From now on, consider 1  i < n. Then Mi =
Mi+1 (for if not, we would have SMi ⊆ M + SMi+1 and multiplication by Mn−i−1 would lead to
SMn−1 ⊆ Mn−i ⊂ R and 0 = Mn−1 ⊆ (R : S) = 0, an absurdity). It follows that Ri = Ri+1. Then
MRi = Mi+1 = (Ri+1 : Ri); note also that M2i ⊆ Mi+1 ⊂ Mi .
Since MMi ⊆ Mi+1 and K = R/M , we have LR(Mi/Mi+1) = LR/M(Mi/Mi+1) = dimK (Mi/Mi+1).
Suppose that LR(Mi/Mi+1) = 1. Then dimK (Ri/Mi+1) = dimK (Ri/Mi) + dimK (Mi/Mi+1) = 1 + 1 = 2,
and so it follows from Theorem 2.2(c) that Ri+1 ⊂ Ri is a ramiﬁed (minimal) extension.
Conversely, suppose that Ri+1 ⊂ Ri is ramiﬁed. Then by Theorem 2.3(c), LRi/Mi (Mi/Mi+1) = 1.
Using infra-integrality, we see that LRi/Mi (Mi/Mi+1) = LR/M(Mi/Mi+1), which equals LR(Mi/Mi+1)
since MMi ⊆ Mi+1. Hence LR(Mi/Mi+1) = 1.
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then Mi = Mi+1, and so LR(Mi/Mi+1)  1. Thus, LR(SM/M)  n − 1, with equality if and only if
LR(Mi/Mi+1) = 1 for all i = 1, . . . ,n− 1.
Suppose that LR(Mi/Mi+1) = 1 for all i ∈ {1, . . . ,n − 1}. By (c), we get a maximal chain R = Rn ⊂
Rn−1 ⊂ · · · ⊂ R2 ⊂ R1. We will get a contradiction from the assumption that there exists some T ∈
[R, R1] \ {Ri}ni=1. (It will follow that [R, R1] is the ﬁnite set {Ri | 1  i  n} and hence has FIP and,
consequently, that |[R, R1]| = n = [R, R1] + 1 and {Ri | 1 i  n} is the only maximal chain of rings
that goes from R to R1.) Put k := max{i ∈ {1, . . . ,n−1} | T ⊂ Ri}. As T  Rk+1, we can use FCP to ﬁnd
some T ′ ∈ [T , Rk] such that T ′ ⊂ Rk is a minimal extension. This minimal extension must be ramiﬁed
because it is subintegral. Notice that T ′ = Rk+1 and M ′ := (T ′ : Rk) is a maximal ideal of T ′ and
M ′ ∩R = M . As Mk+1 = MRk ⊆ M ′Rk = M ′ ⊂ Mk , we have Mk+1 ⊆ M ′ ⊂ Mk . Since 1 = LR(Mk/Mk+1) =
LR/M(Mk/Mk+1) = LRk/Mk (Mk/Mk+1), the ideals Mk+1 and Mk of Rk must be adjacent. Hence M ′ =
Mk+1. But Rk+1 = R + Mk+1 = R + M ′ ⊆ T ′ ⊂ Rk , and so the minimality of Rk+1 ⊂ Rk yields that
T ′ = Rk+1, the desired contradiction.
Suppose that the converse fails. Then R ⊂ R1 has FIP and there exists k ∈ {1, . . . ,n − 1}
such that LR(Mk/Mk+1) > 1. By Theorem 4.2(a) and Proposition 4.7(a), LR(Mk/Mk+1) is ﬁnite;
that is, LRk/Mk (Mk/Mk+1) is ﬁnite. Thus, there exists an Rk-submodule Q of Mk such that
dimRk/Mk (Q /Mk+1) = dimRk/Mk (Mk/Mk+1) − 2. In fact, dimRk/Mk (Mk/Q ) = 2. Since Rk/Mk ∼= R/M
is inﬁnite, it follows that Mk/Q has inﬁnitely many one-dimensional (Rk/Mk)-vector subspaces of
the form Q ′/Q , where Q ′ is an appropriate ideal of Rk that contains Q . Since each such Q ′ contains
Mk+1, we have Q ′ ∩ R = M . It follows that T ′ := R + Q ′ ⊆ Rk and Q ′ is the unique maximal ideal
of T ′ . Thus, the inﬁnitely many Q ′ lead to inﬁnitely many T ′ ∈ [Rk+1, Rk], the desired contradiction
(to R ⊂ R1 having FIP). 
Recall that a ring is said to be reduced if it has no nonzero nilpotent elements.
Lemma 5.13. Let (R,M) be a quasi-local Artinian ring such that R/M is inﬁnite, and let R ⊂ S be a ﬁnite
subintegral extension. Set R1 := R + SM. Then:
(a) R1 ⊆ S has FIP if and only if S = R1[α] for some α ∈ S such that α3 ∈ SM.
(b) If the above equivalent conditions hold, then the following three statements also hold:
(i) If α ∈ R1 , then S = R1;
(ii) If α /∈ R1 and α2 ∈ SM, then R1 ⊂ S is a ramiﬁed (minimal) extension and |[R1, S]| = [R1, S] +
1 = 2;
(iii) If α2 /∈ R1 , with T := R1 + R1α2 , then R1 ⊂ T and T ⊂ S are each ramiﬁed, [R1, S] = {R1, T , S}
and |[R1, S]| = [R1, S] + 1 = 3.
Proof. (a) As R ⊂ S is subintegral, S is quasi-local Artinian, say with maximal ideal N . Similarly, R1
is quasi-local Artinian, and its maximal ideal is SM since R1/SM ∼= R/M . We may assume, without
loss of generality, that R1 = S , and so (R1 : S) = SM . It follows that SM ⊂ N because R1/SM ∼= S/N .
By Proposition 3.7(c), R1 ⊆ S has FIP if and only if R1/SM ⊆ S/SM has FIP. Note that R1/SM ∼= R/M
is an inﬁnite ﬁeld and the quasi-local Artinian ring S/SM is not reduced (because it is not a ﬁeld).
Hence, by [1, Theorem 3.8(a), (b)], R1/SM ⊆ S/SM has FIP if and only if there exists α ∈ S such that
α := α + SM ∈ S/SM satisﬁes S/SM = (R1/SM)[α] and α3 = 0 ∈ S/SM; that is, if and only if there
exists α ∈ S such that S = R1[α] and α3 ∈ SM .
(b) Suppose that α exists with the above properties. Then, since α3 ∈ SM ⊆ N and N is a prime
ideal, α ∈ N . Assertion (i) is clear.
(ii) Assume that α /∈ R1 and α2 ∈ SM . Then R1 = S and so, as above, (R1 : S) = SM . It follows
that (SM)α ⊆ SM , and so by Theorem 2.3(c), R1 ⊂ S is a ramiﬁed extension. Since this is a minimal
extension, |[R1, S]| = |{R1, S}| = 2 = [R1, S] + 1.
(iii) Suppose that α2 /∈ R1. Then α /∈ R1 and α3 ∈ SM . Set β := α2 and P := SM + R1β ⊆ N . Then
T = R1 + R1β is an R1-subalgebra of S (since β2 = α3α ∈ (R1 : S)S = SM ⊂ R1) and has maximal
ideal P (since T /P ∼= R1/SM). Note that T = R1 since β /∈ R1. In addition, T = S (for otherwise,
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R1[α] = T [α], with α2 ∈ P and Pα = SMα + R1α3 ⊆ SM ⊆ P . Hence, by Theorem 2.3(c), T ⊂ S is a
ramiﬁed extension. Similarly, since T = R1[β], β2 ∈ SM and SMβ ⊆ SM , we conclude that R1 ⊂ T is
a ramiﬁed extension.
As S/MS = (R1/SM)[α], the proof of [1, Lemma 3.6(b)] shows that |[R1/SM, S/SM]| = 3.
Thus, [R1/SM, S/SM] consists of the elements R1/SM , T /SM and S/SM . Since the mapping
[R1, S] → [R1/SM, S/SM], A → A/SM , is a bijection, [R1, S] = {R1, T , S}, whence |[R1, S]| = 3 =
[R1, S] + 1. 
Lemma 5.14. Let (R,M) be a quasi-local Artinian ring such that R is not a ﬁeld and R/M is inﬁnite, and let
R ⊂ S be a ﬁnite subintegral extension such that (R : S) = 0. Set R1 := R + SM and R2 := R + SM2 . Then
R2 ⊂ S has FIP if and only if one of the following three conditions holds:
(i) R2 ⊂ S is a minimal extension;
(ii) R2 ⊂ R1 and R1 ⊂ S are minimal (and hence [R2, S] consists of R2 , R1 and S);
(iii) R2 ⊂ R1 is minimal and there exist α,β ∈ S such that S = R1[α] and T := R1[α2] = R ′1[β], where
R ′1 := R + TM, with α3 ∈ SM, α2 /∈ SM and β3 ∈ TM. In this case, [R2, S] = {R2, R1, T , S}.
In each of the above three cases, [R2, S] is linearly ordered by inclusion.
Proof. Observe that R2 ⊆ R1 ⊆ S . By the proof of Lemma 5.12(c), R2 = R1, and so R2 = S .
Next, suppose that R2 ⊂ S has FIP. Then both R1 ⊆ S and R2 ⊂ R1 have FIP. In fact, we see from
the proof of parts (c) and (d) of Lemma 5.12 (using R2 as the base ring) that R2 ⊂ R1 is a minimal
extension. Moreover, since R1 ⊆ S has FIP, Lemma 5.13 supplies α ∈ S such that S = R1[α] with
α3 ∈ SM and the following three cases, (1)–(3), can occur.
(1) α ∈ R1. Then S = R1 and R2 ⊂ S is a minimal extension.
(2) α /∈ R1 and α2 ∈ SM . Then R1 = S . Moreover, α2SM ⊆ SM , and so by Theorem 2.3, R1 ⊂ S is
a ramiﬁed (hence minimal) extension.
(3) α2 /∈ R1 and α3 ∈ SM . Then, using notation from the proof of Lemma 5.13, consider T :=
R1[α2] = R1 + R1α2 and R ′1 := R + TM . We can apply Lemma 5.13(a) to the FIP extension R ⊆ T . The
upshot is that there exists β ∈ T such that T = R ′1[β] and β3 ∈ TM . This completes the proof that
R2 ⊂ S having FIP implies that (at least) one of (i), (ii), (iii) holds. (For (ii) and (iii), the asserted list
of members of [R2, S] will be established below.)
For the converse, we will show that each of (i), (ii), (iii) implies that R2 ⊂ S has FIP. This is clear
for (i). The following observation is useful when one assumes (ii) or (iii). To show that [R2, S] is ﬁnite,
it is enough to prove that there are only ﬁnitely many possibilities for T ′ ∈ [R2, S] \ {R2, S}. Fix such
a T ′ . In any event, Theorem 4.2 ensures that R ⊂ S has FCP. Thus, we can pick T ′′ ∈ [T ′, S] such that
T ′′ ⊂ S is a minimal extension. Then P ′ := (T ′′ : S) ∈ Max(T ′′) and so P ′ ∩ R = M . Since we also have
that P ′ is an ideal of S , we infer SM ⊆ P ′ and R1 = R + SM ⊆ T ′′ .
Assume (ii); that is, R2 ⊂ R1 and R1 ⊂ S are minimal. As R1 ⊆ T ′′ ⊂ S , we have T ′′ = R1. Hence
T ′ ∈ [R2, R1] with T ′ = R2, and so T ′ must be R1. It follows that [R2, S] = {R2, R1, S}. In particular,
R2 ⊆ S has FIP.
Next, assume (iii); that is, R2 ⊂ R1 is minimal and there exist α,β ∈ S such that S = R1[α] and
T := R1[α2] = R ′1[β], where R ′1 := R + TM , with α3 ∈ SM , α2 /∈ SM and β3 ∈ TM . A short calculation
shows that if α2 ∈ R1, then α4 ∈ SM , which is a contradiction since SM ∈ Spec(R1) and α2 /∈ SM .
Thus α2 /∈ R1. On the other hand, α4 = αα3 ∈ S(SM) = SM ⊂ R1 + R1α2. It follows that our data ﬁt
the setting of Lemma 5.13(b)(iii), where it was shown that both R1 ⊂ T and T ⊂ S are ramiﬁed and
that [R1, S] = {R1, T , S}. As T ′′ ∈ [R1, S] with T ′′ ⊂ S minimal and R1 ⊂ T ⊂ S , it cannot be the case
that T ′′ = R1, and so T ′′ = T . Hence T ′ ∈ [R2, T ]. Next, some straightforward calculations show that
T = R + SM + Rα2 and R ′1 = R + SM2 + Mα2. Consequently, R2 ⊆ R ′1 ⊆ R1. As R2 ⊂ R1 is minimal,
we can conclude that either R ′1 = R2 or R ′1 = R1. Moreover, the above conditions on β allow us to
apply Lemma 5.13(a) to the extension R ⊂ T , thus showing that R ′1 ⊆ T has FIP.
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Lemma 5.13(b) as applied to the extension R ⊂ T (since T = R2 = R ′1 and R ′1 = R2 ⊂ R1 ⊂ T ), and
thus conclude that [R2, T ] = [R ′1, T ] = {R ′1, R ′1[β2], T } = {R2, R2[β2], T }. Since R2 ⊂ R1 ⊂ T , it follows
that [R2, T ] = {R2, R1, T }. Since T ′ ⊆ T ′′ = T , we now have that [R2, S] = {R2, R1, T , S}; in particular,
R2 ⊂ S has FIP. It remains to examine what happens when (iii) holds and R ′1 = R1.
We are in the subcase of (iii) where R + TM = R ′1 = R1 = R + SM . Suppose for the moment that
T ′ = T . Use FCP as above to pick T ′′′ ∈ [T ′, T ] such that T ′′′ ⊂ T is a minimal extension; P ′′′ := (T ′′′ :
T ) ∈ Max(T ′′′) is an ideal of T . Since M ⊆ P ′′′ gives TM ⊆ P ′′′ , we have R1 = R ′1 = R + TM ⊆ T ′′′ ,
and so T ′′′ ∈ [R1, T ]. As R1 ⊂ T is minimal and T ′′′ = T , we get that T ′′′ = R1. Hence, T ′ ∈ [R2, R1] =
{R2, R1}. Thus, regardless of whether T ′ equals T , it follows that [R2, S] = {R2, R1, T , S}; in particular,
R2 ⊂ S has FIP. This completes the proof that each of (i), (ii), (iii) implies that R2 ⊂ S has FIP. 
Proposition 5.15. Let (R,M) be a quasi-local Artinian ring such that R is not a ﬁeld and R/M is inﬁnite, and
let R ⊂ S be a ﬁnite subintegral extension such that (R : S) = 0. Set R1 := R + SM and R2 := R + SM2 . Then,
R ⊂ S has FIP if and only if both R ⊂ R1 and R2 ⊂ S have FIP. Moreover, if these equivalent conditions hold,
then |[R, S]| = [R, S] + 1.
Proof. The “only if ” assertion is clear. In particular, if R ⊂ S has FIP, then R2 = R1, as explained in
the proof of Lemma 5.14 (depending ultimately on the proof of Lemma 5.12(c)).
Conversely, suppose that both R ⊂ R1 and R2 ⊂ S have FIP. Then it follows easily from Theorem 4.2
that R ⊂ S has FCP. Also, by Lemma 5.14, at least one of the following three conditions holds:
(1) R2 ⊂ S is minimal;
(2) R2 ⊂ R1 and R1 ⊂ S are minimal;
(3) R2 ⊂ R1 is minimal and there exists T ∈ [R1, S] such that [R2, S] = {R2, R1, T , S}.
Suppose ﬁrst that (1) holds; that is, R2 ⊂ S is minimal. Then R1 = S since R2 ⊂ R1 ⊆ S . Hence,
R ⊂ S has FIP, since R ⊂ R1 has FIP by hypothesis.
Without loss of generality, we may assume henceforth that R1 = S . It will be useful to note that
the maximal ideal of any element of [R, S] must lie over M . In the spirit of the proof of Lemma 5.14,
our goal is to show that there are only ﬁnitely many possibilities for T ′ ∈ [R, S] \ {R, S}. Fix such
a T ′ . Since R ⊆ S has FCP, we can choose T ′′ ∈ [T ′, S] such that T ′′ ⊂ S is a minimal extension.
Then P ′ := (T ′′ : S) ∈ Max(T ′′), and so P ′ ∩ R = M . As P ′ is an ideal of S , we have SM ⊆ P ′ , whence
R1 = R + SM ⊆ T ′′ and T ′′ ∈ [R1, S] \ {S}.
Next, suppose that (2) holds. Then T ′′ ∈ [R1, S] \ {S} = {R1}; that is, T ′′ = R1. Consequently, T ′ ∈
[R, R1], and so [R, S] = [R, R1] ∪ {S}. Thus, since R ⊂ R1 has FIP, R ⊂ S must also have FIP.
Lastly, suppose that (3) holds. Necessarily, (1) does not hold, since R1 = S . Without loss of gen-
erality, (2) does not hold. Then it follows from the proof of Lemma 5.14 that [R2, S] = {R2, R1, T , S}
where T ⊂ S is a minimal extension. Observe that R ⊂ S is not minimal, T ′′ ⊂ S is minimal, and
T ′′ ∈ [R1, S] = {R1, T , S}. It follows that T ′′ = T , and so T ′ ∈ [R, T ]. We proceed to adapt the above
reasoning in order to prove that there are only ﬁnitely many possibilities for T ′ ∈ [R, T ]. Without loss
of generality, T ′ = T . Since [R, S] has FCP, we can pick T ′′′ ∈ [T ′, T ] such that T ′′′ ⊂ T is a minimal
extension. Hence T ′ ∈ [R, T ′′′]. Also, P ′′ := (T ′′′ : T ) ∈ Max(T ′′′), and so P ′′ ∩ R = M . Thus TM ⊆ T P ′′ =
P ′′ ⊂ T ′′′ . Using the notation and the proof of Lemma 5.14, we have R ′1 := R + TM ∈ {R2, R1}. Hence,
since R ′1 ⊆ T ′′′ , we get T ′′′ ∈ [R2, T ]. Because T ′′′ ⊂ T is minimal and [R2, S] = {R2, R1, T , S}, we infer
that T ′′′ is either R2 or R1. Thus T ′ is a member of [R, R1], which is a ﬁnite set by assumption. So
there are only ﬁnitely many possible T ′; i.e., [R, S] has FIP.
This concludes the proof that if any of (1), (2), (3) holds, then R ⊆ S has FIP. So, we have proved
that if both R ⊆ R1 and R2 ⊆ S have FIP, then R ⊆ S has FIP. It remains only to prove the assertion
about |[R, S]|.
Suppose that R ⊂ S has FIP; that is, suppose that (1), (2) or (3) holds. By Lemma 5.12, there is
only one maximal chain of rings going from R to R1. Moreover, we have proved that in each of the
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holds; E = {S} if (2) holds; and if only (3) holds, we can take E = {T , S} where R1 ⊂ T . Hence, in all
cases, there is only one maximal chain of rings going from R to S . Since Lemma 5.12(d) gives that
|[R, R1]| = [R, R1] + 1, we can now conclude that |[R, S]| = [R, S] + 1 in all cases. 
Proposition 5.16. Let (R,M) be a quasi-local Artinian ring such that R/M is inﬁnite, and let R ⊂ S be a
module-ﬁnite seminormal extension such that (R : S) = 0. Then:
(a) R is a ﬁeld and S is a semiquasi-local reduced Artinian ring.
(b) R ⊆ S has FIP if and only if S = R[α] for some α ∈ S which is algebraic over R.
(c) If, in addition, R ⊆ S is infra-integral, then R ⊆ S has FIP.
(d) If, in addition, R ⊆ S is t-closed and M is an ideal of S, then S is a ﬁeld.
Proof. (a) Since R ⊆ S is seminormal, 0= (R : S) is a radical ideal of S and, hence, of R . As Spec(R) =
{M}, we have R (∼= R/0 = R/M) is an inﬁnite ﬁeld. Thus, S is a ﬁnite-dimensional R-vector space,
hence a semiquasi-local Artinian (and zero-dimensional) ring. As 0 is then the intersection of ﬁnitely
many prime ideals Q i of S , we see that S embeds canonically in
∏
S/Q i , and so S is reduced.
(b) Combine (a) with [1, Theorem 3.8(2)].
(c) By Theorem 4.2, R ⊆ S has FCP. Suppose R ⊆ S is also infra-integral. By Lemma 5.4, all maximal
chains of rings in [R, S] have the same ﬁnite length, say p. Since the “seminormal” hypothesis means
that +S R = R , we can argue as in the ﬁnal paragraph of the proof of Lemma 5.4 to show that if A ⊂ B
is a minimal extension such that R ⊆ A ⊂ B ⊆ S , then A ⊂ B is decomposed. On the other hand,
arguing as in ﬁfth paragraph of the proof of Proposition 5.5, one can show that for each B ∈ [R, S],
there are only ﬁnitely many A ∈ [R, S] such that A ⊂ B is a decomposed extension. The assertion now
follows easily by induction on p.
(d) By the “if ” part of Proposition 4.10, R ⊂ S has FCP. Then by the proof of the “only if ” part of
Proposition 4.10, S is quasi-local and has the same maximal ideal as R . Hence, S is a ﬁeld. 
We are now in position to give our ﬁnal contribution to the characterization of the integral FIP
extensions R ⊆ S . Proposition 5.17 reduces to the case of a quasi-local base ring; then Theorem 5.18
handles that case.
Proposition 5.17. Let R ⊆ S be an integral extension. Then the following conditions are equivalent:
(1) RM ⊆ SM has FIP for each M ∈MSupp(S/R) and MSupp(S/R) is ﬁnite;
(2) RM ⊆ SM has FIP for each M ∈MSupp(S/R) and R ⊆ S has FCP;
(3) R ⊆ S has FIP.
Proof. Combine Proposition 3.7(a), (b) and Corollary 3.2. 
Given a quasi-local ring (R,M) and an extension R ⊆ S , we will ﬁnd the following notation to be
useful in the next result: J := Rad(S), T := R + J , C := (R : T ), and for each i > 0, Mi := M + TMi ,
Ri := R + TMi , and, if R = T , M ′i := Mi/C and R ′i := Ri/C .
Theorem 5.18. Let (R,M) be a quasi-local ring and let R ⊆ S be an integral FCP extension. Let the symbols
J , T , Ri and Mi be as deﬁned above. Then T = +S R. Moreover, either R = T , or M = (R : T ), or there exists an
integer n > 1 such that Mn ⊆ (R : T ) with Mn−1  (R : T ). Furthermore, R ⊆ S has FIP if and only if (either
R/M is ﬁnite or) when R/M is inﬁnite, the following three properties hold:
(i) There exists γ ∈ S such that S = T [γ ] and γ is algebraic over T ;
(ii) Either R = T , or M = (R : T ), or LR(Mi/Mi+1) = 1 for all 1 i  n− 1;
(iii) If R = T , then there exists α ∈ T such that T = R1[α] and α3 ∈ TM, and, with T ′ := R1[α2] and T ′′ :=
R + T ′M, there exists β ∈ T such that T ′ = T ′′[β] and β3 ∈ T ′M.
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semiquasi-local. Consequently, J is a radical ideal of each T -subalgebra S ′ of S . Hence, by Lemma 4.8,
T ⊆ S is seminormal. (The point is that (T : S ′) ⊇ J and, as in the proof of Proposition 4.9, any
proper ideal containing an intersection of maximal ideals must also be an intersection of maximal
ideals.) Also, Max(T ) = { J }, since T / J ∼= R/( J ∩ R) = R/M and each maximal ideal of S meets T
in J . Moreover, for any non-maximal prime ideal P of R , we see via Corollary 3.2 (as applied to
R ⊆ T ) and integrality that P /∈ Supp(T /R); that is, RP ∼= T P . Hence, the canonical surjective map
Spec(T ) → Spec(R) is an injection and all the residual extensions arising from R ⊆ T are isomor-
phisms. Thus, R ⊆ T is subintegral. It now follows easily from Proposition 4.5(b) that T = +S R .
It will be convenient to let C := (R : T ). Assume (only in this paragraph) that R = T and M = C .
Note that (R/C,M/C) is a quasi-local Artinian ring by Theorem 4.2 (which applies since R ⊂ S has
FCP), and so its Jacobson radical is nilpotent. Thus, there exists an integer n 2 such that (M/C)n = 0
and (M/C)n−1 = 0; that is, Mn ⊆ C and Mn−1  C . This proves the “Moreover” assertion.
It remains to prove the “Furthermore” assertion. Without loss of generality, R = S . Consider
(U ,N) := (R/(R : S),M/(R : S)). This is a quasi-local Artinian ring by Theorem 4.2, and U/N ∼= R/M .
If R/M is ﬁnite, so is U/N and then R/(R : S) ⊆ S/(R : S) has FIP by Lemma 5.11, whence R ⊆ S has
FIP by Proposition 3.7(c). Thus, without loss of generality, we may assume henceforth that R/M is
inﬁnite. Then T / J (∼= R/M) is also inﬁnite.
Since T = +S R , it follows easily from Theorem 5.9 that R ⊆ S has FIP if and only if R ⊆ T and
T ⊆ S have FIP. But T ⊆ S has FIP if and only if T / J ⊆ S/ J has FIP, by Proposition 3.7(c). Assume for
the moment that S = T . Since T / J ⊆ S/ J is a ﬁnite seminormal extension with trivial conductor and
T / J is an inﬁnite ﬁeld, Proposition 5.16(b) gives that T / J ⊆ S/ J has FIP ⇔ S/ J = (T / J )[ξ ] for some
ξ ∈ S/ J that is algebraic over T / J ; that is, ⇔ S = T [γ ] for some γ ∈ S that is algebraic over T ; that
is, ⇔ (i). This conclusion also holds if S = T . Hence, a necessary and suﬃcient condition for R ⊆ S to
have FIP is that R ⊆ T has FIP and (i) holds. Therefore, it will suﬃce to prove that R ⊆ T has FIP if
and only if both (ii) and (iii) hold. To characterize the FIP property for the extension R ⊆ T , it will be
helpful to consider the following three cases, which are mutually exclusive and exhaustive: (I) R = T ;
(II) M = C ; and (III) C ⊂ M .
Suppose that case (I) holds; that is, R = T . Then it is trivial that R ⊆ T has FIP, and it is also trivial
that both (ii) and (iii) hold in this case. Hence the result has been proved if (I) holds, and so we may
assume that R = T ; that is, either (II) or (III) holds. As C = R , Proposition 3.7(c) ensures that R ⊆ T
has FIP if and only if R/C ⊆ T /C has FIP. Consequently, we proceed to characterize the FIP property
for the extension R/C ⊆ T /C in cases (II) and (III).
Suppose that case (II) holds; that is, M = C . Since (II) holds, it is trivial that (ii) holds, and so
we turn to (iii). Since M = C , Proposition 3.7(c) gives that R ⊆ T has FIP if and only if R/M ⊆ T /M
has FIP. Recall that R/M is an inﬁnite ﬁeld. Note also that T /M is a quasi-local ring, with maximal
ideal J/M . As R = T = R + J , it follows that J = M , and so T /M is not a ﬁeld. In fact, T /M is not
a reduced ring, since its nilradical is J/M = 0. Hence, by [1, Theorem 3.8(a), (b)], R/M ⊆ T /M has
FIP if and only if there exists ξ ∈ T /M such that T /M = (R/M)[ξ ] and ξ3 = 0; that is, if and only
if there exists α ∈ T such that T = R[α] and α3 ∈ M . Note that R1 := R + TM = R + M = R . Now,
if R/M ⊆ T /M has FIP, with α as above, then we can verify (iii) as follows. Putting β := α2 and
T ′ := R1[α2] = R[α2] ⊆ T , note that M = C is an ideal of T ′ , so that T ′′ := R + T ′M = R + M = R;
then T ′′[β] = R[α2] = T ′ and β3 = α6 = (α3)2 ∈ M = T ′M . This completes the proof that in case (II),
if R ⊆ T has FIP, then (ii) and (iii) hold. On the other hand (still in case (II)), if (iii) holds, then we can
verify that R/M ⊆ T /M has FIP as follows. If α is as in (iii), then (since we have shown in case (II)
that R1 = R), we have T = R1[α] = R[α] and α3 ∈ TM = M . In view of the above application of
[1, Theorem 3.8(a), (b)], this completes the proof that in case (II), if (ii) and (iii) hold, then R ⊆ T has
FIP. Hence the result has been proved if (II) holds. The rest of the proof will be devoted to showing
that if (III) holds, then R ⊆ T has FIP (equivalently, R/C ⊆ T /C has FIP) if and only if (ii) and (iii)
hold.
Assume henceforth that case (III) holds; that is, C ⊂ M . With the help of Theorem 4.2, we see
that R/C ⊆ T /C is a ﬁnite subintegral extension with trivial conductor; and its base ring, (R/C,M/C),
is quasi-local Artinian but not a ﬁeld. The residue ﬁeld, (R/C)/(M/C) ∼= R/M , is inﬁnite. Hence, by
Proposition 5.15, R/C ⊆ T /C has FIP if and only if both R/C ⊆ R ′1 and R ′2 ⊆ T /C have FIP.
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FIP ⇔ LR/C (M ′i/M ′i+1) = 1 for all 1 i  n − 1. Since M ′i/M ′i+1 ∼= Mi/Mi+1 and CMi ⊆ Mi+1 (because
CMi ⊆ M(M + TMi) ⊆ M + TMi+1), we have LR/C (M ′i/M ′i+1) = LR/C (Mi/Mi+1) = LR(Mi/Mi+1). Thus,
R/C ⊆ R ′1 has FIP if and only if LR(Mi/Mi+1) = 1 for all 1  i  n − 1; that is, if and only if (ii)
holds.
It will suﬃce to prove (still in case (III)) that if R/C ⊆ T /C has FIP, then (iii) holds; and if (ii) and
(iii) hold, then R ′2 ⊆ T /C has FIP. To prepare for this, we next characterize (still in case (III)) when
R ′2 ⊆ T /C has FIP. By Lemma 5.14, this happens if and only if one of the following three conditions
holds:
(1) R ′2 ⊂ T /C is a minimal extension (which, by Proposition 3.7(c), is equivalent to R2 ⊂ T being a
minimal extension; in this case, T = R1);
(2) Both R ′2 ⊂ R ′1 and R ′1 ⊂ T /C are minimal extensions (which is equivalent to both R2 ⊂ R1 and
R1 ⊂ T being minimal extensions);
(3) R ′2 ⊂ R ′1 is a minimal extension (which is equivalent to R2 ⊂ R1 being minimal) and there
exist μ,η ∈ T /C such that T /C = R ′1[μ] and T ′/C := R ′1[μ2] = (T ′′/C)[η], where T ′′/C :=
R/C + (T ′M)/C , with μ3 ∈ (T /C)(M/C) = TM/C , μ2 /∈ (TM)/C and η3 ∈ (T ′M)/C .
Note that condition (3) is equivalent to the following condition:
(3′) R ′2 ⊂ R ′1 is a minimal extension (which is equivalent to R2 ⊂ R1 being minimal) and there exist
α,β ∈ T such that T = R1[α] and T ′ := R1[α2] = T ′′[β], where T ′′ := R + T ′M , with α3 ∈ TM ,
α2 /∈ TM and β3 ∈ T ′M; in this case, β ∈ T ′ .
We will next prove that if R/C ⊆ T /C has FIP, then (iii) holds. We have already proved that under
these conditions, (ii) holds. It will be enough to show that each of the conditions (1), (2), (3′), when
taken in conjunction with (ii), implies (iii). Suppose ﬁrst that (1) holds. Then R2 ⊂ R1 = T , and so we
can pick α = β to be any element(s) in TM \ R2. Then (iii) holds since R1[α] = R1 = T , α3 ∈ TM and,
with T ′ := R1[α2] = T and T ′′ := R + T ′M = R + TM = R1 = T , we have T ′′[β] = T [β] = T = T ′ and
β3 ∈ TM = T ′M .
Suppose next that (2) holds. Then by the proofs of Lemmas 5.14 and 5.12(c) (with the latter
applying because (ii) holds), both R2 ⊂ R1 and R1 ⊂ T are ramiﬁed (minimal) extensions, and we
can obtain (iii) as follows. Since R1 ⊂ T is ramiﬁed, there exists α ∈ T such that T = R1[α] and
α2 ∈ TM . As C(R1, T ) = TM = (R1 : T ), we have α3 = αα2 ∈ TM . With T ′ := R1[α2] = R1 and
T ′′ := R+ T ′M = R+ R1M = R+M+ TM2 = R2, we can argue as above, using the fact that R2 ⊂ R1 is
ramiﬁed, to ﬁnd β ∈ R1 = T ′ ⊆ T such that T ′ = R1 = R2[β] = T ′′[β] and β3 ∈ C(R2, R1) = M+ TM2 =
(R + TM)M = R1M = T ′M .
Finally, note that it is evident that (3′) implies (iii). This completes the proof that if R/C ⊆ T /C
has FIP, then (iii) holds.
It remains only to prove (still in case (III)) that if (ii) and (iii) hold, then R ′2 ⊆ T /C has FIP. Assume
(ii) and (iii). By Lemma 5.12(d), (ii) implies that R2 ⊂ R1 is a minimal extension, and so R ′2 ⊂ R ′1 is
also minimal. Also, since R = T , (iii) provides α ∈ T such that T = R1[α] and α3 ∈ TM , and, with
T ′ := R1[α2] and T ′′ := R + T ′M , there exists β ∈ T such that T ′ = T ′′[β] and β3 ∈ T ′M . Let μ :=
α + C , η := β + C ∈ T /C . Then T /C = R ′1[μ], μ3 ∈ (TM)/C , T ′/C = R ′1[μ2], T ′′/C = R/C + (T ′M)/C ,
T ′/C = (T ′′/C)[η] and η3 ∈ (T ′M)/C .
We will consider three cases, studied by applying Lemma 5.14 to the extension R ′2 ⊆ T /C . As-
sume ﬁrst that μ2 /∈ (TM)/C . Then T ′/C = R ′1[μ2], T ′′/C = R/C + (T ′M)/C , T ′/C = (T ′′/C)[η], with
η3 ∈ (T ′M)/C . Since we have seen that (ii) ensures that R ′2 ⊂ R ′1 is minimal, it now follows from
Lemma 5.14(iii) that R ′2 ⊆ T /C has FIP. Next, assume that μ2 ∈ (TM)/C and μ /∈ R ′1. Then, by parts (a)
and (b)(ii) of Lemma 5.13, R ′1 ⊆ T /C is minimal, and so we can get that R ′2 ⊆ T /C has FIP via
Lemma 5.14(ii). For the ﬁnal case, assume that α ∈ R ′1. Then R ′1 = T /C , and so R ′2 ⊆ T /C has FIP.
This proves that in all three cases, (ii) and (iii) jointly imply that R ′2 ⊆ T /C has FIP. The proof is
complete. 
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follows: Either R = T , or M = (R : T ), or LR(TM/M) = n− 1.
(b) The following assertion is a special case of Theorem 5.18. If K ⊂ L are ﬁelds such that [L :
K ] < ∞, then K ⊂ L has FIP if and only if L = K (γ ) for some γ ∈ L. This assertion is a form of the
classical Primitive Element Theorem of ﬁeld theory. For a companion to Theorem 5.18 where the base
ring is a (commutative, but not necessarily quasi-local) semisimple ring, see [16, Theorem III.5].
6. Integrally closed ring extensions having FIP or FCP
Integrally closed FCP extensions and (to a lesser extent) integrally closed FIP extensions have
been studied, primarily for the case of extensions of domains, rather extensively, by Ayache [4,5],
Badawi [6], Ben Nasr [8], Jaballah [4,6,8,30–32] and Gilmer [28]. Here, we will generalize their results
to the context of extensions of arbitrary commutative rings and also give some additional results. Our
proofs are direct, but it should be noted that several of the proofs appearing in the above-cited papers
can be adapted to our context.
The concept of “normal pairs” ﬁgures prominently in this section. Recall from [12] that if R ⊆ S
is an extension, then (R, S) is called a normal pair if each T ∈ [R, S] is integrally closed in S . Davis’
focus in [12] was in developing the theory of normal pairs of domains. In a number of recent papers,
Shapiro and the ﬁrst-named author have carried out the program of extending some results in [12]
and related works to normal pairs of arbitrary rings, often with the proviso that the total quotient
ring of the base ring must be von Neumann regular. Shapiro and the ﬁrst-named author have only
recently realized that a theory of normal pairs for extensions of commutative rings was developed
earlier by Knebusch and Zhang [34], who showed in [34, Theorem 5.2, Chapter I] that “(R, S) is a
normal pair” is one of several conditions that are equivalent to a concept that they call “R is an S-
Prüfer ring”. With that equivalence in hand, we see that [34, Theorem 5.6, Chapter I] may be stated
as follows: if (R, T ) is a normal pair and (T , S) is a normal pair, then (R, S) is a normal pair. (Cf. also
[41, Proposition 3.1.3]; for a proof in case the total quotient ring of R is von Neumann regular, see
[23, Propositions 3.4 and 3.9(a)].) Applying this result successively to the individual extensions in a
ﬁnite chain of minimal extensions gives the following useful fact.
Lemma 6.1. Let R ⊂ S be an extension such that there is a ﬁnite maximal chain {Ri} of rings going from R
to S. If each Ri ⊂ Ri+1 is a ﬂat epimorphism, then (R, S) is a normal pair.
The discussion surrounding [23, Proposition 3.1] established the following easy but useful tool.
Lemma 6.2. Let R ⊂ S be an extension. Then the following conditions are equivalent:
(1) (RΣ, SΣ) is a normal pair for each multiplicatively closed subset Σ of R;
(2) (RP , S P ) is a normal pair for each maximal ideal P of R;
(3) (R, S) is a normal pair.
Part (a) of the next result is an “integrally closed” counterpart of Theorem 4.2. The equivalence
(1) ⇔ (2) in Theorem 6.3(a) is also motivated in part by a characterization of the Prüfer domains
with only ﬁnitely many prime ideals [15, Corollary 2.5]. On the other hand, the equivalence (2) ⇔
(3) in Theorem 6.3(a) stands in sharp contrast to the situation for integral extensions, as an integral
extension R ⊆ S that has FCP need not have FIP. Indeed, by the Primitive Element Theorem, an exam-
ple of this behavior is given by any ﬁnite-dimensional ﬁeld extension that cannot be generated by a
single element, such as the example Fp(Xp, Y p) ⊂ Fp(X, Y ) that was mentioned in Remark 3.15(b).
Nevertheless, we show next that FCP does imply FIP for integrally closed extensions.
Theorem 6.3. Let R ⊂ S be an integrally closed extension. Then:
(a) The following conditions are equivalent:
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(2) R ⊂ S has FIP;
(3) R ⊂ S has FCP.
(b) If the above equivalent conditions hold, then (R, S) is a normal pair.
Proof. We have noted that (2) ⇒ (3) ⇒ (1). To show that (1) ⇒ (2), assume that R = R0 ⊂ · · · ⊂ Ri ⊂
Ri+1 ⊂ · · · ⊂ Rn = S is a maximal chain of rings in [R, S]. Then by Corollary 3.2, |Supp(S/R)| < ∞.
Using [25, Lemma 1.3], we see easily that if M is a maximal ideal of R , then (RM , SM) inherits
condition (1) from (R, S). Therefore, in view of [17, Lemma 3.7], we may assume that R is quasi-local.
Because R ⊆ Ri is integrally closed, successive applications of Lemma 3.10 can be used to show that
each Ri ⊂ Ri+1 is a (minimal) ﬂat epimorphism. (Hence, once the proof of (a) has been completed,
we could also infer (b) by combining Lemmas 6.1 and 6.2.) Then by successive applications of [22,
Corollary 3.2], S is (R-algebra isomorphic to) an overring of R and R1 is uniquely determined as an
overring of R (within a given total quotient ring of R). Moreover, by [22, Theorem 3.1], there exists a
divided prime ideal P of R such that R1 ∼= RP . In particular, R1 is quasi-local. As it is clear that each
R j is integrally closed in Rn , we may repeat the argument, thus showing that R2, . . . , Rn−1 are also
uniquely determined (inside a ﬁxed total quotient ring of R that can be assumed to contain S).
To complete the proof, it suﬃces to show that any T ∈ [R, S] must be one of the Ri . To that end,
we will show that for each k = 1, . . . ,n, there is a divided prime ideal of R , say Pk , such that R/Pk
is a valuation domain of (Krull) dimension k and has quotient ﬁeld Rk/Pk . We next explain why this
will be enough. Taking k = n, we get, via a standard homomorphism theorem, an order-isomorphism
f between [R/Pn, S/Pn] and [R, S]. The former, being the set of overrings of the ﬁnite-dimensional
valuation domain V := R/Pn , is a ﬁnite chain and hence contains only one maximal chain C of rings
going from V to its quotient ﬁeld, namely, C = [R/Pn, S/Pn]. Applying f , we see that f (C) = [R, S] is
a ﬁnite chain and is the only maximal chain of rings in [R, S] going from R to S . It would follow that
[R, S] = {Ri}, and so T ∈ {Ri}, as desired.
It remains only to ﬁnd the suitable prime ideals Pk . For k = 1, we noted above that [22, Theo-
rem 3.1] gives a divided prime ideal P1 of R such that R1 = RP1 canonically (inside a ﬁxed total
quotient ring of R that contains S) and R/P1 is a one-dimensional valuation domain. It also follows
from [22, Theorem 3.1] that each nonunit of R that is not in P1 must be a regular element of R . Then,
by an easy calculation, we have the identiﬁcation P1RP1 = P1. For the induction step, there is no harm
in supposing that we have a divided prime ideal Pn−1 of R such that Rn−1 = R(Pn−1) canonically and
V := R/Pn−1 is an (n−1)-dimensional valuation domain. By the hypothesis on Rn−1 ⊂ Rn , we can use
[22, Theorem 3.1] to get a prime ideal Pn ⊂ Pn−1 of R such that Q := PnRn−1 is a divided prime ideal
of Rn−1, Rn = (Rn−1)Q canonically and W := Rn−1/Q is a one-dimensional valuation domain. Note
that S = Rn = (Rn−1)Q = RPn canonically. The dividedness of Pn−1 gives that Pn−1R(Pn−1) = Pn−1 ⊆ R .
It follows that Q ⊆ Pn−1R(Pn−1) ⊆ R , whence Q = Q ∩ R = Pn . As the dividedness of Q gives that
Q R(Pn) = Q , we have Pn = Q = Q R(Pn) = PnRn−1Rn = PnR(Pn) , and so Pn is a divided prime ideal
of R . Note that the canonical map R/Pn → (R/Pn)R\Pn−1 ∼= Rn−1/Q is an injection. This suggests ap-
plying Nagata composition, in the sense of [36, p. 35]. To obtain the residue ﬁeld of W , factor out its
maximal ideal (Pn−1R(Pn−1))/(PnR(Pn−1)) = Pn−1/Pn , getting the factor ring F := Rn−1/(Pn−1Rn−1),
which is clearly the quotient ﬁeld of V . We now have the pullback V ×F W = R/Pn . By Nagata
composition, this pullback is a valuation domain. By standard fact about pullbacks (cf. [26, Proposi-
tion 2.1(5)]), the dimension of this valuation domain is dim(V )+ dim(W ) = (n− 1)+ 1 = n < ∞. The
proof is complete. 
We pause to record a remarkable fact that was established in the preceding proof.
Corollary 6.4. If R is a quasi-local ring and R ⊆ S is an integrally closed extension such that there exists a
ﬁnite maximal chain R = R0 ⊂ · · · ⊂ Ri ⊂ Ri+1 ⊂ · · · ⊂ Rn = S of rings going from R to S, then [R, S] =
{R j | 0 j  n}.
The next result is an “integrally closed” analogue of Corollary 4.3.
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FIP) if and only if R ⊆ S and S ⊆ T each have FCP (equivalently, FIP).
Proof. Since R is integrally closed in T , the assertion follows easily from Theorem 6.3(a). 
Remark 6.6. (a) Theorem 6.3 generalizes several domain-theoretic special cases that were proved
earlier. In case R is an integrally closed domain with quotient ﬁeld S , see Gilmer [28, Theorem 1.5];
in case (R, S) is a normal pair of domains, see Jaballah [31, Theorem 2.1]; and in case R ⊆ S is an
integrally closed extension with S a domain, see Jaballah [32, Theorem 3.2 and Corollary 3.3].
(b) The above-mentioned case of Theorem 6.3 in which R ⊆ S is an integrally closed extension
with S a domain was also asserted by Ayache [3, Proposition 7, (i) ⇒ (ii), and Theorem 9]. However,
Ayache’s proof that (R, S) is a normal pair is incomplete, because in citing [3, Proposition 4, (iv)], he
did not consider an arbitrary ring T ∈ [R, S].
(c) To amplify the comment that was made just prior to Theorem 6.3, there are some kinds of
ring extensions R ⊂ S where FCP implies FIP although R ⊂ S is not necessarily integrally closed.
For instance, by [19, Theorem 4.9], if R is the prime subring of a ring S , then R ⊂ S satisﬁes FIP
if (and only if) it satisﬁes FCP. An example of such S , where R ⊂ S satisﬁes FIP although R ⊂ S is
not integrally closed (and S is not integral over R) is given by S = Z[X]/(4X − 2,2X2 − X) (cf. [17,
Remark 3.13(a)]).
We next give a signiﬁcant suﬃcient condition for FCP. Note that the posited extension R ⊂ S in
Theorem 6.7 is not necessarily integral or integrally closed.
Theorem 6.7. Let R = R0 ⊂ · · · ⊂ Ri ⊂ · · · ⊂ Rn = S be a ﬁnite maximal chain in [R, S], such that
|Supp(S/R)| = n and Supp(S/R) ⊆Max(R). Then R ⊂ S has FCP.
Proof. By Corollary 4.3, we may assume, without loss of generality, that R ⊂ S is not integral. Put
Mi := C(Ri, Ri+1) and Pi = Mi ∩ R . Since |Supp(S/R)| = n, it follows from Corollary 3.2 that Pi  P j
whenever i = j. Hence Pi+1  Pi , and so Mi+1 ∩ Ri  Mi .
Suppose an index i is such that Ri−1 ⊂ Ri is integrally closed and Ri ⊂ Ri+1 is integral. Since Mi ∩
Ri−1  Mi−1, the Crosswise exchange Lemma 2.7 applies, giving R ′i ∈ [Ri−1, Ri+1] such that Ri−1 ⊂ R ′i
is an integral minimal extension and R ′i ⊂ Ri+1 is an integrally closed minimal extension. Iterating
this process, we get a maximal chain of rings R = R ′′0 ⊂ · · · ⊂ R ′′i ⊂ R ′′i+1 ⊂ · · · ⊂ R ′′n = S and an integer
k such that 0 k  n − 1, R ′′i ⊂ R ′′i+1 is integral and minimal for all i < k, and R ′′i ⊂ R ′′i+1 is integrally
closed and minimal for all i  k. Note that R = R ′′k . The maximal chain R = R ′′0 ⊂ · · · ⊂ R ′′j ⊂ R ′′j+1 ⊂
· · · ⊂ R ′′k = R is composed of only integral minimal extensions; and by Theorem 6.3(b), the maximal
chain R = R ′′k ⊂ · · · ⊂ R ′′s ⊂ R ′′s+1 ⊂ · · · ⊂ R ′′n = S is composed of only integrally closed extensions. Then
R ⊆ R has FCP by Corollary 4.3, and R ⊆ S has FCP by Theorem 6.3(a). Therefore, by Theorem 3.13,
R ⊂ S has FCP. 
A key tool in [12] was a pullback-theoretic characterization of normal pairs of domains having a
quasi-local base [12, Theorem 1]. In [23, Theorem 3.8], a generalization of this was given for normal
pairs whose base is “almost quasi-local” (a certain generalization of “quasi-local”), at the expense
of replacing a localization RM with the corresponding large quotient ring R[M] . Using this result,
one gave a generalization of [12, Theorem 1] for normal pairs whose base is quasi-local with a von
Neumann regular total quotient ring [24, Corollary 2.7]. We next generalize [12, Theorem 1] to normal
pairs of arbitrary rings (with quasi-local base). For the sake of completeness, our proof of Theorem 6.8
will not cite any of the reasoning from [23] or [24].
Theorem 6.8. Let (R,M) be a quasi-local ring. Then a pair (R, S) is normal if and only if there exists
Q ∈ Spec(R) such that S = RQ , Q = SQ and R/Q is a valuation domain. Under these conditions, S/Q
is necessarily the quotient ﬁeld of R/Q .
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Assume that (R, S) is a normal pair. Let u ∈ S , and consider T := R[u2]. As u is integral over T
and T ⊆ S is integrally closed, u ∈ R[u2], whence u is a root of a polynomial in R[X] having at least
some coeﬃcient in R \ M . In particular, R ⊆ S is a P-extension. Also, by Lemma 3.8, either (i) u ∈ R
or (ii) u ∈ U(S) and u−1 ∈ R . It follows that if I is any proper ideal of S , then I ⊆ R , that is, I is
an ideal of R . Hence, by [2, Lemma 3.2], S must be quasi-local, say with maximal ideal Q . By the
above, Q ⊆ R , and so Q ∈ Spec(R). Thus, by Lemma 3.9, RQ = SQ . But SQ = S , and so S = RQ . Since
Q = Q SQ = Q S , it remains only to show that D := R/Q is a valuation domain. Observe that the
quotient ﬁeld of D is F := RQ /Q RQ = S/Q S = S/Q . Since Q is a common ideal of R and S , a basic
fact about normal pairs [23, Proposition 2.9] gives the following. The fact that (R, S) is a normal
pair implies (in fact, is equivalent to) the fact that (D, F ) is a normal pair. Since F is the quotient
ﬁeld of D , another result of Davis [11, Theorem 1] ensures that D is a Prüfer domain. As D is also
quasi-local, it must be a valuation domain, as required.
Conversely, assume that there exists Q ∈ Spec(R) such that S = RQ , Q = SQ and R/Q is a valu-
ation domain. Note that S/Q is the quotient ﬁeld of R/Q . Hence, by [27, Theorem 26.2, (a) ⇒ (d)],
(R/Q , S/Q ) is a normal pair. Then, since Q is a common ideal of R and S , [23, Proposition 2.9] gives
that (R, S) is a normal pair. 
We next address the possible converse of Theorem 6.3(b).
Proposition 6.9. Let R ⊆ S be an integrally closed extension. Then the following conditions are equivalent:
(1) R ⊆ S has FIP;
(2) R ⊆ S has FCP;
(3) (R, S) is a normal pair such that Supp(S/R) is ﬁnite.
Proof. (2) ⇒ (3): Assume (2). Then (R, S) is a normal pair by Theorem 6.3(b), and |Supp(S/R)| < ∞
by Corollary 3.2.
As (1) ⇒ (2), it suﬃces to prove that (3) ⇒ (1). Assume (3). The ﬁniteness of Supp(S/R) implies
the ﬁniteness of SuppRM (SM/RM) for each maximal ideal M of R . Therefore, Proposition 3.7(a) and
Lemma 6.2 allow us to assume that R is quasi-local. It suﬃces to prove that there are only ﬁnitely
many T ∈ [R, S] \ {S}. Given such a T , note that (R, T ) inherits the “normal pair” property from
(R, S). Hence, by Theorem 6.8, there exists Q ∈ Spec(R) such that T = RQ and Q = T Q . Similarly,
since (R, S) is a normal pair, S = RP for some P ∈ Spec(R) such that P = S P . Then P is a common
ideal of R, S and (necessarily) T . Since Q is the unique maximal ideal of T and T = S , it follows
that P ⊂ Q . Pick an element u ∈ Q \ P . As u ∈ R \ P , u must be a unit of RP = S . If RQ = SQ , then
the canonical image of u is a unit of SQ = RQ = T , although u is an element of the maximal ideal
Q of T , a contradiction. Hence RQ = SQ ; that is, Q ∈ Supp(S/R). As there are only ﬁnitely many
such Q , there are only ﬁnitely many possibilities for RQ = T , as required. 
We next give another consequence of Theorem 6.8.
Theorem 6.10. Let R be a quasi-local ring and R ⊆ S an integrally closed extension. Then:
(a) The following conditions are equivalent:
(1) R ⊆ S has FCP;
(2) R ⊆ S has FIP;
(3) There exists Q ∈ Spec(R) with S = RQ , Q = SQ and R/Q a valuation domain of ﬁnite (Krull)
dimension n.
(b) If the above equivalent conditions hold, then |[R, S]| = [R, S] + 1 = n + 1 and [R, S] is linearly ordered
by inclusion.
Proof. Assume that (R, S) has FCP (equivalently by Theorem 6.3(a), FIP). Then (R, S) is a normal
pair by Theorem 6.3(b). It follows via Theorem 6.8 that there exists Q ∈ Spec(R) such that S = RQ ,
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isomorphism between the ﬁnite set [R, S] and [R/Q , S/Q ], the set of overrings of R/Q . The latter
set is linearly ordered and is order-anti-isomorphic to Spec(R/Q ), since R/Q is a valuation domain.
Let m denote the (ﬁnite) number of overrings of R/Q and r the (Krull) dimension of R/Q . Then
r =m− 1 and |[R, S]| =m = r + 1 = [R, S] + 1.
It remains only to prove that (3) ⇒ (2). Assume (3). Note that S/Q is the quotient ﬁeld of
R/Q , Q is a prime ideal of S , and as above, there is an order-anti-isomorphic between [R, S] and
Spec(R/Q ). As (3) ensures that the latter set is ﬁnite, so is [R, S]; that is, (2) holds. 
Remark 6.11. (a) In the context of Theorem 6.10, one can show that Q is a divided prime ideal of R
by reasoning as in [4, Theorem 2.5]: x ∈ R \ Q is a unit in S = RQ ⇒ Q = Q RQ = Q xRQ = xQ ⊆ Rx.
(b) The case n = 1 of Theorem 6.10 generalizes a characterization of minimal ﬂat epimorphisms
due to Ferrand and Olivier [25, Proposition 3.3].
(c) The case of Theorem 6.10 where S is a domain was proved by Ayache and Jarboui [5, Corol-
lary 2.7] by using Kaplansky transforms.
Proposition 6.12. Let R ⊂ S be an integrally closed FIP extension. Then any maximal chain in [R, S] (that goes
from R to S) has length |Supp(S/R)|. If, in addition, Supp(S/R) ⊆ Max(R), then |[R, S]| = 2|Supp(S/R)| .
Proof. Let R = R0 ⊂ · · · ⊂ Ri ⊂ Ri+1 ⊂ · · · ⊂ Rn = S be a maximal chain in [R, S], with Mi :=
C(Ri, Ri+1) and Pi := Mi ∩ R . Then by Corollary 3.2, Supp(S/R) = {Pi | i = 0, . . . ,n − 1}. Let 0  i <
j  n − 1. Using parts (c) and (d) of Theorem 2.1 and an easy iterative argument, we see that Mi is
the only prime ideal of Ri that meets R in Pi . On the other hand, Theorems 2.1(b) and 6.3(b) yield
that M j ∩ Ri = Mi , and so P j = Pi . Hence |Supp(S/R)| = n.
Assume that Supp(S/R) ⊆ Max(R). If M ∈ Supp(S/R), then SuppRM (SM/RM) = {MRM} and, since
RM ⊂ SM is an integrally closed FIP extension, the above reasoning shows that each maximal chain in
[RM , SM ] has length |SuppRM (SM/RM)| = 1. Consequently, |[RM , SM ]| = 2 for all M ∈ Supp(S/R). The
assertion now follows from Theorem 3.6(b), (c). 
Using various parts of [15, Corollary 2.5], one can easily conclude that if R is a domain with
quotient ﬁeld K such that R ⊆ K is an integrally closed FCP extension, then each maximal chain of
overrings of R has length |Spec(R)| − 1. The next result shows how to infer this conclusion directly
from Proposition 6.12.
Corollary 6.13. Let R be a domain with quotient ﬁeld K . If R ⊆ K is an integrally closed FIP (equivalently,
integrally closed FCP) extension, then each maximal chain of overrings of R has length |Spec(R)| − 1.
Proof. Without loss of generality, R = K . If P ∈ Spec(R) \ {0}, then P K = K , whence Spec(R) \ {0} =
Supp(K/R). Now, one need only apply the ﬁrst assertion in Proposition 6.12. 
Remark 6.14. (a) The above recovers a result of Jaballah [30, Theorem 3.3] which was obtained for
normal pairs of domains. See also [3, Corollary 8] and, in this regard, Remark 6.6(b).
(b) Let R ⊆ S be an integrally closed FCP extension of domains. In [5], Ayache and Jarboui deﬁne
Supp(S/R) := {P ∈ Spec(R) | P S = S}, and in [31], Jaballah denotes this by Spec(R, S). We next prove
that this deﬁnition is equivalent to our earlier deﬁnition of Supp(S/R) in case R ⊆ S is an integrally
closed FCP extension of domains.
If there were to exist some P ∈ Spec(R) such that P S = S and RP = S P , then 1 ∈ S P = S S P =
P S S P = P S P = P RP , an absurdity. On the other hand, it remains to obtain a contradiction if one
assumes that there exists P ∈ Spec(R) such that RP = S P and P S = S . Choose N ∈Max(S) containing
P S . Then M := N ∩ R contains P , and so M is also in Supp(S/R). Let R = R0 ⊂ · · · ⊂ Ri ⊂ Ri+1 ⊂
· · · ⊂ Rn = S be a maximal chain in [R, S], with Mi := C(Ri, Ri+1) for each i < n. Then MiRi+1 = Ri+1,
since Ri ⊂ Ri+1 is a minimal ﬂat epimorphism by Theorem 6.3(b), and so no prime ideal of Ri+1 can
lie over Mi . Now, by Proposition 6.12 and Corollary 3.2, there is an index j such that M j ∩ R = M .
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N ∩ R j = M j , and so N ∩ R j+1 ∈ Spec(R j+1) meets R j in M j , the desired contradiction.
(c) We also note that in [5, Theorem 3.1], Ayache and Jarboui obtained the special case of Theo-
rem 6.10(b) where S is a domain.
The following interesting application uses several of the above ideas.
Proposition 6.15. Let R be an order in an algebraic number ﬁeld K , and let R ′ be the integral closure of R
(in K ); that is, R ′ is the ring of algebraic integers of K . Then:
(a) Neither R ⊂ K nor R ′ ⊂ K has FCP (or FIP).
(b) Let P be any nonzero prime ideal of R. Then RP has only ﬁnitely many overrings; that is, R P ⊂ K has FIP
(and hence also has FCP).
(c) R ⊆ R ′ has FIP (and hence also has FCP).
Proof. (a) By Theorem 4.2, it is enough to prove that R ′ ⊂ K does not have FCP. This, in turn, follows
from [15, Corollary 2.5], since each overring of R ′ is a Prüfer domain and R ′ has inﬁnitely many prime
ideals.
(b) By Theorem 4.2, the integral extension RP ⊆ R ′P has FCP since R ′P is a ﬁnitely generated RP -
module (because R ′ is a ﬁnite-generated abelian group) and RP /(RP : R ′P ) is a zero-dimensional
Noetherian (hence Artinian) ring. As RP /P RP is ﬁnite, it therefore follows from Theorem 5.18 that
RP ⊆ R ′P has FIP. Also, the integrally closed extension R ′P ⊂ K has FIP by combining Theorem 6.3 and
[15, Corollary 2.5] (bearing in mind that R ′P is a Prüfer domain with only ﬁnitely many prime ideals).
Hence, the assertion follows from Theorem 3.13.
(c) We saw in the proof of (b) that RP ⊆ R ′P has FIP for each nonzero prime ideal P of R . Hence,
by Proposition 3.7(a), it will suﬃce to prove that MSupp(R ′/R) is ﬁnite. This, in turn, follows from the
facts that R is Noetherian and R ′ is module-ﬁnite over R , because MSupp(R ′/R) is the set of maximal
ideals of R that contain the nonzero conductor (R : R ′) (cf. [33, Exercise 41(d), p. 46]). 
We close with a characterization of FIP that uses much of the above material. Theorem 6.16 ﬁts
nicely into this project when one considers its statement in conjunction with those of Proposition 3.7
and Theorems 3.13, 5.9 and 5.18.
Theorem 6.16. An extension R ⊆ S has FIP if and only if R ⊆ R has FIP, |MSuppR(S/R)| < ∞, and for each
M ∈ MSuppR(S/R), there exists P ∈ Spec(R) such that P ⊆ M, SM = RP , P RM = P RP , and RM/P RM is a
ﬁnite-dimensional valuation domain.
Proof. By Theorem 3.13, R ⊆ S has FIP if and only if R ⊆ R and R ⊆ S have FIP. By Proposition 3.7(a)
and Corollary 3.2, R ⊆ S has FIP if and only if |MSuppR(S/R)| < ∞ and RM ⊆ SM has FIP for each M ∈
MSuppR(S/R). By Theorem 6.10(a), this last condition is equivalent to: for each M ∈ MSuppR(S/R),
there exists Q ∈ Spec(RM) with SM = (RM)Q , Q = Q SM and RM/Q is a ﬁnite-dimensional valuation
domain. But any Q ∈ Spec(RM) is of the form Q = P RM for some P ∈ Spec(R) with P ⊆ M . Then the
assertion follows since SM = (RM)Q = RP and P RM = Q = Q SM = P SM = P RP . 
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