Integrating image processing in video surveillance systems is a challenging task that has been attempted for the past several decades. Despite being susceptible to crime, automated teller machine (ATM) surveillance system has not been fully integrated with image processing application for detecting criminal activity. On the other hand, the conventional state of the art image processing algorithms available for occluded and covered face detection, human abnormal behavior analysis and illegal object detection may not work for ATM having different environment (i.e. illumination and camera view), abnormal gestures, and crime devices. This article reviews the previous research works on all possible image processing applications that can be used in the ATM surveillance camera. The review embarks with the aim of (1) categorizing the studies, (2) analyzing their weaknesses and strengths, (3) highlighting significant research findings and (4) providing future research directions. To achieve these goals, this review summarizes the information based on abnormality detection, features, system framework and methodology, image acquisition, sample specification, performance analysis and project funding. Furthermore, the survey evaluates the studies from the point of view of their applicability, suitability, and usage in dynamic environment such as ATM. Viewing as a whole, despite having huge potential, a full-fledged video surveillance system integrated with image processing methods has not been found in the existing literature for ATM. The findings of this review may help the future researchers to develop dynamic and multipurpose algorithms for surveillance system that can detect and prevent ATM crime.
Introduction
Criminal activities in ATMs, such as robbery, have been occurring frequently as reported in newspapers worldwide. Not only developing and underdeveloped but developed countries as well are not safe from the threat of ATM robbery [1] [2] [3] [4] [5] [6] . As reported in recent news, robbers are not afraid of contemporary video recording surveillance techniques because the recorded videos are used for forensic investigation of the robbery's aftermath and do not help much to prevent ATM crime. Therefore, an instant detection of ATM crime using surveillance camera has become a demanding issue to ensure secured ATM environment. With the flourishing advances in modern technologies, video surveillance cameras integrated with image processing techniques can be used to detect criminal activities in ATM and to give a warning alarm. Although there are numerous image processing algorithms available for occluded or covered face detection, human abnormal behavior analysis and illegal object detection, not all the conventional state of the art algorithms will work for ATMs owing to different environment (illumination, camera view, captured scene, etc.), abnormal gestures and crime devices or accessories. Therefore, extensive research has been carried out for application of ATM crime detection using surveillance camera. Despite being a potential research area a very few traces of critical reviews has been found for the available articles on ATM crime detection 1 3 using surveillance camera. Specifically, a brief description has been found in the literature review section of the previous articles.
The main aim of this paper is to review in detail existing articles on ATM crime detection using image processing integrated surveillance camera. Specifically, the present study selects the existing articles through a systematic review process. In addition, the review summarizes the information based on abnormality detection, features, system framework and methodology, image acquisition, sample specification, performance analysis, and project funding. Further, the survey evaluates the studies from the point of view of their applicability, suitability, and usage in a dynamic environment such as the ATM. In addition, this review categorizes the studies, analyzes their weaknesses and strengths, highlights significant research findings and concludes future research directions.
The rest of the article is organized as follows. Section 2 presents study selection process through systematic review. Summary and research findings of abnormalities detected by the studies are presented in Sect. 3. Summary and limitation of features used by the studies are given in Sect. 4 . Section 5 evaluates the system framework and methodology of the previous studies. Discussion on image acquisition processes of the previous articles are given in Sect. 6. Summary and shortcoming of sample specification, performance analysis parameters and project funding are described in Sects. 7, 8 and 9, respectively. Finally, some concluding remarks and future research directions are given in Sect. 10.
Study selection process through systematic review
The study selection process of review was conducted in accordance with the preferred reporting items for systematic review and meta-analysis PRISMA statement [7] as shown in Fig. 1 . The methodology of the review was accomplished by four steps-"identification," "screening," "eligibility," and "included"-for the study selection process and to obtain flawless results. In the identification step, we searched for works related to our research question by choosing potential keywords and arranging them in a logical manner. The keywords for searching included "video surveillance" and "ATM" or "real time" or "CCTV" or "DVR" or "camera" or "robbery" or "burglary" or "mask" or "scarf" or "muffler" or "sunglass" or "helmet" or "occluded face" or "covered face" "peeping" or "facial feature" or "unusual posture" or "unusual object" or "illegal object" or "fight" or "overcrowd" or "ACT" or "legislation" or "security". The records were searched in sources such as databases (Google Scholar and ScienceDirect), newspapers, websites, video documentaries, and through manual searching for only documents in English. As illustrated in Fig. 1 , full text articles which fulfilled the PRISMA criteria were included in the review for a detailed evaluation. According to the searching strategy 22 articles were included in the review for a detailed evaluation. These 22 articles signify existing projects on ATM crime detection using image processing integrated surveillance camera. Table 1 lists the 22 research works and we can see that the articles were published between December 11, 2002 , and May 1, 2018.
Abnormality detection
Researchers considered some activities as abnormalities at ATMs. For example, robbers hide their faces with hats, sunglasses, mufflers, masks, etc. Further, they attach spy cams to ATM machines to capture user ids and passwords. Moreover, card forgery using skimming device installation is a common ATM crime. Sometimes, robbers attack ATM users and snatch the withdrawn money. Different studies focused on different abnormality issues in their problem solving. Therefore, we grouped the selected studies into four categories according to the abnormality detection such as occluded or covered face detection [8, 10, 11, 13, 16-18, 20, 21, 23, 24, 26, 27, 29] , user abnormal activity detection [12, 14, 15, 19, 22, 28] , both occluded face and user abnormal activity detection [19] and illegal object detection [9, 25] as shown in Fig. 2 . Numerous accessories can be used for hiding the face during an ATM robbery. Tables 2 and 3 presents summary of face covering accessories identified by the previous studies. As shown in the tables, most of the investigations identified occlusion with common accessories such as hats [8, 23, 24, 26, 29] , helmets [11, 23] , masks [8, 10, 17-21, 23, 26, 29] , sunglasses [8, 16-18, 20, 21, 23, 26, 29] , mufflers [8, 16, 20] , and scarves [16] . [27] was the first to deal with face occlusion with multiple accessories. However, the study experiences difficulty to detect common accessories such as Eye-shape and reflecting surface of eyeglasses and sunglasses [30] . In addition, the previous studies did not deal with some other common accessories such as hijab, niqab and robber ski mask wearing faces. On the other hand, Table 4 lists user's abnormal activities detected by the previous studies. The studies investigated variety of abnormal activities such as abnormal eye gaze point [14] , password fraud or theft [12, 15] , overcrowding [19, 22] , fight or robbery [15, 22] . In addition, [28] was the first that deduced various normal and abnormal actions committed by a single person or multiple persons, such as walking, resting, meeting, fighting, browsing, hitting, and running, at the ATM premises. There are also two research works [9, 25] that investigated illegal objects attached to ATM machines. Specifically, the studies detected the location of spy cams and skimming devices that have a strong resemblance in color and shape to the host machine.
From the above discussion, we illustrated researchers' field of interest for ATM video surveillance application in Fig. 3 . As shown in the figure, approximately 64% of studies focused on face occlusion detection; whereas 23% and 9% of investigations concentrated on user abnormal behavior and illegal object exploration, respectively. In addition, there are 4% of investigations that combined face occlusion and abnormal behavior analysis. This implies that researchers showed great interest in incorporating face occlusion analysis into ATM video surveillance applications in preference to abnormal activity analysis and illegal object recognition. However, previous face occlusion detection studies in ATM surveillance applications are not accessory independent and robust enough to detect occlusion by multiple accessories. Although object recognition has significant research potential, researchers have somehow overlooked this area for ATM video surveillance applications. On the other hand, very few investigations were conducted on abnormal activity detection for ATM video surveillance applications, but the analyses of activities have variations. 
Features
The researchers utilized some features for abnormality detection. Table 5 outlines the features exploited by different studies. Approximately 10 publications [8, 14, 16-20, 24, 26, 27] focused on facial components (eye, nose, and mouth). Approximately eight investigations [10, 12-14, 21, 23, 26, 29] exploited skin color, though among them [14, 26] combined facial components, [10, 13, 21, 23] combined the elliptic face shape, and [29] combined both elliptic face shape and omega (Ω) head-shoulder shape with the skin color feature. Other features used by the articles are for (1) helmet detection: circular shape [11] ; (2) human behavior: pixels' weighted kinetic energy and motion blob information [15] , motion blobs' standard deviation [22] , and motion [12] Peeping password, beating machine Ding et al., 2010 [15] Non-violent crimes such as fraud, and password theft and Violent crimes such as robbery Ray et al., 2015 [19] People count Goswami et al., 2015 [22] Fight, overcrowding Tripathi et al., 2016 [28] Rest, meet, walk, fight, brows, left, catch, hit, jump, kick, punch, run, shake hand, shoot gun, stand, climb, wave, single normal, single abnormal, multiple normal, multiple abnormal Fig. 3 Fields of interest in research works for ATM video surveillance application [29] ✓ ✓ ✓ descriptor value [28] ; and (3) machine abnormality: pixel characteristics (color) and sustain time [9, 25] .
Further we illustrated features of interest in research works for ATM video surveillance applications in Fig. 4 . As shown in the figure, 36% of the investigations were on facial components. On the other hand, 5% depended on the skin color feature, and approximately 9%, and 18% of studies combined the skin color feature with facial components and elliptic face shapes, respectively. In addition, about 5% studies combined skin color feature with both of elliptic face shape and omega (Ω) head-shoulder shape. This could be due to the locations of the eye, nose, and mouth are unique to a human face, whereas skin color may vary from continent to continent [31] , and hair style can distort the elliptic face shape [32] . This shows the scientists' interest in facialcomponent-detection-related image processing algorithms. Approximately 27% of studies relied on other features. The lone study using the helmet shape feature [11] appears to have not been improved by further investigation up to now.
With reference to the machine abnormality detection feature, researchers depended only on pixel characteristics (color) and sustain time [9, 25] , but did not taken the machine shape feature into account.
System framework and methodology
For abnormality detection, all the works followed some of the fundamental image processing steps in their system framework and methodology. Figure 5 summarizes the commonly used fundamental image processing steps in system framework and methodology of all the research works. As illustrated in the figure, most common steps are, but not limited to, image preprocessing, moving object detection, face detection, facial component detection, object shape-appearance detection and decision making. Summary of methods used in each fundamental step as well as their remarkable [8, 14, 20] · · · [16] · · · [10, 12, 13, 21, 23, 29] [8, 14, 16, 17, 18, 19, 20, 24, 26, 27] [15]
· · · [11, 25, 28] · · · Refers that the articles may contain other image processing steps in their frameworks and methodology 
Image preprocessing
17 articles [9, 10, 12, 13, 15, [17] [18] [19] [21] [22] [23] [24] [25] [26] [27] [28] [29] out of 22 were found to follow the image preprocessing step. Table 6 summarizes the image preprocessing step of the investigations in terms of preprocessed effect, image property and preprocessing method. As shown in the table, the studies under discussion performed preprocessing for illumination noise reduction, shadow removal, face position correction, motion-rich frame generation, appropriate color model selection, color space conversion and intensity enhancement. Although ATM scenarios are highly affected by illumination, which is one of the major causes of false detection, only 12 studies [9, 13, 15, 18, 19, [22] [23] [24] [25] [26] [27] 29] eliminated this effect. Among them, [18, 19, 25] applied histogram equalization (HE) to reduce the noise produced by illumination, though [33] states that HE can best help only when the image is intensified or darkened globally. [9, 15, 26] used Gaussian models for continuous background updating. However, [13] argued that continuous background updating according to the frame's variance requires less computation complexity and time than Gaussian models under a fast-varying background [22] . mentioned another background updating method as part of the rolling average background subtraction technique [34] . The updating method is remarkable for quickly incorporating new information and forgetting older information. The self-adjustable light compensation algorithm used in [24] has the capability to overcome true skin color distortion caused by light strength. The lone study [29] attempts to remove shadow caused by illumination using approach [35] . However, the approach [35] performs with too high computational complexity for low resolution video surveillance images [36] . ATM scenarios may contain face poses other than frontal and upright faces. For example, an inclined face is the most [28] Motion rich frame generate Magnitude of each pixel intensity Root of sum of square (RSS) Zhang et al., 2018 [29] Motion rich frame generation, shadow removal
Pixel intensity, motion vector Kurtosis based frame interval selection and three-sigma rule based adaptive thresholding [41] , shadow removal approach in [35] commonly occurred face pose during ATM use. Detection of different face poses is a difficult challenge in the face detection procedure [42] , though none of the researchers, except [24, 27] showed their concern over this issue. The radiation template method used in [24] can straighten nonupright faces according to the facial rotation angle. On the other hand, the inclined face detector [42] used in [27] can handle the users' face poses when they look down at the touch panel, which is parallel to the ground plane. Because it is a vital step in most studies, skin color detection must be accurate enough to avoid an error-prone detection process. Among the seven works using the skin color feature- [10, 12-14, 21, 23, 26] -only [10] performed the pre-experiment of finding the appropriate color model for accurate skin color detection [10] . tested three color spaces, i.e. RGB, HSV and YCbCr, and found the skin color detection result is more accurate in the YCbCr color space than in the RGB or HSV color space [21, 28, 29] . performed preprocessing to generate motion-rich frames as abnormal activity fills frames with motion. This approach reduces processing time due to motionless or negligible-motion frames. In addition, generation of motion rich frames helps to generate a complete motion edge during foreground or moving object extraction.
Moving object detection
Seven investigations [9, 13, 21-23, 26, 29] followed this stage, and Table 7 summarizes this step in terms of extracted features of the moving object, image property used in extraction and methods of extraction. As shown in the table, the literatures commonly used frame difference (FD) method for foreground or motion edge extraction.
FD obtains the pixel-based difference between the background and the current motion frame. However, as ATM scenarios are dynamic, the FD image may contain noise due to edges of other people, background, and illumination. Therefore, the specialists applied some other manipulations along with FD to extract the noiseless moving edge. For example; [26] employed FD on a mixture of a Gaussian (MOG)-produced background and the Canny edge detection result of the current frame. This is because MOG continuously updates the background to make it illumination insensitive. In addition, the Canny operator is symmetric along the edge and reduces the noise by smoothing the image [43] . However, the Canny operator, which is a Gaussian edge detector, requires complex computation. As in [26] , the analyzer in [9] also modeled the background with the Gaussian mixture model, but performed FD on the modeled background and the current frame [23] . implemented the logical conjunction of the FD image and the Sobel edge detection result of the current frame. Note that the Sobel detector is a simple gradient edge detector having a low computational cost, though it is sensitive to noise [43] . However, Sobel's noise sensitivity does not influence the moving object extraction result, as the logical conjunction retains only those pixel values that are common to the FD image and the Sobel edge image. [21, 29] combined the distance transformation (DT) of the FD image and the edge detection result of the current frame. However, the common problem of DT is that the images to which DT is applied need to be noiseless, because computing exact distances from inexact features will produce misleading results. As a consequence, DT algorithms will give approximate [29] Foreground, complete head-shoulder motion edge Intensity Distance transformation, edge detection results rather than accurate outcomes for FD images of dynamic ATM scenarios. Besides, DT algorithms are computationally complex, though the computational complexity can be reduced if only a small image neighborhood is used [44] . The author in [13] applied FD on low variance background frame and high-variance current frame for foreground extraction. On the other hand, [22] applied an special frame differencing method known as rolling average background subtraction technique [34] for foreground extraction. Next, the literatures extracted the moving object region with the detected foreground or moving edges. For that they performed various operations such as particle noise removal, hole filling, morphological dilation-erosion, B-spline active contour [45] , straight line fitting, and histogram as shown in the table. Besides, two literatures [21, 23] ensured unbroken and entire object extraction, respectively. For this, [23] merged the motion blob area using the straight line fitting method, whereas [21] compared the [Maximum, Minimum] x-coordinate value of the head-shoulder contour [23] . also identified the object movement direction, i.e., forward or backward movement, based on the aspect ratio of the bounding box.
Face detection
13 studies [8, 10, 12-14, 18-21, 23, 26, 27, 29] were found on the subject of face detection. Table 8 gives an overview of the face detection step in terms of features extracted, image property used and face detection methods. Among them, [18, 19, 27] used trained face detectors. To be more specific, [18] used the MCT-based AdaBoost face detector [46] . When AdaBoost training is combined with modified census transform (MCT) features, the combination speeds up the detection process and has the benefit of simplicity of learning [27, 47, 48] . applied the FA1 holistic frontal face detector [49] , which is based on the Viola-Jones object detection algorithm, and could detect frontal facial postures but failed in inclined face detection. Consequently, the author used a newly constructed holistic inclined face detector, based on the manipulation in [42] , along with FA1. The newly constructed detector has the advantage of giving accurate results by maintaining the speed of the Viola-Jones detector or FA1 [19] . utilized the MATLAB function vision. CascadeObjectDetector() which uses the Viola-Jones Algorithm [50] . Note that the investigator needed to introduce certain parameters in this function to increase its performance and to make it more robust to external conditions. [10, 13, 21, 23 ] considered the face shape as an ellipse and exploited the ellipse-fitting technique for face detection. [10] observed that if their proposed elliptical model is combined with the skin color information in the YCbCr color space [59] [60] [61] , accurate results are obtained for face segmentation. Because the skin color extraction outcome is better and calculation is simpler in the YCbCr color space than in the RGB and HSV color spaces. [13] claimed that their self-adaptive ellipse-fitting algorithm can detect the face more accurately as it calculates two discrete ellipses: an interior discrete ellipse and an exterior discrete ellipse. The ellipse-fitting method [58] adopted in [21] is a simple, stable, and robust fitting method that can be easily implemented. The approach requires no iterations for computation of the optimal solution. The approach also guarantees fast point fitting and an ellipse-specific solution even for scattered or noisy data, with no computational ambiguity. The elliptical approximate algorithm [56] utilized in [23] tracks the head by matching the obtained motion edge with the ellipse perimeter. As the efficiency of this algorithm depends upon the gradient magnitude around the perimeter of the ellipse, the method can be applied even on the maximum lateral velocity of the head. However, the amount of acceleration of the head must be limited. The algorithm is also subjected to a smooth curve with hairs covering the neck, which limits its effectiveness only for short hair head tracking. In addition, this algorithm tracks the head along with hair and needs some other consideration to define the face within the detected ellipse area. The ellipse fitting approach in [29] applied least square method to fit the canny edges of head area into an ellipse using middle and lower boundary outlines extracted from the omega shaped head. However, the approach faces problems due to torsion head position and high computational complexity.
Similar to [10] , the studies [12, 14, 26] took advantage of skin color in face detection, but they manipulated the Gaussian skin color model [57] , color histogram matching (CHM) [52] , and the HSV color space, respectively. The Gaussian model performs better than the ellipse model because it uses the probability value to locate the skin color pixel, which overcomes the ellipse model's over-segmentation and insufficient segmentation situation. CHM performs well in face detection through searching for skin-colored pixels because color histograms are stable object representations in the presence of occlusion and changed views. However, one problem of CHM is that it requires much more careful analysis in the application of color recognition under varying light conditions [52] . The investigator of [26] states that the H component of HSV alone can detect faces in washed-outlooking images. Now we turn to studies using other methods. The researchers in [8, 20] applied the Gabor wavelet and extracted the face using support vector machine (SVM) [51] by hierarchical classification varying the size of the image. Note that Gabor wavelets can derive desirable facial features characterized by spatial frequency, spatial locality, and orientation selectivity. It is advantageous as it can cope with variations due to illumination and facial expression changes. However, the derived facial features have high dimension, which causes high computational complexity [63, 64] . Therefore, unlike [8] , the investigator of [20] converted the intensity face image into gradient-mapped [53] [54] [55] images in a scale space. This is because converting intensity images into gradient-mapped images in a scale space gives a better smoothing effect during processing.
Facial component detection
There are ten studies [8, 14, 16-20, 24, 26, 27] that deal with the level of facial component detection in their proposed methodologies. Table 9 gives an outline of this step in terms of facial component feature, image property used and facial component detection method. The researchers in [8, 16, 17, 20] detected the facial components as Gabor features. Because the Gabor feature is high dimensional and involves high computational complexity [64] , the researchers in [8, 16, 20] needed to apply an additional dimensionality reduction scheme such as principal component analysis (PCA) [65] to Gabor features. On the other hand, [14] used Template Matching (TM) with eye shape information as a template, because eye shape is almost unique in the face area, even if the user closes his eyes. As TM approach is simple to implement, it can be easily completed in a frame interval and is good for real-time processing. However, it also has shortcomings because it cannot effectively deal with variation in scale, pose, and shape [66] . The researchers in [18, 27] used facial component detectors, i.e., the MCT-based AdaBoost eye-mouth detector [67] and the Viola-Jones general object detector [49] , respectively. Here, the Viola-Jones general object detector is one of the most widely used detectors for various object classes such as faces [62] and facial components [49, 68] because of its high detection rate [69] , computational efficiency [70] , and the availability of an open source implementation. There is another investigator [19] that utilized the Viola-Jones algorithm for eye, mouth, and nose detection. As stated in [24] , geometric and algebraic measures [71, 72] can be an effective approach to facial characteristics extraction, because facial appearances vary among people, and thus there is a stable measurement for each person. Unlike other researchers, [26] performed a series of operations on the V component of images in the HSV color space for eye, nose, and mouth location detection. The operations include hole filling, morphological closing, image differencing, skeletonization, feature distance computation, and projection peak analysis. Note that, similar to [26] , morphological operations were used in other studies, for example [10, 12, 22, 23, 25] . Morphological operations are useful operation for hole filling broken points or small gaps in the detected region, edge, and blob area.
Object shape and appearance detection
In addition to the above, some studies determined the shape and appearance of abnormal motion, events, objects, etc. The method in [25] applied image differencing on histogram equalized background and incoming images to extract area of illegal objects from the enhanced appearance of subtracted pixel intensity value [28] . applied the histogram of oriented gradients (HOG) to extract the shape and appearance features of local objects from the distribution of intensity gradients and edge direction. HOG is highly efficient for describing changes in larger spatial regions. This is because it operates on local cells and is invariant to geometric and photometric transformations. However, the descriptors perform poorly in the case of object orientation. In contrast, [11] detected circular arcs with their proposed modified Hough transform (MHT) method. The method detects circles in the image with the Hough transform. Then geometric methods and the threshold value are applied to choose the best-fitting circle to the helmet shape. The method is very effective even for the images under salt-and-pepper noise.
Decision making
The decision-making phase is present in all the writings. The literature under survey employs either a trained classifierbased system [8, 10, 13, 14, 16, [18] [19] [20] [27] [28] [29] or a untrained classifier-based system [9, 11, 12, 15, 17, [21] [22] [23] [24] [25] [26] ]. An overview of the decision-making features and methods used in the trained classifier-based and untrained classifier-based system are given in Tables 10 and 11 , respectively.
From Table 10 we notice that three investigations [8, 20, 27] used support vectors as a classifying feature and used SVM [51, 82] . SVM is a very powerful supervised learning algorithm and has been widely applied in image classification. The idea of SVM is rooted in statistical learning theory [51, 82] . However, the run-time complexity of classification using nonlinear SVM is very high, as the run-time complexity is proportional to the number of support vectors [95, 96] . To reduce the run-time complexity, [27] used the radial basis kernel (RBF) with SVM, and the authors of [8, 20] choose the polynomial kernel for SVM. Note that the polynomial kernel relates the nonlinear support vector to vector quantization, and thus support vectors act as templates that reduce the processing time. In addition, [27] reduced the data dimensionality using the PCA feature extractor [97, 98] before the SVM classifier is applied. On the other hand, the researchers in [10, 13, 18] considered various training threshold values as a classifying feature, whereas [14, 19, 28] took the template as the classifying feature. Besides, the authors in [29] utilized both training threshold value and template as classifying feature. In addition, the literatures applied various classifying methods. Among them neural network methods used in [14, 16, 18, 28] are remarkable [18] . calculated the confidence interval threshold value and used Hinton's deep belief neural network [81] , which employs an adaptive multilayer encoder and a decoder network to transform high-dimensional data into a low-dimensional code and to recover the data from the code, respectively. This neural network has the specialty of learning low-dimensional codes that work much better than PCA as a tool to reduce the dimensionality of data. The hourglass-type neural network [80] used in [14] can accomplish small-domain tasks with few heuristics, which is suitable for real-time processing [99] . On the other hand, the random forest classifier [88] used in [28] is robust to noise in training datasets and is a very stable model builder.
The approach enables efficient matching with high speed for larger datasets. This makes the classifier very efficient for real-time environments. However, its performance is often dependent on the training dataset [16, 28] . took local [21] Skin color area ratio (SCAR) threshold Methods in [23, 92, 94] , threshold value comparison Min et al., 2011 [24] Similarity and distance measurement value of K-L base and face like shape Similarity and distance measure, threshold value comparison Goswami et al., 2015 [22] Standard deviation threshold value Standard deviation formula, threshold value comparison Rattanapitak et al., 2015 [25] Binarizing threshold value Thresholding guided by low or high intensity subregion
Gabor binary pattern histogram sequences (LGBPHS) [83] representation as the classifying measure and used the nearest neighbor (NN) classifier and the Chi square distance for classification. As stated by [16] , the NN classifier becomes very robust in abnormality classification, when the classifier is used with selective LGBPHS description. From Table 11 , we observe that all the non-classifierbased surveys, [9, 11, 12, 15, [21] [22] [23] [24] [25] , except [17, 26] , compared threshold values for abnormality analysis. The threshold values are either derived from some formula or assumed based on some relational conditions. For example, [21, 23] compared the skin color ratio value, which is determined by the methods in [23, 92, 94] , respectively [12] compared the peeping face sustain time with a given threshold value, where the sustain time is determined by Kalman filter [93] . The investigator in [12] also compared a vibrating ball's displacement with a given threshold value. Here, the vibration ball's displacement is measured by the maximum entropy method. [25] used binarizing threshold value, which is selected depending on the high-and low-intensity variation subregion. [15] compared the weighted kinetic energy threshold, blob interference, blob size, and blob staying time threshold value. The author employed weighted kinetic energy curve analysis and blob information analysis for the threshold values. On the other hand [17, 26] , analyzed the relative location of facial features for abnormality analysis [17] . used geometric analysis approaches [89] [90] [91] , whereas [26] utilized the average length and relative distance of facial features.
Image acquisition
As we focus on robbery detection through ATM video surveillance, image acquisition techniques could be an important criteria of assessment. The previous studies could not experiment with real data collected from ATMs or banks owing to confidentiality and security issue. For data modeling, they either recorded videos with image acquisition apparatus or collected images from popular databases. From the standpoint of the image acquisition process, the literatures are grouped into two categories such as apparatus and database as shown in Fig. 6 . Further, the seven articles [12, 15, [22] [23] [24] [25] 27 ] that use image acquisition devices to acquire input images are listed in Table 12 . The five research works [8, 16, 18, 20, 28] that used input images obtained from different databases are included in Table 13 .
Usually, the ATM video surveillance system has experienced three stages of development in its image acquisition methodology: the analog video surveillance system (VCR), semi-digital video surveillance system (DVR/NVR), and digital video surveillance system (CCTV). The modern video surveillance systems have now been upgraded to fully digital, i.e., close circuit television (CCTV) [107, 108] . In addition, the existing ATM's structural design contains two types of cameras: one obvious camera mounted on top of the ATM and a hidden front camera installed inside the ATM machine. The obvious top camera captures a broader view around the ATM and cannot capture detail of user's facial feature. Thus, the obvious top camera is useful in analyzing activities in ATM. On the other hand, the hidden front camera captures close view and details of the user's face image, which is more useful for analyzing and identifying potential criminals with covered faces [109] . Furthermore, the study by [110] describes contemporary ATM front camera distance from the user and camera's captured view. According to the study, users typically stand approximately 2 feet (61 cm) away from the camera when they are using an ATM. The contemporary front camera of ATM can cover 2 feet vertical view of the user.
However, most of the previous studies from Tables 12 and 13 lacked in giving attention to real ATM surveillance camera arrangement (camera type, camera-user distance and captured view) during data recording and collection. Although [15, 27] surveyed ATM outlets for camera installation information, [15, 27] used top camera for activity detection and face occlusion detection, respectively. In addition, both studies did not consider camera distance and captured view instruction [110] . On the other hand, the databases [101] [102] [103] [104] [105] [106] used by the previous studies are benchmark databases of computer vision and action recognition approaches. In addition, the databases contain images with different facial expressions, occlusions, activities and illumination conditions. However, the images are not captured according to ATM camera arrangement instructions [107] [108] [109] [110] [24] Hand-held video camera Suhr et al., 2012 [27] Low priced real ATM camera Goswami et al., 2015 [22] Low resolution mobile camera Rattanapitak et al., 2015 [25] CMOS camera since the databases are not created for ATM surveillance application. There are also ten research works [9-11, 13, 14, 17, 19, 21, 26, 29] that did not mention their image acquisition process.
Sample specification
In this section, the studies are scrutinized based on the sample specifications used in their experiments. As shown in Fig. 7 , the publications are first divided into two sets: (1) trained classifier using training and test images/ videos as input and (2) untrained classifier using only test images/videos as input. Both of the categories are further divided into parts based on whether they used images or videos as input. Most studies using classifiers [8, 10, 14, 16, [18] [19] [20] 27 ] employed images as their input, whereas only two studies [13, 28] used video input while [29] , utilized both images and videos as input. On the other hand, the majority of the non-classifier-based studies [9, 12, 15, [21] [22] [23] [24] [25] used video as their input, whereas only three [11, 17, 26] studies processed images. In Tables 14, 15 , 16 and 17, image samples are evaluated by criteria such as sample size and image resolution, while video samples [20] Purdue Univ. AR DB [102] , Self-made SAIT DB Choi et al., 2010 [18] Asian face DB PF01 [103] , POSTECH face DB (PF07) [104] , AR face DB [102] are assessed by specifications such as sample size, video format, video length, frame rate, and video resolution. Note that, the lone study [29] using both images and videos used approximately 581 images obtained from dataset [66] for training and 120 self-made videos for testing. Resolutions of the training images are 13 × 13 to 300 × 300 pixel and resolution of the testing video frames are 640 × 480 pixel. In addition the method in the study [29] works at a speed of 6-12 fps. A number of remarkable research facts can be found in the selected literature regarding sample specification. First, experimentation with large samples gives a better chance to estimate the system performance or error rate, but approximately 41% of the studies [8, 18, 20, 21, 23, 24, [27] [28] [29] experimented with a large sample volume. Second, earlier ATM CCTVs were inexpensive units with low resolution [22] , but the trend is changing now. With the advancements in technology, low-price but high-resolution CCTV cameras are available in the market and are used in security surveillance [111] . Despite that, only [9] proposed a method for high-resolution video/ image analysis. Another noteworthy observation is that experimentation with long videos is very important to judge a system's competency in processing large amounts of continuous frames. In spite of this, only two investigators [9, 25] experimented with long-duration videos. Finally, lower video frame rates create small-size videos and results in broken movement, which makes the detection process inefficient. However, only four investigations [9, 15, 24, 28] used the benchmark video frame rate for recording moving objects [112].
Performance analysis
In this section, the studies are reviewed according to how the performance analysis is implemented. The studies are divided into two classes: (1) self-analysis and (2) comparative analysis, as shown in Fig. 8 . Self-analysis refers to performance estimation of the method using performance measure criteria, whereas comparative analysis refers to performance estimation of the method using performance measure criteria as well as comparison with other methods. To be more specific, the studies used some criteria to judge performance, such as true positive rate (TPR), true negative rate (TNR), false positive rate (FPR), false negative rate (FNR), accuracy (ACC), positive predictive value or precision (PPV), F-measure (F-M), receiver operating characteristic (ROC) curve, number of correct recognitions (N.CR), number of incorrect recognitions (N.IR), recognition rate (RR), verification rate (VR), system application on image result (image result), frame rate, and processing time (proc. time). We have listed the performance analysis criteria used by different studies in the self-analysis and comparative analysis categories in Tables 18 and 19 , respectively. Note that the criteria may also be termed differently; for example, TPR is also termed as Recall. We have also summarized the state-of-the-art algorithms used for comparison in the studies coming under the comparative analysis category in Table 20 .
From the above overview regarding performance analysis it is observed that 50% of the studies [8-11, 14, 17, 19-22, 26] followed the self-analysis approach, whereas remaining Table 18 Summary of performance analysis criteria used in self-analysis 50% studies [12, 13, 15, 16, 18, [23] [24] [25] [27] [28] [29] followed the comparative analysis approach for performance analysis. It is clear from the Tables 18 and Table 19 that there are eight performance measure criteria commonly used by the studies in both analyses. Figure 9 illustrates a comparative summary of these commonly used criteria. In addition, the tables also show that RR and ACC are the most-used measures by the investigations in self-analysis and comparative analysis studies, respectively. From Table 20 , we have also illustrated the relative summary of the total state-of-the-art algorithms used for comparison in comparative analysis studies in Fig. 10 . The remarkable observation from Fig. 10 is that most of the researchers, approximately 27%, compared at least two state-of-the-art algorithms, whereas only three investigators [16, 28, 29] compared six to seven algorithms. However, owing to the different experimental environments and different sample sizes in the studies it is very difficult to make a fair comparison to judge the best method in terms of the output or result of the above criteria.
Project fund
We have included 22 research works and projects in this review, and only 7 of them are funded projects, which are listed in Table 21 . Besides, most of the funded projects were from the year 2010. This shows that though research in this area has been under way since 2002, the works could not get enough funds to flourish until 2010. Although there are many areas where highly funded image processing surveillance projects [132] [133] [134] [135] [136] [137] [138] have been actively implemented and used for many years, no project has been found to be 
Conclusion and future directions
In this systematic review, we attempted to compile previous studies on ATM crime detection using image processing method integrated video surveillance. The review was carried out based on various aspects of these investigations such as research history, abnormality detection, features, system framework, image acquisition, sample specification, performance analysis and project funding. In addition, the literatures were evaluated from the perspective of applicability, suitability, and usage in dynamic environment. In addition, the survey highlighted some significant findings from the previous investigations after the critical review.
The findings of this study reveal that criminal activities in ATM are diverse. Therefore, an ATM crime detection system should follow a complete framework, starting from very first trace of movement to decision making, of the detection process. In addition, the system should comprise face occlusion analysis, user behavior analysis, and object recognition with equal emphasis on each of these aspects. However, most of the studies did not follow the complete framework and instead, investigated a single area of abnormality analysis. To be specific, only 7 investigations out of 22 were found investigating trace of moving object in their framework. Furthermore, researchers mostly investigated face occlusion analysis in preference to user behavior analysis and object recognition for ATM video surveillance applications. Approximately 64% of the studies investigated face occlusion analysis while user behavior analysis and object recognition were considered by 23% [18] Intelligent Robotics Development Program, Ministry of Knowledge Economy (MKE), National IT Industry Promotionand 9% studies, respectively. In addition, only 4% studies investigated both face occlusion and human behavior analysis. Moreover, most of the studies were found not to be robust in detecting multiple patterns of face occlusion, human motion, and objects. Although several detection methods were found in the previous studies, the methods need to be chosen carefully, depending on reliable and unique features of face posture, human motion, and object characteristics. Among facial characteristics, the eye, nose, and mouth were found to be the most unique and reliable features for face occlusion analysis, which was investigated by approximately 36% of the studies. However, most of the studies did not deal with different face posture which might restrict detection of eye, nose, and mouth location. Specifically, only two investigations dealt with inclined face posture, which is the most commonly occurred face pose during ATM use. Among the object characteristics, only pixel color and sustain time were utilized by the researchers, but object shape feature was disregarded. Regarding human motion, only two studies were found investigating extraction of unbroken motion and motion direction. In addition, implementation of numerous analyses and methods requires high processing time for a real time application. However, only three studies were found investigating low processing time by adopting parallel processing technique and motion-rich frame generation technique. Note that, at present, no evidence of funded project has been found implementing complete framework of ATM surveillance system.
Finally, adequate analysis should be performed considering ATM environmental factors, data acquisition and data specification. Besides, there is a lack of benchmark experiment dataset, which is created according to ATM environment (indoor and outdoor illumination) and camera setup, for performance analysis. However, most of the studies ignored a real ATM's camera arrangement and installation information analysis (camera type, user-camera distance, captured view) as well as diverse environmental factors. In addition, a very few studies have been found considering large volume of samples having high resolution and benchmark frame rate. Moreover, previous studies used different criteria to justify system performance such as recognition rate, accuracy rate, error rate, precision, specificity, and sensitivity. It was found that recognition rate and accuracy rate are the performance measures mostly used by the investigations. Approximately 50% of the articles followed the comparative performance analysis approach. Among them, 27% were compared to at least two state-of-the-art algorithms, and two studies were compared to the maximum seven algorithms for performance analysis. However, because of the different experimental environments and dataset in the studies, it is very difficult to judge the best scheme in terms of the above performance measure criteria.
As a concluding remark, we encountered a difficult time to find a single research work that accommodates all the aspects of image processing applications for ATM surveillance. This review surveys the inadequacies in the overall scheme and methodology design of the existing research works. The survey may help future researchers and engineers to develop dynamic and multipurpose algorithms for ATMs. Moreover, the review may contribute to the development of a completely automatic ATM video surveillance system that can control the alarming rate of ATM crime.
