Abstract. It is known that pure row contractions with one-dimensional defect spaces can be classified up to unitary equivalence by compressions of the standard d-shift acting on the full Fock space. Upon settling for a softer relation than unitary equivalence, we relax the defect condition and simply require the row contraction to admit a cyclic vector. We show that cyclic pure row contractions can be "transformed" (in a precise technical sense) into compressions of the standard d-shift. Cyclic decompositions of the underlying Hilbert spaces are the natural tool to extend this fact to higher multiplicities. We show that such decompositions face multivariate obstacles of an algebraic nature. Nevertheless, some decompositions are obtained for nilpotent commuting row contractions by analyzing function theoretic rigidity properties of their invariant subspaces.
Introduction
The structure of Hilbert space contractions has long been recognized as deeply connected to that of concrete multiplication operators on spaces of analytic functions on the unit disc. The prototypical result in that direction is the fact that pure contractions may be viewed as compressions to co-invariant subspaces of unilateral shifts. This crucial fact was fleshed out significantly in the original edition of [37] , and the resulting theory has been influential since then.
A major theme in modern operator theory is the investigation of multivariate phenomena, prompted by the discovery of curious behaviour [30] , [38] . The multivariate counterpart to the Sz.-Nagy-Foias theory was systematically developed by Popescu in a series of papers, starting with [32] , [33] . The setting in this case is that of row contractions, with no commutation relation assumed between the individual operators. The non-commutative multivariate theory runs parallel to the univariate one, with most classical results finding a close analogue. The key insight into the commutative world was provided by Arveson in [5] who identified the appropriate space of analytic functions on the ball to serve as a replacement for the classical Hardy space. This space is now known as the Drury-Arveson space and is the centerpiece of many problems in function theory due its universal property [1] . It should also be pointed out that the commutative world can in fact be recovered efficiently from the non-commutative one upon taking appropriate quotients, as laid out in [21] , [35] .
Going back to the foundational single-variable result, it is known that if T is a Hilbert space contraction with one-dimensional defect space (in the sense that I − T T * has rank one), then it is unitarily equivalent to a compression of the 2010 Mathematics Subject Classification. 47A13, 47A20, 47A45 (47B32, 46L52). The first author was partially supported by an NSERC Discovery Grant.
standard unilateral shift on the Hardy space of the disc. In this case, the connection with function theory is especially transparent, and tools developed in the setting of the Hardy space can be brought to bear quite successfully to understand the structure of T . There are corresponding results in the multivariate setting [32] , [29] that connect the study of row contractions to complex function theory in several variables. Unfortunately, the condition on the defect space being one-dimensional is quite restrictive, and it is not stable under natural perturbations such as scaling or similarity. It is thus desirable to replace it by a more flexible condition, such as cyclicity. The tradeoff, then, is that we cannot expect to describe T up to unitary equivalence with compressions of the standard shift anymore. This relaxation idea is the basis for the very successful Jordan model theory of constrained contractions (also known as C 0 -contractions) developed in [8] . The crucial result is that a cyclic pure contraction can be "transformed" into a compression of the standard shift. The multivariate analogue of this relaxation procedure seems to have been overlooked, and providing it is one of the main motivation behind this project. It should be noted here that there is a well-developed model theory for arbitrary row contractions that takes place in spaces of vector-valued holomorphic functions [37, Theorem VI.2.3] , [12] , [31] , [35] . However, the focus there is different than ours, and the two strands of the theory do not overlap beyond the case of one-dimensional defect spaces.
Of course, it is desirable to deal with contractions T which are not necessarily cyclic as well. The natural approach for doing so is to decompose the underlying Hilbert space into cyclic subspaces that are invariant for T , and then apply the cyclic result on each piece. In [8] , this is called the splitting principle, and allows the cyclic theory to be leveraged in the general case of arbitrary multiplicity and to culminate in a powerful classification theorem that mirrors the Jordan canonical form for matrices. Inspired by this success, at the onset of this project another one of our objectives was to obtain such cyclic decompositions in the multivariate context. Surprisingly, this ambition was met with serious obstacles, as we unraveled multivariate obstructions of a seemingly purely algebraic nature. This is an interesting discovery, and shows that if a satisfactory model theory is to emerge in this context, it will have to rely on entirely new ideas and tools. At least superficially, this is reminiscent of what prompted the work in [7] .
Although cyclic decompositions appear elusive in general, we obtain some limited partial results in this direction based on considerations of independent interest on function theoretic rigidity properties of invariant subspaces. More precisely, if M is an invariant subspace for a row contraction T , we are interested in describing situations where M is completely determined by the kernel of the functional calculus associated to the restriction T | M . We also explore the corresponding question for co-invariant subspaces. Such inquiries generate significant interest in the setting of Hilbert modules on reproducing kernel Hilbert spaces; see [14] and the references therein. Our work on this topic initiates a multivariate exploration of equivalence classes of invariant subspaces for constrained contractions, as studied in [11] , [9] , [10] , [28] , [15] , [16] .
We now describe the organization of the paper and state our main results. To do so, we require the following notation. For a pure commuting row contraction T , we denote by Ann c (T ) the set of multipliers ϕ on the Drury-Arveson space with the property that ϕ(T ) = 0. More detail can be found in Section 2, which contains background material and gathers many preliminary results that are used throughout.
In Section 3, we investigate the class of commuting row contractions T that can be transformed into the standard commuting d-shift. Our analysis is based on the existence of cyclic vectors enjoying certain additional properties (Theorem 3.1). One of the main results of the paper is the following (see Corollary 3.7). Theorem 1.1. Let T = (T 1 , . . . , T d ) be a pure, commuting, cyclic row contraction on some Hilbert space. Let M denote the compression of the standard commuting d-shift associated to Ann c (T ). Then, we have that M is a quasi-affine transform of T .
Interestingly, despite the commuting nature of the statement, our proof hinges crucially on the non-commuting dilation results of [32] .
In Section 4, we turn to the question of rigidity of invariant and co-invariant subspaces. For general non-commuting row contractions, this problem is known to encounter significant difficulties, so we focus on the commuting setting. We illustrate that the rigidity witnessed in the univariate context can fail in several variables (Example 2). Nevertheless, some amount of rigidity can be established in various cases. In the special case of nilpotent row contractions, our results (Theorems 4.1 and 4.5) imply the following. (
It is relevant to mention here that it is not generally true that T * is cyclic if T is a cyclic commuting nilpotent row contraction (see Example 5) . Regarding co-invariant subspaces, we mention here the finite-dimensional version of Theorem 4.3. Theorem 1.3. Let T = (T 1 , . . . , T d ) be a cyclic pure commuting row contraction on some finite-dimensional Hilbert space H. Let M, N ⊂ H be co-invariant subspaces for T such that
Finally, in Section 5 we examine the existence of invariant decompositions. If T = (T 1 , . . . , T d ) is a d-tuple of operators on some Hilbert space H, a pair (M, N) of non-trivial invariant subspaces for T 1 , . . . , T d is an invariant decomposition for T if M ∩ N = {0} and M + N = H. Building on the results of Section 4, Theorem 5.1 establishes the existence of invariant decompositions for nilpotent commuting row contractions under some additional conditions. In another direction, Example 3 (an adaptation of an idea from [25] ) exhibits a non-cyclic nilpotent commuting row contraction that admits no invariant decomposition with the property that T | M is cyclic. This is surprising, as such cyclic decompositions always exist for single constrained contractions. We shed some light on these difficulties by consider separating vectors. These are known to be abundant for single constrained contractions, yet we show that they can fail to exist in several variables, even for nilpotent commuting row contractions on finite-dimensional spaces (Example 5). On the other hand, we have the following (Theorem 5.3). Theorem 1.4. Let T = (T 1 , . . . , T d ) be a nilpotent commuting row contraction on some Hilbert space H. Set
Then, for any positive integer s ≥ dim A, the ampliation T (s) has a dense set of separating vectors in H (s) .
One of the recurring themes of the paper is that nilpotent commuting row contractions exhibit rich and intricate behaviours that are somehow unique to the multivariate world. Indeed, as we will see throughout, such row contractions give rise to multivariate counter-examples to classical univariate theorems of interest. This is the motivation behind our focusing on the nilpotent case in several of our main results above. While some of our proofs can doubtlessly be adapted to the wider class of commuting row contractions satisfying other types of polynomial relations, we do not to pursue such generalizations in this paper. 
where Ω is some distinguished unit vector. Fix an orthonormal basis {e 1 , . . . ,
The weak- * closed unital subalgebra of B(
, and is usually referred to as the non-commutative analytic Toeplitz algebra [33] , [20] , [21] . Likewise, the norm closed unital subalgebra of B(F 
We write N for the set of non-negative integers. We use the standard multi-index notation: for
is the Hilbert space of analytic functions f on B d with powers series expansion
An orthonormal basis for H 
See [5] or [21] for more details. Another useful interpretation of H 2 d is that it is the reproducing kernel Hilbert space on B d (see [2] ) with kernel given by the formula
We denote by M d the multiplier algebra of H 
Proof. Apply [24, Cor. 4.2] inductively.
Next, we record useful identifications which are well known. The details of the proof appear to be difficult to track down explicitly, so we provide them for the reader's convenience. (1) There is a unitary operator U :
there is a unital completely isometric and weak- * homeomorphic algebra isomorphism
there is a unital completely isometric algebra isomorphism
Proof. [13] , there is a Hilbert space H and a unital completely isometric homomorphism π :
is a commuting row contraction on H. In particular, invoking [5, Theorem 6.2] for instance, we obtain a unital completely contractive homomorphism
It is readily checked that C d is the norm closure of the ideal generated by
so that ι is a well-defined unital completely contractive homomorphism. We note that
to be completely isometric and in particular surjective, since its image contains 
The cardinal number dim K is then called the multiplicity of the d-shift. Interestingly, the multiplicity of a d-shift can be interpreted in a different way as the next theorem shows. Recall that a subset
Then, the multiplicity of V coincides with the least cardinality of a cyclic set for V .
Proof. This follows from [35, Corollary 1.10] .
The importance of d-shifts lies in the fact that they can be used to model general d-tuples of operators satisfying some natural necessary conditions, as we now illustrate.
A d-tuple T = (T 1 , . . . , T d ) of operators on some Hilbert space H is said to be a row contraction if the row operator
is contractive. Here, we use the standard notation
Equivalently, T is a row contraction if and only if
The row contraction T is said to be pure if
Furthermore, we define the defect space of T to be
and the defect of T to be d T = dim ∆ T . A straightforward calculation reveals that d-shifts are pure row contractions. The following result shows that in some sense they are the universal example. (i) The d-tuple T is a pure row contraction.
(ii) There is another Hilbert space
Proof. This is [32, Theorems 2.1 and 2.8].
Of particular interest for us in this paper are row contractions T = (T 1 , . . . , T d ) with the property that T 1 , . . . , T d commute with each other. In this case, we say that T is a commuting row contraction. While Theorem 2.4 applies just as well to commuting row contractions, it fails to encode the commutativity. In particular, one may want to replace the d-shift therein by some "commutative" version which acts on the symmetric Fock space (or Drury-Arveson space), as opposed to the full Fock space. To make this precise, recall that for each 1 
The cardinal number dim K is then called the multiplicity of the commuting d-shift. Just like their non-commuting counterparts, commuting d-shifts occupy a universal role among pure commuting row contractions. (ii) There is another Hilbert space K containing H along with a commuting d- 2.3. Functional calculus and constrained row contractions. In [33] , Popescu extends the classical von Neumann inequality to the setting of row contractions and defines an appropriate functional calculus, as follows. Theorem 2.6. Let T = (T 1 , . . . , T d ) be a row contraction on some Hilbert space H. Then, there is a unital completely contractive homomorphism α T : There is a version of this result adapted to the commuting setting, and the resulting homomorphisms are naturally compatible.
denote respectively the norm closure and the weak- * closure of the commutator ideals. Let q :
be the canonical isomorphisms from Theorem 2.2. Then, the following statements hold.
(1) There is a unital completely contractive homomorphism α T :
T is pure, then α T extends to a unital completely contractive and weak- * continuous homomorphism
Proof. Since T is commuting, we see that C d ⊂ ker α T , so there is a unital completely contractive homomorphism α
A standard compactness argument using the Krein-Smulyan theorem shows that β ′ T is in fact weak- * continuous. Statement (2) follows upon setting
We typically make no explicit mention of the homomorphisms α T , α T , β T and β T defining the functional calculi, and for an appropriate element θ we simply write θ(T ).
The existence of a weak- * continuous extension to M d of the A d -functional calculus for a commuting row contraction does not require T to be pure. Indeed, the class of so-called absolutely continuous commuting row contractions is larger [17] , [18] . Nevertheless, for the purposes of this work we will restrict our attention to the pure case.
Let T = (T 1 , . . . , T d ) be a pure row contraction. Then, the non-commutative annihilator of T is the weak- * closed two-sided ideal of L d given by
We say that T is constrained if Ann nc (T ) is non-trivial. If T happens to be commuting, then its commutative annihilator is the weak- * closed ideal of
It follows from Corollary 2.7 that
In the classical case where d = 1, a constrained contraction T is usually said to be of class C 0 [8] . We feel our choice of terminology is a bit more descriptive, and it is consistent with its use in [35] . We also mention that an absolutely continuous contraction for which the associated H ∞ -functional calculus has non-trivial kernel is automatically pure, and thus constrained. To see this, combine the proof of [8, Lemma II.1.12] with [17, Theorem 3.2] . For commuting row contractions, the situation is more complicated: see [17, Theorem 5.4 ] and the discussion that follows it. Let b ⊂ L d be a weak- * closed two-sided ideal. We let
It is readily verified that L b is a pure row contraction, and it is a consequence of the following result that Ann nc (L b ) = b. Thus, the row contraction L b provides a basic example of a constrained row contraction.
We mention here that the condition that K be co-invariant for L ′ d in the previous lemma cannot simply removed. Indeed, by [27, Theorem 3.7] there is a proper closed subspace
so in particular we see that
. We now examine the commuting case. Let J ⊂ M d be a weak- * closed two-sided ideal and let
In this setting, the analogue of Lemma 2.8 holds without additional conditions on the co-invariant subspace. Define a pure commuting row contraction as
We record an important property of M J .
Proof. By virtue of Lemma 2.9 we see that Ann c (M J ) = J . Next, it follows from Theorem 2.2 that
In particular, we find
be two d-tuples of operators acting on Hilbert spaces H and H ′ respectively. We say T ′ is a quasi-affine transform of T and write T ′ ≺ T , if there exists an injective bounded linear operator X : H ′ → H with dense range such that XT
T is a common weakening of similarity that we will play a prominent role in our work. Lemma 2.11. Let H and H ′ be Hilbert spaces and let X : H ′ → H be a bounded linear operator. Let T ∈ B(H) and T ′ ∈ B(H ′ ) such that XT ′ = T X. Then, the subspace H ′ ⊖ ker X is co-invariant for T ′ and
In particular, if X has dense range, then
Proof. Note that
Finally, since X| H ′ ⊖ker X : H ′ ⊖ ker X → H is injective and has the same range as X, we conclude that
whenever X has dense range.
Annihilators are well behaved under quasi-affine transforms, and we record the following easy fact.
) be pure row contractions on some Hilbert spaces H and
If X is injective and has dense range, then Ann nc (T ) = Ann nc (T ′ ).
Proof. This easily follows from the fact that for every θ ∈ L d we have Xθ(T ′ ) = θ(T )X.
Transforming the standard d-shift
In order to understand general pure row contractions, it is natural to turn to Theorem 2.4. This result reduces the problem to the study of compressions of d-shifts to co-invariant subspaces. Such a strategy is appealing, as the non-commutative function theory of L d that was significantly developed in [20] , [21] , [22] could then be leveraged, much in the way that the function theory of H ∞ (D) has helped single operator theory blossom [37] . Unfortunately, in general the d-shift from Theorem 2.4 is of high multiplicity, and thus the link with L d is obscured. In this section, to circumvent this difficulty we investigate the possibility for d-shifts of multiplicity one to be quasi-affine transforms of pure row contractions, taking inspiration from and generalizing a known result for single operators [8, Theorem I.3.7] .
We first exhibit a necessary and sufficient condition in the form of the existence of certain cyclic vectors, the images of which satisfy some weak form of orthogonality. Recall that given vectors ξ, η ∈ H, we denote by ξ ⊗ η ∈ B(H) the rank-one operator defined as (ξ ⊗ η)h = h, η ξ, h ∈ H. (i) There is a cyclic vector ξ ∈ H for T that satisfies
(ii) There exists an operator X : F
Proof. Assume first that there exists a closed subspace V ⊂ F 2 d which is co-invariant for L and an injective operator X : V → H with dense range such that X ≤ C and
Since Ω is obviously cyclic for L and V is coinvariant, it is readily seen that
and thus conclude that ξ is cyclic for T , since X has dense range. In addition, for
and since {L w Ω} w∈F
is an orthonormal basis for F 2 d , we infer that
This shows that (iii) implies (i). Assume next that there is a cyclic vector ξ ∈ H for T satisfying (2). Then, given h ∈ H, we see that
We conclude that the vector
and has norm at most C h . Hence, we may define a bounded linear operator Y :
, which implies that h = 0 since ξ is assumed to be cyclic for T . Thus, Y is injective. Choosing X = Y * shows that (i) implies (ii). Finally, the fact that (ii) implies (iii) follows from Lemma 2.11.
It is now a trivial matter to extract the desired necessary and sufficient condition. (i) There is a cyclic vector ξ ∈ H for T such that the operator w∈F
Proof. This follows immediately from Theorem 3.1.
The property above that w∈F
T w ξ ⊗ T w ξ be bounded can be seen as a relaxation of the condition that ξ be a wandering vector, in the sense that the set {T w ξ} w∈F d + is orthogonal. It will turn out below that this weak orthogonality condition is automatically satisfied for pure row contractions that admit any cyclic vector (see Corollary 3.6).
Given a d-tuple T = (T 1 , . . . , T d ) on some Hilbert space H, we defined its multiplicity to be the least cardinality µ T of a cyclic set for T . We emphasize that in the special case of d-shifts, this definition of multiplicity agrees with the one we gave in Section 2. The following simple observation will be use implicitly. Let T ′ be a d-tuple of operators on some other Hilbert space H ′ for which there exists an operator X : H ′ → H with dense range such that XT
′ is cyclic for T ′ , then a straightforward verification reveals that XΓ ⊂ H is cyclic for T . In particular, this shows that µ T ≤ µ T ′ .
In preparation for our main result, we need a technical tool. 
Proof. By Theorem 2.4, there is a Hilbert space K 0 containing H along with a d-shift S = (S 1 , . . . , S d ) on K 0 with µ S = d T and such that
which shows at once that V is pure, and that
By the noncommutative Wold-von Neumann decomposition [32, Theorem 1.3], we infer that V is a d-shift.
Next, define X = P H | K : K → H. For k = 1, . . . , d, using that H and K are respectively co-invariant and invariant for S we compute
Hence, for w ∈ F + d and γ ∈ Γ we find XS w γ = XV w γ = T w Xγ = T w γ which implies XK = H, so that X has dense range. In particular, we must have that µ T ≤ µ V . On the other hand, by definition of K we see that Γ is a cyclic set for V , so that µ V ≤ card(Γ) = µ T .
We now arrive at the last technical step before the main result of the section. Roughly speaking, it says that up to a quasi-affine transform, the multiplicity of a pure row contraction can be made to agree with its defect. Lemma 3.4. Let T = (T 1 , . . . , T d ) be a pure row contraction on some Hilbert space H. Then, there is a pure row contraction
along with a contractive injective operator
Proof. By Lemma 3.3, there a d-shift V = (V 1 , . . . , V d ) with µ V = µ T acting on some Hilbert space K and a contractive operator Y : K → H with dense range such that
Clearly, X is contractive, injective, and it has dense range. Moreover, it follows from Lemma 2.11 that
Since H ′ is co-invariant subspace for V , we see that
′ is a pure row contraction. Using that
On the other hand, since T ′ is pure we may apply Theorem 2.4 to find a Hilbert space
and γ ∈ Γ, we may use that H ′ is co-invariant for S to find
Consequently, we have that
Combining inequalities (3), (4) and (5) yields
Finally, if T is commuting, then Ann nc (T ) contains the commutator ideal, so that T ′ is also commuting by Lemma 2.12.
We remark here that the preceding two proofs are faithful adaptations of the single-variable ones found in [8, Lemma I.3.5 and Theorem I. 3.7] . Interestingly however, this approach forces us through the non-commuting multivariate world, even if we start with a commuting row contraction.
To see why, we note that there are examples of cyclic invariant subspaces for M x for which the restriction has infinite defect. Take for instance the cyclic invariant
Cx α .
Then M clearly has infinite co-dimension, so we may invoke [6, Theorem F] to conclude that the restriction M x | M has infinite defect. This underlines potential difficulties in establishing the equality d V = µ V , which is used crucially in the proof of Lemma 3.4. Fortunately, with our approach this equality follows from Theorem 2.3 since V is known to be a d-shift, being the restriction of a d-shift to an invariant subspace. For commuting d-shifts, the behaviour of such restrictions is more subtle. Assume for instance that the restriction of the standard commuting dshift to some cyclic proper invariant subspace is another commuting d-shift. Since it must be cyclic, this second commuting d-shift must be of multiplicity one, and thus unitarily equivalent to the standard commuting d-shift. This is however impossible, by [26, Corollary 5.5] . Although it is plausible that a completely different approach could circumvent these issues in the commuting setting, the preceding remarks show that our current proofs have an inexorable non-commutative aspect built into them.
The following is one of our main results.
Theorem 3.5. Let T = (T 1 , . . . , T d ) be a pure cyclic row contraction on some Hilbert space H. Then there is a contractive operator X :
If T is commuting, then there is a contractive operator
Proof. By Lemma 3.4, we see that there is a pure row contraction
Up to unitary equivalence, we may assume by Theorem 2.4 that
Moreover, we note that
that X has dense range, which establishes the first statement. For the second, we assume in addition that T is commuting. Then, 
We set X ′ = XU , which still has dense range. Using that F s d is co-invariant for L we obtain
Comparing the previous result with Theorem 3.1, we obtain the following consequences.
Corollary 3.6. Let T = (T 1 , . . . , T d ) be a pure cyclic row contraction on some Hilbert space H. Then, there is a vector ξ ∈ H that is cyclic for T with the additional property that w∈F 
It follows from Lemma 2.12 that
by virtue of Equation (1) . By Lemma 2.9, we conclude that K = H J so that M J ≺ T .
Given a pure cyclic row contraction T = (T 1 , . . . , T d ) with b = Ann nc (T ), we do not claim that L b ≺ T . The difficulty in achieving this is connected with the discussion following Lemma 2.8. This is also related to determining whether a given co-invariant subspace coincides with the so-called "maximal b-constrained piece" of L as defined in [35] . We will not address these issues further in this paper.
To summarize, the basic outcome of this section is a classification of some pure row contractions by means of compressions of the standard d-shift. By allowing for quasi-affine transforms we capture the behaviour of a class of objects that is more flexible than those with defect equal to one (which is required in Theorem 2.4). To illustrate this flexibility, we note for instance that if T is a cyclic pure row contraction with defect one, then the scaled row contraction rT has defect equal to dim H for 0 < r < 1, even though it is still pure and cyclic. Furthermore, the cyclicity condition is preserved under similarity.
Rigidity of invariant subspaces
In this section, we examine the rigidity of invariant or co-invariant subspaces for pure row contractions. More precisely, assume that T = (T 1 , . . . , T d ) is a pure row contraction on some Hilbert space H, and let M ⊂ H be a closed subspace which is invariant for T . Throughout, we let T | M denote the restricted d-tuple
We aim to determine the extent to which the annihilators
determine M. We begin by revisiting a pathological example that we encountered before.
Example 1. By [27, Theorem 3.7] , there is a proper closed subspace
In particular, we see that
. In view of this difficulty, we will focus our attention for the remainder of the paper on the commuting setting. We start by considering a relatively simple case. Proof. Let ξ ∈ H be a cyclic vector for N . We find
Since N is nilpotent, this implies that H is finite-dimensional and
is an ideal with the property that
For convenience, we set
Observe that a polynomial p satisfies p(N ) = 0 if and only if p(N )ξ = 0. Thus,
Clearly, the set {α ∈ N d : x α / ∈ B} is finite and contains (0, . . . , 0). Choose an element β of that set with maximal length. Then, we have x k x β ∈ B for every 1 ≤ k ≤ d.
Assume now that M is a proper subspace of H, whence ξ / ∈ M. Let q be a polynomial with non-zero constant term. Then, there is another polynomial r such that r(N )q(N ) = I, so in particular ξ = r(N )q(N )ξ. We conclude that q / ∈ J , which shows J consists of polynomials with zero constant term. Hence, x β J ⊂ B, and therefore x β ∈ A. This shows that A = B and in particular Ann c (N | M ) = Ann c (N ).
In the case of a single cyclic constrained contraction, the conclusion of the previous theorem always holds [8, Theorem III.2.13]. Unfortunately, the general multivariate situation is more complicated. In fact, the aforementioned theorem does not even extend to the commuting bivariate case, as the following example shows.
Example 2. Let J be the weak- * closed ideal of M 2 generated by x 2 . Then, the space
] consists of those functions in H 2 2 that depends only on the variable x 1 and in particular we have
The pure commuting pair
is constrained, and by Lemma 2.10 we have Ann c (M J ) = J . Note also that 1 ∈ H J is a cyclic vector for M J . Let U :
is the usual isometric 1-shift. Let θ ∈ M 1 be a non-constant inner function and let
Thus R is unitarily equivalent to M J , and in particular it is a pure cyclic commuting row contraction with
We note that the zero set of the commutative annihilator has dimension one in the preceding example. At present, we know of no multivariate counterexample to [8, Theorem III.2.13] where this zero set has dimension zero. Theorem 4.1 may be evidence towards the relevance of having a zero-dimensional zero set, but at the time of this writing we do not know for sure.
In light of Example 2, we then seek natural sufficient conditions for multivariate rigidity of invariant subspaces. The next development will gain insight by first considering co-invariant subspaces; it is based on the following simple fact. 
Proof. This follows immediately from Lemma 2.9. We now prove a rigidity result for co-invariant subspaces of cyclic pure commuting row contractions. 
is injective with dense range and
. Likewise, the operator Y = P N X| N ′ is injective with dense range, and
We conclude from Lemma 2.12 and from the assumption on M and N that
By virtue of Lemma 4.2, we obtain
The following consequence is noteworthy as it applies in particular to the nilpotent setting, thus complementing Theorem 4.1.
Corollary 4.4. Let T = (T 1 , . . . , T d ) be a cyclic pure commuting row contraction on some finite-dimensional Hilbert space H. Let M, N ⊂ H be co-invariant subspaces for T such that
Proof. Finite-dimensional subspaces are closed, so this follows at once from Theorem 4.3.
We now return to invariant subspaces and identify a sufficient condition for rigidity. 
J and hence for M *
x . An identical argument shows that X −1 N is also invariant for M * It is not clear that Theorem 4.1 could be derived from the previous result, as it is not typically true that the adjoint of a cyclic nilpotent row contraction is still cyclic; see Example 5 below.
Invariant decompositions and separating vectors
We saw in Corollary 3.7 that pure commuting row contractions can be effectively classified using compressions of the standard commuting d-shift, provided that they admit a cyclic vector. Inspired by the successful univariate theory developed in [8] , a natural subsequent step in this classification program would involve moving past the setting of cyclicity using the following device.
Let T = (T 1 , . . . , T d ) be a d-tuple of operators on some Hilbert space H and let M, N ⊂ H be non-trivial invariant subspaces for T . We say that the pair (M, N) is an invariant decomposition for T if M ∩ N = {0} and M + N = H. In the special case where T | M is cyclic, we say that (M, N) is a cyclic decomposition for T .
In the single-variable case, non-cyclic constrained contractions always admit cyclic decompositions [8, Theorem III.3.1] . We start this section with an example illustrating that cyclic decompositions are more elusive in several variables. For this purpose, we introduce one more notion. An invariant decomposition (M, N) will be said to be topological if the stronger condition M + N = H is satisfied. The following is an adaptation of [25, Theorem 2.3] Example 3. Let {e n : n ∈ N} denote the canonical orthonormal basis of ℓ 2 (N). Let H = ℓ 2 (N) ⊕ ℓ 2 (N). For each n ∈ N, define vectors ξ n , η n ∈ H as ξ n = e n ⊕ 0, η n = 0 ⊕ e n .
Then, {ξ n , η n : n ∈ N} is an orthonormal basis for H. We may define bounded linear operators T 1 , T 2 on H as
where the series converge in the strong operator topology of B(H). We find
Thus, 2T 1 T * 1 and 2T 2 T * 2 are orthogonal projections. In particular, we see that T 1 and T 2 are scalar multiples of partial isometries, and thus have closed range. Moreover, T 2 ) is a row contraction on H. Since ξ n is orthogonal to η m for every n, m ∈ N, we see that
Thus, T is a nilpotent commuting row contraction. Using Theorem 2.1 it is readily seen that Ann c (T ) is the weak- * closed ideal of M 2 generated by {x
We infer that the range of T β is closed for all β ∈ N 2 . Assume that M, N ⊂ H are closed invariant subspaces for T with M ∩ N = {0} and H = M + N. Observe that
Cη n . Furthermore, we have that
By symmetry, we may suppose the former. Given a subspace K ⊂ H, we set
Note that ν ξ (K) is infinite whenever ξ n ∈ K ⊥ for every n ∈ N. Using that T * 1 η n+1 = ξ n and T * 2 η n = ξ n for every n ∈ N, we see that
which forces ν ξ (M) = +∞. Therefore, ξ n ∈ M ⊥ for every n ∈ N. Consequently, we find M ⊂ ⊕ ∞ n=1 Cη n = T 2 H. We infer that M ⊂ T 2 M which further implies that T 2 M = M. Finally, using that T 2 2 = 0 we obtain M = {0}. This shows that T does not admit a topological invariant decomposition.
If (M, N) is a cyclic decomposition for T , then using that T is nilpotent and that T | M is cyclic we conclude that M must be finite-dimensional. It is well-known then that H = M + N, so that (M, N) would be a topological invariant decomposition for T . We thus conclude that T admits no cyclic decomposition either.
We mention here a classical result of Apostol and Stampfli [4, Theorem 5] which implies that if T is a nilpotent operator on a Hilbert space H with the property that T n H is closed for every n ∈ N, then T admits a topological cyclic decomposition. The previous example shows that this theorem fails in several variables.
In spite of Example 3, by leveraging the work done previously on rigidity of invariant subspaces we identify a sufficient condition that allows for an invariant decomposition. Proof. By assumption, there is a vector ξ ∈ M which is cyclic for (T | M )
* . Let
Using that K is coinvariant for T and M is invariant for T , we obtain
Furthemore,
. By choice of ξ being cyclic for (T | M ) * , we conclude that X * has dense range and thus X is injective. Now, XM ⊂ K is easily seen to be invariant for S and
By assumption, we then infer that
and thus Ann c (S| XM ) ⊂ Ann c (S). We conclude that Ann c (S| XM ) = Ann c (S). Notice now that S * is cyclic by the construction of K. We may thus invoke Corollary 4.6 to find XM = K, so that X * is injective. Finally, define N = K ⊥ . We find
One shortcoming of the previous theorem is that the existence of the decomposition hinges on the adjoint of T | M being cyclic. This condition is a bit mysterious. Interestingly, in the case of a single constrained contraction, this condition is in fact equivalent to T | M being cyclic by [8, Theorem III.2.3] . Unfortunately, this convenient equivalence does not hold in the multivariate world, as we will see in Example 5.
Given these multivariate obstacles, and in light of the univariate mechanism [8, Theorem III.3.1] for producing cyclic decompositions, it seems worthwhile to investigate more precisely where this mechanism fails in several variables. The rest of the section will be devoted to this goal, through the lens of the following notion.
Let T = (T 1 , . . . , T d ) be a constrained commuting row contraction on some Hilbert space H. A subset Σ ⊂ H is said to be separating for T if, given any θ ∈ M d , the condition Σ ⊂ ker θ(T ) forces θ(T ) = 0. This means that Σ is a separating set for the operator algebra
When Σ consists of only one element ξ ∈ H, we say that ξ is a separating vector for H. In the classical one-variable setting, separating vectors are called maximal [8] , but we feel that in our context our choice of terminology is a bit more descriptive.
We start with a concrete example where a separating vector can be constructed explicitly. Since γ ∈ Ω, we may choose a non-zero vector ξ ∈ H\ ker(T γ ). We claim that ξ is separating for T . To see this, let ϕ ∈ M d with ϕ(T ) = 0. An application of Theorem 2.1 with
shows that there is a polynomial p such that ϕ−p ∈ Ann c (T ), whence ϕ(T ) = p(T ). Furthermore, it is clear that p can be chosen to be of the form
Because p(T ) = 0, the set S = {α ∈ Ω : c α = 0} is non-empty. Choose µ ∈ S with minimal length. It is easily seen that there is β ∈ N d such that µ + β = γ and α + β /
∈ Ω for every α ∈ S \ {µ}. Thus
Since ξ / ∈ ker T γ and c µ = 0, it follows that T β p(T )ξ = 0 and in particular p(T )ξ = 0. Therefore, ϕ(T )ξ = 0, and we conclude that ξ is separating for T .
Unfortunately, separating vectors do not always exist, even for commuting nilpotent pairs on finite-dimensional spaces.
Example 5. With respect to the usual orthonormal basis, we define linear operators on C 3 as
Easy computations show that
= 0 and that
Hence, T = (T 1 , T 2 ) is a nilpotent commuting row contraction. Let ϕ ∈ M 2 . An application of Theorem 2.1 yields constants a, b, c ∈ C and multipliers ϕ 12 , ϕ 11 , ϕ 22 ∈ M 2 such that
Thus, ϕ(T 1 , T 2 ) = 0 if and only if a = b = c = 0. This shows that Ann c (T ) is the weak- * closed ideal of M 2 generated by {x
, and consider the polynomial p defined as
Then p(T )v = 0 yet p(T ) = 0, which means that v is not separating. This establishes the claim that T has no separating vector, and thus no cyclic vector either. Note however that the vector (0, 1, 0) is easily verified to be cyclic for the pair T * = (T * 1 , T * 2 ). Anticipating Theorem 5.3 below, we also remark that the set {(1, 0, 0), (0, 0, 1)} is separating for T .
Interestingly, separating vectors for single constrained contractions are known to exist in abundance [8, Theorem II.3.6] . Inspection of the proofs of the results leading up to [8, Theorem III.3 .1] reveals that separating vectors play a crucial role there. Thus, the difficulties associated to the construction of cyclic decompositions in the multivariate context may be explained, in part, by the scarcity of separating vectors brought to light in Example 5.
Another consequence of Example 5 is that nilpotent commuting d-tuples are not as nicely behaved as their single variable counterparts. For instance, by [3, Theorem 1] it is known that if T is a nilpotent contraction, then there is a collection {T λ : λ ∈ Λ} of cyclic nilpotent contractions such that
Trivially, a cyclic vector is necessarily separating, so the following lemma implies that such an operator T must admit a separating vector. In light of the previous example, we conclude that a direct analogue of [ and we infer that θ(T ′ )ξ = 0 since X is injective. Using that ξ is separating for T ′ , we thus find that θ(T ′ ) = 0. Next, Lemma 2.12 and Equation (1) imply that
so that θ(T ) = 0. Hence Xξ is separating for T . Turning to (2), for each n ∈ N we let ξ n ∈ H n be a separating vector for T n with norm 1. Define ξ ∈ ⊕ We claim that there are vectors ξ 1 ∈ U 1 , . . . , ξ δ ∈ U δ such that ∩ δ i=1 A ξi = {0}. Assume otherwise. For convenience, set A ξ0 = A.
Fix a non-zero element [p 1 ] ∈ A ξ0 . Then, p 1 (T ) = 0 so we may choose ξ 1 ∈ U 1 \ ker p 1 (T ). Thus, [p 1 ] / ∈ A ξ1 and in particular A ξ1 is a proper subspace of A ξ0 . Suppose that for 1 ≤ i ≤ δ − 1 we have constructed ξ 1 ∈ U 1 , . . . , ξ i ∈ U i with the property that ∩ . Since U 1 , . . . , U δ were arbitrary non-empty open subsets of H, we conclude that the set Σ ⊂ H (δ) of separating vectors for T (δ) is dense in H (δ) . Finally, for s > δ it is readily verified that every vector in Σ ⊕ H (s−δ) is separating for T (s) , so the result follows.
We record the following simple reformulation. Proof. This is an immediate consequence of Theorem 5.3.
Comparing with Example 4, it is apparent that the upper bound on the cardinality of the separating set in the previous corollary is far from sharp. In fact, the argument used in Example 4 can be refined and extended to provide a better estimate. Because we do not have a concrete use for it, we only state the result and leave the details of the proof to the interested reader. Recall that we denote by [p] the image of a polynomial p in the quotient A. If {[x α ] : α ∈ Ω e } is a linearly independent subset of A, then T admits a separating set of cardinality at most card Ω e .
The reader will note that in Example 4, we have card Ω e = 1, while for Example 5 we find card Ω e = 2.
