In everyday life, people make use of theory of mind by explicitly attributing unobservable mental content such as beliefs, desires, and intentions to others. Humans are known to be able to use this ability recursively. That is, they engage in higher-order theory of mind, and consider what others believe about their own beliefs. In this paper, we use agent-based computational models to investigate the evolution of higher-order theory of mind. We consider higher-order theory of mind across four different competitive games, including repeated single-shot and repeated extensive form games, and determine the advantage of higherorder theory of mind agents over their lower-order theory of mind opponents. Across these four games, we find a common pattern in which first-order and second-order theory of mind agents clearly outperform opponents that are more limited in their ability to make use of theory of mind, while the advantage for deeper recursion to third-order theory of mind is limited in comparison.
Introduction
In everyday life, we regularly make use of theory of mind, by reasoning about what other people know and believe. For example, we identify with characters in literature and movies, and accept that they may have beliefs and intentions different from our own. When telling a joke, a speaker engages in higher-order theory of mind, by believing that the hearer knows that the speaker does not intend to convey an actual fact or opinion. In this paper, we make use of agentbased computational models to explain the evolution of our ability to reason about mental content of others 1 .
In settings where humans and computational agents perform actions that influence each other's decision making process, for example in automated negotiation [3, 4] , it is necessary to accurately predict the behaviour of others in order to respond appropriately. In artificial intelligence, modeling an opponent explicitly can be achieved through formal approaches such as for example dynamic epistemic logic [5, 6] , recursive opponent modeling [7] , interactive POMDPs [8] , networks of influence diagrams [9] , game theory of mind [10] , or iterated best-response models such as cognitive hierarchy models [11] and level-n theory [12, 13] . These models allow for recursive modeling of an opponent, by modeling the opponent as an opponent-modeling agent itself, creating increasingly complicated models to predict the actions of increasingly sophisticated opponents. For cognitive agents that are meant to interact with humans, it is important to know whether these formal models of cognition allow for accurate modeling of human reasoning, or whether other models better capture the type of bounded rationality exhibited by humans [14, 15] .
Theory of mind abilities in humans and animals
In humans, the ability to predict the actions of others by explicitly attributing to them unobservable mental content, such as beliefs, desires, and intentions, is known in psychology as theory of mind [16] . Experiments in which humans play games show evidence that humans use theory of mind recursively in their decision making process [17] [18] [19] [20] . They take this ability to a second-order theory of mind, in which they reason about the way others reason about mental content. For example, when asked to search for a hidden object in one of four boxes, participants tend to ignore the most salient box, using their nested belief that a hider would believe that a seeker would consider the most obvious place to search for a hidden object to be a box that stands out [21] .
The use of higher-order (i.e. at least second-order) theory of mind allows individuals to make a second-order attribution such as "Alice doesn't know that Bob knows that she is throwing him a surprise party". The human ability for higher-order theory of mind is well-established, both through false belief tasks [17, 22, 23] and strategic games [18] [19] [20] 24] . However, the use of theory of mind of any kind by non-human species is a controversial matter. Primates [25, 26] , monkeys [27] , but also goats [28] , dogs [29] and corvids [30, 31] have been proposed to be able to take the mental content of others into account. However, experiments in which animals behave in a way that is consistent with them having a theory of mind are criticized for not being able to distinguish between theory of mind and strategies that do not rely on mental state attribution [32, 33] . Opponents of attributing theory of mind to animals posit that the animal could have learned the behaviour through previous experiences, combined with simple mechanisms such as stress [34, 35] . Likewise, experiments in which animals fail to show an ability to attribute mental states to others are criticized as well, either for being too complex or ecologically not meaningful [36] .
Evolution of theory of mind
The differences in the ability to make use of theory of mind between humans and other animals raise the issue of the reason for the evolution of a system that allows humans to make use of theory of mind recursively, and use higher-order theory of mind to reason about what other people understand about mental content, while other animals, including chimpanzees and other primates, do not appear to have this ability. Furthermore, whereas recursive opponent modeling could continue indefinitely, humans appear to use higher-order theory of mind only up to a certain point [18, 19, 37] . In an evolutionary sense, the costs of using higher orders of theory of mind may therefore outweigh the benefits.
One of the hypotheses that explain the emergence of social cognition is the Machiavellian intelligence hypothesis 2 [38] . According to the Machiavellian intelligence hypothesis, social cognition allows individuals to make use of deception and social manipulation to obtain an evolutionary advantage over others. If a parallel can be drawn to higher-order theory of mind, the evolution of a higher-order theory of mind would then be favoured by giving individuals a competitive advantage over others. This way, the ability to make use of higher-order theory of mind would both be beneficial to individuals that have this trait, as well as detrimental to individuals without such abilities.
In this paper, we aim to test the Machiavellian intelligence hypothesis by making use of agent-based modeling in an attempt to show that there are reasonably natural competitive settings in which higher-order theory of mind is advantageous for agents.
Agent-based modeling
Agent-based modeling is a simulation technique in which individual agents act and interact based on their own perception of their local situation. By explicitly modeling heterogeneity among individual agents, agent-based models can represent systems that are too complex to capture through equation-based modeling approaches. This technique has proven its usefulness as a research tool to investigate how behavioral patterns may emerge from the interactions between individuals [cf. 39, 40] . Among others, agent-based models have been used to explain fighting in crowds [41] , trust in negotiations [42] , the evolution of agriculture [43] , the evolution of cooperation and punishment [44] [45] [46] , and the evolution of language [37, [47] [48] [49] . In this paper, we consider agent-based computational models to investigate the advantages of making use of higher-order theory of mind. The use of agent-based models allows us to precisely control and monitor the mental content, including application of theory of mind, of our test subjects. This allows us to simulate computational agents in game settings, and determine the extent to which higher-order theory of mind provides individuals with an advantage over competitors that are more restricted in their use of theory of mind. By varying game settings, this allows us to determine scenarios in which the ability to make use of theory of mind is beneficial to an agent, as well as whether increasingly higher orders of theory of mind provide individuals with increasing advantages over competitors.
To test the Machiavellian intelligence hypothesis, we consider a number of competitive zero-sum games in which we let our computational agents compete to determine whether the ability to make use of higher-order theory of mind is advantageous in a competitive setting. We consider four different games. First, we consider three variations on repeated single-shot rock-paper-scissors (RPS) games. The transparent setup of RPS allows us to relate differences in the effectiveness of higher-order theory of mind more easily to the structure of the game. The fourth game is Limited Bidding, which involves planning over multiple rounds of play. We also consider a more complex, extensive form game to judge how well the evolutionary advantage of making use of higher-order theory of mind generalizes across games. The four games are described in detail in Section 2.
Agents may benefit from theory of mind in these games by considering the position of their opponent, and determining what mental content they would have if the roles were reversed. This process is first described intuitively in Section 3. A formal description of the model we use is presented in Section 4. To determine whether the use of theory of mind presents agents with an advantage over opponents without such abilities, we placed agents of different orders of theory of mind in competition with one another. The results of these when a can be found in Section 5. Finally, Section 6 provides discussion and gives directions for future research.
Throughout this paper, we will be considering agents engaged in a competitive two-player game. To avoid confusion, we will refer to the focal agent or player as if he were male, and his opponent as if she were female.
Game settings
We investigate theory of mind in four game settings. The games we describe are strictly competitive games in the sense that they are zero-sum games; there is no possibility for a win-win situation in these games. In each of the games we present, each player can guarantee an expected outcome of zero, irrespective of how his opponent plays. That is, the value of each of these games is zero. By playing a mixed strategy, in which the player randomly selects one of the actions he can perform, a player can prevent his opponent from structurally winning the game. However, through repeated games, a player may learn regularities in his opponent's strategy over time, which he might be able to use to his advantage.
Rock-paper-scissors variations
In the following subsections, we describe the well-known game rock-paperscissors (RPS), as well as two variations. The rock-paper-scissors game, also known as RoShamBo, is a game settings in which the ability to model an opponent has informally demonstrated its relevance and applicability [50, 51] . Although no strategy can consistently defeat an agent that plays RPS randomly, an agent that repeatedly encounters the same opponent in the setting of an RPS game may use regularities in the opponent's strategy to its advantage. In programming competitions [50] , the random strategy only results in an average score. The existence of agents that play according to a non-randomizing strategy allows stronger players to increase their score at the expense of weaker players. The champion of the programming competition in 2000 made use of strategies that detect regularities in the opponent's behaviour, but also considered the possibility that the opponent was using similar strategies to model the champion's behaviour [51] .
Rock-paper-scissors
The game of rock-paper-scissors (RPS) [52] is a two-player symmetric zero-sum game in which both players simultaneously choose one of the three possible actions 'rock', 'paper', or 'scissors'. If both choose the same action, the game ends in a tie. Otherwise, the player that chooses 'rock' wins from the one that chooses 'scissors', 'scissors' wins from 'paper', and 'paper' wins from 'rock'. The game can be represented as shown in Table 1 , which shows the payoff table and a graph representation for the RPS game. The matrix shows the payoff for the player choosing the row action for every possible choice of the player choosing the column action. In the graph, an arrow from action A to action B denotes the relation 'A defeats B'.
RPS is known to have a unique mixed-strategy Nash equilibrium [see e.g. 53] in which the player chooses each of the options with equal probability. That is, when player strategies are known, there is always a player that can improve his expected outcome unless both players play by randomly choosing one of the possible actions. When agents repeatedly play RPS against the same opponent, an agent that randomizes his actions prevents his opponent from taking advantages of regularities in his strategy. However, randomizing also prevents the agent from exploiting regularities in his opponent's behaviour that may show up over repeated games. By correctly modeling regularities in an opponent's behaviour, an agent can increase his score at the expense of his opponent. Experimental evidence suggests that human participants are poor at generating random sequences [54, 55] , and play RPS in a non-random way [56, 57] .
We expect that the ability to make use of theory of mind will present an agent with an advantage over opponents without such abilities. The champion of the first international RPS programming competition in 2000 made use of a strategy that detected regularities in the opponent's behaviour, but also considered the possibility that the opponent was using a similar strategy to model the behaviour of the champion's [51] . That is, this program engaged in theory of mind, by attributing the intention to win the game to his opponent. However, due to the limited action space, there may be a limit to the effectiveness of theory of mind that is specific to this particular game.
Elemental rock-paper-scissors
Although the simple structure of RPS is appealing, the limitation to three actions may influence the effectiveness of higher-order theory of mind. this issue, we also consider elemental rock-paper-scissors (ERPS). ERPS extends RPS such that it includes the five actions 'wood', 'metal', 'fire', 'water', and 'earth', as shown in Table 2 . The ERPS game preserves the property of RPS that each action is defeated by exactly one response. That is, for each action that an opponent may play, there exists a unique best response that guarantees a positive outcome for the agent 3 . As in the case of RPS, the unique mixed-strategy Nash equilibrium for ERPS is to randomize over all possible actions. However, due to the increased action space, ERPS may have an increased support for theory of mind. That is, we expect theory of mind agents to perform at least as well on ERPS as they would in RPS. Moreover, any differences in the performance of theory of mind agents playing ERPS, compared to those playing RPS, can be attributed to the differences in the structure of the games. In particular, increased performance of higher-order theory of mind agents in ERPS indicates that a limited action space influences the effectiveness of theory of mind.
Rock-paper-scissors-lizard-Spock
Rock-paper-scissors-lizard-Spock (RPSLS) [58] is an extension of RPS, which adds the actions 'lizard' and 'Spock' to the actions 'rock', 'paper', and 'scissors' from RPS. Like ERPS, RPSLS has five actions, but in RPSLS each action wins from exactly two other actions, while being defeated by the remaining two other actions. Table 3 shows the payoff matrix and a graph representation of the RPSLS game.
Unlike the previous two games, the best response to an action in RPSLS is not unique. This means that when an agent attributes mental content to his opponent, this does not result in a clear prediction of opponent behaviour. An agent that predicts his opponent to play 'paper' has no preference for playing either 'scissors' or 'lizard', since either will defeat 'paper' equally well. As a result, an agent that believes his opponent to believe that the agent will play 'paper', will predict that she is going to play either 'scissors' or 'lizard'. Similarly, the opponent's behaviour in RPSLS is less informative than in RPS and ERPS. After all, if an agent plays 'paper', it may have believed that his opponent would play 'rock', but also that she would play 'Spock'. As a result, playing RPSLS repeatedly against the same opponent provides less information about the opponent's behaviour than in RPS and ERPS. Due to this increased difficulty in modeling the opponent, we expect that theory of mind agents perform more poorly in RPSLS than in RPS and ERPS.
Limited Bidding
Unlike rock-paper-scissors and the two variations on it we presented in the previous subsections, Limited Bidding (LB) 4 is a game that plays across several rounds. When the game starts, each player is handed an identical set of 5 tokens each, valued 1 to 5. Over the course of 5 rounds, players simultaneously choose one of their own tokens to use as a 'bid' for the round. Once both players have made their choice, the tokens selected by the players are revealed and compared, and the round is won by the player that selected the highest value token. In case of a draw, there are no winners. The object of the game is to win as many rounds as possible while losing as few rounds as possible. However, each token may be used only once per game. This forces players to plan ahead and strategically choose which of the tokens that are still available to them they should place as the bid. For example, a player that selects the token with value 5 in the first round will make sure that the first round will not result in a win for his opponent. However, this also means that for the remaining 4 rounds, the token with value 5 will not be available to this player. Players therefore have to weigh the additional probability that they will win the current round against the loss of competitive strength in later rounds that results from using a higher valued token. Figure 1 shows an example of the way LB is played. In this case, the game is won by the light blue player on the right. Note that in LB, it is not possible to win all the rounds. Instead, any player can win a maximum of four rounds, in which case the last round is won by his opponent. As a result, a player can achieve a maximum score of 3 in LB. As for the variations on RPS described earlier, a player can prevent his opponent from winning the game. He can do so by randomly choosing to play one of the tokens still available to him at each round of the game. Averaged over repeated games, this mixed strategy of randomizing over all available choices will result in a score of zero for both the player and his opponent.
Rational players
In game theory, it is common to make the assumption that every player is rational, and that this fact is known by all players. Moreover, players are assumed to know that everyone knows that every player is rational, continuing in this fashion ad infinitum. In terms of theory of mind, this common knowledge of rationality [60, 61] means that players possess the ability to make use of theory of mind of any depth or order. In this section, we will explain how rational players play the Limited Bidding game under the assumption of common knowledge of rationality. For simplicity, we consider a limited bidding game of three tokens. In such a game, players decide what token to play at two moments: once at the start of the game, and again once the result of the first round has been announced. Although new information also becomes available after the second round, the choice of which token to play in the third round is a degenerate one; at the start of the third round both players only have one token left. Since both players have the choice of three tokens to play in the first round, there are nine variations of the subgame the agents play at the second round of the game. We first consider what a rational agent will choose to do at the start of the second round.
Since every player tries to maximize the number of rounds won and minimize the numbers of rounds lost, at the end of each game, each player receives a payoff equal to the difference between the two. Table 4 lists the payoffs for both players for each possible outcome of the game, where each outcome is represented as the concatenation of the tokens in the order in which the player has played them. Each payoff structure is presented as a tuple (x, y), such that player 1 receives payoff x and player 2 receives payoff y. The subgames that are played at the beginning of the second round are represented as 2-by-2 submatrices, highlighted by alternating background color in Table 4 .
Note that whenever the first round of the game ends in a draw, the resulting subgame is a degenerate one. In this case, both players receive zero payoff irrespective of the final outcome. When the first round does not end in a draw, the resulting subgame is a variation on the matching pennies game [62] . This game is known to have no pure-strategy Nash equilibrium. That is, there is no combination of pure strategies such that each player maximizes his payoff given the strategy of his opponent. However, there is a unique mixed-strategy Nash equilibrium in which each player plays each possible strategy with equal probability. If both players play either one of their remaining tokens with 50% probability, neither one of them has an incentive to switch strategies: given that his opponent is playing randomly, a rational agent has no strategy available that will yield a better expected payoff than playing randomly as well. Due to the common knowledge of rationality, each player knows that both of them have reached the conclusion that after the first round, they will both play randomly. This means we can rewrite the payoff matrix to reflect the results of each of the subgames, as shown in Table 5 . Note that this is a variation of the rock-paper-scissors game. As before, there is no pure-strategy Nash equilibrium, but the unique mixed-strategy Nash equilibrium is reached when both players play each strategy with equal probability. That is, rational agents, under the assumption of common knowledge of rationality, solve the limited bidding game by playing randomly at each round.
This result also holds when the game is played using more than three tokens. That is, to prevent their opponent from taking advantage of any regularity in their strategy, rational agents play the limited bidding game randomly.
Hypotheses about the effectiveness of theory of mind
In this section, we described four different games: rock-paper-scissors, elemental rock-paper-scissors, rock-paper-scissors-lizard-Spock and Limited Bidding. In the game of rock-paper-scissors, agents choose from the three possible actions, each of which is defeated by exactly one of the other actions. The game of elemental rock-paper-scissors resembles RPS in that each action is defeated by exactly one other action, but agents playing ERPS have five different actions to choose from. Rock-paper-scissors-lizard-Spock allows for five different actions as well, but unlike ERPS, each action is defeated by exactly two other actions. Finally, Limited Bidding is a game that spans several rounds, in which agents decide the order in which they play tokens from an initial set of five.
The game of RPS serves as a transparent base scenario to determine whether theory of mind benefits agents in competitive settings. We expect that the ability to make use of theory of mind is advantageous in competitive settings. Specifically, we expect that the ability to make use of higher orders of theory of mind allows an agent to outperform an opponent that is of a lower order of theory of mind in the game of rock-paper-scissors. In the remainder, we will refer to this expectation as hypothesis H RP S .
The small number of actions that agents choose from in RPS may limit the effectiveness of higher-order theory of mind. The ERPS game, in which agents have a larger action space, addresses this issue. We expect that the larger action space in the ERPS game allows higher-order theory of mind agents to outperform opponents of a lower order of theory of mind at least as well as in the RPS game, which we will refer to as hypothesis H ERP S .
Agents make use of theory of mind to model the opponent in an attempt to predict her behaviour. As a result, theory of mind is likely to be more effective when the opponent is more predictable. We therefore selected the RPSLS game, in which there is no unique best-response to each action, which should make opponent behaviour harder to predict. Hypothesis H RP SLS states that we expect theory of mind agents to have difficulty predicting their opponent in RPSLS, and to perform more poorly compared to performance in RPS and ERPS.
Limited Bidding is a multi-stage game, and represents a more complex situation than the single-shot games RPS, ERPS, and RPSLS. This game has been selected to determine whether theory of mind is advantageous, and whether the results from simple single-shot games translate towards a more complex setting. We expect that the results in Limited Bidding may be quantitatively different to those of rock-paper-scissors, but that the results will be qualitatively similar; we will call this hypothesis H LB .
Playing the games using simulation-theory of mind
In the games described in Section 2, players can prevent their opponent from winning the game by playing randomly. However, this strategy not only prevents an agent from losing the game from his opponent, but also prevents the agent from winning the game for himself. As a result, the randomizing strategy only results in an average score in the RoShamBo programming competitions [50] discussed in Section 2.1. An agent that believes its opponent to play in a nonrandom way may try to predict the opponent's behaviour to take advantage of regularities in its opponent's strategy, and win the game.
For humans, one way of generating predictions of opponent behaviour is by using simulation-theory of mind [63] [64] [65] . In simulation-theory of mind, a player takes the perspective of its opponent, and determines what its own decision would be if the player had been in the position faced by its opponent. Using the implicit assumption that the opponent's thought process can be accurately modeled by its own thought process, the player then predicts that the opponent will make the same decision the player would have made if the roles were reversed.
In this section, we describe the intuition behind the process of perspectivetaking for agents that differ in their abilities to explicitly model mental states, and illustrate how this affects their choices in playing RPS. In Section 4, this intuition is described in a computational model. In the remainder, we will speak of a ToM k agent to indicate an agent that has the ability to use theory of mind up to and including the k-th order, but not beyond. 
Zero-order theory of mind
A zero-order theory of mind (ToM 0 ) agent is unable to model the mental content such as beliefs, desires and intentions of his opponent. In particular, a ToM 0 agent is unable to represent that his opponent has goals that are different from his own goals. When predicting his opponent's behaviour, the agent is limited to his memory of previous events. The ToM 0 agent is intended to model an inexperienced or frustrated player, who only consider his opponent's behaviour rather than thinking about the way she reacts to his actions.
A ToM 0 agent believes that what happened in the past is a good predictor for what is going to happen in the future. This reflects human players' tendency to interpret repetition as indicative for a pattern [66] . Figure 2 illustrates a possible thought process of a ToM 0 agent. If a ToM 0 agent remembers that his opponent mostly played 'paper' in previous RPS games, he concludes that his opponent is most likely to play 'paper' in the next game. Given this belief, the ToM 0 agent would therefore adjust his behaviour to play 'scissors'.
First-order theory of mind
In contrast to a ToM 0 agent, a first-order theory of mind (ToM 1 ) agent considers the possibility that his opponent is trying to win the game for herself, and that she reacts to the choices made by the ToM 1 agent. To predict his opponent's behaviour, the ToM 1 agent puts himself in the position of his opponent, and considers the information available to him from her perspective. Figure 3 shows an example of such a thought process. Suppose that the ToM 1 agent remembers that he mostly played 'paper' in previous RPS games against the same opponent. He realizes that if the roles were reversed, and he would remember that his opponent mostly played 'paper', he would conclude that his opponent would most likely be playing 'paper' again, and that he should play 'scissors'. The ToM 1 agent has the ability to attribute this thought process to his opponent, and predict that she is likely to play 'scissors'. Given this prediction, the ToM 1 agent should play 'rock'.
Although the ToM 1 agent models his opponent as being able use zero-order theory of mind, agents in our setup do not know the extent of the abilities of their opponents with certainty. Through repeated interaction, a ToM 1 agent may come to believe that his opponent is not a ToM 0 agent, and that she has no beliefs at all. Such an opponent without beliefs could, for example, play 'rock' irrespective of what the ToM 1 agent has previously played. Based on this belief, a ToM 1 agent can choose to play as if he were a ToM 0 agent, and follow a thought process such as the one presented in Figure 2 .
Second-order theory of mind
Just as a ToM 1 agent models his opponent as having a zero-order theory of mind, a second-order theory of mind (ToM 2 ) agent models a ToM 1 opponent. That is, a ToM 2 agent considers the possibility that his opponent is putting herself in his position, and is modeling him as a ToM 0 agent. Figure 4 depicts a possible though process of a ToM 2 agent. If the ToM 2 agent remembers his opponent to have mostly played 'paper' in previous encounters, he would believe his opponent to predict that he will be playing 'scissors' more often. As a result, the ToM 2 agent would predict his opponent to play 'rock' more often, in which case the agent should play 'paper' more often himself.
Each additional order of theory of mind allows for deeper recursion of mental state attribution. Note that each order of theory of mind represents an additional model for opponent behaviour, with a corresponding prediction. A ToM 2 agent therefore considers three predictions of his opponent's behaviour, based on the application of zero-order, first-order, and second-order theory of mind.
Model
We implemented computational agents that make use of simulation-theory of mind, and play similarly to intuitive description of Section 3. In this section, we discuss the implementation of these agents, which play the competitive games described in Section 2. The agents presented here differ in their ability to explicitly represent beliefs, and therefore in their ability to make use of theory of mind.
Representation of the games
In the model we discuss, a game is a tuple G = N , S, A, T, π , where:
• N = {i, j} is the set of agents, where i denotes the focal agent, and j denotes his opponent;
• S is the set of possible states of the game;
• A = A i × A j is the set of possible action pairs, where A i is the set of actions that can be performed by the agent i, and A j is the set of actions that can be performed by his opponent j;
• T is a partial transition function T : S × A → S, which describes the results of the pair of actions of the focal agent and his opponent on the game state; and
An instance of a game as played by two players then consists of an initial game state and a sequence of action pairs. For example, in Limited Bidding, each game state s ∈ S encodes the tokens that are still available to the agent, as well as those still available to his opponent. This allows agents that are playing LB to distinguish between individual rounds, and make their beliefs concerning the opponent's gameplay conditional on the tokens that can still be played. Figure 5 shows a representation of an instance of an LB game, which corresponds to the example game shown in Figure 1 . In Figure 5 , states are represented by boxes, while arrows show the state transitions. Each state transition shows the action pair that caused the transition, as well as the payoff π i for the focal agent and the payoff π j for his opponent. The game starts in the initial state in which both the agent and his opponent each have an identical set of five tokens. The actions that the agent can perform correspond to selecting one 14 of the tokens that is still available to him. Once the agent and his opponent have selected an action, the game transitions to a new state, and both players receive a payoff. This process is repeated until a final state is reached in which no combination of actions leads to a change in game state. For Limited Bidding, this final state is the situation after five rounds, when there are no more tokens to play.
The game states S are intended to model the different stages of a multistage game such as Limited Bidding. Single-shot games, such as the variations on rock-paper-scissors described in Section 2, can be represented as a game that contains two states S = {s 0 , s 1 }, such that the game transitions from the start state s 0 to the end state s 1 through any possible action pair (
Additional to transitioning to a new game state, agents receive a payoff based on their actions. The payoff functions π i , π j : S × A → R determine the payoff π i (s, (a i , a j )) for the focal agent i, and payoff π j (s, (a i , a j )) for his opponent for each combination of game state s ∈ S and action pair (a i , a j ) ∈ A. Note that since we consider only zero-sum games here, π i (s, (a i , a j )) = −π j (s, (a i , a j )).
Zero-order theory of mind agents
In the present setup, we assume that agents understand the game. Furthermore, we assume no agent considers the possibility that his opponent does not understand the game, or that his opponent believes that he does not understand the game, continuing in this fashion ad infinitum. This means that, for example, none of the agents considers it possible that his opponent will perform an action that is not in her action space A j . Similarly, no agent believes that his opponent considers it a possibility that he himself will play an action that is not in his action space A i .
Note that this assumption is similar to the assumption that the rules and dynamics of the game are common knowledge [5, 67, 68] , which requires that each agents understands the game, and knows that his opponent understand the game, and so forth. However, the simulated agents described here are limited in their ability to make use of theory of mind, and may not be able to represent their opponent's mental content. That is, in this case it is not possible to assume that the rules and dynamics of the game are common knowledge. Instead, we assume that no agent has beliefs that conflict with common knowledge of the rules and dynamics of the game.
Agents form beliefs b (0) in the form of a probability distribution over the opponent's actions A j for every game state, such that b (0) (a j ; s) represents what the agent believes to be the probability that his opponent will play action a j ∈ A j given that the game is in situation s ∈ S. We assume:
That is, (1) agents assign non-negative probability to their opponent playing a certain action in a certain game state, and (2) the probabilities assigned to each possible opponent action sum up to 1 for each possible game state. For a ToM 0 agent, the belief structure b (0) represents the extent of his beliefs concerning his opponent's behaviour. Given the game's payoff function and his beliefs about the way his opponent plays the game, a ToM 0 agent is able to assign a subjective value Φ i (a i ; b (0) , s) to playing a certain action a i ∈ A i in game state s ∈ S, given his beliefs b (0) concerning his opponent's behaviour. To determine this value, the agent considers how likely he considers it to be that his opponent is going to play some action a j ∈ A j . If the opponent would play a j , playing a i would yield the agent an immediate payoff π i (s, (a i , a j )), but it would also cause the game to move forward, and end up in a new state s = T (s, (a i , a j )). The agent takes this into account by planning ahead, and determining the maximum value he can achieve when the game reaches state s . The combination of immediate payoff π i (s, (a i , a j )) and the maximum value that can be achieved in the state T (s, (a i , a j )) are weighted by what the agent believes to be the probability b (0) (a j ; s) that his opponent is actually going to play action a j . The value Φ i (a i ; b (0) , s) that the focal agent i assigns to playing action a i in game state s, based on his belief b (0) concerning his opponent's behaviour, is given by
We assume that agents choose rationally given their beliefs. That is, agents choose to play the action a i that maximizes the value function. This is represented by the decision function t * i , given by
Example 1. Consider an agent that plays rock-paper-scissors against his opponent. The RPS game consists of two states S = {s 0 , s 1 }, where the first state s 0 represents the start of the game, and the second state s 1 is the end of the game. The action spaces of the agent and his opponent are the same, A i = A j = {R, P, S}. The transition function T is defined such that T (s 0 , a i , a j ) = s 1 for all a i ∈ A i , and a j ∈ A j . The payoffs in state s 0 are given by Table 1 , while payoffs are zero in state s 1 . We consider a ToM 0 agent, whose mental content is listed in Table  6a . The agent's zero-order beliefs b (0) indicate that the agent believes that there is a 50% probability that his opponent is going to play R, a 30% probability that his opponent is going to play P , and a 20% probability that his opponent is going to play S. Based on these zero-order beliefs, the 16 Order of theory of mind k 0
Order of theory of mind k 0 1 agent can determine the value for each of the actions R, P , and S, based on the expected payoff. For example, the agent believes that if he plays R, there is a 30% probability that he will lose because his opponent played P , and a 20% probability that he will win because his opponent played S. This results in the following values:
The agent then chooses to play the action that has maximum value. In this case:
That is, the ToM 0 agent described in Table 6a chooses to play P .
First-order theory of mind agents
A ToM 1 agent attributes beliefs to his opponent in the form of an additional probability distribution b (1) . Here, b (1) (a i ; s) represents what the agent believes his opponent to judge what the probability is that he will play action a i ∈ A i in game state s ∈ S. However, a ToM 1 agent also has zero-order beliefs b (0) about what his opponent will do. The decision process of the ToM 1 agent consists of roughly three steps:
1. making a predictionâ Let us describe each step more precisely.
(1) First, the ToM 1 agent makes a prediction of opponent behaviour based on his first-order beliefs b (1) . Using simulation-theory of mind, the agent uses his own decision function t * to make a prediction of the action his opponent will play. To do so, the agent determines the actionâ (1) j ∈ A j that maximizes the value function from the perspective of the opponent, given that the agent believes his opponent to have zero-order beliefs b (1) . That is,
Note that Equation (5) is similar to Equation (4). That is, the ToM 1 agent determines his prediction of opponent behaviour similar to the way a ToM 0 agent determines his own behaviour. In calculating the predictionâ
j , the agent makes use of his own value function and his beliefs b (1) . Note that by specifyinĝ a (1) j , the agent makes a single prediction of the opponent's behaviour rather than assigning probabilities to each possible opponent action. This allows the agent to check the validity of his prediction more easily, by comparing the prediction a . The extent to which first-order theory of mind governs the decisions of the agent's actions is determined by his confidence 0 ≤ c 1 ≤ 1 that first-order theory of mind accurately predicts his opponent's behaviour. The value of his confidence c 1 allows the agent to distinguish between different types of opponents, and he weights his zero-order beliefs against the prediction of first-order theory of mind accordingly. This weighting process is captured by a belief integration function U . This function integrates the agent's first-order predictionâ j with his zero-order beliefs b (0) of opponent behaviour. Compared to his zero-order beliefs b(0), the agent's integrated belief that his opponent will be playing actionâ
is increased, while his integrated belief that his opponent will be playing any other action is decreased. Specifically, directly. That is, a ToM 1 agent chooses to play the action given by
In the special case where the agent has no confidence in first-order theory of mind, c 1 = 0, the ToM 1 agent's decision is only influenced by his zero-order beliefs. In this case, the agent chooses as if he were a ToM 0 agent.
Example 2. Consider a ToM 1 agent that plays rock-paper-scissors, similar to the agent in Example 1, whose mental content is given in Table 6b . The Table shows that the ToM 1 agent has zero-order beliefs b (0) , which indicate the agent's beliefs concerning his opponent's actions, as well as first-order beliefs b (1) . For example, since b (1) (R, s 0 ) = 0.4, the agent believes that his opponent believes that there is a 40% probability that he is going to play R. Taking the perspective of his opponent, the agent determines what he would do in her place. That is, the agent first calculates the value that he would assign to each of the actions available to his opponent, if his firstorder beliefs b
(1) were actually his zero-order beliefs, and his opponent's payoffs were actually his payoffs.
The agent's first-order theory of mind predicts that his opponent will select the action that will yield her the highest payoff.
Using his first-order theory of mind, the agent predicts that his opponent is going to play P . Note that the agent's predictionâ (1) j conflicts with his zero-order beliefs b (0) . According to his first-order theory of mind, his opponent is going to play P , while the agent's zero-order beliefs assign a 50% probability that his opponent is going to play R. To be able to make a decision, the agent integrates his first-order prediction with his zero-order beliefs b (0) . In this case, the agent's confidence c 1 in first-order theory of mind is 0.9. This means that the agent's integrated beliefs are determined for 90% by his prediction based on first-order theory of mind, and for 10% by his zeroorder beliefs.
After integrating his zero-order beliefs and first-order prediction, the agent believes there is a 5% probability that his opponent is going to play R, a 93% probability that his opponent is going to play P and a 2% probability that his opponent is going to play S. Based on his integrated beliefs, the agent determines the value for playing each of the actions. The agent then chooses to play the action that has maximum value. In this case:
That is, the ToM 1 agent described in Table 6b chooses to play S.
Second-order theory of mind agents
Similar to the way a ToM 1 agent models his opponent as a ToM 0 agent, a ToM 2 agent considers the possibility that his opponent may be a ToM 1 agent. As such, the ToM 2 agent has an explicit model of what beliefs he believes his opponent to be attributing to him. In our model, these beliefs are represented by an additional belief structure b (2) . Using simulation-theory of mind, the agent attributes the decision-making process described by Equation (7) to his opponent. That is, the agent considers the game from the perspective of his opponent, and determines what he would do in her position, if he were a ToM 1 agent.
To determine his opponent's actions, the ToM 2 agent needs to know her confidence c 1 in first-order theory of mind. In our experiments, we have assumed that all ToM 2 agents use a value of 0.8 to determine their opponent's behaviour playing as a ToM 1 agent 5 . Based on second-order theory of mind, the ToM 2 agent therefore predicts that his opponent will be playing (square brackets are used for readability)â 
This predictionâ (2) j based on second-order theory of mind is integrated with the ToM 2 agent's zero-order beliefs b (0) and his predictionâ
(1) j based on first-order theory of mind, before he makes his choice of what action to play. As for the ToM 1 agent, a ToM 2 agent does not know at which order of theory of mind his opponent is playing. Instead, the extent to which second-order theory of mind governs the decisions of the ToM 2 agent's actions is determined by his confidence 0 ≤ c 2 ≤ 1 that second-order theory of mind accurately predicts his opponent's behaviour. The ToM 2 agent weights the integrated beliefs in Equation (7) against his prediction of opponent behaviourâ (2) j based on secondorder theory of mind. As a result, the ToM 2 agent's integrated beliefs about his opponent behaviour are given by
The ToM 2 agent therefore performs two belief integration steps. First, the agent integrates his zero-order beliefs b (0) concerning his opponent's behaviour with his predictionâ (1) j based on application of first-order theory of mind. In the second step, his predictionâ (2) j based on second-order theory of mind is integrated into these beliefs as well. The ToM 2 agent then makes his final choice of what action to select based on these beliefs:
j , c 2 ; s .
Example 3. Consider a ToM 2 agent that plays rock-paper-scissors, similar to Example 2, whose mental content is given in Table 7 . When a ToM 2 agent considers his opponent's first-order beliefs about his own actions, the agent performs the decision process of a ToM 1 agent from the viewpoint of his opponent. That is, he calculates what he believes that she predicts that he will do based on her first-order beliefs. The agent's model of his opponent's first-order beliefs are captured by b (2) . This is what the agent believes his opponent to believe his first-order beliefs to be. Firstly, the agent determines what he would do if his second-order beliefs b (2) were actually his zero-order beliefs.
That is, the ToM 2 agent believes his opponent to predict that he will be playing R. Secondly, the agent determines how his opponent's prediction that he will be playing R influences her zero-order beliefs. The agent does not explicitly model the opponent's confidence in first-order theory of mind.
Rather, he assumes a value of 0.8 for this confidence. The agent then integrates his first-order beliefs b (1) , which he believes to correspond to his opponent's zero-order beliefs, with the prediction that he will play R.
These integrated beliefs specify what the agent believes what his opponent's beliefs are concerning his actions. For example, based on application of his second-order theory of mind, the ToM 2 agent believes that his opponent believes that there is an 88% probability that he himself will play R. From the viewpoint of his opponent, the agent then determines what the value would be for playing each of the possible actions, given the integrated beliefs of opponent action. The action that maximizes this value represents the agent's prediction of the action his opponent is going to play according to his second-order theory of mind.â
Based on second-order theory of mind, the agent therefore believes his opponent will play P . To make a decision, the agent integrates his zero-order beliefs b (0) , his first-order predictionâ (1) j = P (see Example 2), and his second-order predictionâ (2) j = P . Example 2 shows how the agent's zero-order beliefs and his first-order prediction of opponent behaviour are integrated. Using this confidence c 2 , the agent also integrates his belief that his opponent is going to play P . In this example, the agent has confidence c 2 = 0.1 in secondorder theory of mind. This results in the following integrated beliefs:
, P, 0.9), P, 0.1)(R; s 0 ) = 0.9 · 0.05 = 0.045
, P, 0.9), P, 0.1)(P ; s 0 ) = 0.9 · 0.93 + 0.1 = 0.937
, P, 0.9), P, 0.1)(S; s 0 ) = 0.9 · 0.02 = 0.018
Based on these integrated beliefs, the agent determines the value for playing each of the actions. The agent then chooses to play the action that maximizes the value. In this case:
Based on his integrated beliefs of what the opponent is going to do, the
ToM 2 agent's choice is to play S.
Higher orders of theory of mind agents
For every order of theory of mind available to the agent beyond the second-order, say order k, the agent maintains an additional belief structure b (k) . These beliefs are used to expand his decision process by modeling the decision process of a (k − 1)th-order theory of mind agent from his opponent's point of view. The resulting prediction is weighted against the decision process of (k − 1)th order of theory of mind from his own point of view. For example, a ToM 3 agent expands the decision process of a ToM 2 agent, represented by Equation (10) . He does so by modeling the decision process of a ToM 2 agent from his opponent's point of view. That is, the ToM 3 agent calculates his prediction of opponent behaviour a (3) j based on third-order theory of mind:
(11) Once the ToM 3 agent has determined his prediction based on third-order theory of mind, he weights this prediction against the decision process of a ToM 2 agent, represented by Equation (10) . The extent to which the ToM 3 agent's predictionâ (3) j of a ToM 2 opponent's behaviour is reflected in his own behaviour is determined by his confidence 0 ≤ c 3 ≤ 1 that third-order theory of mind yields accurate predictions of his opponent's behaviour. That is, the choice of a ToM 3 agent is given by
, c 2 ,
, c 3 .
Belief adjustment and learning speed
In the previous subsections, we discussed how agents of different orders of theory of mind decide what action to play, based on their current beliefs b (k) and confidence levels c k . By placing himself in the position of his opponent, and viewing the game from her perspective, an agent makes predictions for the action his opponents is going to perform. Each order of theory of mind available to the agent generates such a prediction. The agent can use the accuracy of these predictions to gain information about the opponent's abilities over repeated games, and adjust his beliefs and confidence levels accordingly.
For example, a ToM 2 agent may learn that his opponent is not playing as predicted by his second-order theory of mind, but that his first-order theory of mind consistently makes accurate predictions of her actions. In such a case, the ToM 2 agent may start to play as if he were a ToM 1 opponent, and ignore predictions from his second-order theory of mind altogether. However, it is important to note that while the ToM 2 agent may adjust his behaviour to take advantage of predictable behaviour of his opponent, his opponent is trying to do the same. In this section, we describe how agents update their beliefs b (k) and confidence levels c k when they observe the outcome of a game.
When an agent plays against an unfamiliar opponent for the first time, his beliefs b (k) are initialized randomly, while his confidence levels c k are initialized at zero. After each round, the actual choiceã i of the agent andã j of his opponent are revealed. At this moment, an agent updates his confidence in theory of mind based on the accuracy of his predictions. A ToM 1 agent increases his confidence c 1 in first-order theory of mind when his first-order predictionâ (1) j calculated through Equation (5) was correct. In other cases, his confidence in first-order theory of mind decreases. This process is represented by the update
where 0 ≤ λ ≤ 1 is an agent-specific learning speed. An agent's learning speed indicates the relative weight of new information in determining beliefs. An agent with a high learning speed determines whether his opponent is a ToM 0 agent based on his most recent observations. The ToM 1 agent's confidence c 1 in firstorder theory of mind reflects the accuracy of first-order theory of mind in the most recent games in this case. An agent with a low learning speed depends on experience built up over a longer period of time.
For higher orders of theory of mind, an agent additionally adjusts each of his confidences c k in kth-order theory of mind for each order k of theory of mind available to him. Similar to the update of his confidence c 1 in first-order theory of mind, an agent reduces his confidence c k in kth-order theory of mind when the corresponding predictionâ (k) j of opponent behaviour based on application of kth-order theory of mind was incorrect, that isâ (k) j =ã j . However, an agent only increases his confidence in kth-order theory of mind when it yields correct predictions, and the predictions made by each order of theory of mind lower than k were incorrect. If there is some lower order n < k of theory of mind for whichâ (n) j =ã j , the agent does not increase his confidence in kth-order theory of mind. That is, theory of mind agents only grow more confident in the use of higher-order theory of mind when this results in accurate predictions that could not have been made with a lower order of theory of mind. This feature makes agents less likely to overestimate the theory of mind abilities of their opponent.
(13) When the actual choice of the agentã i and his opponentã j are revealed, the agent also updates his beliefs b (k) . Since the zero-order beliefs b (0) represent the agent's beliefs concerning his opponent's behaviour, these beliefs are updated using his opponent's choiceã j . This is done by increasing the belief the opponent will perform actionã j in the same game state s ∈ S, while decreasing the belief that she will perform any other action. Second-order beliefs b (2) specify what the agent believes his opponent to believe about what he believes that she is going to do. That is, an agent's second-order beliefs b (2) describe beliefs concerning the actions of his opponent, and are therefore updated using her choiceã j as well. After this update, the agent believes that his opponent believes that he believes more strongly that she will perform the actionã j in the same game state s ∈ S. This is true for each of the even-numbered orders of theory of mind available to the agent. The belief structure b (k) of all even-numbered orders of theory of mind are updated using the opponents choiceã j .
On the other hand, the odd-numbered orders of theory of mind describe the actions of the agent himself. These beliefs are therefore updated using the agent's choiceã i . For example, after the belief adjustment, the agent believes that his opponent believes more strongly that he will perform actionã i when the same game state s ∈ S is encountered again. Using the belief updating function U , the beliefs are adjusted using the agent's learning speed λ, such that
for k even and all a j ∈ A j , and(14)
for k odd and all a j ∈ A j .
That is, the agent adjusts his beliefs based on the forecasting technique of exponential smoothing [69] . Note that these adjustments only apply to the game state s in which the actions were taken. The agent's learning speed λ determines how quickly the agent learns. That is, a higher value of λ shows that the agent changes his beliefs more radically based on new information. At the maximum of λ = 1, an agent effectively believes that the last action his opponent performed determines future behaviour. At the other extreme of λ = 0, the agent does not learn, and does not change his beliefs when new information becomes available. This also means that an agent with learning speed λ = 0 does not change his behaviour.
The agents we describe do not actively try to model the learning speed λ of their opponent. Instead, an agent assumes that his opponent updates her beliefs using the same learning speed as he does himself. That is, our computational agents do not consider the possibility that their opponent reacts differently to new information than they do themselves. This means that in general, the beliefs that an agent attributes to his opponent are structurally different from her actual beliefs.
An agent makes use of theory of mind by considering the position of his opponent from his own viewpoint. When an agent makes use of second-order theory of mind, he also considers what his opponent knows about his own viewpoint. Since the games we consider have symmetric information, this causes the agent's second-order beliefs b (2) to resemble his zero-order beliefs b (0) more closely with each update. That is, the agent eventually believes that a first-order theory of mind opponent knows what his zero-order beliefs are.
Due to the restrictions on the learning speed λ, Equations (14) and (15) preserve the normalization and non-negativity of beliefs. Similarly, the confidences c i in the application of ith-order theory of mind remain limited to the range [0, 1].
Example 4. Consider the ToM 2 agent from Example 3, whose mental content is given in Table 7 . Once both the agent and his opponent have decided on an action to play, the actions are revealed to both players, and each receives the payoff based on those actions. Once the outcome of the game is revealed, each agent updates his beliefs based on what is observed. Our calculations showed that the ToM 2 agent we discussed in our example has played actionã i = S. We assume that his opponent playedã j = P , and that the agent's learning speed λ = 0.6. Table 8 lists the agent's predictions, confidences in theory of mind and beliefs before and after the belief update. Depending on the accuracy of the prediction of application of ith-order theory of mind, the confidence c i in that order of theory of mind increases or decreases. In our example, first-order theory of mind accurately predicted that the opponent would play P , sinceã j =â Table 8 : Beliefs and confidences in theory of mind before and after the belief update in the example of a ToM 3 agent playing RPS.
Results
The agent model described in Section 4 has been implemented in Java and its performance has been tested in each of the settings described in Section 2.
For the rock-paper-scissors game, as well as the variations on this game, each trial consisted of an agent that plays 20 consecutive games against the same opponent 6 . An agent's trial score is the average of the agent's game scores over all games in the trial. The graphs in this section depict the average trial score, averaged over 500 trials. Since Limited Bidding is a more complex game, a longer sequence is needed to learn to model the opponent. Each trial in this game consisted of an agent that plays 50 consecutive games against the same opponent. Our results were qualitatively similar if longer trials of 100 games were used instead.
In this section, performance is measured as the average trial score of the focal agent, as a function of his learning speed λ i , as well as the learning speed λ j of his opponent. The figures in this section show simulation results for every 0.02 step in learning speeds over the range λ i , λ j ∈ [0, 1]. We report the results of simulations in which a focal agent is exactly one order of theory of mind higher than his opponent. In simulations in which the difference in theory of mind ability of the focal agent and his opponent was larger than one order, performance of the focal agent turned out to be similar. Figure 6 shows how the ability to represent mental content of others affects the performance of agents in the RPS game as a function of the learning speed λ i of the focal agent and of the learning speed λ j of his opponent. Higher and lighter areas indicate that the focal agent won more games than he lost, while lower and darker areas show that his opponent had the upper hand. To emphasize
Rock-paper-scissors
Figure 6: Average performance of theory of mind agents playing rock-paperscissors against opponents of a lower order of theory of mind. Performance was averaged over 500 trials of 20 consecutive games each. Insignificant results (p > 0.01) are highlighted in red.
the shape of the surface, the grid that appears on the bottom plane has been projected onto the surface, and the plane of zero performance appears as a semitransparent surface in the figure. Red areas indicate where performance was not significantly different from zero, at a significance level α = 0.01. Figure 6a shows that a ToM 1 agent that has a learning speed λ i = 0 cannot compete with his opponent. When the agent does not learn from his opponent's behaviour, he loses nearly all rounds. Similarly, his opponent loses nearly all rounds when she does not learn at all (λ j = 0). This shows that both zero-order theory of mind agents and first-order theory of mind agents can successfully model an opponent that always performs the same action.
The figure also shows that a ToM 1 agent mostly outperforms a ToM 0 opponent. Whenever the ToM 1 agent's learning speed is at least λ i > 0.1, he will on average win more rounds than he loses, and obtain a positive score. The ToM 1 agent's score is particularly high when both he and his opponent learn at a high rate, in which case the agent wins almost all rounds. When his ToM 0 opponent learns at a low rate, the average score of the ToM 1 agent is reduced.
The relatively low performance of the ToM 1 agent against slow learning opponents is due to the fact that learning speed determines an agent's memory. A ToM 0 agent with high learning speed adapts to new situations quickly, but also quickly forgets information from previous rounds. When faced with an unpredictable opponent, a ToM 0 agent with high learning speed will therefore choose erratically, but with confidence. In this case, the ToM 0 agent believes that his opponent will repeat the same action she has performed the last time they met. For a ToM 1 opponent, this represents a predictable situation that she can use to her advantage.
Conversely, a ToM 0 agent with low learning speed retains his former beliefs for a longer time. When encountering an unpredictable opponent, such a ToM 0 agent will therefore start playing with little confidence. That is, the probability distribution modeled by b (0) may gradually come to resemble a uniform distribution. This causes a ToM 0 agent with low learning speed to play the action that he weakly believes to be a slightly better choice than the rest. This also makes it more difficult for a ToM 1 opponent to predict which token the ToM 0 agent with low learning speed will play, since his choice is not robust against small deviations in his beliefs.
Although a ToM 1 agent performs better against an opponent that learns quickly than against an opponent that learns slowly, performance of the ToM 1 agent is largely independent of the quality of his model. When a ToM 1 agent makes use of his theory of mind, he assumes that his opponent reacts to new information the same way he does. That is, the agent assumes that he and his opponent share the same learning speed. However, the figure does not show an increase in performance along the line of equal learning speeds. That is, the cost of assuming equal learning speeds is low in RPS. Figure 6b shows the performance of a ToM 2 agent playing RPS against a ToM 1 opponent. Note that Figure 6b is similar to Figure 6a . As for the ToM 1 agent, a ToM 2 agent performs best when playing RPS against a ToM 1 opponent when both he and his opponent learn at a high speed, while the ToM 2 agent has more difficulty modeling a ToM 1 agent that learns slowly. This shows that application of higher-order theory of mind can benefit an agent when playing RPS. Performance of the ToM 2 agent playing RPS against a ToM 1 opponent is nonetheless slightly lower than that of a ToM 1 agent playing RPS against a ToM 0 opponent.
Figures 6a and 6b suggest that application of higher orders of theory of mind benefits an agent. However, performance of a ToM 3 agent playing RPS against a ToM 2 agent, as shown in Figure 6c , is poor in comparison. Although the ToM 3 agent still outperforms a ToM 2 opponent, he does so at a lower margin. The average score of the ToM 3 agent only exceeds 0.5 when his opponent has learning speed zero. When facing a ToM 2 opponent that has a low learning speed, the average score of a ToM 3 agent that learns quickly even becomes negative.
Although the ToM 3 agent can still outperform a ToM 2 opponent at a small margin, Figure 6d shows that a ToM 4 agent no longer outperforms a ToM 3 opponent in RPS. In this scenario, the outcome of the game is mostly dependent on which of the agents has the highest learning speed, and no longer on theory of mind abilities. In Figure 6d , this can be seen by the fact that the ToM 4 agent obtains a positive outcome on average only if his learning speed λ i is higher than the learning speed λ j of his opponent.
In summary, the ability to make use of theory of mind can benefit an agent in the game of RPS. As we hypothesized (cf. hypothesis H RP S , Section 2.4), both the ToM 1 agent and the ToM 2 agent outperform opponents of a lower order of theory of mind. The performance of the ToM 3 agent and the ToM 4 agent suggests that there may be a limit to the effectiveness of application of higher orders of theory of mind. However, since rock-paper-scissors involves three possible opponent actions, the game leaves room for only three unique predictions of the opponent's next action. The low performance of the ToM 3 and ToM 4 agents may therefore be caused by specific characteristics of the RPS game, rather than a limit to the effectiveness of application of higher orders of theory of mind. The next section describes a game with more than three actions in order to differentiate between these alternative explanations.
Elemental rock-paper-scissors
In Section 2.1.2, we introduced elemental rock-paper-scissors, a variation on the classical RPS game in which agents choose from an action set of five actions. ERPS preserves the feature of RPS that each action is defeated by exactly one other action. Differences in performance of theory of mind agents that play RPS and those that play ERPS allow us to determine whether features of the game structure affect the effectiveness of higher orders of theory of mind in competitive games.
The results for ERPS are shown in Figure 7 . Our expectation that performance of theory of mind agents in playing ERPS would be at least as good as performance in RPS is only partially correct. Similar to our results of theory of mind agents playing RPS, Figure 7a shows that a ToM 1 agent outperforms a ToM 0 opponent, while Figure 7b shows that a ToM 2 agent outperforms a ToM 1 opponent as well. However, performance in the game of ERPS is slightly reduced compared to the situation in which they were playing RPS. Especially when either the agent or his opponent learns at a low speed, it is more difficult for a theory of mind agent to model his opponent in a game of ERPS than it is in RPS.
The main qualitative difference between RPS and ERSP is shown by the performance of the ToM 3 agent and performance of the ToM 4 agent, depicted in Figure 7c . Our results in RPS showed that it is difficult for a ToM 3 agent to model his opponent correctly. In Figure 6c , this presents itself as relatively low performance against an opponent with zero learning speed λ = 0. In contrast, Since the richer action space of ERPS increases performance of the ToM 3 agent when playing against an opponent that does not learn, the structure of the game influences the effectiveness of theory of mind. However, performance of a ToM 3 agent playing ERPS against a ToM 2 opponent is still poor in comparison to performance of the ToM 1 and ToM 2 agents playing ERPS against opponents of a lower order of theory of mind. Although the ToM 1 and ToM 2 agents clearly outperform opponents of a lower order of theory of mind, the ToM 3 agent outperforms the ToM 2 agent at a small margin only. Figure 7d shows the performance of a ToM 4 agent playing ERPS against a ToM 3 opponent. Like the ToM 3 agent, the peak performance of the ToM 4 agent when playing against an opponent with learning speed λ j = 0 shown in the figure indicates that the ToM 4 agent has no difficulty distinguishing agents that have learning speed zero from agents of a lower order of theory of mind. However, the ability to make use of fourth-order theory of mind does not present an agent with advantages in ERPS beyond those of third-order theory of mind. Figure 7d shows that a ToM 4 agent that plays ERPS against a ToM 3 opponent only obtains a positive score on average if his learning speed λ i is higher than the learning speed λ j of his opponent. That is, when a ToM 4 agent plays ERPS against a ToM 3 opponent, whoever has the highest learning speed is expected to win.
In summary, we investigate the game of ERPS to determine whether the limited choice of actions for agents playing RPS had an effect on the advantage of making use of theory of mind. The results confirm our expectations (cf. hypothesis H ERP S , Section 2.4) that when agents choose from a limited action space, higher orders of theory of mind may experience difficulty modeling their opponent. However, the limited action space does not explain the relatively poor performance of a ToM 3 agent when playing against a ToM 2 opponent, which was found both in RPS and ERPS.
Rock-paper-scissors-lizard-Spock
The game of rock-paper-scissors-lizard-Spock, described in Section 2.1.3, is a variation on ERPS in which each action is defeated by exactly two other actions. As a result, the best response to each action is not unique. Our expectation was that it would be harder to predict an opponent's behaviour in this case, and that performance of theory of mind agents would be reduced. Figure 8 shows that this is indeed generally the case. In the game of RPSLS, the advantage of making use of theory of mind is reduced compared to RPS and ERPS. Figure 8a shows the performance of a ToM 1 agent when playing RPSLS against a ToM 0 opponent. Unlike in RPS and ERPS, a ToM 1 agent performs better when his learning speed matches the learning speed of his opponent. In Figure 8 , this is reflected by high scores along the line of equal learning speeds λ i = λ j . In this case, the ToM 1 agent's model of his opponent's beliefs matches her actual beliefs. However, even though modeling his opponent's beliefs correctly yields the agent a higher score, he is still expected to win in most cases when his learning speed does not match that of his opponent.
Performance of the ToM 1 agent is particularly low when his opponent has the maximum learning speed λ j = 1. In this case, she only considers the agent's actions in the previous game, and ignores all information from previous games. For example, if the ToM 1 agent plays 'paper' in a game of RPSLS, the ToM 0 opponent will believe that he will repeat the same action in future games. This means that the ToM 0 opponent has two actions, 'lizard' or 'scissors', which maximize her expected payoff, and chooses either one of these two actions with 50% probability. On the other hand, when the ToM 0 opponent learns at a lower speed, λ j < 1, she does not completely replace her beliefs when new information becomes available. In this case, the ToM 0 opponent believes that there is a small probability that the ToM 1 agent will play some action other than 'paper'. In general, this prevents two actions from having exactly the same expected payoffs. Since agents choose the action that yields them the highest expected payoff, this causes the ToM 0 opponent to choose one of the possible actions with certainty.
As Figure 8a shows, these two distinct types of behaviour make it more difficult for the ToM 1 agent to accurately model his opponent. In the present model, a ToM 1 agent that has a learning speed λ i < 1 believes that his opponent has the same learning speed. As a result, he believes that there is a single action that maximizes the opponent's expected payoff. However, when his opponent has the maximal learning speed λ j = 1, she actually randomizes her choice over two possible actions. The ToM 1 agent is therefore expected to predict his opponent's behaviour incorrectly in half the cases. Figure 8b shows the performance of a ToM 2 agent when playing RPSLS against a ToM 1 opponent. Similar to the ToM 1 agent, performance of the ToM 2 agent is low when playing RPSLS against an opponent that learns at maximum speed, λ o = 1. The ToM 2 agent also has particular difficulties modeling a ToM 1 opponent in RPSLS when his own learning speed λ i is low. In this case, the ToM 2 agent is outperformed by an opponent of lower order of theory of mind. However, the ToM 2 agent will on average win when his learning speed λ i is over 0.7.
The low performance of the ToM 2 agent in RPSLS when he learns at a low speed translates to a benefit for the ToM 3 agent. Figure 8c shows the performance of the ToM 3 agent when playing RPSLS against a ToM 2 opponent. When his opponent's learning speed λ o is low, the ToM 3 agent performs better in RPSLS than he would have in the games of RPS and ERPS. However, the ToM 3 agent performs poorly when his ToM 2 opponent learns quickly enough. In particular, when facing a ToM 2 opponent that learns at the maximal learning speed λ j = 1, the ToM 3 agent only obtains a positive score on average when he learns at the maximal learning speed λ i = 1 as well.
Similar to the games of RPS and ERPS, performance of a ToM 4 agent playing RPSLS against a ToM 3 opponent is mostly determined by which player has the highest learning speed, as shown in Figure 8d . However, unlike in RPS and ERPS, the ToM 4 agent is at a very small advantage over his ToM 3 opponent. That is, when the learning speed λ i of the ToM 4 agent and the learning speed λ j of his ToM 3 opponent are close together, the ToM 4 agent is expected to win more than predicted by chance performance.
In summary, our results from the game of RPSLS show that the effectiveness of theory of mind is strongly related to the predictability of lower-order agents. Theory of mind agents perform more poorly when their opponent is indifferent between two possible actions and her behaviour is less predictable. This confirms our expectations about the relationship between the performance of theory of mind agents and the predictability of their opponents (cf. hypothesis H RP SLS , Section2.4).
Limited Bidding
Unlike the variations on rock-paper-scissors, Limited Bidding is an extensive form game that spans several rounds. Although there is a unique best-response to each opponent action, there are multiple responses that yield a positive outcome. To determine the advantage of having the ability to explicitly represent mental states of others in the game of LB, agents that differ in their order of theory of mind have been placed in competition. Figure 9 shows the performance of theory of mind agents as a function of the learning speed λ i of the focal agent and the learning speed λ j of his opponent. Performance has been normalized to range from 1, which means that the focal agent achieved the maximum possible payoff, to -1, in which case his opponent achieved the maximum possible payoff. As before, lighter areas highlight that the agent performed better than his opponent, while darker areas show that his opponent obtained a higher average score. Figure 9a shows that ToM 1 agents predominantly obtain a positive score when playing against ToM 0 opponents. A ToM 1 agent performs well when facing an opponent that does not learn, as shown by the high scores when the opponent's learning speed is zero (λ j = 0). The bright area along the line of equal learning speeds indicates that the advantage of the ToM 1 agent is also particularly high when learning speeds are equal. In this case, the ToM 1 agent's implicit assumption that his opponent has the same learning speed as himself is correct. Figure 9a shows that even when the ToM 1 agent fails to accurately model his opponent, he will on average obtain a positive score for any learning speed λ i > 0.08.
As for the cases of RPS and ERPS described above, applying theory of mind appears to be least effective when a ToM 1 agent is playing against a ToM 0 opponent that has a low learning speed. In LB, a ToM 0 opponent with high learning speed changes her beliefs radically, but with high confidence. That is, the effect of the random initialization of beliefs has less impact on opponent behaviour when her learning speed is high than when her learning speed is low. For a ToM 1 agent, a ToM 0 opponent with a high learning speed represents a more predictable situation, which he can use to his advantage. Figure 9b shows that a ToM 2 agent is at an advantage over a ToM 1 opponent. However, although Figure 9b shows many of the same features as Figure 9a , such as the brighter area along the main diagonal of equal learning speeds, ToM 2 agents playing against ToM 1 opponents obtain a score that is on average 0.13 lower than the score of ToM 1 agents playing against ToM 0 agents. As a result, a ToM 2 agent needs a higher learning speed of at least λ i > 0.12 in order to obtain, on average, a positive score when playing against a ToM 1 agent. Note that like a ToM 1 agent, a ToM 2 agent has more difficulty obtaining an advantage when playing against an opponent with low learning speed than when her learning speed is high.
Similar to the results found for the variations on RPS, the application of firstorder and second-order theory of mind present an agent with a clear advantage over opponents of a lower order of theory of mind. However, the advantage of a ToM 3 agent over a ToM 2 opponent is only marginal. Figure 9c shows that a ToM 3 agent barely outperforms a ToM 2 agent, with an average score that only exceeds 0.1 when the ToM 2 opponent has zero learning speed. Moreover, although it appears as if a ToM 3 agent can still on average obtain a positive score when his learning speed is at least λ i > 0.32, Figure 9c shows that when the ToM 2 opponent has learning speed 0 < λ j < 0.1, performance of the ToM 3 agent may still fall below the plane of zero performance. That is, a ToM 3 agent is no longer guaranteed to win when playing against a ToM 2 opponent for any value of his learning speed λ j . Figure 9d shows that a ToM 4 agent fails to obtain an advantage of any kind over a ToM 3 agent when playing LB. When neither the agent nor his opponent learns at a low speed, the game will, on average, end in a tie. The learning speed of the agent and the learning speed of his opponent do not have a strong effect on the expected outcome of the game.
In summary, agent performance in LB clearly shows diminishing returns on higher orders of theory of mind. The use of first-order and second-order theory of mind allows agents to obtain a reliable advantage over opponents that are more limited in their ability to explicitly represent mental states of others. However, a specialized system for third-order theory of mind barely allows ToM 3 agents to outperform ToM 2 agents, while a fourth-order theory of mind does not yield an agent any advantage that could not have been obtained with a third-order theory of mind. Qualitatively, the results are similar to those described for the RPS game in Section 5.1.
Summary of results
To determine the effectiveness of theory of mind, we simulated computational theory of mind agents, as described in Section 4, playing competitive games against one another. In hypothesis H RP S (Section 2.4), we predicted that higher orders of theory of mind would benefit agents in competitive settings. Our results support this conclusion in the sense that the ability to make use of firstorder and second-order theory of mind allows agents to obtain a clear advantage over opponents of a lower order of theory of mind. However, for orders of theory of mind beyond the second, the additional advantage is marginal.
This pattern of results was consistent across the variations on rock-paperscissors we investigated. As we predicted in hypothesis H ERP S , the larger action space of elemental rock-paper-scissors was advantageous for higher-order theory of mind agents in some instances. However, the larger action space did not remove the diminishing returns on higher orders of theory of mind. Qualitatively similar results were found for the multistage limited bidding game, which confirms hypothesis H LB .
The relatively limited advantage of ToM 3 agents playing against ToM 2 opponents appears to be caused by the model that the ToM 2 opponent holds of the ToM 3 agent. Agents start out by playing as if they were ToM 0 agents. When a ToM 3 agent is in competition with a ToM 2 opponent, both of them will notice that their predictions based on first-order theory of mind are correct. This causes both agents to grow more confident in application of first-order theory of mind. As a result, they both gradually start to play more as if they were ToM 1 agents. When this happens, predictions based on first-order theory of mind will become less accurate, but predictions based on second-order theory of mind become increasingly accurate, increasing confidence in the application of second-order theory of mind. Both the agent and his opponent will therefore start playing as if they were ToM 2 agents. At this point, the ToM 2 opponent can no longer model the behaviour of the agent. That is, she will notice that none of her predictions are correct. Because of this, she will lose confidence in the application of both first-order and second-order theory of mind, and gradually start to play as if she were a ToM 0 agent again. When the ToM 3 agent tries to take advantage of this by playing as if he were a ToM 1 agent, the ToM 2 opponent is once again able to recognize this behaviour, and she will grow more confident in her predictions based on second-order theory of mind again. This causes the ToM 2 opponent to constantly keep changing her strategy, which hinders the ToM 3 agent in his efforts of trying to model her behaviour.
The relation between the performance of a theory of mind agent and the predictability of his opponent's behaviour is also reflected in the results of the rock-paper-scissors-lizard-Spock game. As predicted in hypothesis H RP SLS , higher-order theory of mind agents perform more poorly in this game than in RPS and ERPS.
Discussion and conclusion
The Machiavellian intelligence hypothesis [38] on the evolution of theory of mind predicts that there are competitive settings in which the use of higher-order theory of mind presents individuals with an evolutionary advantage. But the benefits of making use of higher-order theory of mind may not always outweigh the costs. For example, in settings in which a pure-strategy Nash equilibrium exists, individuals that make use of theory of mind are unlikely to outperform individuals that play the Nash strategy without explicitly reasoning about their opponent's mental states. In other cases, simple heuristics may be superior to methods that rely on sophisticated cognitive abilities like theory of mind [70, 71] . However, humans possess the ability to make use of higher-order theory of mind, which suggests that there may be settings in which this cognitively demanding skill is useful. For example, in using secret codes or negotiating climate change control, heuristics alone may not be enough.
In this paper, we have used agent-based models to show how the ability to make use of theory of mind can present individuals with an advantage over opponents that lack such an ability in certain competitive settings. The advantage was found to be qualitatively similar across the four competitive games we discussed, which included repeated single-shot games rock-paper-scissors, elemental rock-paper-scissors, rock-paper-scissors-lizard-Spock, and the repeated extensive form game limited bidding.
To our surprise, the results show diminishing returns on higher orders of theory of mind. Although both first-order and second-order theory of mind agents clearly outperform opponents that are more limited in their abilities to represent mental content of others, third-order theory of mind agents only marginally outperform second-order theory of mind opponents. Fourth-order theory of mind was only found to be beneficial under specific circumstances. These diminishing returns on higher orders of theory of mind were found not to be related to the number of actions available to the agents. Increasing the action space from which agents choose did not increase performance of a thirdorder theory of mind agent in competition with a second-order theory of mind opponent.
Although theory of mind allows agents to outperform opponents that are more limited in their ability to explicitly represent mental states, theory of mind may not always be an efficient use of memory capacity. Additional experiments show that in simple games such as rock-paper-scissors, an agent seems to benefit more from remembering past behaviour of his opponent rather than representing her mental states. However, for more complex games such as limited bidding, theory of mind appears to have benefits that go beyond remembering past opponent behaviour. Agents that are capable of both associative learning strategies and theory of mind strategies may therefore choose not to use their theory of mind when the task is simple. Tasks may need to be sufficiently complex to elicit a theory of mind response.
In our model, we have assumed that agents choose what action to perform rationally. That is, agents choose to perform the action that they believe to yield them the highest possible payoff. This results in a predictability that benefits theory of mind agents, as shown by our results in the game of rock-paperscissors-lizard-Spock. When an opponent is indifferent between two actions in the sense that both actions maximize the expected payoff, the effectiveness of theory of mind suffers. However, when there is a slight asymmetry between the two actions, such that one action appears to be a slightly better alternative than the other, this creates a focal point [72] for agents. In this case, the opponent will choose the action that she believes to yield the better payoff. However, this behaviour can be predicted by higher-order theory of mind agents.
An agent of a lower order of theory of mind may therefore be able to avoid falling victim to an opponent capable of theory of mind of a higher order when he does not choose what action to play completely rationally. For example, agents could choose the action to perform with a probability proportional to the expected payoff. Similarly, utility proportional beliefs [73] may benefit the effectiveness of theory of mind agents, through the belief that opponents choose an action proportionally to its utility. In this case, the theory of mind agent is less reliant on his opponent playing completely rationally. Future research may reveal how a balance can be achieved between exploiting weaknesses in the opponent's actions, while remaining unpredictable enough to avoid exploitation.
In our model, a zero-order theory of mind agent does not believe that his opponent behaves randomly [10, 11] , but attempts to model the opponent's behaviour by assuming her past actions predict what she will do in the future. A higher-order theory of mind agent therefore simultaneously updates his model of the mental content of the opponent and his belief about the opponent's theory of mind abilities. It would be interesting to compare the effectiveness of theory of mind in direct competition with more classical strategies and heuristics.
In future work, we aim to investigate whether theory of mind is effective in more complex interaction settings including various partners as well. Theory of mind may play an important role in cooperative settings, for example in teamwork, as well as mixed-motive settings such as negotiations [cf. 37] . This may provide further insights for automated agents that share their environment with human agents, such as in automated negotiation [3, 4] .
