Motivated by dimension reduction in regression analysis and signal detection, we investigate the order determination for large dimension matrices including spiked models of which the numbers of covariates are proportional to the sample sizes for different models. Because the asymptotic behaviour of the estimated eigenvalues of the corresponding matrices differ completely from those in fixed dimension scenarios, we then discuss the largest possible number we can identify and introduce a "valleycliff" criterion. We propose two versions of the criterion: one based on the original differences of eigenvalues and the other based on the transformed differences, which reduces the effects of ridge selection in the former one. This generic method is very easy to implement and computationally inexpensive, and it can be applied to various matrices. As examples, we focus on spiked population models, spiked Fisher matrices and factor models with auto-covariance matrices. Numerical studies are conducted to examine the method's finite sample performances and to compare it with existing methods.
Introduction
Large dimensional matrices are often required to determine the order in diverse research fields to reduce the dimensionality. Examples include spiked population models proposed by Johnstone (2001) ; spiked Fisher matrices, which are motivated from signal detection and hypothesis testing for covariances; canonical correlation analysis; factor models; and target matrices in sufficient dimension reduction (see Li (1991) ; Zhu et al. (2010) ), which are for sufficient dimension reduction in regression analysis, in particular. Luo and Li (2016) is a useful reference on order determination that proposed a ladle estimation for several models.
We first use spiked population models as an example to describe the problem under study in this paper and propose a method that can be extended to handle other models. For any spiked population model, population covariance matrix Σ p can be written as a finite-rank perturbation of the identity matrix: Σ p = σ 2 I p + ∆ p , where rank(∆ p ) = q amounts to the fixed number of spikes, and p is the dimension of the matrix. Thus, determining the number of spikes is equivalent to determining the order of the matrix ∆ mentioned above.
For other large dimensional matrices, such as sample auto-covariance matrices and spiked Fisher matrices, the problems can be formulated in a similar manner.
The literature includes several proposals in the fixed dimension cases, such as the classic Akaike Information Criteria and Bayesian Information Criteria. Several methods have been developed for sufficient dimension reduction that can also be used in the models mentioned above. The methods include the sequential testing method (Li (1991) ), the BIC-type criterion (Zhu et al. (2006) ), ridge ratio estimation (Xia et al. (2015) ) and ladle estimation (Luo and Li (2016) ). Some of them can even handle cases with divergent dimension problems in which p/n → 0 at certain rates.
However, when the dimension p is proportional to the sample size n where p/n → c for 0 < c < ∞, the problem becomes much more challenging. Thus, some efforts have been devoted to this problem with use of the large dimensional random matrix theory (see for example Kritchman and Nadler (2008) ; Onatski (2009) ). Again, consider spiked population models. When p/n → c for a constant c > 0, using the results derived by , introduced a criterion that counts the number of differences between two consecutive eigenvalues below a predetermined positive constant threshold. However, when there are equal spikes, the corresponding differences could also be smaller than the threshold they designed, and the criterion could then very easily define a smaller estimator than the true number. further modified this method to suit cases with multiple spikes. Underestimation however remains an issue when, say, there are three or more equal spikes. In addition to the problem caused by spike multiplicity, the dominating effect by a couple of the largest eigenvalues also results in underestimation. That is, when a couple of eigenvalues are very large and the other eigenvalues are too close to σ 2 and the differences between these small spikes would also be very small. For the number of factors from a factor model for high-dimensional time series, proposed a similar criterion to that of . For spiked Fisher matrices, Wang and Yao (2017) used the classical scree plot to determine the number of spikes when a threshold is selected in a delicate manner. The underestimation is still an issue. We demonstrate this phenomenon in the numerical studies below. Relevant references include Lam and Yao (2012) and Xia et al. (2015) .
In this paper, we introduce a novel and generic criterion when the dimension p is proportional to the sample size n. The criterion is based on the eigenvalue difference-based ridge ratios with the following features. First, the criterion can handle spike multiplicity problem and alleviates the large eigenvalue dominance problem. Second, the criterion has a nice "valley-cliff" pattern such that the consistent estimator is at the "valley bottom" facing the "cliff" upon which all the next ratios exceed a threshold. Third, adding ridge values plays a very important role to make the ratios more stable and creates the "valleycliff" pattern. Fourth, to reduce the sensitivity of the criterion to ridge selection, we suggest another version that uses transformed eigenvalues. Fifth, we also discuss in detail reducing the effect of model scale in the construction. The new method is also very efficient in computation.
The remainder of this paper is organised as follows. In Section 2, we propose a VAlley-CLiff Estimation (VACLE) and provide an optimal lower bound to show what order can be identified. In Section 3, we first note that the VACLE could be improved when we use a transformation-based valley-cliff estimation (TVACLE) to alleviate the criterion's sensitivity to the designed ridge value. In this section, we also discuss in detail the methods to select transformation. In Section 4, we give spiked population models, factor models with auto-covariance matrices and spiked Fisher matrices as applications. Section 5 contains numerical studies and compares the VACLE and the TVACLE with existing competitors.
A real data example is analysed in Section 6. Some concluding remarks are in Section 7, and the proofs of the theoretical results are contained in the supplementary materials.
Criterion construction and properties
In this section, we describe our motivation in detail and provide the construction steps and its properties.
Motivation
Consider a simple spiked population model. For a p × p matrix Σ p = σ 2 I p + ∆ p with the eigenvalues λ 1 ≥ · · · ≥ λ q 1 > λ q 1 +1 = · · · = λ p = σ 2 where q 1 is a fixed number and the scale parameter σ 2 is either known or unknown. Letλ i be the eigenvalues of ∆ p and then λ i =λ i + σ 2 , 1 ≤ i ≤ p, withλ 1 ≥ · · · ≥λ q 1 >λ q 1 +1 = · · · =λ p = 0. When p is proportional to n, estimation of λ i − σ 2 is no longer consistent to 0. Thus, we do not directly use either λ i orλ i but rather δ i = λ i − λ i+1 =λ i −λ i+1 ≥ 0 for i = 1, · · · , q 1 and = 0 for i = q 1 + 1, · · · , p − 1. Consider a sequence of ratios as
These ratios are scale-invariant and can then have the following property, when i ≤ q 1 :
(2.1)
For any q 1 + 1 ≤ i ≤ p − 2, r i = 0/0 cannot be well defined because the values could vary dramatically and thus be instable. Due to the non-monotonicity of the δ i 's, some ratios r i , even for 1 ≤ i ≤ q 1 , could converge to either * /0, 0/ * , 0/0 or * / * respectively, where * stands for a positive value that could differ for each appearance. This instability also occurs at the sample level. Thus, we cannot simply use this sequence of ratios to construct a criterion. Taking these into consideration, we define a sequence of ridge type ratios:
It is noticeable, in the construction of r R i , that we use δ i /σ 2 instead of δ i in order to keep selection of c n independent of the scale parameter σ 2 . With appropriately selected c n → 0, these ratios have the following property:
These ratios have a very useful "valley-cliff" pattern, because q 1 should be the index of r R q 1 → 0 at a "valley bottom" facing the "cliff" valued at 1 of all next ratios r R i for i > q. This nice pattern gives us a good opportunity to accurately identify q 1 , although we will show later that in the setting in which p is proportional to the sample size n, the identifiability of q 1 at the sample level remains a serious issue.
We also note that the ratios depend on σ 2 and c n . Under the aforementioned scale transformationλ i (σ 2 ) −1λ i , ifλ i are the estimated eigenvalues,
Later, however, we will show that the range of selecting c n can be rather wide, and thus the criterion is not very seriously affected by this cost when σ 2 is estimated, which can be shown in the numerical studies we conduct later. In addition, we have a brief discussion about the estimation of σ 2 in Section 5.
Valley-cliff criterion and estimation consistency
Let T n be a target sample matrix of Σ p andλ 1 ≥ · · · ≥λ p be its eigenvalues. Here notationŝ λ i andδ i are related to the sample size n, although the n's in subscripts have been omitted for brevity. Define their sample versionsr
where σ 2 should be replaced byσ 2 when σ 2 is unknown.
However, completely unlike the case with fixed p, even in the simple spiked population model case,λ i are not consistent to λ i and these ratios cannot then simply converge to those in (2.1). The number q 1 is generally unidentifiable. In the following section, we give the largest possible order we can identify. Define
for some constant U (F ) where F is the limiting spectral distribution (LSD) of all estimated eigenvaluesλ i 's with the support (a(F ), b(F )). The constant U (F ) is the phase transition point (see ) and also the optimal bound for identifiability. We still use a spiked population model as a typical example. From Baik et al. (2005) and , any spike with strength not stronger than (1 + √ c)σ 2 is not identifiable. In this case, U (F ) refers to the critical value (1 + √ c)σ 2 . More details are included in Section 4.
Selecting an appropriate sequence c n plays an important role for estimation efficiency.
When it is selected in the principle:
where L is a prefixed upper bound for q. Taking this advantage, we define a thresholding valley-cliff estimator as, for a constant τ with 0 < τ < 1
To handle more general models, we consider the large dimensional matrices with the following model features.
Model Feature 2.1. There exists a bound U (F ) such that the number q defined in (2.4) is a fixed constant and satisfies:
(A1) there is a value d such thatλ q /σ 2 − d = o P (1) as n → ∞;
(A2) for a large fixed value L satisfying q + 1 < L < p, there is a constant e < d and a (2011) and Knowles and Yin (2017) . The details about how these features can be exhibited in three types of models are given in Section 4.
The estimation consistency is stated as follows. in Section 4. However, for a spiked auto-covariance matrix, we will also state our result provided, as did, that this rate can be achieved as this rate has not yet formally been derived. In this paper, the ridge c n → 0 is only restricted toλ q+1 = o p (c n ).
Such a wide range for the ridge selection alleviates, to a great extent, the influence from σ 2 when it needs to be estimated. The estimation issue will be discussed in Section 5.
3 Modification of the VACLE Although Theorem 2.1 provides estimation consistency, some numerical studies that are not presented in this paper indicate that the performance ofq V ACLE n is sometimes and somehow sensitive to the choice of the ridge c n in finite sample cases. To be specific, when d − e in Model Feature 2.1 is small, the ratio at q could be close to 1, and then we would easily determine a smaller value. Therefore, a small ridge c n is in demand. On the other hand, a small c n would result in the instability caused by 0/0 type ratios, and overestimation would be possible. Thus, a trade-off exists between underestimation and overestimation in the choice of ridge c n . We now attempt to alleviate this dilemma by using transformed eigenvalues.
Considering a transformation (depending on n) f n (·), definê
The ratios are defined asr
The estimator of q is defined aŝ
where c n and τ have the same definitions as before. We call this criterion the transformationbased valley-cliff estimation(TVACLE).
For any transformation f n , we wish thatr T R i remains close to 1 for i > q, andr T R q is closer to zero thanr R q . To achieve these objectives, we consider a transformation that can satisfy the following requirements (i) − (iii):
Remark 3.1. Conditions (i) and (ii) ensure the transformation could pull up the value of δ q and bring down that ofδ i , for q + 1 ≤ i ≤ p − 2. Condition (iii) is critical to ensuring that the "valley" could be closer to its limit "0" and then be better separated from the "cliff "
after the transformation.
The following conditions (a) − (c) ensure that f n : R → R satisfies the above requirements (i) − (iii), letting f n (x) be the derivative of f n (x) with respect to x:
(a) f n is dif f erentiable, and f n ≥ 0 in R;
(b) f n is increasing and nonnegative in R;
(c) there exists a sequence κ n > 0,
Lemma 3.1. Conditions (a)−(c) imply Requirements (i)−(iii) for {δ * n,i } and {δ n,i } defined as above.
Remark 3.2. In Condition (c), κ n can take a wide range of values, as long as it satisfies the condition thatλ i /σ 2 − e = o p (κ n ) for q + 1 ≤ i ≤ L − 1. Specifically, it can take a constant value, converge to zero or even converge to infinity. Let f n take value 1 in a neighbourhood of the value e with radius κ n , so that allλ i /σ 2 , for q + 1 ≤ i ≤ L − 1, fall into this neighbourhood. Thus, the ratiosr T R i , for q + 1 ≤ i ≤ L − 2, remain unaffected by the transformation f n . Besides, the selection of κ n is independent of c n .
We now give a piecewise quadratic function for this purpose as follows:
where k 1 and k 2 are slopes of {f n } n≥1 to be determined, L n = e − κ n , R n = e + κ n . It is clear that when k 1 and k 2 are 0, the TVACLE degenerates to the VACLE.
The consistency ofq T V ACLE n is stated in the following theorem.
Theorem 3.1. Under the same conditions of Theorem 2.1, the estimatorq T V ACLE n with the above transformation f n is equal to q with a probability going to 1.
Remark 3.3. Although selecting an optimal transformation is desirable, we suspect the existence as there are a large class of functions that could satisfy the conditions. Thus, such an issue is beyond the scope of this paper.
Applications to several models
In this section, we introduce several special models to which our method can be applied.
Spiked population models The model can also be motivated from the signal detection problem (see, e.g. Nadler (2010)):
is a p-dimensional random vector with mean zero and covariance matrix σ 2 I p , A ∈ R p×q is the steering matrix whose q columns are linearly independent of each other and x i ∈ R p is the observed vector on the p sensors. Assume that the covariance matrix of the signals is of full rank with q largest eigenvalues λ 1 ≥ · · · ≥ λ q > σ 2 > 0. With the typical high dimensional setting in which p/n → c ∈ (0, +∞), the population covariance matrix Σ p of x i coincides with the structure of a spiked population model:
Theoretically, the spiked population model allows the existence of small spikes (i.e. λ i < σ 2 ), but this case is not discussed in this paper.
. This bound is optimal for the identifiability of q. Model Feature 2.1 then holds, and the results of Theorems 2.1 and 3.1 hold true.
Remark 4.1. From the proof in the supplementary materials, we see the optimality of the lower bound U (F ) = σ 2 (1 + √ c) because it is not possible to identify any eigenvalue λ i such
Large-dimensional spiked Fisher matrix Again consider the signal detection problem discussed above,
where x i , A and u i share the same settings of (4.1), whilst ε i is a noise vector with a general covariance matrix Σ 2 . Denote the population covariance matrix of x i by Σ 1 such
degenerates to the spiked population model. Otherwise, we note that Σ 1 Σ −1 2 has a spiked structure as
where λ 1 ≥ · · · ≥ λ q > 1 and the number of spikes q is fixed. Let S 1 and S 2 be the sample covariance matrices that correspond to Σ 1 and Σ 2 with respective sample sizes of n and T , where p/n → c > 0 and p/T → y ∈ (0, 1) as n → ∞ and T → ∞ respectively. Note that there are two different sample sizes n and T because the sample covariance matrix S 2 comes from another sequence of pure noise observations, say {e i } 1≤i≤T , with a different
When S 2 is invertible, the random matrix F n = S 1 S −1 2 is called a Fisher matrix, whose motivation comes from the following hypothesis testing problem:
(4.5)
See Wang and Yao (2017) as an example. Denote the eigenvalues of F n asλ 1 ≥ · · · ≥λ p .
The difference between the two hypotheses then relies upon those extreme eigenvalues of F n .
We consider a more general Fisher matrix with the spiked structure
This is motivated by the hypothesis testing problem:
Also, by using the simple transformationλ i (σ 2 ) −1λ i , we can achieve the results in the case of σ 2 = 1 in a similar manner.
This is the optimal lower bound for identifiability of q, and Model Feature 2.1 holds. The results of Theorems 2.1 and 3.1 hold true.
In the following section, we consider the auto-covariance matrix. This matrix has a more much complicated structure at the sample level, so we provide some more discussion that does not exactly follow the examination for the Model Feature 2.1 in Theorems 2.1 and 3.1. In addition, because the theoretical analysis for the estimated matrix is not as complete as those for the spiked population and Fisher matrix, we must then add some extra assumptions on the convergence rate of the estimated eigenvalues if we wish to derive the estimation consistency, although it would be true, as reasonably conjectured by . This requires a rigorous proof, but it is beyond the scope of this paper. We shall therefore leave it to a further study. In this paper, however, we provide a proposition that assumes that the convergence rate can be achieved and use numerical studies to verify the usefulness of our method in practice.
Large dimensional auto-covariance matrix Consider a factor model:
where for a fixed number q 0 , x t is a q 0 -dimensional common factor time series, A is the p × q 0 factor loading matrix, {ε t } is a sequence of Gaussian noise independent of x t and y t is the t-th column of the p × T observed matrix Y; namely, p-dimensional observation at time t. Let Σ y = cov(y t , y t−1 ) be the lag-1 auto-covariance matrices of y t , and let
t=2 y t y t−1 be its sample version. Let µ be a finite measure on the real line R with support denoted by supp(µ) and
C\supp(µ) be a complex space C subtracting the set supp(µ). For any z ∈ C\supp(µ), the Stieltjes transformation and T-transformation of µ are respectively defined as Assumption 4.1. {x t } 1≤t≤T is a q 0 -dimensional stationary time series, where q 0 is a fixed number. Every component is independent of the others,
where {η i,k } is a real-valued and weakly stationary white noise with mean 0 and variance σ 2 i . Denote γ 0 (i) and γ 1 (i) as the variance and lag-1 auto-covariance of {x i,t }, respectively.
In the high dimensional setting with p/T → y > 0, the following result holds.
Proposition 4.1. Denote T (·) as the T -transformation of the limiting spectral distribution for matrixM y /σ 4 ≡Σ yΣ y /σ 4 . Suppose that the above assumptions are satisfied. Let
Then q is the largest number of common factors that are identifiable. In this section, we propose a one-step procedure that could be regarded as a simplified version of the method of Ulfarsson and Solo (2008) . With spiked population models, the empirical spectral distribution of S n almost surely converges to a Marcenko-Pastur
The consistency ofσ 2 is equivalent to that ofξ (n) c,σ 2 (α), which can hold under certain conditions. Further, the rigidity of the eigenvalues of covariance matrix (see Theorem 3.3 in Pillai and Yin (2014) ) implies that the convergence rate ofσ 2 is o(n −1+ε ) for any ε > 0.
Thus, consistencies still hold for VACLE and TVACLE when we replaceλ i /σ 2 byλ i /σ 2 , asσ 2 possesses a higher convergence rate than those extreme eigenvaluesλ i , 1 ≤ i ≤ L for any fixed L. Practically, for the sake of simplicity and stability, we let α = 0.5 for 0 < c < 1; and 1 − (2c) −1 for c ≥ 1. Then α = 1 − (2 max{1, c}) −1 . The sample quantilê ξ (n) c,σ 2 (α) divides all positive eigenvalues of S n into two equal parts. The estimatorσ 2 is then less sensitive to extreme eigenvalues of S n . Its performance is examined in the following numerical studies.
Simulations about spiked population models
In this subsection, we consider the comparisons between VACLE and TVACLE defined aŝ q V ACLE n andq T V ACLE n and the method defined asq P Y n developed and refined by Passemier and Yao (2012) and . Because estimating the number of spikes q is the main focus, we conduct the simulations mainly with given σ 2 . For unknown σ 2 , we give a brief discussion, and a simple one-step estimator of σ 2 is introduced in Section 5.1. In all simulation experiments, we conduct 500 independent replications. Furthermore, recalling the definition of c = p/n, we report the results with three scenarios: c = .25, 1 and 2 to represent the cases with dimensions p smaller than and larger than the sample size n,
where L > q is a prefixed bound large enough, d n = o(n −1/2 ) and n 2/3 d n → +∞.
Models and parameters selections: the known σ 2 case.
Forq P Y n , the sequence d n = Cn −2/3 √ 2loglogn with C being adjusted by an automatic procedure identical to that in . Forq V ACLE n andq T V ACLE n , they share the same threshold τ = 0.5 but have different ridges c n . Theoretically speaking, the selection range of c n is very wide to meet the requirement that c n → 0 and n 2/3 c n → +∞.
Here, we give an automatic procedure for ridge calibration by pure-noise simulations. For given (p, n), we conduct 500 independent pure-noise simulations and obtain the α−quantile q p,n (α) and sample mean m p,n of the difference {λ 1 −λ 2 }, whereλ 1 andλ 2 are the two largest eigenvalues of the noise matrix. By results in Benaych-Georges et al. (2011), for such a no-spike matrix, we can use {λ 1 −λ 2 } to approximateδ q+1 :
Thus, the ratio δ q+2 − m p,n + [q p,n (0.99) − q p,n (0.01)] δ q+1 − m p,n + [q p,n (0.99) − q p,n (0.01)]
−1 would be dominated by the term [q p,n (0.99) − q p,n (0.01) − m p,n ] and then remain close to the "cliff" valued at 1 with a high probability. To ensure the convergence rate, we select ridge c
(1) n = log log n · [q p,n (0.95) − q p,n (0.05)] − m p,n for the VACLE and a smaller one c (2) n = √ log log n[q p,n (0.95) − q p,n (0.05)] − m p,n for the TVACLE. Note that q p,n (α) and m p,n converge to zero at the same rate asλ q+1 that has a slightly faster rate to zero than c (1) n and c (2) n . In addition, we manually determine the sequence κ n . Details in the parameters selections are reported in Table 1 . Following the calibration procedure of Passemier and Yao (2014), we obtain the value of C for various c = p/n, as shown in Table 2 . Table 1 : Parameters settings for the three methods.
(2) n log log p · p −2/3 5 5 20 
n are generated by an automatic procedure instead of manual selections. This calibration procedure only depends on (p, n).
Consider three models: for fair comparison, Models 1 and 2 were used by Passemier and Yao (2012) with dispersed spikes and closely spaced but unequal spikes respectively, and Model 3 has two equal spikes:
Model 1. q = 5, (λ 1 , · · · , λ 5 ) = (259.72, 17.97, 11.04, 7.88, 4.82) , Model 2. q = 4, (λ 1 , · · · , λ 4 ) = (7, 6, 5, 4), Model 3. q = 4, (λ 1 , · · · , λ 4 ) = (5, 4, 3, 3).
Furthermore, we compareq T V ACLE n withq P Y n on a model with greater multiplicity of spikes:
Model 4. q = 6, (λ 1 , · · · , λ 6 ) = (5, 5, 5, 5, 5, 5) .
Set σ 2 = 1. When σ 2 is regarded as unknown, use the one-step method in (5.2) to estimate it. We conduct the same simulations forq V ACLE n andq T V ACLE n as those with the known σ 2 , but we do not report the results ofq P Y n with the unknown σ 2 because we found that the results and conclusions are very similar.
Numerical Performance for Known σ 2 Case To further confirm this phenomenon, we report the results for Model 4 with more equal spikes. The results in Table 4 suggest thatq T V ACLE n overall performs better thanq P Y n in terms of estimation accuracy and MSE, It has underestimation problem as its searching procedure stops earlier once the difference between consecutive eigenvalues corresponding to equal spikes are below the threshold d n . This conclusion can be made after observing its empirical distributions in Table 4 . In contrast,q T V ACLE n largely avoids this problem.
To better illustrate this fact, we plot in Figure 1 The unknown σ 2 Case.
Use Models 2 and 4 and regard σ 2 as an unknown value. These two models represent the cases with and without equal spikes. Furthermore, because the conclusions are very similar to those with known σ 2 , we then report only the results forq V ACLE n andq T V ACLE n to further confirm the advantages ofq T V ACLE n . The numerical results are shown in Table 5 . The results in the last two columns show that the one-step estimationσ 2 has good performance in terms of accuracy and robustness. The dimension p = 100, 200, 300, 400 and 500. In each case, we repeat the experiment 500 times. To be fair and concise, we conduct the simulation with two models as follows. The model structure is the same as in Lam and Yao (2012) and :
where A ∈ R p×q is the factor loading matrix and {ε t } is a white noise sequence with unit variance σ 2 = 1. As in , A and Γ take the forms as A = (I q , O (p−q)×q ) , Γ = diag(2, 2, · · · , 2). We manipulate the strength of factors by adjusting the matrix Θ in different models as follows:
Model 5. This model is the same as Scenario III in . There are q = 3 factors whose theoretical limits equal (7.726, 5.496, 3.613) in the case of y = 0.5 and (23.744, 20.464, 17.970) All parameters in the simulations share the same settings of parameters in Section 5.2
where we conduct numerical studies for spiked population models. These parameters in TVACLE estimator are shown in Table 6 . . Although when T is small, the true value is somewhat underestimated, but still, with high proportion, to be two or greater. where d n was recommended to be (log log p)p −2/3 in their paper.
As a Fisher matrix F n = S 1 S −1 2 involves two random matrices S 1 and S 2 , its eigenvalues are more dispersed, with wider range of the support, than the spiked sample covariance matrices and auto-covariance matrices. The aforementioned automatic procedure for ridge selection would then generate a larger c n , and this in turn increases the value at the "valley". Hence, we use a larger threshold τ = 0.8 to avoid underestimation. Further, in the following Model 7, we set the ridge c Table 9 .
Again, for a fair comparison, we design two models, one that was used by Wang and Yao (2017) and the other with weaker spikes. For y = p/T and c = p/n, we set (0.5, 0.2) and 250. For each combination (p, T, n), the experiment is repeated 500 times. Consider the number of spikes to be q = 3 and A to be a p × 3 matrix as:
where α = (α 1 , α 2 , α 3 ) assumes different values in two models. Assume the covariance matrix Cov(u i ) = I 3 and Σ 2 = diag(1, · · · , 1, 2, · · · , 2), where "1" and "2" both have multiplicity p/2. The two models are:
Model 7. Let α = (10, 5, 5), (y, c) = (0.5, 0.2), which is Model 1 in Wang and Yao (2017) .
The matrix Σ 1 Σ −1 2 has three spikes λ 1 = 11 and λ 2 = λ 2 = 6 that are all significantly larger than the upper bound b 2 = 1+ √ c+y−cy 1−y ≈ 3.55 of support of the distribution.
Model 8. Let α = (10, 2, 2), (y, c) = (0.2, 0.5). The matrix Σ 1 Σ −1 2 then also has three spikes λ 1 = 11 and λ 2 = λ 2 = 3 larger than the upper bound b 2 = 1+ √ c+y−cy 1−y ≈ 2.22 of the support of the distribution. Then λ 2 = λ 2 = 3 are relatively more difficult to detect. 
Real data example
Consider a data set of the daily prices of 100 stocks (see ). This dataset includes the stock prices of the S&P500 from 2005-01-03 to 2006-12-29. Except for incomplete data, every stock has 502 observations of log returns. Thus, T = 502, p = 100, and then c = p/T ≈ 0.2.
Denote y t ∈ R p , 1 ≤ t ≤ T , as the t-th observation of the log return of these 100 stocks, and we then obtain its lag-1 sample auto-covariance matrixΣ y and the matrixM y =Σ yΣ y as formulated in Section 4. Useq T V ACLE andq LW Y in to determine the number of factors. All parameters in these two methods share the same settings. We can see that the two largest eigenvalues ofM y are 7.17 × 10 −7 and 2.01 × 10 −7 , and the third to the 40-th eigenvalues are shown in Figure 3 . 
From ratio 1 to ratio 40 for TVACLE
When the TVACLE is used,q T V ACLE = 10. Figure 4 shows that the 11th ratio is much larger than the 10th ratio, although some values get smaller. Note that in this example, c ∼ 0.2 and the ridge is relatively small, which would not very much dominate the difference between the eigenvalues and thus some oscillating values remain after the 10th ratio.
It is considered thatq LW Y would neglect several factors and likely result in an underestimation. For a real data example, we usually cannot give a definitive answer. However, our method could provide an estimation that would be relatively conservative but necessary, particularly in the initial stage of data analysis; otherwise, an excessively parsimonious model would cause misleading conclusions.
Concluding remarks
In this paper, we propose a valley-cliff criterion for spiked models, and the method can be applied to other order determination problems when the dimension is proportional to the sample size, such as those in sufficient dimension reduction if the corresponding asymptotics can be well investigated. The method is for the case with a fixed order q. An extension to the case with diverging q will be proposed in our future work.
Supplementary Materials
Proofs and technical details are contained in the supplementary materials.
Supplementary Materials for "Order Determination for Spiked
Models" (7.4) as d − e > 0. Thus, P δ q+1 +σ 2 cn δq+σ 2 cn ≤ τ → 1. Therefore, the result is proved.
Proof of Lemma 3.1. Firstly, we check the requirement (i). As f n is differentiable,
We then only need to check that
P{f n (ξ q ) ≥ 1} −→ 1, as n → ∞. On the other hand, from the definition of κ n in condition (c), we havê λ q+1 /σ 2 − e = o P (κ n ), (7.8) which is equivalent toλ q+1 /σ 2 − e κ n = o P (1). (7.9)
Then we have (7.11) where ξ i ∈ (λ i+1 /σ 2 ,λ i /σ 2 ). Then it suffices to show that
Since ξ q+1 > · · · > ξ p−2 , it is equivalent to P{ξ q+1 < e + κ n } −→ 1, (7.13) whose proof is completely parallel to that of (i).
For (iii), we haveδ * q+1
The requirement (iii) is then proved and the proof of the lemma is finished.
Proof of Theorem 3.1. Similar to the proof of Theorem 2.1, we only need to check that
On one hand, since Lemma 3.1 ensures the requirement (ii), for q < i ≤ L − 2,
which leads toδ * i c −1 n = o p (1). Then
On the other hand, because of (i), (ii) and
Thus,q T V ACLE n is equal to q with a probability going to 1. The proof is concluded.
Proof of Theorem 4.1.
First, we show that U (F ) = σ 2 (1 + √ c) is the optimal lower bound we defines in Theorem 2.1. As and pointed out, together with the results with σ 2 = 1 in , a scale transformationλ i (σ 2 ) −1λ i can derive the results with the general σ 2 as follows. When 0 ≤ c ≤ 1, the empirical distribution of all estimated eigenvaluesλ i almost surely converges to the famous Marcenko-Pastur distribution in the support interval
To be specific, (7.24) with the density function
(7.25)
When c > 1, the integral of the above density function over the interval (a, b) is equal to 1/c, and there is an additional Dirac measure of mass 1 − 1 c at the origin x = 0. These results show that completely unlike the case with the fixed p, there are the number of the estimated eigenvalues proportional to n larger than σ 2 and thus, using estimated eigenvalues to identify q 1 is impossible. Slightly generalizing the results of , we can also have the phase transition phenomenon for spiked population models: for any (2011) and Corollary 1.5 and Remark 1.6 in , we have that, for any fixed
According to the property ofλ i , we have
(7.28)
Then the ratios have the following valley-cliff property at the index q: if defining 0/0 as 1,
(7.29)
From this result, we can now consider the ridge ratios. Note thatδ i = O P (n −2/3 ) for q + 1 ≤ i ≤ L − 1 andδ i for 1 ≤ q, at the rate of order O P (n −1/2 ), are either consistent to positive constants or to 0 when spikes are equal. Further, as c n → 0 and c −1 n n −2/3 = o(1),
we can easily see that lim n→+∞rq = 0/(φ(λ q ) − b) = 0 and thenr R q → 0 in probability. We then still have the valley-cliff property at the index q:
(7.30)
Proof of Theorem 4.2. When σ 2 = 1, Wang and Yao (2017) provided the limiting spectral distribution (LSD) of the matrix F n = S 1 S −1 2 and established the phase transition phenomenon for those extreme eigenvalues of F n . When 0 < c ≤ 1, the empirical spectral distribution (ESD) of F n weakly converges to a distribution F c,y with the density function
Similarly as that of spiked population models, when c > 1, there is an additional probability measure of mass 1 − 1 c for F c,y . Further, they also proved a phase transition phenomenon that almost surelŷ
where γ = 1 1−y ∈ (1, +∞) and ϕ(x) = γx(x−1+c)
Under the general Fisher matrix with the spiked structure spec(Σ 1 Σ −1 2 ) = {λ 1 , λ 2 , · · · , λ q 1 , σ 2 , · · · , σ 2 }. (7.32)
Using the simple transformationλ i (σ 2 ) −1λ i , we can similarly achieve the results in the case of σ 2 = 1. The empirical spectral distribution of F n weakly converges to a distribution F c,y,σ 2 with the density function f c,y,σ 2 (x) = 1 σ 2 f c,y ( x σ 2 ), σ 2 a 1 < x < σ 2 b 1 , (7.33) and the additional point mass 1 − 1 c at origin x = 0 also exists when c > 1. The phase transition phenomenon is modified aŝ
where the parameters b 2 , γ and the function ϕ have the same definitions as those in the case with σ 2 = 1. Let q := #{λ i : λ i > U (F ) = σ 2 γ(1 + √ c + y − cy)}. According to these results, for any fixed L with q + 3 < L < p λ i → σ 2 ϕ(λ i /σ 2 ), 1 ≤ i ≤ q,
That is, when i is larger than q, the estimated eigenvalueλ i converges to the right edge σ 2 b 2 of the support of F c,y,σ 2 . This means that any eigenvalues such that σ 2 < λ i ≤ σ 2 γ(1 + √ c + y − cy) cannot be identified through the estimated eigenvalues and then show the optimality of this lower bound.
Modifying the result of Wang and Yao (2017) , we can show that those extreme eigenvaluesλ i corresponding to λ i > σ 2 γ(1 + √ c + y − cy) satisfy Central Limiting Theorem and thus have the convergence rate of order 1/ √ n. For the fluctuation of those eigenvalues which stick to the bulk, showed that n 2/3 (λ q+1 − σ 2 b 2 ) is asymptotically Tracy-Widom distributed. established an asymptotic joint distribution for (n 2/3 (λ q+1 − σ 2 b 2 ), n 2/3 (λ q+2 − σ 2 b 2 ), · · · , n 2/3 (λ q+k − σ 2 b 2 )) for any fixed k. Thus, for any fixed L > q, n 2/3 (λ i − σ 2 b 2 ) = O p (n −2/3 ) for q + 1 ≤ i ≤ L. The Spiked Fisher matrix F n satisfies Model Feature 2.1. The proof is finished.
Proof of Proposition 4.2. Let Σ y = cov(y t , y t−1 ) be the lag-1 auto-covariance matrices of y t and Σ x = cov(x t , x t−1 ) the log-1 auto-covariance matrix of x t . As shown in , the sample auto-covariance matrix of y t iŝ (7.35) where the matrixΣ ε = 1 T T +1 t=2 ε t ε t−1 is the sample auto-covariance matrix of noise sequence {ε t }. Notice that the matrix P A is of finite rank, then the matrixΣ y can be viewed as a finite-rank perturbation ofΣ ε . Since bothΣ ε andΣ y are asymmetric matrices, considered their singular values. This is equivalent to considering the square root of the eigenvalues of the matricesM ε :=Σ εΣ ε andM y :=Σ yΣ y , respectively. DefineΣ y /σ 2 = P A /σ 2 +Σ ε /σ 2 , we can reduce the problem to the case with σ 2 = 1.
When p/T → y > 0, Li et al. (2015) proved that the empirical spectral distribution ofM ε almost surely converges to a non-random limiting distribution, whose Stieltjes transformation S(z) defined in (4.10) satisfies the equation z 2 S 3 (z) − 2z(y − 1)S 2 (z) + (y − 1) 2 S(z) − zS(z) − 1 = 0.
This limiting spectral distribution is continuous with a compact support [a 1 1 {y≥1} , b 1 ], where a 1 = (−1 + 20y + 8y 2 − (1 + 8y) 3/2 )/8, b 1 = (−1 + 20y + 8y 2 + (1 + 8y) 3/2 )/8
From Wang and Yao (2016) , the largest eigenvalueλ ε,1 ofM ε almost surely converges to the right edge b 1 . Like the previous models, for any fixed L > q 0 + 1, and any 1 ≤ i ≤ L the largest eigenvaluesλ ε,i ofM ε converge to the same value b 1 . Further, for general σ 2 , the result of implies that the limiting spectral distribution of the perturbed matrixM y is identical to that ofM ε . They also built a phase transition phenomenon for those extreme eigenvaluesλ 1 ≥ · · · ≥λ q . The following proposition confirms the optimality of the bound restriction T 1 (i) < T (b 1 +) such that the corresponding q factors in P A can be identified.
Lemma 7.1 ). Denote T (·) as the T -transformation of the Limiting Spectral Distribution (LSD) for matrixM y /σ 4 . Suppose that the model (4.9) satisfies Assumptions 4.1 and 4.2, {ε t } are normally distributed and the loading matrix A is standardized as A A = I k . Letλ i , 1 ≤ i ≤ q 0 denote the q 0 largest eigenvalues ofM y . Then for each 1 ≤ i ≤ q 0 ,λ i /σ 4 converges almost surely to a limit β i . Moreover,
where T 1 (i) = 2yσ 2 γ 0 (i) + γ 1 (i) 2 − (2yσ 2 γ 0 (i) + γ 1 (i) 2 ) 2 − 4y 2 σ 4 (γ 0 (i) 2 − γ 1 (i)) 2 2γ 0 (i) 2 − 2γ 1 (i) 2 .
From this proposition, we can see that the bound for the number of common factors determined by the constraint T 1 (i) < T (b 1 +) is optimal. That is, only q common factors in P A can be well separated from the noise ε t 's theoretically. This is becauseλ q+1 will converge to b 1 and thus cannot be well separated from those large estimated eigenvalues of Σ ε that tend to the right edge b 1 as well.
A justification of Proposition 4.2. By the results of Wang and Yao (2016) , the condition (A1) holds. Further, under the assumption that the estimated eigenvaluesλ i for i > q have the convergence rate of order O p (n −2/3 ), the condition (A2) in Model Feature 2.1 holds.
Following the arguments used in Theorems 2.1 and 3.1, the results hold.
