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i 
Abstract 
The main objective of this study was to develop an algorithmic financial model 
to determine and examine the characteristics of key value drivers, earnings, net 
income, EBITDA, sales, and book value, that formulate the value aspects of a company 
to compute raw value multiples using multi-linear regression analyses of scaled value 
driver, Price-to-Earnings (PE), Price-to-Net_Income (PX_Earn_Com), Price-to-EBITDA 
(PEBITDA), Price-to-Sales (PS), and Price-to-Book (PB), against a comprehensive list of 
independent proxy variables. The resulting spectrum of raw value multiples is utilised 
in further computation that encompass the triangulation of the spectrum raw value 
multiples in a weighted process based on the adjusted coefficient of determination 
measurement, which would synthesise a raw market share price of the company (Adj. 
Vs_PX) comparable to Bloomberg-based share prices (PX). Effectively, the multi-linear 
regressive algorithmic financial model would be used for assessing market value 
signalling a buy or sell based on the position of synthesised market share price relative 
to current market share prices. The amalgamated data sample for this study comprises 
of the market indices representing the Anglo-Saxon and European markets, namely the 
FTSE-All-Share (ASX) of UK, S&P 500 (SPX) of the USA and STOXX Europe 600 (SXXP) 
of Europe with a data availability ranging from 2001 to 2011 obtained from Bloomberg. 
The main objective was successfully completed by the analysis of 170 regression 
models based on 5 scaled dependent variables regressed against 56 independent proxy 
variables for 8,851 company-years out of 14,340 company-years representing the 3 
market indices, ASX, SPX, and SXXP. 
The descriptive statistics measures of the computed raw value multiples and 
share prices relative to the Bloomberg-based values have overall generated robust and 
significant results. Generally reflecting a low standard error, consistent standard 
deviation and yielding sample means that are very similar. Relating the computed raw 
value multiples of PE, PX_Earn_Com, PEBITDA, PS, and PB, against the respective 
Bloomberg-based multiples has mostly shown similar company values for ASX and 
SPX, signifying that the listed companies are efficiently valued. Whereas for the 
companies listed on the SXXP index, the results highlighted that there were differences 
in values observed between the synthesised raw multiples and the Bloomberg-based 
multiples, implying that companies are either over-valued or under-valued. Overall 
the corresponding PS and PB multiples displayed the most consistent and 
explanatorily significant results compared to the three earnings multiples. However, 
the observed discrepancies in the synthesised values relative to the Bloomberg-based 
values would mostly be offset collectively between PE, PX_Earn_Com, and PEBITDA, 
thus presenting consistent and significant results. 
This study concludes that the cross-sectional relative valuation analysis of any 
fully-listed company in the Anglo-Saxon and European markets in an identical process 
to be achievable. Hence, the process of valuation analysis using independent proxy 
variables can be standardised for the Anglo-Saxon and European markets and the 
triangulation of value multiples to synthesise comparable market share prices. The 
various aspects of the methodologies applied are founded on multi-linear regression 
analysis and relative valuation using a standardised database for all the data obtained 
from the three market indices: ASX, SPX, and SXXP. Thus, the multi-linear regressive 
algorithmic financial model is capable of computing cross-sectional valuation, as well 
as cross-market valuation for any fully-listed company, to compute value multiples 
that can be triangulated to synthesise respective share prices premised on standardised 
proxy variables. 
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1 
1 Chapter – Introduction 
1.1 Introduction 
The International_Glossary_of_Business_Valuation_Terms (2001, p. 472) 
defines fair market value as the price, expressed in terms of cash equivalents, at 
which property would change hands between a hypothetical willing and able 
buyer and a hypothetical willing and able seller, acting at arm’s length in an 
open and unrestricted market, when neither is under compulsion to buy or sell 
and when both have reasonable knowledge of the relevant facts, while 
valuation is defined as the act or process of determining the value of a business, 
business ownership interest, security, or intangible asset. However, it is 
necessary to develop a pragmatic interpretation of value as well as establish an 
appreciation of the valuation process, which has evolved over time. Reviewing 
various valuation literature such as Damodaran (2002); English (2001); 
Rutterford (2004); Williams (1997) provide a general view and explanation of 
the history and development of the subject of value and valuation. 
The premise of valuation analysis determining value of fully-listed 
companies establishes the general framework for this study, which entails 
assessing and examining related subjects that influence valuation analysis and 
formulate value. Hence, various empirical studies relating to the relevant 
subjects of free cash flow, growth and forecasting modelling, earnings, cost of 
capital and rate of return, and relative valuation using multiples, is reviewed in 
detail, as the choice of methods would be motivated by theoretical models of 
value determinants and finding practical guidelines in general valuation 
literature. Each of these significantly influential areas would be discussed 
throughout this study, amalgamating the necessary theoretical foundation and 
methodological applications in order to achieve the overall objectives presented 
in section 1.2 Statement of Aims developing the financial model of this study. 
2 
1.2 Statement of Aims 
The primary objective of this thesis is to investigate the subject of relative 
valuation of fully-listed companies in the Anglo-Saxon and European markets, 
where each of the markets is represented by an index to establish a database for 
analysis that would comprise of 10 years of historical company data. Following 
the general analysis and methodology presented in various seminal works, such 
as Alford (1992); Barth, Beaver, and Landsman (1998); Fama and French (1992, 
1995, 1998b, 2004); J. Liu, Nissim, and Thomas (2002) and other empirical 
studies (Abrams, 2012; Bonadurer, 2003; Schreiner & Spremann, 2007), has 
provided insight to the formulation of the financial model being developed for 
this thesis.  
As the literature reviews will illustrate, generic financial models 
computing company share price are primarily using value multiples in a 
relative valuation analysis. However, the main objective would be to establish a 
pragmatic financial model that would be based on a comprehensive list of 
independent raw variables in its purest form that effectively formulate the key 
value drivers as the dependent variables that are regressed to yield a spectrum 
of value drivers in order to synthesise by weighted triangulation of the 
computed key value drivers the market share prices of any fully-listed company 
in the Anglo-Saxon and European markets.  
However, in order to achieve the main objective it would entail a 
detailed study examining the following objectives: 
3 
1. To identify and assess in a comprehensive study the composition of key value 
drivers and the independent variables that formulates the key value drivers. 
2. To identify, where necessary, relevant proxy variables for the independent 
variables. 
3. To assess data availability and establish a database premised on the Anglo-
Saxon and European markets, denoted by the indices FTSE-All-Share (ASX), 
S&P 500 (SPX), and the STOXX Europe 600 (SXXP) respectively, using the data 
source Bloomberg. 
4. To assess and refine the database for analysis. 
5. To complete the regression analysis of the entire data sample. 
6. To compute raw market value drivers, and back-test to Bloomberg-based 
values. 
7. To synthesise raw market share prices by weighted triangulation, and back-test 
to Bloomberg-based prices. 
1.3 Contribution to Knowledge 
This research has been inspired by various seminal works such as Alford 
(1992) and J. Liu et al. (2002) providing significant findings of valuation 
accuracy and performance using value multiples while Fama and French (1992, 
1993, 1997, 1998b) provides comparative analyses of the cost of capital and 
earnings returns in several studies. In addition, a variety of empirical studies 
such as Abrams (2012) and Field (2009) using theoretical results to provide 
significant guidance into data testing and interpretation of independent 
variables using regression analysis, together with the studies of Bonadurer 
(2003); Schreiner and Spremann (2007) and Yoo (2006) provide comprehensive 
studies in valuation analysis of value multiples using significant data samples 
comprising of several indices. General valuation literature such as Barker 
(2001); Damodaran (2002); Pratt (2005); Pratt and Grabowski (2010); Pratt and 
Niculita (2008); Soffer and Soffer (2003) has provided an overall understanding 
and definitions for the concept of investment valuation analysis. 
The overreaching interpretation of the wide-ranging empirical studies 
relevant to the three main aspects of this study, sequentially the process is:  
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1. Independent value determinants and consequently the formulation of key 
value drivers 
2. Valuation analysis using different categories of value multiples as key value 
drivers 
3. Defining market share prices by weighted triangulation using a key variety of 
value multiples with differing perspectives. 
However, this work will effectually conduct three separate studies into the 
fundamental components of these three key aspects, and sequentially define 
and develop the financial model. Hence, this thesis will amalgamate all of these 
key aspects collectively into a pragmatic multi-linear regressive algorithmic 
financial model using real market data of fully-listed companies obtained from 
Bloomberg for a period ranging from 2001 to 2011. 
The resulting effect of the financial model would integrate regression 
analysis with the assessment and appraisal of value multiples and subsequently 
triangulating the resulting value multiples to posit a synthesised value. 
Effectively, an alternative valuation approach and analysis of market share 
prices would be established, which may be beneficial to stock market investors 
investing in the Anglo-Saxon and European markets as it would provide a 
standardised cross-sectoral and cross-market format assessing and valuing 
fully-listed companies. Thus, valuation accuracy and forecasting company 
value would possibly be enhanced in addition to providing the attributes of a 
wide-ranging analytical application. 
1.4 Overview of Research Methods 
Comparatively to empirical research that predominately focuses on 
valuation analysis of value multiples, an additional two valuation analysis 
would be incorporated as integral processes to the overall analysis. Hence, the 
pragmatic financial model being developed for this study would effectively: 
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1. Detail valuation analysis of independent variables that formulate the value 
drivers and multiples by method of regression analysis. 
2. Detail valuation analysis of key value drivers and different categories of 
multiples. 
3. Enhance valuation analysis using key value drivers and multiples to synthesise 
market share price by method of weighted triangulation using coefficient of 
determinations. 
1.5 Outline of Thesis 
This thesis comprises of 7 chapters following a general format presenting 
a theoretical and empirical literature review followed by the methodological 
approaches applied, and subsequently a presentation of the results and analysis 
of findings would illustrate the outcome from the analyses before concluding 
comments. The ensuing chapters are organised as follows:  
Chapter 2 describes the origins and historical development of the 
concept of valuation in the context of empirical studies and general valuation 
literature. There will be a general review of the general descriptions and 
explanations that define the pragmatic applications of using multiples, 
reviewing the different approaches and models of multiples in valuations 
analysis.  
Chapter 3 presents a theoretical review of the relevant subject of free 
cash flow as it relates to overall operations of a company, which is essential to 
the appraisal of company value. Furthermore, the chapter will include an 
assessment of the subject of growth models as it formulates the future 
performance of companies that effectively would influence the forecasting 
variables determining future company value. Additionally, Chapter 3 presents 
the study of the subject of earnings and in the context of market share prices in 
order to appropriately define and apply earnings in the context of multiples.  
Chapter 4 examines the fundamentals of relative valuation using 
regression analysis, which effectively formulates the basis for the financial 
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model. A study of theoretical and empirical reviews of relative valuation will 
examine both absolute variables as well as value multiples. Macroeconomic 
variables are discussed in the context of applications in multiples.  
Chapter 5 presents the methodology applied and the variety of different 
variables used in the financial model. Regression analysis is a significant 
statistical technique, which is examined from a theoretical and empirical 
perspective in the context of this study and addresses the issues of 
heteroscedasticity and multicollinearity, reviewing the process of detecting and 
understanding the effects. 
Chapter 6 shows the results and analysis of findings ensuing from the 
financial model computations, and summarises the findings for each index 
analysed individually. The chapter concludes with a detailed discussion and 
critical analysis of the overall results and findings from this research. 
Chapter 7 presents the conclusion discussing the findings and critically 
significant results, and concluding with a final commentary on possible future 
research. The chapter provides a table illustrating a comparative assessment of 
the research questions of this thesis. 
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2 Chapter – The Concept of Valuation 
2.1 The Early Origins and Historical Context of Valuation 
2.1.1 The Early Origins of Valuation 
Williams (1997, p. 3), which was originally published in 1938, illustrates 
and explains different characteristics of the theory of investment value in the 
context of valuation analysis, and describes that at a timely moment a particular 
investment value would be suitable to a certain buyer and seller when one 
value would coincide with an actual price consequently be considered as the 
true worth to the mutual parties involved in the transaction.  Thus, rationalising 
the format of a current price in line with the perception of a more appropriate 
price that would reflect demand, efficiently characterising value as being 
transaction based. In the context of the stock market relative to time, Williams 
(1997, p. vii) defines investment value as “the present worth of future 
dividends, or of future coupons and principal, is of practical importance to 
every investor because it is the critical value above which he cannot go in 
buying or holding, without added risk”. 
Financial reporting and subsequently financial valuation, which analyses 
financial statements, can be perceived as a combination between old and new 
methods of measure and assessment. For example, Beaver (1998, p. 1) explains 
the notion that “double entry accounting is 500 years old and still forms the 
backbone of the structure of financial statements”, which has significantly 
matured over time highlighting that from “early in the twentieth century, 
accounting theory evolved into a stewardship theory of how best to measure 
assets, liabilities, equity, and earnings and compared the accounting measures 
with economic concepts”. 
Valuation analysis of shares has evolved significantly over time, and 
modern valuations methods are effectively based on earlier studies as seen in 
various empirical and general valuation literature. The work of Williams (1997) 
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in the 1930s further developed the theoretical foundations presented in the 
works of J. F. Marshall (2001), which was originally published in 1925, and I. 
Fisher (1906). Hence, Williams (1997) effectively defines the investment value of 
a share to be the present worth of the sum of all expected future dividends 
discounted at the pure interest rate demanded by the investor. 
2.1.2 Historical Details of Early Equity Valuation 
The work of Rutterford (2004, p. 116) explores the history of equity 
valuation, “from its early origins during the South Sea Bubble, through the 
early nineteenth century railway boom, the new issue waves of the late 
nineteenth and early twentieth century, the stock market boom and bust of the 
1920s and 1930s, right up to the `nifty fifty’ boom of the late 1950s and 1960s”. 
The initial types of equity valuation methods encompassed the usage of 
dividend yield and book value, highlighting that in the former part of the 
nineteenth century the general stance by equity investors was that shares were 
quasi-bonds where the difference relative to bonds resided in the uncertainty of 
maturity and dividend payments. This interpretation remained the norm in 
both the UK and USA until the Wall Street boom of the 1920s that consequently 
impacted the attitudes of investors towards equities in the USA, as discussed in 
the works of I. Fisher (1930, 1933) and Smith (1928). 
Economists and investors applied discounted cash flow valuation 
approaches in a more significant effect in the USA from the 1930s; however it 
was originally used in the late eighteenth and early nineteenth centuries in the 
application of land investments. In the works of Preinreich (1932) and Williams 
(1997) the method of discounted cash flow valuation was consequently 
described to be a suitable method in determining the intrinsic values,  
signifying that it would be a relevant technique in assessing growth shares. 
The mid-nineteenth century experienced a significant expansion of the 
stock markets as a direct effect of the railway boom in both the UK and USA, as 
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railway shares dominated the trading on the exchanges. However, towards the 
end of the nineteenth century utility shares as well as industrials significantly 
influenced the stock markets in both countries with a series of new issue booms. 
Maltby (1999) explains that the typical company shareholders at the time were 
predominantly bankers and industrialists in the USA, while in the UK it was 
generally wealthy businessmen who invested in companies that had a personal 
connection. However, Preda (2001) and Vissink (1985) describes that in the 
latter part of the nineteenth century the stock markets were becoming more 
efficient in trading terms, and consequently greater access to financial 
information attracted other types of investors to stock market trading. 
The early new issue boom of shares primarily occurred mostly in the 
nineteenth century with the increase in prosperity equally increased the listing 
of new companies to the stock market at a significant rate. The resulting trend 
to the new issue boom effectively classified the new issues into two main 
groups, speculative and investment grade (Rutterford, 2004). Nevertheless, for 
the speculative shares there was insufficient financial information available for 
relative valuation, whereas for investment grade shares the main source of 
financial information was premised on the possible dividend payments and the 
respective balance sheets of the various companies. Based on the information 
availability investor would assume dividend yields and asset values for the 
different companies.  
In the context of dividend yield, Rutterford (2004) highlights that the 
speculative investors would premise their investment strategies on impression 
instead of actual data. Furthermore, the general application of the dividend 
yield being the main valuation measure of value for investment grade shares 
continued effectively until the 1920s. This was essentially the effect of the 
relative valuation of equities against bonds in the context of income where 
profits were considered to be supplementary information to dividend pay-outs. 
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Eventually book value became more significant information to consider 
in the context of share trading. Graham, Dodd, and Cottle (1934) explain that 
there was a growing concern in share trading by investors in the UK and USA 
that extended beyond dividend yields to include the security of capital, which 
was believed to be the warranty for market value. Thus, there was a growing 
preference for tangible asset-based arrangements of collateral such as property, 
plant and equipment instead of having the underwriting in the form of 
goodwill. This had otherwise been the standard for ordinary shares issued 
during the latter part of the nineteenth century until the beginning of the 
twentieth century, whereas for preference shares and debentures were typically 
financing tangible assets (Rutterford, 2004). Consequently, for the twentieth 
century there was a greater use of share dividends in both the USA and UK, 
which was mainly due to the inclination that “investors liked to see that the 
tangible asset value as represented in the balance sheet was close to nominal 
value” (Rutterford, 2004, p. 126). Hence, during the 1950s it was generally 
acknowledged that the nominal amount of capital should approximate the real 
worth of the business and that the increase in retained earnings would require 
capitalisation of reserves by issuing new shares. The new shares would be 
issued as bonus shares or at a discount to the market value.  
2.1.3 Main Historical Difference between the UK and the USA 
markets 
In the UK, the practice of considering dividends as the primary share 
valuation measure with earnings and asset values being supplementary 
continued until the 1960s. However, the stock market in the USA had a different 
experience in the former part of the twentieth century resulting in an earlier 
migration from dividends-focused valuation to earnings-based measures 
compared to the UK. However, Rutterford (2004, p. 130) explains that from the 
1920s onwards “differences between American and British companies in 
dividend payout policy, quality of financial accounts, corporate and personal 
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taxation, and the relative growth rates experienced post-First World War” were 
the driving aspects for change from the norm in the USA.  
Consequently, companies in the USA began to disclose a greater degree 
of information on declared earnings. In the UK, the contents divulged in the 
income statement remained limited with continued emphasises placed on 
dividend pay-outs with profit declaration being regarded as dividend cover. 
Toms and Wilson (2003) highlight that in the UK it was from 1976 that revenue 
figures had to be disclosed, as the prior consensus had been that competitors 
would exploit the disclosed information. Comparatively, large companies in the 
USA had typically disclosed detailed accounts from the beginning of the 
twentieth century, presenting relevant information such as sales less costs 
clearly emphasising the earnings.  
The taxation of companies and individual were segregated in the USA, 
which provided additional disclosures by companies reporting earnings before 
and after corporate taxes excluding any individual income tax or capital gains 
tax resulting in the introduction of net income for companies. However, in the 
UK the segregation of taxation of companies and individuals did not take effect 
until the corporate tax was introduced in the Finance Act of 1965 (Rutterford, 
2004).  
Caudwell (1930) argues that the local market of the USA was substantial 
and was guarded by high tariffs contributing to the significant growth rates 
seen in the 1920s. Thus, the increased growth by companies in the USA placed 
greater emphasis on earnings than dividends, resulting in low dividend yields. 
2.1.4 Developing Company Value and Growth 
Rutterford (2004, p. 134) describes that “the concept of fair value is of 
particular relevance during stock market bubbles, when traditional valuation 
techniques give values very different from market prices”, which is seen when 
studying stock market boom where “the share price becomes much greater than 
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the underlying book value and the dividend yield falls to well below the yield 
on government bonds”. Hence, the concept of intrinsic or fair value was 
initially applied to equities in the South Sea Bubble of the 1720s, and amplified 
by the Wall Street boom and bust of the 1920s. During turbulent market 
periods, such as market booms and bust, reflected a consensus for share prices 
assessments to display creditable intrinsic worth. However, in the UK investors 
preferred the relative valuation of yields, whereas in the USA investors were 
inclined to estimate intrinsic worth by capitalising earnings as a multiple. In 
1962 Graham, Dodd, and Cottle (1962) presented a formula for calculating 
market share prices, by dividing the ten-year average earnings by twice the 
high grade bond yield to determine a basis for market value form where the 
share price would oscillate around. 
2.1.5 Origins of Discounted Cash Flows 
The study by Brackenborough, McLean, and Oldroyd (2001) found that 
the origin of discounted cash flow (DCF) analysis can be dated back to the 
Tyneside coal industry circa 1700 to the 1820s, which entailed a complex series 
of circumstances. The adaptation of the discounted cash flow has primarily 
been driven by accounting and engineering technologies that had to be 
amalgamated to enable the boom in exploitation of deep coal reserves, which 
was guided by accounting measures as the basis of industrial expansion. 
However, Brackenborough et al. (2001) explains that there were specific 
catalysts that accelerated the development of discounted cash flow analysis 
throughout the ninetieth century. During the 1790s the Tyneside coal industry 
experienced deep mining in the region that effectively increased cost of 
investments combined with the added risks of mining accidents, which 
consequently required additional valuation analysis to maintain the financial 
oversight as the colliery ownerships were subdivided.  
Thus, Brackenborough et al. (2001, p. 152) concludes that the driving 
motivation for the expanded application of the discounted cash flow was 
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economic, as the consequential perception in the 1790s was that “DCF was a 
specific wealth-maximisation response to the earnings opportunities available 
to investors compared to the cost of capital”. Furthermore, P. Miller and Napier 
(1993) suggest that as a result for the coal industry of the UK expansion the 
absorption of discounted cash flow within the domain of modern accounting 
practice was mainly due to tradition as the purpose of discounted cash flow 
analysis was focused on valuation instead of for the purpose of investment 
opportunities. 
The general form of discounted cash flows, which estimates the present 
value of all future cash flow earnings, would be a suitable method to apply in 
computing intrinsic value. However, investors were less inclined to apply 
discounted cash flow valuation in the UK and the USA. In contrast, Preinreich 
(1932) developed a discounted cash flow model where earnings are expected to 
grow over a finite period on an expanded capital base, and concludes that the 
discounted cash flow valuation is a suitable application to determine the value 
of growth companies. Effectively the discounted cash flow valuation would 
typically be used in computing intrinsic values, while being capable of 
analysing both stable and growth companies. However, Luehrman (1997) 
explains that in the 1970s the discounted cash flow valuation methods was 
generally regarded as the best practice for valuing company assets; particularly 
the approach that entails the value of a company’s capital to be the expected 
future cash flows discounted to present values at the weighted average cost of 
capital. Luehrman (1997, p. 132) explains that “today that WACC-based 
standard is obsolete [which] is not to say that it no longer works – indeed, with 
today’s improved computers and data, it probably works better than ever”. 
However, as a result from greater data access other methods such as using 
multiples for relative valuation has significantly replaced the more detailed 
WACC-based DCF analysis. 
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2.2 The Fundamentals of Valuation Analysis 
2.2.1 Fundamental Variables of Financial Analysis 
The fundamental values of a company are typically reflected by financial 
fundamentals in the financial statements, which generally comprises of the 
fundamental variables required for value computations that would configure 
the share price of a company. Effectively the share price of a company 
fluctuates as a result of market trading activities driven by the supply and 
demand for the floated shares on a stock market, thus deviating from the 
fundamental values originating from the financial statement. The seminal work 
of Ou and Penman (1989) analysed published financial statements and found 
fundamental values that was not necessarily reflected in the share price. A 
significant conclusion by Ou and Penman (1989, p. 296) suggested that “rather 
than taking prices as value benchmarks, `intrinsic values’ discovered from 
financial statements serve as benchmarks with which prices are compared to 
identify overpriced and underpriced stocks”. Consequently, signifying that 
fluctuating share prices would eventually revert to the fundamental values and 
the relative valuation of share prices would essentially be premised on the 
respective fundamental values of a company. 
Fundamental value analysis is focused on determining the value of 
company market securities by assessing key value drivers, such as earnings, 
risk, growth and revenues. Thus, the valuation analysis of these financial 
fundamentals are shown by the work of Lev and Ramu (1993) to be useful in 
company valuation relative to the financial market, by examining the 
incremental value-relevance of these variables over earnings. Furthermore, Lev 
and Ramu (1993, p. 190) concluded that ”fundamentals relation is considerably 
strengthened when it is conditioned on macroeconomic variables, thereby 
demonstrating the importance of a contextual capital market analysis”, 
explained by the example suggesting that “several fundamentals that appear 
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only weakly value-relevant or even irrelevant in the unconditional analysis 
exhibit strong association with returns under specific economic conditions”. 
Therefore, the function of the financial fundamentals in company 
valuation relates to aspects of continued earnings, growth, and associated risks. 
A guided search procedure in statistical terms are seen in the study by Ou and 
Penman (1989), where a process for selecting financial fundamentals would be 
led by theory in establishing a standardised procedure for selecting 
fundamental variables. Hence, identifying fundamentals that would be 
applicable in a valuation process analysing performance and estimating future 
earnings would need to draw inferences related to the variables being 
computed. 
The study by Finnerty and Emery (2004, p. 91) suggests that “the 
accurate valuation of a firm is arguably the most important application of 
valuation theory in corporate finance”, where in the context of relative 
valuation specific methods are applied on a comparative basis to infer company 
value. Hence, in general terms relative valuation value would contextually be 
premised on multiples from comparable companies, where the multiples of a 
comparable company would be multiplied by the earnings such as EBITDA or 
revenue of the company being analysed to obtain a relative value. J. Liu et al. 
(2002) presented a study examining a comprehensive list of value multiples in a 
comparative valuation analysis. Relative valuation of companies using value 
multiples are derived from market share prices as the multiples would typically 
be scaled by share price. The market share prices are consequently determined 
within the market environment of trading activities that would effectively react 
to any significant developments related to the operations of a company that 
could influence potential earnings. 
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2.2.2 Theoretical Review of Valuation Analysis 
The general process of valuation is an essential aspect of financial theory, 
and most practitioners would utilise a variety of approaches to estimate value. 
For example, Mercer (2004) suggests that in the context of analysing cash flows 
the Gordon Growth Model provides shorthand representation of value. The 
Gordon Growth Model is defined as follows: 
V𝑡 =
𝐶𝐹𝑡+1
𝑅 − 𝐺
 
Equation 2-1 Gordon Growth 
Model 
where, Vt =  Equity Value 
CFt+1 = Cash Flow 
R =  Discount Rate 
G =  Growth Rate 
Furthermore, Luehrman (1997, p. 133) argues that “valuation is always a 
function of three factors – cash, timing, and risk”, where traditional valuation 
analysis would include discounted cash flow techniques estimating future cash 
flows discounted at the opportunity cost of funds to obtain the present value of 
a company.   
The significance of valuation analysis in a variety of frameworks can be 
seen in different seminal studies that have focused their work on analysing 
valuation accuracy using equity multiples, as in the work of Alford (1992) 
estimating the share price of a company being derived from the earnings and 
the Price-to-Earnings multiples determined from a set of comparable 
companies. Other significant studies, include J. Liu et al. (2002) analysing the 
valuation performance of a comprehensive list of value drivers yielding critical 
results. 
A variety of different empirical studies such as Berkman, Bradbury, and 
Ferguson (2000); Dittmann, Maug, and Kemper (2004); Eberhart (2001); Gilson, 
Hotchkiss, and Ruback (2000); Kaplan and Ruback (1995) and Kim and Ritter 
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(1999) have utilised discounted cash flow valuation combined with different 
multiples valuing various subsets of companies ranging from bankruptcy type 
companies to companies initial public offerings. However, it is suggested by  
Kaplan and Ruback (1995, p. 1067) that “there is no obvious method to 
determine which measure of performance–EBITDA, EBIT, net income, revenue, 
and so on–is the most appropriate for comparison”, which is an opinion 
reiterated in the work by Kim and Ritter (1999, p. 416) stating “there is no clear-
cut answer for which multiples should be used”. 
The application of discounted cash flow valuation is mostly used by 
analysts determining company value, as it entails estimating cash flows of the 
company and applying a discount rate reflecting risk to derive at a value, which 
typically would require substantial data for analysis. Whereas, market investors 
would view discounted cash flow valuations to be a demanding application 
and consequently prefer the ease in application of value multiples (Lie & Lie, 
2002; Luehrman, 1997). 
2.3 Summary 
The application of valuation using multiples would typically encompass 
the computation of specific multiples for a set of benchmarks in order to derive 
the implied value of a company. Different studies have shown a wide variety of 
multiples yielding empirical result, however to our knowledge there are no 
studies that have explicitly concluded that a specific multiple is uniformly 
accepted to be considered as the base for valuation.  
The process of managing value has become significantly more complex 
in the details with the nature of financial business evolving. Valuation analysis 
has developed substantially over the last few decades; however, maintaining 
the pivotal function of three fundamental factors – cash, timing, and risk. Over 
time various empirical studies have presented significant findings that have 
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made substantial contributions to the knowledge of the impact of these critical 
factors. 
Reviewing various research topics shows that Alford (1992) applied the 
Price-to-Earnings ratio to examine how benchmark companies would be 
selected using different criteria such as industry, assets, return on equity, as 
well as combinations of these variables. The key findings of Alford (1992) 
illustrated that selecting benchmark companies based on industry alone or in 
conjunction with return on equity or total assets generated more accurate 
valuations. Berkman et al. (2000); Kaplan and Ruback (1995) have focused their 
studies on estimated valuations for companies with highly leveraged 
transactions based on market values-to-EBITDA. Kim and Ritter (1999) applied 
a variety of measures for selecting comparable companies in the valuation of 
initial public offering companies. Gilson et al. (2000) assessed the discounted 
cash flow techniques and the application of multiples in the valuation analysis 
of companies emerging from bankruptcy. 
Practitioners and academics alike frequently utilise the application of 
multiples in the process to determine and measure company value. However, 
the consensus suggests that there is no one best model of a multiple to apply 
signifying that overall valuation analysis continues to be applied in a variety of 
contexts.  
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3 Chapter – Understanding Free Cash Flow, 
Earnings and Growth 
3.1 Introduction 
It is suggested by S. C. Myers (1984, p. 126) that “finance theory has 
made major advances in understanding how capital markets work and how 
risky real and financial assets are valued”. Furthermore, financial concepts are 
essential to strategic planning in areas related to capital investment decisions of 
a company. The application of a wide variety of valuation models provide 
substantial definitions and explanations of shares prices in the context of 
relative valuation analysis. However, assessing the value of a company would 
entail assessing the configuration of the respective company as well as the 
operations and potential future growth. Considering the significant variables 
that formulate value drivers such as the assets, cash flow, earnings, growth and 
potential risks, would effectively reflect the overall value context of a company 
and consequently the share price as an amalgamated perspective of tangible 
and intangibles assets viewed in line with operations generating growth is 
considered and assessed. Additionally, these aspects would be considered 
depending on risk and the opportunity cost of capital as it varies, which 
essentially would be a value weighted average of the cost of capital (S. C. 
Myers, 1984).  
Key aspects such as free cash flow, earnings, and growth would 
encompass the general characteristics of the value drivers formulated by the 
financial fundamentals of a company that are considered to be essential 
variables in a valuation analysis, particularly as they are related to a wide range 
of proxy variables. Valuation related literature present a broad perception of 
free cash flow in that it represents the change in cash after taking into account 
the company’s use of cash for net operating and investing activities. Hence, the 
assessment of growth would be an essential aspect of a valuation analysis, as 
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changes in financial characteristics of a company influences future estimates of 
cash flow and earnings. 
3.1.1 Cognitive Map of Free Cash Flow, Earnings and Growth 
Table 3-1 Cognitive Map of Free Cash Flow, Earnings and Growth 
 
3.2 Theoretical and Empirical Review of Earnings 
The basis for earnings would initially have to be explained in the format 
of normalised earnings for a company that could either be premised on 
historical data or on future projections, which would typically be subjected to 
an adjustment that would neutralise the various irregular occurrences affecting 
the performance and results of a company (Barker, 2001). Hence, analysts could 
normalise earnings by generating a moving average over several years 
assessing current profits levels of a company being above or below the long-
term trend.  
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The earnings of companies after depreciation and primary obligations 
would reflect maximum amount available for distribution to common 
shareholders for the respective period, while sustaining the capital value of 
expected future cash flows. Hence, capital value of a company would be a 
significant measure for shareholders, predominantly as the focus would 
normally be on the year-end result to yield a surplus in capital value that could 
be paid-out as dividend without causing negativities to the company in general 
or the operations.  
3.2.1 Theoretical Review of Earnings 
Economic earnings can be described as being a measure of the 
investment performance of a company, suggesting that the economic earnings 
of a company would represent a total measure of the degree of change for a 
shareholder over time (Barker, 2001; Damodaran, 2002; Pratt & Niculita, 2008). 
However, permanent earnings would represent a constant annual return that 
equals the cost of capital multiplied by the share price, which consequently 
could be considered as the level of earnings consistent with a normal PE ratio.  
Barker (2001) suggests that permanent earnings denoted as cost of capital 
multiplied by share price, which could be perceived as a constant periodic 
return, where the similarities between permanent earnings display the same 
value as economic earnings when expressed in terms of expectations. However, 
differences could arise when realised performance from a pragmatic point of 
view is applied as a possible indication of future performance. It would not be 
unusual for unexpected one-off gain to exert an effect on future cash flows 
indirectly, as it represents a gain over the period that would be not be recurring 
regularly in permanent earnings. Thus, the gain is not sustainable and 
consequently not indicative of a future earnings capacity. 
The condition of sustainability differentiates economic earnings from 
permanent earnings. Permanent earnings contrary to economic earnings would 
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therefore typically be of greater focus for analysts in estimating the 
performance of a company and subsequently the share price. Hence, the current 
PE ratio of a company could be compared to the historical level, which would 
signify the normal PE level, thereby highlighting abnormal current levels of 
earning that would not be sustainable. Furthermore, Barker (2001) explains that 
current earnings should be normalised in order for the variable to be an 
appropriate economic measure of performance, in addition to analysing all 
irregularities for greater clarification in the valuation process. Earnings quality 
has commonly been associated with the subject of sustainability. Investors 
would usually show a greater degree of confidence in quality reported earnings 
as it would reflect a perception of sustained growth. 
In terms of economic earnings, which incorporates irregular gains, it 
would as a result have integrated such irregularities in former projections that 
would have represented future earnings (Damodaran, 2002). Hence, economic 
earnings could subsequently be considered a less appropriate measure, as it 
would contain non-sustainable entries that would result in an inaccurate 
estimate of share price for a company. The alternative view suggests that 
accounting earnings represent the measure of wealth fluctuation for 
shareholders in accordance with the company accounts. Company accounts are 
generally public and fully accessible, which would make accounting earnings 
that are based on the accounts of a company a more suitable open source share 
price resolve (Barker, 2001; Damodaran, 2002; Pratt & Niculita, 2008). The 
practise of accounting could subsequently be perceived as having a dual 
functionality associated with the stewardship and investment of a company, 
which suggests that there is a significant relationship between earnings 
measures and accounting. 
Assessing the functionalities individually, Barker (2001) reasons that in 
the context of stewardship the emphasis is placed on the positive performance 
as a result from appropriate economic resource allocations within a company. 
Hence, suggesting that economic earnings reflect a stewardship connotation, 
23 
which could be viewed as a suitable representation of wealth fluctuation that 
shareholders experience as business progresses. However, permanent earnings 
are perceived to be inclined towards an investment connotation where expected 
future returns on investments are quantified, which would suggest an explicit 
correlation to the sustainability of performance. Thus, it is highlighted that the 
function of stewardship places emphasis on the fluctuating stance of wealth, 
whereas the focal point for the investment function would be to assess the 
progress generating wealth to establish a more appropriate measure of share 
price (Barker, 2001; Pratt, 2005). 
Earnings are obtained from asset values that would essentially correlate 
measures of accounting and economic earnings. Accounting earnings could be 
viewed in economic terms which would subsequently suggest book values 
equally contain some elements of economic values. However, there are various 
influential factors that could cause a negative effect in the relationship between 
accounting and economic earnings, which have been common in the process of 
determining if Research and Development expenditure should be written off 
instead of being capitalised has typically caused ambiguity (Barker, 2001; 
Damodaran, 2002; Pratt & Niculita, 2008). Company accounts provide a 
historical amalgamation of transactions and occurrences, presented in 
periodical income statements and balance sheets, which would include 
deferrals of various items to the following period. Furthermore, Barker (2001) 
states that  accounting earnings omits goodwill, which arguably could be 
viewed as the measure of atypical earnings potential of the amalgamated assets 
of company as seen by the stock market. Hence, suggesting that the concept of 
goodwill makes accounting earnings an inadequate gauge of economic 
earnings. 
In greater detail, it is emphasised that “there are three, conceptually 
distinct, measures of accounting earnings, each of which is relevant to equity 
valuation” (Barker, 2001, p. 137). Hence, the first of the measure is the 
stewardship measure, which as previously explained considers all adjustments 
24 
in the capital of shareholders as measured in the accounts, known as 
comprehensive income. However, the second measure is the normalised 
earnings that maintain sustainability, where stable prolonged growth is 
accomplished. In the context of permanent earnings, it could be segmented to 
illustrate the influence of the elements involved that affect forecasts. Barker 
(2001) explains that assessing the historical performance of a variable such as 
sales could provide useful insight to recurring patterns that would enhance the 
computation of projecting growth and sales figures, while omitting current one-
off gains from future estimates is generally known as the normalisation process. 
Essentially, normalised earnings could be considered as the accounting 
counterpart of permanent earnings neutralised from irregularities. The third 
measure is the earnings forecast that encompasses normalised earnings with 
additional variables incorporating an adjustment for goodwill. This would 
subsequently demonstrate the basic limitations of using the financial statements 
for valuation purposes. It would be constructive to utilise the accounts of 
companies in the process of valuation in the context of informing the future 
using the past as part of the analysis (Barker, 2001; Damodaran, 2002). 
Normalised earnings would therefore highlight the differences relating to 
operating performance and for example capital gains and losses, suggesting 
that an asset could be inadequately depreciated resulting in an amplification of 
operating performance. 
The interpretation of the concept of the normalisation process could 
suggest it to be a measure that establishes equilibrium to the accounts of a 
company that experiences random one-offs in revenues and expenses, which 
could potentially distort the actual returns to shareholders. The foregone 
conclusion is that financial statements often reflect a different view to what is 
an economic reality corresponding to the actual values that are usually different 
from the recorded values, highlighting that GAAP rarely equates true economic 
value (Damodaran, 2002). 
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It would be essential to consider the different aspects of a financial 
statement that would be subject to normalisation. Thus, normalisation could be 
viewed as a process achieved with an investigative approach based on the 
transactions and state of affairs of a company (Pratt, 2005; Pratt & Niculita, 
2008). For example one aspect to consider would be the allowance for doubtful 
debts of a company, which would typically get regulated in order to establish 
the appropriate need of the creditability of their cliental. The regulation could 
be achieved by comparing historical write-offs of bad debts to ascertain a 
continuous perception of debtors.  
Furthermore, it would be a suitable measure to assess the item of leases 
when valuing the business of company as the classification of financial 
fundamentals versus operating variables could affect the underlying value. 
Both financial and operating leases are an expense in the financial statements 
that could experience volatility at times and consequently should be 
appropriately classified in accordance with the nature of the business 
(Damodaran, 2002). In the context of the policies of capitalisation versus 
expensing has typically been a debatable decision and would need to be 
specified for accounting purposes as well as for the possible normalisation 
adjustments in a valuation analysis. Companies could be characteristically 
aggressive in this decision process, particularly as by expensing or capitalising 
an item could potentially enhance or diminish the underlying value of a 
company. Thus, in such an event the process of normalisation would configure 
the value of the company based on normal circumstances, while a secondary 
analysis would assess the abnormal items separately.  
The timing process that would recognise the entries of income and 
expenses should be clarified to illustrate the aptness of the accounts that should 
reflect rationality of especially long-term variables.  Similarly with deferred tax, 
which could be perceived as being an issue of timing between earnings and 
cash flow (Damodaran, 2002). Hence, a deferred tax liability should be 
reviewed to assess when the obligation would materialise or whether tax losses 
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may have an economic benefit that would off-set the obligation. Furthermore, 
reviewing the category of extraordinary or non-recurring items would be 
essential as one-off entries could significantly overstate or understate the 
performance of a company. Hence, computing future earnings based on current 
and historical earnings that can be considered as being sustainable, such items 
should be omitted to represent earnings that would normalised. For example, 
the acquisition or disposal of an asset could have an effect on the year-end 
results of a company. 
Another caveat to be considered would be the contingent liabilities, 
which usually comprises of pending litigation verdicts or liabilities under 
review that could potentially be detrimental for a company. Any form of 
analysis or valuation should consider and ascertain the potential cash flow cost 
attached to any type of liabilities, which a company could be subjected to that 
would be in-line with the operations (Damodaran, 2002). Additional areas of 
concerns in the contingent liabilities matter would relate to product services, 
pension plans or accrued warranties, and once the effects have been justified 
and quantified which subsequently would be reflected in the revised economic 
statements. 
In terms of assessing operating items against non-operating items, it is 
suggested that assets classified as non-operating would be valued separately 
from the main operations of a company (Soffer & Soffer, 2003). Hence, the 
exclusion of these non-operating variables would as a result omit any income 
generated or expenses incurred from these items that would have otherwise 
been incorporated as normalised earnings. 
As a result, it could be assumed that earnings are a record of financial 
performance that can be relevant to the estimation of future performance, and 
subsequently an appropriate variable of share price valuation. Hence, 
permanent earnings are equal to the sustainable component of economic 
earnings, which are adjusted for one-off effects. Essentially, there are three 
27 
conceptually distinct measures of accounting earnings, all of which are relevant 
to equity valuation. Comprehensive income is perceived as being a stewardship 
measure that would incorporate all capital fluctuations relative to shareholders 
as highlighted in the accounts of the company. The second suggested measure 
is normalised earnings that are structured on the premise of being an 
investment-focused measure of sustainable and re-occurring performance. 
Thus, normalised earnings would make use of the separately reported 
components of comprehensive income, such as operating gains as well as 
holding gains, in order to acknowledge the different implications for future 
performance. The third measure suggested is the earnings forecast that further 
builds on normalised earnings in addition to considering additional 
information in excess of the financial statements in the valuation analysis. It is 
highlighted that amortised goods would normally be excluded from normalised 
earnings, unless it is expected that the value of purchased goodwill would 
erode over time. 
3.2.2 Empirical Review of Earnings 
The theoretical review of earnings has presented the basics of earnings 
for a company in the context of the value drivers that are formulated by the 
financial fundamentals. The analysis of financial fundamentals is an essential 
aspect of research for investment valuation. Hence, Penman (1992, p. 465) 
argues that “fundamental analysis involves the determination of the value of 
securities from available information, with a particular focus on account 
information”. The characterisation of the pricing shares in terms of payout is 
well established in empirical studies. Thus, the empirical review of earnings 
would examine various studies related to the analysis and application of 
fundamentals such as earnings, net income, earnings yield relative to the 
market, and earnings growth among other relevant factors, which will be 
illustrated in the following reviews. However, earnings growth will be further 
examined in section 3.4.4.  
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Developing an analysis of the financial fundamentals of a company 
would entail examining the empirical relationship between current information 
and future value characteristics, suggesting that future estimates are informed 
by the past. The analysis would assess essential financial fundamentals such as 
sales, inventories, equipment, depreciations, in order to determine relevant 
information for the valuation process, as well as establishing the appropriate 
weights to apply in the computations to estimate the aggregated future 
earnings (Penman, 1992). The source of information is discovered in the various 
accounting procedures that amalgamate these value measures to be examined. 
Thus, net income or earnings is a significant measure on the incomes statement 
as it is considered to be a measure reflecting the progressive change in value for 
a company, suggesting that current earnings would be a significant indicator of 
future earnings. However, book value effectively encompasses the balance 
sheet as it aggregates asset values, signifying that the accounting values of the 
net assets that generate the cash flows are sufficient measures of value. Hence, 
Penman (1992, p. 475) suggests that the combination of earnings with book 
value would aggregate all assets and liabilities, and “it is the stock of (net) 
assets, the measured values from which future earnings flow, and its successive 
values are reconciled by earnings flows from the assets”. Therefore, book value 
of equity in pricing models is perceived to be value-relevant factors essential to 
a valuation analysis of a company. 
There are several key factors to influence the valuation of a company, 
specifically the share price relative to earnings as a ratio, which illustrates the 
an expression of the relation between these key factors in terms of determining 
value. Both Molodovsky (1953) and Penman (1992) argue that share prices 
fluctuate on the stock market around and away from their fundamental value 
before eventually gravitating back and revert to fundamental value over time. 
Hence, Molodovsky (1953, 1967b, 1995) describes the price-to-earnings ratio as 
being fundamental in determining share value in the context of generic market 
conditions, suggesting that the primary objective of the price-to-earnings ratio 
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would be to establish a basis for a readily comparison of shares relative to 
comparable companies and the market in general. It is widely acknowledged 
that the advantage of the price-to-earnings ratio is the simplicity and 
convenience of its application, making it significantly popular. Furthermore, 
Molodovsky (1953, p. 65) argues that “the most important characteristic of the 
price-earnings ratio is that it is a ratio”, which is an expression of associating the 
variables of price and earning as a single measure. Therefore, the price-to-
earnings ratio presents a suitable form of assessing comparatively an 
environment of shares or companies, which would highlight the correlation 
between current earnings to expected future earnings in the context of market 
price.  
Furthermore, Molodovsky (1953, p. 66) suggest that the price-to-earnings 
ratio has a cyclical characteristics that are associated with current earnings, 
arguing that “the typical pattern of a complete cycle of the price-earnings ratios 
should mirror in reverse the cycle of current earnings”. Thus, cycle of the ratio 
would imply that the price-to-earnings ratio would be its highest when 
earnings are at their lowest and consequently when earnings are at their highest 
the ratio will be at its lowest. Therefore, establishing possible patterns of 
occurrences, for example when the earnings cycle is similar to the share price 
the resulting ratio would move in the opposite direction to the share. The 
resulting effect suggests that the price-to-earnings would fluctuate within a 
range of measures formulated by the relation of current earnings to the basic 
earnings powers characteristics for a given period. Furthermore, Molodovsky 
(1953, p. 78) establishes that the correlation “existing between share prices and 
price-earnings ratios in reality links the latter to corporate earnings [and] 
several principles governing it are susceptible of precise formulation”. 
The theory of price-to-earnings ratios is examined by Molodovsky (1995) 
in the context of the rule of present worth, which is premised on the concept 
that the value of a share is dependent on the future dividend payments 
(Williams, 1997). However, based on the notion that an investor would typically 
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be seeking dividends returns as well as capital appreciation, an investor would 
need to estimate all future dividend payments relative to the share being 
analysed which would be an obstacle as the relevant information may not be 
available.  In the mid-1950s, the concept of present worth was considered a 
pivotal element within the economics of finance as it assumes constant 
dividend payments for a share, and implies that expected future wealth could 
be exchanged to current wealth at a premium cost reflect the risk of duration. 
The concept of dividends has always been at the centre of any form of 
valuation, as it demonstrates the fundamentals of a valuation process. 
Essentially the rule of present worth assumes dividend payments are 
periodically for the value of a share to be determined, however Molodovsky 
(1995) explains that the present value of dividend pay-outs of equal sizes 
discounted at the same rate would yield different values over time. 
Furthermore, modifications in the interest rate would raise other issues, for 
example as rate of interest increases or remains respectively high 
correspondingly reduces the multiplication coefficient for a given return in 
order to derive at the amount of capital required to generate it. Hence, it is 
suggests that ascending interest rates comparatively would require less capital 
to yield a similar income. Consequently, Molodovsky (1995) argues that 
ascending interest rates would affect share value negatively whereas declining 
interest rates would enhance share value. 
There are various difficulties in measuring value that are not particularly 
derived from the selection process of valuation method, instead the issues 
would potentially stem from the complexity and obscurities in the variables 
being assessed. However, it is generally accepted that share value is directly 
correlated to expected dividends and interest rate movements (Molodovsky, 
1995), signifying that the source of dividend pay-outs are earnings as a result of 
analysing the earnings of a company in order to reflect the expected dividend 
highlighted by the dividend structure of the company. Expected earnings are 
influenced and affected by internal as well as external factors, such as 
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production and sales as well as domestic and possibly international monetary 
policies, which would consequently affect the potential dividends of a 
company. Companies would technically be exposed and prone to any related 
issues or factor affecting the economy that they operate within, which is linked 
to the general economy, signifying that on-going changes is a fact. 
Earnings are considered to be a fundamental aspect of relative valuation 
and subsequently estimating future earning power potentials would be 
perceived to be an essential measure. Thus, Molodovsky (1995, p. 33) suggests 
that ”when current earnings rise above the estimated basic earnings power, 
they should be capitalised by the application of a lower multiples [and] when 
they fall below such estimate, the multiplier should be higher than if it were 
used for capitalizing earning power itself”. Hence, it is essential to have an 
understanding of the various relationships that exists between current earnings, 
denoted as E, and price-to-earnings ratio relative to expected earnings power, e 
(Molodovsky, 1995). In the scenario of E being in a state that is less than e a 
compensation requirement remains in effect, however the degree of 
compensation diminishes as E approaches e. The price-to-earnings ratio is 
directly influenced by the state of E, with a converse direction to current 
earnings, indicating that any changes within the price-to-earnings ratio would 
be the reciprocals of E/e. Therefore, forecasting future values of expected 
earnings and dividends would entail historical data, and the accuracy of the 
future projection is based on having an informed past. Various mechanisms are 
available to derive at such projection, however the common approach would be 
compute an average as an adequate measure of the future. The fluctuations of 
share prices could potentially accumulate momentum resulting in various trend 
lines within different multiples that would appear to be associated with 
earnings. 
This thesis examines the application of net income as one of the key 
value drivers in the formulation of financial model, and the seminal work by 
Ball and Brown (1968) presents an empirical evaluation of accounting income 
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variables in the context of capital markets, which provides a general insight and 
understanding to early empirical studies explaining the relationship between 
prices and accounting income variables in the context of capital theory relative 
to the market. Additionally, Ball and Brown (1968) reviews markets reactions 
relative income expectations resulting from expected and unexpected income 
changes, which could be associated with wider economic effects. Another 
seminal work by Ball (1978) examining the anomalies in relationships between 
securities’ yield and yield surrogates showed reliable excess returns following 
earnings announcements, effectively arguing that earnings-to-price is a catch-all 
proxy for unnamed factors in expected returns. However, in the work by Fama 
and French (1992), the application of the proxy argument for earnings-to-price 
presented by Ball (1978), was considered to be relative in assessing company 
size in the context of market capitalisation, leverage, and book-to-market 
capitalisation. Thus, Fama and French (1992) determined that these variables 
presented an alternative approaches to scale share price that would reflect 
informative relations of prices relative to risk and expected returns. Similar 
findings was presented by Keim (1988) examining stock market regularities. 
Hence, the findings by Fama and French (1992) concludes that market equity 
and the ratio of book equity to market equity does capture much of the cross-
sectoral structure of average returns on shares. Furthermore, it is postulated 
that when shares are rationally priced then the systematic differences in the 
average returns would be due to differences in risk, suggesting that size and a 
book-equity-to-market-equity ratio would be suitable proxies for common risk 
factors relative to returns. 
As part of this study focuses on the characteristics and influencing 
factors relative to key value drivers, a wide variety of studies are reviewed to 
understand the variables that could affect equity multiples and share value. The 
work by Basu (1983) examines the empirical relationship between earnings 
yield, company size, and return for common shares of companies listed on the 
New York Stock Exchange (NYSE). The main data sample analysed was 
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premised on the 12-month moving average of earnings per share for the years 
ended December 1962 until 1978 on an annual basis. Additional variables for 
analysis included the shares prices, returns, and common share data. Basu 
(1983) describes the selection process would compile all the companies listed for 
the period that have traded on the New York Stock Exchange for the period of 
analysis, and thereafter refine the list of companies that shows data for all 
applicable data, i.e. returns, market value, and accounting earnings. Companies 
displaying a lack of data would be discarded from the list of companies that 
would be analysed. Basu (1983) established a database containing 1,300 
companies that qualified for at least one year, and approximately 900 
companies qualified on average for each of the 17 years of analysis. 
The findings by Basu (1983) suggests for the period of analysis the 
returns on the common shares appeared to be related to earnings yield and size, 
and the common shares of high earnings-to-price companies had made 
substantial gains in risk-adjusted returns as a result relative to common shares 
of low earnings-to-price companies. Thus, the findings conclude that the effect 
of earnings-to-price is significant, which was tested in conjunction with controls 
for differences in company size. Furthermore, the findings showed that the 
common shares of small companies earned marginally higher risk-adjusted 
returns compared to the common shares of large companies, suggesting that the 
size effect dilutes when returns are controlled for differences in earnings-to-
price ratios. Basu (1983) concludes that the significance of the earnings yield 
effect differs inversely with company size, and that the earnings-to-price effect 
was relatively weak for larger companies, highlighting that for companies with 
high earnings-to-price the common shares gained substantially higher risk-
adjusted returns relative to companies with low earnings-to-price in all the 
categories of market values analysed excluding the categories with large 
companies. 
This thesis examines the independent variable size among others and 
related proxy variables in the context of the USA stock market as well as the UK 
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and European markets, which would be regressed against value multiples to 
determine value. Thus, building upon this study by Keim (1983) that reviews 
the size-related anomalies relative to share returns by examining on a monthly 
basis the relationship between abnormal returns and the market value of shares 
using the New York Stock Exchange (NYSE) and the American Stock Exchange 
(AMEX) as data sources. The study highlighted different findings as a result 
from the regression analysis in assessing anomalies relative to size and share 
returns, which appeared to be seasonally and specific to the month of January. 
Keim (1983) explains that regular abnormal return distributions in the month of 
January had substantial averages compared to the remainder of the year. 
Furthermore, the association abnormal returns and size was persistently 
negative, which was amplified in January comparatively to the rest of the year 
including periods when on average larger companies earned greater risk-
adjusted returns relative to smaller companies. Keim (1983, p. 13) explains that 
“nearly fifty percent of the of the average magnitude of the `size effect’ over the 
period 1963-1979 is due to January abnormal returns [and] more than fifty 
percent of the January premium is attributable to large abnormal returns during 
the first week of trading in the year, particularly on the first trading day”. Keim 
(1983) concludes that the outcome of the study had provided sufficient findings 
that explained the size effect. However, the findings did not reveal any 
significant argument that would conclusive explain the anomalies specifically 
related to the January effect, thus suggesting various hypotheses that present 
possible explanations. The implications of the different explanations provided 
some understandings of the January effect relative to small companies, however 
greater clarity dissipated primarily due to plausibility. Alternatively, Keim 
(1983) suggests that the gauged January effect could be without economic 
reasoning, instead be the consequential effect of unsubstantiated and 
circumstantial causes due to possible outliers, concentration of listings and de-
listings at year-end, data base errors. 
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Negative earnings figures in equity valuation using logarithmic 
transformation in regression analysis would typically have to be excluded; 
therefore this study investigates the different findings related to the assessment 
of negative earnings in equity valuation analysis. The work by Collins, Morton, 
and Xie (1999, p. 30) analyses equity valuation and negative earnings and 
provides an explanation for the inconsistent significantly negative price-to-
earnings relation by applying simple earnings capitalisation modelling for 
companies showing negative earnings. However, Collins et al. (1999) suggests 
that the “stock price of a company can be expressed as a function of earnings or 
the components of earnings under the assumption that earnings reflect 
information about expected future cash flow”. Thus, observations of earnings 
would be amalgamated cross-sectoral to estimate the earnings capitalisation 
assuming that the relationship correlation of price-to-earnings is positive and 
homogenous for the period of analysis.  
In the context of earnings, the variables earnings per share (EPS) is an 
essential element that integrated with value multiples as well as being an 
independent variable. Specifically for the regression analysis earnings per share 
is being analysed as a proxy for growth, margin, and pay-outs ratios. Hence, the 
study by Ohlson and Juettner-Nauroth (2005) analyses the expected earnings 
per share (EPS) and earnings per share growth as determinants of value, 
suggesting that an essential key component in pragmatic equity valuations 
emphasises on the near-term expected earnings per share and its subsequent 
growth for a company. A key assumption for the model suggests that 
companies with substantially large share prices to next-year earnings per share 
ratio (P0/EPS1) should show substantially large growth in expected earnings 
per share. Thus, the study examines the relationship between the next-period 
earnings per share and earnings per share growth relative to current price per 
share. In terms of earnings per share growth, the model incorporates both short-
term and long-term measures, signifying that the P0/EPS1 ratio would increase 
as a result of an augmentation in either of the two growth measures. Hence, the 
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attributes of the two growth measures of earnings per share are that they are 
both independent of the dividend policy of the company, and being based on 
the assumption that current prices does not rely on the dividend policy.  
Ohlson and Juettner-Nauroth (2005) argue that the model illustrates the 
structure of current prices being dependent on forward earnings per share and 
the subsequent growth as observed by two dividend-policy independent 
measures of earnings per share growth, signifying that the model could be 
perceived as a generic formulation of the constant growth model. Effectively, 
Ohlson and Juettner-Nauroth (2005) suggest that a parsimonious model has 
been developed highlighting the relationship between the price per share of a 
company to the next-year expected earnings per share, short-term growth in 
earnings per share, long-term growth in earnings per share, and cost-of-equity 
capital. The study concludes that the model is based on the assumption that 
present value of dividends per share determines share price, and that “key 
results inverts the valuation formula to show how one expresses cost-of-capital 
as a function of forward eps to price ratio and the two measures of growth in 
expected eps” (Ohlson & Juettner-Nauroth, 2005, p. 349). 
Developing this further the study by Easton (2004) expands on the 
application of earnings by examining the price-to-earnings and earnings growth 
ratio, as well as estimating the implied expected rate of return on equity capital, 
where the analysis is based on the model by Ohlson and Juettner-Nauroth 
(2005). Easton (2004) develops a model of earnings (PE) and earnings growth 
(PEG) where estimates of expected rate of return on equity capital are obtained 
for analysis, which implicitly are the rates of return reflected by current prices 
and future payoffs of earnings and earnings growth. The price-to-earnings ratio 
is denoted as the PE ratio, where the PEG ratio is the PE ratio divided by the 
short-term earnings growth rate. Easton (2004) examines the different aspects of 
forecasting such as the projected next period accounting earnings, followed by 
forecasting short-run growth in accounting earnings, and analysing the 
expected growth in accounting earnings. The analysis subsequently highlights 
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the differences between accounting earnings and economic earnings by 
characterising the accounting earnings in the context of valuation.  
Additionally, Easton (2004) explains that the empirical analysis analyses 
the effects on the estimates of the expected rate of return of the gradual easing 
of the limiting assumptions and using the earnings-based valuation techniques, 
where the internal rate of return is obtained implicitly from share prices and the 
three key aspects established for earnings forecasts denoted as forecasts of the 
next period earnings, short-run earnings growth and change in the growth 
exceeding the forecast estimates. These key aspects are assessed against the 
estimates of the expected rate of return implied by the PEG ratio, and the 
expected rate of return implied by the PE ratio. Easton (2004) suggests that the 
key aspects are similar to the typical elements of the residual income valuation 
model that has been commonly applied to obtain estimates of expected rate of 
return. The main findings shows that the correlation between the refined 
estimates and estimates of the expected rate of return implied by PEG ratio to 
be high, signifying the application of the PEG ratio as a parsimonious approach 
of ranking shares while the downward bias for the estimates of the expected 
rate of return was low. However, the correlation for the expected rate of return 
for the PE ratio was lower and the downward bias was much larger for the 
estimates. 
Related to this Skinner and Sloan (2002) present a study into the inferior 
returns to growth shares compared to value shares are an effect from 
expectational errors in the context of future earnings performance. The data 
sample is based on quarterly earnings forecasts obtained from I/B/E/S 
historical database, which comprised of 139,027 observations in total and 
following a refinement process discarding observations with a lack of data the 
sample size for analysis yielded a total of 103,274 observations. The main 
variables being analysed are the consensus forecast of quarterly earnings, 
realised quarterly earnings, and share prices from 1984 to 1996. Furthermore, 
Skinner and Sloan (2002) explain that the analysis would use the consensus 
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forecast provided by I/B/E/S in the final month of the fiscal quarter for the 
respective periods that earnings is forecasted. Subsequently, the process entails 
classifying the variables according to the growth/value characteristics and 
following the resulting share return and earnings surprise characteristics.  
The different variables being analysed are the price-to-trailing earnings 
ratio (PE) and the I/B/E/S median analyst forecast of long-term earnings 
growth, as well as the market-to-book (MB) ratio measured as the market value 
of outstanding shares at the end of the quarter divided by book value of 
common equity at the end of the quarter. Skinner and Sloan (2002) introduce 
the variables denoted as earnings surprise, which is measured quarterly as the 
realised quarterly earnings per share less the median forecast of quarterly 
earnings per share. The different regression analysis generated different results 
that effectively “demonstrate that growth stocks exhibit an asymmetrically 
large negative price response to negative earnings surprises and show that this 
asymmetric response to negative earnings surprises explains the return 
differential between `growth’ and `value’ stocks” (Skinner & Sloan, 2002, p. 
309). The findings highlight that lower returns of growth shares compared to 
value shares are consequent to quarters with negative earnings surprises, and 
that growth shares performance is similar to value shares during quarters with 
zero or positive earnings surprises. Skinner and Sloan (2002) demonstrated that 
the inferior performance of growth shares was limited to the 31 days prior to 
the quarterly earnings announcements, and that return differential showed a 
few observations at the earnings announcements as negative earnings surprises 
would have most likely been reported already. They conclude that the results 
provided sufficient explanations for the inferior returns to growth shares in the 
context of the expectational errors hypothesis, and that the findings contribute 
to research on non-linearities assessing the relationship between returns and 
earnings. However, Skinner and Sloan (2002, p. 310), in contrast to the seminal 
work by Burgstahler and Dichev (1997), suggests that “if managers of growth 
firm are aware that their firms’ stock prices suffer large downward adjustments 
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when they report earnings disappointments, they may have the incentives to 
manage reported earnings and/or manage analysts’ expectations of reported 
earnings to avoid negative earnings surprises”. 
The work by Burgstahler and Dichev (1997) investigates the subject of 
earnings management suggesting that companies effectively manage reported 
earnings to deflect associations with earnings decreases or losses. The study 
focusses on cross-sectional distributions of earnings changes and earnings. 
Burgstahler and Dichev (1997) explain that two key aspects of earnings would 
be analysed, which are the cash flow from operations and the changes in 
working capital, as these areas are considered to be the source to augment 
earnings. The findings were concluded to be robust relative to other 
applications, which would scale earnings followed by different classifications of 
the results.  
In the context of management avoiding losses in earnings, Burgstahler 
and Dichev (1997) conclude that the two key aspects of earnings are utilised in 
managing earnings, suggesting that a possible explanation for managers seek to 
avoid reporting losses or declines in earnings was due to possible costs imposed 
consequently on the company as a result from stakeholders influences. 
Alternatively, it is reasoned by the prospect theory assuming an aversion to 
absolute and relative losses in an attempt to achieved forecasted expectations. 
Hence, Burgstahler and Dichev (1997) explain that based on achieving 
expectations when earnings remained un-managed the findings would show 
observations of smooth cross-sectional distribution of deviations of realised 
earnings from forecasted, whereas managed earnings the assumption would be 
that the results would show a sharp discontinuity approaching zero. Hence, 
when earnings are managed the resulting effect would show a significantly 
lower concentration of small negative deviations of reported earnings from 
forecasts and a significantly higher concentration of small positive deviations. 
Burgstahler and Dichev (1997, p. 124) suggest that “an important determinant 
of the effectiveness of the pooled cross-sectional distribution approach in other 
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earnings management setting will be the precision with which the earnings 
management goal can be defined”. 
3.3 Theoretical and Empirical Review of Free Cash Flow 
3.3.1 Theoretical Review of Free Cash Flow  
It appears to be essential to understand the historical performance of a 
company in order to adequately project its future (Copeland, Koller, & Murrin, 
1995; Damodaran, 2002; Koller, Goedhart, & Wessels, 2010; Palepu & Healy, 
2007). Furthermore, it is argued that the financial statement of a company is not 
intended for valuation analysis and would require a transformation, hence “to 
properly evaluate a company’s performance, it is therefore necessary to 
rearrange the accounting statements, dig for new information in the footnotes, 
and, where information is missing, make informed assumptions” (Koller et al., 
2010, p. 159). Hence, in the context of free cash flow (FCF), the general 
perception is that it is a form of proxy for the artificial construct of dividends 
which are decided by the managers of the company. 
Free cash flow is a significant measure of economic income (Benninga & 
Sarig, 1997; Damodaran, 2002; Koller et al., 2010; Palepu & Healy, 2007; Pratt & 
Grabowski, 2010; Soffer & Soffer, 2003) that is widely applied in financial 
valuation analysis. It is suggested that FCF is perceived as the relevant cash 
flow in an analysis due to the argument that FCF portrays the broadest level of 
earnings generated by an asset from an after-tax point of view. Hence, FCF of a 
company represents the performance from operations that can be applied to the 
growth and expansion of the business by strategically allocating the 
appropriate after-tax cash flow to new ventures, capital expenditures, interest 
payments as well as dividend payments (Damodaran, 2002; Pratt & Grabowski, 
2010). 
Free Cash Flow (FCF) can be further categorised into additional formats, 
namely Free Cash Flow of the Firm (FCFF) and Free Cash Flow to Equity 
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(FCFE) as explained by Damodaran (2002). Both aspects are viewed as the net 
remains of the performance of a company after all financial obligation have 
been fulfilled. However, FCF to the Firm presents an overview of the company 
in its entirety, while FCF to Equity places emphasis on the cash flow available 
for dividend payments. Thus, future FCF would establish a foundation for a 
valuation analysis by amalgamating of the two FCF approaches (Benninga & 
Sarig, 1997; Damodaran, 2002; Palepu & Healy, 2007). Furthermore, FCF can be 
viewed as the profit before depreciation, amortisation and provisions, interest, 
but after tax, capital expenditure and changes in working capital. The FCF 
value can therefore be explained in terms of the operations of a company or 
relative to the equity holders of the company, defined as following: 
“Free Cash Flow to the Firm: discounting free cash flow to the firm at the 
weighted cost of capital will yield the value of the operating assets of the 
firm; to this add the value of non-operating assets to derive at the firm’s 
value. Free Cash Flow to Equity: discounting free cash flow to equity at the 
cost of equity will yield the value of equity in a business”. (Damodaran, 
2002, p. 384) 
The main difference between FCFF and FCFE are found in the 
interpretation of the cash flows associated with debt incurring interest 
payments, principal repayments, and new debt issue, in addition to other non-
equity claims, such as preferred dividends relative to an alternative measure 
that is widely applied as Earnings before Interest, Taxes, Depreciation, and 
Amortisation (EBITDA). Therefore, pending the formulation of the valuation 
objective there are some valuation metrics that can be applied which appears to 
be directly influenced by the method of interpretation of the cash flows of the 
company being analysed, as suggested by Damodaran (2002, p. 399) that “cash 
flows relating to debt do not have to be considered explicitly since the FCFF is a 
pre-debt cash flow, while they have to be taken into account in estimating 
FCFE”.  
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Copeland et al. (1995, p. 111) argues that “a company’s free cash flow 
must equal its financial cash flow [which is] the total cash generated by the 
company’s operations of the company (plus non-operating cash flow if any) 
must equal the net payments to all the company’s creditors and shareholders”. 
However, in the event that the FCF is a negative figure the computation is 
altered to the reverse, that it should equate the net funds provided by the 
shareholders and creditors of the company. FCF should be appropriately 
defined and computed in order to maintain consistency between the operations 
and financial flow thereby minimising potential errors in calculating the value 
the company.  
Furthermore, it is suggested that the aggregate company’s FCF is 
calculated by subtracting the amount the company invests in new capital from 
the gross cash flow available from operations, operating earnings plus non-cash 
charges (Antill & Lee, 2005; Copeland et al., 1995; Damodaran, 2002; Koller et 
al., 2010). Therefore, FCF can either be considered as unleveraged cash flow 
from operations less investment, or as Net Operating Profit less Adjusted Tax 
(NOPLAT) less net investments which are profit less the proportion of profit 
that has to be reinvested into the business to fund future growth. 
Koller et al. (2010, p. 178) argue that the main mechanisms of FCF can be 
explained in four segments that would clarify the aspect of calculating and 
reconciling FCF to cash flow accessible to stakeholders. Thus, the four 
significant segments are as follows: 
1. Gross cash flow 
2. Gross investment 
3. Cash flow available to investors 
4. Total financing flow 
The first segment, gross cash flow, represents the cash flow resulting 
from the operations of the company that does not require disposing non-
operating assets or raising additional capital, and that cash flow would 
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consequently be available for additional investments and pay-out to 
stakeholders. Koller et al. (2010) explains that gross cash flow comprises of two 
components, NOPLAT and non-cash operating expenses. In terms of non-cash 
operating expenses, there are various items deducted from revenues in order to 
formulate NOPLAT that are considered to be non-cash expenses. However, the 
adaption of NOPLAT into cash flow would require the adding back of the non-
cash expenses, where two common non-cash expenses are depreciation and 
employee share option viewed as being value reallocated from shareholders to 
the company employees.  
The second segment, gross investment is designed to intensify growth 
for a company by means of reinvesting part of its revenues back into operations 
with the clear objective of expansion to generate further growth to yield a 
higher profit. Hence, a quick calculation of  FCF would be gross cash flow less 
gross investments, however gross investments could occur in various forms 
and would require additional clarification depicted by further segmenting gross 
investments into additional components (Koller et al., 2010, p. 178): 
1. “Change in operating working capital  
2. Net capital expenditure  
3. Change in capitalised operating leases 
4. Investment in acquired intangibles and goodwill 
5. Change in other long-term operating assets, net of long-term liabilities.” 
Furthermore, gross cash flow and gross investment are the key elements 
in computing the reinvestment ratio, where gross investment is divided by 
gross cash flow. The general understanding suggests that the reinvestment ratio 
in most scenarios would be correlated to the pace of expansion of a company 
driving growth (Benninga & Sarig, 1997; Damodaran, 2002; Koller et al., 2010; 
Palepu & Healy, 2007). However, in the circumstances where the reinvestment 
ratio is escalating without a subsequent enhancement in growth, specific 
reasoning would be deemed necessary explaining the discrepancy. Various 
explanations could be viewed to be justified such as longer reinvestment 
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maturity otherwise it would be plausible that the company is accumulating 
capital inappropriately. 
In the context of cash flow available to investors, it would be essential to 
consider the significance of cash flow of non-operating assets in a separate 
assessment to determine their value as it could potentially have a bearing on the 
overall value of a company. Therefore, it would be essential to consider any 
non-operating cash flow explicitly, particularly as FCF excludes such variables.  
It is highlighted that the non-operating cash flows, such as excess cash 
and marketable securities, create cash flow gains originating from interest 
income and asset sales. Hence, when adding investment income back to the 
cash flow it should be on an after-tax basis as NOPLAT incorporates taxes on 
operating profit and not on total earnings. 
In terms of total financing flow, it is argued that cash flow available to 
investors should equate total financing flow, thus highlighting any 
discrepancies that could arise. Financial flows include flows related to debt, 
debt equivalents, and equity (Koller et al., 2010, p. 181): 
1. “After-tax interest expenses 
2. Debt issue and repurchases 
3. Dividends 
4. Share issue and re-perchance 
5. Change in debt and equity equivalents.” 
3.3.2 Empirical Review of Free Cash Flow 
The subject of free cash flow is relevant to relative valuation as it can 
influence key value drivers. Various explanations and applications of free cash 
flow are discussed in the following review of empirical studies, which have 
analysed and defined free cash flows from a variety of perspectives. These 
interpretations of free cash flow will define free cash flow in the context of 
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relative valuation methods as well as consider free cash flow in the context of 
sales, growth and performance of a company. 
The concept of free cash flow (FCF) is described by Jensen (1986) as the 
cash flow in excess of that required to fund all projects that have positive net 
present values when discounted at the relevant cost of capital. Furthermore, it is 
argued that when a company has generated considerable FCF there is a 
potential for conflicts between shareholders and managers over pay-out 
policies. An empirical study by Donaldson (1984) of companies listed on 
Fortune 500, which is an annual list of top 500 USA companies ranked by 
respective gross revenue published by Fortune magazine, showed that 
managers were less inclined on maximising shareholder value; placing their 
focus on corporate wealth denoted as the aggregated purchasing power 
available to management for strategic planning. The seminal work by Murphy 
(1985) suggests that managers are driven by incentives to enhance growth 
beyond optimal size, which consequently would increase the resources 
available generating substantial FCF yielding greater leverage to managers. 
However, another relationship to consider would be the association of 
increasing the compensation packages for managers, which has been observed 
in empirical studies illustrating those changes in remuneration for managers, 
are positively related to growth in sales. 
Empirical studies reflect that FCF is directly linked to cash component in 
earnings, which are related to the cash balance, debt and equity. Dechow, 
Richardson, and Sloan (2008) examine the persistence and pricing of cash 
components of earnings, which builds on the work by Richardson, Sloan, 
Soliman, and Tuna (2005) illustrating a detailed analysis of changes reflected in 
short and long-term operating and financial assets and liabilities. Dechow et al. 
(2008) argue that previous studies depict cash components as homogenous, 
which successively generate a cash flow that encompasses FCF that is at the 
discretion of managers to strategically allocate to goods and services. Hence, the 
cash components of earnings would equate FCF, defined as the surplus cash 
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generated from operations subsequent to investments requirements. Thus, 
Dechow et al. (2008) present an expanded definition of FCF that would entail a 
measurement of earnings prior to depreciations less capital expenditures, which 
would include various accruals such as working capital and long-term assets 
investments.  
Alternatively, in the work by Richardson (2006) the extent of possible 
over-investment of free cash flow is examined, utilising an accounting-based 
analysis to gauge over-investment relative to FCF. Previous studies have shown 
the significance of management decision making influences FCF, thus Hubbard 
(1997) explains that reviewing the investment decisions relative to FCF would 
highlight a positive relation between investment expenditure and cash flow. 
Effectively Richardson (2006) considers two interpretations that would provide 
significant explanation to the observed positive relation between management 
investment decision making and FCF.  
The first interpretation suggests that the positive relation is an indicator 
of an agency problem, which arises in companies with FCF that experience 
wasteful expenditure by managers, as argued by Jensen (1986). The other 
interpretation suggests that the positive relation highlights capital market 
inadequacies, resulting from costly external financing creating the potential for 
internally generated cash flow to expand the feasible investment opportunity 
set as explained by Hubbard (1997). However, Richardson (2006) assesses the 
available account information in order to appropriately measure the elements 
that constitute FCF in terms of over-investment, which should show a detailed 
examination of the agency-based interpretation. The definition of over-
investment has been described as the “investment expenditure beyond that 
required to maintain assets in place and to finance expected new investments in 
positive NPV projects” (Richardson, 2006, p. 160). In the context of the agency 
problem, the explanation that follows highlight that when FCF is positive then 
it is at the discretion of management. Furthermore, it is argued by H. DeAngelo, 
DeAngelo, and Stulz (2004); Jensen (1986) that in a scenario when FCF is 
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negative it would be within the discretion of management to raise financing to 
boost cash flows, which consequently would leave them dependent on external 
markets. However, the findings by Richardson (2006) conclude that there is a 
positive association between FCF and over-investment for companies with FCF. 
Furthermore, the study by Fernandez (2013) reviews the concept of free 
cash flow from an illustrative perspective defining and demonstrating by 
example the usage of free cash flow. Hence, the free cash flow is defined as the 
operating cash flow, perceived as the cash flows generated from operations 
after tax and not considering financial debt. Effectively, the free cash flow is 
considered to be the cash flow available for distribution to shareholder, 
assuming that the company does not have any pending financial obligation in 
terms of debt, financial expenses, requirements for fixed asset investments and 
working capital. Fernandez (2013) suggests a computational process that would 
determine the free cash flow of a company by identifying the fundamental 
elements of a free cash flow in a hypothetical example. However, Fernandez 
(2013) explains that the illustration of the calculation of the free cash flow 
would entail disregarding the financing requirements for operations as 
emphasise is placed on the financial returns of the company assets after tax 
while considering the periodical investment essentials required for the 
continued business. In order to determine the future free cash flow, it becomes 
essential to project the expected cash inflow and outflow for each forecasted 
period for the computation to be effective. 
However, free cash would need to be analysed from alternative 
perspectives and in the study by Brush, Bromiley, and Hendrickx (2000) a 
review of the free cash flow concept in terms of sales growth and company 
performance, as most companies value sales growth and view sales growth a 
significant indicator of profitability. As explained by Jensen (1986) and Murphy 
(1985), the agency theory suggests that managers target growth for personal 
gains with increased responsibilities as an effect from growth relative to 
maximising shareholder value, whereas when the conflict of interest is resolved 
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when the interests of the managers and shareholders are aligned. Hence, Brush 
et al. (2000) reviews and assesses the effects of the agency theory in conjunction 
with corporate governance relative to sales growth and company performance. 
The study examines the free cash flow defined as the undistributed cash flow in 
excess of the required positive net present value (NPV) for projects, in addition 
to assessing the weak governance that results in ineffective allocation of funds 
in unprofitable sales growth. Thus, the influence of sales growth relative to 
company performance is examined in the context of companies with free cash 
flow, as well as assessing the potential for appropriate governance controls 
constraining the negative agency effect of free cash flow on sales growth 
relative to overall performance. Furthermore, the study considers the effect of 
restricting free cash flow to offset performance advantages of sales growth in 
the presences of weak governance, while determining the possible effect of cash 
flow impacting sales growth. Another effect being reviewed evaluates the 
effects of governance controls affecting the correlation between cash flow and 
sales growth in the context of companies with free cash flow.  
The main findings by Brush et al. (2000) concluded that cash flow has a 
positive effect on sales growth, as cash flow would enhance sales growth and 
consequently improves performance. This association was found to be effective 
for companies without free cash flow, with low levels of free cash flow without 
strong governance, and for owner-managed companies with low levels of free 
cash flow. The findings highlighted different strong governance presents a 
varied result of performance and sales growth. For example, in the context of 
owner-managed companies with free cash flow were observed to grow faster 
relative to companies without free cash flow, which was reflected by higher 
sales growth results showing the highest performance among companies with 
free cash flow. Thus, Brush et al. (2000) showed the results of the study to 
support the value of sales growth as well as the issues related to high levels of 
free cash flow. 
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3.4 Theoretical and Empirical Review of Growth 
3.4.1 Theoretical Review of Operational Growth 
An economic growth rate is normally determined by the growth of Gross 
Domestic Product (GDP), while companies need to establish a rate signifying 
their earnings will grow over time. Financial Analysts typically apply the term 
growth rate to specific financial aspects of a company’s operations, such as 
dividends, sales, assets and market share. Financial Analyst would use growth 
rates as a comparable value measure when analysing companies within the 
same industry. 
In financial terms, a growth rate is known as a percentage rate by which 
the economy, shares or earnings of a company increases or decreases that has to 
be balanced and in-line with the overall global or domestic economic situation 
the companies operate within. Hence, assessing the historical performance of a 
company would be essential in a process estimating the future potential growth 
a company could yield (Benninga & Sarig, 1997; Copeland et al., 1995; 
Damodaran, 2002; Palepu & Healy, 2007). Examining the past performance of a 
company is not an assumption that past growth trends will continue (Pratt, 
2005), rather that future estimates are an informed past assessment. It is 
assessed that expected growth rates should be realistic comparative to the 
economic expectations of current markets. However, there are usually some 
companies that grow at a faster rate than the general economy they operate in 
for extended periods. Furthermore, it is suggested by Copeland et al. (1995, p. 
226) that “the best estimate is probably the expected long-term rate of 
consumption growth for industry’s products plus inflation”.  
The elements that drive cash flow and subsequently the underlying 
value of a company would be fundamental variables in a valuation analysis. 
Copeland et al. (1995) suggests that as company value is premised on the 
estimated FCF of a company, discounted back at the Weighted Average Cost of 
Capital (WACC), would signify the components that drive FCF such as growth 
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in revenues, profits and capital base as well as the return on invested capital 
(ROIC). Hence, a simplified illustration highlighting the influence of growth 
and return on invested capital is on FCF.  
A key factor in assessing future growth is to acquire a complete 
understanding of the company’s historical performance (Benninga & Sarig, 
1997; Copeland et al., 1995; Damodaran, 2002; Koller et al., 2010; Soffer & Soffer, 
2003). A reasonable explanation would suggest that the past is not an indicator 
of the future, but rather a source of information to be applied in order to be 
better informed in rendering valid forecasts based on well-structured 
assumptions. Hence, it suggested that value diminishes without growth, 
signifying that maintaining or enhancing value would necessitate a company to 
earn a better return on invested capital (ROIC), improve the return on new 
capital invested, reduce its cost of capital or increase its growth rate pending 
that the return on new capital exceeds WACC (Copeland et al., 1995; Ogier, 
Rugman, & Spicer, 2004). 
3.4.2 Theoretical Review of Historical Growth 
A different method that could be applied in assessing historical growth 
would be to employ Time Series Models to forecast growth in EPS by means of 
statistical techniques. For example, “Box and Jenkins developed a procedure for 
analysing and forecasting univariate time series data using an autoregressive 
integrated moving average model” (Damodaran, 2002, p. 273). This would 
establish models that would structure a value in a time series format as a linear 
amalgamation of historical values and errors. It is emphasised that it is typical 
to base the earnings forecasting time series models on quarterly data. 
Furthermore, it is suggested that in the context of lessening the error in 
estimation in the various time series models, there is no superior model.  
Another significant aspect of growth, which could equally be considered 
a measure of risk, would be to assess the size and nature of a company. It is 
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argued by Pratt and Niculita (2008) that the selection of an appropriate multiple 
to apply is essentially premised on a function of two key factors, namely the 
size and nature of the company or industry followed by the availability and 
nature of comparative data. However, with the continued growth of the size of 
a company, gross cash flow could be positive irrespective of earnings being 
meaningless or non-existent due to un-expected or market circumstances. 
Furthermore, it is suggested that with large companies, net income becomes a 
more informative company characteristic relative to earnings, hence Pratt and 
Niculita (2008) explain that generally there is a greater emphasis on net income 
for large operating companies as a key performance representation relative to 
small holding companies where the emphasis tends to be on cash flows, which 
highlights the various valuation approaches that would be more applicable to 
the different types of companies being analysed necessitating the assessment of 
multi-variant fundamentals. Thus, the valuation of large operating companies 
would weight more on earning power variables, compared to smaller holding 
companies where asset value variables would be of greater characteristics 
significance. Consequently, Pratt and Niculita (2008) suggests that for larger 
operating companies the more relevant ratios to consider are price to cash 
flows, earnings, and dividends, whereas for smaller holding companies the key 
ratios would generally be price to book value or adjusted book value. 
Furthermore, analysing for example mature and stable companies would 
generically highlight the cash flow variables, while growth companies would 
typically place emphasis on net income. 
Assessing the overall historical growth rate of a company could provide 
an informative measure that would support the estimation process of a future 
growth rate, potentially impacted by company size and business volatility 
influencing growth projections. Hence, it is suggested that gross earnings 
growth would be inclined to show more consistency relative to net earnings 
growth, as accounting procedures are less influential at gross income level 
(Damodaran, 2002). Thus, companies that are being tracked by equity research 
52 
analysts could be considered to be a significant source of information being 
perceived as a measure of future growth and performance. It is highlighted that 
there are typically some key aspects that an analyst would focus on in an 
analysis. For example, market capitalisation is a significant variable to assess as 
it is predominantly companies with larger market capitalisations that are 
generally tracked as size matters. Another essential variable is the institutional 
holding of one company in another, particularly as large institutional holding 
can exert significant influence, and higher trading volumes of a company are 
closely tracked.  
3.4.3 Theoretical Review of Company Specific Growth Variables 
There are generic variables that are commonly assessed by analysts 
when forecasting growth in addition to historical growth rates, such as 
company-specific information disclosed in published earnings report 
(Damodaran, 2002). Other variables to consider would be macroeconomic 
information as well as future prospects of competitors that may affect future 
growth prospects. Additional information for analysts to assess could 
potentially be found in the amount of recent company-specific information 
being made public, the number of analysts tracking similar shares on the stock 
markets, the magnitude of difference in opinion between analysts on specific 
shares as well as the reputation of the analyst providing the forecast. Thus, part 
of the process to a successful valuation would appear to be in discovering 
inconsistencies between analysts’ forecasts of growth and the fundamentals of a 
company.  
Assessing growth in operating income can provide significant findings. 
However, in terms of positive returns a company that expects positive returns 
on capital would generate greater earnings over time. Alternatively, negative 
earnings could be perceived as when earnings are fluctuating in an irregular 
tendency with varying between negative to positive earnings. 
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Accompanying factors should potentially be considered such as any 
trends in return on capital for a company as well as the industry average return 
on capital. Hence, if the current return on capital for a company appears to be 
substantially greater relative to the industry average, the estimated return on 
capital should be reduced compared to the current return to reflect possible 
lower than expected results signifying increasingly competitive market 
conditions (Damodaran, 2002). Thus, in terms of marginal and average returns 
on capital it is suggested that in reality there could possibly be more 
appropriate quantifications of returns on capital, such as the total return earned 
on all investments (defined as the average return on capital) and the total return 
earned on new investments (defined as the marginal return on capital). 
Examining changes occurring in marginal return on capital would 
typically not influence growth, as the value of the company would be perceived 
to be the consequence of the marginal return on capital and the re-investment 
rate. However, Damodaran (2002) argues that variations in average returns on 
capital would affect growth of different companies. It is suggested that the type 
of companies that would be prone to such influences are those with inadequate 
returns on capital that subsequently enhance operating efficiency and margins 
which accordingly would presumably better the return on capital. Another 
classification of companies would be companies with excessive returns on 
capital on current investments that do not seem to be sustainable due to a 
highly competitive market. 
In the context of companies in the Negative Return on Capital scenario, 
which could be viewed as worst case scenario, companies would generally be 
encountering losses resulting in negative return on capital and re-investment 
rate. In negative circumstances it would be more plausible to focus on assessing 
and measuring growth in revenues followed by assessing future operating 
margins to derive at measuring operating income, in order to establish an 
appropriate estimate of growth for the entire company (Damodaran, 2002). The 
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analysis would highlight the amount of re-investment required by the company 
to instigate growth by correlating revenues with capital invested.  
Various companies of high growth could report losses while generating 
substantial improvements in revenues. Hence, in the process of projecting 
growth in revenues, different factors of possible influence should be 
considered. Damodaran (2002) argues that in terms of revenue the rate of 
growth would decrease as actual revenues increase. However from the 
perspective of compounded growth rates, the nominal growth amount would 
be greater than the compounded rate. Maintaining a consistent record of 
revenues would enhance the reliability of rate of growth, which should be 
similarly applied to operating margin. There are always possibilities that some 
companies could publish inflated growth rates as a result of implementing a 
more aggressive pricing strategy that would reduce margins. 
Achieving high growth is a key objective for any company, correlating 
positive operating margins with growth in future projections, which would 
typically be dependent on the re-investment a company makes to maintain and 
generate the expansion and growth established. Hence, the sales-to-capital ratio 
could be an informative indicator that would measure the degree of re-
investment a company commits to the sustainability of growth in revenues. The 
general perception suggests that reduced sales-to-capital ratios would amplify 
the re-investment requirements as cash flows are lessened, contrary to 
increased sales-to-capital ratios would reduce the re-investment demands and 
consequently enhancing cash flows (Damodaran, 2002).  
Growth is a significant variable that should be analysed in any valuation 
process from primarily three key aspects. One viewpoint that should be 
considered is the timeframe, correlating past growth performance with future 
projections. However, there could different forms of complications to consider 
as negative earnings could require additional variables or computations in 
order to estimate appropriate growth rates (Damodaran, 2002). Analysts 
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Forecasts are generally viewed to be a key indicator of the market growth 
assessment that would highlight additional variables to interpret and measure. 
However, the generic assessment approach would be to analyse key variables 
that are typically computed on the fundamentals of a company, such as growth 
in earnings per share, growth in net income, growth in operating income and so 
forth. 
In view of the fact that growth and re-investment are integrated, it is 
significant for any company experiencing substantial growth over extended 
periods of time to accordingly convert the achievements of re-investments into 
value that is sustainable. Hence, quality of growth should be appropriately 
measured as it can potentially differ from company to company. The measure 
typically applied would be the returns on investments, as greater returns on 
equity and capital would generically yield higher growth that would translate 
into actual value. Thus, growth would most likely create value when it 
generates actual returns that are greater than the risk-adjusted cost of capital. 
3.4.4 Empirical Review of Growth 
Understanding and defining growth is essential to the valuation of a 
company, as growth is a key value driver and a significant measure of earnings 
and future performance of a company. Thus, growth has been reviewed in 
empirical works, which has defined and explained growth relative market 
shares, earnings per share, and to the size and value of companies. The 
following reviews illustrated the various aspects of growth to provide a greater 
understanding of growth and the application of assessing and measure growth, 
which is essential to this thesis in formulating the approach of analysis and 
financial modelling. 
It is essential for a company to maintain sustainable growth, which 
would prompt companies to diversify to distribute risk as suggested by Ansoff 
(1957). The diversification for a company would reflect the business strategy of 
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management as it emphasises the respective diversification areas which show 
where future growth is expected. Ansoff (1957, p. 119) explains that the 
objective for management would be to enhance growth as “under trend 
conditions the growth rate of sales after diversification should exceed the 
growth rate of sales of the original product line by a minimum specific margin”. 
Various empirical studies have presented different foundations for 
investment strategies that have been widely applied in equity markets. The 
study by Wendt (1965) considered a variety of valuation methods of share 
growth, suggesting that the valuation of shares are based on the present value 
theory by Williams (1997), originally printed in 1938. The different valuations 
were mostly directed towards estimating the intrinsic value of a share, while 
some were formulated towards determining the price-to-earnings or price-to-
dividend ratios. However, the majority of the valuation methods required an 
independent estimate of future growth rates to complete the computations. 
However, Wendt (1965, p. 99) concludes that “it is apparent that widely 
differing values can be assigned to growth stocks by varying the assumptions 
concerning future growth rates and duration of growth and by applying 
different discount rates to future dividend returns [and] none of the valuation 
techniques discussed provide any accurate method for estimating future 
growth rates or duration”.  
Consequently, the perception of the different valuation techniques could 
be that they would provide general recommendations to an array of values for 
growth shares with dependable expectations. However, Wendt (1965) argued 
that there appeared to be various difficulties in forecasting long-term future 
earnings as the findings reflected, therefore suggesting that the application of 
growth periods ranging 10 years or less should be applied. The advantage 
would be that estimates would be less uncertain to any forecast of residual 
growth rates and multipliers as being more reasonable, reflecting a gradual 
growth instead of showing unexpected decline in growth rates. The main 
conclusion by Wendt (1965) describes the most significant findings as derived 
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from using the share valuation method that entailed a cross-sectional multiple 
regression analysis of share prices and price-to-earnings ratio based on the 
comparative changes over time weighted by market rates of expected growth in 
earnings and dividend pay-out.  
From a differing perspective, Singh and Whittington (1975) examine the 
size and growth of companies, and the relationship between size and growth of 
companies was tested using a comprehensive dataset. However, it is suggested 
that industry is perceived to be an essential variable as the characteristics of the 
average company varies significantly and systematically between industries. 
Furthermore, the relationship between size and growth of companies in 
economic theory has conventionally included the notions of the optimum 
company size and the industrial equilibrium. The findings by Singh and 
Whittington (1975) showed a minor positive relationship between size and 
growth, where the larger companies were more inclined to yield a higher mean 
growth rate relative to the smaller companies. Furthermore, the dispersion of 
growth rates were observed to decline as the company size increased, 
suggesting that larger companies do not experience as high a degree of 
uniformity in their growth rates.  
Additionally, it was concluded that the degree of persistence of growth 
was more plausible to be greater over shorter time-periods and could possible 
disappear over extended periods, signifying that the persistence of growth rates 
over time would be a significant cause of the positive relationship between size 
and growth. Singh and Whittington (1975) concluded that the relationship 
between long-term profitability and size reflected a small decline in the average 
profitability relative to size and that the standard deviation of profitability 
declined further as company size increased. Hence, the persistence in the 
average profitability of companies was greater than that observed for the 
respective growth rates, and a comparison of the resulting determinants 
suggests that “for the relationship between size and growth has implications for 
58 
the relationship between growth and profitability of firms” (Singh & 
Whittington, 1975, p. 25). 
From a different perspective Rajan and Zingales (1996) review the 
financial dependence in the context of economic growth, mainly investigating if 
finance affects economic growth. Prior research has shown a positive 
correlation between the relative development of a financial sector and the 
growth rate of the per capita income; however it is argued that an observed 
correlation does not verify a causal relationship. Rajan and Zingales (1996) 
examine the influence of financial developments relative to economic growth by 
studying various exploratory variables using regression analysis to develop a 
model to determine and assess the possible relationships. Different 
macroeconomic variables based at country level and industry were 
comparatively analysed in order to effectively examine the influence of the 
financial sector on industrial growth as part of the overall economic growth. 
Rajan and Zingales (1996) describe that difficulties occurred in the 
interpretation process reviewing the observed correlations in the cross-country 
regressions from a casual perspective. Furthermore, there appeared to be the 
issue of multicollinearity in the regression analysis of data sample, as reviewing 
the interaction effects based at country level and by industry indicators showed 
there to be a direct effect. Hence, the number of independent variables were 
reduced and the possible alternative explanations.  
The findings by Rajan and Zingales (1996) suggested that financial 
development had significant supportive influence on the rate of economic 
growth, which was subsequent to reducing the cost of external financing to 
financially dependent companies. Thus, arguing that new findings have 
highlighted that the financial markets imperfections influence investments and 
subsequently growth. The main conclusion suggested that there was a potential 
explanation for the trend of industry specialisation in different countries, and 
that the presence of a mature financial market signified a comparative 
advantage for the respective industries being more dependent on external 
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financing. Hence, the degree of financial development could be a key factor in 
determining the size composition of an industry as well as the concentration. 
Examining value and growth in the context of major market shares is an 
essential aspect of this research, and the seminal study by Fama and French 
(1998b) finds that value shares generate higher returns comparatively to growth 
shares using different markets from several countries. The data sample 
examined ranged from 1975 to 1995, where a relative study highlighted a 
difference between the average returns on portfolios comprising of high and 
low book-to-market shares. Thirteen major markets were analysed by Fama and 
French (1998b) and in twelve major markets the findings showed that value 
shares had outperformed growth shares. Furthermore, the explanation that 
followed the findings states that an international capital asset pricing model 
(ICAPM) was inadequate in determining value premium in international 
returns, however a “one-state-variable international ICAPM (or a two-factor 
APT) that explains returns with the global market return and a risk factor for 
relative distress captures the value premium in country and global returns” 
(Fama & French, 1998b, p. 1997). It was concluded that the international two-
factor model provided a parsimonious approach that effectively highlighted the 
general trends in international returns. 
From the various studies by Fama and French (1992, 1993, 1995, 1997, 
1998b) finding significant results from their analysis has consequently 
highlighted the useful application of the ratio book-to-market value of equity 
and size and significant independent variables for cross-sectoral studies of 
average returns of shares. Similarly, the findings by Basu (1983) concluded that 
shares with a low price-to-earnings ratio generated higher average returns 
relative to shares with high price-to-earnings ratios. 
Ades and Glaeser (1999) examine two sets of economies that show 
divergence to be tested in models of endogenous growth. Both data sets 
showed stronger correlation between growth and initial wealth among the 
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closed economies. However, the findings by Ades and Glaeser (1999) examining 
two different and unrelated data sets suggested that growth to be a function of 
size of the market.  
Chan, Karceski, and Lakonishok (2003) suggests that for investment 
analysis the expected growth rate of future cash flows is an essential factor 
using proxy earnings variables, and the aggregated market valuation estimates 
of future growth are key in determining the equity risk premium. Hence, there 
is a wide range of value multiples that is typically applied in estimating 
expected growth in future earnings. The study by Chan et al. (2003) examines  
long-term earnings in valuation models and cost of capital estimates, analysing 
long-term growth rates of a cross-sectoral sample of shares applying indicators 
of operating performance. The focus of the testing is premised on the 
persistence and predictability in growth, where the general findings showed 
that there was no persistence in the long-term earnings growth except 
circumstantial events and low predictability in the comprehensive variety of 
independent variables applied. 
3.5 Summary 
The theoretical and empirical reviews have shown that value drivers are 
a function of financial and accounting fundamentals, and the application of 
proxy variables yield significant findings. The various theories presented are 
examined in different empirical studies that subsequently explain the theories 
in pragmatic terms.  
The general valuation literature has provided practical guidelines in 
understating earnings, FCF, and growth, which was supported by empirical 
studies testing the theoretical models highlighting the mechanics of valuations 
from a variety of approaches. Effectively, a foundation of value relevant 
variables highlights that all exert an influence on company value reflected by 
share price in relative valuation using multiples.  
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4 Chapter – Relative Valuation using Regression 
Analysis 
4.1 Introduction 
Relative valuation is a significant aspect in the intrinsic value analysis of 
a company and could possibly be considered as one of the early forms of 
valuation in the simplest linear form by comparing the basic performance of 
one company relative to another company. English (2001, p. 7) suggests that 
“stock valuation is, at its base, a relative process”. The concept of relative 
valuation presents a comparative cohesive study of companies that would be 
structured on pivotal elements that establishes the basis for a collective study. 
These pivotal elements would be represented by key value drivers as the 
dependable variables being a function a series of independent variables that 
would all be comparable. However, the initial process should focus on 
specifying the key value drivers that would outline the foundation for relative 
valuation, such as considering multiples.  
Multiples are considered as being a function of the future performance of 
a company in terms of its share price, and a commonly applied multiple in a 
share valuation is the Price-to-Earnings (PE) ratio. The PE ratio combines share 
price with company earnings to form a ratio that can be associated with the 
growth rate to reflect expected future performance for the company being 
analysed. However, the general assumption is that an investor would properly 
consider the price of a share and assess any potential in the current share price 
relative to expected future gain. Additional value drivers that could be applied 
in a relative valuation analysis similar to the PE ratio would be Price-to-Sales 
(PS) and Price-to-Book (PB) where these multiples could be correlated to 
companion variables for analysis. For example, the PB ratio would be correlated 
with the ROE of a company, which would enable key variables of a company to 
be analysed against various trends of comparable companies in a regression 
analysis to establish and examine the relationship that exist. Thus, there are 
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similar characteristics such as cash flow, risk and growth among comparable 
companies that could be used in a regression analysis as proxies for key value 
drivers that would be price-based to facilitate a specific valuation process 
relative to the market that could present a generic intrinsic assessment of value. 
Relative valuation could essentially be perceived as a comparative 
analysis structuring a systematic method in estimating the share price of a 
company that would be significantly reliable. Thus, the mechanisms of a 
relative valuation process would analyse and compute an intrinsic value that 
should be clearly defined, especially as the computation result would be 
synthesised from a selection of comparative variables that are relative to 
companies and the market as a whole. Consistency would be maintained by 
assessing the same list of variables for all the companies represented in the 
sample being analysed.  
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4.1.1 Cognitive Map of Relative Valuation using Regression 
Analysis 
Table 4-1 Cognitive Map of Relative Valuation using Regression Analysis 
 
4.2 Theoretical Review of Relative Valuation 
The characteristics of multiples and the selection process of finding 
comparable companies are prone to complications and subjective issues that 
can be managed to a certain degree. In the context of relative valuation the 
premise would commence with the multiple applied relative to the compilation 
of comparable companies. The assessment would entail measuring a company 
against the group’s average, gauging the company’s characteristics of cash flow, 
growth and risk to highlight areas of significant differences (Benninga & Sarig, 
1997; Damodaran, 2002; Palepu & Healy, 2007). However, in a scenario where 
differences are obscured a company would typically be deemed to be 
overvalued in the event that the multiple exceeds the average, and 
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subsequently undervalued as the multiple is less than the average. It is argued 
that the companion variable, which is perceived to be company characteristics 
exerting influence, thus resulting in a multiple undergoing a transformation to 
become a modified multiple. Another example would be the PBV ratio divided 
by the return on equity (ROE) to compute a value ratio and similarly with the 
PS ratio divided by net margin. As a result, the modified ratios created another 
level of comparison among companies. Thus, it is presumed that there is a 
linear relationship.  
4.2.1 Dividend Discount Model 
Effectively, Barker (2001) explains the presumed linear relationship by 
reviewing the derivation from the dividend discount model (DDM)  to the 
multiples. Hence, the dividend discount model has an extensive history in 
valuation, which has established the model as an essential aspect of equity 
valuation. Barker (2001, p. 33) argues that the dividend discount model “is the 
only valuation model that is entirely consistent with valuation theory without 
the need to make any constraining assumptions [and] all valuation models 
must be reconcilable to the DDM”. The definition of investment value by 
Williams (1997), originally printed in 1938, defines value of a share for the 
dividend discount model as being equal to the discounted value of all future 
dividends, .i.e. share price equates expected value. Therefore, fluctuations in 
share prices would be relative to either variation in expected future dividends 
by the market or as a consequent to a change in the cost of capital at which 
those dividends are discounted. Thus, in theory the dividend discount model 
could be simplified by assuming constant dividends as well as constant cost of 
capital, which would effectively equate the cost of capital with the ratio of 
current dividends to the respective share price. However, Barker (2001) 
explains that the dividend discount model is less practical as it requires 
estimates of future values that could be difficult to derive and the simplified 
assumptions are unrealistic relative to applying a multiple such as price-to-
earnings (PE). 
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Building on the foundation of the dividend discount model, it can be 
assumed that if dividends grow at a constant rate then the cost of capital would 
equal the sum of the dividend yield and dividend growth rate thus producing 
the dividend growth model (DGM). Barker (2001, p. 34) subsequently suggests 
that a “multi-stage dividend discount models combine the best features of the 
DDM and the DGM, using dividend forecasts wherever possible and making 
simplifying assumptions only where there is no better alternative [and] a simple 
model of the PE ratio is derived from the DGM”. This demonstrates the 
consistency of the PE ratio with dividend-based valuation, although the simple 
model is shown to be valid only in the restricted case where the PE ratio is 
expected to be constant over time. 
4.2.2 Characteristics of Multiples 
However, from a more complicated outlook structured on characteristics 
that establishes multiple, a regression of the main value drivers PE, PBV, and 
PS ratios against the essential variables of influence (Damodaran, 2002, p. 466) 
illustrated as following: 
Table 4-2 Essential variables of multiples 
Multiple Function: 
Price-to-Earnings = f(Growth, Pay-out ratios, Risk 
Price-to-Book = f(Growth, Pay-out ratios, Risk, ROE) 
Price-to-Sales = f(Pay-out ratios, Risk, Margin) 
Consequently, there would be a possibility that the variety of different 
proxies applied, such as beta for risk, expected growth rate for growth, and 
pay-out for cash flow, are not adequate enough and possibly would be a non-
linear relationship. Thus, Damodaran (2002) suggests that additional variables 
be incorporated into the regression, such as company size to be a supplement 
proxy of risk, using the changes to accept the non-linear relationship. 
Essentially, using a market regression would utilise actual market information 
to quantify the degree of increased growth or risk would influence respective 
multiples. 
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In conclusion it appears that when comparing valuation approaches such 
as discounted cash flow valuation and relative valuation would highlight the 
fundamental differences that exist within valuation analysis as these generic 
approaches would characteristically yield dissimilar measures of value for the 
same company. These differences could stem from different interpretation of 
market inefficiency, for example a listed company could be perceived to be 
overvalued by a discounted cash flow analysis while being deemed to be 
undervalued in a relative valuation. Contextually, in relative valuation the 
value of an asset is measured by assessing similar valued assets, based on 
company characteristics and multiples. Essentially, a comparative method 
commencing with transforming prices into multiples by standardising the 
interpretation of prices, based on variables such as earnings, book value and 
sales figures, creating a foundation for comparing these multiples among 
companies selected to be comparable. 
Maintaining growth in dividends is dependent on retaining a positive 
rate of return on invested equity capital in addition to a sustained influx of new 
equity capital, which is primarily obtained by either the retention of profits or 
by the means of issuing new shares (Barker, 2001; Damodaran, 2002; Palepu & 
Healy, 2007). The implication of assuming an unvarying growth in dividends 
would implicitly denote that the rate of return on equity and the retention ratio 
would be constant. Hence, this would suggest that there is a homogeneous 
growth rate for the invested capital, earnings and dividends, which 
theoretically would correspond to the product of the return on equity and the 
retention ratio.  
Generally, the various valuation models are applied in the context of 
assessing value for shareholders, which suggests that an enhancement in the 
return on equity would yield an increase in shareholder wealth (Barker, 2001; 
Benninga & Sarig, 1997; Damodaran, 2002). Consequently, shareholder value is 
influenced by new investment and earnings growth that are reliant on the 
magnitude of the rate of return, denoted as the difference between the return on 
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equity and the cost of capital. However, growth can stagnate when return on 
equity remains unchanged and new investments have failed to materialise, 
which would mean that the share price would be equal to earnings capitalised 
by the cost of capital. Whereas shareholder value remains unaffected when 
return on equity equals cost of capital ensuing no expectation of value 
formation and rendering expected future investment without influence (Barker, 
2001; Damodaran, 2002). Conversely, shareholder value can be diminished by 
future investment when return on equity is lower than cost of capital. The 
complexity of the multitude of influences on value would be better understood 
by reflecting on the origins of the value function. 
Information and data sources are highly significant when a company is 
being assessed and analysed. Analysts would typically rely on open sources, 
such as financial reports, published accounts, and media broadcasts, in a search 
for more valid information when estimating and measuring value. Hence, 
Soffer and Soffer (2003) reassess the current format of the balance sheet and 
introduces the notion of an economic balance sheet, which would be an 
enhanced version on the standard balance sheet, enabling an alternative 
foundation to derive and compute the multiples from. The standard balance 
sheet displays the assets, liabilities and equity of a company leading to line of 
reasoning by Soffer and Soffer (2003) that in the scenario where all economic 
assets and liabilities were acknowledged and exhibited at its fair market value 
would consequently present equity at its fair market value. 
It is suggested that “the balance sheet does not recognise all economic 
assets and liabilities, and values many at something other than fair value 
[which] means that the GAAP value of equity is not its fair value” (Soffer & 
Soffer, 2003, p. 127). Essentially the economic balance sheet should be seen as a 
statement illustrating the fair values of all entries that would signify an 
economic asset or liability for a company in conjunction with the inferred 
equity value of the company. The interpretation that follows entail that the 
value of a company could be understood to be the equity of the company less 
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the outstanding debt, hence the economic balance sheet of a company would 
independently value various components that would amalgamate to the equity 
value of a company. 
The strength of applying multiples in valuation analysis is further 
enhanced by Soffer and Soffer (2003, p. 385) arguing that “recent empirical 
research has actually shown that multiples such as the price/earnings and 
market/book ratios can be used to predict future share returns [which] suggests 
firms with low multiples are undervalued and multiples can be used to rank 
investments”. A general understanding of the practical application of multiples 
is essential, however it is equally important to know and understand the 
advantages and disadvantages of multiples valuation. The idea of 
comparability within the field of multiples valuation requires further 
investigation in order to ensure the underlying assumptions of a multiple are 
valid (Soffer & Soffer, 2003). Essentially, multiples analysis is another type of 
valuation modelling. In discounted cash flows, the key is to forecast many 
variables, whereas in multiples valuation the forecast is typically summarised 
in one ratio called the multiple. 
A key assumption within the multiples approach is for the ratio of value 
to be a company-specific variable, which is consistently similar among 
companies and where the company-specific variable is the value driver. Thus, 
value can be estimated by multiplying the multiple by the value driver, thereby 
deriving at the most common multiple is the price-to-earnings ratio amid other 
common multiples, which include the price-to-book ratio and the price-to-sales 
ratio. These key value drivers are an integral part of relative valuation 
multiples, which is based on the notion that comparable assets trade at a similar 
relationship between the value driver and price (Benninga & Sarig, 1997; 
Damodaran, 2002; Palepu & Healy, 2007).  
When companies are deemed to be comparable, the multiples approach 
can be applied to estimate the value of one company in relation to the value of 
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the other company, as “the multiples approach controls for differences in value 
due solely to size” (Soffer & Soffer, 2003, p. 386). Essentially, the value of the 
company being analysed, denoted as the target, is premised on an observed 
multiple of another company known as the comparable. However, it is 
important to maintain consistency between the multiple and the value driver or 
they could become uncorrelated. Hence, consistency can be achieved by 
applying corresponding parameters to both the value driver and the 
denominator of the multiple, as well as being based on the same period. 
In a similar manner to Damodaran (2002), Soffer and Soffer (2003) 
describes that by introducing the use of multiples approach, it is important to 
examine the value of comparable companies in relation to the value drivers of 
both the target and comparable companies. Thereafter, it should be possible to 
compute the comparable company’s observed multiple and apply it to the 
target company’s observed value driver. Thus, the primary relevance of 
multiples would be ultimately to determine the value of a company’s equity. 
There are numerous multiple that can be configured for specific objectives; with 
the key ratios to consider would be price-to-earnings, market-to-book-value, or 
price-to-sales. Therefore, consistency would be maintained by relating a value 
driver to a corresponding multiple, for example, earnings to the price-to-
earnings ratio, book value to the market-to-book-value ratio, or sales to the 
price-to-sales ratio.  
Various complications may occur when analysing numerous comparable 
companies simultaneously using a range of multiples to determine the optimal 
multiple, which could become an erroneous process with the different multiples 
yielding diverse values. However, by introducing an averaging approach to 
establish an appropriate multiple would resolve the issue, as in practise the 
average of a set of PE ratios for the comparable companies would be 
amalgamated to a single comparable PE, which can then be applied as the 
multiple in the valuation analysis. Establishing an estimated value for a target 
company, the average PE computed should be multiplied by the respective 
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earnings. The main reason analysts employ the multiples approach for 
valuation is primarily for its ease and simplicity in comparison to the 
discounted cash flow techniques. Valuation multiples are recognised as an 
alternative form of analysis, adopting the image of being a `quick & dirty’ 
valuation application. 
Soffer and Soffer (2003, p. 389) suggests that a discounted cash flow 
analysis entail `explicit’ assumptions for “sales growth, margins, tax rates, 
reinvestment rates, cost of capital, and so on”. Generally, analysts prefer a less 
complicated methods to apply in the process of estimating a similar value, 
especially as the number of companies in existence has increased dramatically 
leading to some analytical concessions such as using and accepting 
approximations. Particularly as a DCF analysis is highly dependent on a wealth 
of information and specific details related to the target company. However, in 
the context of the multiples approach that are typically considered as the norm 
demands the usage of “only one explicit assumption”, with the conjecture “that 
companies’ multiples are equal” (Soffer & Soffer, 2003, p. 389). Adhering to the 
stipulation that a multiples approach can be designed to entail and incorporate 
the principles of a discounted cash flow forecasting in terms of conforming to a 
multiples structure, suggesting that multiples would consequently possess the 
same degree of validity as discounted cash flows. Soffer and Soffer (2003, p. 
389) states that “the multiples approach permits the analyst to make discounted 
cash flow assumptions implicitly, rather than explicitly”. 
Nevertheless, in order to conduct a robust comparison of values among 
comparable companies, Damodaran (2002) argues that value should be 
standardised relative to the earnings, book value or replacement value, 
revenues generated or to sector-specific measures. The amalgamation of a 
multiple in association with comparable companies presents a less intricate 
assumption for analysis in a valuation process. This highlights the simplicity 
that makes relative valuation multiples more comprehensible and generally 
presentable, with the general notion that relative valuation multiples derive a 
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comparative value that is representative of the current market disposition. 
Hence, multiples such as price-to-earnings (PE), price-to-sales (PS), price-to-
book (PB), value-to-sales and value-to-EBITDA (earnings before interest, taxes, 
depreciation, and amortisation), are generically applied primarily due to its 
hastened and un-complicated computation process, thus adopting the quality of 
being a `quick and dirty’ analysis (Damodaran, 2002). Therefore, reviewing 
each of the main multiples, PB, PS, and PE, individually would clarify and 
explain their technical aspects from an analytical procedural point of view. 
Another multiple of significance would be to measure and assess a 
company’s revenues or sales comparatively to the market’s position, hence the 
PS ratio gauges the market value of equity against the sales performance of the 
company (Benninga & Sarig, 1997; Damodaran, 2002; Palepu & Healy, 2007). 
Compared to earnings and book value multiples, sales performance presents 
widely less complicated perception of understanding the comparison of 
companies in any sector irrespective of accounting structure. Appraising 
revenue multiples appears to be appealing and less restrictive, as it can be 
applied to any company irrespective of its income status relative to earnings 
and book value ratios that are inclined to be more intricate when  negative 
earnings or book values persist. Furthermore, it is suggested that revenues are 
less prone to being manipulated or affected by year-to-year fluctuations in the 
context of a company’s assets relative to the PE ratio of a cyclical company 
where earnings are perceived to be more sensitive to economic changes than 
revenues are. 
In practise there are two revenue multiples that are widely applied, 
namely the PS ratio and the value-to-sales ratio. The PS multiple measures a 
company’s market value of equity relative to its revenues, while value-to-sales 
is viewed as being a more robust ratio for assessing the value of a company that 
incorporates both debt and equity of a company relative to its revenues the 
consequent comparator is not then limited by varying capital structures. It is 
argued that the key characteristics that are significant in deciding the revenue 
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multiples are extrapolated from appropriate discounted cash flow models, such 
as the dividend discount model leading to the PS ratios, while a company 
valuation model derives value-to-sales ratios (Benninga & Sarig, 1997; 
Damodaran, 2002; Palepu & Healy, 2007). 
Based on the previous review and explanation by Barker (2001) 
illustrating the derivation from the dividend discount model to multiples, it can 
therefore be assumed that the PS ratio is a function of net profit margin, payout 
ratios, and costs of equity, while the value-to-sales ratio is a measure based on 
after-tax operating margins, reinvestment rates, and the cost of capital. 
However, it should be clarified that the profit margin of a company is the key 
aspect of revenue multiples computation, more specifically net margin for 
price-to-sales ratios and operating margin for value-to-sales ratios. 
In the framework of an earnings multiple, it can be argued that the value 
of an asset is formulated as a multiple of the earnings derived by set asset 
(Benninga & Sarig, 1997; Damodaran, 2002). For instance, acquiring new shares 
in a company would require an understanding of the value drivers that the 
share price is based on. This would entail that the acquisition price per share to 
be a multiple reflecting the earnings per share achieved by the company in 
order to compute an estimation, known as the current PE ratio. Furthermore, in 
the process of determining the value of a company for the purpose of an equity 
stake or for takeover purposes would be pending a valuation analysing of value 
in the form of a multiple being a function based on operating income or 
EBITDA. However, Damodaran (2002) suggests as a caveat that such particular 
multiples are prone to the exposures of growth that could enhance share value 
as well as risks related to economy that the company operates within. 
As a result the PE ratio can be explained as the payout ratio divided by 
the cost of capital less the dividend growth rate. Barker (2001, p. 55) argues that 
the PE ratio remains “a function of b, ROE and k in the form above if all of these 
variables are constant in perpetuity, and if earnings equal cash flows in the 
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current year”. However, there are various scenarios yielding different outcomes 
pending certain variables being aligned. For example in the event that the cost 
of capital equals the return on equity, it would result in the retention ratio 
changing while the share price is unaffected with a given amount of earnings 
leaving the price PE without effect. Nevertheless, when the cost of capital is 
different to the return on equity the effecting change in the retention ratio 
would influence the share price as the differential between the rate of dividend 
growth and the cost of capital has been influenced resulting in the PE ratio 
being modified.  
As the PE ratio is viewed to be a highly comparative ratio, it is essential 
to have a clear perspective on the various relative areas that formulates the 
ratio. Hence, the PE ratio is typically assessed on a comparative basis in the 
context of time, markets, industries, and companies as the fundamentals in each 
framework would be different. For example, “higher growth, lower risk, and 
higher payout generally result in higher PE ratios” (Damodaran, 2002, p. 476). 
Thus, it is argued that assessing the PE ratio of a market by its historical average 
would highlight the position of the current market value as being either under- 
or overvalued relative to the historical benchmarks.  
Hence, the assessment is that there are various fundamental factors that 
can affect the PE ratio as it is susceptible to changes over time in variables such 
as interest rates, risk premiums, growth and payout ratios (Benninga & Sarig, 
1997; Damodaran, 2002). For example, an increase in the interest rates would 
typically result in greater cost of equity which consequently diminishes the PE 
ratio. Additionally, when investors are less risk averse this reduces risk 
premiums required on equities which would be reflected in an increase of the 
PE ratios on all equities. A similar scenario occurs with growth rates when there 
is an expectation of improved growth resulting from an increase in PE ratio for 
the market, which is a function of ROE and payout ratios. Consequently, a 
greater ROE at companies would subsequently yield a higher payout ratio for 
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any growth rate, i.e. g = (1 – Pay-out ratio) ROE, producing a greater PE ratio all 
companies. 
In the context of interest rates, growth and risk, Damodaran (2002) 
argues various assumption when comparing PE ratios across various countries. 
For example, in the event that the real interest rate is high relative to another 
country, the PE ratio is correspondingly less comparable to the PE ratio in 
countries that have a lower real interest rate. In terms of real growth it is 
uncomplicated in that higher expected growth denotes a greater PE ratio, while 
an increase in risk would have a reaction of increasing risk premiums that in 
turn would lower the PE ratio to compensate for the increased risk. 
It is generally known that the PE ratio is unusable to companies with 
negative earnings per share; however by means of modification the ratio can be 
applied to compute a value for companies with negative earnings per share. 
Hence, Damodaran (2002) suggests that for companies with negative earnings 
per share, utilising a forecasted value for expected positive earnings per share 
in a future year would enable the computation of the PE ratio. Essentially, to 
derive the PE ratio the computation is structured on dividing the current share 
price of the company by the forecasted positive earnings per share in five years’ 
time. The same computation process would be applicable to comparable 
companies in order to establish a comparative basis for relative valuation. 
However the process assumes a uniformed degree of growth, risk and payout 
ratio characteristics among the comparable companies in the forecasted time 
period, where a low price-to-future-earnings ratio is considered to be a sign of 
being undervalued. Hence, the reconfigured adaptation of the PE ratio 
enhances the extent of the PE ratios to assess the additional category of 
companies with current negative earnings per share, but creates a highly 
challenged scenario as it is complicated to manage the variations within the 
different variables among companies over an extended time period (Benninga 
& Sarig, 1997; Damodaran, 2002; Palepu & Healy, 2007). 
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In assessing the price to earnings correlation there are two potential areas 
of concern that could possibly obscure the outcome of the ratio. One area of 
concern would be foreseeable change in the cost capital, the return on equity 
and the retention ratio, while another concern would be the difference between 
earnings and cash flows. However, the market share price of a company is 
perceived to be the present value of all future earnings, which would denote the 
PE ratio to be a summation of the value of future earnings relative to current. 
However, the structure of a multiple converts the variable of earnings into a 
tradable price representing “the value of earnings in perpetuity” (Barker, 2001, 
p. 55), denoted to be the rate of capitalisation. 
Furthermore, Damodaran (2002) argues that the simplicity of multiples 
creates opportunities for manipulation in application. It is suggested that these 
issues can be managed by adhering to various parameters, such as retaining a 
balanced definition of the multiple as well as maintaining a consistent measure 
of comparable companies. Another area of caution is the cross-sectional 
distribution of the multiple, which should be assessed at various stages ranging 
from being sector specific directly related to the valuation analysis to the entire 
market. However, it is essential to ensure a solid appreciation of the basics that 
establishes the multiple, and the potential influences that can affect and alter 
the basics of the multiple. Damodaran (2002, p. 457) suggests that “if the 
numerator for a multiple is an equity value, then the denominator should be an 
equity value as well [and when] the numerator is a firm value, then the 
denominator should be a firm value as well”. Thus, the PE ratio can therefore 
be defined to be a consistent multiple as the numerator is the price per share 
and the denominator is earnings per share.  
Earnings per share (EPS) in the PE ratio requires greater clarity in 
definition in a computation, particularly as there are a number of variant of 
EPS, such as fully diluted, before or after abnormal earnings or costs. EPS can 
be derived from the current fiscal year which would compute the current PE, 
whereas when the EPS is based on figures derived from the previous four fiscal 
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quarters and forecasted earnings per share for the upcoming fiscal year it is 
denoted as forward PE. Furthermore, the commencement and the end of a 
company’s fiscal year can differ from one company to another. This could 
obscure the PE ratio sense of comparability purposes for all companies being 
analysed in a sample selecting companies that comprise of similar 
characteristics and variables, including their fiscal year duration would be 
beneficial in an analytical process. Hence, the elements that structure the PE 
ratio can be deduced in different formats, which can derive a fundamentally 
altered value if consistency and definitions are not observed. Damodaran (2002, 
p. 456) argues that a key deciding factor for analysts in selecting the format of 
the variables significantly depends on their biases and valuation motive, for 
example, “in periods of rising earnings, the forward PE yields consistently 
lower values than the trailing PE, which in turn, is lower than the current PE”. 
Thus, it is suggested that a bullish analyst would be inclined to apply the 
forward PE in order to highlight that a share is trading at a low multiple of 
earnings, whereas a bearish analyst would place emphasise on the current PE to 
signify that the multiple is overstated.  
Considering high-growth as well as stable period highlights the potential 
occurrence of various scenarios that influence the PE ratio in the context of 
return on equity, growth rates and risk. Hence, Damodaran (2002, p. 472) 
suggest that “the PE ratios increases as the payout ratio increases, for any given 
growth rate [and where] an alternative way of stating the same proposition is 
that the PE ratio increases as the return on equity increases and decreases as the 
return on equity decreases”. Furthermore, in terms of assessing riskiness by 
means of, for example, the discount rate, the PE ratio would typically be 
affected such that as risk increases the ratio would decrease. However, in the 
context of expected growth rates in earnings, the PE ratio would generally 
increase as the growth rate increases assuming that ROE is greater than the cost 
of equity. 
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The practice of valuing a company on the financial markets has become 
more complex as business practice in general has gradually been getting more 
intricate with financial ratios such as price-to-book (PB), price-to-sales (PS), 
price-to-earnings (PE) and dividend yields being frequently applied by the 
majority of participants trading and interacting on financial markets. It has 
become a necessity to develop an informed and comprehensive understanding 
of financial analysis and the subject of valuation (Barker, 2001; Benninga & 
Sarig, 1997; Damodaran, 2002; Palepu & Healy, 2007). Hence, ascertaining a 
technical assessment of analytical financial modelling would clarify the various 
relationships that exist and highlight the assumptions within the different 
valuation models. Thus, a clear perception and appraisal of the type of data, as 
well as the availability of set information, would be essential in structuring a 
valuation model. The efficacy of a valuation model is reliant on the format and 
quality of the data being analysed, which would signify that an essential 
relationship exists in selecting a valuation model relative to data availability 
and quality. 
Book value multiples are an essential part of relative valuation 
illustrating the key relationship between market price and book value. A 
company’s market value of equity highlights the expected performance set by 
the market in terms of potential earnings and cash flows, while book value is 
governed by accounting standards focusing on the initial cost and aging of an 
asset. Hence, the concept of book values becomes an intricate process as book 
value computation can be applied to different variables to derive a value. 
Fundamentally, book value of assets is described as the initial purchase price 
adjusted by accumulative depreciations, while another form would be book 
value of equity exemplified as the difference between the book values of both 
assets and liabilities. Consequently, the book value of an asset over time would 
as a result of depreciation diminish and correspondingly the book value of 
liabilities could highlight the subjective nature of the values of the liabilities. 
Damodaran (2002) suggests that considering the book value of an asset is based 
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on its initial price, with a pragmatic view that a value would have potentially 
deviated substantially compared to the market value once earnings 
performance since acquisition have been assessed. 
Hence, the PB ratio is shown to be a function of ROE as well as being 
influenced by the payout ratio, which increases the PB ratio at any growth rate. 
In context of risk, the PB ratio is reduced as risk is amplified which 
consequently raises the cost of equity. In a similar form, the cost of equity 
affects the PB ratio, as an increase in the cost of equity would result in a decline 
in the PB ratios. Damodaran (2002, p. 520) argues that amalgamating the effects 
resulting from both ROE and cost of equity would produce an alternative 
estimate that highlights the magnitude of the difference between the variables, 
i.e. “a measure of excess return”, which is viewed to be a determinant of a 
company’s earnings performance. This signifies that as the ROE increases 
relative to the cost of equity a greater PB ratio can be achieved, whereas price 
would be equal to the book value in the event that the return on equity is the 
same as the cost of equity. The observation suggests that companies that yield a 
high ROE would typically sell in excess to the book value, while low ROE for a 
company would sell for less than its book value. Consequently, an investor 
could seek discrepancies that occur between the ratio and ROE to acquire a 
greater gain from any investments made, for example, low PB ratios with high 
ROE, or high PB ratios with low ROE. 
Relative valuation places emphasis on the fact that the computation of 
multiples is done on a uniform basis for all selected companies in order to 
perform a comparative measure highlighting companies being over- or 
underpriced (Benninga & Sarig, 1997; Damodaran, 2002). It is significant to 
apply the same type of PE ratio throughout the valuation process to all the 
selected companies for valid comparison. Errors can occur when both trailing 
PE ratios and current PE ratio are applied in the same analysis. Furthermore, 
using the current PE ratio is based on the current fiscal year and within a group 
of companies selected to be comparable each with different year-ends would 
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cause inconsistent results. Similarly, with different accounting standards among 
companies would cause negative effects on the outcome of a valuation analysis. 
Additionally, Damodaran (2002) presents various arguments on biases in 
estimating multiples. For example, considering the PE ratio in a comparative 
analysis where a company among others yields a negative earning would 
typically result in an exclusion from a group of comparable companies. Hence, 
Damodaran (2002, p. 459) argues that “the fact that the firms that are taken out 
of the sample are the firms losing money creates a bias in the selection process. 
In fact, the average PE ratio for the group will be biased because of the 
elimination of these firms”. However, in an effort to incorporate all companies 
in a group of comparable companies, which realistically would experience 
positive as well as negative earnings, an aggregation of their market values of 
equity in conjunction with the negative and positive earnings in order to 
achieve a PE ratio that is based on aggregated company values. Ordinarily, it is 
expected that the median PE ratio would be less than the average PE ratio, as 
actual negative earnings have been incorporated in the computation process. 
Hence, the expectation for a PE ratio structured on aggregated values computed 
on the market value of equity and net income would yield a lower value 
relative to the standard average of PE ratios across companies. Alternatively, 
Damodaran (2002, p. 459) suggests that “the inverse of the price-earnings ratio, 
which is called the earnings yield, can be computed for all firms, including 
those losing money”. 
In a comparative study of valuation methodologies, it is suggested that 
the main difference between relative valuation and discounted cash flow 
analysis appears to be that the assumptions are implicit in the former and 
explicit in the latter. A discounted cash flow valuation would typically 
encompass the value of a company to be a function of three essential variables, 
namely potential cash flows, projected growth, and related risks (Barker, 2001; 
Benninga & Sarig, 1997; Damodaran, 2002; Palepu & Healy, 2007). Hence, 
irrespective of the multiple, value would be a function the same variables 
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suggesting that companies with higher growth rates, less risk and greater cash 
flow potential should trade at higher multiples than companies with lower 
growth, higher risk, and less cash flow potential. Damodaran (2002) presents 
generic explanations and example of valuation multiples in the context of 
market analysis. However, an in-depth study into the key characteristics that 
drive the multiples process in a valuation analysis could provide further 
understanding of the subject. 
4.3 Empirical Review of Relative Valuation 
4.3.1 Empirical Research of Valuation 
The subject of relative valuation is pivotal to this research study as it 
formulates the basis of the analysis. Therefore, a wide variety of empirical 
studies are examined to develop a comprehensive understanding of the 
different applications, findings and conclusions. The subject and application of 
relative valuation has been reviewed in different analysis, which have 
examined and presented a range of opinions explaining the process of 
estimating multiples, valuation accuracy in the context of ratios, and 
determining value using value drivers. Furthermore, the application of 
valuation models used by analysts is reviewed to develop a pragmatic view of 
the wider application of valuation models in practice. Furthermore, the 
following empirical studies present an analysis of the different valuation 
techniques and the relevant characteristics, which has provided empirical 
guidelines and motivation for developing the financial model for this research 
study. 
Fundamentals of valuation theory is analysed by Baginski and Wahlen 
(2003), explaining that traditional valuation theory suggests that share values 
are considered to be the present value of all expected future dividend to an 
investors resulting from the operations and investments of a company, which is 
priced to reflect the non-diversifiable risk. Hence, the application of proxies for 
expected future dividend is commonly used in assessing risk and determining 
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share value. Baginski and Wahlen (2003, p. 330) describes an example where 
“researchers typically use stock returns as proxies for changes in market 
expectations of future dividends in the assessments of nondiversifiable risk, and 
earnings and cash flows as proxies for dividends as the relevant payoffs to 
shares”. The subject of valuation has been extensively researched testing a wide 
ranging array of models on diverse data samples, examining multiples such as 
earnings and EBITDA in conjunction with commonly use of value drivers of 
historical earnings and cash flows to determine company value. However, a 
wide variety of empirical studies are reviewed in order to ascertain a broad 
understanding of the work that has been achieved and consider relative 
findings to further develop and enhance valuation analysis.  
Furthermore, the seminal work by Ohlson (1995) examines earnings, 
book values , and dividends in equity valuation, developing and analysing a 
model based on the market value of a company as it relates to concurrent and 
future earnings, book value and dividends. The structure of the owner’s equity 
accounting format establishes the foundations of the model, suggesting that the 
clean surplus relation applies and findings show that dividends reduce current 
book value without affecting current earnings. Ohlson (1995, p. 661) argues that 
“the model satisfies many appealing properties, and it provides a useful 
benchmark when one conceptualizes how market value relates to accounting 
data and other information”. Thus, the study formally links book value and 
earnings to company value in equity valuation. 
However, the study by Baginski and Wahlen (2003) examines the 
potential of accounting earnings capturing the cross-sectional differences in risk 
relative to the cross-sectional differences observed in share prices. The focus of 
the study investigates the risk-relevance of accounting variables analysing the 
systematic risk and total volatility in the time-series of residual return on equity 
of companies related to the assessment and pricing of equity risk by the market. 
Furthermore, Baginski and Wahlen (2003) considers the three-factor model by 
Fama and French (1992) using beta, size, and book-to-market ratios, when 
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examining the possible association of the accounting-related risk measures 
relative to the assessment and pricing of equity risk by the market. Effectively, 
Baginski and Wahlen (2003, p. 327) developed “an accounting-fundamentals-
based measure of the market’s pricing of risk”, which reflects the variation of 
actual share prices relative to the residual income valuation model that 
estimates share value using risk-free rates of return. This measure introduced 
by Baginski and Wahlen (2003) is denoted as the price differential that reflects 
the scale of the discount for risk implicit in share prices. Two additional 
accounting-based measures of risk were developed in residual incomes gauging 
systematic risk and total volatility.  
Baginski and Wahlen (2003) argue that their results show that capital 
market effectively price systematic risk in residual income, and that the 
abnormal return on equity beta to be related to price differential in univariate 
regressions. However, the results from the multiple regressions show that the 
abnormal return on equity beta to be a weak indicator of risk. Baginski and 
Wahlen (2003) mainly conclude that total volatility in residual income was 
positively associated with price differentials, and that capital markets do price 
the total volatility in residual income gradually to the risk factors of the Fama 
and French (1992) model. Thus, signifying that total volatility in residual 
income has explanatory powers for price differentials compared to systematic 
risk in residual income, beta, size, or book-to-market ratios. Baginski and 
Wahlen (2003, p. 349) consequently suggests “that one can assess firm risk using 
volatility and covariance in abnormal earnings, consistent with the residual 
income model’s focus on abnormal earnings as the fundamental valuation 
attribute”. 
Alternatively, discounted cash flows are an integral aspect of valuation, 
and Kaplan and Ruback (1995) analyse the valuation characteristics of 
discounted cash flow approaches for highly leveraged transactions, concluding 
that the discounted cash flow valuations estimate transacted values 
appropriately and that simple EBITDA multiples yield similar valuation 
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accuracy. On the other hand, Wilcox and Philips (2004) presented a study 
examining a two-stage share price valuation based on an earlier work (Wilcox, 
1984), concluding their model to be significantly effective, specifically in 
providing explanation of current share prices and estimating future return 
differences. The two-stage share price valuation model was tested on a cross-
sectoral data sample comprising of individual USA shares and the time-series 
of the S&P 500 index. Wilcox and Philips (2004) concluded that there was no 
single valuation model that would be most suitable for all applications, thus in 
the context of estimating share returns a parsimonious linear approximation 
would yield useful forecasts. 
However, comparatively the empirical study by Schreiner and Spremann 
(2007) further develops the work by Wilcox and Philips (2004), by examining 
the valuation accuracy of a variety of multiples in the European equity markets 
and subsequently in the USA market. The data sample comprised of the Dow 
Jones STOXX 600 index relative to the out-of sample dataset consisting of the 
S&P 500 index, and the data range spanned a ten-year period from 1996 to 2005. 
The study found that the cross-sectional analysis assumed a direct 
proportionality between market values and value multiples. The findings 
showed more significant results for the USA dataset compared to the European 
data, suggesting that the results showed improved absolute and relative 
valuation accuracy of a variety of multiples, as well as establishing the suitable 
application of using multiples as a benchmark for valuation analysis. 
In the context of using multiples as measures of projecting future market 
movements, Campbell and Shiller (2001) present a study assessing valuation 
ratios in the context of a long-term view of market outlook, using the price-to-
earnings and dividend-to-price multiples as forecasting variables to determine 
the possible outlook for the stock market. Campbell and Shiller (2001) managed 
to compile an extensive data base for analysis, using aggregated USA data from 
1871 to 2000 in addition to gathering the aggregated quarterly data for twelve 
countries from 1970 to 2000. The methodology applied using regression analysis 
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of different simple efficient-markets models premised on the price-to-earnings 
and dividend-to-price ratios as they are commonly applied in the financial 
markets, suggesting that these ratios are effective in forecasting future growth 
in terms of earnings, dividend and productivity. Campbell and Shiller (2001) 
assumes in a similar manner to Penman (1992) that share prices fluctuate to a 
certain extent before gravitating back to levels that are relative to indicators of 
fundamentals such as dividend or earnings, which suggests that the simple 
mean-reversion theory would exert some influence when share prices are 
relatively high compared to the indicators of the fundamentals before reverting 
to normal levels in line with historical norms when forecasting market outlooks.  
The findings by Campbell and Shiller (2001) conclude that using 
valuation ratios of dividend-to-price and price-to-smoothed-earnings have 
produced relevant results compared to other statistics that are applied in 
forecasting share prices. The ratios related share prices appropriately to the 
fundamental values of companies, as earnings were computed to determine the 
intrinsic value and dividend forecasted to formulate future expectations. Hence, 
Campbell and Shiller (2001) presented a forecasted market outlook at the time 
of their study, suggesting that findings from their linear regression of change in 
share prices and the total returns on the logarithmic valuation ratios 
highlighted a significant decline in real share prices and returns to a level below 
zero as a 10-year forecast. Furthermore, the ratios applied are forecasting 
variables premised on an ex ante forecasting relationship that has been widely 
used. Campbell and Shiller (2001) argue that valuation ratios have evolved 
beyond the respective historical levels could present various challenges to the 
traditional view that share prices reflect rational expectations of future cash 
flows, as well as to their findings that the ratios are mainly driven by mean 
reversion theory. Hence, the main conclusion suggests that the ratios yielded 
insufficient results in forecasting future growth for earnings, dividend, and 
productivity; however the ratios showed significant results in forecasting 
changes in future share prices in contrast to the simple efficient-markets model. 
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However, in the context of applying multiples the seminal work by J. Liu 
et al. (2002) provides significant explanation into equity valuation using 
multiples, by examining the valuation performance of a comprehensive list of 
value drivers. The key findings showed that multiples premised on forward 
earnings reflected share prices better compared to other multiples tested. 
Specifically, J. Liu et al. (2002) examined the proximity to share prices resulting 
from scaling key value drivers such as earnings by the corresponding multiple, 
where the multiple is derived from the share price ratio to that value driver for 
a set of comparable companies. The methodology applied entailed the 
application of value drivers that are based on accruals segregating accounting 
accruals from cash flows figures. Hence, using the findings by Ohlson (1995), 
book value and earnings were considered as appropriate financial 
fundamentals for analysis, however sales was included as well as J. Liu et al. 
(2002) determined that earnings and cash flow could be uninformative for some 
industries. However, the application of cash flow multiples was premised by 
the implicit assumption that disclosed cash flow would be the appropriate 
proxy for future cash flows that generate share prices. Effectively, J. Liu et al. 
(2002, p. 148) suggested that based on the results from the analysis a key 
assumption would be “that if differences in performance across value drivers 
are economically significant, they are also statistically significant”. 
The empirical study by Bonadurer (2003) presents a review of the 
conceptual framework of relative valuation approaches, highlighting the 
analytical links between different multiples and discounted cash flow model. 
Different interpretations of multiples are discussed and a comparative study of 
the valuation methodologies shows the various advantages relative to 
appropriate applications. Bonadurer (2003) suggests that the price-to-earnings 
ratio is closely related to values obtained by discounted cash flow valuations, as 
the variations premised on the assumption relating to discounted cash flow 
analysis are explicit, whereas for relative valuation using multiples the 
assumptions are implicit. Effectively, Bonadurer (2003) explains that the 
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fundamentals of a discounted cash flow valuation is a function of three 
independent variables, generating cash flow, expected growth, and associated 
risk; thus multiples are a function of the same independent variables. For 
example, interpreting price-to-earnings could have different connotations in 
addition to relative valuation of share prices, as differences in risk, growth and 
earnings related variables would reflect alternate conclusions. The reason for a 
price-to-earnings value to be low could be indicative of additional conclusion 
than a low share price, as potential for increased risk or diminished future 
growth potential are likely scenarios to assess. 
Bonadurer (2003) argues that the perception of market share prices of 
comparable companies is averaged under the assumption that relevant 
determinants of value are reflected, as valuation includes estimating future pay-
outs. Thus, suggesting that forecasting company value is guided by equity 
valuation as the valuation process would analyse relevant financial 
fundamentals assessing the underlying value drivers of the multiples to 
effectively determine value. Furthermore, Bonadurer (2003) explains that 
comparable multiples where the share price is scaled by a measure of 
performance would signify that in effect a performance measure of the 
company is being valued. Various empirical studies have presented significant 
findings that the appropriate practice of relative valuation of companies would 
be to select comparable companies from the same industry, however Bonadurer 
(2003) argues that comparable companies should be defined as an entity 
analysing the independent variables of cash flows, growth, and risk irrespective 
of industry, i.e. that company relative valuation should be based on the 
comparative analysis of independent proxy variables instead of industry 
classification. Hence, a pragmatic approach would suggest that an 
amalgamation of multiples can be applied to determine company values or 
define an array of values from all the multiples used. 
The study by Demirakos, Strong, and Walker (2004) provides a 
pragmatic interpretation and understanding of the different valuation methods 
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which are applied in practice by market analysts. The study presents a 
descriptive assessment of the use of various valuation methods focussing on 
value-relevant aspects analysts employ to forecast, as well as the models used 
by analysts to convert forecasts into estimates of company value. The analysis is 
structured on the valuation methodologies contained within 104 analysts’ 
reports obtained from international banks showcasing 26 large companies listed 
in the UK in the industry sector of beverages, electronics and pharmaceuticals. 
Demirakos et al. (2004) explains that these industries were specifically selected 
to provide a diversified perspective of analysts’ valuation practices. The main 
aspects being examined are the growth and volatility characteristics for the 
three sectors, the median and interquartile ranges are reported for annualised 
sales growth, earnings changes volatility, R&D-to-sales ratio, and market-to-
book value of equity ranging from 1997 to 2001. The analysis of the industries 
showed that the beverages industry had overall a lower and more consistent 
growth; lower volatility of earnings changes; substantially lower R&D-to-sales 
ratio; as well as having a lower market-to-book value of equity. Comparatively 
on most of the indicators the electronics sector appeared to rank second 
followed by the pharmaceuticals industry.  
The main findings by Demirakos et al. (2004) suggests that an analysts 
would be inclined to most often use the price-to-earnings ratio or alternatively 
apply an explicit multi-period discounted cash flow valuation model as their 
main valuation approach. However, the study concluded that the price-to-cash 
flow ratio was not used at all. Demirakos et al. (2004) concluded that analysts 
had a tendency to structure the valuation approaches in line with circumstances 
observed in the industries. The price-to-earnings ratio was found to be the most 
widely applied model, which would be supplemented by alternative forms of 
analysis according to circumstances. For example, Demirakos et al. (2004) 
highlighted that in some observations discounted cash flow models were used, 
however alternate measures included the analyses of price-to-sales multiples, 
growth options, or profitability analysis. Thus, Demirakos et al. (2004, p. 238) 
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suggests “that careful study of comprehensive analysts’ report can improve our 
understanding of the variations in valuation practices”. 
4.3.2 Empirical Studies of Value Multiples 
Valuation of multiples are typically premised on accounting data 
reflecting historical cost accruals in the general aspects of sales, earnings, and 
cash flow. Different valuation techniques would include a wide array of 
multiples as well as discounted cash flows. Hence, discounted cash flow 
analysis are applied to determine the value of an asset premised on cash flow, 
growth and risk variables, whereas in the context of relative valuation using 
value multiples would be based on similar market values of comparable assets. 
There are various empirical studies that have researched equity valuation with 
significant findings. Effectively, multiples provide valuation analysis 
generating insights in key variables creating value as “many financial analysts, 
for example, calculate an industry-average price-to-earnings ratio and multiply 
it by a company’s earnings to establish a “fair” valuation” (Goedhart, Koller, & 
Wessels, 2005, p. 7). However, it is argued that the industry-average is less 
considerate of variables influencing expected growth rates, returns on invested 
capital, and capital structures. Goedhart et al. (2005) argues that growth 
positively influences the price-to-earnings multiple in conjunction with 
consistent returns on invested capital. 
In the context of valuation and commonly used value drivers, historical 
earnings and cash flow have been extensively scrutinised, for example, 
Boatsman and Baskin (1981) presented a study examining the valuation 
accuracy of price-to-earnings multiples based on two sets of comparable 
companies from the same industry, concluding that valuation errors are smaller 
for comparable companies selected according to historical earnings growth 
compared to random selection. However, the seminal work by Alford (1992) 
effectively exceeded the work by Boatsman and Baskin (1981) by investigating 
the effects of comparable companies on the valuation accuracy of price-to-
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earnings valuation by selecting comparable companies based on industry, size, 
and earnings growth. The results showed that pricing errors declined in line 
with the stricter selection criteria reaching a two or three digits SIC codes from 
four digits. Alford (1992) concludes that controlling for size and earnings 
growth relative to industry conditions did not diminish valuation errors. 
Furthermore, the results signify that the independent variables total assets and 
book return on equity contribute to the explanation of cross-sectional 
differences in price-to-earnings multiples.  
However, the study by Bajaj, Denis, and Sarin (2004) examine the degree 
price-to-earnings are affected by earnings, in the context of the market median 
price-to-earnings (PE) ratio for comparable companies within the same industry 
computed by market analysts. However, the study assesses how the industry 
median ratio should be adjusted when the earnings of the company vary from 
same industry comparable companies. Bajaj et al. (2004, p. 10) suggest that due 
to “current earnings have a large transitory component, firms with high current 
earnings (relative to the industry) will have lower P/E multiples than their 
industry peers”. Thus, the cross-sectional regression results concluded that a 
variation in current industry-adjusted earnings contributes to explaining 
earnings-to-price ratios subsequent to adjustments for differences in industry 
earnings-to-price ratios and growth rates.  
Alternatively, Kim and Ritter (1999) analyse the process of initial public 
offering pricing using key multiples such as price-to-earnings, market-to-book, 
and price-to-sales of comparable companies. Additional findings showed that 
price-to-earnings multiples using forecasted earnings yielded improved 
valuation accuracy compared to applying trailing earnings. Expanding the 
scope of examining industry multiples can be seen in the work by Baker and 
Ruback (1999) analysing econometric issues relating to alternate approaches 
deriving industry multiples and compares the relative performance of multiples 
based on EBITDA, EBIT, and sales. Their study found that absolute valuation 
errors were proportional to value highlighting that estimated industry 
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multiples using harmonic mean display similar values to minimum-variance 
estimates derived from Monte Carlo simulations. Hence, Baker and Ruback 
(1999) concluded that applying the minimum-variance estimator as a 
benchmark, shows the harmonic mean would override accompanying simple 
estimators such as the simple mean, median, and value-weighted mean. 
Similar to Kim and Ritter (1999), Purnanandam and Swaminathan (2004) 
investigate the appropriate pricing of initial public offerings (IPO) of 
companies, using regression analysis on a data sample comprising of more than 
2,000 IPOs ranging from 1980 to 1997, suggesting that the median IPO was 
considerably overvalued at the offer price relative to valuations premised on 
price multiples of comparable companies selected by industry. The valuation 
entails computing different multiples for analysis, hence for all the companies 
in the data sample price-to-value (PV) was calculated where P is the initial offer 
price and V is the fair/intrinsic value derived from market multiples of 
comparable companies based on industry and additional variables such as 
sales, EBITDA and earnings are considered in the valuation analysis. Hence, 
price-to-sales is utilised as sales is a variables that is commonly available as an 
appropriate measure for performance, price-to-EBITDA is applied as a proxy 
for operating cash flow that is less prone to accounting distortions. 
Purnanandam and Swaminathan (2004) apply price-to-earnings primarily due 
to the common usage of the ratio, however many IPOs would have initial 
negative earnings thereby restricting the sample size when using earnings for 
analysis. The cross-sectional regression analysis illustrated that the IPOs 
deemed to be overvalued generated high first-day returns and showed a low 
long-term risk-adjusted returns. Purnanandam and Swaminathan (2004) 
concluded that the overvalued IPOs reflected lower profitability, higher 
accruals, and higher analyst growth forecasts relative to the undervalued IPOs. 
Thus, arguing that “IPO investors are deceived by optimistic growth forecasts 
and pay insufficient attention to the profitability in valuing IPOs” 
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(Purnanandam & Swaminathan, 2004, p. 811), concluding similar findings to 
Ritter (1991). 
The empirical work by Ball (1992) examining the earning-to-price 
anomaly was extensive and presented various findings. However, the study did 
find that market value of equity, i.e. size, to be an appropriate proxy for 
expected returns, particularly as size appeared to be consistently a better 
predictor of expected returns compared to estimated betas. Another study into 
earnings-to-price by Zarowin (1990) presented a study analysing the cross-
sectional determinants of earnings-to-price ratios, where forecasts of growth in 
long-term earnings appeared to be the main source of variation compared to 
other variables such as risk, historical earnings growth and estimated short-
term growth showing less significant results. 
The work by Barth et al. (1998) “tests predictions that pricing multiples 
on and incremental explanatory power of equity book value (net income) 
increase (decrease) as financial health decreases”. The analysis of the 
predictions are associated to different aspects of the balance sheet and income 
statement, specifically in terms of equity valuation characteristics of net income 
and book value of equity. Barth et al. (1998) argue that the balance sheet has a 
specific function illustrating relevant information on liquidation values to 
facilitate leverage. However, the emphasis is placed on net income and book 
value of equity as both variables are considered to be the key measures of the 
income statement and balance sheet. The findings are shown to be robust to 
inclusion of control variables, which can be seen as being appropriate proxies 
for financial health encompasses industry, size, return on equity (ROE), 
negative net income, and volatility of security returns.  
Cheng and McNamara (2000) examine the valuation accuracy of the 
price-to-earnings (PE), price-to-book (PB), and combining the formers in a ratio 
price-to-earnings against price-to-book (PE/PB) using benchmark valuations 
methods, where performance of the benchmark valuation method would be 
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dependent on the parameters of the comparable companies. Similar to Alford 
(1992), Cheng and McNamara (2000) formulate the selection criteria of 
comparable companies according to industry, size, and return on equity, as well 
as combination of the three variables. The findings shows that for the PE and PB 
the most appropriate selection of comparable companies was based on the 
combination of industry and return on equity, whereas for PE/PB the 
comparable companies premised on industry performed better. Furthermore, 
Cheng and McNamara (2000) conclude that overall the combination of PE/PB 
generated the most significant results using industry only as the selection 
criteria for comparable companies, highlighting that their findings shows both 
earnings and book values to be value relevant. 
The study by Berkman et al. (2000) examines the accuracy of the price-to-
earnings (PE) ratio and discounted cash flow (DCF) methods in the context of 
initial public offering (IPO) equity valuation, effectively comparing the 
estimated values derived from discounted cash flows and price-to-earnings 
relative to market share prices on a data sample comprising of 45 newly listed 
companies on the New Zealand Stock Exchange. In the context of the price-to-
earnings ratio, Berkman et al. (2000) defines value to be derived by capitalising 
earnings using a price-to-earnings multiple computed from comparable 
companies, applying the price-to-earnings approach using industry, market and 
transaction of comparable companies similar to Alford (1992). In terms of the 
discounted cash flow valuation would discount the after tax operating free cash 
flow at an after tax weighted average cost of capital less book value of debt 
yielding the value of equity. The free cash flow is calculated as the after tax 
earnings before extraordinary items and interest for income and expenses, and 
is subsequently adjusted for amortisation, depreciation, change in non-cash 
elements of the working capital, and net capital expenditures.  
Berkman et al. (2000) find that the discounted cash flow model use 
market and industry betas to estimate the weighted average cost of capital, 
which suggested that in the context of discounted cash flow valuation of IPOs 
93 
was consistent with the work by Kaplan and Ruback (1995). The results for the 
transaction price-to-earnings multiples generated the lowest median of absolute 
errors, signifying that the transaction multiples did encompass the 
characteristics specific to IPOs. Berkman et al. (2000) conclude that the findings 
suggest that the discounted cash flow valuation of IPOs equity in a thin market 
as the appropriate valuation method to apply. Comparatively the market-based 
discounted cash flow and the price-to-earnings multiples yielded lower 
valuations errors relative to the industry-based approach. The results of the 
regression analysis concluded that the most significant discounted cash flow 
and price-to-earnings models explained approximately three-quarters of the 
cross-sectional variation in market share prices. Thus, it was highlighted that 
large errors occurred when applying the industry base data, where the 
plausible explanation would be attributable to the thin market of New Zealand 
with a limited selection of comparable companies for relative valuation. 
However, the transaction-based price-to-earnings model generated low 
valuation errors for the analysis of IPOs indicating that they could have 
intrinsic characteristics of growth and risk segregating them from more mature 
companies.  
Alternatively, the study by Thomas and Zhang (2006) suggests that 
price-to-earnings ratios should be positively related to growth and negatively 
related to interest rates and risk, suggesting that there is a gap in prior studies 
testing the cross-sectional determinants of price-to-earnings ratios. They argue 
that prior research examining the determinants of price-to-earnings ratio have 
concluded the suggested links by Thomas and Zhang (2006) to be weak 
compared to estimating the cost of capital. Thus, two sets of data was compiled 
for analysis, where one set consisted of proxies for price-to-earnings trailing 
versus forward ratios, and the other set was based on proxies for observed 
growth against forecasted and risk. Illustrating the influence of interest rates on 
the price-to-earnings ratios, Thomas and Zhang (2006) compute the aggregate 
forward and trailing earnings-to-price, effectively amalgamating the earnings 
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and prices for all the companies in the cross-section selected. Subsequently, the 
process entailed the comparison of the time-series of the earnings yield against 
the long-term risk-free rates, which were proxied by the 10-year Treasury bond 
yields. The findings suggest an indirect association where companies with 
reduced earnings volatility as a result from diminished cash flow volatility and 
greater earnings due to accruals, are in essence related to higher growth 
prospects and lower risk. 
4.4 Empirical Review of Cost of Capital 
The cost of capital is generally defined as the opportunity cost of funds 
employed as the result of an investment decision, which could be calculated 
using a weighted average cost of debt and equity of a company (J. P. Friedman, 
2000). Various empirical studies have examined the pragmatic aspects of the 
cost of capital relative to companies and the financial markets. Consequently, 
the cost of capital can influence the key value drivers that would effectively 
have an impact a valuation analysis. Thus, the following empirical reviews 
provide insight to the different aspects of the cost of capital and the different 
effects of changes in the cost of capital. 
Diamond and Verrecchia (1991) examines the causes and effects of 
liquidity relative to market shares, focussing on future liquidity and the current 
share prices in the context of the required rate of return and the cost of capital. 
Based on the parameters of the analysis, Diamond and Verrecchia (1991) 
suggest that reducing information asymmetry reduces the cost of capital. 
However, the adverse effect could occur under less typical conditions. The 
study applies public disclosure of information as the means of changing 
information asymmetry from a general perspective. Large companies are 
generally perceived to be able to acquire low cost of capital by raising 
substantial funding from investors. Consequently, the costs of capital for 
smaller companies are not as dependent on raising financing from investors, 
which suggest that less information is disclosed. 
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Gebhardt, Lee, and Swaminathan (2001) present an alternative approach 
for measuring the cost of capital, which incorporates the application of a 
discounted residual income model (RIM) and market prices to measure the 
implied cost of capital. The data sample used is based on a large selection of 
USA based shares. Gebhardt et al. (2001) analyse the cross-sectional relation 
between the implied cost of capital against different companies and industry 
characteristics. Specific company characteristics were selected that display 
systematic relationship correlation to the implied cost of capital for the 
following year, which further exhibits significant predictive abilities in 
estimating the implied cost of capital two years forward. Gebhardt et al. (2001) 
explain that the main objective is to explain the perception of the market of risk 
associated with investing in company shares, and to examine the 
understanding of the perception systematically across companies and 
industries. Gebhardt et al. (2001) highlights that the analysis does not use the 
average realised returns compared to prior studies on asset pricing, where the 
analysis estimates the expected returns without the use of average realised 
returns or traditional asset pricing models. The study relates a discounted 
residual income model to estimate the implied cost of capital, defined as the 
internal rate of return (IRR) that equates to current share prices to the present 
value of all future cash flows to common shareholders. Effectively, Gebhardt et 
al. (2001) estimates the rate of return that is implicitly applied by the market to 
determine the expected future cash flows of a company. The main conclusions 
of the study shows that the cross-sectional relation between the estimated risk 
premium and the different characteristics of companies and industries, and 
illustrates the implied risk premium is systematically correlated to same 
characteristics. 
Easley and O'hara (2004) investigate the influence of information that 
affects the cost of capital of a company, focussing on highlighting the 
differences in information composition between public and private information 
that would consequently affect the cost of capital. For example, investors want 
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higher returns on their investment on market shares searching for greater 
degree of private information as an advantage to react ahead of the market; 
otherwise investors would typically diversify to companies with higher share 
returns to maximise their return on capital invested. Effectively, the higher 
returns could be a consequence to well-informed investors reacting to new 
information resulting in a shift of portfolios, where the uninformed investors 
are left at a disadvantage. Easley and O'hara (2004) suggest that for companies 
the equilibrium the quantity and quality of information is significant as it 
would affect asset prices as the market and investors react to developments, 
which subsequently would have an impact the cost of capital. Furthermore, it is 
argued that the cost of capital influences the operations of a company, which as 
an effect would eventually have a negative reaction on the profitability if costs 
were augmented. It is essential for companies to manage the cost of capital 
effectively to keep cost low and maximise overall profits, which could be an 
attractive feature for investors.  
Easley and O'hara (2004, p. 1554) explain that developing a model to 
assess the characteristics of information affecting the cost of capital for a 
company, is dependent on developing a “multi-asset rational expectations 
equilibrium model”. The structure of the model would comprise of public and 
private information, informed and uninformed investors, where the added 
features of risk-averse investors, positive net supply risky assets, and 
incomplete markets. Subsequently the model would illustrate the equilibrium 
between quantity and quality of information affecting assets prices that 
effectively would yield cross-sectional differences in required returns of 
companies.  
Easley and O'hara (2004) argue that this would establish an approach for 
seasoned companies to positively influence their cost of capital by selecting 
features such as accounting treatments, financial analyst coverage, and market 
microstructure. For companies with limited information availability such as 
initial public offerings (IPO) would typically have a higher cost of capital, 
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however Easley and O'hara (2004) suggest that greater information availability 
is an advantages, irrespective of it being private or public as it would minimise 
uncertainty. The study finds that the distribution of private information affects 
the return investors demand to maintain equilibrium, which would have an 
adverse effect for companies with market shares that typically has a greater 
degree of private information compare to public disclosures would 
consequently be subjected to higher cost of equity capital to compensate 
investors for the uncertainty.  
Easley and O'hara (2004) conclude that the development of the asset-
pricing model provides sufficient association between the information 
structures relative to the cost of capital for a company, and have illustrated that 
in the context of private information investors would demand greater returns 
not to diversify. Consequently, for the uninformed investors maintaining share 
with the higher return could be perceived as a risk factor as informed investors 
would react to the new information and shift the weights of their portfolio to 
reflect the new conditions. Thus, Easley and O'hara (2004) explain that private 
information would induce a form of systematic risk, and in the context of 
equilibrium of quantity and quality of information investors would want 
compensation for accepting the risk of not being informed. 
The work by Lambert, Leuz, and Verrecchia (2007) defines the cost of 
capital as the expected share return of a company and examines the influence of 
accounting information has on establishing the cost of capital of a company in 
the context of diversification by developing a model that is consistent with the 
Capital Asset Pricing Model (CAPM), which explicitly accommodates for 
multiple securities with correlated cash flows. Lambert et al. (2007) suggest that 
the association between accounting information and the cost of capital is a 
fundamental aspect in accounting. Furthermore, it is argued that in economies 
with multiple securities there is a lack of clarity that reflects the degree of 
influence on accounting information or company disclosures reduce non-
diversifiable risk. 
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Lambert et al. (2007) explain that the modelling if based on a multi-
security economy in line with CAPM, which effectively recasts CAPM 
expressed in terms of returns into comprehensible formulations that are 
expressed in terms of the expected values and covariances of future cash flows. 
The model demonstrates that a key determinant of the cost of capital is the ratio 
of expected future cash flow to the covariance of a company’s cash flow with 
the sum of all cash flows in the market. Subsequently, the model is augmented 
with an information structure introducing noisy information about the future 
cash flows proxies for accounting information and disclosure policies. 
The findings by Lambert et al. (2007, p. 410) suggests that the quality of 
accounting information has an impact on the cost of capital, “ both directly by 
affecting market participants’ perceptions about the distribution of future cash 
flows, and indirectly by affecting real decisions that alter the distribution of 
future cash flows”. Thus, concluding that the results of the model have 
demonstrated a relationship between the qualities of disclosures and 
accounting policies of a company to the cost of capital. Hence, Lambert et al. 
(2007) reason that the occurrence of the indirect effect is related to the quality of 
disclosure that influences the real decisions by a company, which consequently 
changes the ratio of expected future cash to the covariance of these cash flows 
with the sum of all cash flows. Lambert et al. (2007) argue that the ratio is a key 
determinant of the cost of capital suggesting that the influence of the indirect 
effect could therefore be positive or negative. Furthermore, the findings showed 
that an increase in information quality resulted in a decline in the cost of capital. 
4.5 Assessment of Risk in the Context of Beta 
4.5.1 Theoretical Basis of the Beta Coefficient 
The variable risk is an independent variable being examined in this 
thesis as one of the key components that formulates the development of the 
computation process in the financial model, and the proxy variables compiled 
could basically all be considered as proxies for risk. Effectively, the scaled value 
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drivers that the financial model is pivoted around are a function of risk, and it is 
essential to understand the market interpretation and application of risk, 
especially defining proxy variables that can be applied in the financial model.  
Generically risk has been conceptually defined as “the degree of 
uncertainty as to the realisation of expected future return” (Pratt & Niculita, 
2008, p. 185), and in the context of capital market theory risk is assessed in two 
components, systematic risk and unsystematic risk. Hence, systematic risk is 
viewed in the context of a relevant instrument as the degree to which the 
fluctuations in value of a financial instrument is being associated with the 
overall fluctuations in the value of the market. This is in contrast to 
unsystematic risk, which is risk gauged to an explicit instrument that would not 
be correlated to the market more generally. Furthermore, in terms of the stock 
market, systematic risk is typically represented by the beta coefficients, whereas 
in the bond markets systematic risk would be measured by durations. 
The fundamental assumption of the Capital Asset Pricing Model 
(CAPM) is that the risk premium portion of the expected return on a security is 
a function of that security’s systematic risk, where the capital market theory 
assumes that investors hold or have the ability to hold common stocks in large, 
well-diversified portfolios. Consequently, the unsystematic risk associated with 
a particular share of a company would be disregarded due to the diversification 
of the portfolio, which effectively suggests that the only appropriate risk that is 
relevant to capital asset pricing theory is systematic risk measured in terms of 
the coefficient beta. 
The beta coefficient is generally known as the measure of relative 
volatility of a share, where the beta is the covariance of a share relative to the 
market. Hence, the industry benchmark is based in the USA on S&P index with 
a beta coefficient of 1, and shares with a higher beta coefficient would be 
considered to be more volatile than the market. Consequently, shares with a 
beta coefficient that is lower than 1 are viewed to be less volatile than the 
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market, and are generally expected to fluctuate less than the market. Thus, the 
beta coefficient is a proxy for risk as it is a measure of company risk in the 
context of the market, and various empirical studies have analysed and 
explained the application of beta. Hence, following empirical studies define the 
beta coefficient by illustrating the process of determining the coefficient by 
different methods. 
4.5.2 Empirical Studies and Applications of the Beta Coefficient  
The work by Blume (1971) examines the statistical characteristics of risk 
measure of the beta coefficient in the market model, which represents the non-
diversifiable risk.  Effectively, Blume (1971) suggests that the beta coefficient in 
the market model could be the viewed as a measure of risk, which would be 
justified by mainly the portfolio approach as well as the equilibrium approach. 
The portfolio approach provides a greater explanation for the beta coefficient as 
a risk measure in the context of the market. The structure of the portfolio 
approach assumes that the underlying risk would be evaluated as a whole from 
the perspective of a portfolio instead of considering the risk of the assets 
individually. Blume (1971) explains that in an example of considering two 
assets in a portfolio that are individually risky, where one assets has a high 
return while the other assets has a low return the combined effect of the two 
assets in a portfolio would yield a stable return. Hence, the portfolio effect of 
amalgamating the assets would effectively combine the risk associated, which 
could generate a risk-free portfolio compared to the individual assets having a 
risk with uncertain returns. Blume (1971) argues that the equilibrium approach 
provides less robust justification for the beta coefficient as a risk measure 
compared to the portfolio approach. However, the equilibrium approach relates 
the risk premium for individual shares, where the risk premium for an 
individual share is proportional to the risk premium of the market. 
Consequently, Blume (1971, p. 3) suggests that “the constant of proportionality 
β can therefore be interpreted as a measure of risk for individual securities”. 
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Blume (1971) argues that the risk measure computed in the regression 
analysis that are based on historical data could be interpreted as a valuation of 
future risk, whereas the risk measures derived from current data would be 
realised risk furthermore, it is suggested that the correlation coefficients could 
be viewed a measure of accuracy in a valuation by simple extrapolations of 
historical data. Hence, the results from the regression analysis measured by the 
correlation coefficients that entailed generalised valuations of future risk for 
larger portfolios yielded significantly accurate results, compared to the 
assessment of future risk for individual shares and smaller portfolios were less 
efficient in forecasting future values. Blume (1971) explains that the estimated 
values of the risk coefficients for a period are biased assessments of future 
values, and that the findings showed that the values of the risk coefficients as 
measured by the estimates of the beta coefficient displayed a tendency to 
regress towards the means observed mainly in the lower risk portfolios. A 
method of correction suggested by Blume (1971), would be to regress the 
estimated values of the beta coefficient in one period on the values estimated in 
a previous period and use this estimated relationship to modify the valuation of 
future values. 
Furthermore, the findings from the analysis concluded that for 
individual shares as well as for portfolios, the valuations adjusted for the 
historical rate of regression were more accurate compared to the unadjusted 
assessments. Therefore, Blume (1971) argues that the accuracy of risk 
assessment could be enhanced by adjusting for the historical rate of regression. 
The main conclusion of the study by Blume (1971) suggests that there appears 
to be a tendency for the estimated values of the risk measures to regress toward 
the mean over time, and that the correction measures applied for the regression 
tendency yielded more accurate valuations of future values of risk. 
Blume (1971) subsequently presented another study assessing the beta 
coefficient. Blume and Husic (1973) explores share prices, betas, and stock 
exchange listings in order to show the usefulness in formulating specific return 
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generating functions for common shares. The study collected data of common 
shares and warrants listed on the American Stock Exchange (AMEX) obtaining 
indices on a monthly basis at different levels of price, where the indices 
illustrated the expected characteristics that lower priced indices were more 
volatile compared to higher priced indices.  
Blume and Husic (1973) explains that in order to effectively determine 
the measuring of the beta coefficient by price, the correlation between price and 
historical estimated betas had to be computed for the companies listed from 
1964 to 1968. Furthermore, additional analysis would examine the relationships 
of price, beta coefficient, and subsequent returns for the individual shares 
classified into 24 portfolios according to the 1968 year-end price and the 
respective historical estimated beta coefficients. However, portfolios comprising 
of high betas would intuitively be more likely to contain shares with positive 
measurement errors in betas, signifying that the estimated betas would be 
expected to overstate the true average of the portfolio. The results from the 
analysis suggest that the two stage regression analysis employed detected 
changes in the betas. 
Blume and Husic (1973) based on the regression analysis results argues 
that price per share relative to future returns could be interpreted as an 
indicator of changes in the levels of risk associated with individual shares 
effectively, concluding that price was a statically significant in explaining future 
returns and betas. Furthermore, the findings showed in the context of exchange 
listings that at comparable risk levels the returns of shares listed on the 
American Stock Exchange could significantly vary from the New York Stock 
Exchange.  
In an alternative study on the beta coefficient, the study by Bildersee 
(1975) reviews the association between betas for common and nonconvertible 
preferred shares and several traditional accounting measures of risk which 
measure various aspects of the asset and capital structure of a company. In 
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addition, alternative approaches to measuring risk are considered in the 
analysis of accounting data that are essential to corporate events and decisions, 
which summarises information that is basic to the measurement of total risk 
associated with a company. Bildersee (1975) argues that such an approach 
would highlight that there should be an association between accounting data 
and beta, particularly as accounting data attempts to measure total risk that 
effectively would incorporate both systematic and unsystematic risks, which 
would probably be an imperfect association. However, it should be possible 
that alternate data could provide additional or enhanced measurement of 
systematic risks with or without accounting data, which could possibly be 
derived from non-market data. Effectively, accounting data are viewed as an 
essential summary of information about risk representing the assets of a 
company and consequently the effectiveness of the management. Thus, an 
alternative source of information would include a more applicable analysis of 
specific major corporate decisions and the results of such decisions.  
Bildersee (1975) examines the use of different variables that are premised 
on corporate decisions, which are relative to future expectations and economic 
projections adding a forecasting aspect to the analysis. Thus, suggesting that an 
association between beta coefficient and dummy variables exists, which 
summarises a set of decisions by management. Furthermore, accounting 
variables and the approach to measurement of risk would examine various 
characteristics of the status quo of a company relative to the environment it 
operates within., highlighting that different sets of variables would discover 
different correlations with the beta coefficient as well as complement each other 
resulting in the assumption that the various sets of variables would collectively 
yield a greater correlation between non-market data and the beta coefficient. 
Hence, in the context of the study by Bildersee (1975), it is assumed that the 
correlation for the various class of accounting ratios to be significant, and using 
market values for preferred shares, bonds and common equity pending data 
availability, where common equity is applied as a proxy for company size. 
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Furthermore, a variety of proxy measures of profitability, leverage, liquidity, 
and sales are analysed in conjunction with 3 additional variables that are 
generated from the proxy measures. The first of the additional variables is the 
company growth rate, which is represented by the geometric average of the 
annual growth of the assets; second variable, is the standard deviation of the 
earnings-to-price ratio denoted as a measure of variability; third variable, is 
computed accounting beta. Another set of variables, decision variables, are 
studied as they are premised on specific outcomes that are related to series of 
corporate events, and dummy variables are utilised to associate each chosen 
event with the securities of each company.  
Bildersee (1975) finds that the accounting variables, which includes 
growth, variability, and accounting beta variables when excluding the industry 
variables provide a greater association with the beta coefficient compared to the 
decision variables, whereas when the industry variables are incorporated the 
situation appears to be reversed. Thus, the main conclusion suggests that 
expanding the set of management decision variables in combination with 
accounting and growth variables would yield more significant association the 
beta coefficients for individual shares as well as for portfolios. Effectively, this 
would enhance the ability to estimate the beta coefficient from fundamental 
economic data. 
The study by Elton, Gruber, and Urich (1978) presents an assessment of 
different techniques used to determine the betas, examining the forecasting 
abilities and provides a comparative analysis of the results. Elton et al. (1978) 
explains that the motivation for the study was primarily driven by two factors; 
first developing simplified criteria for optimal portfolio selection; and second 
enhancing the basic techniques in estimating betas using basic modelling. 
Effectively, Elton et al. (1978) consider six specific models that are used in 
estimating future correlation coefficients, which are categorised into three 
model types: full historical model, single index models, and constant correlation 
model. 
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The full historical model, denoted as Full Historical, was defined as the 
simplest approach as it estimates future correlation coefficients utilising 
historical data, based on the assumption that past values of the coefficients are 
the most appropriate estimates of the respective future values where 
individually calculating the pairwise correlation coefficient over a historical 
period would be used as estimates of future value. Elton et al. (1978) explain 
that the single index models are the commonly applied in estimating the 
correlation coefficient, where four variants are selected for testing: unadjusted 
Betas, Vasicek adjustment to Betas, Blume’s Beta adjustment, and the industry 
standard Beta being 1 for all shares. The constant correlation model is perceived 
to be an alternate to the single index models, which assumes that historical data 
specifically comprises of information relevant to the mean correlation 
coefficients and that observed pair-wise differences from the average are 
random or unstable. Effectively, Elton et al. (1978, p. 1377) describe the constant 
correlation model to be defined as “the most aggregate averaging possible is to 
set every correlation coefficient equal to the average of all the correlations 
coefficient”, which was denoted as the Overall Mean. 
The comparative analysis of the different beta models are assessed based 
on their ability to forecast the correlation matrix of the share returns, the 
forecasting accuracy is determined over two 5-year non-overlapping periods 
where each period comprises of 100 companies. Additional analysis examined 
the combined the two periods and companies for further testing. The findings 
by Elton et al. (1978) concluded that the Overall Mean was the appropriate 
method forecasting future correlation coefficients compared to the other Beta 
time series techniques. 
Bowman (1979) provides a theoretical basis for empirical research into 
the relationship between systematic risk and financial accounting variables, 
building on the assumptions and relationships of the capital asset pricing 
model. However, in the context of the systematic risk being defined as the beta 
coefficient and given the assumptions of the research, it is argued that there is a 
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theoretical relationship between the systematic risk of a company and its 
leverage and accounting beta whereas the findings highlight that the systematic 
risk is not theoretically related to the earnings variability, dividends, size or 
growth of a company. Effectively, Bowman (1979) further develops a 
relationship between systematic risk and leverage by drawing on the earlier 
works by Hamada (1969, 1972) and Lev (1974) to provide a theoretical 
foundation for empirical research examining the relationship between 
systematic risk and financial accounting variables. The works by Hamada (1969, 
1972) examined the relationship between portfolio analysis and corporate 
finance, showing that the systematic risk of the common share of company 
should be positively correlated with the leverage of the company. The analytical 
approach used in the works by Hamada (1969, 1972) was further applied by Lev 
(1974) to show that the operating leverage of a company is a variable that 
would influence systematic risk. The following five assumptions set forth are 
based on the capital asset pricing model, hence: 
1. “All investors are single-period, risk-averse maximizers of the expected utility 
of terminal wealth. 
2. They find it possible to make their optimal portfolio decisions solely on the 
basis of the mean and standard deviation of the probability distributions of 
terminal wealth associated with the various portfolios. 
3. They all have the same decision horizon, and over this period the mean and 
standard deviation of the probability distributions exist. 
4. They have homogeneous expectations regarding the mean and standard 
deviation of the probability distributions exist. 
5. They are perfect capital markets” (Bowman, 1979, p. 618) 
However, in order to develop the theoretical relationship between the 
beta coefficient and leverage denoted as the debt-to-equity ratio, it is 
additionally assumed that companies are able to borrow and lend at the same 
risk-free interest rate as the individual investors. The variable accounting beta 
was defined as the co-variability of accounting earnings of a company with the 
accounting earnings of the market portfolio. Subsequently, Bowman (1979) 
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argues that the market based beta coefficient is directly related to the 
accounting beta, as the terms that are added are non-stochastic when debt 
becomes part of the capital structure. In the context of analysing earnings 
variability it was concluded that the variability of earnings would not have a 
direct relationship with the market risk, as the essential relationship between 
earnings and the market beta is their co-variability.  
Effectively, the empirical research has portrayed earnings variability to 
be superior to an accounting beta, Bowman (1979) explains that in a model 
using accounting variables to estimate market risk earnings variability would 
be the most significant variables while the accounting beta would be 
statistically insignificant. However, when analysing the pay-out ratio of a 
company the research has  shown that when pay-out ratio is adjusted for its co-
movement with earnings there would not be a significant correlation  to the 
beta coefficient, which would be consistent with the notion that dividends do 
not directly affect beta but would be informative of future earnings. Another 
variable frequently applied in the testing of the correlation and estimation of 
the beta coefficient is the size of a company. Bowman (1979) suggests that the 
resulting risk exposure from new investment would be a weighted average of 
risk of the individual investments, which highlight that the result would not be 
dependent on the capital structure of a company concluding that there is no 
relationship between size and the systematic risk.  
Furthermore, research examining the correlation between systematic risk 
and financial accounting variables find a positive association between risk and 
growth. Growth can be defined in the context of investing in projects where 
higher expected return would be comparable to increasing size where new 
investment has a higher systematic risk, thus Bowman (1979) argues that as 
there is no theoretical relationship between size and risk the same would be 
applicable to the growth variable. However, growth would be informative of 
potential opportunities for investment in projects yielding excess returns. 
Effectively, Bowman (1979) overall concludes that there is a theoretical 
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relationship between the beta coefficient relative to the leverage and accounting 
beta of a company, while the findings from the empirical research have shown 
that systematic risk is not a function of earnings variability, growth, size or 
dividend. 
Another assessment of risk is shown in the study by Breeden (1979) 
analysing the intertemporal asset pricing model with stochastic consumption 
and investment opportunities in the context of the capital asset pricing model 
(CAPM), where the research is focussed on deriving a single-beta asset pricing 
model in a multi-good, continuous-time model with uncertain consumption-
goods prices and uncertain investment opportunities.  The research by Breeden 
(1979) applies the intertemporal extension of the CAPM instigated by Merton 
(1973) in a continuous-time model. Basically the intertemporal CAPM with 
stochastic investment opportunities by Merton (1973) can be interpreted as 
suggesting that the expected excess return on any asset is given by an 
amalgamated beta coefficient version of the CAPM based on several beta 
coefficients being equal to one plus the number of formal variables required to 
formulate the relevant characteristics of investment opportunity. Hence, the 
concept of the multi-beta pricing equation presented in Merton (1973) has been 
reconfigured by Breeden (1979) into a single-beta equation, where the 
immediate expected excess return on any security is relative to its beta 
coefficient in terms of aggregate consumption.  
Furthermore, it is argued that the results would further encompass a 
multi-good environment where the beta of an asset is measured relative to the 
aggregate real consumption. Thus, the model developed by Breeden (1979) 
entails a single beta relative to a particular variable instead of numerous betas 
derived from unspecified variables, highlights the effectiveness of the model 
application based on certain static assumptions on the joint distribution of rates 
of return and aggregate consumption. Breeden (1979) concludes that an 
intertemporal capital asset pricing model has  been composed in an economic 
setting that allows both stochastic consumption-goods prices and stochastic 
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portfolio opportunities, which is a simpler format of the continuous-time model 
by Merton (1973) has been achieved and that the applications of aggregate 
consumption in empirical test have yielded more significant results than using 
market portfolios.  
Fabozzi and Francis (1979) examine the stability of systematic risk for 
mutual funds in the context of the beta coefficient in both bear and bull market 
conditions, which considers the relevancy of evaluating the market-timing and 
security selection ability of fund managers. Hence, the assumption is that the 
beta coefficient differs with market conditions and consequently using the beta 
coefficient that has been estimated from an entire period could yield different 
outcomes that would reflect the skills of fund managers in different market 
conditions, for example, “suppose that a fund manager correctly adjusts the 
fund’s beta in anticipation of a bull market [however] the beta for the bull 
period would be greater than the beta estimated from using both bull and bear 
market period” (Fabozzi & Francis, 1979, p. 1243). Hence, the analysis would 
test whether the beta coefficients for 85 open-end investment companies 
(mutual funds) differ in bull and bear market periods. 
Fabozzi and Francis (1979) findings show that mutual fund managers 
would abstain from shifting the beta coefficient of their fund to make use of 
market movements. Thus, the findings suggest three main reasons that would 
explain the observation illustrating the reluctance of fund managers to increase 
the beta coefficient of the fund in-line with market conditions reflecting 
fluctuating bear and bull periods. First, the study reports that a significant 
number of shares listed on the New York Exchange have random beta 
coefficient, which for example “an adept portfolio manager might buy an asset 
which had a historical beta of, say, 1.3 and be disappointed in its performance 
in a bull market because its beta dropped to, say, .7 because of random 
coefficient changes” (Fabozzi & Francis, 1979, p. 1249). Thus, concurring with 
the findings by Blume (1971), Fabozzi and Francis (1979) concludes that beta 
coefficients are inclined to regress towards the mean beta. The second reason 
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simply ascertains that fund managers are unable to foresee changes in the 
conditions of the markets. Third, fund managers are able to appropriately 
anticipate the market movement, however the cost of changing the target beta 
of the fund would not be justifiable give the expected value of the gain from the 
revising the beta of the portfolio. 
Figlewski (1984) presents a study investigating hedging performances 
and basis risk in futures indices, where the context of the research in premised 
on the early trading of futures contracts in 1982 at three different exchanges 
focussing on share indices. Hence, this study would provide a different 
perspective of understanding the broad aspects of market risk of listed 
companies from various interpretations. The introduction of futures indices 
were considered to be successful, which rapidly led to a surge of new future 
and options markets linked to different indices. Figlewski (1984) suggests that 
the success was primarily due to the index futures being perceived to be an 
extension of the range of investment and risk management instruments 
available to portfolios of investors by offering better performing opportunities 
in market and non-market components of risk and return. 
The general view is that basis risk can originate from a variety of sources 
and present a greater concern for share index contracts relative to other 
financial future such as gilts or bonds. However, the usual cause of basis risk is 
considered to be the non-market components of return on the cash position, and 
return to an index portfolio would include dividends while index futures 
would only track the capital value of the portfolio. Thus, potential risk 
association with dividends on the portfolio would be considered as basis risk in 
a hedged position. The study by Figlewski (1984) effectively examines the basis 
as well as the origins of the basis risk using the S&P 500 index, and basically 
considers shares, individually or grouped in a portfolio, would all be prone to 
market risk. The study essentially focusses on researching in theoretical terms 
how a single futures contract premised on a broad market index can be utilised 
111 
in order to hedge market risk with respect to price fluctuation, thus 
highlighting the returns and risk on actual hedged portfolios. 
The findings by Figlewski (1984) resulting from the comparative analysis 
of hedging performance comprising of different cash portfolios was that 
unsystematic risk was a significant aspect, and that risk reduction for 
diversified portfolios of small shares was limited. Thus, suggesting that valid 
hedging strategies entailing individual shares or small portfolios would be 
difficult to detail, particularly for short hedging durations. Hence, an effective 
approach to hedging would be attainable with particular instruments using for 
example an industry group index option or future. However, Figlewski (1984, 
p. 668) observed that “risk minimizing hedge ratio was in all cases smaller than 
the beta of the portfolio being hedged, contrary to what has been suggested 
elsewhere”. Furthermore, the outcome showed that dividend risk was not a key 
variable, whereas hedging duration and time to expiration of a futures contract 
were of greater significance. More specifically the results showed that short-
term one-day hedging was subject to significantly more basis risk relative to 
one-week hedging, while time to expiration became essential for futures 
contracts that had more than two months to maturity. Thus, Figlewski (1984) 
concludes that loss of hedging effectiveness at that horizon would imply that 
potential value could be  derived from having more frequent expiration dates 
than the periodical three months. However, overall the findings suggest that the 
share index futures market to be fairly efficient.  
Additional studies have examined risk and returns in the context of 
consumption beta relative to market beta using the capital asset pricing model 
(CAPM). Mankiw and Shapiro (1987) assess two formulations of CAPM, 
namely traditional CAPM and consumption CAPM. The traditional CAPM is 
premised on the risk measure of an asset as being the covariance of the 
respective return with the market return, while the consumption CAPM 
stipulates that a more appropriate measure of risk would be the covariance with 
aggregate consumption growth. The study examines a cross-section of 464 
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shares, and concludes that the average return would appear to be more closely 
related to the beta measured with respect to a stock market index compared to 
the beta measure in terms of consumption growth. 
Effectively, the traditional CAPM is perceived to be a static model of 
portfolio allocation under uncertainty and risk aversion, which subsequently 
relates to the return on asset and its respective systematic risk measure the beta 
coefficient. Hence, the systematic risk measure of an asset would be the 
covariance with consumption growth. Mankiw and Shapiro (1987) normalise 
the consumption beta in their analysis in order for the consumption beta for the 
stock market to be one, and effectively amalgamate the traditional and 
consumption CAPM into one equation to regress the return on an asset on its 
market beta and its consumption beta to efficiently determine the more 
informative measure of risk that would be a better explanatory of return. The 
various regression results highlighted less support for the consumption CAPM, 
as the coefficient on the market beta generally appeared to be larger and more 
significant than the coefficient on the consumption beta. However, for several of 
the regression analyses the results yielded a negative coefficient on the 
consumption beta, highlighting that the market rewards systematic risk with 
higher return, which suggests that the more applicable measure of systematic 
risk would appear to be the market beta rather than the consumption beta. 
Hence, the beta of a stock market would encompass greater details on its return 
compared to its consumption beta, as “it seems possible that the consumption 
CAPM holds for the minority of consumers that hold stock and that our stock 
market index is a better proxy for the consumption of this minority than is 
aggregate consumption “ (Mankiw & Shapiro, 1987, p. 458). 
In the context of structuring an estimation of beta-pricing model, the 
research by Shanken (1992) establishes an extension of the work by W. F. 
Sharpe (1964) and Lintner (1965), which suggests that in a state of equilibrium 
the expected return of a financial asset should have a positive linear 
relationship that is associated to the respective beta coefficient, thereby 
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structuring the basis for further studies. Hence, in the context of examining the 
relationship between risk relative to the return of an asset Shanken (1992) 
suggests applying the capital asset pricing model (CAPM) in a two-stages 
approach, where the first stage would entail obtaining the beta coefficients from 
time-series regressions of an asset. The second stage formulates the average 
returns individually for the assets; and subsequently the expected return on a 
zero–beta portfolio and the market risk premium are computed from a cross-
sectional regression.  
Shanken (1992) explains that this approach was adopted by Lintner 
(1965),  which incorporates a quantifiable measure of residual risk in the cross-
sectional regression that would effectively test the notion that the exclusive risk 
to consider is systematic risk, where the implication in the context of returns on 
financial instruments are cross-sectionally correlated and heteroskedastic. 
However, the study by Fama and MacBeth (1973) presents an alternate 
approach for assessing the accuracy of cross-sectional regression estimates, 
where a cross-sectional regression of returns on beta estimates was analysed on 
a monthly basis. It is assumed that the time-series technique is an enhancement 
compared to the traditional Ordinary Least Square approach, as emphasised by 
the variance of the monthly periodical estimates of the returns with a non-scalar 
covariance structure.  
However, the main caveat is that the independent variable in the cross-
sectional regression are measured with error, thus the estimator from the 
second stage would be prone to an error-in-variables problem making results of 
small samples potentially biased. Consequently, as the time-series sample size 
increases it is suggested that in terms of the measurement error in the beta 
coefficient over the whole period would decline as a result, thus highlighting 
the advantages of large data samples. Effectively, the work by Shanken (1992), 
which can be seen as an extensions of the work by Fama and MacBeth (1973); 
Lintner (1965) and W. F. Sharpe (1964), in developing an integrated econometric 
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understanding in the context of maximum-likelihood methods using a two-
stage approach in establishing beta-pricing model.  
In further exploring the concept of a conditional relation between beta 
and return, Pettengill, Sundaram, and Mathur (1995) present a study that finds 
a consistent and significant relationship between beta and cross-sectional 
portfolio returns. The analysis is an extension of the Sharpe-Lintner-Black 
model, which is based on acknowledging the positive relationship between 
returns and estimated beta coefficient, however uses expected rather than 
realised returns as usually applied. Furthermore, Pettengill et al. (1995) allows 
for the inclusion of excess market returns that are negative by applying an 
inverse relationship between the systematic risk measure beta and portfolio 
returns. Thus, the resulting adjustment for the potentials of negative excess 
market returns yielded a consistent and significant relationship between beta 
and returns for the entire sample. 
Pettengill et al. (1995) argues that prior research examining the 
relationship between systematic risk of beta and returns have typically 
generated inconsistent and incomparable results as the outcomes were 
subjective due to the conditional relation between beta and realised returns. 
Hence, it is common to assume that there is a continuously positive relation 
between beta coefficients and expected returns; however such a premise would 
be conditional on other studies using realised market excess returns for testing. 
Thus, the approach established by Pettengill et al. (1995, p. "115), specifies a 
positive association between the beta coefficient and returns during bull 
markets and negative correlation throughout bear markets, effectively 
concluding: 
I. “A systematic relation exists between beta and returns for the total sample 
period and is consistent across subperiods and across months in a year, and 
II. A positive tradeoff between beta and average portfolio returns is observed.” 
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Alternatively, measuring systematic risk using an implicit beta was 
analysed by Siegel (1995), who considers the concept of systematic risk to be 
essential to the theory as well as the application of measuring beta coefficients 
being based on regression analysis using historical data. Siegel (1995) examines 
the concept of implicit volatility as an extension of the work by Latane and 
Rendleman (1976) who observed that the Black and Scholes (1973) call option 
price highlights the volatility of the underlying asset as the premise is framed 
on current market price of the option rather than a series of past observations. 
Hence, the implicit volatility partly explains issues related to historical volatility 
by illustrating a current volatility measure that would exclude large statistical 
error related to the estimation of a standard deviation from the data sample. 
It is suggested by Siegel (1995) that for estimating the beta coefficient of a 
company share could be derived by using the implicit beta shown by the price 
of an option to trade the shares of an asset in exchange for shares of a market 
index. Hence, the approach to apply an exchange option appears to be more 
significant compared to using the ratio of share prices to market index being 
more volatile, which takes place in turn whenever the correlation and hence the 
beta coefficient is smaller. 
Siegel (1995, p. 128) explains that there are two significant aspects of 
concern, which firstly relates to “the assumptions of the Black-Scholes model 
are not perfectly satisfied in the real world (e.g., due to non-lognormal 
distributions, as well as time-varying interest rates, volatilities and betas), 
implicit beta will not perfectly reflect the market; [secondly], since no true 
market index (in the sense of including all assets in proportion to market value) 
is traded, implicit betas cannot exactly match those of the Capital Asset Pricing 
Model”. As an alternative, estimates would be available by using a proxy such 
as the S&P 100 index as a substitution for the real market portfolio, where the 
consequential implicit beta would highlight the expectation of the market of 
this average beta over the duration of the option. However, Siegel (1995) 
concludes that the application of implicit volatility has been informative, and 
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while the formulation of implicit betas have imperfections could present timely 
and improved estimates of systematic risk. 
Assessing volatility in share prices, the work by Dennis and Mayhew 
(2002) explore the comparative significance of different factors explaining the 
volatility skew observed in the share prices of options traded on the Chicago 
Board Options Exchange. Hence, the skewness of the risk-neutral density 
inferred by individual share option prices are typically more inclined to be 
negative for shares that have larger betas, signifying that market risk is essential 
in pricing individual share options. However, the study by Dennis and 
Mayhew (2002) tests several variables such as leverage, size, beta, trading value, 
and put/call value ratio in order to explain cross-sectional variations in risk-
neutral skew. 
The applications of the implied volatility of individual share options are 
used to measure the volatility of a share return and to compare the skewness 
results to other studies with similar analysis of implied volatility, and analysing 
the tendency of the skewness for companies with more market risk as measured 
in the context of the beta coefficient. Furthermore, Dennis and Mayhew (2002) 
explain that volatility is perceived to be positively correlated to the beta of a 
company, as well as the positive correlation between size and volume. 
However, the correlations are prone to potential multicollinearity issues in 
regression analysis.  
There are different essential aspects to consider in terms of elements that 
would influence the risk-neutral skew related to a company, which would be to 
estimate a cross-sectional regressions on a weekly basis as applied by Fama and 
MacBeth (1973) that would effectively yield significant results. The key findings 
by Dennis and Mayhew (2002) shows the implied volatility coefficient to be 
positive and significant signifying that companies with high volatility would 
display less negative skews, and similarly the results for the coefficient on 
leverage was positive and significant. Furthermore, the results for the 
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coefficient on beta were negative and statistically significant denoting that 
higher systematic risk in companies would generate more negatively skewed 
risk-neutral density. Thus, Dennis and Mayhew (2002) conclude that market 
risk can be utilised to describe cross-sectional variation of skews in companies, 
and suggest that individual share options should be priced by using models 
that integrate market risk. However, significantly negative coefficient on size 
would signify that large companies have negative skewness relative to smaller 
companies, which consequently applies the variable size to control for any 
omitted risk factors in line with findings by Fama and French (1992) among 
others. The coefficient on trading volume yielded positive values, which 
effectively was applied as a proxy for liquidity cost on individual shares, 
suggesting that shares with higher volumes produce more positive skews. 
Hence, it is argued that the variable trading volume could be used as a proxy 
for variances in the physical distribution of share returns as high volume shares 
would yield less skewness under the physical measure, which basically leads to 
the risk-neutral measure. Additionally, risk-neutral densities could be 
perceived to be close to symmetric in frictionless markets. However, options are 
usually priced by arbitrage, which suggests that illiquid markets permit option 
prices to be influenced by market circumstances such as investor preferences or 
trading pressure that would weigh the results towards a negative skewness in 
the implied risk-neutral density. 
Furthermore, Dennis and Mayhew (2002) assess alternative market-wide 
factors that could exert an impact on the risk-neutral skewness of a company. 
The arguments consider the condition that the skew of a company is subjected 
to systematic variables that are correlated to the skew of the market index, and 
in order to manage market-wide factors in the context of the cross-sectional 
regressions Dennis and Mayhew (2002) argue that the data should be 
segregated into quartiles before running the cross-sectional analysis and use the 
implied volatility of an at-the-money S&P 500 index option to measure market 
volatility. The outcome suggest that a monotonic relationship exist between the 
118 
volatility of the index and the mean share skew, where the skew of shares 
becomes more negative as the index volatility increase for the three lowest 
quartiles. Additionally, the sign and significance of the estimated coefficient in 
the context of company-specific variables for the four quartiles are identical, 
except for the estimated coefficient on the ratio of put-to-call volume as it only 
appeared to be significant in one of the four quartiles. 
Dennis and Mayhew (2002) acknowledge the fact that a potential issue of 
multicollinearity could exist, as it is usually for data sample with variables of 
implied volatility of at-the-money options, size and trading volume. Thus, in 
order to effectively assess the impact of multicollinearity, the model was tested 
again under different conditions where the variables size and volume being 
omitted in separate scenarios. The results were unaffected except for when size 
was omitted the coefficients on trading volume turn out to be negative and 
significant, thus trading volume would become a proxy for size. 
The main conclusions presented by Dennis and Mayhew (2002), suggest 
that market risk would appear to be of significance in pricing individual share 
options. Whereas, risk-neutral density implied by option prices are inclined to 
be more negatively skewed for shares with higher betas in periods of higher 
market volatility, and in periods when the implied density from index options 
are more negatively skewed. Therefore, based on the premise that market risk is 
essential it would suggest that individual share options values should be 
determined by more arbitrage arguments, and highlights the significance of 
theoretical work on equilibrium option pricing models. 
The seminal work by Campbell and Vuolteenaho (2003) explains the size 
and value anomalies observed in share returns by applying an economically 
motivated two-beta model. Campbell and Vuolteenaho (2003) suggest splitting 
the Capital Asset Pricing Model (CAPM) Beta of a share with the market 
portfolio into two modules, where one module would reflect the news relevant 
to future cash flows of the market while the other would reflect news relating to 
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the discount rates of the market. Thus, Campbell and Vuolteenaho (2003) argue 
that identifying the difference between the two modules relevant to the returns 
on the market portfolio would effectively remove the incentive to inflate value, 
small, and low beta shares. For example, in the context of the market portfolio 
value could diminish as a result of negative announcements relative to future 
cash flows that would affect investor reactions to the news, and equally value 
could decline due to an increase in the discount rate or cost of capital applied 
by investors to future cash flows. Hence, Campbell and Vuolteenaho (2003) 
explains that the former highlights a wealth decrease in line with unchanged 
investment opportunities whereas the latter  signifies a wealth decrease with 
improved future investment opportunities. Therefore, the two modules would 
presents different advantages for diverse types of investors.  
Campbell and Vuolteenaho (2003)  suggests that the cash-flow beta of a 
share would be measured by the respective share’s return covariance with the 
module reflecting news in the context of future cash flows of the market, 
whereas the discount-rate beta of a share would measure the share’s return 
covariance with the module reflecting news in the context of discount rates of 
the market. However, in terms of the intertemporal asset pricing theory 
introduced by Campbell and Vuolteenaho (2003), which is based on the 
assumption of the first-order condition for an agent with a portfolio of tradable 
assets of all wealth and equally the condition would apply to a representative 
agent with the market portfolio of all wealth that would effectively generate 
observable asset-pricing consequently from the first-order condition. As a 
result, Campbell and Vuolteenaho (2003, p. 49) suggests that “the “bad” cash-
flow beta should have a higher price of risk than “good” discount-rate beta [as] 
the ratio of the two risk prices should equal the risk aversion coefficient of a 
representative investor, and the “good” risk price should equal the variance of 
the return on the market”. The main conclusion of the findings show that value 
and small shares have substantially higher cash-flow betas compared to growth 
and large shares, which was explained by the higher average returns. However, 
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Campbell and Vuolteenaho (2003) conclude that the poor performance of the 
CAPM since 1963 has primarily been due to growth shares as well as historical 
high-beta shares having good betas with low risk prices. 
4.6 Empirical Review of Macroeconomic variables 
This thesis focuses on examining key value driver of fully-listed 
companies in the Anglo-Saxon and European stock markets using market 
indices as the data sample for a period of 10 years. Therefore, it is assumed 
based on various empirical studies that macroeconomic factors would 
effectively influence the market and consequently affect company 
fundamentals, as suggested by Ball and Brown (1968, p. 161) “ the variability in 
the level of an average firm’s earnings per share (EPS) could be associated with 
economy-wide effects”. Therefore, macroeconomic variables could have a 
possible effect on the future performance of a company and the markets the 
company operates in, which effectively is the expected growth. Thus, 
macroeconomic variables are considered to be proxy variables for growth, 
especially as different empirical studies have shown that the stock market is 
influenced by macroeconomic factors. Hence, macroeconomic variables would 
constitute an additional set of proxy variables that will be analysed in the 
financial model of this thesis. 
The subject of macroeconomics can be analysed from various 
perspectives in the context of observing influencing variables under different 
market conditions, hence the study by Gray (1976, p. 221) examines “the role of 
wage indexation in dampening macroeconomic fluctuations in a simple 
neoclassical model modified to incorporate short-term wage rigidities and 
uncertainty”. The research shows that while it is assumed that indexing should 
safeguard the real sector from the effects of monetary shocks, there appears to 
be an actual likelihood that it could worsen the real effects of real shocks. 
Subsequently, Gray (1976) argues that an optimal degree of partial indexation 
would be reliant on the principal stochastic structure of an economy, in which 
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case optimal indexing would as a result in general term will not contain the real 
sector from monetary variability.  
The model introduce by Gray (1976) frames the wage rigidities that are 
generated by establishing a constricting outline that requires the setting of a 
normal base wage rate and an indexing parameter prior to obtaining complete 
of datasets on the economic variables relevant to the production decisions. 
However, it is suggested that uncertainty is assumed to be part of the stochastic 
factors in the money supply and production functions that formulates 
respectively monetary and real shocks to the system. Furthermore, due to the 
base nominal wage is fixed, these shocks could potential affect employment as 
well as output fluctuations in the form of costs in real wage rate as price level 
fluctuates and in the marginal product of labour. Hence, the significance of the 
indexing conditions that would originate from its context in defining the 
sensitivity of the real wage rate to price level changes. Effectively, Gray (1976) 
emphasises that the study encompasses an analysis that examines the 
distinction between real and nominal aggregate shocks, and excluded variables 
are relative price and quantity fluctuations by forming a one commodity model. 
Consequently, it is assumed that indexing is essentially intended to provide 
hedging from unanticipated tendencies in the price level; “hence the model 
would abstracts from anticipated changes and trends by postulating stochastic 
disturbances with zero mean” Gray (1976, p. 222). 
The main findings does conclude that the suggestion of an optimally 
indexed economy would effectively not contained the real sector completely 
from the effects of monetary disturbances, which is primarily due to the fact 
that the optimal degree of indexing an economy of particular circumstances 
would be less than one in the scenario that real shocks are part of the stochastic 
structure of the system. Consequently, these findings are premised on the 
argument that a distinction exist between price level fluctuations resulting from 
monetary shocks and those caused by real shocks, and effectively where the 
research infers that government policies are imposing necessary costs on the 
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economy due to increased monetary uncertainty. Thus, Gray (1976) states that 
indexing would at large not entirely counterbalance monetary variability, 
highlighting that indexation would appear to be an insufficient substitute for 
appropriate technical measure on the part of the monetary authority. 
The study by Chen, Roll, and Ross (1986) reviews the economic 
influencing variables relative to the stock market, assessing the potential impact 
of macroeconomic variables being additional risks factors that would yield 
additional returns in the stock market. From the general perspective, it is 
suggested that macroeconomic variables should systematically affect the stock 
market, and Chen et al. (1986) examine several variables such as long and short 
term interest rates, inflation, industrial production, and the spread of different 
grades of bonds. The study focused on exploring the set of economic variables 
for systematic influences on the stock market and possible effects on asset 
pricing. The findings concluded that these variables that effectively were 
considered to be proxies for risk are significantly priced. Hence, several of the 
economic variables were significant in explaining expected share returns, 
specifically in the context of industrial production reflecting changes in risk 
premium and highlighting possible inflationary movements during periods of 
high economic volatility. Chen et al. (1986, p. 402) primarily conclude that share 
returns are prone to systematic economic news suggesting that the market price 
would reflect such exposure, arguing that “they are priced in accordance with 
their exposures, and that the news can be measured as innovations in state 
variables whose identification can be accomplished through simple and 
intuitive financial theory”. 
Examining macroeconomic variables from an alternative perspective, R. 
E. Hall, Blanchard, and Hubbard (1986) argue that market structure and 
macroeconomic fluctuations are significantly related from two perspectives. 
First, it is suggested that macroeconomic fluctuations disclose useful 
information about the market structure, highlighted by time series variation in 
individual industries relative to the aggregate business cycle. Second, market 
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structure exerts an essential influence in the proliferation of macroeconomic 
shocks. Hence, the study by R. E. Hall et al. (1986) reviews approximately fifty 
industries in the context of two-digit standard industrial classification (SIC) 
code level incorporating all sectors within the US economy.  
The findings suggest various implications for several key issues in 
macroeconomics, clarifying the feature of measured productivity differing in a 
cyclical manner while emphasising that economic supply or capacity can be 
highly elastic, which should explain the reason why market elements are less 
inclined to shift the economy to high-employment levels of operations. Thus, 
supporting the argument that operations of product markets in the US economy 
would be consistently correlated to substantial and steady movements in 
aggregate real output; as the general understanding appears to be that 
industries would be aligned in part with the marginal cost schedule of a 
company. 
Essentially, the main conclusion suggests that the analyses are founded 
on the premise that total factor productivity is procyclical, and that excess costs 
are centred predominantly on the explanation that procyclical productivity 
signifies market influence. Effectively, “exogenous productivity shifts, 
positively correlated across industries, are prime moving force in the business 
cycle, [where] productivity growth and output growth are positively correlated 
in each industry” (R. E. Hall et al., 1986, p. 321). Hence, from the perspective 
that cyclical movements in productivity are significant for the procyclical 
behaviour of productivity, then consequently market forces should be of less 
importance. However, R. E. Hall et al. (1986) argues that the observed 
procyclical performance of measured productivity should apparently be a 
resultant of market power, and that market power within various industries 
provide explanation of the vulnerability of total output to a variety of shocks, 
which consider trade changes, unexpected movements in consumption and 
investment, and changes in government policy. 
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 The subject of macroeconomic variables is further explored in the work 
by Schwert (1989), analysing the relation of market share volatility in the 
context of real and nominal macroeconomic volatility, economic activity, 
financial leverage, and share trading activity using monthly data from 1857 to 
1987. In order to assess volatility of share return, the process applied entails 
estimating the monthly standard deviation of share return using the daily 
returns relative to the Standard & Poor (S&P) composite portfolio from January 
1928 through December 1987, and the estimator of the variance of the monthly 
return is expressed as the sum of the squared daily returns after subtracting the 
average daily return in the month. Furthermore, short-term interest rate and 
long-term bond return volatility are perceived to be alike due to inflation and 
monetary policy, and shares and long-term bond return volatility are regarded 
to be similar in terms of real financial and business risk. 
However, Schwert (1989) explains that in an efficient market it is 
assumed that speculative prices are susceptible to future events, and that asset 
return volatility provide additional insight in forecasting later volatility of 
macroeconomic variables. Furthermore, reviewing the association of the 
volatility of asset returns compared to inflation or money growth volatility 
appears to less significant, similarly the macroeconomic measures of nominal 
volatility do not display significant links to the volatility of short- and long-
term bond returns. As a result, common shares illustrate estimates on future 
profits of corporations, and it could be conceivable that the volatility of real 
economic activity is an essential determinant of share return volatility. In the 
context of the present value model, it is suggested that changes occur in the 
volatility of future expected cash flows and discount rates, when changes are 
observed in the volatility of real activity.  
Schwert (1989, p. 1131) states that among the findings of the analysis 
“there is weak evidence that macroeconomic volatility provides incremental 
information about future stock return volatility [and], there is somewhat 
stronger evidence that financial volatility helps to predict macroeconomic 
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volatility”. Thus, in terms of the overall condition of an economy there would 
be a correlation to the volatility of the stock market, which potentially is 
affected by financial leverage as share prices would be the main indicator from 
the perspective of falling shares relative to bond prices for example prior to or 
during a recession. Considering therefore circumstances of increasing leverage 
during a recession would consequently result in the increased volatility of 
leveraged shares, as illustrated by Fama and French (1988) among others that 
the power of dividend yields (D/P), and to some extent earnings yield (E/P), to 
project share returns when measured by regressions increases with the return 
horizon. Furthermore, the main conclusion presented by Fama and French 
(1988, p. 24) argue that “the persistence (high positive autocorrelation)of 
expected returns causes the variance of expected returns, measured by the fitted 
values in the regression of returns on dividend  yields, to grow more than in 
proportion to the return horizon [and], the growth of the variance of the 
regression residuals is attenuated by a discount-rate effect: shocks to expected 
returns are associated with opposite shocks to current prices”. Additionally, 
Keim and Stambaugh (1986) and Fama and French (1989) have further 
demonstrated that the difference between the yields on low compared to high-
grade long-term company debt would add to the projection of share returns. 
Schwert (1989) has mainly focussed on the analyses of a variety of factors 
that are related to the volatility of shares; particularly the hypotheses 
encompassed the associations between share volatility and other variables. The 
analysis presented findings that entailed the volatility of bonds returns, 
inflation rates, money growth, and industrial production growth, and the 
volatility of shares in order to demonstrate the potential for these aggregate 
volatility measures changes collectively through time.  The findings by Schwert 
(1989) concur with the study by Abel (1988) who argues that in various generic 
equilibrium models analysing shares and bond prices essential factors such as 
consumption and production opportunities and preferences that could further 
explain all these parameters. 
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The work by Serven and Solimano (1992) analyse private investment and 
macroeconomic adjustment, arguing that monetary, fiscal, and exchange rate 
policies are essentially structured to adjust unsustainable macroeconomic 
imbalances would inevitably affect private investment. Generally, standard 
macroeconomic variables are aimed at improving the balance of payments 
while reducing inflation by means of controlled fiscal and monetary policies. 
The particulars of controlling monetary and credit policies would for example 
encompass stabilisation mechanisms that would affect investments in different 
ways. Hence, such policies would effectually increase the real cost of bank 
credit, and possibly result in rising interest rates due to an increase in the 
opportunity cost of retained earnings. Consequently, such mechanisms would 
increase the cost of capital that would as a result show a decline in investments. 
Similar to the Serven and Solimano (1992), the illustrated macroeconomic 
effects has been observed in other studies such as De Melo and Tybout (1986), 
Greene and Villanueva (1991), and Solimano (1989) . 
Basically, circumstances related to high fiscal deficits would typically 
raise interest rates while diminishing the availability of credit to the private 
sector, which would effectually dampen private investment. However, the 
inverse scenario could be described in the context of a decrease in the public 
deficit during macroeconomic adjustment that would provide opportunities for 
private investments too (Van Wijnbergen, 1982). 
The study by Garcia and Liu (1999) analyses a data sample from fifteen 
industrial and developing countries from 1980 to 1995 and examines the 
macroeconomic determinants of stock market development, particularly market 
capitalisation, as an extension to the work by Gurley and Shaw (1955, 1960, 
1967); McKinnon (1973) and Shaw (1973), where the study of the relationship 
between financial development and economic growth has been an important 
issue.  
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Garcia and Liu (1999) argue that the most comprehensive division of a 
financial system would entail financial intermediaries (banks, insurance 
companies, and pension funds) and markets (bond and stock markets), where a 
significant aspect of an economy’s savings are effectively inclined towards 
productive investments through financial intermediaries and markets. Hence, 
the rate of capital accumulation becomes an essential determinant of long-term 
growth emphasising that an efficient financial system is necessary for any 
economy. Theoretical explanations define and illustrate the mechanics of stock 
market developments that could enhance long-term economic growth, 
supported by findings in empirical studies such as Demirgüç-Kunt and Levine 
(1996); Singh (1997), and Levine and Zervos (1998) that effectively suggest that 
stock market development is a significant influential element in the forecasting 
future economic growth.  
It has been generally acknowledged that a well-functioning financial 
system drive economic growth and part of any the financial system would be its 
respective stock markets that would exert influence on economic growth. 
Hence, the work by Garcia and Liu (1999) as stated, present an analyses of the 
macroeconomic determinants of stock market development in order to 
demonstrate that the stock market development is a multi-dimensional concept, 
which could be measured by stock market size, liquidity, volatility, 
concentration, integration with world capital markets, as well as regulation and 
supervision of the market. Effectively, the application of market capitalisation 
as a measure for stock market development as it is perceived to be a suitable 
proxy for such general development due to the characteristic of being less 
arbitrary than other individual measures and indices of stock market 
development. Furthermore, Garcia and Liu (1999) clarifies that the main reason 
for an efficient financial system to be of significance to an economy would be 
due to established access to substantial reliable information and transactions 
costs. Hence, the issue of asymmetric information in a financial system would  
have an adverse effect that imposes inefficiencies and barriers within an 
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economy. Thus, financial intermediation would generally increase capital 
productivity and partake in stimulating economic growth in an efficient 
financial system due to resulting increases of financial savings, which would 
improve allocations across investments. 
Garcia and Liu (1999) conclude that financial intermediaries and markets 
mainly affect economic growth in the context by increasing savings rates, 
because by providing savers with a higher yields would consequently stimulate 
savings. Similarly, McKinnon (1973) and Shaw (1973) emphasise the influence 
exerted by financial liberalisation through increased savings that would 
generate investment, as financial intermediaries and markets development 
would inevitably improve productivity of capital as well as the saving rate that 
would result yield investments and growth. Furthermore,  Gurley and Shaw 
(1955, 1960, 1967) stress the importance of financial intermediation in 
channelling savings to investment, which effectively suggest that financial 
intermediaries and markets carry out the essential economic tasks of increasing 
the funnelling of funds from lenders to borrowers as a consequence to fiscal and 
monetary policies. Moreover, Garcia and Liu (1999, p. 32) consider the 
mechanisms of better resource allocations by the financial sector from the 
perspective that: 
“(1) fund pooling, that is, making large investment projects 
possible and lending cheaper; (2) risk diversification, that is, reducing 
productivity and default risks by holding diversified portfolios; (3) 
liquidity management, that is providing liquidity to investment projects; 
(4) screening, that is, gathering and evaluating information on projects to 
channel funds to the most profitable ones; (5) monitoring, that is, 
disciplining borrowers’ performance to make sure they fulfil their 
commitments.” 
Thus, concluding that financial variables do exert significant and 
substantial influence on economic growth. 
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In other studies, for example the work by Atje and Jovanovic (1993) the 
hypothesis being tested considers the stock markets to have a positive 
impression on growth performance. Hence, they conclude significant findings 
that illustrate correlations between economic growths relative to the value of 
stock market trading divided by GDP using 40 countries from 1980 to 1988. 
Likewise, Levine and Zervos (1996, 1998) and Singh (1997) demonstrate that 
stock market development has a significant and positive relationship with long-
run economic growth. Whereas, Levine and Zervos (1998), using cross-country 
data for 47 countries from 1976-93, determine that stock market liquidity to be 
significant and positively correlated to current and future rates of economic 
growth; as well as conclude that measures of both stock market liquidity and 
banking development considerably improves the projections of future rates of 
growth highlighting a distinction in financial services between financial 
intermediaries and markets.  
However, in the work by Demirgüç-Kunt and Levine (1996) two 
scenarios are examined, where one analysis examines data from 44 industrial 
and developing countries for the period 1976 to 1993, while the other analysis 
investigates 44 developed and emerging markets from 1986 to 1993. The former 
examines the associations concerning stock market development and financial 
intermediary development; concluding that countries with more mature stock 
markets would typically have better-developed financial intermediaries and 
therefore stock market development are aligned with financial intermediary 
development. The latter illustrates that large stock markets appear to be more 
liquid, less volatile, and more internationally integrated compared to smaller 
markets, highlighting that institutionally developed markets with robust 
information disclosure laws, international accounting standards, and 
unrestricted capital flows would constitute larger and more liquid markets. 
Other studies have found similar results, for example in the work by 
Pagano (1993) the research illustrates that increased risk-sharing benefits from 
larger stock market size are caused by external market factors, whereas Levine 
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(1991) and Bencivenga, Smith, and Starr (1996) argue that liquidity in the stock 
markets could potentially affect economic conditions. Likewise, Devereux and 
Smith (1994) and Obstfeld (1994) find that internationally integrated stock 
markets appears to diversify risk as observed in mature markets and 
consequently influencing economic growth. Furthermore, findings in studies by 
King and Levine (1993a, 1993b, 1993c); McKinnon (1973) and Shaw (1973) 
support the hypothesis that financial development can stimulate economic 
growth. Additionally, in the works by Gurley and Shaw (1967) and Goldsmith 
(1959) it is suggested that economic growth drives financial development and 
effectively formulates the environment in establishing a cost-effective financial 
intermediation system, resulting in an efficient financial system which would 
accelerate economic growth. Similarly, Garcia and Liu (1999) conclude that real 
income level, saving rate, financial intermediary development, and stock 
market liquidity are significant forecasters of market capitalisation, whereas 
macroeconomic stability appeared not to be significant. Additionally,  Garcia 
and Liu (1999) found that financial intermediaries and markets were 
complements of each other rather than being substitutes, as the findings 
signified that economic development influenced stock market development, 
and that financial liberalisation equally required the liberalisation of the 
economy. 
The work by Bilson, Brailsford, and Hooper (2001) reviews 
macroeconomic variables as explanatory factors of emerging stock market 
returns, and identifying the emerging stock markets are considered as being at 
least partially segmented from global capital markets. Thus, it is suggested that 
it is local factors instead of global factors that significantly influence equity 
variation in these markets. Bilson et al. (2001) examines the potential effects of 
the local macroeconomic variables having explanatory influences over share 
returns in emerging markets. Prior research has concluded that a relationship 
exists between macroeconomic variables and equity market returns. However 
Bilson et al. (2001) extend the empirical studies to examining the association in 
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the context of emerging markets. The analysis includes a multifactor model that 
would consider global and local factors, which highlights the partially 
fragmented environment of emerging markets. The proxy variables for the 
global factors are the world market equity returns, while local factors are 
proxied by macroeconomic variables such as money supply, goods prices, real 
activity and exchange rates. The formation of the sets of variables examining 
the degree of commonality between emerging equity returns. The key 
components are extracted and returns for the different markets are regressed 
against the components. Bilson et al. (2001) concluded that the results for the 
emerging markets have shown a relationship to the factors analysed, and 
commonality was significant in the context of regional studies. Thus, the 
findings highlight that investors should diversify across specialised regional 
funds. 
The study by Lettau, Ludvigson, and Wachter (2008) examining the 
declining equity premium and the possible influence from macroeconomic risk. 
Hence, it is argued that aggregated share prices relative to indicators of 
fundamental value have ascended to high levels, and aggregated price-to-
dividend and price-to-earnings ratios remain above their historical norms 
according to Lettau et al. (2008). Observations have shown that share prices 
relative to economic fundamentals is have been examined in econometric tests 
for structural change produced significant results showing that a structural 
break in the mean price-to-dividend ratio in previous years. Lettau et al. (2008) 
concluded that they found strong correlation between low-frequency 
movement in macroeconomic volatility and low-frequency movement in the 
stock market. 
4.7 Summary 
Relative valuation presents a methodological approach in using 
multiples to value companies, and establish a basis for comparability in 
standardised form. The subsequent outcome should achieve an appropriate 
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valuation exploratory framework that would yield significant results, which 
this study researches in the context of triangulating multiples based on key 
value drivers and relevant fundamentals. Hence, multiples typically apply 
accounting data, which are integrated to historical cost accrual and performance 
measurements. Furthermore, the application of multiples varies widely ranging 
from multiples of sales, earnings, cash flow, and tangible assets, which 
individually would present a singular focussed perspective in contrast to 
synthesising an application that would triangulate the spectrum of essential 
multiples to determine a relevant value based on weighted aggregate multiples.  
Empirical studies as well as general theoretical literature argue that the 
effectiveness of different types of multiples would vary from one company to 
another depending on the characteristics and relevant fundamentals. Thus, 
establishing a basis for comparability could be difficult as sufficient significant 
correlation is required between the dependent variables and independent 
variables of the company being analysed, and similarly in comparable 
companies. Effectively this chapter reviews the conceptual framework of 
relative valuation techniques and examines the methodical links between 
various multiples and key value drivers premised on a comprehensive list of 
independent variables. Hence, it would be essential to explore the various uses 
and interpretation of multiples in a wide array of empirical studies as part of 
formulating the financial model being designed as part of this research.  
Valuation could be explained in terms of an equity price and the 
elements that constitute the price in the context of expectations by investors, 
where changes in expectations would affect total shareholder return. 
Nevertheless, the general perception remains that there is no single financial 
measure that could comprehensively amalgamate expectations from all aspects. 
However, as an example, Alford (1992) manages to present an objective and 
conceptually significant method for selecting comparable companies of listed 
companies, which has provided additive insight to valuation of comparable 
companies in the context of the PE. Thus, relative valuation modelling would 
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entail an approach in selecting comparable companies that should reflect the 
fundamental concepts highlighting the elements of equity valuation, and 
subsequently develop and yield appropriate multiples that would provide 
significant results. 
The main findings from a wide array of empirical studies have shown 
that the use of forecasted earnings and forward looking multiples would 
generally yield more significant results compared to historical measures of 
multiples such as price-to-sales or book value ratios. Additional findings have 
illustrated the method of selecting companies from the same industry improves 
performance for most value drivers. Furthermore, current earnings and changes 
in expected future earning in conjunction with growth rates have portrayed 
significant effect on PE ratios.  
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5 Chapter – Methodology of Financial Valuation 
Modelling 
5.1 Introduction 
This chapter focuses on explaining and defining the various approaches 
and methodologies that have been applied in this research. The choices of 
methods have been driven by theoretical models on using multiples in 
empirical studies as well as practical guidelines in valuation accuracy studies 
examined in the previous chapter. The subject of valuation accuracy has been 
discussed extensively in a wide variety of empirical studies such as Alford 
(1992); Barth et al. (1998); Beaver and Morse (1978); Bonadurer (2003); Cheng 
and McNamara (2000); Dittmann and Weiner (2005); Fama and French (1992, 
1995); J. Liu et al. (2002); Schreiner and Spremann (2007); Wilcox and Philips 
(2004); Yoo (2006) among others. We focus on triangulating key value drivers 
scaled by share price in order to obtain relevant value multiples of fully listed 
companies in the Anglo-Saxon and European markets. The data sample is 
defined as the UK, USA and the EU 18 countries markets, where each of these 
markets is represented by an index, i.e. the UK market is represented by the 
FTSE-All-Shares index (ASX) ranging from 2011 to 2002, USA is represented by 
the S&P 500 index (SPX) ranging from 2011 to 2001, and the EU 18 countries are 
represented by the STOXX 600 index (SXXP) ranging from 2011 to 2002. 
The financial modelling will entail developing a series of multi-linear 
regression models based on financial fundamentals to evaluate and construct 
the essential relationships between key financial value drivers and value 
multiples. Furthermore, the resulting raw value multiples would be further 
applied in additional computations to synthesise respective share prices. The 
structure of the work has several sequential objectives, where the initial 
objective requires the structuring of a database that includes the market indices 
ASX, SPX and SXXP as the data sample. Following the empirical studies of 
Abrams (2012); J. Liu et al. (2002); Schreiner and Spremann (2007); Yoo (2006) J. 
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Liu et al. (2002); Schreiner and Spremann (2007), and Yoo (2006), the second 
objective entails the value drivers being scaled by price for improved valuation 
analysis, where resulting effect would yield multiples in raw format. The raw 
multiples would be denoted as scaled dependent variables in the multi-linear 
regression models, subsequently the regression analyses of the scaled 
dependent variables against the independent variables would generate raw 
value multiples, using a basic computation process combining the significantly 
correlated proxy values with the resulting unstandardized coefficient β. The 
raw value multiples would be further applied in a weighted process based on 
the adjusted coefficient of determination in order to synthesise by triangulation 
the respective raw share prices that can be back-tested to corresponding values 
from the financial markets year-for-year. Thus, this would enable intrinsic value 
assessment attributes of the financial model that would be applied by 
comparing the market Bloomberg-based values against the computed raw 
values that would signal a buy or sell. 
Following the empirical reviews of chapter 4, the key value drivers have 
been expanded to include additional earnings variables, and are defined as 
earnings, net income, EBITDA, sales and book value. Effectively, these 
dependent variables would enhance the valuation analyses as it would present 
a broader representation of value to be analysed, and would be scaled by price 
becoming value multiples that are a function of independent variables. Hence, 
following the seminal work by Penman (2006), we define a value multiple as 
the ratio of a market variable such as price to a particular value driver such as 
earnings, sales or book value of a company. 
The dependent variables are the pivotal components of the regression 
analyses and have to be clearly defined and appropriately formulated for the 
regression models. There are advantages in using scaled dependent variables as 
argued by Abrams (2012), where a scaled variables is a ratio such as Price-to-
Earnings (PE) or Price-to-Sales (PS), as it could remove or substantially 
minimise the statistical issue of heteroscedasticity. This is an issue that would 
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most likely arise in the scenario when errors in the regression equations are 
correlated to the size of independent variables. Furthermore, Abrams (2012, p. 
11) explains that “the error terms in the regression of P/S or P/E are less likely 
to be related to the size of the firm and are easier to control by adding log size 
(total assets or book value) as an independent variable”. Furthermore, the 
independent variables are represented by a comprehensive list of financial 
fundamentals as proxy variables (see Appendix Table 9-5), where each proxy 
variables would be an appropriate substitution for the independent variables in 
the regression models. 
The financial model would be framed around the key multiples, where 
the scaled value driver are denoted as Price-to-Earnings (PE), Price-to-
Net_Income_to_Common_Shareholders (PX_Earn_Com), Price-to-EBITDA 
(PEBITDA), Price-to-Book (PB) and Price-to-Sales (PS) that are regressed against 
variables that compare the key fundamental drivers for each ratio analysed in 
the linear regression models. This would be achieved by running a multi-linear 
regression of the scaled value drivers against the proxy variables that would 
affect them, i.e. PE, PX_Earn_Com and PEBITDA would equate  being 
f(Growth, Pay-out ratios, Risk), PB would equate being f(Growth, Pay-out 
ratios, Risk, Return on Equity, Size) and PS would equate being f(Growth, Pay-
out ratios, Risk, Margin, Size) (Damodaran, 2002). 
It is essential to develop and synthesise suitable proxy variables for each 
category representing Growth, Pay-out ratios, Risk, ROE, Margin and Size. 
Various empirical studies, such as Abrams (2012); Alford (1992); Baker and 
Ruback (1999); Ball and Brown (1968); Barth et al. (1998); Beaver and Morse 
(1978); Bonadurer (2003); Cheng and McNamara (2000); Dittmann and Weiner 
(2005); Fama and French (1992); J. Liu et al. (2002); Schreiner and Spremann 
(2007); Wilcox and Philips (2004); Yoo (2006), have been applied as guidelines in 
formulating the comprehensive list of proxy variables. For example, in the case 
of risk variables beta would be a possible proxy for risk, historic earnings 
growth rate or sales for growth, and cash flow or dividends yield for pay-out. 
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Furthermore, a proxy variable could be a function of the value driver as it 
would have a direct influence; for example the ratio of PB would be influenced 
by return on equity (ROE) where a decrease of ROE would affect the PB ratio 
negatively while a higher ROE would positively affect the PB ratio. The aim of 
the financial modelling would be to test a sufficient number of proxy variables 
as possible against the key value driver, however some of the proxy variables 
ascertained would not qualify for analysis due to the criteria set.  
Certain limitations in using proxy variables are expected; particularly as 
various proxy variables may be imperfect with a non-significant relationship to 
the independent variables. These limitations could be overcome by integrating 
additional variables for the regression analysis as well as applying conversions 
into ratios for better adaptation (Damodaran, 2002). By increasing the points of 
analysis it would enable a broader spectrum of comparative analysis that will 
effectively yield a cross-sectoral relative valuation process. 
The key value drivers would subsequently form the basis for additional 
calculations that would triangulate the computed value drivers to establish a 
value spectrum comparable to market share prices by relative valuation, where 
the value drivers are computed using the unstandardized coefficient β derived 
from the linear regression analysis. Generally, the application of 
unstandardized relationships suggests that for one-raw-unit increment on an 
independent variable, the dependent variables increases if β is positive, or 
decreases if negative, by a number of its raw units corresponding to the 
respective β coefficient. Similarly, standardised relationships would for every 
one-standard deviation increment on an independent variables, the dependent 
variable would increase with a positive β, or decrease with a negative β, by 
some number of standard deviation corresponding to the respective β (Field, 
2009; Gujarati, 2006; Koop, 2008). However, the data used in the financial 
analysis have been obtained in a raw state, thus the unstandardized β is utilised 
for further computation as a result of the regression analysis.  
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The overall objective would be to develop a process for relative valuation 
analyses triangulating scaled value drivers that are composed on a 
comprehensive variety of proxy variables through multi-linear regressions 
models, which would derive share prices that have been standardised by the 
key value drivers of earnings, net income, EBITDA, sales/revenue and book 
value in a cross-sectional variation. 
5.1.1 Data Preliminaries 
In the context of financial modelling and relevant data, the main 
objective was to design a robust format that would be capable of analysing all 
sectors of a financial market. However, all financial companies are excluded 
primarily due to highly regulatory environment related to the financial 
intermediation nature of the sector. For example, in the seminal work by Fama 
and French (1992, p. 429) “ we exclude financial firms because the high leverage 
that is normal for these firms probably does not have the same meaning as for 
nonfinancial firms, where high leverage more likely indicates distress”, 
however in subsequent studies (Fama & French, 1993, 1995, 1996; Fama & 
MacBeth, 1973) no specific sector was excluded. Addressing the issue of 
companies being heavily leveraged, we have incorporated gearing ratios as 
proxy variables in the data analysis, which should an effective assessment of 
potential exposure to financial risk (Edum-Fotwe, Price, & Thorpe, 1996). Thus, 
enabling a wider framing of the sample candidates. However, financial sector 
companies have differing value parameters and valuation approaches (Koller, 
Goedhart, & Wessels, 2005). Furthermore, other studies such as Asgharian and 
Hansson (2005); Baker, Stein, and Wurgler (2002); Beattie and Jones (1997) and 
W. Liu (2006) have all excluded only financial companies for various reasons 
and included all other sectors. 
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5.1.2 Summary of Variables 
Table 5-1 - Summary Table with all Variables Examined (Detailed variables codes see 9.2) 
# 
List of Variables Captured from Bloomberg 
Bloomberg Fields: Detailed 
1 Company Name 
2 Ticker 
3 Price Share 
4 Price-to-Earnings Ratio 
5 Price-to-Sales Ratio 
6 Price-to-Book Ratio 
7 Return on Common Equity 
8 Net Income to Common Shareholders 
9 Total Common Equity 
10 Total Assets 
11 Net Assets 
12 Sales 
13 EBITDA 
14 EBIT 
15 Operation Income or Losses 
16 Depreciation & Amortisation 
17 Trailing 12-month EBITDA per Basic Share 
18 Net Income 
19 Basic Earnings Per Share 
20 Dividends per share for EPS 
21 Average Number of Shares for EPS 
22 Book Value per Share 
23 Number of Shares Outstanding 
24 Current Market Capitalisation 
25 Beta 
26 Raw Beta 
27 WACC Equity 
28 WACC 
29 Interest Expense - Banks/Finance 
30 Dividend Currency 
31 Currency Override 
32 Long Term Borrowing 
33 Short Term Borrowing 
34 Short and Long Term Debt 
35 Short Term Debt 
36 ARD Long Term Debt 
37 Net Debt per diluted share 
38 Net Debt 
39 Net Debt per share 
40 Total debt per share 
# List of Variables Captured from EuroStat 
1 Harmonised Indices of Consumer Prices (HICPs)-Annual average rate of change (%) 
2 Gross domestic product at market prices 
3 Gross domestic product at constant prices (% change t/t-1) 
4 Gross domestic product at constant prices (index 2000=100) 
5 Final consumption expenditure - Millions of euro 
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6 Domestic demand - Millions of euro 
7 Household and NPISH final consumption expenditure - Millions of euro 
8 Final consumption expenditure of households - Millions of euro 
9 Final consumption expenditure of NPISH - Millions of euro 
10 Final consumption expenditure of general government - Millions of euro 
11 Individual consumption expenditure of general government - Millions of euro 
12 Collective consumption expenditure of general government - Millions of euro 
13 Gross capital formation - Millions of euro 
14 Gross fixed capital formation - Millions of euro 
15 Changes in inventories and acquisitions less disposals of valuables - Millions of euro 
16 Exports of goods and services - Millions of euro 
17 Imports of goods and services - Millions of euro 
18 External balance of goods and services - Millions of euro 
19 External balance - Goods  - Millions of euro 
20 External balance - Services - Millions of euro 
21 Percentage of GDP Final consumption expenditure 
22 Percentage of GDP Domestic demand 
23 Percentage of GDP Household and NPISH final consumption expenditure 
24 Percentage of GDP Final consumption expenditure of households 
25 Percentage of GDP Final consumption expenditure of general government 
26 Percentage of GDP Individual consumption expenditure of general government 
27 Percentage of GDP Gross capital formation 
28 Percentage of GDP Gross fixed capital formation 
29 Percentage of GDP Changes in inventories and acquisitions less disposals of valuables 
30 Percentage of GDP Exports of goods and services 
31 Percentage of GDP Imports of goods and services 
32 Percentage of GDP External balance of goods and services 
33 Percentage of GDP External balance - Goods 
34 Percentage of GDP External balance - Services 
# 
List of Variables reconfigured for Regression Analysis 
Dependent Variables 
1 Price-to-Earnings Ratio (Bloomberg Quoted) 
2 Natural Log Price-to-Earnings Ratio (Computed from Bloomberg Quoted) 
3 Price-to-Earnings Ratio (Computed from Raw Data) 
4 Natural Log Price-to-Earnings Ratio (Computed from Raw Data) 
5 Price-to-EBITDA Ratio (Computed from Raw Data) 
6 Natural Log Raw Price-to-EBITDA Ratio (Computed from Raw Data) 
7 Price-to-Sales Ratio (Computed from Bloomberg Quoted) 
8 Natural Log Price-to-Sales Ratio (Computed from Bloomberg Quoted) 
9 Price-to-Book Ratio (Computed from Bloomberg Quoted) 
10 Natural Log Price-to-Book Ratio (Computed from Bloomberg Quoted) 
# Independent Proxy Variables 
1 Raw Payout Ratio (Dividend Yield/Earnings Yield) 
2 Raw EBITDA to Net Income to Common Shareholders Ratio 
3 Return on Common Equity (Earn_Common/Total_Com_EQY) 
4 Raw Return on Common Equity (ROE/Earnings Yield) 
5 Raw Return on Total Assets (EBIT/Total Assets) 
6 Raw Capital Employed (Total Assets - Short Term Debt) 
7 Basic Earnings Per Share 
8 Book Value per Share 
9 Raw Net Income per Average Number of Shares of EPS 
10 Raw Total Common Equity per Average Number of Shares for EPS 
11 Raw Sales per Average Number of Shares for EPS 
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12 Raw Log Total Assets 
13 Raw Log Sales 
14 Raw Operating Fixed Asset Ratio (Sales/Total Assets) 
15 Raw Sales Margin (EBIT/SALES) 
16 Raw Gross Profit (EBITDA/Sales) 
17 Raw Net Worth to Sales ((Total Assets -Total Debt)/Sales) 
18 Raw Net Assets to Sales 
19 Raw Earning Common to Sales 
20 Trailing 12-month EBITDA per Basic Share 
21 Raw Total Assets per Average Number of Shares for EPS 
22 Raw Gearing Ratio (Total Debt/Total Equity) 
23 Raw Beta 
24 Beta 
25 WACC Equity 
26 WACC 
27 Raw Growth Rate in Net Income to Common Shareholders 
28 Raw Growth Rate in Sales 
29 Raw Growth Rate in Basic Earnings Per Share 
# Independent Variables - Eurostat Macro Data 
1 
Current Year - Harmonised Indices of Consumer Prices (HICPs) - Annual average rate of 
change (%) 
2 Current Year - Gross domestic product at constant prices (% change t/t-1) 
3 Current Year - Percentage of GDP Final consumption expenditure 
4 Current Year - Percentage of GDP Domestic demand 
5 Current Year - Percentage of GDP Household and NPISH final consumption expenditure 
6 Current Year - Percentage of GDP Final consumption expenditure of general government 
7 Current Year - Percentage of GDP Gross capital formation 
8 Current Year - Percentage of GDP Gross fixed capital formation 
9 
Current Year - PercentageGDP Changes In Inventories and Acquisitions Less Disposals Of 
Valuables 
10 Current Year - Percentage of GDP Exports of goods and services 
11 Current Year - Percentage of GDP Imports of goods and services 
12 Current Year - Percentage of GDP External balance of goods and services 
13 Current Year - Percentage of GDP External balance - Goods 
14 Current Year - Percentage of GDP External balance - Services 
15 
Lagged 1 Year - Harmonised Indices of Consumer Prices (HICPs) - Annual average rate of 
change (%) 
16 Lagged 1 Year - Gross domestic product at constant prices (% change t/t-1) 
17 Lagged 1 Year - Percentage of GDP Final consumption expenditure 
18 Lagged 1 Year - Percentage of GDP Domestic demand 
19 Lagged 1 Year - Percentage of GDP Household and NPISH final consumption expenditure 
20 
Lagged 1 Year - Percentage of GDP Final consumption expenditure of general 
government 
21 Lagged 1 Year - Percentage of GDP Gross capital formation 
22 Lagged 1 Year - Percentage of GDP Gross fixed capital formation 
23 
Lagged 1 Year - PercentageGDP Changes In Inventories and Acquisitions Less Disposals 
Of Valuables 
24 Lagged 1 Year - Percentage of GDP Exports of goods and services 
25 Lagged 1 Year - Percentage of GDP Imports of goods and services 
26 Lagged 1 Year - Percentage of GDP External balance of goods and services 
27 Lagged 1 Year - Percentage of GDP External balance - Goods 
28 Lagged 1 Year - Percentage of GDP External balance - Services 
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5.2 Research Topic 
The main research topic of this research is relative valuation examined in 
the context of multi-linear regressions. This topic forms the framework of the 
financial modelling and the methodology that follows. Thus, the financial 
model is focussed on the subject relative valuation in conjunction with financial 
fundamentals assessed by econometric measures derived by regression analysis 
yielding value multiples for relative valuation (Purnanandam & Swaminathan, 
2004). The previous chapters have discussed these topics that are being applied 
in the financial modelling, processing a significant amount of data ranging from 
2011 to 2001 for three market indices, ASX, SPX, and SXXP. From a variety of 
empirical studies that predominately focusses on comparative valuation 
analysis of different types multiples such as Alford (1992); Baker and Ruback 
(1999); Barth et al. (1998); Bonadurer (2003); Cheng and McNamara (2000); 
Fama and French (1992, 1995); J. Liu et al. (2002); Schreiner and Spremann 
(2007); Wilcox and Philips (2004); Yoo (2006), this thesis extends, develops and 
adds to previous research as Abrams (2012) concerning regression analysis of 
proxy variables by examining the key scaled value drivers relative to proxy 
variables for growth, pay-out ratios, risk, margin, return on equity and size. 
Hence, a multi-linear regression analysis will examine the relationship between 
the relative scaled value drivers and the respective proxy variables, and 
consequently regress value multiples comparable to market ratios (Abrams, 
2012; Baginski & Wahlen, 2003; Bai, 1997; Baker & Stein, 2004; Baker & Wurgler, 
2002). The constructs of the financial valuation model should appropriately be 
capable of analysing a UK-based company in an identical approach relative to a 
USA-based company as well as to a European-based company.  
Regression analysis becomes a useful method when compressing large 
data samples (Abrams, 2012; Adams & Thornton, 2009; Damodaran, 2002; 
Gujarati, 2006; Sala-I-Martin, 1997), presenting several advantages specifically 
computing the main regression measures of assessment that can be 
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comparatively analysed through descriptive statistics. However, as explained 
by Abrams (2012); Field (2009); Mansfield and Helms (1982) among others, 
large data sample are prone to heteroscedasticity and multicollinearity, which 
would require collinearity diagnostics to address the issue. Additionally, the 
regression analysis would produce the unstandardized coefficient β that would 
be further utilised in the computation process of the financial model. The 
regression would produce measures that would validate overall data 
correlation and significance of the financial model in order to enhance relative 
valuation accuracy. Essentially, this thesis would apply multi-linear regression 
analyses of financial fundamentals as the initial process to derive raw value 
multiples that would formulate the value of a company by relative valuation, 
and in the context of triangulating, these multiples would synthesise a raw 
market share price (Purnanandam & Swaminathan, 2004; Tan & Lim, 2007; 
Wyatt, 2008).  
The data availability and the multiple linear regression analysis will 
form the actual selection process of variables for further analysis in the financial 
modelling. Hence, the financial model would not be limited to a specific 
number of variables, as the logic applied would be suitable to analyse any 
number of variables. A key caveat for the initial process of gathering a selection 
of proxy variables would be to avoid circular referencing and data mining in 
the proxy variables collected for analysis. This particular concern would be 
addressed by multicollinearity analysis as part of the regression analysis, which 
should minimise these possible concerns and reduce computation errors.   
5.3 Research Questions and Hypotheses  
The principal objective of this research thesis would be to evaluate 
whether valuation effectiveness could be enhanced by triangulating key value 
drivers synthesised from significantly correlated independent variables in a 
linear regression model to compute the intrinsic fair market share price of a 
fully-listed company. Furthermore, it is hypothesised that a value spectrum 
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share price (Vs_PX), defined as the weighted amalgamation based on the 
coefficient of determination in conjunction with the proxy variables of the key 
value drivers and the raw value multiples, would effectively be a representation 
of the raw market share prices of fully-listed companies in the Anglo-Saxon and 
European markets. These hypotheses are premised on the assumption that there 
is a significant relationship between independent variables of Growth, Pay-Out 
ratios, Risk, Margin, ROE and Size and key scaled value drivers PE, 
PX_Earn_Com, PEBITDA, PS and PB; generally relating to the works of Abrams 
(2012); Bonadurer (2003); J. Liu et al. (2002); Purnanandam and Swaminathan 
(2004); Schreiner and Spremann (2007); Tan and Lim (2007). Furthermore, if 
value can be synthesised from proxy variables representing Growth, Pay-Out 
ratios, Risk, Margin, ROE, and Size using a multiple linear regression model to 
compute key value drivers, then it should be possible to independently assess 
market value in the context of intrinsic value using the same parameters. 
The hypotheses that are examined would be presented in two segments 
in order to define the framework of the principal objective that would formulate 
the regression analysis and financial modelling of this research thesis. The first 
segment of hypotheses is constructed to examine the regression analysis, while 
the second segment presents the main hypotheses that formulate the financial 
modelling (A. J. Miller, 1984). The initial segment comprises of a subset of 
hypotheses that individually tests the association all the independent variables, 
proxies and macro variables, relative to each of the five dependent variables for 
each of the three indices.  
The first segment defines a generic subset of hypotheses that envelopes 
the relationship to be tested in the context of regression analysis that associates 
the dependent variables to the independent variables. Thus, the following 
hypothesis would be applied to each market index analysed within the 
specified time period, i.e. ASX from 2002 to 2011 and collectively, SPX from 
2001 to 2011 and collectively, and SXXP from 2002 to 2011 and collectively, as 
illustrated in the table below: 
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Hypothesis 1: (n, m): There is a significant positive correlation between the 
dependent variable ln Y (n, m) and independent variable X (n). 
Table 5-2 Hypothesis 1: Subset of Dependent and Independent Proxy variables 
Yn, m denotes Dependent Variables: 
(n) List of Indices: 
1 ASX 
2 SPX 
3 SXXP 
(m) Dependent Variables: 
1 Ln Raw Price-to-Earnings Ratio  (Bloomberg Quoted) 
2 Ln Raw Price-to-Net Income Ratio (Computed from Raw Data) 
3 Ln Raw Price-to-EBITDA Ratio (Computed from Raw Data) 
4 Ln Raw Price-to-Sales Ratio  (Bloomberg Quoted) 
5 Ln Raw Price-to-Book Ratio (Bloomberg Quoted) 
Xn denotes Independent Proxy Variables: 
1 Raw Pay-out Ratio (Dividend Yield/Earnings Yield) 
2 Raw EBITDA to Net Income to Common Shareholders Ratio 
3 Return on Common Equity (Earn_Common/Total_Com_EQY) 
4 Raw Return on Total Assets (EBIT/Total Assets) 
5 Raw Capital Employed (Total Assets - Short Term Debt) 
6 Basic Earnings Per Share 
7 Book Value per Share 
8 Raw Net Income per Average Number of Shares of EPS 
9 Raw Total Common Equity per Average Number of Shares for EPS 
10 Raw Sales per Average Number of Shares for EPS 
11 Raw Log Total Assets 
12 Raw Log Sales 
13 Raw Operating Fixed Asset Ratio (Sales/Total Assets) 
14 Raw Sales Margin (EBIT/SALES) 
15 Raw Gross Profit (EBITDA/Sales) 
16 Raw Net Worth to Sales ((Total Assets -Total Debt)/Sales) 
17 Raw Net Assets to Sales 
18 Raw Earning Common to Sales 
19 Trailing 12-month EBITDA per Basic Share 
20 Raw Total Assets per Average Number of Shares for EPS 
21 Raw Gearing Ratio (Total Debt/Total Equity) 
22 Raw Beta 
23 Beta 
24 WACC Equity 
25 WACC 
26 Raw Growth Rate in Net Income to Common Shareholders 
27 Raw Growth Rate in Sales 
28 Raw Growth Rate in Basic Earnings Per Share 
Xn (Independent Macro Variables): 
29 Current Year - Harmonised Indices of Consumer Prices (HICPs) - Annual average 
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rate of change (%) 
30 Current Year - Gross domestic product at constant prices (% change t/t-1) 
31 Current Year - Percentage of GDP Final consumption expenditure 
32 Current Year - Percentage of GDP Domestic demand 
33 
Current Year - Percentage of GDP Household and NPISH final consumption 
expenditure 
34 
Current Year - Percentage of GDP Final consumption expenditure of general 
government 
35 Current Year - Percentage of GDP Gross capital formation 
36 Current Year - Percentage of GDP Gross fixed capital formation 
37 
Current Year - PercentageGDP Changes In Inventories and Acquisitions Less 
Disposals Of Valuables 
38 Current Year - Percentage of GDP Exports of goods and services 
39 Current Year - Percentage of GDP Imports of goods and services 
40 Current Year - Percentage of GDP External balance of goods and services 
41 Current Year - Percentage of GDP External balance - Goods 
42 Current Year - Percentage of GDP External balance - Services 
43 
Lagged 1 Year - Harmonised Indices of Consumer Prices (HICPs) - Annual average 
rate of change (%) 
44 Lagged 1 Year - Gross domestic product at constant prices (% change t/t-1) 
45 Lagged 1 Year - Percentage of GDP Final consumption expenditure 
46 Lagged 1 Year - Percentage of GDP Domestic demand 
47 
Lagged 1 Year - Percentage of GDP Household and NPISH final consumption 
expenditure 
48 
Lagged 1 Year - Percentage of GDP Final consumption expenditure of general 
government 
49 Lagged 1 Year - Percentage of GDP Gross capital formation 
50 Lagged 1 Year - Percentage of GDP Gross fixed capital formation 
51 
Lagged 1 Year - PercentageGDP Changes In Inventories and Acquisitions Less 
Disposals Of Valuables 
52 Lagged 1 Year - Percentage of GDP Exports of goods and services 
53 Lagged 1 Year - Percentage of GDP Imports of goods and services 
54 Lagged 1 Year - Percentage of GDP External balance of goods and services 
55 Lagged 1 Year - Percentage of GDP External balance - Goods 
56 Lagged 1 Year - Percentage of GDP External balance - Services 
The second segment of hypotheses is designed to establish the 
framework for the financial analysis presented as following: equivalence 
Hypothesis 2: There is a significant positive correlation between the synthesised 
regressed multiple Price-to-Earnings derived from proxy variables 
and the multiple that would result in the market share price of a 
fully-listed company in the Anglo-Saxon and European markets. 
Hypothesis 3: There is a significant positive correlation between the synthesised 
regressed multiple Price-to-Net_Income derived from proxy variables 
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and the multiple that would result in the market share price of a 
fully-listed company in the Anglo-Saxon and European markets. 
Hypothesis 4: There is a significant positive correlation between the synthesised 
regressed multiple Price-to-EBITDA derived from proxy variables 
and the multiple that would result in the market share price of a 
fully-listed company in the Anglo-Saxon and European markets. 
Hypothesis 5: There is a significant positive correlation between the synthesised 
regressed multiple Price-to-Sales derived from proxy variables and 
the multiple that would result in the market share price of a fully-
listed company in the Anglo-Saxon and European markets. 
Hypothesis 6: There is a significant positive correlation between the synthesised 
regressed multiple Price-to-Book derived from proxy variables and 
the multiple that would result in the market share price of a fully-
listed company in the Anglo-Saxon and European markets. 
5.4 Dependent and Independent (Proxy) Variables 
The dependent variables structure the core of the financial model, and 
are premised on the value of a company, which would require the 
consideration of various contributory elements that would constitute the value 
drivers of a fully listed company in the Anglo-Saxon and European markets, by 
comparative measures such as utilising ratios. From a generic perception, an 
essential question would be what makes and creates the value of a company 
that could be defined by the financial fundamentals in the markets? Various 
empirical studies have shown valuation using different ratios to be an effective 
measure, such as Alford (1992) studying the PE value in the context of share 
price and relative valuation, whereas Abrams (2012) examines the relationships 
between fair market value and the independent variables that affect value. 
Baker and Ruback (1999) analyse the use of specific variables such as EBITDA 
in the context of estimating industry multiples. Other studies by Bonadurer 
(2003) and Schreiner and Spremann (2007) have analysed the use of value 
multiples to value companies using a variety of variables such as earnings, 
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sales, book value and cash flows among others, using European and USA 
indices as their data sample. The seminal work of Fama and French (1992) 
investigates the cross-sectional variation of expected stock returns using proxy 
variables by means of regression analysis and makes use of USA indices as the 
data sample. Purnanandam and Swaminathan (2004) examine the fair value of 
IPO using multiples such as PEBITDA, PS and PE determined by proxies. The 
seminal study by Barth et al. (1998) reviews financial fundamentals in a relative 
valuation analysis to determine the influence of equity book value and net 
income as a function of financial value and performance of a company. 
The different empirical studies have shown that there are a variety of 
significant value drivers that affect company value. This work will examine the 
value multiples in the form of multiples, PE, PX_Earn_Com, PEBITDA, PS and 
PB, to establish the basis of the contributory value driver elements. Each of the 
value multiples to be examined would represent the consensus market value of 
a company. Thus, configuring a combination of these value multiples to 
compute a share price would formulate and synthesise an effective valuation 
measurement. The multiple PEBITDA can be perceived to be poorly structured 
as a ratio, as the numerator and the denominator of the ratio are attributable to 
different stakeholders; namely that the numerator of this ratio is an equity value 
while the denominator is a measure of earnings to the firm (Damodaran, 2002). 
Furthermore, in the context of debt/gearing where some companies that are 
being analysed have no debt compared to other companies with significant 
debt/gearing, then the latter could appear to be under-priced in terms of 
PEBITDA, when that may not be the case. However, considering debt/gearing 
as a proxy variable would resolve the possible misconception on PEBITDA, as 
the linear regression would determine the correlation and possible affects 
debt/gearing would have on PEBITDA (Purnanandam & Swaminathan, 2004). 
The six categories that denote the independent variables, Growth, Pay-
out ratios, Risk, Margin, ROE, and Size, influence the scaled dependent 
variables and can be seen as the generic approach to structuring the framework 
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of the comprehensive list of proxy variables that are relative to the scaled 
dependent variables. Each of these independent variables could be 
characterised by other financial fundamentals and the specific elements that 
constitute these fundamentals. Hence, investigating the fundamental constructs 
of each of these independent variables would consequently derive a list of 
proxy variables as a representation for analyses, illustrated as following: 
Table 5-3 Scaled Dependent Variables 
Scaled Dependent Variables Function:     
Price-to-Earnings Ratio = f(Growth, Pay-out Ratios, Risk)  
Raw Price-to-Net Income Ratio = f(Growth, Pay-out Ratios, Risk)  
Raw Price-to-EBITDA Ratio = f(Growth, Pay-out Ratios, Risk)  
Price-to-Sales Ratio = f(Growth, Pay-out Ratios, Risk, Margin, Size) 
Price-to-Book Ratio = f(Growth, Pay-out Ratios, Risk, ROE, Size) 
The selection process for the list of proxy variables was primarily driven 
by the data availability from the data source Bloomberg. At the time of the data 
collection in 2012, the historical data availability from Bloomberg for the three 
market indices ASX, SPX, and SXXP, was time limited  ranging from 2002, 2001, 
and 2002 respectively to the present of 2012. Thus, the six independent variables 
areas were investigated for proxy variables using the Bloomberg data terminal, 
resulting in the following list of proxy variables, as shown below.  
Table 5-4 List of Variables Captured from Bloomberg 
# Bloomberg Fields (Variables) 
1 Company Name 
2 Ticker 
3 Price Share 
4 Price-to-Earnings Ratio 
5 Price-to-Sales Ratio 
6 Price-to-Book Ratio 
7 Return on Common Equity 
8 Net Income to Common Shareholders 
9 Total Common Equity 
10 Total Assets 
11 Net Assets 
12 Sales 
13 EBITDA 
14 EBIT 
15 Operation Income or Losses 
16 Depreciation & Amortisation 
17 Trailing 12-month EBITDA per Basic Share 
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18 Net Income 
19 Basic Earnings Per Share 
20 Dividends per share for EPS 
21 Average Number of Shares for EPS 
22 Book Value per Share 
23 Number of Shares Outstanding 
24 Current Market Capitalisation 
25 Beta 
26 Raw Beta 
27 WACC Equity 
28 WACC 
29 Interest Expense - Banks/Finance 
30 Dividend Currency 
31 Currency Override 
32 Long Term Borrowing 
33 Short Term Borrowing 
34 Short and Long Term Debt 
35 Short Term Debt  
36 ARD Long Term Debt 
37 Net Debt per diluted share 
38 Net Debt 
39 Net Debt per share 
40 Total debt per share 
Various empirical studies among other valuation literatures have 
illustrated the application of proxy variables characterising the subject areas 
relating the independent variables. Hence, the works of Abrams (2012); Adams 
and Thornton (2009); Bilson et al. (2001); Campbell and Shiller (2001); Dittmann 
and Weiner (2005); Fama and French (1992); J. Liu et al. (2002); Purnanandam 
and Swaminathan (2004); Sala-I-Martin (1997) and Yoo (2006), have been used 
as general guidelines to compute additional proxy variables restructuring Table 
5-4 to generate the following comprehensive list of proxy variables that can be 
applied in the regression analyses as illustrated in Table 5-5. 
Table 5-5 Re-structured Independent Proxy Variables for Regression Analyses 
Variables details Proxies: 
Raw Pay-out Ratio (Dividend 
Yield/Earnings Yield) 
Growth Pay-out Ratios   Margin     
Raw EBITDA to Net Income to 
Common Shareholders Ratio 
Growth Pay-out Ratios Risk       
Return on Common Equity 
(Earn_Common/Total_Com_EQY) 
Growth Pay-out Ratios     ROE   
Raw Return on Total Assets 
(EBIT/Total Assets) 
Growth       ROE   
Raw Capital Employed (Total Assets 
- Short Term Debt) 
Growth   Risk   ROE Size 
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Basic Earnings Per Share Growth Pay-out Ratios         
Book Value per Share Growth   Risk   ROE Size 
Raw Net Income per Average 
Number of Shares of EPS 
Growth           
Raw Total Common Equity per 
Average Number of Shares for EPS 
Growth   Risk   ROE   
Raw Sales per Average Number of 
Shares for EPS 
Growth     Margin ROE Size 
Raw Log Total Assets           Size 
Raw Log Sales       Margin   Size 
Raw Operating Fixed Asset Ratio 
(Sales/Total Assets) 
Growth     Margin   Size 
Raw Sales Margin (EBIT/SALES)       Margin     
Raw Gross Profit (EBITDA/Sales)       Margin     
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales) 
Growth   Risk Margin ROE   
Raw Net Assets to Sales Growth     Margin   Size 
Raw Earning Common to Sales Growth     Margin     
Trailing 12-month EBITDA per Basic 
Share 
Growth           
Raw Total Assets per Average 
Number of Shares for EPS 
        ROE Size 
Raw Gearing Ratio (Total 
Debt/Total Equity) 
  Pay-out Ratios Risk   ROE   
Raw Beta     Risk       
Beta     Risk       
WACC Equity     Risk   ROE   
WACC     Risk   ROE   
Raw Growth Rate in Net Income to 
Common Shareholders 
Growth   Risk Margin   Size 
Raw Growth Rate in Sales Growth   Risk Margin   Size 
Raw Growth Rate in Basic Earnings 
Per Share 
Growth   Risk Margin   Size 
5.5 Regression Analysis 
5.5.1 Theoretical Review of Regression Analysis 
Regression analysis is a pivot point within the subject of econometrics. It 
is the main application applied by analysts and economists in comprehending 
the association among two or more variables. The concept of regression 
becomes increasingly advantageous as an analytical tool, when many variables 
coincide with a heightened degree of interaction causing complex scenarios. 
The simple regression model is the standard model, which is based on the 
analysis of two variables. However, multiple regressions are applied in cases 
which have more than two variables. Essentially, the entire multiple regressions 
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is based on a simple regression modelling concept, but has been modified to 
incorporate many variables. It is the concept of multiple regression that Alford 
(1992) empirical research is based on, which lays the foundation for the 
innovative use of multiple regression (Koop, 2008, p. 30). 
Measuring the degree of a best-fitted line of a regression model is 
desirable, and a suitable gauge of measure is referred to as the coefficient of 
determination, R2, which illustrates the quantity of variation in a dependent 
variable, clarified by the independent variables. The main advantage with R2 is 
that it summarises into a single figure the many residuals, which are 
accumulated in a regression analysis of a dataset.   
It can then be construed that R2 measures the amount of total variance of 
Y in terms of X. The range of R2 is therefore set as 0 ≤ 𝑅2 ≤ 1, and a high R2 
value indicates a strong sense of consistency and validity of a regression model. 
The use of R2 is extensive, as it is a widely acknowledged measure, proven to be 
accurate and credible.  When a regression line is considered to be a best-fit, it 
will penetrate all the data points exactly in an XY plot, which means the 
regression analysis is fully exploratory and no errors can have R2 = 1. 
Regression analysis, which yields values of R2 near 1, implies a good fit, while 
R2 = 1 is a perfect fit, which suggests that high values of R2 entail a good fit and 
low values should be perceived to be a bad fit. 
Hence, simple regression quantifies the effect of an independent 
variable, X, on a dependent variable, Y, via a regression line 𝑌 = 𝛼 + 𝛽𝑋. The 
estimation of 𝛼 and 𝛽 is pending the process of estimates, which generates the 
best-fitting line through an XY plot. These are referred to as ordinary least 
squares (OLS), estimates denoted as ?̂? and ?̂?, and are obtained by minimising 
the sum of squared residuals (SSR). Furthermore, simple regression coefficient 
should be considered as marginal effects, viewed as the measures of the effect 
on Y of a small change in X. Another factor of significant importance is R2, 
which measures how well the regression line fits a dataset.  
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The multiple regression models have several independent variables, 
even though they are founded on simple regression methodology. However, if 
important independent variables are omitted from the regression, the estimated 
coefficients can be misleading, a scenario referred to as omitted variables bias. 
Complication increases when the omitted variables are strongly correlated with 
the included independent variables. However, if the independent variables are 
highly correlated, coefficient estimates and statistical tests could potentially be 
misleading, which is known as the multi-collinearity problem.  
5.5.2 Empirical Review of Regression Analysis 
The application of regression analysis is a statistical technique utilised to 
gauge the numerical relationship between dependent variable relative to 
independent variables, where the dependent variable can be denoted in 
absolute terms or as a scaled variable. Hence, a significant advantage of 
applying regression valuation is that the analysis is objective and substantial in 
statistical measures for assessment and verification.  
Marquardt (1980) presents a study suggesting that the independent 
variables in a regression analysis should be standardised, arguing that the 
primary application of a regression analysis would be to verify that the overall 
prediction properties of the regression model are statistically significant. 
Furthermore, the study comparatively assesses the individual regression 
coefficients for size as a measure of relative statistical significance, and to 
discard independent variables that generated implausible coefficients. 
Marquardt (1980) argues that when the independent variables are standardised 
the regression coefficient are easily interpretable as they would reflect 
qualitative and quantitative characteristics of the fitted model in a numerically 
standardised scale. Hence, in the context of a quadratic model, the 
interpretability of the regression coefficient is pending standardisation, where 
the values of the constant term, the coefficients of the linear terms, and the 
cross-product terms explain the predicted behaviour of the response at the 
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origin of the scale in which the independent variables are expressed. 
Furthermore, Marquardt (1980) presents an example of a regression analysis 
examining the relation between the independent variables scaling and the 
model inter-predictability, applying a two-asterisk arrangement to illustrate 
level of significance of the independent variables where (*) illustrates the 
independent variable to be significant at 0.050 probability level and (**) to be 
significant at 0.010 probability level. Among the measures applied to assess the 
model, the variance inflation factor (VIF) was shown to summarise the 
deteriorating effect of independent variable with implausible results. 
Effectively, Marquardt (1980, p. 91) illustrates that the VIF measures the 
structural independence of each independent variable from all other variables 
in the model using an adopted model scaling, and that the F-ratios would 
highlight the effects of the individual linear terms, thus concluding that “the 
analysis of regression data whose quality may be good in all respects except the 
presence of multicollinearity by, the statistician should remove the nonessential 
multicollinearity by standardizing the predictor variables and then use a biased 
estimator to reduce the effects of the remaining multicollinearity”. 
Abrams (2012, p. 8) examines the application of regression analysis in the 
market approach using the Gordon Model as a guide to selecting independent 
variables, suggesting that “in the context of the market approach in business 
valuation, the dependent variable is usually some variation of fair market 
value, that is, market capitalization in the guideline public company method, 
selling price (IBA), or market value of invested capital”. Hence, the objective of 
the study is to develop using mathematical means to establish the theoretical 
relationship that exist between fair market value and the value drivers, which 
are the independent variables that affect value such as income, cash flow, risk, 
growth among others. Abrams (2012) analysis establishes that price or fair 
market value is a function of earnings, risk, and growth, where risk was found 
to be a function of several proxy variables such as industry, size, operating 
leverage, company volatility, financial leverage, cash.  
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𝑃 = 𝑓(𝑒𝑎𝑟𝑛𝑖𝑛𝑔𝑠, 𝑟𝑖𝑠𝑘, 𝑎𝑛𝑑 𝑔𝑟𝑜𝑤𝑡ℎ) Equation 5-1 Functions of Price 
However, as accelerated growth in companies requires a greater retention of net 
income relative to slow growth companies, Abrams (2012) argues that the pay-
out would consequently be a function of growth. Furthermore, it was 
concluded that “value is a function of earnings; size; fixed assets (net or gross) 
or depreciation as a percentage of total assets; operating leverage; the standard 
deviation of operating income; a choice of debt-to-equity, debt-to-total asset, or 
interest expense as a percentage of earnings; cash/total assets; growth; and of 
course, unknown factors, which do not appear in the equation” (Abrams, 2012, 
p. 10).  
Similar to the findings by Abrams (2012), Bonadurer (2003) examines 
regression analysis in the context of sector and market regressions, arguing that 
as independent variables differ, it is useful to run regressions of multiples 
against independent variables and using the regression measures to compute 
the expected values of companies. However, Bonadurer (2003, p. 26) applies the 
Gordon Model similarly to the approach used by Abrams (2012) to obtain the 
relevant independent variables to specific multiples, and the results are shown 
in the following table: 
Table 5-6 Equity multiples and respective independent variables 
 Multiple Independent Variables 
 Price to Book Value = f(growth, pay-out ratio, risk, ROE) 
 Price to Sales = f(growth, pay-out ratio, risk, margin) 
 Price to Earnings = f(growth, pay-out ratio, risk) 
 Value to EBIT = f(growth, capital expenditure, leverage, risk) 
 Value to Sales = f(growth, leverage, risk, margin) 
 Value to Book Value = f(growth, leverage, risk, ROC) 
 The study by Beatty, Riffe, and Thompson (1999) investigates different 
linear amalgamations of value drivers obtained from earnings, book value, 
dividends, and total assets. The study applied harmonic mean and used priced-
scaled regressions, and the findings shows that improved performance was 
achievable by applying weights obtained from harmonic mean book value 
156 
ratios and earnings multiples in addition to the application of using coefficients 
resulting from price-scaled regression analysis on earnings and book values. 
The work by S. A. Sharpe (2002) examines the effect of inflation on share 
valuations and expected long-run returns. S. A. Sharpe (2002) explains that ex-
ante estimates of expected long-run returns are developed by considering 
analysts’ earnings forecasts into a variant of the Campbell-Shiller dividend-
price ratio model, which is a log linear ratio. Effectively, the findings shows that 
the log of the price-to-earnings can be written as a linear function of expected 
future returns, expected earnings growth rates, and the log of dividend pay-out 
ratios. 
Bring (1994) presents a study that assesses the standardisation of 
regression coefficients, such as beta coefficients and beta weights that are 
commonly applied in quantitative studies. Hence, the regression coefficients are 
essential in the process of, for example, assessing and determining the 
significance, relative importance, effects of change of the different independent 
variables. Bring (1994) explains that general interpretation of the regression 
coefficient, β, is perceived to be the average change in dependent variable Y 
relative to independent variable X changing by one unit, in the context that all 
other independent variables remain unchanged. Furthermore, β is referred to as 
the partial regression coefficient emphasising that the estimated effect of 
changing an independent variable is pending the other independent variables 
in the regression analysis are kept constant. Bring (1994) suggests that in 
regression analysis, resulting t-values are typically applied as a selection criteria 
of independent variables as well as being a test of significance. Thus, the t-
values of the independent variables are related to the increments of R2, which 
signifies the potential for a greater explanatory relationship between the 
independent variables and the dependent variable.  For example, in a 
proportional context Bring (1994, p. 213) explains that “a variable that increases 
R2 from 0.98 to 0.99 is credited with a high t value than a variables that 
increases R2 from 0.08 to 0.09 because the first variables had only the possibility 
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to increase R2 by 0.02, whereas the second variable could have increased R2 by 
0.92”.The study mainly concludes that the application of regression analysis 
would be to generate various measures applied in comparing the relative 
importance of the exploratory powers of the independent variables, such as t-
values, standardised regression coefficients, p-values, and contribution to R2 
among others, suggesting that the standardisation of regression coefficients 
should be done with partial standard deviations rather than ordinary standard 
deviations according to the findings. 
5.5.3 Understanding and Detecting Multicollinearity 
Multicollinearity is an econometrics term that denotes the presence of 
linear relationship or relative linear relationships among the independent 
variables in a linear regression analysis (Silvey, 1969). The issue of 
multicollinearity can be a problem for parameter estimation because it inflates 
the variance of regression parameters and hence potentially leads to the wrong 
identification of relevant predictors in a statistical model (Dormann et al., 2013).  
Mansfield and Helms (1982) explains that multicollinearity has several 
adverse effects on estimated coefficients derived from a multiple regression 
analysis, which is essential to understand the process in detecting 
multicollinearity, and that data samples should be tested for the presence of 
multicollinearity in any multiple regression analysis. Hence, the variance 
inflation factor (VIF) reflects the variation in the degree of severity for 
multicollinearities. Furthermore, linear relationships among regressor variables 
are detected by testing the latent roots and latent vectors of the correlation 
matrix, highlighting that multicollinearity arises when the latent roots are near 
zero. Therefore, the latent vectors equivalent to small latent roots specifies that 
the standard regressor variables are involved in the linear dependencies, and a 
resulting large value within the latent vector signifies that the respective 
regressor variable has a causal effect to the multicollinearity issue. The 
significant concern with multicollinearity is focused on the least squares 
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estimators of coefficient of variables that relates to the linear dependencies with 
large variances. Mansfield and Helms (1982, p. 159) consequently argues that 
“all additional adverse effects are a consequence of these large variances: the 
estimates themselves are often large and may have signs that disagree with 
known theoretical properties of variables; in addition, partial F statistics are 
highly dependent and unreliable for use in variable selection”. However, the 
key findings shows that there is an advantage in computing the VIF for all the 
variables, as it highlights the intensity of variance of estimated coefficients that 
are affected by the multicollinearity. 
Furthermore, Mason and Perreault Jr (1991) reviews multiple regression 
analysis by investigating the correlated predictor variables and potential 
collinearity effects as key areas of concern when interpreting the regression 
estimate. In the context of examining the correlation of independent variables 
where the regression has shown satisfactory results of the size of the regression 
coefficients, standard errors, and associated t-statistics, however these measures 
are prone to perplexing effects of collinearity and detecting multicollinearity 
becomes essential. Thus, Mason and Perreault Jr (1991) explains that collinearity 
is generally perceived to be present when an approximate linear relationship 
among the independent variables is detected in the data sample, suggesting 
that the theory implies two extreme that whether there is perfect collinearity or 
there is no collinearity. However, the pragmatic approach shows that data 
analysis would typically be between the theoretical extremes and that 
collinearity would be expressed as degrees to show when the collinearity would 
be problematic, i.e. shared variance. Detecting collinearity can be observed in 
VIF values, and Marquaridt (1970) suggests that a VIF greater than 10 would 
signify that there is problematic collinearity. Furthermore, collinearity is an 
influential issue when a single value generating a high condition index is 
associated with high variance relative to several estimated regression coefficient 
variances. Thus, Belsley (1991) suggests that gauging the condition index 
should following the following parameters, where the condition index is 
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between 5 to 10 would signify weak dependencies and when the condition 
index is greater than 30 indicates that there is moderate to strong dependencies 
among the independent variables. Consequently, Belsley (1991) argues that it 
would be necessary to discard one or more of the collinear variables until the 
condition index is reasonable. 
Similar to Mason and Perreault Jr (1991), the work by Mela and Kopalle 
(2002) discusses the impact of collinearity on regression analysis, ascertaining 
the characteristics of collinearity examining the signs of correlations, parameter 
inference, variable omission bias and the respective diagnostic indices in 
regression. Mela and Kopalle (2002) explains that collinearity diminish the 
parameters variances estimates amplified by the positive and negative 
correlations yielding an asymmetric effect on variable omission bias. Hence, 
Belsley (1991) have shown that collinearity increases the estimates of parameter 
variance resulting in high R2 relative to low parameter significance, incorrect 
signs and implausible degrees. The work by Hair, Tatham, Anderson, and Black 
(2006) confirms the findings by Marquaridt (1970), suggesting that VIF that are 
less than 10 would be more indicative of insignificant collinearity. 
The recent work by O’brien (2007) presents a study illustrating the rules 
of thumb for variance inflation factors (VIF), arguing that VIF and tolerance are 
widely applied measures for detecting the degree of multicollinearity in 
regression analysis among independent variables. As prior studies have 
discussed, O’brien (2007) defines collinearity as a causal problem that could 
increase the parameter of variance and generate high R2 that consequently 
would result in regression coefficient having incorrect sign with implausible 
values, which overall has resulted in the effect of small changes causing 
significant variations in the parameter estimates concurring with the findings 
by Belsley (1991). The discussion presented by O’brien (2007) explains the 
mechanisms of VIF and tolerance measures illustrating that they are premised 
on the proportion of variance of a specific independent variable that is shared 
by other independent variables in the data sample. Thus, the perception is that 
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“this is a measure of the ith independent variable’s collinearity with other 
independent variables in the analysis and is connected directly to the variance 
of the regression coefficient associated with this independent variable” 
(O’brien, 2007, p. 684).  
Effectively, the VIF measure presents a tangible interpretation in the 
context of effects of collinearity on estimated variance in ith regression 
coefficient. O’brien (2007) concurs with Hair et al. (2006); Marquaridt (1970); 
Mela and Kopalle (2002), that a VIF of 10 would be indicative that with all other 
things being equal the variance of the ith regression coefficient is 10 times 
greater compared to being linearly independent relative to other independent 
variables in the data sample of analysis, thus VIF signifies the lack of 
independence by independent variables. The general guideline of VIF values 
not exceeding 10 would raise confidence in the regression analysis, as it would 
reflect the independence of the variables analysed. O’brien (2007) concludes 
that high VIF values signify inflated standard errors of regression coefficients, 
could show no independent variables to be statistically significant while R2 
remains a high value. Hence, large standard errors signify that small effects 
would consequently cause large variations in the parameter estimates, which 
are all relative to increases in the estimated variance of the regression 
coefficients. Furthermore, it is essential to manage and resolve the potential 
effects of multicollinearity by interpreting the measures of VIF and tolerance 
relative to other factors of influence affecting the stability of the estimates of the 
ith regression coefficient, by minimising the variance of the regression 
coefficients that would effectively significantly minimise or remove the issue of 
multicollinearity. 
Similarly, Field (2009, p. 220) argues that there is “no perfect multi-
collinearity: there should be no perfect linear relationship between two or more 
of the predictors [and], the predictor variables should not correlate too highly”.  
The Condition Index, which is a statistic computed as part of the linear 
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regression analysis, measures the degree of multicollinearity defined as follows 
(Dormann et al., 2013, p. 32):  
𝐶𝐼 =  √
𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒
𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒
 Equation 5-2 Condition Index Formula 
An additional measure of multicollinearity that is based on correlation between 
independent variables 𝑉𝐼𝐹 =  
1
(1−𝑟2,3
2 ) 
 where r2,3 is the correlation coefficient 
between independent variables 2 and 3. The refinement process has shown that 
removing variables with high VIF values will reduce the CI when it exceeds 30 
(Belsley, 1991; Dormann et al., 2013; Field, 2009; Hill et al., 2000; Montgomery, 
Peck, & Vining, 2012; R. H. Myers, 1990).  
The regression analysis is exercised in SPSS with additional collinearity 
measures selected that would produce the VIF values and Condition Index (CI). 
The first step of the refinement process would be to run the regression analysis 
and eliminate the variables showing a VIF value that is in excess of 10, and re-
run the regression analysis until the VIF values for the remaining variables are 
all below 10. This would consequently have an impact on CI. As the large VIF 
values are removed the CI figure would decrease as well. If the CI remains 
above 30 while the VIF values are all below 10, then the elimination process 
achieved by trial-and-error have shown that discarding the variable with the 
highest remaining VIF value repetitively until the CI value drops below 30, 
would effectively eliminate or at least reduce the statistical issue of 
multicollinearity (Belsley, 1991; Dormann et al., 2013; Field, 2009; Montgomery 
et al., 2012; R. H. Myers, 1990). This would complete the refinement process in 
SPSS and the remaining variables can be applied in the financial modelling. 
Thus, the SPSS refinement would ensure that a minimum exposure to 
multicollinearity within the large dataset remains as well as only significant 
variables that are highly correlated to the dependent variables continue for 
further relative valuation analysis.  
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A proxy variable could be significantly correlated to the dependent 
variable with a p-value less than 0.10; however, if its respective VIF value is 
greater than 10, the variable would be discarded. Hence, the order of the criteria 
would be to first discard all variables with a VIF value greater than 10, which 
consequently would diminish the CI value for the model and this process 
would be repeated until the model displays a CI value that is less than 30. This 
process would have discarded significantly correlated variables that would 
have otherwise presented multicollinearity problems (Field, 2009; Mansfield & 
Helms, 1982; R. H. Myers, 1990).  
As a result from resolving the issue of multicollinearity would effectively 
have winsorised the data sample minimising the potential for outliers. 
Therefore, the outcome would have generated a more consistent and efficient 
model to yield appropriate results. 
5.5.4 Ratios and Logarithmic Transformations 
However, the application of regression analysis is prone to some 
problems such as heteroscedasticity. The study by Long and Ervin (2000) 
examines using heteroscedasticity consistent standard errors in the linear 
regression models. The issue of heteroscedasticity arises from an incorrect 
functional form, which is an effect from when the variance of the errors varies 
across observations. The appropriate measure that would minimise or eliminate 
the issue entails making variance-stabilising transformations of the dependent 
variables, or alternatively to transform both dependent and independent 
variables. Long and Ervin (2000) suggests that these approaches would be 
efficient to manage the issues caused by heteroscedasticity when results are 
required to be analysed in original scale of the variables. 
Similarly, Abrams (2012) discusses the issue of heteroscedasticity in the 
context of dependent variables, explaining that using a scaled dependent 
variable would be advantageous as it could potentially eliminate or 
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substantially minimise the effect of heteroscedasticity. Observations have 
shown that the problem was caused by the errors in the regression when 
correlating to the independent variable, size. However, Abrams (2012, p. 11) 
concludes that “the error terms in the regression of P/S or P/E are less likely to 
be related to the size of the firm and are easier to control by adding log size 
(total assets or book value) as an independent variable than when we use the 
price in dollars as the dependent variable”. 
Data transformation is a key instrument in deciphering economic data, 
as any form of raw data has to be transposed, before it can be analysed. 
However, it is important to bear in mind that the general interest is not 
necessarily directly in the variable itself, like GDP for example, but more the 
evolution of change over time of the variable (Koop, 2008, p. 5). From a data 
analysis perspective, the main point of interest is not in the actual price of an 
asset, but rather in the return the acquisition of the asset would yield. Naturally, 
this would be directly linked to the degree of change in the price of the asset 
over time. For example, if there were a dataset of information, which comprised 
of the annual data on the price of a share for a particular company for a certain 
number of years, this variable could be the main source of interest. Such a 
variable is typically referred to as a level, i.e. “level of the share price” (Koop, 
2008, p. 5). However, more often from an investor’s standpoint, the general 
interest is much broader with particular attention to the potential growth of the 
share price. 
The  work by Foster (1986) examines financial statement numbers in the 
context of methodical assumptions of ratio analysis, as the general approach of 
summarising financial statement data are characteristically in the format of 
ratios. Foster (1986) argues that there are various reasoning for examining 
financial data in ratio format. The main advantage of applying ratios would be 
to impose a control effect on company size and evenness over time, in strict 
proportionality between the numerator and the denominator. Thus, the 
resulting product would generate more appropriate data that effectively would 
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better comply with the essential assumptions of regression analysis for 
example, homoscedasticity disturbances. Furthermore, Foster (1986) explains 
that some financial ratios are prone to restrictions that could yield fewer 
observations in either the upper or lower end of a distribution than under a 
normal distribution. Hence, it would be possible to attained normality on the 
data sample by ranking all the observations in the data examined and then 
transforming these ranks to points on a standardised normal distribution. 
However, applying the transformed financial ratios to structure a predictive 
model would require all the data that was not utilised in the initial 
transformation to be rescaled relative to the underlying distribution for the 
initial data sample.  
Foster (1986) states that transforming the data sample by means of 
logarithmic transformation would generate a normal distribution assumption 
that would be descriptive, as the transformation would reduce the violations 
from normality for various financial ratios. For example, “when the logarithmic 
transformation is used, the transformed variables give less weight to equal 
percentage changes in a variable where the values are larger than when they are 
smaller; that is, there is less difference between a $1 billion- and a $2 billion-size 
firm than there is between a $1 million- and a $2 million-size firm” (Foster, 
1986, p. 103). 
Further to the explanation provided in the works of Abrams (2012) and 
Foster (1986), that using ratios instead of absolute values would minimise 
heteroscedasticity in the context of regression analysis, and logarithmic 
transformation of the data would provide a normal distribution assumption 
that is descriptive. Various empirical studies provide similar arguments and 
findings, for example in the work by Raffournier (1995) several independent 
variables, such as size, leverage and profitability, undergo logarithmic 
transformation for analysis, while in the study by D. B. Nelson (1991) the use of 
logarithmic transformation is applied to autoregressive conditionally 
heteroscedasticity model to accommodate the asymmetric relation between 
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stock return and volatility in order to achieve appropriate conditions for the 
ergodicity and strict stationarity. In another study by Pinches and Mingo (1973, 
p. 4), different variables of financial characteristics were analysed in both 
absolute numbers as well as ratios, such as total assets, net income-to-total 
asset, long-term debt-to-net worth, sales-to-total asset, where “data 
distributions for all variables were plotted; outliers were standardized where 
necessary; and a common log transformation was applied to a number of the 
variables to improve normality and reduce heteroscedasticity of the 
distributions”. Alternatively, in the study by L. Fisher (1959) examines 
determinants of risk premium on corporate bonds, where regression equations 
are applied for estimating logarithm of average risk premium on a company’s 
bonds as a linear function of logarithms of earnings variability, periods of 
solvency, equity-to-debt ratio, and concludes that economic and statistical 
methods are applicable to security analysis in the context of the bond market 
that elasticities are reasonably stable over time.  
Alternatively, the work by Sprugel (1983) address the issue of correcting 
for bias in log-transformed allometric equations. However, it is the actual 
application of logarithmic transformation by Sprugel (1983) that presents 
significant explanations in the mechanics of using logarithmic transformations. 
For example, when the results have generated a spread of points around the 
best-fit line is more like for large values of Y than when the y-value is small. 
Thus, Sprugel (1983) explains that a logarithmic transformation would 
effectively equalise the variance over the entire range of Y-values, which 
confirms the findings by Baskerville (1972). Hence, the study by Baskerville 
(1972) includes the conversion of logarithmic estimates to arithmetic units for 
analysis, which suggests that when logarithmic transformations is applied, it 
becomes necessary to express the estimated Y  values in arithmetic units, i.e. un-
transformed. Hence, the reverse process of the unbiased logarithmic estimates 
of the mean and variance to arithmetic units is not direct. Baskerville (1972, p. 
51) explains that “if the distribution of LN(Y) at a given X is normal, the 
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distribution of Y cannot be normal but will certainly be skewed…if the 
distribution is normal in logarithms, the solution for a given X and the 
determining of the antilogarithm of LN(Y) yields the median of the skewed 
arithmetic distribution rather than the mean”. The appropriate application of 
regression analysis would require the use of transforming the dependent 
variables and occasionally the independent variables as well to logarithmic base 
becomes necessary; otherwise the potential affect would invalidate the limits of 
uncertainty and the resulting regression coefficients. However, Baskerville 
(1972) concludes that applying the transformation from logarithmic form, and 
subsequently the reverse transformation to revert to arithmetic units, could 
require an additional computation process that entails accounting for the 
skewness of the distribution in arithmetic units, as possible consequences 
would result in a systematic under-estimation of values. 
Damodaran (2002, p. 525) suggests that “regression can be enriched” by 
different approaches such as “by transforming variables (natural logs, 
exponentials, etc.)” as it harmonises the scaled value drivers and reduces 
elasticity as observed in a variety of empirical studies such as Aigner, Lovell, 
and Schmidt (1977); Bens and Monahan (2004); Deloof, De Maeseneire, and 
Inghelbrecht (2009); Esty (2000); Fama and French (1992); Gujarati (2006); 
Heijden, Falguerolles, and Leeuw (1989); Herrmann and Richter (2003); Omran 
(2003); Sprugel (1983).  
The choice of application has been motivated by the works of Busse and 
Hefeker (2007); J. Liu et al. (2002); Schreiner and Spremann (2007); Wilcox and 
Philips (2004) where we apply ln_PE, ln_PX_Earn_Com, ln_PEBITDA, ln_PS 
and ln_PB in conjunction with financial fundamentals such as earnings, return 
on equity, book value, and revenue as described in Table 5-5 above, to compute 
a spectrum of value multiples derived from significantly correlated 
independent proxy variables. 
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Companies in general can experience negative performance, which 
consequently would result in negative earnings and performance measures. The 
data sample attained would therefore contain negative values for some 
companies, specifically the value drivers that are the dependent variables PE, 
PX_Earn_Com, PEBITDA, PS and PB, and to maintain standardised 
transformations would have to apply to the entire data sample as argued by 
Field (2009); Gujarati (2006); Montgomery et al. (2012). Furthermore, 
logarithmic transformations would not affect the relationship between 
variables; rather it would affect the difference between the variables because 
transformations of variables would change the units of measurement. Hence, all 
dependent variables would undergo transformation to maintain the uniformity 
of the regression and financial analysis, motivated by the works of Abrams 
(2012); Busse and Hefeker (2007); Christensen (1990); Fama and French (1992); 
Field (2009); Gujarati (2006); Montgomery et al. (2012); R. H. Myers (1990); 
Schreiner and Spremann (2007); Wilcox and Philips (2004). Standard 
transformation cannot be applied to negative figures, however following Busse 
and Hefeker (2007, p. 404) a specific natural logarithmic transformation can be 
applied to the data sample containing negative figures, hence:  
𝑦 = 𝑙𝑛 (𝑥 + √(𝑥2 + 1)) Equation 5-3 Natural Logarithmic Formula 
Thus, the dependent variables are transformed using the equation above and 
are denoted as follows: 
Table 5-7 Logarithmic Dependent Variables 
Variables details Function:  
ln Raw Price-to-Earnings Ratio = f(Growth, Pay-out Ratios, Risk)  
ln Raw Price-to-Net Income Ratio = f(Growth, Pay-out Ratios, Risk)  
ln Raw Price-to-EBITDA Ratio = f(Growth, Pay-out Ratios, Risk)  
ln Raw Price-to-Sales Ratio = f(Growth, Pay-out Ratios, Risk, Margin) Size 
ln Raw Price-to-Book Ratio = f(Growth, Pay-out Ratios, Risk, ROE, Size) 
Subsequent to the regression analyses, the transformed dependent 
variables will all undergo a reverse transformation in order to effectively 
conduct a back-test to Bloomberg variables. Hence, the transformed dependent 
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variables that are labelled with ln would consequently have the ln omitted and 
would thereafter be denoted with “Raw” to differentiate from the respective 
Bloomberg dependent variable, which represent the back-testing measures. 
5.5.5 Regression Financial Modelling 
The basic concept of multiple linear regressions provides an essential 
study of the relationship between one variable known as the dependent 
variable relative to more independent variables. The seminal work of Fama and 
French (1992) examines the cross-sectional variations in average stock returns 
using regression analysis to test the relationship of specific dependent variables 
against independent variables. Additional studies by Busse and Hefeker (2007); 
Durbin and Watson (1950); Sala-I-Martin (1997) have applied the basic 
methodology consistent with running cross-sectional multi-linear regression of 
independent proxy variables against specific dependent variables in natural 
logarithmic form to determine respective multiples, in the functional form: 
?̂? = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛 
Equation 5-4 Benchmark Regression 
Formula 
Where ?̂? = synthesised natural logarithmic company value ratio; β0 = 
unstandardized coefficient constant; β = unstandardized coefficient β; X = 
independent variable. Effectively the financial model would be premised on the 
standard linear regression form, which would be applied in an expanded 
version to accommodate the comprehensive list of proxy variables. 
 Applying SPSS the multi-linear regression of proxy variables to value 
multiples would compute a range of diagnostic tests and statistical measures 
such as the coefficient of determination R2, F-statistic, t-test, coefficient 
significance p, unstandardized coefficient β, Condition Index, and Variance 
Inflation Factor, which provides definitive gauges of the data correlation and 
overall validity/fitness of the data sample as explained in the works of Belsley 
(1991); Durbin and Watson (1950); Faul, Erdfelder, Buchner, and Lang (2009); 
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Field (2009); Montgomery et al. (2012); R. H. Myers (1990). For example, the 
level of coefficient of determination, R2 signifies whether the model is a good fit 
to the data. A significant F-statistic indicates that the set of variables as a whole 
explains variations in the dependent variable. However, significant t-statistics 
for all coefficients specifies that the individual variables are contributing to the 
explanation of the variation in the dependent variable (Durbin & Watson, 1950; 
Field, 2009; Gujarati, 2006; Montgomery et al., 2012; R. H. Myers, 1990). These 
regression measures would in a combined form provide the various selection 
criteria of the proxy variables.  
The results derived from the regression analysis formulate process for 
discarding variables that are not significantly correlated and/or present a 
collinearity problem. Hence, the process of elimination of proxy variables are 
based on the collinearity measures, Condition Index (CI) and Variance Inflation 
Factor (VIF), followed by the coefficient significance p. The model will discard 
by default any proxy variables showing VIF > 10 and repeating the regressions 
until CI > 30. Subsequently the model will discard proxy variables showing 
coefficient significance p > 0.10, and will repeat the regressions until all the 
coefficient significance p < 0.10. Hence, in addition to postulated theoretical 
relationships the criteria of elimination would effectively reduce the risk of data 
mining as the independent proxy variables retained from the multiple linear 
regression analysis would all have a statistically significant relationship to the 
dependent variables (Abrams, 2012). 
The essential structure of the modelling would be to maintain the 
uniformity and ensure that the correct data is extrapolated in a methodical 
approach that can be applied in a homogenous form. The overall view of the 
model has to be functional as the quantity of data to be processed is substantial, 
and large databases are prone to error when processed. Subsequent to the 
regression analysis of a structured data from SPSS, the outcome from the 
regression is exported to Excel for a systematic analysis. The SPSS format is 
specific and would need to be reformatted in Excel in order to align the 
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appropriate measures such as the R2, adjusted R2, Standard Error of the 
Estimate, Unstandardized β, t statistics, and F statistics for computation and 
comparison. 
The reformatted SPSS data in Excel will enable the standardised 
extraction of key measure into a financial model for analysis for the three 
market indices. The algorithm applied in the financial modelling would not be 
limited by region or sector, thus enabling any company listed on the FTSE-All-
Share to be analysed in an identical manner as a company listed on the S&P 500 
or STOXX Europe 600. The standardisation of the financial fundamentals of a 
fully listed company in the Anglo-Saxon market through regression analysis 
presents an advantage in relative valuation that can be applied to any company 
against another in an automated real-time approach. The following outline 
summarise the various stages that amalgamates the financial model: 
I. Data selection specified as per calendar year-end 31st December. 
II. Data downloaded from Bloomberg. 
III. Data refinement where dependent variables have been transformed into natural 
logarithmic form and additional independent variables computed for the 11 ASX 
datasets, 12 SPX datasets, and 11 SXXP datasets. 
IV. All refined data for the 11 ASX datasets, 12 SPX datasets, and 11 SXXP datasets 
undergoing regression analysis in SPSS 
V. Outcome from regression analysis being tested for multicollinearity and further refined. 
VI. All refined data from the completed regression analysis in SPSS is exported to Excel for 
modelling. 
VII. All essential econometric measures are tabulated for comparative studies and relative 
assessment with illustration in chart form. 
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VIII. Value multiples are calculated for the 11 ASX datasets, 12 SPX datasets, and 11 SXXP 
datasets using Equation 5-4 as previously discussed:  
?̂? = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛 
Where the unstandardized coefficient β from the regression analysis is multiplied by 
the respective independent proxy variables and the summation will equate value 
multiple.  
1. Reverse transformed ?̂? to raw value multiples Y for relative valuation in 
absolute form for the 11 ASX datasets, 12 SPX datasets, and 11 SXXP datasets. 
2. Compute for the 11 ASX datasets, 12 SPX datasets, and 11 SXXP datasets: 
adjusted value spectrum share price (adj. Vs_PX) using raw Yn, m, adjusted R2n, m 
and respective proxyn, m variable per average number of share for EPS, i.e.: 
 
𝐴𝑑𝑗. 𝑉𝑠_𝑃𝑋
= ∑  
(𝑌𝑛,𝑚 ∗ 𝐴𝑑𝑗. 𝑅𝑛,𝑚
2 ∗ (𝑃𝑟𝑜𝑥𝑦𝑛,𝑚 (𝐴𝑣𝑒. 𝑁𝑢𝑚. 𝑜𝑓 𝑆ℎ𝑎𝑟𝑒𝑠 𝑓𝑜𝑟 𝐸𝑃𝑆)𝑛,𝑚⁄ )
∑ 𝐴𝑑𝑗. 𝑅𝑛,𝑚2
 
 
Equation 5-5 Adj. 
Vs_PX – Value 
Spectrum Share 
Price of Value 
Multiples: PE, 
PX_Earn_Com, 
PEBITDA, PS, and 
PB 
Table 5-8 Key Variables for Equation 5-5 Adj. Vs_PX 
 Yn, m (Dependent Variables): Proxyn, m /(Average Number of Shares 
for EPS)n, m 
 (n) (n) 
1 ASX ASX 
2 SPX SPX 
3 SXXP SXXP 
 (m) (m) 
1 Raw Price-to-Earnings Ratio  (Raw_PE) Basic Earnings per Share 
2 
Raw Price-to-Earnings Ratio 
(Raw_PX_Earn_Com) 
Net Income to Common Shareholders per 
Average Number of Shares for EPS 
3 
Raw Price-to-EBITDA Ratio 
(Raw_PEBITDA) 
EBITDA per Average Number of Shares 
for EPS 
4 Raw Price-to-Sales Ratio  (Raw_PS) 
Sales per Average Number of Shares for 
EPS 
5 Raw Price-to-Book Ratio (Raw_PB) Book Value per Share 
5.5.6 Data Composition  
Following the work of Schreiner & Spremann (2007, p. 13), using indices 
as the basis for their data sample, specifically the STOXX 600 and S&P 500 as 
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“they represent approximately 85 percent of the total market capitalization in 
Western Europe and 75 percent in the U.S.”, which suggests that “they are 
reliable proxies for the total markets”. Therefore, valuation uniformity across 
the three major indices representing three different markets, FTSE-All-Share 
and S&P 500 and STOXX 600, would test the approach of using financial 
fundamentals as proxy variables in a standardised form that structure a 
uniform function for the three markets that would connect the scaled 
dependent variables PE, PX_Earn_Com, PEBITDA, PS and PB to the 
independent proxy variables. The amalgamation of these market indices would 
establish a data-base that would be a substantial representation of the Anglo-
Saxon and European markets for examination of the relationships between 
dependent and independent variables.  
ASX presents a broad selection of companies for analysis that covers the 
UK market for analysis as it represents 98-99% of UK market capitalisation (see 
Appendix Figure 9-1), which is the aggregation of the FTSE 100, FTSE 250 and 
FTSE Small Cap Indices. Specifically, the FTSE 100 index consist of the 100 most 
highly capitalised blue chip companies listed on London Stock Exchange; the 
FTSE 250 constitutes the mid-capitalised companies not covered by the FTSE 
100 representing approximately 15% of UK market capitalisation, and the FTSE 
SmallCap includes companies outside of the FTSE 350 Index and represents 
approximately 2% of the UK market capitalisation (London-Stock-Exchange, 
2012). 
The SPX index is another broad selection of U.S. companies with an 
extensive historic record. SPX is perceived to be the most suitable measure of 
the U.S. equity market since 1957, as well as being a main provider of key 
market indicators, such as measures of U.S. equity, commodity and fixed 
income market performance (see Appendix Figure 9-2).  Furthermore, “the first 
index-linked funds, futures, options and ETFs in the U.S. were based on S&P 
indices, and today, more than $1.25 trillion is directly tied to S&P indices” (SP-
Dow-Jones-Indices, 2012). 
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SXXP is a relatively new index compared to ASX and SPX with extensive 
track records. SXXP is derived from the STOXX Europe Total Market Index 
(TMI) and is a subset of the STOXX Global 1800 Index (see Appendix Figure 
9-3). “With a fixed number of 600 components, the STOXX Europe 600 Index 
represents large, mid and small capitalization companies across 18 countries of 
the European region: Austria, Belgium, Czech Republic, Denmark, Finland, 
France, Germany, Greece, Ireland, Italy, Luxembourg, the Netherlands, 
Norway, Portugal, Spain, Sweden, Switzerland and the United Kingdom” 
(STOXX, 2012).  
The United Kingdom has consequently been assessed independently as 
an index being the FTSE-All-Share and as part of the STOXX 600. However, 
some of the companies from the FTSE-All-Share would be a part of the STOXX 
600 as the qualifying factor would be the market capitalisation of a company. 
Thus, the three indices would be analysed independently of each other and 
would present three different market samples to be tested within the same 
context. The FTSE-All-Share and the S&P 500 would offer an assessment of 
specific markets namely the UK and USA, while the STOXX 600 would provide 
an alternative sample for analysis that would entail a variety of companies from 
different countries within Europe, which would include the United Kingdom as 
part of a wider frame, presenting an additional perspective in testing the 
relationship and correlation of the variables within the same type of data 
obtained. 
5.5.7 Data Source and Refinement 
The practical aspect of the compilation of independent and proxy 
variables collected for analysis was primarily driven by two aspects; data 
availability and extraction from Bloomberg in conjunction with the main 
determinants that affect the key value multiples (see Appendix Table 9-1). The 
six categories of independent variables, as previously stated, would be the 
pivotal point from where appropriate proxy variables would be sourced (See 
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Appendix Table 9-52). In the event that any proxy variables would not be 
directly available from the data source, then the financial fundamentals that 
constitutes the required proxy variable would be obtained in order to compute 
the necessary proxy variables for the analysis. 
The data of interest had to be obtained in various stages using different 
techniques through the Bloomberg Terminal as well as the Bloomberg Excel 
Add-In to compile the data. Furthermore, there was a default limitation to the 
records of historical data available, which at the time of data collection would 
only date back to 2001-2002. Hence, the data selection process was devised into 
three stages as follows: 
 Bloomberg Terminal: Acquiring lists of companies for each year for each index 
excluding financials at Calendar Year-End: 
 Index ASX Data available from 2002 to 2011 
 Index SPX Data available from 2001 to 2011 
 Index SXXP Data available from 2002 to 2011 
Bloomberg Terminal: Search and find the Bloomberg codes that correspond to 
the list of Dependent and Independent variables (see Appendix Table 9-1) by 
definition (see Appendix Table 9-53). Bloomberg Excel-Add-In: Run the 
Bloomberg formula to capture data defined by the previous stages using 
specific Bloomberg Excel formula (see Appendix Table 9-3). 
Following the seminal work of Ball and Brown (1968) and Wilcox and 
Philips (2004), the optimal selection date for data attainment that would control 
for time variation in overall company performance producing a complete and 
comprehensive cross-sectional data sample covering three major indices would 
be to use calendar year-end 31st December as observed in the empirical studies. 
In the context of the extent of data availability, Bloomberg at the time of the 
data collection had historical data availability dating back to 2002 for ASX and 
SXXP, while for SPX the availability dated back to 2001. Furthermore, the 
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objective was to capture as much data as possible from the data source, and by 
following the calendar year-end criteria provided that opportunity. 
The first stage of the data capturing process entails the usage of the 
Bloomberg terminal to capture the list of companies for each index year by year, 
excluding financials. The companies listed on an index would be subject to 
changes based on ranking by market capitalisation value that would 
consequently promote or demote a company from being listed on an index, 
thus requiring the list of companies for every year to be captured manually for 
each of the three market indices, and the data was captured on a per calendar 
year basis using the first business day of the year as the reference point. Using 
the “EQS” code in the Bloomberg terminal allows the user to construct a 
specific search of data that can be exported into Excel (see Appendix Table 9-4).  
The second stage involves the search for Bloomberg fields using the 
Bloomberg terminal, which is the coding of variables that will be attained. The 
terms and definition of Bloomberg fields are specific and unique to Bloomberg, 
and a field could encompass additional variables or omit specifics that would 
otherwise have been considered. For example, Bloomberg would offer a variety 
of ROE fields comprising of different computation based on different time 
periods. Ensuring that the data would be unbiased from influence would 
require that all data attained to be in its purest primary form as possible. 
The third stage combines the previous stages in an Excel spreadsheet 
linked to the Bloomberg terminal via the Bloomberg Excel Add-In that enables 
data capturing of a data point is defined as an Excel cell that would contain 
useable information in the form of Company Name, Ticker or Field that has 
been captured from the Bloomberg database. The Excel spreadsheets comprises 
of multiple sheets for each year per index, which commences with the 
unrefined data set, refined data set, regression analysis derived exported from 
SPSS, interface sheet to financial model and the actual financial model. 
Additional sheets were added to review the findings from the various points of 
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view such as per dependent variable, per year and entire data set per index, 
which was further detailed in charts to illustrate the scope of the results. 
The Bloomberg-Excel formula is premised on the Ticker (company code), 
field (proxy variable of interest) and Date (see Appendix Table 9-3), as 
illustrated by the following example: 
Table 5-9 Extract of data structure prior to data download 
 
 The data capture process has been completed when values have been 
downloaded to all Excel cells within the table. However, it is expected that 
some companies would be discarded due to a lack of data where cells would 
display “#N/A/N/A” (i.e. non-value or non-information) signifying that 
Bloomberg does not have the specific data requested. A total of 14,340 
companies were obtained where 5,489 companies displayed some non-value or 
non-information in data request field and have been discarded, while 8,851 
companies displayed values for all the data request fields. 
Variable Price Share
Price-to-Earnings 
Ratio
Raw Price-to-
Earnings Ratio
Raw Price-to-
EBITDA Ratio
Price-to-Sales 
Ratio
Price-to-Book 
Ratio
Year Short_Name Ticker PX PE_RATIO
Raw_PX_EARN_C
OM
Raw_PEBITDA_R
ATIO
PX_TO_SALES_R
ATIO
PX_TO_BOOK_R
ATIO
01.01.2011 fx 888 LN Equity 54.75 fx fx fx fx fx
01.01.2011 fx AAL LN Equity 3335.50 fx fx fx fx fx
01.01.2011 fx ABF LN Equity 1181.00 fx fx fx fx fx
01.01.2011 fx ABG LN Equity 611.00 fx fx fx fx fx
01.01.2011 fx AEP LN Equity 727.50 fx fx fx fx fx
01.01.2011 fx AFR LN Equity 147.60 fx fx fx fx fx
01.01.2011 fx AGA LN Equity 101.25 fx fx fx fx fx
01.01.2011 fx AGK LN Equity 1482.00 fx fx fx fx fx
01.01.2011 fx AGR LN Equity 46.00 fx fx fx fx fx
01.01.2011 fx AGS LN Equity 140.50 fx fx fx fx fx
01.01.2011 fx AHT LN Equity 172.90 fx fx fx fx fx
01.01.2011 fx AIE LN Equity 60.50 fx fx fx fx fx
01.01.2011 fx ALY LN Equity 18.75 fx fx fx fx fx
01.01.2011 fx AMEC LN Equity 1150.00 fx fx fx fx fx
01.01.2011 fx ANTO LN Equity 1612.00 fx fx fx fx fx
01.01.2011 fx APF LN Equity 360.00 fx fx fx fx fx
01.01.2011 fx ARM LN Equity 423.30 fx fx fx fx fx
01.01.2011 fx AVV LN Equity 1614.00 fx fx fx fx fx
01.01.2011 fx AZEM LN Equity 310.00 fx fx fx fx fx
01.01.2011 fx AZN LN Equity 2922.00 fx fx fx fx fx
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Table 5-10 Extract of data extract structure following data download 
 
 The obtained data would need to be refined, which would firstly include 
omitting companies with an incomplete data array and secondly computing 
additional variables from the raw data obtained. The main criteria are to 
restructure all the data into a usable format in preparation for a regression 
analysis in SPSS. Once the regression analysis has been completed, the SPSS 
data will have to be exported back to Excel and be linked into an assessment 
model for comparison in order to achieve the main objective of the analysis in 
assessing the relationship between the dependent and independent variables 
rather than the specific companies.  
5.6 Proxy Macroeconomic Variables 
The dependent and independent variables selected for analysis represent 
three different markets, thus from an exploratory view it would useful to 
examine the macro-economic data of the respective markets being studied. 
Various empirical studies have shown that typical indicators of an economy 
such as GDP, interest rate and inflation are effective measures for analysis 
(Ang, Bekaert, & Wei, 2007; Barro, 1991; Barro & Sala-i-Martin, 1990; Bilson et 
al., 2001), which should be available in different formats, both real numbers as 
well as percentages. Effectively, the linear regression model would analyse the 
Usable Data 
Points 28608
4750 Companies listed in ASX 
2012 to 2002. Companies 
Shortlisted: 2384
Variable Price Share
Raw Payout Ratio 
(Dividend 
Yield/Earnings 
Yield)
Raw EBITDA to 
Net Income to 
Common 
Shareholders Ratio
Return on 
Common Equity 
(Earn_Common/Tot
al_Com_EQY)
Raw Return on 
Total Assets 
(EBIT/Total Assets)
Raw Capital 
Employed
Year Short_Name Ticker PX
Raw_DVD_YIELD_
EARN_YIELD_RAT
IO
Raw_EBITDA_EAR
N_FOR_COMMON
RETURN_COM_EQ
Y
Raw_EBIT_TOT_AS
ST
Raw_CAPITAL_EM
PLOYED
01.01.2011 888 HOLDINGS 888 LN Equity 54.75 0 22.40155039 1.624214648 0.112621316 269.132
01.01.2011 ANGLO AMER PLC AAL LN Equity 3335.50 14.50980392 1.927216729 16.8250808 0.136964744 69838
01.01.2011 ASSOC BRIT FOODS ABF LN Equity 1181.00 36.02620087 2.395563771 9.799836971 0.086551657 9664
01.01.2011 AFRICAN BARRICK ABG LN Equity 611.00 24.32835821 2.007330071 10.42343856 0.126309546 3294.462
01.01.2011 ANGLO-EAST PLNTS AEP LN Equity 727.50 3.65185636 1.584385198 17.80211168 0.179233288 522.834
01.01.2011 AFREN PLC AFR LN Equity 147.60 0 3.52758241 11.78160071 0.091863348 2754.563
01.01.2011 AGA RANGEMASTER AGA LN Equity 101.25 8.370044053 1.089171975 9.532483303 0.036162362 269.6
01.01.2011 AGGREKO PLC AGK LN Equity 1482.00 21.23378613 2.025759323 30.67759627 0.190589032 1587.9
01.01.2011 ASSURA GROUP LTD AGR LN Equity 46.00 66.76557864 1.039735099 7.889608184 0.023244782 625.4
01.01.2011 AEGIS GROUP AGS LN Equity 140.50 23.05970149 1.316879951 27.827709 0.032979255 4269.6
01.01.2011 ASHTEAD GROUP AHT LN Equity 172.90 1500 313.3333333 0.183355404 0.060681889 1596.4
01.01.2011 ANITE PLC AIE LN Equity 60.50 31.81818182 2.363963964 11.81960539 0.086242175 164.699
01.01.2011 ASHLEY (LAURA) ALY LN Equity 18.75 56.60377358 1.393782383 35.51057958 0.15248227 141
01.01.2011 AMEC PLC AMEC LN Equity 1150.00 43.07909605 1.211206897 17.54253308 0.094501018 2279
01.01.2011 ANTOFAGASTA PLC ANTO LN Equity 1612.00 15.94896332 2.845948569 19.99870621 0.2637802 11258.2
01.01.2011 ANGLO PAC GROUP APF LN Equity 360.00 28.78653676 0.983064714 11.06571105 0.092081453 380.196
01.01.2011 ARM HOLDINGS ARM LN Equity 423.30 41.42857143 1.413859839 11.51694512 0.11240585 1296.89
01.01.2011 AVEVA GROUP PLC AVV LN Equity 1614.00 35.88987217 1.640815262 18.56434711 0.181314893 285.534
01.01.2011 AZ ELECTRONI AZEM LN Equity 310.00 48.61660079 2.741968912 13.91291811 0.090270871 1703.1
01.01.2011 ASTRAZENECA PLC AZN LN Equity 2922.00 38.19918145 1.329860763 42.97552681 0.21349612 51929
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macro data in conjunction with the proxy variables to signify which variables 
are significantly correlated to the key value multiples. Hence, the rationale for 
assessing the macro data as part of the linear regression would be to include 
representational variables of the economies that cover the three major markets 
of fully listed companies being studied to determine influence that the macro 
data could have on the key value multiples being computed.  
The macro-economic data would be a secondary set of data that would be 
examined as part of the overall linear regression. Thus, ensuring that as much 
information as possible has been considered and reviewed in the financial 
model in order to attain the most effective and informative findings from the 
data sample. The data source for the macro-data would be the European 
Commission’s Eurostat, which has historical data available on its website 
(European-Commission, 2013) for Anglo-Saxon and European markets for the 
same time-period as the data obtained from Bloomberg. 
The macro data obtained from the European Commission EuroStat data 
source, which consists of real number in local currency as well as respective 
percentages of Gross Domestic Product (GDP) measurements, interest rates and 
inflation figures. The percentages figures have been obtained for analysis to 
enable effective regional standardisation for comparison across the three 
markets being studied. Thus, the 14 variables displayed as percentage are 
selected, as shown in the table below, and would be added to the list of 
variables for analyses in the multi-linear regression models: 
Table 5-11 EuroStat Data Source: Macro Variables 
# Macro Proxy Variables 
1 
Harmonised Indices of Consumer Prices (HICPs)-Annual average rate of change 
(%) 
2 Gross domestic product at market prices 
3 Gross domestic product at constant prices (% change t/t-1) 
4 Gross domestic product at constant prices (index 2000=100) 
5 Final consumption expenditure - Millions of euro  
6 Domestic demand - Millions of euro  
7 Household and NPISH final consumption expenditure - Millions of euro  
8 Final consumption expenditure of households - Millions of euro  
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9 Final consumption expenditure of NPISH - Millions of euro  
10 Final consumption expenditure of general government - Millions of euro  
11 Individual consumption expenditure of general government - Millions of euro  
12 Collective consumption expenditure of general government - Millions of euro  
13 Gross capital formation - Millions of euro  
14 Gross fixed capital formation - Millions of euro  
15 
Changes in inventories and acquisitions less disposals of valuables - Millions of 
euro  
16 Exports of goods and services - Millions of euro  
17 Imports of goods and services - Millions of euro  
18 External balance of goods and services - Millions of euro  
19 External balance - Goods  - Millions of euro  
20 External balance - Services - Millions of euro  
21 Percentage of GDP Final consumption expenditure 
22 Percentage of GDP Domestic demand 
23 Percentage of GDP Household and NPISH final consumption expenditure 
24 Percentage of GDP Final consumption expenditure of households 
25 Percentage of GDP Final consumption expenditure of general government 
26 Percentage of GDP Individual consumption expenditure of general government 
27 Percentage of GDP Gross capital formation 
28 Percentage of GDP Gross fixed capital formation 
29 
Percentage of GDP Changes in inventories and acquisitions less disposals of 
valuables 
30 Percentage of GDP Exports of goods and services 
31 Percentage of GDP Imports of goods and services 
32 Percentage of GDP External balance of goods and services 
33 Percentage of GDP External balance - Goods 
34 Percentage of GDP External balance - Services 
However, for the linear regression analysis we include both current 
variables as well as lagged 1 year. This would effectively examine the influence 
of the lagged effect of macro data, particularly as complete macro-datasets 
would typically be released with a lag of 1 year from the various statistical data 
sources (European-Commission, 2013). Current data would be available, but it 
would be incomplete for the current year. Hence, the linear regression analysis 
would include the 14 variables representing the current form as well as in 
lagged form, adding a total of 28 macro variables to the regression (Alesina, 
1988; Ang et al., 2007; Chen et al., 1986; Chong & Hendry, 1986; Di Tella, 
MacCulloch, & Oswald, 2001). 
Table 5-12 Independent proxy macro variables for SPSS analysis 
# Xn (Independent Macro Variables) 
1 
Current Year - Harmonised Indices of Consumer Prices (HICPs) - Annual average 
rate of change (%) 
2 Current Year - Gross domestic product at constant prices (% change t/t-1) 
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3 Current Year - Percentage of GDP Final consumption expenditure 
4 Current Year - Percentage of GDP Domestic demand 
5 
Current Year - Percentage of GDP Household and NPISH final consumption 
expenditure 
6 
Current Year - Percentage of GDP Final consumption expenditure of general 
government 
7 Current Year - Percentage of GDP Gross capital formation 
8 Current Year - Percentage of GDP Gross fixed capital formation 
9 
Current Year - PercentageGDP Changes In Inventories and Acquisitions Less 
Disposals Of Valuables 
10 Current Year - Percentage of GDP Exports of goods and services 
11 Current Year - Percentage of GDP Imports of goods and services 
12 Current Year - Percentage of GDP External balance of goods and services 
13 Current Year - Percentage of GDP External balance - Goods 
14 Current Year - Percentage of GDP External balance - Services 
15 
Lagged 1 Year - Harmonised Indices of Consumer Prices (HICPs) - Annual average 
rate of change (%) 
16 Lagged 1 Year - Gross domestic product at constant prices (% change t/t-1) 
17 Lagged 1 Year - Percentage of GDP Final consumption expenditure 
18 Lagged 1 Year - Percentage of GDP Domestic demand 
19 
Lagged 1 Year - Percentage of GDP Household and NPISH final consumption 
expenditure 
20 
Lagged 1 Year - Percentage of GDP Final consumption expenditure of general 
government 
21 Lagged 1 Year - Percentage of GDP Gross capital formation 
22 Lagged 1 Year - Percentage of GDP Gross fixed capital formation 
23 
Lagged 1 Year – Percentage GDP Changes In Inventories and Acquisitions Less 
Disposals Of Valuables 
24 Lagged 1 Year - Percentage of GDP Exports of goods and services 
25 Lagged 1 Year - Percentage of GDP Imports of goods and services 
26 Lagged 1 Year - Percentage of GDP External balance of goods and services 
27 Lagged 1 Year - Percentage of GDP External balance - Goods 
28 Lagged 1 Year - Percentage of GDP External balance - Services 
The macro data sets attained for each region relative to the markets being 
analysed, the UK, USA and European Union (18 countries), should provide 
temporal constructs of the economic cycle for each markets, which could 
potentially be linked to an effective valuation pattern for fully-listed companies 
in the respective Anglo-Saxon and European markets. 
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5.7 Financial Model 
5.7.1 Financial Modelling Structure 
The financial model is structured on the basis of Ordinary Least Squares 
(OLS) regression to develop explanatory models for applying variables to 
determine appropriate value multiples. 
5.7.2 SXXP currency conversion 
The SXXP index is an amalgamation of a large group of different 
markets, in generic terms the index represents companies from 18 European 
markets. The main concern in analysing an index with such a wide variety of 
markets highlights a common issue, namely the difference in currencies that 
would obstruct any comprehensive relative valuation. It would be necessary for 
valuation consistency that all results be denominated in the same currency.  
Hence, SXXP is a European based index with the majority of the 
companies represented in the index are denoted in Euro, all the valuation 
results are converted into Euro using the European Central Bank (ECB) 
currency conversion rate for the entire period ranging from year-end 2002 to 
year-end 2011 to match the data sample extracted from Bloomberg. The 
financial modelling results are consequently presented in Euro and 
subsequently comparative analysed in the relative valuation process exercised 
for ASX and SPX.  
5.7.3 Value drivers - Multiples 
The key value drivers of this financial modelling are pivoted around the 
triangulation of the three main aspects of a company, earnings, sales, and book 
value. The triangulation process would entail amalgamating essential multiples 
from each of the three aspects. Various empirical studies, such as Alford (1992), 
J. Liu et al. (2002) and Molodovsky (1953), have highlighted that the concept of 
earnings is an essential aspect of valuation in the formation of a multiple 
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denoted as Price-to-Earnings (PE). However, in this analysis the PE multiple is 
explored in conjunction with two additional earnings multiples Price-to-
Net_Income_to_Common_Shareholders (PX_Earn_Com) and Price-to-EBITDA 
(PEBITDA) similar to the seminal works of Ball and Brown (1968) and Kaplan 
and Ruback (1996) empirical studies into net income and earnings relative to 
share price. Furthermore, other empirical literature such as Abrams (2012) and 
Wilcox and Philips (2004), illustrates valuation studies into the aspect of sales 
and book value characterised as a multiple Price-to-Sales (PS) and Price-to-Book 
(PB). 
The wide variety of empirical studies has provided an insight into the 
different approaches that analyses several multiples. This stage of the financial 
modelling entails the composition of scaled value drivers in the format of 
multiples that can be further applied in subsequent stages of the algorithmic 
process. Hence, the main objective would be to compute a series of raw 
multiples that have been regressed from respective market multiples using 
proxy variables. Thus, the computed raw multiples would be back-tested to the 
respective market Bloomberg-based multiples applied in the regressions for 
comparative analysis. 
The computation process comprises of several stages and commences 
with the natural logarithmic transformation of the obtained market Bloomberg-
based multiples for each of the indices being studied, ASX, SPX, and SXXP, and 
thereafter regressed against a series of independent proxy variables. The 
regression analysis is repeated and in an automated process with predefined 
selection criteria would discard unsuitable proxy variables. Consequently, in 
the final regression analysis the remaining independent proxy variables are all 
significantly correlated generating the unstandardized coefficient B as a 
resultant from the regression that would be integrated as an essential element 
of the algorithmic process. Thereafter, we apply the following equation and 
insert the appropriate values to complete the final calculation stage of the raw 
multiples: 
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?̂? = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑛𝑋𝑛 Equation 5-4 Benchmark Regression 
Formula 
The unstandardized coefficient β values from the regression analysis are 
substituted in place of β in the equation above, where β0 denoted the value of 
the coefficient model constant and βn equates to the unstandardized coefficient 
β values for all the independent proxy variables. The Xn components in the 
equation are substituted with the actual proxy variables. This process is 
repeated for each of the five dependent variables for each of the three indices 
being studied, and this span of computation is recurring for every year data and 
collective years of data, which amalgamates to a total of 170 algorithmic. The 
following Table 5-13 represents an extract from the extensive algorithmic 
modelling illustrating the initial stage of the actual application of the above 
equation: 
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Table 5-13 Extract of the initial stage algorithmic structure of the raw multiples 
 
Model 
Summary
ASX  2011 - 2002 a. Dependent Variable: 
Ln_Raw_PE Y ̂=β_0+β_1 X_1+β_2 X_2+⋯+β_n X_n
R .407a 𝛽_0 𝛽_1 𝛽_2 𝛽_3 𝛽_4 𝛽_5 …. 𝛽_27 𝛽_28
R Square 0.16551999
Unstandardized 
Coefficients β values
(Constant)
Raw_DVD
_YIELD_E
ARN_YIEL
D_RATIO
Raw_EBIT
DA_EARN
_FOR_CO
MMON
RETURN_
COM_EQY
Raw_EBIT
_TOT_ASS
T
Raw_CAPI
TAL_EMP
LOYED
….
Raw_GRO
WTH_RAT
E_SALES
Raw_GRO
WTH_RAT
E_EPS
Adjusted R 
Square
0.161668005 3.7524 0.0003 0.0014 -0.0012 -1.4336 0.0000 …. N/A 0.0842
B
ASX  2011 - 2002 a. Dependent Variable: 
Ln_Raw_PE
Proxy Variables X_1 X_2 X_3 X_4 X_5 …. X_27 X_28
𝛽_0 (Constant) 3.752390769 Short_Name Ticker
Raw_DVD
_YIELD_E
ARN_YIEL
D_RATIO
Raw_EBIT
DA_EARN
_FOR_CO
MMON
RETURN_
COM_EQY
Raw_EBIT
_TOT_ASS
T
Raw_CAPI
TAL_EMP
LOYED
….
Raw_GRO
WTH_RAT
E_SALES
Raw_GRO
WTH_RAT
E_EPS
𝛽_1 Raw_DVD_YIELD_EARN_YIELD_RATIO 0.000339995 888 HOLDINGS 888 LN Equity 0.0000 22.4016 1.6242 0.1126 269.13 …. N/A 0.2634
𝛽_2 Raw_EBITDA_EARN_FOR_COMMON 0.00136092 ASSOC BRIT FOODS ABF LN Equity 36.0262 2.3956 9.7998 0.0866 9664.00 …. N/A 0.0883
𝛽_3 RETURN_COM_EQY -0.001164577 AFRICAN BARRICK ABG LN Equity 24.3284 2.0073 10.4234 0.1263 3294.46 …. N/A 1.0000
𝛽_4 Raw_EBIT_TOT_ASST -1.43356889 ANGLO-EAST PLNTS AEP LN Equity 3.6519 1.5844 17.8021 0.1792 522.83 …. N/A 0.3835
𝛽_5 Raw_CAPITAL_EMPLOYED -2.30531E-06 AFREN PLC AFR LN Equity 0.0000 3.5276 11.7816 0.0919 2754.56 …. N/A 1.0000
𝛽_6 IS_EPS N/A AGA RANGEMASTER AGA LN Equity 8.3700 1.0892 9.5325 0.0362 269.60 …. N/A -0.0316
𝛽_7 BOOK_VAL_PER_SH N/A AGGREKO PLC AGK LN Equity 21.2338 2.0258 30.6776 0.1906 1587.90 …. N/A 0.1351
𝛽_8 Raw_NET_INC_SHARES N/A AEGIS GROUP AGS LN Equity 23.0597 1.3169 27.8277 0.0330 4269.60 …. N/A 0.2062
𝛽_9 Raw_TOT_COM_EQY_SHARES N/A ANITE PLC AIE LN Equity 31.8182 2.3640 11.8196 0.0862 164.70 …. N/A 0.0399
𝛽_10 Raw_SALES_SHARES_AVE_NUM N/A ASHLEY (LAURA) ALY LN Equity 56.6038 1.3938 35.5106 0.1525 141.00 …. N/A 0.0618
𝛽_11 Raw_Log_BS_TOT_ASSETS N/A AMEC PLC AMEC LN Equity 43.0791 1.2112 17.5425 0.0945 2279.00 …. N/A 0.1050
𝛽_12 Raw_Log_SALES N/A ANTOFAGASTA PLC ANTO LN Equity 15.9490 2.8459 19.9987 0.2638 11258.20 …. N/A 0.3275
𝛽_13 Raw_SALES_TOT_ASSETS -0.085043885 ANGLO PAC GROUP APF LN Equity 28.7865 0.9831 11.0657 0.0921 380.20 …. N/A 0.1649
𝛽_14 Raw_EBIT_SALES N/A ARM HOLDINGS ARM LN Equity 41.4286 1.4139 11.5169 0.1124 1296.89 …. N/A 0.2096
𝛽_15 Raw_EBITDA_SALES N/A AVEVA GROUP PLC AVV LN Equity 35.8899 1.6408 18.5643 0.1813 285.53 …. N/A 0.1729
𝛽_16
Raw_BS_TOT_ASSETS_TOT_DEBT_SALE
S
N/A AZ ELECTRONI AZEM LN Equity 48.6166 2.7420 13.9129 0.0903 1703.10 …. N/A 1.0000
𝛽_17 Raw_NET_ASSETS_SALES N/A BAE SYSTEMS PLC BA/ LN Equity 50.9485 1.8403 25.9089 0.0710 23080.00 …. N/A -0.1530
𝛽_18 Raw_EARN_COM_SALES -0.197862521 BABCOCK INTL GRP BAB LN Equity 62.0205 2.9031 18.5114 0.0549 3185.50 …. N/A 0.4054
𝛽_19 TRAIL_12M_EBITDA_PER_SHARE N/A BARR (A.G.) BAG LN Equity 43.1849 1.7978 20.7950 0.1627 197.17 …. N/A 0.1040
𝛽_20 Raw_TOT_ASST_SHARE N/A BRIT AMER TOBACC BATS LN Equity 80.5220 2.0407 35.6300 0.2028 25483.00 …. N/A 0.0347
𝛽_21
Raw_SHORT_AND_LONG_TERM_DEBT_
TOT_COM_EQY
N/A BBA AVIATION PLC BBA LN Equity 42.8923 1.7323 17.4660 0.0864 2247.80 …. N/A 0.1652
𝛽_22 EQY_RAW_BETA N/A BALFOUR BEATTY BBY LN Equity 50.5495 1.7527 15.4037 0.0329 5283.00 …. N/A 0.0279
𝛽_23 EQY_BETA N/A BETFAIR GROUP PL BET LN Equity 39.3805 3.0349 12.2718 0.1278 327.70 …. N/A 1.0000
𝛽_24 WACC_COST_EQUITY -0.064053372 BG GROUP PLC BG/ LN Equity 19.0232 2.3680 15.1996 0.1260 60318.00 …. N/A 0.2276
𝛽_25 WACC 0.075083806 BERKELEY GROUP BKG LN Equity 0.0000 1.4361 10.6385 0.0649 2041.99 …. N/A 0.2069
𝛽_26 Raw_GROWTH_RATE_NET_INCOME -0.002753749 BHP BILLITON PLC BLT LN Equity 23.5376 1.6108 44.9210 0.3212 99389.00 …. N/A 0.3587
𝛽_27 Raw_GROWTH_RATE_SALES N/A EMBLAZE LTD BLZ LN Equity 0.0000 -0.8629 2.9142 -0.0236 150.35 …. N/A -0.9894
𝛽_28 Raw_GROWTH_RATE_EPS 0.084159307 BRAEMAR SHIPPING BMS LN Equity 53.7079 1.5264 15.8555 0.1108 110.01 …. N/A 0.0597
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Table 5-14 Extract of the final computation stage of algorithmic structure showing the results of Table 5-13 
Y ̂=β_0+β_1 X_1+β_2 X_2+⋯+β_n X_n
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PE
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PE
Proxy Variable: 
Basic Earnings Per 
Share
Value: ASX  2011 - 
2002 a. Dependent 
Variable: 
Ln_Raw_PE
ASX  2011 - 2002 a. 
Dependent 
Variable: 
Ln_Raw_PE
ASX  2011 - 2002 a. 
Dependent 
Variable: 
Ln_Raw_PE
ASX  2011 - 2002 a. 
Dependent 
Variable: 
Ln_Raw_PE
ASX  2011 - 2002 a. 
Dependent 
Variable: 
Ln_Raw_PE
ASX  2011 - 2002 a. 
Dependent 
Variable: 
Ln_Raw_PE
ASX  2011 - 2002 a. 
Dependent 
Variable: 
Ln_Raw_PE
….
ASX  2011 - 2002 a. 
Dependent 
Variable: 
Ln_Raw_PE
ASX  2011 - 2002 a. 
Dependent 
Variable: 
Ln_Raw_PE
Short_Name Ticker IS_EPS Y^ 𝛽_0 𝛽_1X_1 𝛽_2X_2 𝛽_3X_3 𝛽_4X_4 𝛽_5X_5 …. 𝛽_27X_27 𝛽_28X_28
888 HOLDINGS 888 LN Equity 0.0060 3.6872 3.7524 0.0000 0.0305 -0.0019 -0.1615 -0.0006 …. N/A 0.0222
ASSOC BRIT FOODS ABF LN Equity 0.6870 3.5288 3.7524 0.0122 0.0033 -0.0114 -0.1241 -0.0223 …. N/A 0.0074
AFRICAN BARRICK ABG LN Equity 0.6700 3.6747 3.7524 0.0083 0.0027 -0.0121 -0.1811 -0.0076 …. N/A 0.0842
ANGLO-EAST PLNTS AEP LN Equity 1.6430 3.4895 3.7524 0.0012 0.0022 -0.0207 -0.2569 -0.0012 …. N/A 0.0323
AFREN PLC AFR LN Equity 0.1200 3.3461 3.7524 0.0000 0.0048 -0.0137 -0.1317 -0.0064 …. N/A 0.0842
AGA RANGEMASTER AGA LN Equity 0.2270 3.5637 3.7524 0.0028 0.0015 -0.0111 -0.0518 -0.0006 …. N/A -0.0027
AGGREKO PLC AGK LN Equity 0.9791 3.4349 3.7524 0.0072 0.0028 -0.0357 -0.2732 -0.0037 …. N/A 0.0114
AEGIS GROUP AGS LN Equity 0.1340 3.5240 3.7524 0.0078 0.0018 -0.0324 -0.0473 -0.0098 …. N/A 0.0174
ANITE PLC AIE LN Equity 0.0330 3.6535 3.7524 0.0108 0.0032 -0.0138 -0.1236 -0.0004 …. N/A 0.0034
ASHLEY (LAURA) ALY LN Equity 0.0265 3.4599 3.7524 0.0192 0.0019 -0.0414 -0.2186 -0.0003 …. N/A 0.0052
AMEC PLC AMEC LN Equity 0.7080 3.6222 3.7524 0.0146 0.0016 -0.0204 -0.1355 -0.0053 …. N/A 0.0088
ANTOFAGASTA PLC ANTO LN Equity 1.2540 3.3478 3.7524 0.0054 0.0039 -0.0233 -0.3781 -0.0260 …. N/A 0.0276
ANGLO PAC GROUP APF LN Equity 0.3387 3.5211 3.7524 0.0098 0.0013 -0.0129 -0.1320 -0.0009 …. N/A 0.0139
ARM HOLDINGS ARM LN Equity 0.0840 3.6779 3.7524 0.0141 0.0019 -0.0134 -0.1611 -0.0030 …. N/A 0.0176
AVEVA GROUP PLC AVV LN Equity 0.5085 3.5886 3.7524 0.0122 0.0022 -0.0216 -0.2599 -0.0007 …. N/A 0.0146
AZ ELECTRONI AZEM LN Equity 0.2530 3.5721 3.7524 0.0165 0.0037 -0.0162 -0.1294 -0.0039 …. N/A 0.0842
BAE SYSTEMS PLC BA/ LN Equity 0.3690 3.4426 3.7524 0.0173 0.0025 -0.0302 -0.1018 -0.0532 …. N/A -0.0129
BABCOCK INTL GRP BAB LN Equity 0.3128 3.6329 3.7524 0.0211 0.0040 -0.0216 -0.0787 -0.0073 …. N/A 0.0341
BARR (A.G.) BAG LN Equity 0.1961 3.4950 3.7524 0.0147 0.0024 -0.0242 -0.2332 -0.0005 …. N/A 0.0088
BRIT AMER TOBACC BATS LN Equity 1.5710 3.3265 3.7524 0.0274 0.0028 -0.0415 -0.2907 -0.0587 …. N/A 0.0029
BBA AVIATION PLC BBA LN Equity 0.3250 3.4568 3.7524 0.0146 0.0024 -0.0203 -0.1238 -0.0052 …. N/A 0.0139
BALFOUR BEATTY BBY LN Equity 0.2730 3.4844 3.7524 0.0172 0.0024 -0.0179 -0.0472 -0.0122 …. N/A 0.0024
BETFAIR GROUP PL BET LN Equity 0.2260 3.5977 3.7524 0.0134 0.0041 -0.0143 -0.1832 -0.0008 …. N/A 0.0842
BG GROUP PLC BG/ LN Equity 1.2490 3.3757 3.7524 0.0065 0.0032 -0.0177 -0.1806 -0.1391 …. N/A 0.0192
BERKELEY GROUP BKG LN Equity 0.7210 3.6228 3.7524 0.0000 0.0020 -0.0124 -0.0930 -0.0047 …. N/A 0.0174
BHP BILLITON PLC BLT LN Equity 4.2910 3.0420 3.7524 0.0080 0.0022 -0.0523 -0.4604 -0.2291 …. N/A 0.0302
EMBLAZE LTD BLZ LN Equity 0.0300 3.1792 3.7524 0.0000 -0.0012 -0.0034 0.0338 -0.0003 …. N/A -0.0833
BRAEMAR SHIPPING BMS LN Equity 0.4841 3.6379 3.7524 0.0183 0.0021 -0.0185 -0.1589 -0.0003 …. N/A 0.0050
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The above Table 5-14 illustrates an extract of the summation process of 
all the paired components that yields the respective 5 raw multiples in natural 
logarithmic format, however reversing the natural logarithmic format signifies 
the final stage of the computation of the raw multiples. Completing the reverse 
transformation produces the raw multiples in a comparable state that can be 
back-tested to the multiples obtained from the market, as illustrated in the 
tables displayed in section 6.6 Financial Model Results. 
Effectively, the Bloomberg-based multiples are a representation of the 
stock market and are considered to be the industry standard. However, the raw 
multiples devised and computed within this financial model are equally based 
on the same financial fundamentals attained from the Bloomberg database for 
all the fully-listed companies on ASX, SPX, and SXXP. Therefore, the computed 
raw multiples are market multiples as the Bloomberg-based multiples, and 
would consequently highlight when a company is over-valued or under-valued 
in the context of multiples. For example, if the raw multiples are greater than 
the Bloomberg-based multiples would signal that the companies analysed are 
under-valued, and if the raw multiples are less than the Bloomberg-based 
multiples would signify that the companies ceteris paribus are over-valued. 
5.7.4 Value Spectrum Share Price 
The value spectrum share price (Vs_PX) computation represents the final 
segment of the algorithm and the completion of the financial model. The Vs_PX 
is premised on the raw multiples resulting from the multiple regression 
analysis of the five scaled dependent variables, Raw_PE, Raw_PX_Earn_Com, 
PEBITDA, PS, and PB. The dependent variables are all multiples reflecting 
specific aspects of value in the format of a ratio effectively from five different 
perspectives representing the spectrum of value drivers being analysed. Hence, 
the different value drivers denoted as multiples would need to undergo a 
weighting process that is based on the goodness of fit coefficient of 
determination, R2 and adjusted R2, which would synthesise the Vs_PX of the 
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relevant fully-listed company from the Anglo-Saxon and European markets. 
The synthesised Vs_PX and adjusted Vs_PX can be back-tested to the relevant 
market Bloomberg-based share price (PX) of the fully-listed companies from the 
three indices, ASX, SPX, and SXXP, in the 170 algorithms. 
The basic structure of the weighting process would comprise of three key 
components, the adjusted R2, the raw multiple per dependent variables, and the 
relevant independent proxy variables on a per share basis, formulated as 
following: 
𝐴𝑑𝑗. 𝑉𝑠𝑃𝑋
= ∑
𝐴𝑑𝑗. 𝑅𝑛,𝑚
2 ∗ 𝑌𝑛,𝑚 ∗ (𝐷𝑖𝑙𝑢𝑡𝑒𝑑 𝑃𝑟𝑜𝑥𝑦 𝑉𝑎𝑟𝑖𝑎𝑏𝑙𝑒𝑛,𝑚)
∑ 𝐴𝑑𝑗. 𝑅𝑛,𝑚2
 
Equation 5-6 Value 
Spectrum Share Price 
formula 
 
Table 5-15 Key components for Equation 5-6 
Yn, m (Dependent Variables): 
Proxy n, m /(Average Number of Shares for 
EPS) n, m 
 (n) (n) 
1 ASX ASX 
2 SPX SPX 
3 SXXP SXXP 
 (m) (m) 
1 Raw Price-to-Earnings Ratio  (Raw_PE) Basic Earnings per Share 
2 
Raw Price-to-Net Income Ratio 
(Raw_PX_Earn_Com) 
Net Income to Common Shareholders per 
Average Number of Shares for EPS 
3 
Raw Price-to-EBITDA Ratio 
(Raw_PEBITDA) 
EBITDA per Average Number of Shares for 
EPS 
4 Raw Price-to-Sales Ratio  (Raw_PS) Sales per Average Number of Shares for EPS 
5 Raw Price-to-Book Ratio (Raw_PB) Book Value per Share 
This computation would be repeated for every dataset for each index, ASX - 11 
datasets, SPX - 12 datasets, and SXXP - 11 datasets.  
 Consequently, it is the value result for each multiple application that is 
weighted by R2, which provides better fit values with higher weights. The 
adjusted Vs_PX computation process incorporates several essential components 
in order to obtain a fair market-based share price. From a comparative view, the 
Bloomberg-based PX that is regarded to reflect the stock market and the 
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synthesised adjusted Vs_PX both originate from the same data source, thus 
signifying that the financial model could be applied on a comparative basis to 
Bloomberg-based PX to signal a buy or sell. For example, if the adjusted Vs_PX 
is greater than the Bloomberg-based PX, it would effectively suggest ceteris 
paribus buy, whereas if the adjusted Vs_PX is less than the Bloomberg-based 
PX, it would denote a sell for the respective companies.  
5.8 Summary 
Chapter 5 illustrates the financial valuation modelling structure of this 
study, which is explicated in the various sections that presents an outline of the 
overall approach and methods applied. The framework for the algorithmic 
multi-linear regression relative valuation model sets out an independent design 
approach using various empirical studies to establish an objectively and 
conceptually sustainable method that would synthesise key scaled value driver 
that would be further applied to derive by triangulation the share price values 
of fully listed companies in the Anglo-Saxon and European markets.  
The data source is Bloomberg as it is generally considered the industry 
standard of the financial markets from a pragmatic point of view. The overall 
data composition is obtained in the form of indices (UK: ASX, USA: SPX, 
Europe 18: SXXP), as it represents a sustainable sample of the markets being 
analysed (Schreiner & Spremann, 2007). Furthermore, the database being 
examined would comprise of that would include all sectors except financials 
from the three indices 
In the context of the European Market (SXXP), the currency difference 
among the countries represented in the SXXP index, were all converted into 
Euro as it is the main currency of the index. Thus, the outcome would establish 
a standardised format for interpretation and comparative analysis. 
There are various caveats considered concerning the statistical issues of 
heteroscedasticity and multicollinearity, which are standard in the context of 
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this study type. However, the design of the financial model and the logic 
applied in refining the database in a standardised format addresses these 
factors. 
We have examined several key value measures denoted as dependent 
variables that have particular value relevance to a set of independent variable 
as highlighted in various empirical studies, in conjunction with composing a 
comprehensive list of proxy variables that represent in a broader scope the 
independent variables. The methodology of this thesis is premised on an initial 
subset of hypotheses that formulates a foundation for the main set of 
hypotheses that effectively tests the proposed arguments of this study, which 
analyses the relationship between the variables in the context of casual 
correlation rather than specific companies. Thus, the hypothesis can be tested 
on any qualifying company for analysis in a generic form.  
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6 Chapter – Results and Analysis 
6.1 Introduction  
The data used were obtained from Bloomberg in several stages, effectively 
establishing a large data base of fully listed companies on three major indices in 
the Anglo-Saxon and European markets. The analysis was achieved in three 
separate sets, one set for each index, and for each set there was five separate 
multi-linear regression analysis, one for each of the transformed dependent 
variables, ln_PE, ln_PX_Earn_Com, ln_PEBITDA, ln_PS, and ln_PB. The results 
generated from the regression analysis would be further studied in the financial 
model where the value multiples would be computed and subsequently a share 
price would be synthesised from the spectrum of value drivers. 
6.2 Data Inclusion Criteria 
Fully listed companies from ASX, SPX and SXXP included in this study 
met the following criteria:  
1. Data availability using Bloomberg  
2. Data Range: ASX 2002 to 2011; SPX 2001 to 2011; SXXP 2002 to 2011 
3. Calendar Year-end - December 31st  
4. Companies with full dataset, i.e. displaying a value or information in all variable 
categories 
The purpose of the inclusion criteria was to establish a data base of companies 
that are all displaying the same information in order to run an automated 
analysis on all companies within the data base. 
6.3 Data Sample 
A total of 14,340 company-years of data were attained overall. However, 
5,489 company-years displayed a lack of values or information in the categories 
requested showing an incomplete dataset for the respective companies. The 
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resulting effect reduces the number of companies with a full data set suitable 
for the cross-sectional multi-linear regression analysis to 8,851 company-years. 
The following table shows the total number of company-years attained relative 
to the number of company-years with full datasets: 
  
 192 
Table 6-1 Overview of Size of Data Sample 
 
 
Companies listed in ASX and SPX and SXXP 2011 to 2002; and SPX 2011 to 2001 Total 14,340 Shortlisted: 8,851
ASX SPX SXXP
Companies 
listed in
2011 - 2002 4750
Companies 
Shortlisted:
2229
Companies 
listed in
2011 - 2001 4787
Companies 
Shortlisted:
3456
Companies 
listed in
2011 - 2002 4803
Companies 
Shortlisted:
3166
Companies 
listed in
2011 367
Companies 
Shortlisted:
270
Companies 
listed in
2011 417
Companies 
Shortlisted:
372
Companies 
listed in
2011 463
Companies 
Shortlisted:
382
Companies 
listed in
2010 372
Companies 
Shortlisted:
245
Companies 
listed in
2010 419
Companies 
Shortlisted:
365
Companies 
listed in
2010 458
Companies 
Shortlisted:
373
Companies 
listed in
2009 376
Companies 
Shortlisted:
221
Companies 
listed in
2009 419
Companies 
Shortlisted:
341
Companies 
listed in
2009 458
Companies 
Shortlisted:
331
Companies 
listed in
2008 427
Companies 
Shortlisted:
234
Companies 
listed in
2008 410
Companies 
Shortlisted:
334
Companies 
listed in
2008 463
Companies 
Shortlisted:
327
Companies 
listed in
2007 454
Companies 
Shortlisted:
240
Companies 
listed in
2007 417
Companies 
Shortlisted:
323
Companies 
listed in
2007 464
Companies 
Shortlisted:
349
Companies 
listed in
2006 479
Companies 
Shortlisted:
224
Companies 
listed in
2006 419
Companies 
Shortlisted:
304
Companies 
listed in
2006 469
Companies 
Shortlisted:
329
Companies 
listed in
2005 518
Companies 
Shortlisted:
233
Companies 
listed in
2005 425
Companies 
Shortlisted:
274
Companies 
listed in
2005 474
Companies 
Shortlisted:
311
Companies 
listed in
2004 516
Companies 
Shortlisted:
209
Companies 
listed in
2004 429
Companies 
Shortlisted:
286
Companies 
listed in
2004 479
Companies 
Shortlisted:
299
Companies 
listed in
2003 524
Companies 
Shortlisted:
184
Companies 
listed in
2003 432
Companies 
Shortlisted:
275
Companies 
listed in
2003 477
Companies 
Shortlisted:
242
Companies 
listed in
2002 717
Companies 
Shortlisted:
169
Companies 
listed in
2002 500
Companies 
Shortlisted:
300
Companies 
listed in
2002 598
Companies 
Shortlisted:
223
Companies 
listed in
2001 500
Companies 
Shortlisted:
282
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Thus, the multi-linear regression analysis would be run on the complete 
datasets of the 8,851 companies in five separate regressions; one for each of the 
transformed dependent variable spread over three sets of regressions for ASX, 
SPX, and SXXP. 
6.4 Multiple Regression Analysis 
 A total of three multiple linear regression models were designed, one for 
each of the indices ASX, SPX and SXXP being analysed. A multi-linear 
regression model would be structured around the five dependent variables 
represented by the key value drivers, ln_PE, ln_PX_Earn_Com, ln_PEBITDA, 
ln_PS and ln_PB. The basic format for a multi-linear regression model would 
consist of one analysis that would regress the collective years of data for an 
index as well as individual regression analysis for each year of data, hence: 
 ASX regression models – 55 regressions, i.e. 5 dependent variables regressed against 28 
proxy variables and 28 macro variables; 11 sets of analysis - one for every year of data 
availability and one additional analysis of the collective years of data 
 SPX regression models – 60 regressions, i.e. 5 dependent variables regressed against 28 
proxy variables and 28 macro variables; 12 sets of analysis - one for every year of data 
availability and one additional analysis of the collective years of data  
 SXXP regression models – 55 regressions, i.e. 5 dependent variables regressed against 
28 proxy variables and 28 macro variables; 11 sets of analysis - one for every year of 
data availability and one additional analysis of the collective years of data. 
Similar to the work of Abrams (2012) and J. Liu et al. (2002), who 
suggests that the required regressions to be run several times to refine the 
analysis, the above 170 regressions were run several times, approximately 10 
times, in order to refine the regressions to conform with the selection and 
refinement criteria set out earlier in Chapter 5. The initial regressions would 
focus on refining the proxy variables in accordance to the VIF criteria, which on 
average required about 4 runs of regression. Consequently, the condition index 
(CI) would typically be below 30 by the 4th regression when the remaining 
proxy variables all show VIF values that are less than 10. Another 6 runs of 
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regressions would be necessary to discard any remaining proxy variable 
displaying coefficient significance p-values that are greater than 0.100, thus 
ensuring that the remaining proxy variables are all significantly correlated with 
negligible multicollinearity (Field, 2009; Mansfield & Helms, 1982; R. H. Myers, 
1990). The remaining proxy variables would be grouped into three categories to 
reflect the degree of significance of the p-values using the 1-asteriks (* denotes 
p-value<0.100), 2-asteriks (** denotes p-value<0.050) and 3-asterisk system (*** 
denotes p-value<0.010). Thus, the final 170 runs of regressions would be 
completely refined, with the remaining proxy variables being the qualifying 
variables in uniform conformity for the cross-sectional 8,853 companies of the 
three indices representing three different markets. 
6.5 Multi-Linear Regression Results 
The main objective of the regression analysis has been achieved as the 
final outcome had discarded in a standardized automated process the 
incompatible proxy variables in terms of VIF and CI followed by the coefficient 
significance. The repeated linear regressions of the proxy and macro variables 
had a variety of outcomes particularly in the initial linear regression which 
excluded variables by default for being incompatible variables that were 
predominately macro variables. The second run of the linear regression would 
on average in all instances have discarded the remaining macro variables due to 
high VIF and coefficient significance values. Thus, as a result of the automated 
refinement process of the linear regression none of the macro variables 
qualified to be significantly correlated variables. The subsequent runs of the 
linear regressions further refined the proxy variables to achieve a fully criteria 
compliant list of proxy variables. 
The regression statistics of the final set of proxy variables show 
significant findings, and the complete sets of results are available in Appendix 
9.7 Multi-Linear Regression Results illustrated in four sets of tables for each of 
the dependent variables on a per index basis. The first set of tables presents the 
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main regression measures of the model summary and ANOVA, followed by 
three separate sets of individual tables that display first the unstandardized 
coefficient B, followed by tables showing the t-values and the last set of tables 
presents the coefficient significance. The layout of the tables has been designed 
in a uniformed manner to display the results from the indices, FTSE-All-Share 
(ASX), S&P 500 (SPX), and STOXX 600 Europe (SXXP), equally in the context 
time and proxy variables.  The first column of the all tables would show the 
timeline by year, against either a set of descriptive statistics or the list of 
qualified proxy variables. 
The following tables show the results from the three set of five multiple 
linear regression analysis representing the three indices. The three sets are 
based per index, ASX, SPX and SXXP, and structured around the five 
transformed dependent variables Ln Price-to-Earning, Ln Price-to-Net_Income, 
Ln Price-to-EBITDA, Ln Price-to-Sales, and Ln Price-to-Book, against the proxy 
variables of growth, pay-out ratios, risk, margin, ROE and size. There are five 
sets of two tables in three sections, where the first table illustrates the model 
summary and ANOVA measures from the multiple linear regression analysis, 
and the second tables shows the respective t-values for each proxy variable. 
There are various advantages in using regression statistics for comparative 
assessments, particularly when analysing large data bases.  
6.5.1 ASX Results 
Table 6-2 shows main regression results from the multi-linear regression 
analysis for the dependent variable ln PE, which back-tests to the Bloomberg PE 
ratio. The findings show that the R2 and adjusted R2 are fairly close in value 
reflecting that the qualified proxy variables are all significantly correlated 
offering a parsimonious representation with high degrees of freedom. The 
assessments of the adjusted R2 of the individual years that shows a high value 
of 48.7% and a low value of 4.1% with an average of 24.4% against the adjusted 
R2 of the collective years of data 16.2%, suggests that the model has overall a 
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goodness of fit for price-to-earnings. Furthermore, out of the 10 individual 
years of analysis, 7 of them returned an adjusted R2 that was higher than the 
collective years of analysis, and was either close to or above the average of the 
10 individual years of study. Thus, the regressions all showed adjusted R2 that 
is significant highlighting that the Ln Price-to-Earning model has a good model 
fit. 
The F-values of the regression of the collective years of panel data 
showed a high F-value of 42.970 with a respective p<0.050 compared to the 
individual years of regression, which showed a high of 49.372 and a low of 
5.479 yielding an average F-value of 16.663 and all p<0.050. Given that all the 
p<0.050 concludes that all the regression tests were significant for the qualifying 
independent variables. Furthermore, all p<0.050 in the context of ASX 
confirming the acceptance of Hypotheses 11,1 (Y1,1) and reject the null for the 
qualifying independent variables Xn shown in the Table 6-2. However, for the 
independent variables Xn, those are not displayed in Table 6-2 we would reject 
Hypothesis 1 and accept the null. 
Table 6-2 groups the coefficient significant p-values that are premised on 
t-values. Due to the large data samples this tables provides an overview of the 
number of qualifying independent p-values for coefficient significance. A total 
of 67 independent variables from the 11 ASX Ln Price-to-Earning regressions 
qualified as significantly correlated to the dependent variable ln PE, where 43 
proxy variables has a p-value that is less than 0.010 (***), 20 proxy variables that 
has a p-value less than 0.050 (**) and 4 proxy variables with a p-value that is 
less than 0.100 (*). Thus, the regression results have shown that the majority of 
the remaining variables are highly correlated to the dependent variable, which 
raises confidence in the further application of the variables.  
Table 6-2 below displays all the qualifying independent variables in 
accordance with the 1-asteriks (*<0.100), 2-asteriks (**<0.050) and 3-asterisk 
(***<0.010) array. This highlights the arrangement of the qualifying 
 197 
independent variables for each set of regression analysis for ASX for the 
dependent variable Ln Price-to-Earning. The table shows the different levels of 
significant correlation for the independent variable as well as the repeat 
variables throughout the years of analysis and their consistency of correlation. 
Table 6-2 ASX Ln Price-to-Earnings Key Regression results; Frequency of Significance p-
value; Categorising of Significance p-values / VIF-values 
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R Square 0.166 0.371 0.425 0.223 0.497 0.079 0.165 0.227 0.050 0.273 0.307 
Adjusted R Square 0.162 0.357 0.404 0.205 0.487 0.065 0.151 0.204 0.041 0.254 0.275 
Std. Error of the Estimate 0.662 0.556 0.586 0.762 0.651 0.596 0.550 0.547 0.539 0.583 0.606 
F-values 43 27 21 13 49 6 12 10 5 14 10 
Coefficient Sig. p-values 
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Sig. p-value < 0.010 (***)  
# of Proxies 43 
9 4 6 3 5 2 3 2 0 4 5 
Sig. p-value < 0.050 (**)  
# of Proxies 20 
2 2 3 1 0 2 1 3 2 1 3 
Sig. p-value < 0.100 (*)  
# of Proxies 4 
0 0 0 1 0 0 0 2 0 0 1 
Total # of Proxies 67 11 6 9 5 5 4 4 7 2 5 9 
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Raw Payout Ratio (Dividend 
Yield/Earnings Yield) 
*** 
1 
*** 
3 
** 
2 
* 
2 
*** 
1 
    
* 
6 
    
*** 
1 
Raw EBITDA to Net Income to 
Common Shareholders Ratio 
*** 
1 
*** 
3 
*** 
2 
*** 
2 
    
*** 
1 
** 
6 
** 
1 
    
Return on Common Equity 
(Earn_Common/Total_Com_EQ
Y) 
*** 
1 
      
*** 
4 
          
** 
2 
Raw Return on Total Assets 
(EBIT/Total Assets) 
*** 
1 
  
** 
1 
*** 
1 
  
*** 
1 
*** 
1 
        
Raw Capital Employed (Total 
Assets - Short Term Debt) 
*** 
1 
        
** 
1 
*** 
1 
** 
1 
      
Basic Earnings Per Share                 
** 
1 
  
*** 
3 
Raw Net Income per Average 
Number of Shares of EPS 
                  
*** 
3 
*** 
3 
Raw Sales per Average Number 
of Shares for EPS 
    
*** 
2 
*** 
1 
              
Raw Operating Fixed Asset 
Ratio (Sales/Total Assets) 
*** 
1 
** 
1 
          
** 
1 
      
 198 
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales) 
                  
*** 
1 
  
Raw Net Assets to Sales               
*** 
2 
    
*** 
2 
Raw Earning Common to Sales 
*** 
1 
        
*** 
1 
  
*** 
2 
    
*** 
3 
Trailing 12-month EBITDA per 
Basic Share 
    
*** 
6 
            
*** 
3 
  
Raw Total Assets per Average 
Number of Shares for EPS 
    
*** 
6 
                
Raw Gearing Ratio (Total 
Debt/Total Equity) 
    
** 
1 
  
*** 
4 
          
** 
1 
WACC Equity 
*** 
3 
*** 
2 
*** 
3 
  
*** 
2 
          
* 
4 
WACC 
*** 
3 
*** 
2 
*** 
4 
** 
1 
*** 
2 
** 
1 
      
*** 
1 
** 
4 
Raw Growth Rate in Net 
Income to Common 
Shareholders 
** 
1 
                    
Raw Growth Rate in Basic 
Earnings Per Share 
** 
1 
** 
1 
        
** 
1 
* 
1 
  
** 
1 
  
Table 6-3 presents the regression analysis results, which is overall 
displaying stronger results compared to Ln Price-to-Earning. The adjusted R2 
for the collective years of analysis is 0.160, while for the individual years of 
study the high is 0.530 and the low of 0.17 with an average of 0.377. The low 
and the average R2 for the individual years of study are above the adjusted R2 
for the collective years of analysis. Thus, the regression result signifies a better 
model fit compared to Ln Price-to-Earning. 
Similarly, the F-values of Ln Price-to-Net_Income are overall more 
significant compared to Ln Price-to-Earning. The individual years of study 
shows a high F-value is 55.363 and a low F-value of 11.382 with an average 
33.892, whereas the collective years of analysis has an F-value of 64.161. 
Respectively, all the p<0.050 signifying that the test to be significant, and as a 
result we accept Hypothesis 11,2 (Y1,2) for ASX and reject the null for the Xn 
qualifying independent variables as shown in Table 6-3. Consequently, for the 
independent variables that are not displayed, we would reject Hypothesis 1 and 
accept the null. 
Table 6-3 confirms that 53 independent variables qualified from the 11 
ASX Ln Price-to-Net_Income regression analyses. It is fewer independent 
variables compared to Ln Price-to-Earning, however 44 of the independent 
variables are all highly correlated with corresponding p<0.010 (***). 
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Additionally, 5 of the independent variables have p<0.050 (**), while the 
remaining 4 independent variables have p<0.100 (*). 
Table 6-3 emphasises the different independent variables and presents 
and overview to their correlation coefficient reflect by the 3-asterisk 
arrangement. In addition, it highlights the recurrence of the highly correlated 
independent variables throughout the 11 regressions for dependent variable Ln 
Price-to-Net_Income. 
Table 6-3 ASX Ln Price-to-Net Income Key Regression results; Frequency of Significance p-
value; Categorising of Significance p-values / VIF-values 
ASX  
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R Square 0.162 0.264 0.440 0.460 0.256 0.383 0.396 0.416 0.543 0.194 0.545 
Adjusted R Square 0.160 0.251 0.429 0.450 0.237 0.369 0.388 0.409 0.530 0.177 0.529 
Std. Error of the Estimate 1.216 0.850 0.626 1.219 0.995 0.646 0.808 1.294 1.026 1.470 1.181 
F-values 64 20 40 46 14 26 52 55 40 11 35 
Coefficient Sig. p-values 
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Sig. p-value < 0.010 (***)  
# of Proxies 43 
7 3 4 2 6 5 3 3 3 3 5 
Sig. p-value < 0.050 (**)  
# of Proxies 20 
0 1 1 1 0 0 0 0 1 0 1 
Sig. p-value < 0.100 (*)  
# of Proxies 4 
0 1 0 1 0 1 0 0 0 1 0 
Total # of Proxies 53 7 5 5 4 6 6 3 3 4 4 6 
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Raw Payout Ratio (Dividend 
Yield/Earnings Yield) 
*** 
1 
*** 
3 
** 
2 
*** 
2 
        
*** 
1 
  
*** 
1 
Raw EBITDA to Net Income to 
Common Shareholders Ratio 
*** 
1 
* 
3 
*** 
2 
*** 
2 
*** 
1 
*** 
1 
*** 
1 
*** 
1 
    
*** 
1 
Return on Common Equity 
(Earn_Common/Total_Com_EQ
Y) 
        
*** 
4 
*** 
4 
          
Raw Return on Total Assets 
(EBIT/Total Assets) 
          
* 
1 
*** 
1 
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Basic Earnings Per Share                     
*** 
4 
Raw Net Income per Average 
Number of Shares of EPS 
                    
** 
3 
Raw Total Common Equity per 
Average Number of Shares for 
EPS 
              
*** 
1 
      
Raw Sales per Average 
Number of Shares for EPS 
          
*** 
1 
    
** 
1 
    
Raw Operating Fixed Asset 
Ratio (Sales/Total Assets) 
      
* 
1 
              
Raw Sales Margin 
(EBIT/SALES) 
                
*** 
1 
    
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales) 
                
*** 
3 
    
Raw Net Assets to Sales       
** 
1 
              
Raw Earning Common to Sales               
*** 
1 
  
*** 
1 
*** 
1 
Trailing 12-month EBITDA per 
Basic Share 
*** 
1 
** 
1 
        
*** 
1 
    
*** 
1 
*** 
3 
Raw Total Assets per Average 
Number of Shares for EPS 
        
*** 
1 
            
Raw Gearing Ratio (Total 
Debt/Total Equity) 
    
*** 
1 
  
*** 
4 
*** 
3 
          
Raw Beta                   
* 
1 
  
Beta           
*** 
1 
          
WACC Equity 
*** 
3 
*** 
2 
*** 
3 
  
*** 
2 
            
WACC 
*** 
3 
*** 
2 
*** 
3 
  
*** 
2 
            
Raw Growth Rate in Net 
Income to Common 
Shareholders 
*** 
1 
                    
Raw Growth Rate in Sales 
*** 
1 
                
*** 
1 
  
Table 6-4 shows overall similar regression results to Ln Price-to-Earning 
instead of Ln Price-to-Net_Income, where the collective years of analysis 
yielded an adjusted R2 of 0.157 compared to the individual years of study, 
which resulted in a high of 0.397 and a low of 0.077. The average for the 
individual years is 0.254 which is similar to both Ln Price-to-Earning and Ln 
Price-to-Net_Income, which concludes that the regression results of Ln Price-to-
EBITDA have overall good model fit of the data. 
The F-values for Ln Price-to-EBITDA are overall robust, for the collective 
years of analysis the F-value is 62.170, which is similar to the F-value of Ln 
Price-to-Net_Income, and considerably higher than the individual years of 
study that yielded a high of 32.729, an average of 20.417 and a low of 7.570. All 
the respective p<0.050 confirms that the test is significant and as a result we 
accept Hypothesis 11,3 (Y1,3) and reject the null for the independent variables Xn 
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displayed in Table 6-4. For all the independent variables Xn not displayed, we 
reject Hypothesis 1 and accept the null. 
Table 6-4 shows 47 independent variables qualifying from the 11 ASX Ln 
Price-to-EBITDA, which are fewer independent variables compared to both Ln 
Price-to-Earning and Ln Price-to-Net_Income. However, 37 out of 47 from the 
qualifying independent variables are showing p<0.010 (***), highlighting that 
the majority of the qualifying independent variables are highly correlated. 
Another 9 independent variables have p<0.050 (**) and an additional variable 
with p<0.100 (*). 
Table 6-4 below details the qualifying variables, and presents the 
variables in the 3-asterisk arrangement. The table highlights the recurrence and 
density of some of the independent variables throughout the 11 regression 
analysis. 
Table 6-4 ASX Ln Price-to-EBITDA Key Regression results; Frequency of Significance p-
value; Categorising of Significance p-values / VIF-values 
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R Square 0.159 0.265 0.337 0.276 0.332 0.182 0.134 0.089 0.329 0.409 0.318 
Adjusted R Square 0.157 0.249 0.324 0.259 0.321 0.172 0.123 0.077 0.309 0.397 0.307 
Std. Error of the Estimate 0.786 0.653 0.642 0.590 0.690 0.783 0.819 0.881 0.663 0.645 0.751 
F-values 63 16 26 17 30 19 12 8 17 33 28 
Coefficient Sig. p-values 
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Sig. p-value < 0.010 (***) 
# of Proxies 43 
7 5 4 3 4 3 2 1 2 4 2 
Sig. p-value < 0.050 (**)  
# of Proxies 20 
0 1 1 2 0 0 0 2 2 0 1 
Sig. p-value < 0.100 (*) 
# of Proxies 4 
0 0 0 0 0 0 1 0 0 0 0 
Total # of Proxies 47 7 6 5 5 4 3 3 3 4 4 3 
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Coefficients:  
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Return on Common Equity 
(Earn_Common/Total_Com_EQY) 
  
*** 
1 
                  
Raw Capital Employed (Total 
Assets - Short Term Debt) 
*** 
1 
                    
Basic Earnings Per Share                 
** 
1 
    
Raw Net Income per Average 
Number of Shares of EPS 
            
*** 
1 
        
Raw Total Common Equity per 
Average Number of Shares for 
EPS 
                    
** 
2 
Raw Sales per Average Number 
of Shares for EPS 
                
*** 
1 
    
Raw Log Total Assets           
*** 
1 
*** 
1 
** 
1 
*** 
1 
    
Raw Operating Fixed Asset Ratio 
(Sales/Total Assets) 
                
** 
1 
*** 
1 
  
Raw Sales Margin (EBIT/SALES) 
*** 
1 
*** 
1 
          
** 
1 
      
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales) 
    
*** 
1 
                
Raw Earning Common to Sales 
*** 
1 
    
** 
1 
*** 
1 
*** 
1 
* 
1 
    
*** 
1 
*** 
1 
Trailing 12-month EBITDA per 
Basic Share 
*** 
1 
  
*** 
1 
*** 
5 
*** 
1 
    
*** 
1 
  
*** 
1 
*** 
2 
Raw Total Assets per Average 
Number of Shares for EPS 
      
** 
5 
  
*** 
1 
          
Raw Gearing Ratio (Total 
Debt/Total Equity) 
  
*** 
3 
                  
WACC Equity 
*** 
3 
*** 
2 
*** 
3 
*** 
2 
*** 
2 
            
WACC 
*** 
3 
** 
2 
*** 
3 
*** 
2 
*** 
2 
            
Raw Growth Rate in Net Income 
to Common Shareholders 
  
*** 
3 
                  
Raw Growth Rate in Sales                   
*** 
1 
  
Raw Growth Rate in Basic 
Earnings Per Share 
*** 
1 
  
** 
1 
                
Table 6-5 regression has produced an adjusted R2 for the collective years 
of 0.565, which is considerably higher than the results displayed by Ln Price-to-
Earning, Ln Price-to-Net_Income and Ln Price-to-EBITDA. Furthermore, the 
individual years of study are equally showing very robust results, with a high 
of 0.739, an average of 0.614 and a low of 0.371. The overall coefficients of 
determination for Ln Price-to-Sales are all showing very highly correlated 
regressions, confirming a very good model fit and greater predictive power of 
the qualified independent variables. 
The F-values have equally increased to a new level of high figures where 
the collective years of analysis generated an F-value of 444.785 and supported 
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equally by robust F-values for the individual years of study with a high of 
221.239, an average of 88.388 and a low of 20.095. Hence, overall the regression 
of Ln Price-to-Sales has shown very significant results, further emphasised with 
all the p<0.050 thereby accepting Hypothesis 11,4 (Y1,4) and rejecting the null for 
all the qualifying independent variables Xn seen in Table 6-5. For the 
independent variables Xn not displayed, we reject the Hypothesis 1 and the null 
accepted. 
Table 6-5 presents 62 qualifying independent variables from the 11 ASX 
Ln Price-to-Sales regression, where overall 52 of the independent variables 
yielded p<0.010 (***), a further 6 independent variables had p<0.050 (**) and the 
remaining 4 independent variables generated p<0.100 (*). It is slightly fewer 
qualifying independent variables compared to Ln Price-to-Earning, but 
considerably more qualifying independent variables relative to Ln Price-to-
Net_Income and Ln Price-to-EBITDA. 
Table 6-5 exhibits all the qualifying independent variables in the 3-
asterisk arrangement, amplifying the spread and recurrence of the qualifying 
independent variables. The table below provides an overview illustrating the 
independent variables relative to the year of analyses.  
Table 6-5 ASX Ln Price-to-Sales Key Regression results; Frequency of Significance p-value; 
Categorising of Significance p-values / VIF-values 
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R Square 0.566 0.475 0.720 0.394 0.682 0.689 0.384 0.736 0.686 0.747 0.713 
Adjusted R Square 0.565 0.466 0.713 0.375 0.676 0.682 0.371 0.733 0.678 0.739 0.705 
Std. Error of the Estimate 0.441 0.508 0.392 0.532 0.342 0.371 0.516 0.326 0.350 0.316 0.374 
F-values 445 50 95 20 107 96 30 221 90 92 83 
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Sig. p-value < 0.010 (***)  
# of Proxies 43 
6 4 6 5 5 6 4 3 3 5 5 
Sig. p-value < 0.050 (**)  
# of Proxies 20 
1 1 1 0 0 0 0 0 2 1 0 
Sig. p-value < 0.100 (*)  
# of Proxies 4 
0 0 0 2 0 0 1 0 0 0 1 
Total # of Proxies 62 7 5 7 7 5 6 5 3 5 6 6 
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Raw EBITDA to Net Income to 
Common Shareholders Ratio 
            
*** 
1 
        
Return on Common Equity 
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1 
              
Raw Return on Total Assets 
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*** 
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*** 
1 
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1 
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2 
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Raw Capital Employed (Total 
Assets - Short Term Debt) 
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1 
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1 
        
Basic Earnings Per Share       
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2 
              
Raw Net Income per Average 
Number of Shares of EPS 
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1 
  
Raw Sales per Average Number 
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*** 
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*** 
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Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales) 
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Raw Earning Common to Sales 
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Raw Gearing Ratio (Total 
Debt/Total Equity) 
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1 
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1 
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WACC Equity 
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*** 
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*** 
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Raw Growth Rate in Basic 
Earnings Per Share 
*** 
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** 
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*** 
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** 
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Table 6-6 presents the very significant regression results that were 
produced overall for the 11 ASX Ln Price-to-Book regressions. The regression 
for the collective years of analysis shows an adjusted R2 of 0.507, while the high 
for individual years of study was 0.689, an average of 0.578 and a low of 0.513. 
The regression results for Ln Price-to-Book have been the most significant 
compared to the other dependent variables. It further signifies a greater model 
fit for the regression of Ln Price-to-Book compared to the other dependent 
variables. 
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The F-values have equally yielded high values that confirm the test to be 
significant, where the collective years of analysis produced a very high value of 
246.748 compared to the individual years of study which resulted in a high of 
84.563, an average of 56.580 and a low of 27.692, signifying an overall very good 
fit. Furthermore, the 11 ASX Ln Price-to-Book regressions all showed p<0.050, 
thus we accept Hypothesis 11,5 (Y1,5) and reject the null for the qualifying 
independent variables displayed in Table 6-6. Thus, we reject the Hypothesis 1 
and accept the null for all the independent variables that are not displayed. 
Table 6-6 confirms that a total of 73 qualifying independent variables for 
the 11 ASX Ln Price-to-Book regressions. The regression of Ln Price-to-Book has 
generated the most qualifying independent variables from the 5 dependent 
variables analysed in the context of ASX data. A total of 49 independent 
variables yielded p<0.010 (***), another 15 independent variables ranged with 
p<0.050 (**) and the remaining 9 independent variables produced p<0.100 (*). 
Table 6-6 illustrates the array of the qualifying independent variables, 
highlighting the recurring variables presented in the 3-asterisk arrangement. 
Furthermore, the table provides an overview of the 11 ASX regressions and the 
intensity of qualifying independent variables within each regression.  
Table 6-6 ASX Ln Price-to-Book Key Regression results; Frequency of Significance p-value; 
Categorising of Significance p-values / VIF-values 
ASX  
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R Square 0.509 0.600 0.697 0.619 0.524 0.561 0.577 0.648 0.526 0.574 0.571 
Adjusted R Square 0.507 0.588 0.689 0.610 0.513 0.552 0.568 0.639 0.513 0.553 0.558 
Std. Error of the Estimate 0.490 0.459 0.401 0.396 0.500 0.454 0.412 0.412 0.452 0.416 0.441 
F-values 247 51 85 71 46 66 65 72 38 28 44 
Coefficient Sig. p-values 
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Sig. p-value < 0.010 (***)  
# of Proxies 43 
7 6 6 5 3 3 2 4 3 6 4 
Sig. p-value < 0.050 (**)  
# of Proxies 20 
2 0 1 0 2 2 2 2 2 1 1 
Sig. p-value < 0.100 (*)  
# of Proxies 4 
1 2 0 0 1 0 1 0 1 2 1 
Total # of Proxies 73 10 8 7 5 6 5 5 6 6 9 6 
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Figure 6-1 adjusted R2 – ASX - Ln Price-to-Earning, Ln Price-to-Net_Income, Ln Price-to-EBITDA, Ln Price-to-Sales, Ln Price-to-Book 
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Figure 6-1 presents an overview of the adjusted R2 for the 5 dependent 
variables regressed over 11 time periods in the context of ASX data. The chart 
above highlights a ranking of the resulting adjusted R2, signifying that all the 
dependent variables react differently over the individual years of study 
compared to the collective years of analysis. Comparatively the most significant 
dependent variables are Ln Price-to-Sales and Ln Price-to-Book, while the least 
significant variables with the lowest recordings of the adjusted R2 are Ln Price-
to-Earning. The arrangement of the resulting adjusted R2 from the 55 ASX 
regression analyses in a chart highlights trends between the dependent 
variables. For example there appears to be similarities between Ln Price-to-
Earning and Ln Price-to-Sales, and Ln Price-to-Net_Income relative to Ln Price-
to-Book, whereas Ln Price-to-EBITDA shows a fairly smooth pattern over time 
and reflects a similar overall trend to Ln Price-to-Earning and Ln Price-to-Sales. 
6.5.2 SPX Results 
Table 6-7 illustrates very good results for the 12 SPX regressions, where 
the collective years of analysis resulted in an adjusted R2 of 0.270 compared to 
the individual years of study with a high adjusted R2 of 0.474, and average of 
0.313 and a low of 0.189. These results highlights that all the regressions were 
significant and overall has a good model fit.  
The F-values are equally displaying high figures; particularly the 
collective years of analysis produced 132.144 while for the individual years of 
study generated a high of 90.500, an average of 30.064 and a low of 13.209. The 
respective coefficient significant p-values all equated to 0.000, thus we accept 
Hypothesis 12,1 (Y2,1) and reject the null for all the qualifying independent 
variables for the 11 SPX regression displayed in Table 6-7. For the independent 
variables that are not shown in the table, we reject Hypothesis 1 and accept the 
null. 
 209 
Table 6-7 confirms that 77 independent variables qualified for the 11 SPX 
regression, where 63 of the qualifying variables ranged in the highly correlated 
group p<0.010 (***) emphasising that the latter years of analysis recorded 
almost twice as many qualifying independent variables compared to the former 
years. Another 9 independent variables generated p<0.050 (**), while the 
remaining 5 qualifying independent variables yielded p<0.100 (*). 
 Table 6-7 illustrates the overall spread of the qualifying variables in 
accordance with the 3-asterisk arrangement. The table provides an overview to 
the areas of concentration for the different qualifying variables, as well as 
highlight the categorising of the p-values for the respective independent 
variables. 
Table 6-7 SPX Ln Price-to-Earnings Key Regression results; Frequency of Significance p-
value; Categorising of Significance p-values / VIF-values 
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R Square 0.272 0.272 0.205 0.274 0.329 0.350 0.353 0.479 0.241 0.364 0.401 0.324 
Adjusted R Square 0.270 0.254 0.189 0.259 0.317 0.335 0.344 0.474 0.231 0.352 0.383 0.311 
Std. Error of the Estimate 0.504 0.434 0.481 0.549 0.441 0.405 0.375 0.325 0.473 0.472 0.523 0.598 
F-values 132 15 13 18 27 24 42 90 23 32 22 23 
Coefficient Sig. p-values 
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Sig. p-value < 0.010 (***)  
# of Proxies 63 
9 8 5 7 6 6 4 3 2 3 6 4 
Sig. p-value < 0.050 (**)  
# of Proxies 9 
1 1 0 0 0 1 0 0 2 2 0 2 
Sig. p-value < 0.100 (*)  
# of Proxies 5 
0 0 2 0 0 0 0 0 0 0 3 0 
Total # of Proxies 77 10 9 7 7 6 7 4 3 4 5 9 6 
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Raw Payout Ratio (Dividend 
Yield/Earnings Yield) 
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1 
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Trailing 12-month EBITDA per 
Basic Share 
*** 
1    
*** 
1  
*** 
1 
*** 
1    
  
Raw Total Assets per Average 
Number of Shares for EPS 
*** 
7 
*** 
2  
*** 
4   
*** 
1   
** 
1 
*** 
1 
  
Raw Gearing Ratio (Total 
Debt/Total Equity) 
*** 
1  
* 
1   
*** 
1   
** 
1   
  
Raw Beta 
*** 
1  
*** 
2 
*** 
1 
*** 
2 
*** 
1    
** 
1  
  
WACC Equity 
*** 
3 
*** 
3 
*** 
2  
*** 
2    
*** 
1  
*** 
2 
*** 
5 
WACC 
*** 
3 
*** 
4   
*** 
2 
*** 
2    
*** 
1 
*** 
2 
*** 
5 
Raw Growth Rate in Net 
Income to Common 
Shareholders 
          
* 
1 
  
Raw Growth Rate in Sales         
*** 
1 
              
Table 6-8 presents the adjusted R2 results, where the individual years of 
study yielded a high of 0.644, an average of 0.478 and a low of 0.304, which are 
considerably higher than the collective years of analysis with an adjusted R2 of 
0.158. The 11 SPX Ln Price-to-Net_Income regressions had significant results 
confirming the model overall has a good fit. 
The 12 regressions for SPX Ln Price-to-Net_Income produced high F-
values; where for the collective years of analysis generated an F-value of 56.353 
compared to the individual years of study resulting in a high of 90.565, an 
average of 57.098 and a low F-value of 23.867. Furthermore, all the respective p-
values equals 0.000, hence we accept Hypothesis 12,2 (Y2,2) and reject the null for 
all the qualifying variables displayed in Table 6-8. Adversely, for the 
independent variables not displayed we reject Hypothesis 1 and accept the null. 
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Table 6-8 shows fewer qualifying independent variables compared to the 
previous regression of Ln Price-to-Earning, where 58 of the qualifying 
independent variables has a p<0.010 (***), a further 7 variables yielded p<0.050 
(**) and the remaining 4 had p<0.100 (*). Similar to the previous regression of 
Ln Price-to-Earning, the density of the qualifying independent variables 
appears in the latter years of analysis. 
Table 6-8 displays the spread and recurrence of the qualifying 
independent variables for the 11 SPX Ln Price-to-Net_Income regressions. The 
table presents all the qualifying independent variables in the 3-asterisk 
formation.  
Table 6-8 SPX Ln Price-to-Net Income Key Regression results; Frequency of Significance p-
value; Categorising of Significance p-values / VIF-values 
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R Square 0.161 0.548 0.318 0.652 0.313 0.508 0.636 0.608 0.342 0.482 0.489 0.472 
Adjusted R Square 0.158 0.535 0.304 0.644 0.309 0.502 0.627 0.601 0.333 0.466 0.474 0.461 
Std. Error of the Estimate 1.962 0.940 1.061 1.295 1.872 1.360 1.026 0.897 1.588 1.554 2.280 2.365 
F-values 56 44 24 90 76 82 76 91 38 32 32 43 
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Sig. p-value < 0.010 (***)  
# of Proxies 58 
9 6 6 7 2 2 5 4 3 6 5 3 
Sig. p-value < 0.050 (**)  
# of Proxies 7 
1 1 1 0 0 1 0 0 1 0 0 2 
Sig. p-value < 0.100 (*)  
# of Proxies 4 
2 0 0 0 0 1 0 1 0 0 0 0 
Total # of Proxies 69 12 7 7 7 2 4 5 5 4 6 5 5 
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Raw Payout Ratio (Dividend 
Yield/Earnings Yield) 
*** 
1 
*** 
3 
*** 
1 
        
*** 
1 
*** 
1 
*** 
3 
*** 
1 
*** 
2 
Raw EBITDA to Net Income to   *** 
 
*** 
 
*** *** 
  
*** 
 
*** 
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Common Shareholders Ratio 2 4 1 2 3 3 
Return on Common Equity 
(Earn_Common/Total_Com_EQ
Y) 
*** 
2 
*** 
4 
** 
2 
*** 
3 
*** 
2  
*** 
2   
*** 
1 
*** 
2 
  
Raw Return on Total Assets 
(EBIT/Total Assets) 
** 
2 
** 
2          
*** 
1 
Raw Capital Employed (Total 
Assets - Short Term Debt) 
* 
1           
  
Basic Earnings Per Share   
*** 
4          
  
Raw Sales per Average Number 
of Shares for EPS 
  
     
*** 
2 
*** 
1    
** 
1 
Raw Log Total Assets   
          
** 
1 
Raw Operating Fixed Asset 
Ratio (Sales/Total Assets) 
  
       
*** 
1  
*** 
2 
  
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales) 
*** 
2     
* 
2    
*** 
1 
*** 
2 
  
Raw Net Assets to Sales 
*** 
1  
*** 
2 
*** 
2  
** 
2      
  
Raw Earning Common to Sales 
*** 
1  
*** 
2 
*** 
2 
*** 
2 
*** 
1 
*** 
2 
*** 
1 
*** 
1 
*** 
1 
*** 
1 
  
Trailing 12-month EBITDA per 
Basic Share 
  
*** 
3     
*** 
2     
  
Raw Total Assets per Average 
Number of Shares for EPS 
*** 
1 
*** 
2 
*** 
1 
*** 
4    
*** 
1  
*** 
1  
  
Raw Gearing Ratio (Total 
Debt/Total Equity) 
*** 
2   
*** 
2        
  
Beta   
 
*** 
2         
  
WACC Equity 
*** 
3  
*** 
2 
*** 
1        
  
WACC 
*** 
3           
  
Raw Growth Rate in Net Income 
to Common Shareholders 
  
      
* 
1    
  
Raw Growth Rate in Basic 
Earnings Per Share 
* 
1 
              
** 
1 
      
The regression results displayed in Table 6-9 show robust outcomes from 
the 12 regressions. The collective years of analysis yielded an adjusted R2 of 
0.250, while the individual years of study generated overall a high of 0.547, an 
average 0.339 and a low of 0.102. The results are robust and indicate that the 
coefficient of determination to be significant and that the model has a good fit. 
The F-values are equally robust with the collective years of analysis 
resulting in an F-value of 132.240, while the high for the individual years of 
analysis was 109.811, an average of 42.217 and a low of 8.651. In addition, the 
corresponding p-values all equate 0.000, highlighting the 11 SPX ln_PEBITDA 
regressions tests to be significant, thus we accept Hypothesis 12,3 (Y2,3) and reject 
the null for all the qualifying independent variables shown in Table 6-9. 
However, for the independent variables not displayed in the table we would 
reject Hypothesis 1 and accept the null. 
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Table 6-9 displays an overview of the qualifying independent variables 
from the 12 SPX Ln Price-to-EBITDA regressions and the concentration of 
independent variables in the three groups of coefficient significance based on 
the 3-asterisk arrangement. A total of 46 qualified independent variables 
displayed a p<0.010 (***), whereas 5 independent variables generated a p<0.050 
(**) and the remaining 5 independent variables yielded p<0.100. 
Table 6-9 below presents a fairly diversified selection of qualified 
independent variables.  The recurrence and spread of the independent variables 
appears to have an even density across the 12 SPX Ln Price-to-EBITDA 
regressions. 
Table 6-9 SPX Ln Price-to-EBITDA Key Regression results; Frequency of Significance p-
value; Categorising of Significance p-values / VIF-values 
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R Square 0.252 0.292 0.274 0.332 0.116 0.371 0.510 0.557 0.317 0.366 0.270 0.428 
Adjusted R Square 0.250 0.283 0.266 0.322 0.102 0.363 0.499 0.547 0.305 0.359 0.258 0.424 
Std. Error of the Estimate 0.711 0.464 0.533 0.604 0.755 0.568 0.455 0.451 0.642 0.670 1.090 0.772 
F-values 132 31 34 34 9 47 45 52 27 53 23 110 
Coefficient Sig. p-values 
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Sig. p-value < 0.010 (***)  
# of Proxies 46 
9 4 3 4 3 4 2 5 4 2 4 2 
Sig. p-value < 0.050 (**)  
# of Proxies 5 
0 0 0 0 1 0 3 0 0 1 0 0 
Sig. p-value < 0.100 (*)  
# of Proxies 5 
0 1 1 1 1 0 1 0 0 0 0 0 
Total # of Proxies 56 9 5 4 5 5 4 6 5 4 3 4 2 
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Raw Payout Ratio (Dividend 
Yield/Earnings Yield) 
  
*** 
2 
        
*** 
1 
*** 
1 
        
Raw EBITDA to Net Income to 
Common Shareholders Ratio  
*** 
2          
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Return on Common Equity 
(Earn_Common/Total_Com_EQ
Y) 
     
*** 
1      
  
Raw Return on Total Assets 
(EBIT/Total Assets)   
* 
1  
*** 
1  
** 
1 
*** 
1 
*** 
1  
*** 
1 
  
Raw Capital Employed (Total 
Assets - Short Term Debt) 
*** 
2      
* 
1  
*** 
1   
  
Book Value per Share 
*** 
4   
*** 
6        
  
Raw Sales per Average Number 
of Shares for EPS 
*** 
4   
* 
2        
*** 
1 
Raw Log Total Assets 
*** 
2           
  
Raw Operating Fixed Asset 
Ratio (Sales/Total Assets) 
*** 
2        
*** 
2   
  
Raw Sales Margin (EBIT/SALES) 
*** 
1 
* 
1  
*** 
2        
  
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales)       
** 
1     
  
Raw Net Assets to Sales 
   
*** 
2  
*** 
1   
*** 
2 
** 
1 
*** 
1 
  
Raw Earning Common to Sales 
      
** 
1 
*** 
1    
  
Trailing 12-month EBITDA per 
Basic Share 
*** 
4 
*** 
1 
*** 
1 
*** 
5  
*** 
1 
*** 
1 
*** 
1   
*** 
1 
  
Raw Total Assets per Average 
Number of Shares for EPS        
*** 
1   
*** 
1 
  
Raw Gearing Ratio (Total 
Debt/Total Equity)     
*** 
1       
  
Raw Beta 
    
** 
2       
  
WACC Equity 
  
*** 
3  
*** 
2     
*** 
3  
  
WACC 
*** 
1 
*** 
1 
*** 
3   
*** 
1    
*** 
4  
*** 
1 
Raw Growth Rate in Basic 
Earnings Per Share 
*** 
1 
      
* 
1 
              
Table 6-10 is showing very substantial results for the 12 SPX regressions 
for both the collective years of analysis as well as for all the individual years of 
study. The recorded adjusted R2 for the collective years of analysis is 0.664, 
which is similar to the lowest recording of adjusted R2 for the individual years 
of regressions. However, the highest adjusted R2 generated from the regressions 
of the individual years is 0.835 and an overall average of 0.710. These results 
signify a highly correlated goodness of fit model, which is further amplified by 
the F-values results. 
The resulting F-values for the collective years of analysis are 781.148, 
while the high F-value for the individual years of study was 211.101, an average 
of 129.928 and a low of 78.589. The overall resulting high F-values confirm the 
test to be of a very good model fit. Furthermore, all coefficient significant p-
values equate 0.000, thus we accept Hypothesis 12,4 (Y2,4) for all the independent 
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variables shown in Table 6-10. Adversely, we reject Hypothesis 1 and accept the 
null for the independent variables that are not displayed. 
Table 6-10 shows number of qualified independent variables according 
to their respective coefficient significance p-values based on the 3-asterisk 
arrangement. The 12 SPX Ln Price-to-Sales regressions generated a total of 84 
qualifying independent variables, where 72 independent variables have p<0.010 
(***), a further 7 independent variables yielded p<0.050 (**) and the remaining 5 
independent variables had p<0.100 (*). This is a significant number of 
qualifying independent variables increasing the predictive powers of the 
model. 
Table 6-10 provides an overview to the arrangement of the qualified 
independent variables displayed in accordance to the 3-asterisk representation 
of coefficient significance. The table reflects the recurrence of some variables in 
almost all the 12 SPX regression for Ln Price-to-Sales whereas some variables 
may only appear once in the 12 regressions, as well as illustrate the areas of 
concentration for the different independent variables.  
Table 6-10 SPX Ln Price-to-Sales Key Regression results; Frequency of Significance p-value; 
Categorising of Significance p-values / VIF-values 
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R Square 0.665 0.683 0.671 0.645 0.693 0.672 0.731 0.840 0.782 0.751 0.724 0.688 
Adjusted R Square 0.664 0.674 0.667 0.638 0.684 0.665 0.726 0.835 0.778 0.746 0.716 0.682 
Std. Error of the Estimate 0.385 0.341 0.347 0.377 0.330 0.375 0.330 0.277 0.332 0.373 0.378 0.407 
F-values 781 79 184 102 82 93 138 168 211 166 99 107 
Coefficient Sig. p-values 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
Sig. p-value < 0.010 (***)  
# of Proxies 72 
9 8 4 4 8 6 5 6 4 5 7 6 
Sig. p-value < 0.050 (**) 
# of Proxies 7 
0 0 0 1 1 1 1 1 1 0 1 0 
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Sig. p-value < 0.100 (*)  
# of Proxies 5 
0 2 0 1 0 0 0 2 0 0 0 0 
Total # of Proxies 84 9 10 4 6 9 7 6 9 5 5 8 6 
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Raw Payout Ratio (Dividend 
Yield/Earnings Yield) 
      
** 
1 
                
Raw EBITDA to Net Income to 
Common Shareholders Ratio    
* 
1        
  
Raw Return on Total Assets 
(EBIT/Total Assets) 
*** 
1 
*** 
2 
*** 
1 
*** 
1 
*** 
2 
*** 
2 
*** 
1 
*** 
2 
*** 
2 
*** 
1 
*** 
1 
*** 
2 
Raw Capital Employed (Total 
Assets - Short Term Debt) 
*** 
1 
*** 
1         
*** 
2 
  
Book Value per Share 
       
* 
3    
  
Raw Net Income per Average 
Number of Shares of EPS     
*** 
2       
  
Raw Total Common Equity per 
Average Number of Shares for 
EPS 
           
  
Raw Sales per Average Number 
of Shares for EPS 
*** 
4 
*** 
1  
*** 
1 
*** 
1 
*** 
1 
*** 
2 
*** 
2   
*** 
1 
  
Raw Operating Fixed Asset 
Ratio (Sales/Total Assets) 
*** 
3  
*** 
2      
*** 
2  
*** 
2 
*** 
2 
Raw Gross Profit 
(EBITDA/Sales)            
*** 
2 
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales)  
*** 
2   
*** 
2   
*** 
1  
*** 
1  
  
Raw Net Assets to Sales 
*** 
2  
*** 
1 
*** 
2 
*** 
2 
*** 
1 
*** 
1 
*** 
3 
*** 
2 
*** 
1 
*** 
2 
*** 
2 
Raw Earning Common to Sales 
 
*** 
2  
*** 
2 
*** 
2 
*** 
1 
*** 
1 
*** 
2 
** 
2   
  
Trailing 12-month EBITDA per 
Basic Share 
*** 
3  
*** 
1    
*** 
2 
*** 
3    
  
Raw Gearing Ratio (Total 
Debt/Total Equity) 
*** 
1         
*** 
1  
  
Raw Beta 
*** 
1 
*** 
3   
** 
2 
*** 
1 
** 
1 
** 
1    
  
Beta 
           
*** 
1 
WACC Equity 
    
*** 
2    
*** 
1  
*** 
3 
  
WACC 
*** 
2 
*** 
3   
*** 
2 
*** 
1    
*** 
1 
*** 
3 
*** 
2 
Raw Growth Rate in Net 
Income to Common 
Shareholders 
 
*** 
1          
  
Raw Growth Rate in Sales 
 
* 
1          
  
Raw Growth Rate in Basic 
Earnings Per Share 
  
* 
1 
      
** 
1 
  
* 
1 
    
** 
1 
  
Table 6-11 presents overall very robust results for the 12 SPX regressions. 
The adjusted R2 for the collective years of analysis is 0.498, compared to a high 
of 0.698 for the individual years of study with an average of 0.597 and a low of 
0.489. These results confirm the model to be a very good fit, and illustrates that 
both Ln Price-to-Book and Ln Price-to-Sales are of similar predictive power that 
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is greater than the first three dependent variables, Ln Price-to-Earning, Ln 
Price-to-Net_Income, and Ln Price-to-EBITDA. 
The corresponding F-values are equally displaying very significant 
results from the 12 SPX regressions. For the collective years of analysis the 
regression produced a value of 391.639, whereas for the individual years the 
high F-value was 115.866 with an overall average of 73.758 and a low recording 
of 32.607. Additionally, all the respective coefficient significant p-values are 
equal to 0.000, signifying that we accept Hypothesis 12,5 (Y2,5) and reject the null 
for the 12 SPX Ln Price-to-Book regressions for all the independent variables 
shown in Table 6-11. Consequently, for the independent variables that do not 
appear in the table we reject Hypothesis 1 and accept the null. 
Table 6-11 provides an oversight of the 12 SPX regressions by 
categorising a total of 89 independent variables into the 3-asterisk 
arrangements, which is based on their coefficient significance p-values. The 
table groups the qualifying independent variables according to their coefficient 
significance p-values. The regression produced 73 independent variables with 
p<0.010 (***), another 11 independent variables had p<0.050 (**) and the 
remaining 5 independent variables yielded p<0.100 (*). 
Table 6-11 presents an alternative view, which illustrates the variety of 
the qualified variables, as well as the different recurring independent variables 
throughout the 12 SPX regressions for Ln Price-to-Book. It further defines the 
change p-values for the same variable over time, emphasising the variability of 
influence of independent variables. The tables shows that a wide variety 
independent variables to be significantly correlated to Ln Price-to-Book, 
highlighting the increased predictive powers relative to the other dependent 
variables regressing the same data sample.   
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Table 6-11 SPX Ln Price-to-Book Key Regression results; Frequency of Significance p-value; 
Categorising of Significance p-values / VIF-values 
SPX 
2
01
0
 -
 2
00
1
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
2
01
1
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
2
01
0
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
2
00
9
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
2
00
8
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
2
00
7
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
2
00
6
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
2
00
5
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
2
00
4
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
2
00
3
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
2
00
2
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
2
00
1
  
L
n
 R
aw
 P
ri
ce
-t
o
-B
o
o
k
 R
a
ti
o
 
R Square 0.499 0.622 0.550 0.550 0.697 0.629 0.634 0.704 0.594 0.515 0.669 0.505 
Adjusted R Square 0.498 0.614 0.546 0.538 0.686 0.620 0.625 0.698 0.587 0.506 0.660 0.489 
Std. Error of the Estimate 0.452 0.406 0.375 0.425 0.378 0.404 0.350 0.317 0.386 0.414 0.422 0.480 
F-values 392 76 111 45 68 67 75 116 86 59 77 33 
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Sig. p-value < 0.010 (***)  
# of Proxies 73 
8 5 4 6 11 8 7 4 4 5 5 6 
Sig. p-value < 0.050 (**)  
# of Proxies 11 
1 2 0 3 0 0 0 0 1 0 2 2 
Sig. p-value < 0.100 (*)  
# of Proxies 5 
0 1 0 0 0 0 0 2 0 0 1 1 
Total # of Proxies 89 9 8 4 9 11 8 7 6 5 5 8 9 
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Raw Payout Ratio (Dividend 
Yield/Earnings Yield) 
      
** 
1 
                
Raw EBITDA to Net Income to 
Common Shareholders Ratio    
** 
1        
  
Return on Common Equity 
(Earn_Common/Total_Com_EQ
Y) 
*** 
2 
*** 
1 
*** 
2  
*** 
3 
*** 
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Raw Return on Total Assets 
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Raw Capital Employed (Total 
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*** 
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Book Value per Share 
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Number of Shares of EPS     
*** 
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Raw Sales per Average Number 
of Shares for EPS 
*** 
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*** 
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*** 
1 
*** 
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*** 
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*** 
1      
** 
1 
Raw Operating Fixed Asset 
Ratio (Sales/Total Assets)            
* 
2 
Raw Gross Profit 
(EBITDA/Sales)            
*** 
3 
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales) 
*** 
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5  
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*** 
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*** 
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*** 
1  
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*** 
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*** 
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*** 
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Raw Earning Common to Sales 
  
*** 
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2      
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Basic Share 
*** 
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*** 
1     
  
Raw Gearing Ratio (Total 
Debt/Total Equity) 
*** 
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*** 
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*** 
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*** 
1 
*** 
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* 
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1 
*** 
2 
*** 
1 
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Raw Beta 
** 
1    
*** 
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*** 
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*** 
1   
*** 
1 
  
Beta 
           
*** 
1 
WACC Equity 
*** 
1    
*** 
3    
*** 
1  
** 
3 
  
WACC 
    
*** 
2     
*** 
1 
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3 
*** 
2 
Raw Growth Rate in Net Income 
to Common Shareholders  
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1          
  
Raw Growth Rate in Sales 
    
*** 
1       
  
Raw Growth Rate in Basic 
Earnings Per Share 
  
* 
1 
      
*** 
1 
        
* 
1 
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Figure 6-2 adjusted R2 – SPX - Ln Price-to-Earning, Ln Price-to-Net_Income, Ln Price-to-EBITDA, Ln Price-to-Sales, Ln Price-to-Book 
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Figure 6-2, shows overall significant trends between the 5 dependent 
variables regressed in the SPX data sample. The most significantly correlated 
dependent variables are Ln Price-to-Sales and Ln Price-to-Book according to the 
recorded adjusted R2. Another set that display similar results are Ln Price-to-
Earning and Ln Price-to-EBITDA, while Ln Price-to-Net_Income has displayed 
a more irregular pattern of results compared to the other dependent variables. 
Reviewing the dependent variables from one perspective highlight the different 
intensity in predictive power based on the variables adjusted R2.  
6.5.3 SXXP Results 
 Table 6-12 shows the collected year of analysis resulted in an adjusted R2 
of 0.213, while the adjusted R2 for the individual years of study yielded a high 
value of 0.520 with an average of 0.255 and a low of 0.078. Overall it is a good 
outcome for the 11 SXXP regressions for the dependent variables Ln Price-to-
Earning, which includes a much diversified data sample. In view of the average 
adjusted R2 for the individual years of study is substantially greater than the 
lowest recording as well the collective years of analysis, which would have 
absorbed the lowest recording, the Ln Price-to-Earning regression is considered 
to be significantly correlated.  
Furthermore, the resulting F-values are fairly robust as well with the 
collective years of analysis yielding a value of 91.742 relative to a high of 55.199 
for the individual years with an average of 24.398 and a low of 8.938. The 
respective p-values for all the F-values equated 0.000, thus we accept 
Hypothesis 13,1 (Y3,1) and reject the null for the independent variables displayed 
in Table 6-12. Consequently, we reject Hypothesis 1 and accept the null for all 
the independent variables that are not shown in the table. 
Table 6-12 shows a substantial of qualifying independent variables, a 
total of 67, which are grouped according to their coefficient significance p-
values based on the 3-asterisk arrangement. The 11 SXXP Ln Price-to-Earning 
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regression generated 58 independent variables with a p<0.010 (***), a further 8 
independent variables with p<0.050 (**) and 1 independent variable with a 
p<0.100 (*).  
Table 6-12 illustrates the diversity of the qualified independent variables 
and stresses the respective categories of the coefficient significance p-values 
reflected by the number of asterisk. The amalgamated view of the 11 SXXP Ln 
Price-to-Earning regressions illustrates certain independent variables recurring 
consecutively over specific periods.   
Table 6-12 SXXP Ln Price-to-Earnings Key Regression results; Frequency of Significance p-
value; Categorising of Significance p-values / VIF-values 
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R Square 0.234 0.354 0.350 0.530 0.373 0.120 0.271 0.140 0.123 0.317 0.087 
Adjusted R Square 0.231 0.346 0.335 0.520 0.360 0.108 0.263 0.127 0.109 0.302 0.078 
Std. Error of the Estimate 0.583 0.500 0.538 0.555 0.575 0.562 0.508 0.643 0.634 0.714 1.026 
F-values 92 43 23 55 30 10 32 11 9 21 10 
Coefficient Sig. p-values 
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Sig. p-values < 0.010 (***)  
# of Proxies 58 
10 5 7 7 6 4 2 5 5 5 2 
Sig. p-values < 0.050 (**)  
# of Proxies 8 
1 0 2 0 1 1 2 0 0 1 0 
Sig. p-values < 0.100 (*)  
# of Proxies 1 
0 0 0 0 0 0 0 0 0 0 1 
Total # of Proxies 67 11 5 9 7 7 5 4 5 5 6 3 
Coefficients:  
S
ig
. 
p
-v
a
lu
e
s 
/ 
V
IF
 v
a
lu
e
s 
S
ig
. 
p
-v
a
lu
e
s 
/ 
V
IF
 v
a
lu
e
s 
S
ig
. 
p
-v
a
lu
e
s 
/ 
V
IF
 v
a
lu
e
s 
S
ig
. 
p
-v
a
lu
e
s 
/ 
V
IF
 v
a
lu
e
s 
S
ig
. 
p
-v
a
lu
e
s 
/ 
V
IF
 v
a
lu
e
s 
S
ig
. 
p
-v
a
lu
e
s 
/ 
V
IF
 v
a
lu
e
s 
S
ig
. 
p
-v
a
lu
e
s 
/ 
V
IF
 v
a
lu
e
s 
S
ig
. 
p
-v
a
lu
e
s 
/ 
V
IF
 v
a
lu
e
s 
S
ig
. 
p
-v
a
lu
e
s 
/ 
V
IF
 v
a
lu
e
s 
S
ig
. 
p
-v
a
lu
e
s 
/ 
V
IF
 v
a
lu
e
s 
S
ig
. 
p
-v
a
lu
e
s 
/ 
V
IF
 v
a
lu
e
s 
Raw Payout Ratio (Dividend 
Yield/Earnings Yield) 
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** 
3 
        
Raw EBITDA to Net Income to 
Common Shareholders Ratio 
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1 
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1 
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Return on Common Equity 
(Earn_Common/Total_Com_EQY) 
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1 
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Raw Return on Total Assets 
(EBIT/Total Assets) 
*** 
1 
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1 
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Raw Capital Employed (Total 
Assets - Short Term Debt) 
*** 
1 
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Table 6-13 shows the results from the 11 regressions, highlighting the 
adjusted R2 for the collective years of analysis to be 0.137, the overall high 
adjusted R2 for the individual years of regression as 0.331, the average being 
0.178 and a low of 0.062. Overall the 11 SXXP Ln Price-to-Net_Income 
regressions have good model fitness, and are generally significantly correlated. 
The F-values from the regressions yielded 44.735 for the collective years 
of analysis, while the high for the individual years of regressions was 25.032, an 
average of 16.584 and a low of 7.458. Furthermore, the corresponding p-values 
for the 11 SXXP regression were all equal to 0.000, thus we accept Hypothesis 
13,2 (Y3,2) and reject the null for all the independent variables displayed in Table 
6-13. However, for the independent variables not shown in the table we would 
reject Hypothesis 1 and accept the null. 
Table 6-13 shows a total of 59 qualified independent variables from the 
11 SXXP regressions. The number of independent variables with p<0.010 (***) is 
48, whereas another 8 independent variables displayed p<0.050 (**) and the 
remaining 2 independent variables had p<0.100 (*). The concentration of 
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qualifying independent are significantly correlated as highlighted by their 
respective p-values. 
The spread of qualified independent variables is portrayed in Table 6-13. 
The table reflects the density of the independent variables as well as the 
recurrence throughout the 11 SXXP regressions. The 3-asterisk arrangement 
amplifies the overview of the independent variables levels of correlation. 
Table 6-13 SXXP Ln Price-to-Net Income Key Regression results; Frequency of Significance 
p-value; Categorising of Significance p-values / VIF-values 
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R Square 0.140 0.197 0.215 0.148 0.161 0.161 0.137 0.068 0.328 0.146 0.345 
Adjusted R Square 0.137 0.189 0.202 0.136 0.140 0.154 0.127 0.062 0.315 0.127 0.331 
Std. Error of the Estimate 2.186 2.027 1.921 2.236 2.033 2.171 2.128 2.409 2.103 2.043 2.134 
F-values 45 24 17 12 8 23 14 12 25 7 24 
Coefficient Sig. p-values 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
F
re
q
u
e
n
cy
 
Sig. p-values < 0.010 (***)  
# of Proxies 48 
11 4 4 4 3 3 3 2 4 5 5 
Sig. p-values < 0.050 (**)  
# of Proxies 8 
1 0 1 1 2 0 0 0 2 1 0 
Sig. p-values < 0.100 (*)  
# of Proxies 2 
0 0 0 0 1 0 1 0 0 0 0 
Total # of Proxies 59 12 4 6 5 6 3 4 2 6 6 5 
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Yield/Earnings Yield) 
*** 
2 
  
*** 
1 
*** 
1 
* 
1 
*** 
1 
*** 
1 
  
*** 
2 
  
*** 
1 
Raw EBITDA to Net Income to 
Common Shareholders Ratio 
*** 
2 
*** 
1 
  
*** 
1 
*** 
1 
*** 
1 
    
** 
2 
  
*** 
1 
Return on Common Equity 
(Earn_Common/Total_Com_EQY) 
*** 
1 
      
** 
1 
  
*** 
1 
*** 
1 
      
Raw Return on Total Assets 
(EBIT/Total Assets) 
*** 
3 
*** 
1 
                  
Raw Capital Employed (Total 
Assets - Short Term Debt) 
*** 
1 
*** 
1 
*** 
1 
** 
1 
** 
1 
*** 
1 
*** 
1 
  
*** 
2 
    
Raw Operating Fixed Asset Ratio 
(Sales/Total Assets) 
*** 
2 
          
* 
1 
  
*** 
1 
** 
1 
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Raw Sales Margin (EBIT/SALES) 
*** 
2 
                
*** 
2 
  
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales) 
*** 
1 
    
*** 
1 
*** 
1 
      
*** 
2 
    
Raw Earning Common to Sales                   
*** 
2 
*** 
1 
Raw Gearing Ratio (Total 
Debt/Total Equity) 
    
*** 
1 
          
** 
1 
    
Raw Beta 
*** 
1 
                
*** 
1 
  
Beta   
*** 
1 
                  
WACC Equity 
*** 
4 
  
** 
4 
  
*** 
2 
        
*** 
3 
*** 
3 
WACC 
*** 
4 
  
*** 
5 
*** 
1 
      
*** 
1 
  
*** 
2 
*** 
3 
Raw Growth Rate in Basic 
Earnings Per Share 
** 
1 
                    
The results from the 11 SXXP regression of dependent variable Ln Price-
to-EBITDA is presented in the table above and shows similar outcomes to the 
previous two SXXP regressions of Ln Price-to-Earning and Ln Price-to-
Net_Income. The resultant adjusted R2 for the collective years of analysis 0.158 
compared to the average of the individual years of regression of 0.168, which 
has a high of 0.246 and a low of 0.092. Thus, the model is overall significantly 
correlated with a good fitness, which is confirmed by the resulting F-values. 
The outcome has yielded an F-value of 52.752 for the collective years of 
analysis, while the high for the individual years is 32.348, an average of 16.315 
and a low of 10.363. Furthermore, all the respective p-values equate 0.000, 
which highlights the model to be significant. Thus, we accept Hypothesis 13,3 
(Y3,3) and reject the null for the independent variables shown in Table 6-14. 
Consequently, we reject Hypothesis 1 and accept the null for the independent 
variables that are not displayed in the table. 
Table 6-14 shows a total of 58 qualified independent variables, grouped 
in accordance to their coefficient significance p-values. The group containing 
independent variables with p<0.010 (***) has 50 variables, while 4 independent 
variables yielded a p<0.050 (**) and the remaining 4 independent variables 
produced a p<0.100 (*). Thus, the 11 SXXP regressions have produced 
significantly correlated independent variables, which are detailed in Table 6-14. 
This table illustrates the specific independent variables that are all significantly 
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correlated. Additionally, it shows the categorising of the independent variables 
respective coefficient significance p-values portrayed by the 3-asterisk 
arrangement, as well as highlight the independent variables recurrence 
throughout the 11 SXXP regressions. 
Table 6-14 SXXP Ln Price-to-EBITDA Key Regression results; Frequency of Significance p-
value; Categorising of Significance p-values / VIF-values 
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R Square 0.161 0.129 0.254 0.177 0.136 0.098 0.209 0.171 0.236 0.208 0.333 
Adjusted R Square 0.158 0.122 0.246 0.163 0.123 0.092 0.196 0.156 0.218 0.193 0.312 
Std. Error of the Estimate 1.983 2.007 1.864 1.938 1.960 1.997 1.870 2.022 1.953 1.984 1.803 
F-values 53 20 32 12 10 19 15 11 14 14 16 
Coefficient Sig. p-values 
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Sig. p-values < 0.010 (***)  
# of Proxies 50 
7 3 4 5 4 2 6 4 5 5 5 
Sig. p-values < 0.050 (**)  
# of Proxies 4 
1 0 0 1 1 0 0 0 0 0 1 
Sig. p-values < 0.100 (*)  
# of Proxies 4 
1 0 0 0 0 0 0 1 1 0 1 
Total # of Proxies 58 9 3 4 6 5 2 6 5 6 5 7 
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Raw Payout Ratio (Dividend 
Yield/Earnings Yield) 
** 
2 
                  
*** 
1 
Raw EBITDA to Net Income to 
Common Shareholders Ratio 
* 
2 
                  
*** 
1 
Return on Common Equity 
(Earn_Common/Total_Com_EQ
Y) 
*** 
1 
*** 
1 
        
*** 
1 
*** 
1 
    
* 
1 
Raw Return on Total Assets 
(EBIT/Total Assets) 
*** 
3 
              
*** 
2 
    
Raw Capital Employed (Total 
Assets - Short Term Debt) 
*** 
1 
*** 
1 
*** 
1 
*** 
1 
*** 
1 
*** 
1 
*** 
1 
*** 
2 
* 
2 
    
Raw Operating Fixed Asset 
Ratio (Sales/Total Assets) 
*** 
2 
          
*** 
1 
  
*** 
2 
*** 
1 
  
Raw Sales Margin 
(EBIT/SALES) 
*** 
2 
              
*** 
2 
*** 
1 
  
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales) 
*** 
1 
    
*** 
1 
*** 
1 
    
*** 
2 
*** 
2 
  
** 
1 
Raw Earning Common to Sales           
*** 
1 
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Raw Gearing Ratio (Total 
Debt/Total Equity) 
    
*** 
1 
              
*** 
2 
Raw Beta 
*** 
1 
            
* 
1 
  
*** 
1 
  
Beta   
*** 
1 
  
** 
1 
    
*** 
1 
        
WACC Equity     
*** 
4 
*** 
2 
*** 
2 
  
*** 
3 
*** 
3 
*** 
3 
*** 
3 
*** 
3 
WACC     
*** 
5 
*** 
2 
*** 
2 
  
*** 
3 
    
*** 
2 
*** 
3 
Raw Growth Rate in Basic 
Earnings Per Share 
      
*** 
1 
** 
1 
            
Table 6-15 above represents the results from the 11 SXXP regressions of 
Ln Price-to-Sales, highlights a considerably more significant outcome compared 
to the previous SXXP regressions of Ln Price-to-Earning, Ln Price-to-
Net_Income and Ln Price-to-EBITDA. The adjusted R2 for the collective years of 
analysis is 0.703 similar to the high of the individual years of study, which 
yielded 0.755 while the average for the individual years was 0.669 and the low 
was 0.489. These results are very substantial, emphasising a highly significantly 
correlated model with a very good fitness. 
Correspondingly, the F-values generated from the regressions are 
considerably high, with the collective years of analysis showing a value of 
872.719 relative to a high of 177.621 for the individual years with an average of 
112.610 and a low of 59.947. Additionally, all the respective p-values equate 
0.000, denoting that we accept Hypothesis 13,4 (Y3,4) and reject the null for the 
variables displayed in Table 6-15. Likewise, we reject Hypothesis 1 and accept 
the null for the independent variables not shown in the table. 
The number of independent variables qualifying as a result of the 11 
SXXP regressions for Ln Price-to-Sales has increased substantially compared to 
the previous SXXP regressions. Table 6-15 presents a total of 76 independent 
variables to be significantly correlated, where 70 independent variables 
generated p<0.010 (***) and 6 independent variables produced p<0.050 (**). 
These results confirm the significance of the model, where the array of the 
independent variables is detailed in the table below. 
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Table 6-15 illustrates the spread and density of qualified independent 
variables, presented in the 3-asterisk arrangement to highlight the specific 
coefficient significance group of the independent variables. 
Table 6-15 SXXP Ln Price-to-Sales Key Regression results; Frequency of Significance p-value; 
Categorising of Significance p-values / VIF-values 
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R Square 0.704 0.759 0.730 0.610 0.736 0.681 0.658 0.666 0.705 0.707 0.497 
Adjusted R Square 0.703 0.755 0.725 0.604 0.729 0.675 0.651 0.662 0.698 0.699 0.489 
Std. Error of the Estimate 0.336 0.300 0.333 0.379 0.298 0.375 0.364 0.369 0.336 0.328 0.501 
F-values 873 178 132 108 107 111 94 136 109 92 60 
Coefficient Sig. p-value 
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Sig. p-values < 0.010 (***) 
# of Proxies 70 
9 6 7 5 8 6 6 5 7 6 5 
Sig. p-values < 0.050 (**)  
# of Proxies 6 
0 1 1 0 1 1 1 0 0 1 0 
Sig. p-values < 0.100 (*)  
# of Proxies 0 
0 0 0 0 0 0 0 0 0 0 0 
Total # of Proxies 76 9 7 8 5 9 7 7 5 7 7 5 
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Raw Payout Ratio (Dividend 
Yield/Earnings Yield) 
    
** 
1 
                
Raw EBITDA to Net Income to 
Common Shareholders Ratio 
            
*** 
1 
        
Return on Common Equity 
(Earn_Common/Total_Com_EQ
Y) 
    
*** 
1 
            
** 
2 
  
Raw Return on Total Assets 
(EBIT/Total Assets) 
*** 
1 
*** 
2 
*** 
2 
*** 
1 
*** 
2 
*** 
1 
*** 
1 
*** 
2 
*** 
2 
*** 
2 
*** 
2 
Raw Capital Employed (Total 
Assets - Short Term Debt) 
*** 
1 
*** 
1 
*** 
1 
*** 
1 
** 
1 
*** 
1 
          
Raw Operating Fixed Asset 
Ratio (Sales/Total Assets) 
*** 
1 
  
*** 
1 
*** 
1 
*** 
2 
*** 
1 
*** 
1 
*** 
2 
*** 
2 
*** 
2 
*** 
1 
Raw Gross Profit 
(EBITDA/Sales) 
                
*** 
3 
*** 
3 
  
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales) 
*** 
2 
    
*** 
1 
*** 
3 
  
*** 
3 
        
Raw Net Assets to Sales 
*** 
2 
*** 
1 
    
*** 
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*** 
2 
*** 
3 
*** 
2 
*** 
3 
  
*** 
1 
Raw Earning Common to Sales 
*** 
2 
*** 
2 
*** 
1 
  
*** 
3 
*** 
1 
  
*** 
2 
*** 
2 
*** 
3 
  
Raw Beta ***       ***     *** *** ***   
 229 
1 1 1 1 1 
Beta   
** 
2 
      
*** 
1 
*** 
1 
        
WACC Equity 
*** 
4 
*** 
3 
*** 
4 
*** 
1 
*** 
2 
          
*** 
3 
WACC 
*** 
3 
*** 
2 
*** 
4 
  
*** 
2 
      
*** 
1 
*** 
1 
*** 
3 
Raw Growth Rate in Basic 
Earnings Per Share 
          
** 
1 
** 
1 
        
The results from the 11 SXXP regressions of Ln Price-to-Book are 
displayed in Table 6-16 show similar outcome to Ln Price-to-Sales. The adjusted 
R2 for the collective years of analysis is 0598 while the high for the individual 
years of study is 0.724 and the overall average yielded an adjusted R2 of 0.585 
whereas the low adjusted R2 was 0.313. Hence, the model is significantly 
correlated with very good model fitness as confirmed by the high adjusted R2 
values.  
Furthermore, the F-values have equally generated significant values, 
which for the collective years of regression produced an F-value of 412.669, the 
high F-value for the individual years of regression yielded 118.994, a low of 
18.563 and an average of 75.406. The average is considerably greater than the 
low result, emphasising that the test is very significant. The respective p-values 
all equate 0.000, signifying that we accept Hypothesis 13,5 (Y3,5) and reject the 
null for the independent variables shown in Table 6-16, and consequently reject 
Hypothesis 1 and accept the null for the independent variables that are not 
displayed in the table. 
A substantial number of independent variables qualified as significantly 
correlated as a result from the 11 SXXP regressions of Ln Price-to-Book. The 
qualified independent variables are categorised into the 3-asterisk arrangement, 
which highlights the level of significance. There was 74 independent variables 
that produce p<0.010 (***), while 8 other independent variables yielded p<0.050 
(**) and an additional 6 independent variables resulted a p<0.100 (*). The 
specific lists of the qualified independent variables are displayed in Table 6-16. 
The table illustrates the diversity as well as the recurrence of specific variables 
throughout the 11 SXXP regressions for Ln Price-to-Book.   
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Table 6-16 SXXP Ln Price-to-Book Key Regression results; Frequency of Significance p-value; 
Categorising of Significance p-values / VIF-values 
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R Square 0.600 0.706 0.730 0.708 0.655 0.616 0.622 0.541 0.525 0.504 0.331 
Adjusted R Square 0.598 0.700 0.724 0.702 0.646 0.607 0.614 0.533 0.513 0.493 0.313 
Std. Error of the Estimate 0.415 0.351 0.334 0.325 0.390 0.426 0.381 0.479 0.451 0.459 0.634 
F-values 413 118 117 119 73 73 81 67 44 46 19 
Coefficient Sig. p-values 
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Sig. p-values < 0.010 (***)  
# of Proxies 74 
9 8 7 5 8 6 7 5 6 6 7 
Sig. p-values < 0.050 (**)  
# of Proxies 8 
0 0 1 1 1 2 0 1 1 0 1 
Sig. p-values < 0.100 (*)  
# of Proxies 6 
3 0 1 1 0 0 0 0 1 0 0 
Total # of Proxies 88 12 8 9 7 9 8 7 6 8 6 8 
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Raw Payout Ratio (Dividend 
Yield/Earnings Yield) 
    
*** 
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** 
1 
              
Raw EBITDA to Net Income to 
Common Shareholders Ratio 
                
** 
1 
    
Return on Common Equity 
(Earn_Common/Total_Com_EQ
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Raw Capital Employed (Total 
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Raw Sales Margin 
(EBIT/SALES) 
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Raw Gross Profit 
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Figure 6-3 adjusted R2 - SXXP - Ln Price-to-Earning, Ln Price-to-Net_Income, Ln Price-to-EBITDA, Ln Price-to-Sales, Ln Price-to-Book 
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Figure 6-3, shows similar trend among the 5 dependent variables. The 
chart highlights that the most significant dependent variables are Ln Price-to-
Sales and Ln Price-to-Book compared to Ln Price-to-Earning, Ln Price-to-
Net_Income, and Ln Price-to-EBITDA. The dependent variable Ln Price-to-
Earning mostly follows a similar trend as ln_PX_Earn_Com and Ln Price-to-
EBITDA, which display greater similarity. Overall the amalgamated view of the 
adjusted R2 does illustrate that the model has a very good fitness and is 
significantly correlated. 
6.6 Financial Model Results 
The completion of the financial modelling has produced results for all 
the 8,853 company-years encompassed in the data sample. The results includes 
the regressed raw multiples back-tested to the respective market attained 
multiples, and the value spectrum share price (Vs_PX) computed in the context 
of R2 and adjusted R2 back-tested to the respective market attained share price 
(PX). However, as the data sample is substantial the outcomes from the 
abundant algorithms are displayed in tables following using descriptive 
statistical measures to summarise and present the findings for each dataset per 
index analysed, which are represented in tabular form. The tables are detailed 
in three segments, one of two tables for each index where ASX shows 11 tables, 
SPX shows 12 tables, and SXXP showing 11 tables. 
6.6.1 ASX Descriptive Statistics – Raw_PE, Raw_PX_Earn_Com, 
Raw_PEBITDA, Raw_PS, and Raw_PB 
Overall the ASX descriptive measures highlights some difference 
between some of the regressed raw multiples against the respective market 
attained multiples, while the value spectrum share price computation reflect 
mostly similar descriptive measure values for the majority of the ASX datasets. 
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Effectively there are two sets of values to review: the set of value multiples and 
the share prices (PX) derived from the value multiples.  
The effective computation the regressed raw multiples that has been 
structured on the raw financial fundamentals obtained from the markets 
signifies the logic and algorithms implemented have been efficient and 
effective. The sample mean (?̅?) is a useful comparative measure for large data 
samples as an indicator of confidence of the data sample, and throughout the 11 
ASX models it shows that in most cases back-testing the raw multiple against 
the related market multiple are very similar. Another comparable trend is seen 
in the measure of standard error (se), which is showing like values between the 
raw multiples and the market obtained multiples raising the confidence in the 
sample mean. Another significant observation illustrates that for the multiples 
of Raw Price-to-Sales (Raw_PS) and Price-to-Book (Raw_PB) have generated 
similar results to the market multiples, as reflected by majority the descriptive 
statistical measures. 
Assessing the quartiles, the 1st quartile and 3rd quartile appear to be 
similar in range between the computed values compared to the Bloomberg-
based values. The main discrepancy observed is related to the range of the 
interquartile, which that suggests for some of the multiples computed there are 
substantial differences in value. These differences would appear to be possible 
outliers that are causing some distorting, however overall the results reflected 
by the quartile are consistent and significant. 
However, the descriptive measures that portray some discrepancy 
between the raw multiples and the market multiple are highlighted 
predominately in the sample variance observed as well as in the dispersion 
measure the standard deviation (δ) and coefficient of variation (CV). 
Furthermore, the sample median appears to follow a similar trend as the 
sample mean in terms of differences between the computed values relative to 
the Bloomberg–based values. Hence, the discrepancy of the back-testing 
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comparing the computed multiples against the market has been observed in 
some years of analysis for the ASX dataset, and is an observation that has been 
noticed mostly among the earnings multiples, Price-to-Earnings (PE), Price-to-
Net_Income_to_Common_Shareholders (PX_Earn_Com), and Price-to-EBITDA 
(PEBITDA). In scenarios where the raw earnings multiples show a difference to 
the market earnings multiples, another trend is observed. In contrast to 
showing a difference to the market multiples, the raw earnings multiples 
consequently show similar resulting values, and the market multiples would 
equally display the same observation. 
Comparing the descriptive statistics of the market share prices to the raw 
share price computations has generally shown significant positively correlated 
results. In particular, the main objective of this research study has been to 
devise a pragmatic method to synthesise intrinsic share price, and in the context 
of the ASX dataset the findings suggest that the objective has been achieved as 
reflected by comparing the descriptive statistical measures such as (?̅?), CV, se, 
and s of the market share price and the synthesised share prices. These findings 
are shown in the subsequent ASX tables. 
The overreaching comparative analyses of the descriptive statistics 
suggest that ASX is effectively valued and priced in the context of Bloomberg-
based values relative to the synthesised raw values. Hence, the financial 
valuation analysis of ASX being structured on scaled dependent variables has 
generated a parsimonious multi-regressive algorithmic model that effectively 
synthesises comparable markets measures to the Bloomberg-based figures.  
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Table 6-17 ASX Descriptive Statistics of Bloomberg Downloaded Key Value Drivers versus 
Computed Key Value Drivers 
ASX 
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4751 Companies listed in ASX 
2011 to 2002. Companies 
Shortlisted: 2229 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
Mean (x ̅ )  21 19 22 17 9 11 2 1 4 3 
Median 15 17 15 15 7 10 1 1 2 2 
1st Quartile 11 15 10 13 4 9 1 1 2 2 
3rd Quartile 21 18 22 15 10 10 2 2 4 3 
Interquartile (IQR) 10 3 12 2 6 1 1 1 2 1 
Standard Deviation (s) 37 20 30 23 11 8 3 2 6 8 
Coefficient of Variation (CV) 2 1 1 1 1 1 2 1 2 3 
Standard Error (se) 1 0 1 0 0 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 1,360 394 874 510 124 71 7 4 31 64 
270 Companies out of 367 in ASX 
2011 
2011 2011 2011 2011 2011 2011 2011 2011 2011 2011 
Mean (x ̅ )  17 14 15 11 7 6 2 1 3 4 
Median 13 14 12 11 6 5 1 1 2 2 
1st Quartile 10 13 8 10 4 4 1 1 1 2 
3rd Quartile 18 15 16 12 8 6 2 2 3 3 
Interquartile (IQR) 9 2 8 2 4 2 1 1 2 1 
Standard Deviation (s) 16 2 15 2 7 2 5 2 5 16 
Coefficient of Variation (CV) 1 0 1 0 1 0 3 1 2 4 
Standard Error (se) 1 0 1 0 0 0 0 0 0 1 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 261 4 229 4 42 4 25 4 30 262 
245 Companies out of 372 in ASX 
2010 
2010 2010 2010 2010 2010 2010 2010 2010 2010 2010 
Mean (x ̅ )  22 17 20 16 9 7 2 2 4 4 
Median 15 16 15 16 7 7 1 1 2 2 
1st Quartile 12 14 11 14 5 6 1 1 1 2 
3rd Quartile 20 19 22 19 10 9 2 2 4 3 
Interquartile (IQR) 9 5 11 5 5 3 1 1 2 1 
Standard Deviation (s) 26 6 20 5 7 3 3 4 10 19 
Coefficient of Variation (CV) 1 0 1 0 1 0 2 2 3 4 
Standard Error (se) 2 0 1 0 0 0 0 0 1 1 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 687 38 390 25 54 10 11 12 99 347 
221 Companies out of 376 in ASX 
2009 
2009 2009 2009 2009 2009 2009 2009 2009 2009 2009 
Mean (x ̅ )  33 19 28 21 9 7 2 1 3 3 
Median 15 18 15 13 6 7 1 1 2 2 
1st Quartile 11 15 11 12 4 5 0 1 1 2 
3rd Quartile 21 22 21 15 8 8 2 2 3 3 
Interquartile (IQR) 10 7 10 3 4 3 1 1 2 1 
Standard Deviation (s) 83 8 57 53 12 2 3 2 4 5 
Coefficient of Variation (CV) 2 0 2 3 1 0 2 1 1 2 
Standard Error (se) 6 1 4 4 1 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 6,810 58 3,270 2,822 144 5 6 5 16 21 
234 Companies out of 427 in ASX 2008 2008 2008 2008 2008 2008 2008 2008 2008 2008 
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2008 
Mean (x ̅ )  14 12 12 9 6 5 1 1 3 3 
Median 12 12 9 9 4 4 1 1 2 2 
1st Quartile 7 9 5 7 3 3 0 1 1 1 
3rd Quartile 16 14 14 10 6 5 1 1 3 3 
Interquartile (IQR) 9 4 8 3 4 2 1 1 2 1 
Standard Deviation (s) 11 4 13 3 8 7 2 2 4 11 
Coefficient of Variation (CV) 1 0 1 0 1 1 1 2 2 4 
Standard Error (se) 1 0 1 0 1 0 0 0 0 1 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 126 14 179 7 71 46 3 4 18 126 
240 Companies out of 454 in ASX 
2007 
2007 2007 2007 2007 2007 2007 2007 2007 2007 2007 
Mean (x ̅ )  19 18 17 14 9 7 2 2 4 4 
Median 17 18 14 14 7 7 1 2 3 3 
1st Quartile 13 17 10 12 5 6 1 1 2 3 
3rd Quartile 21 19 19 16 10 8 2 2 5 4 
Interquartile (IQR) 9 2 9 3 5 2 1 1 2 1 
Standard Deviation (s) 11 2 15 3 7 4 2 2 5 4 
Coefficient of Variation (CV) 1 0 1 0 1 1 1 1 1 1 
Standard Error (se) 1 0 1 0 0 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 126 5 233 7 54 19 4 4 29 14 
224 Companies out of 479 in ASX 
2006 
2006 2006 2006 2006 2006 2006 2006 2006 2006 2006 
Mean (x ̅ )  23 19 26 20 12 9 2 2 5 5 
Median 17 19 18 18 9 9 1 1 3 3 
1st Quartile 14 18 14 17 7 8 1 1 2 3 
3rd Quartile 23 21 25 19 13 10 2 2 5 4 
Interquartile (IQR) 9 3 11 2 6 2 2 1 3 1 
Standard Deviation (s) 21 4 27 13 11 2 2 3 7 12 
Coefficient of Variation (CV) 1 0 1 1 1 0 1 1 1 3 
Standard Error (se) 1 0 2 1 1 0 0 0 0 1 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 452 14 728 159 123 4 6 6 49 138 
233 Companies out of 518 in ASX 
2005 
2005 2005 2005 2005 2005 2005 2005 2005 2005 2005 
Mean (x ̅ )  27 20 28 22 12 9 2 2 4 3 
Median 17 18 18 14 8 8 1 1 3 3 
1st Quartile 13 17 12 13 6 8 1 1 2 3 
3rd Quartile 22 21 24 16 11 9 2 2 4 4 
Interquartile (IQR) 8 4 12 3 6 2 2 1 2 1 
Standard Deviation (s) 64 7 41 66 17 2 2 2 3 2 
Coefficient of Variation (CV) 2 0 1 3 1 0 1 1 1 1 
Standard Error (se) 4 0 3 4 1 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 4,149 51 1,648 4,407 292 4 4 4 10 5 
209 Companies out of 516 in ASX 
2004 
2004 2004 2004 2004 2004 2004 2004 2004 2004 2004 
Mean (x ̅ )  18 16 25 28 11 7 1 1 4 4 
Median 15 16 17 23 8 7 1 1 3 3 
1st Quartile 12 16 12 19 5 6 1 1 2 2 
3rd Quartile 20 16 23 30 11 8 2 2 4 3 
Interquartile (IQR) 8 1 11 11 6 2 1 1 2 1 
Standard Deviation (s) 15 1 27 32 13 2 1 2 6 11 
Coefficient of Variation (CV) 1 0 1 1 1 0 1 1 2 3 
Standard Error (se) 1 0 2 2 1 0 0 0 0 1 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 216 2 729 1,015 163 4 2 3 32 110 
184 Companies out of 524 in ASX 
2003 
2003 2003 2003 2003 2003 2003 2003 2003 2003 2003 
Mean (x ̅ )  21 19 30 23 12 10 1 1 3 3 
Median 16 18 19 21 8 8 1 1 2 2 
1st Quartile 12 15 13 17 5 7 0 1 1 2 
3rd Quartile 25 21 38 27 12 11 2 2 3 3 
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Interquartile (IQR) 13 6 25 10 7 5 1 1 2 1 
Standard Deviation (s) 14 7 26 10 13 6 1 1 2 2 
Coefficient of Variation (CV) 1 0 1 0 1 1 1 1 1 1 
Standard Error (se) 1 0 2 1 1 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 210 45 692 95 167 31 2 2 6 4 
169 Companies out of 717 in ASX 
2002 
2002 2002 2002 2002 2002 2002 2002 2002 2002 2002 
Mean (x ̅ )  19 18 23 18 9 7 1 1 3 3 
Median 16 18 15 17 6 7 1 1 2 2 
1st Quartile 12 15 10 12 4 5 0 1 1 2 
3rd Quartile 22 21 25 22 10 8 2 1 3 3 
Interquartile (IQR) 10 6 15 10 6 3 1 1 2 1 
Standard Deviation (s) 13 6 22 10 11 4 1 1 3 3 
Coefficient of Variation (CV) 1 0 1 1 1 1 1 1 1 1 
Standard Error (se) 1 0 2 1 1 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 157 38 477 107 127 15 2 1 6 10 
Table 6-18 ASX Descriptive Statistics of Bloomberg Downloaded Share Prices versus 
Computed Share Prices 
ASX 
Share Price (PX)  
(Bloomberg Download) 
Value Spectrum  
Share Price 
(Computed Data) 
Adj. Value Spectrum 
Share Price  
(Computed Data) 
4751 Companies listed in ASX 2011 to 2002. 
Companies Shortlisted: 2229 
2011- 2002 2011- 2002 2011- 2002 
Mean (x ̅ )  528 582 582 
Median 354 383 382 
1st Quartile 185 205 205 
3rd Quartile 658 674 674 
Interquartile (IQR) 473 470 469 
Standard Deviation (s) 552 655 655 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 12 14 14 
Relative Standard Error (rse) 0 0 0 
270 Companies out of 367 in ASX 2011 2011 2011 2011 
Mean (x ̅ )  558 625 626 
Median 351 406 407 
1st Quartile 173 211 211 
3rd Quartile 714 744 747 
Interquartile (IQR) 541 533 537 
Standard Deviation (s) 576 720 721 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 35 44 44 
Relative Standard Error (rse) 0 0 0 
245 Companies out of 372 in ASX 2010 2010 2010 2010 
Mean (x ̅ )  605 616 616 
Median 376 441 441 
1st Quartile 217 229 229 
3rd Quartile 731 766 765 
Interquartile (IQR) 514 537 536 
Standard Deviation (s) 640 666 666 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 41 43 43 
Relative Standard Error (rse) 0 0 0 
221 Companies out of 376 in ASX 2009 2009 2009 2009 
Mean (x ̅ )  578 556 556 
Median 380 370 368 
1st Quartile 185 196 195 
3rd Quartile 718 649 650 
Interquartile (IQR) 533 453 455 
Standard Deviation (s) 657 622 623 
Coefficient of Variation (CV) 1 1 1 
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Standard Error (se) 44 42 42 
Relative Standard Error (rse) 0 0 0 
234 Companies out of 427 in ASX 2008 2008 2008 2008 
Mean (x ̅ )  407 444 445 
Median 218 291 292 
1st Quartile 107 151 151 
3rd Quartile 503 538 537 
Interquartile (IQR) 396 387 386 
Standard Deviation (s) 516 513 514 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 34 34 34 
Relative Standard Error (rse) 0 0 0 
240 Companies out of 454 in ASX 2007 2007 2007 2007 
Mean (x ̅ )  566 617 617 
Median 411 416 416 
1st Quartile 210 232 232 
3rd Quartile 683 717 714 
Interquartile (IQR) 473 485 483 
Standard Deviation (s) 611 631 630 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 39 41 41 
Relative Standard Error (rse) 0 0 0 
224 Companies out of 479 in ASX 2006 2006 2006 2006 
Mean (x ̅ )  618 654 654 
Median 438 415 415 
1st Quartile 255 241 242 
3rd Quartile 787 748 747 
Interquartile (IQR) 532 506 505 
Standard Deviation (s) 531 669 669 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 35 45 45 
Relative Standard Error (rse) 0 0 0 
233 Companies out of 518 in ASX 2005 2005 2005 2005 
Mean (x ̅ )  576 558 558 
Median 400 348 349 
1st Quartile 222 191 192 
3rd Quartile 786 640 641 
Interquartile (IQR) 564 449 449 
Standard Deviation (s) 578 664 664 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 38 44 43 
Relative Standard Error (rse) 0 0 0 
209 Companies out of 516 in ASX 2004 2004 2004 2004 
Mean (x ̅ )  508 543 543 
Median 366 396 396 
1st Quartile 214 206 207 
3rd Quartile 639 605 607 
Interquartile (IQR) 426 400 400 
Standard Deviation (s) 473 534 535 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 33 37 37 
Relative Standard Error (rse) 0 0 0 
184 Companies out of 524 in ASX 2003 2003 2003 2003 
Mean (x ̅ )  445 426 424 
Median 337 296 298 
1st Quartile 196 175 176 
3rd Quartile 550 471 472 
Interquartile (IQR) 354 296 296 
Standard Deviation (s) 388 519 511 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 29 38 38 
Relative Standard Error (rse) 0 0 0 
169 Companies out of 717 in ASX 2002 2002 2002 2002 
Mean (x ̅ )  348 368 369 
Median 278 284 283 
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1st Quartile 150 141 143 
3rd Quartile 445 438 439 
Interquartile (IQR) 295 297 296 
Standard Deviation (s) 290 345 346 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 22 27 27 
Relative Standard Error (rse) 0 0 0 
6.6.2 SPX Descriptive Statistics – Raw_PE, Raw_PX_Earn_Com, 
Raw_PEBITDA, Raw_PS, and Raw_PB 
Overall the SPX descriptive measures highlight similar findings to the 
observation noted in the ASX dataset. However, the raw 12 SPX sets of data 
analysed has yielded robust findings in both the multiples algorithms as well as 
in the PX computation. The SPX results increases the confirmation that the logic 
and pragmatic methods devised and applied have been effective and efficient in 
achieving the objectives set out for this research.  
Assessing the descriptive measures in the context of the multiples 
highlights that when discrepancies arise between alike raw multiples and the 
respective Bloomberg-based multiples, the discrepancies are mainly observed 
in the sample variance and coefficient of variance, which could show 
substantial differences, highlighting the dispersion of values computed. A 
similar observation noted in the standard deviation, which has been primarily 
related to the earnings multiples as the Raw_PS and Raw_PB have shown 
significant results relative to the Bloomberg-based values. Overall the sample 
mean and median are consistent and significant for all the multiples relative to 
the Bloomberg-based values. 
Similar to the observation noted with the 1st quartile and 3rd quartile 
appears in the SPX analysis, where the main difference is in the range of the 
interquartile, which suggests that in some of the regression models the 
computed values are different compared to the Bloomberg-based values. 
However, the overall representation by the results shown by the quartiles and 
interquartile are consistent and significant. 
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   The average share price (PX) obtained from the Bloomberg is observed 
to be comparable to the average raw adjusted value spectrum share price 
premised on the adjusted R2 (adjusted Vs_PX), which is emphasised by 
similarities seen in the standard error and standard deviation figures. 
Specifically, the standard error has been mostly consistent as observed among 
the respective pairs of multiples and equally in the context of PX for each 
dataset analysed, which signifies greater confidence intervals of the sample 
mean for the adjusted Vs_PX. These observations are reflected throughout the 
entire SPX datasets, which suggests that the derived results has a high degree of 
correlation as reflected in the values observed between the synthesised adjusted 
Vs_PX compared to the Bloomberg-based PX. Thus, assessing the SPX dataset to 
the dataset of ASX, the findings suggests that the SPX results exhibit greater 
degree of correlation than shown by the ASX results, suggesting that the 
independent SPX proxy variables exert significant influence on the scaled 
dependent variables. 
Reviewing the overall observations of the SPX dataset reflects similar 
conclusions as seen in the ASX, which suggests that the synthesised raw SPX 
values has been efficiently structured and computed relative to the Bloomberg-
based values. Particularly, in the context of assessing the resulting adjusted 
Vs_PX, shows that the financial valuation analysis of the SPX datasets 
formulated on scaled dependent variables has produced equally to the outcome 
of the ASX results a parsimonious multi-regressive algorithmic model that 
efficiently synthesises comparable markets values to the Bloomberg-based 
figures. Effectively, the logic and structure of the financial model has 
additionally winsorised the data analyses of the 12 SPX data sets, yielding 
overall robust findings.  
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Table 6-19 SPX Descriptive Statistics of Bloomberg Downloaded Key Value Drivers versus 
Computed Key Value Drivers 
SPX 
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4787 Companies listed in SPX 
2011 to 2001. Companies 
Shortlisted: 3456 
2011 - 
2001 
2011 - 
2001 
2011 - 
2001 
2011 - 
2001 
2011 - 
2001 
2011 - 
2001 
2011 - 
2001 
2011 - 
2001 
2011 - 
2001 
2011 - 
2001 
Mean (x ̅ )  24 19 29 17 12 11 2 2 4 3 
Median 17 19 18 13 8 9 1 2 3 3 
1st Quartile 13 16 13 9 6 7 1 1 2 2 
3rd Quartile 23 22 29 17 13 12 3 2 4 4 
Interquartile (IQR) 9 6 16 8 8 5 2 1 3 1 
Standard Deviation (s) 56 7 70 55 23 31 2 2 5 4 
Coefficient of Variation (CV) 2 0 2 3 2 3 1 1 1 1 
Standard Error (se) 1 0 1 1 0 1 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 3,190 43 4,900 3,050 516 954 4 5 22 14 
372 Companies out of 417 in SPX 
2011 
2011 2011 2011 2011 2011 2011 2011 2011 2011 2011 
Mean (x ̅ )  18 16 19 16 9 8 2 2 3 3 
Median 15 15 15 13 7 7 1 2 2 3 
1st Quartile 12 14 12 11 5 6 1 1 2 2 
3rd Quartile 19 18 21 15 10 9 2 2 4 3 
Interquartile (IQR) 7 4 9 4 5 3 1 1 2 1 
Standard Deviation (s) 20 4 19 26 6 2 2 1 3 4 
Coefficient of Variation (CV) 1 0 1 2 1 0 1 1 1 1 
Standard Error (se) 1 0 1 1 0 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 385 15 357 681 37 5 2 2 8 18 
365 Companies out of 419 in SPX 
2010 
2010 2010 2010 2010 2010 2010 2010 2010 2010 2010 
Mean (x ̅ )  22 18 23 17 8 7 2 2 3 3 
Median 16 17 15 15 7 7 2 2 3 2 
1st Quartile 13 15 12 12 5 6 1 1 2 2 
3rd Quartile 20 20 20 17 10 9 3 2 4 3 
Interquartile (IQR) 7 5 8 5 5 3 2 1 2 1 
Standard Deviation (s) 50 4 62 21 5 2 2 2 3 3 
Coefficient of Variation (CV) 2 0 3 1 1 0 1 1 1 1 
Standard Error (se) 3 0 3 1 0 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 2,477 20 3,823 462 24 5 2 2 7 8 
341 Companies out of 419 in SPX 
2009 
2009 2009 2009 2009 2009 2009 2009 2009 2009 2009 
Mean (x ̅ )  22 19 18 27 7 6 2 2 4 4 
Median 15 17 14 10 6 6 1 1 2 3 
1st Quartile 12 15 10 8 4 5 1 1 2 2 
3rd Quartile 21 20 19 14 8 7 2 2 4 3 
Interquartile (IQR) 9 6 9 7 4 2 2 1 2 1 
Standard Deviation (s) 33 25 22 234 5 2 2 5 8 12 
Coefficient of Variation (CV) 1 1 1 9 1 0 1 3 2 3 
Standard Error (se) 2 1 1 13 0 0 0 0 0 1 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 1,074 638 490 54,573 22 4 3 22 68 152 
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334 Companies out of 410 in SPX 
2008 
2008 2008 2008 2008 2008 2008 2008 2008 2008 2008 
Mean (x ̅ )  14 12 22 17 10 8 1 1 3 3 
Median 13 13 17 10 8 8 1 1 2 2 
1st Quartile 9 10 12 7 6 7 1 1 1 2 
3rd Quartile 16 15 23 16 11 9 2 2 4 3 
Interquartile (IQR) 7 4 11 9 6 3 1 1 2 2 
Standard Deviation (s) 20 3 35 55 6 4 1 1 3 2 
Coefficient of Variation (CV) 1 0 2 3 1 0 1 1 1 1 
Standard Error (se) 1 0 2 3 0 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 402 11 1,258 2,982 39 17 2 1 8 4 
323 Companies out of 417 in SPX 
2007 
2007 2007 2007 2007 2007 2007 2007 2007 2007 2007 
Mean (x ̅ )  25 21 22 17 12 10 2 2 4 4 
Median 18 19 18 14 9 9 2 2 3 3 
1st Quartile 15 17 14 12 7 7 1 1 2 2 
3rd Quartile 22 21 24 18 13 12 3 3 5 4 
Interquartile (IQR) 8 5 10 6 7 5 2 1 3 2 
Standard Deviation (s) 47 12 21 14 12 6 2 2 6 5 
Coefficient of Variation (CV) 2 1 1 1 1 1 1 1 1 1 
Standard Error (se) 3 1 1 1 1 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 2,193 139 432 191 152 34 4 3 31 24 
304 Companies out of 419 in SPX 
2006 
2006 2006 2006 2006 2006 2006 2006 2006 2006 2006 
Mean (x ̅ )  22 20 23 25 11 10 2 2 4 4 
Median 19 20 18 17 10 10 2 2 3 3 
1st Quartile 16 18 13 14 7 7 1 1 2 2 
3rd Quartile 23 22 27 24 14 12 3 2 5 4 
Interquartile (IQR) 6 5 13 10 7 5 2 1 2 2 
Standard Deviation (s) 20 6 18 38 8 4 2 1 4 2 
Coefficient of Variation (CV) 1 0 1 2 1 0 1 1 1 1 
Standard Error (se) 1 0 1 2 0 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 402 31 310 1,476 70 14 3 2 13 6 
274 Companies out of 425 in SPX 
2005 
2005 2005 2005 2005 2005 2005 2005 2005 2005 2005 
Mean (x ̅ )  21 20 28 23 13 12 2 2 4 4 
Median 19 19 22 21 10 11 2 2 3 3 
1st Quartile 15 17 16 16 7 9 1 1 2 2 
3rd Quartile 24 22 33 28 16 14 3 2 5 4 
Interquartile (IQR) 9 6 17 12 9 6 2 1 3 2 
Standard Deviation (s) 12 6 22 14 10 5 2 2 4 4 
Coefficient of Variation (CV) 1 0 1 1 1 0 1 1 1 1 
Standard Error (se) 1 0 1 1 1 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 150 41 463 207 97 23 4 6 15 15 
286 Companies out of 429 in SPX 
2004 
2004 2004 2004 2004 2004 2004 2004 2004 2004 2004 
Mean (x ̅ )  27 23 31 32 14 4 2 2 4 4 
Median 20 20 22 19 10 3 2 2 3 3 
1st Quartile 16 18 15 11 7 3 1 1 2 2 
3rd Quartile 27 24 35 33 17 4 3 3 5 4 
Interquartile (IQR) 10 6 20 22 10 2 2 1 3 2 
Standard Deviation (s) 45 8 42 46 11 1 3 2 7 6 
Coefficient of Variation (CV) 2 0 1 1 1 0 1 1 2 1 
Standard Error (se) 3 0 2 3 1 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 2,020 59 1,766 2,107 122 2 7 5 49 35 
275 Companies out of 432 in SPX 
2003 
2003 2003 2003 2003 2003 2003 2003 2003 2003 2003 
Mean (x ̅ )  28 24 34 29 14 10 2 2 4 3 
Median 20 20 22 20 9 10 1 1 3 3 
1st Quartile 15 18 14 15 6 7 1 1 2 2 
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3rd Quartile 29 25 37 30 16 13 3 2 4 4 
Interquartile (IQR) 14 7 23 15 9 5 2 1 3 2 
Standard Deviation (s) 40 11 45 51 26 5 3 3 3 2 
Coefficient of Variation (CV) 1 0 1 2 2 0 1 1 1 1 
Standard Error (se) 2 1 3 3 2 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 1,583 120 2,025 2,576 659 20 7 8 6 3 
300 Companies out of 500 in SPX 
2002 
2002 2002 2002 2002 2002 2002 2002 2002 2002 2002 
Mean (x ̅ )  32 23 61 16 17 5 2 2 4 3 
Median 19 20 26 6 11 4 1 1 3 3 
1st Quartile 14 16 14 3 7 3 1 1 2 2 
3rd Quartile 27 24 51 9 20 6 3 2 4 4 
Interquartile (IQR) 13 8 38 6 14 3 2 1 3 2 
Standard Deviation (s) 100 18 202 133 19 3 2 3 3 2 
Coefficient of Variation (CV) 3 1 3 8 1 1 1 1 1 1 
Standard Error (se) 6 1 12 8 1 0 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 10,082 336 40,690 17,636 375 10 6 9 8 4 
282 Companies out of 500 in SPX 
2001 
2001 2001 2001 2001 2001 2001 2001 2001 2001 2001 
Mean (x ̅ )  41 28 43 28 24 15 2 2 4 4 
Median 22 23 29 10 11 11 2 2 3 3 
1st Quartile 16 20 15 5 6 9 1 1 2 2 
3rd Quartile 31 28 54 18 22 15 3 2 5 5 
Interquartile (IQR) 15 8 39 13 15 6 2 1 3 2 
Standard Deviation (s) 126 38 51 85 67 13 3 2 5 2 
Coefficient of Variation (CV) 3 1 1 3 3 1 1 1 1 1 
Standard Error (se) 7 2 3 5 4 1 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 15,754 1,424 2,612 7,162 4,425 181 7 4 22 5 
Table 6-20 SPX Descriptive Statistics of Bloomberg Downloaded Share Prices versus 
Computed Share Prices 
SPX 
Share Price (PX)  
(Bloomberg Download) 
Value Spectrum Share 
Price 
(Computed Data) 
Adj. Value Spectrum 
Share Price  
(Computed Data) 
4787 Companies listed in SPX 2011 to 2001. 
Companies Shortlisted: 3456 
2011 - 2001 2011 - 2001 2011 - 2001 
Mean (x ̅ )  45 43 43 
Median 39 35 35 
1st Quartile 26 23 23 
3rd Quartile 56 53 53 
Interquartile (IQR) 30 31 31 
Standard Deviation (s) 36 42 42 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 1 1 1 
Relative Standard Error (rse) 0 0 0 
372 Companies out of 417 in  2011 2011 2011 2011 
Mean (x ̅ )  53 50 50 
Median 45 41 41 
1st Quartile 28 29 29 
3rd Quartile 64 59 59 
Interquartile (IQR) 36 30 30 
Standard Deviation (s) 51 40 40 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 3 2 2 
Relative Standard Error (rse) 0 0 0 
365 Companies out of 419 in SPX 2010 2010 2010 2010 
Mean (x ̅ )  45 47 47 
Median 37 39 39 
1st Quartile 24 27 27 
3rd Quartile 53 58 58 
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Interquartile (IQR) 29 31 31 
Standard Deviation (s) 47 33 33 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 2 2 2 
Relative Standard Error (rse) 0 0 0 
341 Companies out of 419 in SPX 2009 2009 2009 2009 
Mean (x ̅ )  34 38 38 
Median 29 31 32 
1st Quartile 17 19 20 
3rd Quartile 44 47 47 
Interquartile (IQR) 26 28 28 
Standard Deviation (s) 32 38 38 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 2 2 2 
Relative Standard Error (rse) 0 0 0 
334 Companies out of 410 in SPX 2008 2008 2008 2008 
Mean (x ̅ )  53 38 38 
Median 44 33 33 
1st Quartile 27 19 19 
3rd Quartile 63 49 49 
Interquartile (IQR) 36 30 30 
Standard Deviation (s) 60 36 36 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 3 2 2 
Relative Standard Error (rse) 0 0 0 
323 Companies out of 417 in SPX 2007 2007 2007 2007 
Mean (x ̅ )  49 51 51 
Median 45 44 44 
1st Quartile 31 28 28 
3rd Quartile 63 64 64 
Interquartile (IQR) 32 36 36 
Standard Deviation (s) 33 43 43 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 2 2 2 
Relative Standard Error (rse) 0 0 0 
304 Companies out of 419 in SPX 2006 2006 2006 2006 
Mean (x ̅ )  45 44 44 
Median 41 44 44 
1st Quartile 28 31 31 
3rd Quartile 59 55 55 
Interquartile (IQR) 31 24 24 
Standard Deviation (s) 22 20 20 
Coefficient of Variation (CV) 0 0 0 
Standard Error (se) 1 1 1 
Relative Standard Error (rse) 0 0 0 
274 Companies out of 425 in SPX 2005 2005 2005 2005 
Mean (x ̅ )  46 40 40 
Median 43 33 33 
1st Quartile 30 24 24 
3rd Quartile 58 49 49 
Interquartile (IQR) 28 25 25 
Standard Deviation (s) 22 27 27 
Coefficient of Variation (CV) 0 1 1 
Standard Error (se) 1 2 2 
Relative Standard Error (rse) 0 0 0 
286 Companies out of 429 in SPX 2004 2004 2004 2004 
Mean (x ̅ )  42 38 38 
Median 37 34 34 
1st Quartile 26 21 21 
3rd Quartile 54 48 48 
Interquartile (IQR) 28 27 27 
Standard Deviation (s) 21 25 25 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 1 1 1 
Relative Standard Error (rse) 0 0 0 
 246 
275 Companies out of 432 in SPX 2003 2003 2003 2003 
Mean (x ̅ )  35 35 35 
Median 32 31 31 
1st Quartile 20 20 20 
3rd Quartile 47 44 44 
Interquartile (IQR) 27 24 24 
Standard Deviation (s) 20 23 23 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 1 1 1 
Relative Standard Error (rse) 0 0 0 
300 Companies out of 500 in SPX 2002 2002 2002 2002 
Mean (x ̅ )  42 25 25 
Median 40 21 21 
1st Quartile 27 14 14 
3rd Quartile 53 30 31 
Interquartile (IQR) 26 17 17 
Standard Deviation (s) 20 19 19 
Coefficient of Variation (CV) 0 1 1 
Standard Error (se) 1 1 1 
Relative Standard Error (rse) 0 0 0 
282 Companies out of 500 in SPX 2001 2001 2001 2001 
Mean (x ̅ )  44 34 35 
Median 41 30 30 
1st Quartile 28 19 19 
3rd Quartile 57 44 44 
Interquartile (IQR) 29 25 26 
Standard Deviation (s) 23 23 23 
Coefficient of Variation (CV) 1 1 1 
Standard Error (se) 1 1 1 
Relative Standard Error (rse) 0 0 0 
6.6.3 SXXP Descriptive Statistics – Raw_PE, Raw_PX_Earn_Com, 
Raw_PEBITDA, Raw_PS, and Raw_PB 
The SXXP descriptive statistics measures are shown in the following 11 
tables, each a representation of the datasets analysed. The synthesised raw 
SXXP results have yielded robust findings that are comparable to the 
Bloomberg-based values. The main observations show that there is some 
difference between the synthesised raw values and the Bloomberg-based 
values.  
However, similar to the observations noted in the SPX datasets, some of 
the respective pairs of multiples would show differences in the mean and 
median values, however overall the sample mean would remain mostly 
consistent within similar range of values between the synthesised raw values 
relative to the Bloomberg-based values. The main differences observed has been 
in the sample variance, which would affect the coefficient of variance as well as 
the interquartile particularly relative to the earnings ratios, Raw_PE, 
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Raw_PX_Earn_Com, and Raw_PEBITDA compared to the Bloomberg-based 
multiples. Whereas there are significant similarities between the Raw_PS and 
Raw_PB relative to the Bloomberg-based ratios, which suggest that these 
multiples are more significant than the earnings ratios. However, overall the 
findings are consistent. 
There is a greater consistency in the level of the 1st quartile among all the 
multiples, both computed and Bloomberg-based. However, substantial 
differences have been observed in the 3rd quartile and consequently the 
interquartile range comparing the computed values to the Bloomberg-based 
values. The SXXP index comprises of 18 different markets, which indicate a 
wide dispersion of values for the multiples as reflected by the sample variance 
and coefficient of variance. However, there are similarities and consistency 
among the computed raw multiples where the earnings multiples Raw_PE, 
Raw_PX_Earn_Com and Raw_PEBITDA are within similar value ranges. The 
Raw_PS and Raw_PB reflect similar trends towards each other as the computed 
earnings multiples. Reviewing the Bloomberg-based multiples, the earnings 
multiples are less similar in value ranges, where the PS and PB multiples are 
consistently similar toward each other and in value ranges. 
The differences are predominantly observed in the earnings multiples 
comparing the resulting values of the synthesised raw multiples relative to the 
Bloomberg-based multiples, which would be offset by another earnings 
multiple. A similar observation is noted in the standard deviation values 
resulting from the computation process, whereas the sample mean displays 
mostly a consistent trend of similarities between the raw values and the 
Bloomberg-based values. The multiples of Raw_PS and the Bloomberg-based 
PS are showing very similar outcome for the sample mean, standard deviation 
and standard error. The same trend of outcomes was observed for the multiples 
of Raw_PB and the Bloomberg-based PB.  
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The share price (PX) values shows that for the collective years of analysis 
the sample mean of the Bloomberg-based PX to be similar to the synthesised 
value spectrum share price (adjusted Vs_PX), whereas for the individual years 
of study the adjusted Vs_PX displayed values are slightly greater than the 
Bloomberg-based PX. The standard deviation and standard error showed 
similar outcomes. The discrepancies between the raw values relative to the 
Bloomberg-based values are consistent throughout the 11 SXXP datasets.  
 Assessing the overall findings reflected in the following 11 SXXP tables 
of results, shows that the synthesised raw values would suggest that there 
could be some market inefficiencies due to the differences resulting from the 
various analysis and computations. However, determining the PX of companies 
is an essential aspect of the financial modelling, and in the context of evaluating 
the resulting adjusted Vs_PX, emphasises that the financial valuation analysis of 
the SXXP datasets premised on scaled dependent variables has resulted in 
similar fashion to ASX and SPX a parsimonious multi-regressive algorithmic 
financial model synthesising comparable markets values to the Bloomberg-
based values. The selection criteria for the regression analysis has overall 
winsorised the outcome, thus the value multiples and share price computations 
have been significant and robust. 
Table 6-21 SXXP Descriptive Statistics of Bloomberg Downloaded Key Value Drivers versus 
Computed Key Value Drivers 
SXXP 
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4803 Companies listed in SXXP 
2012 to 2002. Companies 
Shortlisted: 3166 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
2011 –  
2002 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
2011 - 
2002 
Mean (x ̅ )  22 18 408 84 201 48 2 1 3 3 
Median 16 17 22 50 9 30 1 1 2 2 
1st Quartile 12 10 14 27 5 20 1 1 2 2 
3rd Quartile 22 20 392 87 204 46 2 2 4 3 
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Interquartile (IQR) 9 10 379 60 198 26 1 1 2 2 
Standard Deviation (s) 71 16 772 168 766 137 2 5 4 4 
Coefficient of Variation (CV) 3 1 2 2 4 3 1 3 1 1 
Standard Error (se) 1 0 14 3 14 2 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 5,022 248 595,687 28,180 586,766 18,684 3 21 13 16 
382 Companies out of 463 in 
SXXP 2011 
2011 2011 2011 2011 2011 2011 2011 2011 2011 2011 
Mean (x ̅ )  17 15 418 93 199 53 1 1 3 3 
Median 14 14 21 53 9 22 1 1 2 2 
1st Quartile 10 8 14 32 6 14 1 1 1 1 
3rd Quartile 18 19 836 95 382 43 2 2 3 3 
Interquartile (IQR) 8 11 823 63 376 28 1 1 2 1 
Standard Deviation (s) 21 10 695 131 335 248 1 1 3 4 
Coefficient of Variation (CV) 1 1 2 1 2 5 1 1 1 2 
Standard Error (se) 1 0 36 7 17 13 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 432 94 483,121 17,285 111,955 61,665 2 1 8 18 
373 Companies out of 458 in 
SXXP 2010 
2010 2010 2010 2010 2010 2010 2010 2010 2010 2010 
Mean (x ̅ )  19 17 387 120 185 52 2 1 3 3 
Median 16 16 20 43 9 19 1 1 2 2 
1st Quartile 12 9 14 19 5 9 1 1 1 1 
3rd Quartile 21 21 230 92 110 38 2 2 3 3 
Interquartile (IQR) 9 12 216 73 104 30 1 1 2 2 
Standard Deviation (s) 19 10 739 386 348 158 1 1 3 5 
Coefficient of Variation (CV) 1 1 2 3 2 3 1 1 1 2 
Standard Error (se) 1 1 38 20 18 8 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 350 97 545,700 149,323 121,097 24,867 2 1 7 26 
331 Companies out of 458 in 
SXXP 2009 
2009 2009 2009 2009 2009 2009 2009 2009 2009 2009 
Mean (x ̅ )  29 24 430 69 189 30 1 1 3 3 
Median 17 18 24 52 8 16 1 1 2 2 
1st Quartile 13 8 14 23 5 9 1 1 2 1 
3rd Quartile 25 24 227 82 105 32 2 2 3 3 
Interquartile (IQR) 11 16 213 59 100 23 1 1 2 1 
Standard Deviation (s) 70 63 809 115 423 69 1 1 4 4 
Coefficient of Variation (CV) 2 3 2 2 2 2 1 1 1 1 
Standard Error (se) 4 3 44 6 23 4 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 4,893 4,031 654,171 13,299 179,264 4,777 1 1 17 14 
327 Companies out of 463 in 
SXXP 2008 
2008 2008 2008 2008 2008 2008 2008 2008 2008 2008 
Mean (x ̅ )  15 12 243 11 117 15 1 1 3 2 
Median 11 11 14 3 6 13 1 1 2 2 
1st Quartile 8 5 9 2 3 6 0 0 1 1 
3rd Quartile 16 15 62 5 28 22 1 1 3 2 
Interquartile (IQR) 9 9 53 3 24 16 1 1 2 1 
Standard Deviation (s) 20 12 483 103 231 13 1 1 3 5 
Coefficient of Variation (CV) 1 1 2 10 2 1 1 1 1 3 
Standard Error (se) 1 1 27 6 13 1 0 0 0 0 
Relative Standard Error (rse) 0 0 0 1 0 0 0 0 0 0 
Sample Variance (s^2) 409 148 233,248 10,683 53,475 161 1 0 9 30 
349 Companies out of 464 in 
SXXP 2007 
2007 2007 2007 2007 2007 2007 2007 2007 2007 2007 
Mean (x ̅ )  24 25 402 103 310 53 2 2 4 4 
Median 17 18 22 58 10 29 1 1 3 3 
1st Quartile 13 6 13 13 6 9 1 1 2 2 
3rd Quartile 22 21 484 67 221 38 2 2 5 4 
Interquartile (IQR) 10 15 471 54 215 28 2 1 3 2 
Standard Deviation (s) 48 24 736 130 2,074 108 2 2 6 6 
Coefficient of Variation (CV) 2 1 2 1 7 2 1 1 1 2 
Standard Error (se) 3 1 39 7 111 6 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
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Sample Variance (s^2) 2,324 595 541,638 16,871 4,303,045 11,752 6 6 35 36 
329 Companies out of 469 in 
SXXP 2006 
2006 2006 2006 2006 2006 2006 2006 2006 2006 2006 
Mean (x ̅ )  23 33 437 209 217 120 2 2 4 4 
Median 18 19 23 54 12 27 1 1 3 3 
1st Quartile 14 12 15 23 7 11 1 1 2 2 
3rd Quartile 23 22 206 90 114 55 3 2 5 4 
Interquartile (IQR) 9 9 191 67 107 44 2 1 2 2 
Standard Deviation (s) 44 41 881 444 408 261 2 3 3 5 
Coefficient of Variation (CV) 2 1 2 2 2 2 1 1 1 1 
Standard Error (se) 2 2 49 24 23 14 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 1,957 1,688 776,515 197,168 166,630 68,066 3 8 12 26 
311 Companies out of 474 in 
SXXP 2005 
2005 2005 2005 2005 2005 2005 2005 2005 2005 2005 
Mean (x ̅ )  20 32 476 239 232 59 2 5 3 4 
Median 17 16 26 57 12 21 1 1 3 3 
1st Quartile 13 11 15 35 7 14 1 1 2 2 
3rd Quartile 22 21 498 142 350 34 2 2 4 4 
Interquartile (IQR) 8 10 482 106 344 19 2 1 2 2 
Standard Deviation (s) 17 54 898 519 411 215 1 41 3 7 
Coefficient of Variation (CV) 1 2 2 2 2 4 1 9 1 2 
Standard Error (se) 1 3 51 29 23 12 0 2 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 1 0 0 
Sample Variance (s^2) 277 2,879 806,102 269,746 168,780 46,318 2 1,703 9 47 
299 Companies out of 479 in 
SXXP 2004 
2004 2004 2004 2004 2004 2004 2004 2004 2004 2004 
Mean (x ̅ )  18 9 446 32 209 68 2 1 3 2 
Median 16 11 27 32 11 58 1 0 3 1 
1st Quartile 12 1 15 3 6 8 1 0 2 0 
3rd Quartile 21 15 618 51 360 92 2 1 4 2 
Interquartile (IQR) 9 14 602 48 354 84 1 1 2 2 
Standard Deviation (s) 12 8 828 37 355 114 1 1 3 3 
Coefficient of Variation (CV) 1 1 2 1 2 2 1 1 1 2 
Standard Error (se) 1 0 48 2 21 7 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 142 58 686,202 1,354 126,134 13,093 2 1 10 8 
242 Companies out of 477 in 
SXXP 2003 
2003 2003 2003 2003 2003 2003 2003 2003 2003 2003 
Mean (x ̅ )  37 27 482 337 181 96 1 1 3 3 
Median 18 17 39 77 11 26 1 1 2 2 
1st Quartile 13 9 18 31 5 9 1 1 2 1 
3rd Quartile 26 27 465 188 87 71 2 1 3 3 
Interquartile (IQR) 13 18 446 157 82 62 1 1 2 2 
Standard Deviation (s) 220 31 866 650 338 200 1 3 3 5 
Coefficient of Variation (CV) 6 1 2 2 2 2 1 2 1 2 
Standard Error (se) 14 2 56 42 22 13 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 48,221 975 750,010 422,011 113,909 40,114 2 10 7 24 
223 Companies out of 598 in 
SXXP 2002 
2002 2002 2002 2002 2002 2002 2002 2002 2002 2002 
Mean (x ̅ )  25 21 437 146 178 129 1 1 3 3 
Median 17 11 35 23 13 19 1 1 2 2 
1st Quartile 12 9 16 7 5 5 0 0 1 1 
3rd Quartile 22 18 360 88 281 54 2 1 3 3 
Interquartile (IQR) 10 9 344 80 276 49 1 1 2 2 
Standard Deviation (s) 50 22 793 318 308 385 2 2 3 6 
Coefficient of Variation (CV) 2 1 2 2 2 3 1 2 1 2 
Standard Error (se) 3 1 53 21 21 26 0 0 0 0 
Relative Standard Error (rse) 0 0 0 0 0 0 0 0 0 0 
Sample Variance (s^2) 2,461 490 629,605 101,239 94,570 148,390 3 3 9 32 
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Table 6-22 SXXP Descriptive Statistics of Bloomberg Downloaded Share Prices versus 
Computed Share Prices 
SXXP 
Share Price (PX)  
(Bloomberg Download) 
Value Spectrum Share 
Price  
(Computed Data) 
Adj. Value Spectrum 
Share Price  
(Computed Data) 
4803 Companies listed in SXXP 2012 to 
2002. Companies Shortlisted: 3166 
2011- 2002 2011- 2002 2011- 2002 
Mean (x ̅ )  300 186 185 
Median 43 65 65 
1st Quartile 18 32 32 
3rd Quartile 248 138 138 
Interquartile (IQR) 230 106 106 
Standard Deviation (s) 893 682 679 
Coefficient of Variation (CV) 3 4 4 
Standard Error (se) 16 12 12 
Relative Standard Error (rse) 0 0 0 
382 Companies out of 463 in SXXP 2011 2011 2011 2011 
Mean (x ̅ )  37 50 49 
Median 17 26 26 
1st Quartile 7 11 11 
3rd Quartile 39 63 63 
Interquartile (IQR) 32 52 52 
Standard Deviation (s) 114 80 79 
Coefficient of Variation (CV) 3 2 2 
Standard Error (se) 6 4 4 
Relative Standard Error (rse) 0 0 0 
373 Companies out of 458 in SXXP 2010 2010 2010 2010 
Mean (x ̅ )  37 62 62 
Median 17 32 31 
1st Quartile 7 14 14 
3rd Quartile 39 64 63 
Interquartile (IQR) 31 51 50 
Standard Deviation (s) 114 131 129 
Coefficient of Variation (CV) 3 2 2 
Standard Error (se) 6 7 7 
Relative Standard Error (rse) 0 0 0 
331 Companies out of 458 in SXXP 2009 2009 2009 2009 
Mean (x ̅ )  37 47 46 
Median 15 23 23 
1st Quartile 7 8 8 
3rd Quartile 33 48 47 
Interquartile (IQR) 26 40 39 
Standard Deviation (s) 147 219 219 
Coefficient of Variation (CV) 4 5 5 
Standard Error (se) 8 12 12 
Relative Standard Error (rse) 0 0 0 
327 Companies out of 463 in SXXP 2008 2008 2008 2008 
Mean (x ̅ )  31 38 38 
Median 12 14 14 
1st Quartile 4 4 4 
3rd Quartile 27 31 31 
Interquartile (IQR) 22 28 27 
Standard Deviation (s) 127 231 232 
Coefficient of Variation (CV) 4 6 6 
Standard Error (se) 7 13 13 
Relative Standard Error (rse) 0 0 0 
349 Companies out of 464 in SXXP 2007 2007 2007 2007 
Mean (x ̅ )  42 56 55 
Median 19 36 36 
1st Quartile 8 12 12 
3rd Quartile 42 73 73 
Interquartile (IQR) 34 61 61 
Standard Deviation (s) 117 65 65 
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Coefficient of Variation (CV) 3 1 1 
Standard Error (se) 6 3 3 
Relative Standard Error (rse) 0 0 0 
329 Companies out of 469 in SXXP 2006 2006 2006 2006 
Mean (x ̅ )  43 84 82 
Median 22 44 43 
1st Quartile 10 19 18 
3rd Quartile 46 92 89 
Interquartile (IQR) 35 73 71 
Standard Deviation (s) 97 122 118 
Coefficient of Variation (CV) 2 1 1 
Standard Error (se) 5 7 7 
Relative Standard Error (rse) 0 0 0 
311 Companies out of 474 in SXXP 2005 2005 2005 2005 
Mean (x ̅ )  38 70 69 
Median 18 30 30 
1st Quartile 8 13 12 
3rd Quartile 37 66 64 
Interquartile (IQR) 29 53 52 
Standard Deviation (s) 103 221 219 
Coefficient of Variation (CV) 3 3 3 
Standard Error (se) 6 13 12 
Relative Standard Error (rse) 0 0 0 
299 Companies out of 479 in SXXP 2004 2004 2004 2004 
Mean (x ̅ )  34 280 271 
Median 14 67 65 
1st Quartile 6 18 17 
3rd Quartile 30 143 140 
Interquartile (IQR) 24 125 122 
Standard Deviation (s) 87 2,204 2,114 
Coefficient of Variation (CV) 3 8 8 
Standard Error (se) 5 127 122 
Relative Standard Error (rse) 0 0 0 
242 Companies out of 477 in SXXP 2003 2003 2003 2003 
Mean (x ̅ )  34 73 70 
Median 15 34 33 
1st Quartile 6 10 10 
3rd Quartile 35 71 68 
Interquartile (IQR) 29 61 58 
Standard Deviation (s) 77 183 177 
Coefficient of Variation (CV) 2 3 3 
Standard Error (se) 5 12 11 
Relative Standard Error (rse) 0 0 0 
223 Companies out of 598 in SXXP 2002 2002 2002 2002 
Mean (x ̅ )  32 29 29 
Median 13 18 18 
1st Quartile 6 4 4 
3rd Quartile 30 43 42 
Interquartile (IQR) 24 38 38 
Standard Deviation (s) 86 35 35 
Coefficient of Variation (CV) 3 1 1 
Standard Error (se) 6 2 2 
Relative Standard Error (rse) 0 0 0 
6.7 Discussion and Critical Analysis of Results 
Significant results have been shown to be derived from the regression 
analysis of the scaled value drivers using a validated list of independent proxy 
variables on the panel data sample over a 10-year period from three different 
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Anglo-Saxon markets of fully listed companies. The empirical analysis has 
shown that an identical computation process can be applied based on the same 
list of financial fundamentals to derive comparable multiples from three 
different markets that have been regressed using the same list of significantly 
correlated independent proxy variables. Furthermore, triangulating the same 
value multiples across the three different indices by a weighted average 
calculation structured on the adjusted coefficient of determination has 
synthesised the market share prices of the fully listed companies in the data 
sample, which were back-tested to the respective share prices obtained from 
Bloomberg. The main findings have overall been significant and robust. 
6.7.1 Value drivers and Independent Variables 
The objective with the financial fundamental analysis was to determine 
the value of fully listed companies by examination of key value drivers, such as 
earnings, net income, EBITDA, sales, and book value scaled as ratios or relative 
multiples. In the context of the analysis, these key value drivers had to be 
related to independent variables to formulate the analysis. Following general 
valuation literature and various empirical studies, Barth et al. (1998); Bonadurer 
(2003); Damodaran (2002); Lev and Ramu (1993); Ohlson (1995); Penman (1992), 
a list of independent variables that has been determined to be a function of the 
key value driver multiples was devised are growth, pay-out ratios, risk, margin, 
return on equity, and size. These independent variables have generated a 
comprehensive list of proxy variables (see Appendix Table 9-52) that 
established the data base in the context of the fully listed companies from the 
three indices, ASX, SPX, and SXXP. 
Based on various studies such as Bilson et al. (2001); Chen et al. (1986); 
Lettau et al. (2008), another set of independent proxy variables was added to 
the data base for analysis. A set of macroeconomic data variables obtained from 
EuroStat database (see Appendix Table 9-2) were included in the analysis to 
determine the correlation of macroeconomic variables to the key value drivers. 
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6.7.2 Regression Analysis of Scaled Value Drivers and Proxy 
variables 
Following the works of Abrams (2012); Bonadurer (2003); Field (2009) 
and Gujarati (2003), it was found that the dependent variables, the key value 
drivers in absolute terms, yielded significant results and reduced the issue of 
heteroscedasticity by scaling the dependent variables by the respective market 
share price. Thus, the empirical testing of the data sample was pivoted around 
value multiples, Price-to-Earnings, Prices-to-Net Income, Price-to-EBITDA, 
Price-to-Sales, and Price-to-Book Value. The regression analysis of the value 
multiples was against 28 financial fundamentals proxy variables and 28 macro-
economic proxy variables, where the set of macro-economic proxy variables 
consisted of two sets 14 macro-economic variables with one set being the 
current year of analysis and the other set being the previous period to test for a 
lagged effect of the macro-economic data. The selection criteria for all the 
independent proxy variables were based on the conditions relevant to the 
variance inflation factor (VIF), condition Index (CI), and significant p-values, 
and for each index analysed independent proxy variables that did not qualify in 
accordance with the selection criteria were discarded. The qualified 
independent proxy variables were subsequently applied in further 
computations. 
The outcome from the regression analysis was overall consistent and 
significant, producing high coefficient of determinations, high F-values and 
significant p-values. Figure 6-4 below shows the qualifying independent proxy 
variables per index at the frequency of occurrence in the 10-year analysis 
against the value multiples. Effectively, Figure 6-4 illustrates the overall 
variation of the proxy variables that are significantly correlated to the same 
value multiples of the three market indices, highlighting that the majority of the 
proxy variables were significantly correlated to the value multiples across the 
three markets over a 10-year period. The perspective Figure 6-4 provide a view 
of the consistency of the significantly correlated variables over time and shows 
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that some of the variables occurring in a few regression are less significant and 
that potentially further research could replace the less occurring proxy variables 
with other proxy variables that would have a high frequency of occurrence of 
being significantly correlated to the value multiples, which would effectively 
enhance the valuation performance of the value multiples. Furthermore, the 
SXXP index appears to have the least number of recurring proxy variables 
compared to the ASX and SPX indices, however Figure 6-4 does illustrate that 
the qualified proxy variables has overall a high frequency of recurrence in the 
10-year regression analysis. 
Effectively, the results from the regression analysis concur with the 
studies by Hair et al. (2006); Marquaridt (1970); Mela and Kopalle (2002); 
O’brien (2007), yielding significant findings that are consistent and robust by 
resolving the issue of multicollinearity that typically occurs in financial models 
that use large number of exogenous variables. Thus, the effect from the 
selection criteria being based on conditions that resolves multicollinearity and 
the subsequently qualifying proxy variables are significantly (all p-values < 
0.100) correlated to the dependent variables has to generate a parsimonious 
regression analysis with significant results. 
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Figure 6-4 Frequency of Occurrence of Proxy Variables 
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Table 6-23 Proxy Variables – Total frequency and the five most recurring variables 
 
Table 6-23 above illustrates the five most recurring proxy variables per 
index analysed as well as the rate of frequency in the regression analysis. 
Furthermore, it highlights the specific proxy variables being significantly 
correlated with a high frequency of occurrence in all three markets analysed, 
which suggests that these proxy variables are essential in determining the value 
multiples and consequently would affect the market share price triangulated 
from these value multiples. Furthermore, comparing Figure 6-4 showing that 
SXXP had the fewest qualified proxy variables compared to ASX and SPX with 
a greater variety of proxy variables, Table 6-23 illustrates that the qualified 
proxy variables for SXXP had collectively the highest frequency in the 10-year 
period of analysis, followed by SPX and ASX respectively. 
6.7.3 Value Multiples and Triangulating Market Share Price 
The relative performance of the computed value multiples for the three 
indices in the context of the coefficient of determination from the regression 
analysis has been illustrated in Figure 6-1, Figure 6-2, and Figure 6-3. The 
overall outcome from the regression analysis of the three indices has shown that 
the value multiples, price-to-sales and price-to-book, has been the most 
significantly correlated and consistent multiples compared to the earnings, net 
income, and EBITDA multiples. The SPX index has yielded the most significant 
set of results overall as the five computed value multiples demonstrated the 
Proxy 
Variables
ASX Index
Proxy 
Variables
SPX Index
Proxy 
Variables
SXXP Index
Maximum number of occurrence by a qualified proxy variable
55 60 55
The five most recurring proxy variables per market index
Variables Occurrence
Significance 
over Time
Variables Occurrence
Significance 
over Time
Variables Occurrence
Significance 
over Time
Raw_EBIT_T
OT_ASST
28 51%
Raw_EBIT_T
OT_ASST
36 60% WACC 35 64%
WACC 28 51%
Raw_NET_AS
SETS_SALES 34 57%
Raw_CAPITA
L_EMPLOYE
D
33 60%
WACC_COST
_EQUITY
26 47%
Raw_EARN_C
OM_SALES
29 48%
WACC_COST
_EQUITY
30 55%
Raw_EARN_C
OM_SALES
24 44%
RETURN_CO
M_EQY
22 37%
Raw_EBIT_T
OT_ASST
29 53%
Raw_SALES_
TOT_ASSETS 20 36% WACC 21 35%
RETURN_CO
M_EQY 24 44%
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most consistent trend, followed by the SXXP index and ASX respectively. In 
addition to the coefficient of determination being significantly larger than the 
other computed multiple, the respective F-values were substantial as well on a 
comparative basis. Thus, highlighting that for the three indices analysed, the 
computed value multiples, price-to-sales and price-to-book, are more 
significantly correlated with very good model fitness compared to price-to-
earnings, price-to-net income, and price-to-EBITDA. 
The process of determining or estimating value multiples to determine 
market share price or company value can be achieved by a variety of methods 
as observed in a number of empirical studies using for example the harmonic 
mean and median values scaled by share price to estimate the multiples (Baker 
& Ruback, 1999; J. Liu et al., 2002; Yoo, 2006), or by scaling a value driver by a 
market price variables (Lie & Lie, 2002; Penman, 2006); Schreiner and Spremann 
(2007). The approach applied in this thesis has expanded on the different 
methods applied in the wide array of empirical studies by initially following a 
general approach of scaling key value drivers by market share price, however 
subsequently applying a different approach by using regression analysis of the 
variables that independently influence the key value drivers that formulate the 
value multiples. Thus, the computed value multiples have been regressed from 
equivalent market multiples using only significantly correlated independent 
variables, which suggests that the computed value multiples can be back-tested 
to the equivalent market multiples obtained from Bloomberg for comparative 
testing. The results from the analyses of the three indices of the Anglo-Saxon 
and European markets have overall produced significant and robust results, 
however expanding the list of proxy variables could enhance the valuation 
accuracy of the computed value multiples relative to the obtained market 
multiples from Bloomberg. 
Equally there is a wide variety of methods of deriving value such as 
market share price or company value presented in empirical studies. For 
example, estimating the share price of a company could be computed by 
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capitalising earnings at the median price-to-earnings multiple of comparable 
companies (Alford, 1992; Berkman et al., 2000; Lie & Lie, 2002). Similar to 
empirical studies we apply value multiples as part of the process of 
determining the share price of a fully-listed company, however using an 
alternative approach to complete the computation by utilising other results 
obtained in the financial model devised for this thesis. We apply the coefficient 
of determination as the weighting measure in the triangulation process of the 
computed value multiples and the key value drivers diluted by the number of 
shares to synthesise the respective market share price of the fully-listed 
companies in the three indices being analysed. The back-testing comparing the 
synthesised market share price to the Bloomberg-based market share price has 
shown significant results, however discrepancies were observed. The resulting 
discrepancies could be due to outliers or a necessity for additional proxy 
variables to enhance the valuation accuracy of the computation process. 
6.7.4 Resulting Regression Analysis in the Context of 
Macroeconomic Variables 
The studies by Bilson et al. (2001) and Chen et al. (1986) found that 
macroeconomic variables had significant explanatory factors relative to the 
stock market. The results from the regression analysis highlighted that the 
macroeconomic variables were either not significantly correlated to the value 
multiples or to have yielded a high VIF values that affected the condition index 
considerably in the regression analysis. Hence, the regression analysis 
effectively discarded all the macroeconomic variables due to not being 
significantly correlated to the dependent variables or as a result of 
multicollinearity,  contrary to the findings by Bilson et al. (2001) and Chen et al. 
(1986).  Effectively, the number of proxy and macro variables analysed in this 
thesis relative to other studies such as Bilson et al. (2001) and Chen et al. (1986) 
was substantial in comparison, which suggests that the significance of 
independent proxy variables were better correlated to the dependent variables 
compared to the macro variables. The regression analysis excluded various 
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independent proxy and macro variables through progressive process for being 
less correlated in terms of p-values, VIF and Condition Index as stipulated in 
the refinement criteria. As a result, all the macro variables in conjunction with 
various economic independent proxy variables were discarded. Table 6-24 
illustrates the several stages of the progressive refinement process in the context 
of the dependent variable Ln Price-to-Earning: 
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Table 6-24 Example of the Progressive Refinement Process in the Context of Ln Price-to-Earning 
Progressive Refinement: Stage 1 Dependent Variable: Ln Price-to-Earning 
Coefficients Sig. 
Collinearity 
Statistics 
Collinearity 
Diagnostics 
Excluded Variables 
  
 
VIF Condition Index   
(Constant) .001 
 
1.000 EQY_RAW_BETA 
Raw_DVD_YIELD_EARN_YIELD_RATIO .000 1.141 1.595 Current_PctHarmonisedIndicesConsumerPrices 
Raw_EBITDA_EARN_FOR_COMMON .000 1.151 2.897 Current_PctGDPConstantPrices 
RETURN_COM_EQY .055 1.484 3.389 Current_PctGDPFinalConsumptionExpenditure 
Raw_EBIT_TOT_ASST .517 3.000 3.592 Current_PctGDPDomesticDemand 
RAW_CAPITAL_EMPLOYED .080 1.540 3.900 
Current_PctGDPFinalConsumptionExpenditureGener
alGovernment 
IS_EPS .274 73.076 4.061 Current_PctGDPGrossCapitalFormation 
BOOK_VAL_PER_SH .352 1116.179 4.146 Current_PctGDPGrossFixedCapitalFormation 
Raw_NET_INC_SHARES .004 190.695 4.379 Current_PctGDPExportsGoodsServices 
Raw_TOT_COM_EQY_SHARES .529 1162.836 5.116 Current_PctGDPExternalBalanceGoods 
Raw_SALES_SHARES_AVE_NUM .347 216.583 5.220 Current_PctGDPExternalBalanceServices 
Raw_Log_BS_TOT_ASSETS .000 145.490 5.582 Lagged1Yr_PctHarmonisedIndicesConsumerPrices 
Raw_Log_SALES .000 132.803 5.775 Lagged1Yr_PctGDPConstantPrices 
Raw_SALES_TOT_ASSETS .021 8.591 5.944 
Lagged1Yr_PctGDPHouseholdNPISHFinalConsumpti
onExpenditure 
Raw_EBIT_SALES .000 12.144 6.959 
Lagged1Yr_PctGDPFinalConsumptionExpenditureGe
neralGovernment 
Raw_EBITDA_SALES .000 13.247 8.174 Lagged1Yr_PctGDPGrossCapitalFormation 
Raw_BS_TOT_ASSETS_TOT_DEBT_SALES .007 34.208 11.618 Lagged1Yr_PctGDPGrossFixedCapitalFormation 
Raw_NET_ASSETS_SALES .037 27.064 13.528 Lagged1Yr_PctGDPExportsGoodsServices 
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Raw_EARN_COM_SALES .009 1.918 14.251 Lagged1Yr_PctGDPExternalBalanceGoodsServices 
TRAIL_12M_EBITDA_PER_SHARE .766 266.349 16.842 Lagged1Yr_PctGDPExternalBalanceGoods 
Raw_TOT_ASST_SHARE .319 218.898 18.438   
Raw_SHORT_AND_LONG_TERM_DEBT_TOT_C
OM_EQY 
.683 1.193 26.040   
EQY_BETA .413 1.410 27.655   
WACC_COST_EQUITY .000 4.780 29.440   
WACC .000 3.169 35.424   
Raw_GROWTH_RATE_NET_INCOME .225 1.507 48.941   
Raw_GROWTH_RATE_SALES .438 1.399 51.075   
Raw_GROWTH_RATE_EPS .007 1.580 59.477   
Current_PctGDPHouseholdNPISHFinalConsumpti
onExpenditure 
.497 13.425 63.878   
Current_PctGDPChangesInventAcquiLessDisposal
Valuables 
.000 3.134 90.388   
Current_PctGDPImportsGoodsServices .130 9.354 128.109   
Current_PctGDPExternalBalanceGoodsServices .001 8.849 193.044   
Lagged1Yr_PctGDPFinalConsumptionExpenditure .001 13.548 235.592   
Lagged1Yr_PctGDPDomesticDemand .003 13.770 285.373   
Lagged1Yr_PctGDPChangesInventAcquiLessDispo
salValuables 
.249 14.821 799.715   
Lagged1Yr_PctGDPImportsGoodsServices .000 4.451 1643.234   
Lagged1Yr_PctGDPExternalBalanceServices .881 47.692 6610.880   
Progressive Refinement: Stage 2 
   
  
Coefficients Sig. 
Collinearity 
Statistics 
Collinearity 
Diagnostics 
Excluded Variables 
  
 
VIF Condition Index   
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(Constant) .564 
 
1.000 EQY_RAW_BETA 
Raw_DVD_YIELD_EARN_YIELD_RATIO .000 1.138 3.036 Current_PctHarmonisedIndicesConsumerPrices 
Raw_EBITDA_EARN_FOR_COMMON .000 1.147 3.224 Current_PctGDPConstantPrices 
RETURN_COM_EQY .002 1.380 3.534 
Current_PctGDPFinalConsumptionExpenditureGener
alGovernment 
Raw_EBIT_TOT_ASST .000 1.256 3.706 Current_PctGDPGrossCapitalFormation 
RAW_CAPITAL_EMPLOYED .000 1.017 3.916 Current_PctGDPGrossFixedCapitalFormation 
Raw_SALES_TOT_ASSETS .000 1.177 3.977 Current_PctGDPExportsGoodsServices 
Raw_EARN_COM_SALES .001 1.113 4.549 Current_PctGDPExternalBalanceGoodsServices 
Raw_SHORT_AND_LONG_TERM_DEBT_TOT_C
OM_EQY 
.445 1.163 4.710 Current_PctGDPExternalBalanceGoods 
EQY_BETA .813 1.334 4.849 Current_PctGDPExternalBalanceServices 
WACC_COST_EQUITY .000 4.409 5.299 Lagged1Yr_PctHarmonisedIndicesConsumerPrices 
WACC .000 2.938 6.006 
Lagged1Yr_PctGDPFinalConsumptionExpenditureGe
neralGovernment 
Raw_GROWTH_RATE_NET_INCOME .116 1.343 7.358 Lagged1Yr_PctGDPGrossCapitalFormation 
Raw_GROWTH_RATE_SALES .356 1.350 7.953 Lagged1Yr_PctGDPExportsGoodsServices 
Raw_GROWTH_RATE_EPS .002 1.509 11.789 Lagged1Yr_PctGDPExternalBalanceGoods 
Current_PctGDPFinalConsumptionExpenditure .757 39.875 14.330   
Current_PctGDPDomesticDemand .049 12.839 28.400   
Current_PctGDPChangesInventAcquiLessDisposal
Valuables 
.120 21.338 49.395   
Current_PctGDPImportsGoodsServices .002 4.959 72.232   
Lagged1Yr_PctGDPConstantPrices .000 7.336 108.326   
Lagged1Yr_PctGDPGrossFixedCapitalFormation .001 28.532 166.171   
Lagged1Yr_PctGDPImportsGoodsServices .224 7.642 840.991   
Lagged1Yr_PctGDPExternalBalanceGoodsServices .000 7.238 1278.428   
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Lagged1Yr_PctGDPHouseholdNPISHFinalConsu
mptionExpenditure 
.710 4.905 6484.760   
Progressive Refinement: Stage 3 
   
  
Coefficients Sig. 
Collinearity 
Statistics 
Collinearity 
Diagnostics 
Excluded Variables 
  
 
VIF Condition Index   
(Constant) .112 
 
1.000 EQY_RAW_BETA 
Raw_DVD_YIELD_EARN_YIELD_RATIO .000 1.138 3.005 
Current_PctGDPFinalConsumptionExpenditureGener
alGovernment 
Raw_EBITDA_EARN_FOR_COMMON .000 1.147 3.191 Current_PctGDPGrossCapitalFormation 
RETURN_COM_EQY .002 1.380 3.457 Current_PctGDPGrossFixedCapitalFormation 
Raw_EBIT_TOT_ASST .000 1.256 3.589 Current_PctGDPExportsGoodsServices 
RAW_CAPITAL_EMPLOYED .000 1.017 3.859 Current_PctGDPExternalBalanceGoods 
Raw_SALES_TOT_ASSETS .000 1.177 3.962 Current_PctGDPExternalBalanceServices 
Raw_EARN_COM_SALES .001 1.113 4.533 Lagged1Yr_PctHarmonisedIndicesConsumerPrices 
Raw_SHORT_AND_LONG_TERM_DEBT_TOT_C
OM_EQY 
.445 1.163 4.671 
Lagged1Yr_PctGDPFinalConsumptionExpenditureGe
neralGovernment 
EQY_BETA .813 1.334 4.819 Lagged1Yr_PctGDPExportsGoodsServices 
WACC_COST_EQUITY .000 4.409 5.241 Lagged1Yr_PctGDPExternalBalanceGoods 
WACC .000 2.938 5.306   
Raw_GROWTH_RATE_NET_INCOME .116 1.343 7.140   
Raw_GROWTH_RATE_SALES .356 1.350 7.881   
Raw_GROWTH_RATE_EPS .002 1.509 10.878   
Current_PctHarmonisedIndicesConsumerPrices .515 39.225 11.661   
Current_PctGDPConstantPrices .211 19.970 15.221   
Current_PctGDPImportsGoodsServices .210 32.010 29.401   
Current_PctGDPExternalBalanceGoodsServices .099 25.439 40.748   
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Lagged1Yr_PctGDPConstantPrices .000 10.336 50.728   
Lagged1Yr_PctGDPGrossFixedCapitalFormation .000 16.588 127.364   
Lagged1Yr_PctGDPImportsGoodsServices .131 4.689 161.756   
Lagged1Yr_PctGDPExternalBalanceGoodsServices .000 12.869 476.512   
Lagged1Yr_PctGDPHouseholdNPISHFinalConsu
mptionExpenditure 
.931 11.304 1536.933   
Progressive Refinement: Stage 4 
   
  
Coefficients Sig. 
Collinearity 
Statistics 
Collinearity 
Diagnostics 
  
  
 
VIF Condition Index   
(Constant) .000 
 
1.000   
Raw_DVD_YIELD_EARN_YIELD_RATIO .000 1.132 2.195   
Raw_EBITDA_EARN_FOR_COMMON .000 1.140 2.328   
RETURN_COM_EQY .002 1.368 2.586   
Raw_EBIT_TOT_ASST .000 1.249 2.769   
RAW_CAPITAL_EMPLOYED .000 1.015 2.860   
Raw_SALES_TOT_ASSETS .000 1.170 3.219   
Raw_EARN_COM_SALES .000 1.109 3.352   
Raw_SHORT_AND_LONG_TERM_DEBT_TOT_C
OM_EQY 
.264 1.158 3.570   
EQY_BETA .382 1.219 3.823   
WACC_COST_EQUITY .000 3.183 5.176   
WACC .000 2.870 5.798   
Raw_GROWTH_RATE_NET_INCOME .098 1.339 8.855   
Raw_GROWTH_RATE_SALES .385 1.342 10.956   
Raw_GROWTH_RATE_EPS .026 1.048 19.606   
Lagged1Yr_PctGDPImportsGoodsServices .399 1.138 80.029   
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Progressive Refinement: Stage 5 
   
  
Coefficients Sig. 
Collinearity 
Statistics 
Collinearity 
Diagnostics 
  
  
 
VIF Condition Index   
(Constant) 0.000 
 
1.000   
Raw_DVD_YIELD_EARN_YIELD_RATIO .000 1.132 2.001   
Raw_EBITDA_EARN_FOR_COMMON .000 1.138 2.307   
RETURN_COM_EQY .003 1.193 2.376   
Raw_EBIT_TOT_ASST .000 1.232 2.462   
RAW_CAPITAL_EMPLOYED .000 1.010 2.769   
Raw_SALES_TOT_ASSETS .000 1.143 2.882   
Raw_EARN_COM_SALES .000 1.100 2.902   
WACC_COST_EQUITY .000 2.864 4.530   
WACC .000 2.851 4.935   
Raw_GROWTH_RATE_NET_INCOME .015 1.004 10.265   
Raw_GROWTH_RATE_EPS .015 1.025 16.769   
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7 Chapter – Conclusions 
7.1 Introduction 
In this study we examined the relative valuation characteristics of 
triangulating key value drivers against a comprehensive list of independent 
proxy variables in the context of regression analyses. Thus, the main subjects of 
focus have been relative valuation in conjunction with regression analysis. In 
relative valuation, the value of an asset is derived from the pricing of 
comparable assets, standardised using common variables such as earnings, cash 
flows, book values, or revenues as dependent variables, which would be 
reformatted as share price multiples. The independent proxy variables are 
subsequently scrutinised in accordance with the specified selection criteria for 
regression analyses, which is a statistical procedure applied to measure the 
mathematical relationship between scaled dependent variables and 
independent variables, resulting in the qualifying proxy variables being 
significantly correlated for optimised valuation. The structuring of the 
overarching financial models and the amalgamation of methods applied has 
predominantly been driven by studies of theoretical models of valuation 
accuracy and share price multiples, as well as practical guidelines in the 
empirical valuation literature. 
7.2 Main Findings and Implications 
7.2.1 Key Findings 
The results of this thesis are consistent with the subset hypothesis that 
individually tests the relationship of all independent proxy variables against the 
five scaled dependent variables using the datasets from 2001 to 2011 for the 
three indices FTSE-All-Share (ASX), S&P 500 (SPX), and STOXX 600 (SXXP), as 
well as remaining equally consistent with the main hypothesis that tests the 
relationships between synthesised regressed multiples derived from proxy 
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variables and the multiples that would result in the market share price of a fully 
listed company in the Anglo-Saxon and European markets. 
These findings highlight the exploratory aspects on the relevance and 
implication of pragmatic methodology enhancing relative valuation through 
the application of deterministic techniques of regression analysis of proxy 
variables that would triangulate multiples to synthesise share price. This is 
further supported by the regression measures of value relevance such as the 
coefficients of determination R2 and adjusted R2, which signifies the total 
variance and loss of predictive power respectively for the scaled dependent 
variables. Furthermore, the outcome from the 170 regression analyses has 
shown that the R2 and adjusted R2 are very similar in value and significant, as 
illustrated in the tables presented in Chapter 6 section 6.5 Multi-Linear 
Regression Results. Hence, these tables of results all reflect significant findings 
that there is an increase in the confidence of the predictive ability of the 
financial model attributes enabling the forecasting of company value and share 
prices.   
Reviewing the three indices analysed collective, the findings suggests 
that from the assessment of the five scaled dependent variables, the Raw_PS 
and Raw_PB has yielded more consistent and significant results relative to the 
earnings multiples, PE, PX_Earn_Com, and PEBITDA. Furthermore, the back-
testing of the Raw_PS and Raw_PB has very similar results to the Bloomberg-
based values, thus confirming that the value drivers Sales and Book Value are 
significant and consistent determinants of value measures. 
The main interpretation of the findings in the context of the earnings 
multiples signify that earnings are a bottom-line figure which are prone to 
volatility, highlighting that it may not be the most suitable overall projectors. 
The observation in the findings illustrate that in bullish markets dividend 
become a more relevant measure, while earnings multiples become volatile. 
 269 
Furthermore, it consequently suggests that earnings multiples are more 
explanatory in bearish markets. 
Individual findings would suggest that the standard error could be high 
for one of the earnings multiple while low for the other two, therefore the 
collective view of the scaled earnings dependent variables would be significant 
and robust. Equally the back-testing to the Bloomberg-based values, the 
collective view of the three Bloomberg-based earnings multiples reflect similar 
trend to the raw earnings multiples. 
Successfully computing market share prices for all the companies in the 
data sample signifies that the main objective of the financial model has been 
achieved. The relative valuation of the share price results have shown that 
particularly for the ASX and SPX markets the findings were within range of the 
Bloomberg-based share price figures, concluding that the ASX and SPX are 
efficiently valued. However, for SXXP the overall results suggested that it is not 
as efficiently valued and priced as the other two markets analysed. There were 
differences between the raw share prices computed relative to the Bloomberg-
based share prices, suggesting that the SXXP index is less efficient compared to 
ASX and SPX. Thus, the main interpretation accounting for the difference in 
efficiency as highlighted by the findings of the analysis would suggest that the 
ASX and SPX markets are effectively established markets that are more mature 
and transparent with similar regulatory structures comparatively to the SXXP 
index, which depicts a diverse representation of 18 different markets with a 
broad range of regulatory environment. Further research would be needed to 
enhance the efficiency of the SXXP analysis, which consequently could improve 
the findings using the current financial model developed as a framework to 
expand on. 
The overreaching comparative analyses of the descriptive statistics 
suggest that all the datasets have been effectively valued and priced in the 
context of Bloomberg-based values relative to the synthesised raw values. The 
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financial valuation analysis were structured on scaled dependent variables 
against significantly correlated independent proxy variables, which 
consequently has effectively produced a parsimonious multi-linear regressive 
algorithmic financial model using data samples from major indices ASX, SPX, 
and SXXP that synthesises comparable markets measures to the Bloomberg-
based figures. 
The main accomplishment of this study has been to effectively develop 
and formulate a structured algorithmic financial model that allows for the 
cross-sectional relative valuation analysis of any fully-listed company in the 
Anglo-Saxon and European markets in an identical process. Hence, the process 
of valuation analysis using independent proxy variables has effectively been 
standardised for the Anglo-Saxon and European markets and the triangulation 
of value multiples to synthesise comparable market share prices. The various 
aspects of the methodologies applied are founded on multi-linear regression 
analysis and relative valuation using a standardised database for all the data 
obtained from the three market indices, ASX, SPX, and SXXP. Thus, the multi-
linear regressive algorithmic financial model is capable of completing cross-
sectional valuation as well as cross-market valuation for any fully-listed 
company, to compute value multiples and synthesise respective share prices 
premised on uniformed proxy variables. 
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7.2.2 Research Questions Assessment 
Table 7-1 Research Questions Comparative Assessments 
 Research Questions Methodology Findings 
1 
Would it be possible to construct a 
data base with sufficient number of 
companies for analysis? 
Bloomberg 
Data Analysis 
The composition of the data base required the application of several 
interfaces within the data source Bloomberg in order to capture the data of 
the dependent and independent proxy variables. A total of 14,340 
company data was obtain from which 8,851 company years had complete 
data sets, i.e. displaying information in all variable requests and companies 
with a lack of information were discarded from the refined dataset. 
2 
What are the main influencing 
variables that would affect the value 
of a fully-listed company in the 
Anglo-Saxon and European markets 
in a valuation analysis to formulate 
the dependent variables? 
Valuation 
The findings concur the opinion presented in various empirical studies 
(Alford, 1992; Bonadurer, 2003; Lie & Lie, 2002; J. Liu et al., 2002; Penman, 
1992, 2006; Schreiner & Spremann, 2007) that value is significantly 
influenced by key financial fundamentals variables being earnings, net 
income, EBITDA, sales, and book values as illustrated by the computation 
of value multiples for the data sample of the three indices ASX, SPX, and 
SXXP over the period ranging from 2011 to 2001. 
3 
Should the dependent variables be 
denoted as absolute variables or be 
Valuation In the context of valuation, the initial regression of the data sample yielded 
consistent and significant results when the dependent variables were 
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scaled as ratios? Regression 
Analysis 
scaled, while the result were inconclusive when the dependent variables 
were absolute variables. Furthermore, the scaled dependent variables 
could be uniformly applied and analysed across the entire data sample of 
ASX, SPX, and SXXP, thereby standardising regional difference. 
The data analysed significantly supports Abrams (2012), that using a 
scaled dependent variables would have the advantage of removing or 
minimising the statistical issue of heteroscedasticity, that could be a typical 
occurrence when errors in the regression equation are correlated to size of 
the independent variables. 
The regression analysis of the data sample has shown that the Y-intercept, 
known as the Coefficient Constant B0, to be statistically significant in the 
context of all the independent variables being significant, whereas with 
absolute dependent variables the significance of the coefficient constant is 
irrelevant (Abrams, 2012). Thus, suggesting that the average for each of the 
scaled dependent variables of the observations is considered to be a valid 
forecast of value for the results of the valuation analyses. 
4 
Would the outcome of the regression 
analyses be more consistent and 
reliable if the scaled dependent 
variables were transformed to natural 
Valuation 
Regression 
Analysis 
The regression analyses of the entire data sample have been enriched in 
accordance with expectations, which allowed non-linear relationships to be 
correlated between PB and ROE among others. Furthermore, the natural 
logarithmic transformation has expanded the regression analyses to 
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logarithmic format, or should the 
scaled dependent variables remain in 
non-logarithmic form for analyses? 
incorporate additional independent proxy variables for risk and growth. 
The qualifying proxy variables shown in the tables of results in Chapter 6 
reflect the enrichment of the regressions. 
5 
What are the main influencing 
independent variables that affect the 
scaled dependent variables? 
Relative 
Valuation 
In the context of regression analyses, the characteristics of the key value 
drivers denoted as multiples, PE, PX_Earn_Com, PEBITDA, PS, and PB, 
against the essential variables of influence illustrated as following: 
Price-to-Earnings = f(Growth ,Pay-out ratios, Risk) 
Price-to-Net_Income = f(Growth ,Pay-out ratios, Risk) 
Price-to-EBITDA = f(Growth ,Pay-out ratios, Risk) 
Price-to-Book = f(Growth, Pay-out ratios, Risk, ROE) 
Price-to-Sales = f(Pay-out ratios, Risk, Margin) 
6 
What are the proxy variables that 
would represent the independent 
variables that have a significant 
relationship to the scaled dependent 
variables? 
Relative 
Valuation 
Examining the characteristics of the independent variables and 
consequently producing a comprehensive list of proxy variables that 
reflect similar characteristics. The proxy variables would be regressed 
against the scaled dependent variables, thus discarding proxy variables 
that are not significantly correlated. The findings showed all the regression 
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results to be significant. 
7 
Are there significant relationships 
between the independent proxy 
variables of Growth, Pay-out ratios, 
Risk, Margin, ROE and Size and the 
scaled dependent variables PE, 
PX_Earn_Com, PEBITDA, PS and PB? 
Relative 
Valuation 
The multi-linear regression analyses were applied to 170 datasets, 
representing annual sets of data containing 5 dependent variables against 
56 independent variables (28 proxy, 28 macro) ranging from 2011 to 2001 
for the three indices ASX, SPX, and SXXP. The 170 data sets were regressed 
approximately 10 times to achieve optimal results complying with the 
selection criteria. The selection criteria defined for the regression analyses 
has ensured that the qualifying independent proxy variables are all 
significantly correlated, p<0.100. The selection criteria included the 
conditions that the respective VIF values for all the qualifying independent 
proxy variable were less than 10 combined with the Condition Index for 
the whole regression has to be less than 30. Overall the resulting R2 and 
adjusted R2 for all regression analyses yielded significant values, signifying 
that outcome of the selection criteria has been effective in reducing 
multicollinearity and data mining. The multi-regressions among all 
permutations of the increasing numbers of independent variables, in order 
to decrease residual deviance and to maximise adjusted R2 has generated 
highly parsimonious linear financial model. 
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8 
Can valuation effectiveness be 
enhanced by regressing scaled 
dependent variables derived from 
significantly correlated independent 
proxy variables in a multi-linear 
regression model to compute value 
ratios of fully-listed companies in the 
Anglo-Saxon and European markets? 
Relative 
Valuation 
Regression 
Analysis 
The key findings of the financial model has computed a value multiple for 
all the companies in the data sample for ASX, SPX, and SXXP for the 
period ranging from 2100 to 2001. Furthermore, accepting Hypothesis 1 
and rejecting the null for all the qualifying independent proxy variables 
signifies that the model has produced valid findings that are significant. 
The back-testing of the computed value multiples to the value multiples 
obtained from Bloomberg were illustrated to be comparable, hence the 
financial model could be applied on a comparative basis to Bloomberg-
based value multiples to signal a buy or sell. For example, if the computed 
value multiple is greater than the Bloomberg-based value would 
effectively suggest a buy, whereas if the computed value is less than the 
Bloomberg-based value would denote a sell for the respective companies. 
9 
Can a value spectrum of share price 
(Vs_PX) be devised that would 
synthesise the fair market share prices 
of fully-listed companies in the 
Anglo-Saxon and European markets 
defined as the triangulation of the key 
value drivers, where the Vs_PX is 
defined as the weighted averaged of 
Relative 
Valuation 
Regression 
Analysis 
The main objective of the financial modelling has been achieved by the 
computation of share prices (PX) for all the companies analysed in the data 
sample of ASX, SPX, and SXXP. We accept Hypotheses 2 to 6 and the 
rejection of the null, confirms that the financial model to be significant. The 
computed raw PX is applied on a comparative basis to Bloomberg-based 
PX to signal a buy or sell, where the signal is based on the relative position 
of the computed value spectrum share price (Vs_PX) in the context of 
adjusted R2. For example, if the Vs_PX is greater than the Bloomberg-based 
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the amalgamation of the coefficients 
of determination (adjusted R2), 
regressed key multiples (Y), and the 
respective proxy variables (X) of the 
key multiples? 
PX would effectively suggest a buy, whereas if the Vs_PX is less than the 
Bloomberg-based PX would denote a sell for the respective companies. 
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7.3 Evaluation 
The data supports conclusive findings that the resulting parsimonious 
multi-regressive algorithmic financial model has achieved the objectives by 
successfully accomplishing: 
1. Regression analysis of the data sample containing three different indices, ASX, 
SPX, and SXXP. 
2.  Computing value multiples premised on regressive proxy variables for all the 
companies in the data sample. 
3. Synthesising market share prices premised on the regressive value multiples 
for all the companies in the data sample. 
The overall results for all the computations and hypotheses verify that the 
relationship between the Bloomberg data source and the research findings to be 
robust and significant, highlighted by the efficiency of the financial model 
where the typical issues of heteroscedasticity, multicollinearity, and outliers 
have been removed or at least minimised substantially to be negligible. Thus, 
the research outcome has effectively shown to be significant and positively 
correlated, concluding that the financial model devised the basis for an 
enhanced valuation model demonstrating alternative combinations of methods 
of analysis that have been shown to be significant. 
In the context of prior research we find that textbooks on valuation such 
as Barker (2001), Damodaran (2002) and Pratt and Niculita (2008), extensively 
discussing the subject of multiples compared to empirical studies examining 
multiples are typically constrained in the scope of data range and time period 
premised on a subset of multiples. Therefore, the consistency of the findings 
would have to be related to different empirical studies in order to conclusively 
confirm reliability of the results from this study. 
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Reviewing prior empirical research, we conclude similar methodological 
findings that relates to different empirical studies. In particular to the work of 
Abrams (2012), which concludes that using scaled dependent variables instead 
of absolute variables would produce significant and robust results. 
Furthermore, Abrams (2012) assess the regression of scaled dependent variables 
against independent variables to compute value using a theoretical data sample 
that is limited in scope of data range and duration. Thus, following the of work 
of Abrams (2012), we expand substantially and structure a series of scaled 
dependent variables regressed against a comprehensive list of independent 
variables in a financial model to conclusive verify the theoretical findings 
suggested. Additionally, J. Liu et al. (2002, p. 148) argues “that if difference in 
performance across value drivers are economically significant, they are also 
statistically significant”, and the value drivers computed in this thesis have 
been shown to be statistically significant by means of regression measures 
thereby the value drivers are considered to be economically significant as well.  
Contextually various empirical studies such Alford (1992) and J. Liu et al. 
(2002) among others, examine the relative valuation equity multiples classified 
in accordance to industry and conclusively find evidence of better performance 
of equity multiples. However, Schreiner and Spremann (2007) argue that the 
rationale for the findings is less obvious as the results lack greater explanation 
for the observations, which contrasts their study of valuation accuracy of 
different types of multiples where they derived various detailed explanations 
for improved valuation accuracy. This study applies the overall approach of the 
empirical works mentioned above in a similar approach, and we have 
conclusively derived a methodological approach that can improve valuation 
accuracy irrespective of industry and different types of multiples. We conclude 
that triangulating the multiples derived from independent proxy variables that 
are financial fundamentals removes the different limitations observed in the 
empirical studies mentioned above as well as improve valuation accuracy, 
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which can be applied to forecast value by back-testing to historical market 
values. 
7.4 Limitations of the Research 
The quantity of data that had to be uniformly analysed across three 
markets that included all sectors except the financial sector required substantial 
attention to detail in order to safeguard that no computational errors occurred, 
as well as ensuring that the results from the several stages of analyses flowed 
correctly through the financial model. Hence, the research encountered various 
technical problems, which could only be resolved by improved computing 
power that would be capable to process the large quantity of formulation.  
There were several limitation encountered in the data collection process, 
which were due to the limitation of the data source Bloomberg. The initial 
problem with Bloomberg was the range of historical data availability, which at 
the time of data collection in 2012 for this research ranged for ASX from 2011 to 
2002, SPX from 2011 to 2001, and SXXP from 2011 to 2002. Furthermore, 
Bloomberg offered no direct access to the acquirement of the numerous 
variables of data required for the data analyses. Thus, several interfaces had to 
be designed in order to capture the necessary range of data variables, which has 
been a time consuming process that had to be incorporated.  
The overall findings have been robust and consistent with similar studies 
confirming the validity of the results obtained. However, due to time 
constraints the research of additional proxy variables was restricted, which 
could have further enhanced the outcome of the financial model. However, as a 
caveat it is acknowledged that this study is designed to provide an overview of 
collective patterns in relative valuation in multiples and share prices; 
consequently there may be oversights or more subtle relationship that would be 
apparent in smaller studies. 
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7.5 Future Research 
The logic of the financial model has been established and process of the 
regression analyses structured for the adaptation of any suitable data sample. 
Additional proxy variables could enhance the valuation accuracy, which would 
require supplementary research and data analysis to incorporate additional 
variables. The data sample could be expanded based on the current logic and 
structure to include additional indices from the Anglo-Saxon and European 
markets. However, data analysis requires different computing software, which 
could be improved by programming an interface to manage the data 
processing.  
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9 Appendix  
9.1 Profiles of Indices 
Figure 9-1 Bloomberg Terminal Screenshot: Profile FTSE-All-Share (ASX)  
 
Figure 9-2 Bloomberg Terminal Screenshot: Profile S&P 500 (SPX) 
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Figure 9-3 Bloomberg Terminal Screenshot: Profile STOXX Europe 600 (SXXP) 
 
9.2 Bloomberg Variables Captured 
Table 9-1 List of Variables Captured from Bloomberg 
# 
Bloomberg Fields (Variables) 
Bloomberg Fields: Codes Bloomberg Fields: Detailed 
1 Short_Name Company Name 
2 Ticker Ticker 
3 PX Price Share 
4 PE_RATIO Price-to-Earnings Ratio 
5 PX_TO_SALES_RATIO Price-to-Sales Ratio 
6 PX_TO_BOOK_RATIO Price-to-Book Ratio 
7 RETURN_COM_EQY Return on Common Equity 
8 EARN_FOR_COMMON Net Income to Common Shareholders 
9 TOT_COMMON_EQY Total Common Equity 
10 BS_TOT_ASSET Total Assets 
11 NET_ASSETS Net Assets 
12 SALES_REV_TURN Sales 
13 EBITDA EBITDA 
14 EBIT EBIT 
15 IS_OPER_INC Operation Income or Losses 
16 CF_DEPR_AMORT Depreciation & Amortisation 
17 TRAIL_12M_EBITDA_PER_SHARE 
Trailing 12-month EBITDA per Basic 
Share 
18 NET_INCOME Net Income 
19 IS_EPS Basic Earnings Per Share 
20 EQY_DPS Dividends per share for EPS 
21 IS_AVG_NUM_SH_FOR_EPS Average Number of Shares for EPS 
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22 BOOK_VAL_PER_SH Book Value per Share 
23 BS_SH_OUT Number of Shares Outstanding 
24 CUR_MKT_CAP Current Market Capitalisation 
25 EQY_BETA Beta 
26 EQY_RAW_BETA Raw Beta 
27 WACC_COST_EQUITY WACC Equity 
28 WACC WACC 
29 IS_INT_EXPENSES Interest Expense - Banks/Finance 
30 DVD_CRNCY Dividend Currency 
31 EQY_FUND_CRNCY Currency Override 
32 BS_LT_BORROW Long Term Borrowing 
33 BS_ST_BORROW Short Term Borrowing 
34 SHORT_AND_LONG_TERM_DEBT Short and Long Term Debt 
35 BS_ST_DEBT Short Term Debt  
36 ARD_LT_DEBT ARD Long Term Debt 
37 NET_DEBT_PER_DILUTED_SHARE Net Debt per diluted share 
38 NET_DEBT Net Debt 
39 NET_DEBT_PER_SHARE Net Debt per share 
40 TOTAL_DEBT_PER_SHARE Total debt per share 
9.3 EuroStat Marco-economic Variables Captured 
Table 9-2 Eurostat Macro-Economic Data list 
# EuroStat Statistical Measures 
1 
Harmonised Indices of Consumer Prices (HICPs)-Annual average rate of change 
(%) 
2 Gross domestic product at market prices 
3 Gross domestic product at constant prices (% change t/t-1) 
4 Gross domestic product at constant prices (index 2000=100) 
5 Final consumption expenditure - Millions of euro  
6 Domestic demand - Millions of euro  
7 Household and NPISH final consumption expenditure - Millions of euro  
8 Final consumption expenditure of households - Millions of euro  
9 Final consumption expenditure of NPISH - Millions of euro  
10 Final consumption expenditure of general government - Millions of euro  
11 Individual consumption expenditure of general government - Millions of euro  
12 Collective consumption expenditure of general government - Millions of euro  
13 Gross capital formation - Millions of euro  
14 Gross fixed capital formation - Millions of euro  
15 
Changes in inventories and acquisitions less disposals of valuables - Millions of 
euro  
16 Exports of goods and services - Millions of euro  
17 Imports of goods and services - Millions of euro  
18 External balance of goods and services - Millions of euro  
19 External balance - Goods  - Millions of euro  
20 External balance - Services - Millions of euro  
21 Percentage of GDP Final consumption expenditure 
22 Percentage of GDP Domestic demand 
23 Percentage of GDP Household and NPISH final consumption expenditure 
24 Percentage of GDP Final consumption expenditure of households 
25 Percentage of GDP Final consumption expenditure of general government 
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26 Percentage of GDP Individual consumption expenditure of general government 
27 Percentage of GDP Gross capital formation 
28 Percentage of GDP Gross fixed capital formation 
29 Percentage of GDP Changes in inventories and acquisitions less disposals of 
valuables 
30 Percentage of GDP Exports of goods and services 
31 Percentage of GDP Imports of goods and services 
32 Percentage of GDP External balance of goods and services 
33 Percentage of GDP External balance - Goods 
34 Percentage of GDP External balance - Services 
9.4 Bloomberg Data Capturing Example 
Table 9-3 Bloomberg Excel-Add-In Formula and Example 
The Bloomberg-Excel formula is premised on the Ticker (company code), field (variable of 
interest) and Date, written as follows: 
𝑂𝑣𝑒𝑟𝑟𝑖𝑑𝑒 𝐷𝑎𝑡𝑎 = 𝐵𝐻𝑃(TICKER, 𝐹𝐼𝐸𝐿𝐷, 𝑂𝑉𝐸𝑅𝑅𝐼𝐷𝐸 𝐹𝐼𝐸𝐿𝐷, 𝑂𝑉𝐸𝑅𝑅𝐼𝐷𝐸 𝑉𝐴𝐿𝑈𝐸) 
The formula above was copied across the board in a table format between the list of companies 
and the Bloomberg fields/variables of interest. 
Present Data =BDP("TICKER","FIELD") 
 
Historical 
Data 
=BDH("TICKER","FIELD","START DATE","END 
DATE") 
Override Data 
=BDP("TICKER","FIELD","OVERRIDE 
FIELD","OVERRIDE VALUE") 
 
 
Example 
TICKER >> BP/ LN EQUITY 
FIELD >> SALES_REV_TURN 
OVERRIDE FIELD >> EQY_FUND_YEAR 
OVERRIDE VALUE >> 2007 
  
#NAME? BRITISH PETROLEUM 
  
BULK DATA =BDS("TICKER","FIELD") 
 
 
#NAME? BRITISH PETROLEUM 
Produces oil and natural gas, refines, markets, 
and supplies petroleum products, generates solar 
energy, and manufactures and markets chemicals.  
BP's chemicals include terephthalic acid, acetic 
acid, acrylonitrile, ethylene and polyethylene. 
 
Table 9-4 Bloomberg: Using EQS Selective Data 
Step The steps taken are as follows: 
1 Type “EQS” top-left-hand corner in any Bloomberg terminal window 
2 EQS Data selection window:  
3 Select region 
4 Select country 
5 Select market 
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6 Select index 
7 Exclude unwanted sectors, i.e. Financials  
8 Specify date – first business day of the year 
9 Obtain data – Short Name, Ticker – omit other data columns. 
9.5 List of Variables for Regression Analysis in SPSS 
Table 9-5 List of Dependent and Independent Variables for SPSS Regression Analysis 
# Dependent Variables SPSS Coding 
1 Price-to-Earnings Ratio PE_RATIO 
2 Natural Log Price-to-Earnings Ratio Ln Price-to-Earning 
3 Price-to-Earnings Ratio PX_EARN_COM 
4 Natural Log Price-to-Earnings Ratio Ln Price-to-Net_Income 
5 Price-to-EBITDA Ratio PEBITDA_RATIO 
6 Natural Log Raw Price-to-EBITDA Ratio Ln Price-to-EBITDA_RATIO 
7 Price-to-Sales Ratio PX_TO_SALES_RATIO 
8 Natural Log Price-to-Sales Ratio Ln Price-to-Sales 
9 Price-to-Book Ratio PX_TO_BOOK_RATIO 
10 Natural Log Price-to-Book Ratio Ln Price-to-Book 
# Independent Proxy Variables SPSS Coding 
1 
Raw Payout Ratio (Dividend Yield/Earnings 
Yield) 
Raw_DVD_YIELD_EARN_YIELD_
RATIO 
2 
Raw EBITDA to Net Income to Common 
Shareholders Ratio 
Raw_EBITDA_EARN_FOR_COMM
ON 
3 
Return on Common Equity 
(Earn_Common/Total_Com_EQY) 
RETURN_COM_EQY 
4 
Raw Return on Common Equity (ROE/Earnings 
Yield) 
Raw_RETURN_COM_EQY_EARN_
YIELD 
5 Raw Return on Total Assets (EBIT/Total Assets) Raw_EBIT_TOT_ASST 
6 
Raw Capital Employed (Total Assets - Short 
Term Debt) 
RAW_CAPITAL_EMPLOYED 
7 Basic Earnings Per Share IS_EPS 
8 Book Value per Share BOOK_VAL_PER_SH 
9 
Raw Net Income per Average Number of Shares 
of EPS 
Raw_NET_INC_SHARES 
10 
Raw Total Common Equity per Average 
Number of Shares for EPS 
Raw_TOT_COM_EQY_SHARES 
11 
Raw Sales per Average Number of Shares for 
EPS 
Raw_SALES_SHARES_AVE_NUM 
12 Raw Log Total Assets Raw_Log_BS_TOT_ASSETS 
13 Raw Log Sales Raw_Log_SALES 
14 
Raw Operating Fixed Asset Ratio (Sales/Total 
Assets) 
Raw_SALES_TOT_ASSETS 
15 Raw Sales Margin (EBIT/SALES) Raw_EBIT_SALES 
16 Raw Gross Profit (EBITDA/Sales) Raw_EBITDA_SALES 
17 
Raw Net Worth to Sales ((Total Assets -Total 
Debt)/Sales) 
Raw_BS_TOT_ASSETS_TOT_DEBT
_SALES 
18 Raw Net Assets to Sales Raw_NET_ASSETS_SALES 
19 Raw Earning Common to Sales Raw_EARN_COM_SALES 
20 Trailing 12-month EBITDA per Basic Share TRAIL_12M_EBITDA_PER_SHARE 
21 Raw Total Assets per Average Number of Raw_TOT_ASST_SHARE 
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Shares for EPS 
22 Raw Gearing Ratio (Total Debt/Total Equity) 
Raw_SHORT_AND_LONG_TERM_
DEBT_TOT_COM_EQY 
23 Raw Beta EQY_RAW_BETA 
24 Beta EQY_BETA 
25 WACC Equity WACC_COST_EQUITY 
26 WACC WACC 
27 
Raw Growth Rate in Net Income to Common 
Shareholders 
Raw_GROWTH_RATE_NET_INCO
ME 
28 Raw Growth Rate in Sales Raw_GROWTH_RATE_SALES 
29 Raw Growth Rate in Basic Earnings Per Share Raw_GROWTH_RATE_EPS 
# Independent Variables - Eurostat Macro Data SPSS Coding 
1 
Current Year - Harmonised Indices of Consumer 
Prices (HICPs) - Annual average rate of change 
(%) 
Current_PctHarmonisedIndicesCon
sumerPrices 
2 
Current Year - Gross domestic product at 
constant prices (% change t/t-1) 
Current_PctGDPConstantPrices 
3 
Current Year - Percentage of GDP Final 
consumption expenditure 
Current_PctGDPFinalConsumption
Expenditure 
4 
Current Year - Percentage of GDP Domestic 
demand 
Current_PctGDPDomesticDemand 
5 
Current Year - Percentage of GDP Household 
and NPISH final consumption expenditure 
Current_PctGDPHouseholdNPISHF
inalConsumptionExpenditure 
6 
Current Year - Percentage of GDP Final 
consumption expenditure of general 
government 
Current_PctGDPFinalConsumption
ExpenditureGeneralGovernment 
7 
Current Year - Percentage of GDP Gross capital 
formation 
Current_PctGDPGrossCapitalForma
tion 
8 
Current Year - Percentage of GDP Gross fixed 
capital formation 
Current_PctGDPGrossFixedCapital
Formation 
9 
Current Year - PercentageGDP Changes In 
Inventories and Acquisitions Less Disposals Of 
Valuables 
Current_PctGDPChangesInventAcq
uiLessDisposalValuables 
10 
Current Year - Percentage of GDP Exports of 
goods and services 
Current_PctGDPExportsGoodsServi
ces 
11 
Current Year - Percentage of GDP Imports of 
goods and services 
Current_PctGDPImportsGoodsServi
ces 
12 
Current Year - Percentage of GDP External 
balance of goods and services 
Current_PctGDPExternalBalanceGo
odsServices 
13 
Current Year - Percentage of GDP External 
balance - Goods 
Current_PctGDPExternalBalanceGo
ods 
14 
Current Year - Percentage of GDP External 
balance - Services 
Current_PctGDPExternalBalanceSer
vices 
15 
Lagged 1 Year - Harmonised Indices of 
Consumer Prices (HICPs) - Annual average rate 
of change (%) 
Lagged1Yr_PctHarmonisedIndicesC
onsumerPrices 
16 
Lagged 1 Year - Gross domestic product at 
constant prices (% change t/t-1) 
Lagged1Yr_PctGDPConstantPrices 
17 
Lagged 1 Year - Percentage of GDP Final 
consumption expenditure 
Lagged1Yr_PctGDPFinalConsumpti
onExpenditure 
18 
Lagged 1 Year - Percentage of GDP Domestic 
demand 
Lagged1Yr_PctGDPDomesticDema
nd 
19 
Lagged 1 Year - Percentage of GDP Household 
and NPISH final consumption expenditure 
Lagged1Yr_PctGDPHouseholdNPIS
HFinalConsumptionExpenditure 
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20 
Lagged 1 Year - Percentage of GDP Final 
consumption expenditure of general 
government 
Lagged1Yr_PctGDPFinalConsumpti
onExpenditureGeneralGovernment 
21 
Lagged 1 Year - Percentage of GDP Gross capital 
formation 
Lagged1Yr_PctGDPGrossCapitalFor
mation 
22 
Lagged 1 Year - Percentage of GDP Gross fixed 
capital formation 
Lagged1Yr_PctGDPGrossFixedCapi
talFormation 
23 
Lagged 1 Year - PercentageGDP Changes In 
Inventories and Acquisitions Less Disposals Of 
Valuables 
Lagged1Yr_PctGDPChangesInvent
AcquiLessDisposalValuables 
24 
Lagged 1 Year - Percentage of GDP Exports of 
goods and services 
Lagged1Yr_PctGDPExportsGoodsSe
rvices 
25 
Lagged 1 Year - Percentage of GDP Imports of 
goods and services 
Lagged1Yr_PctGDPImportsGoodsS
ervices 
26 
Lagged 1 Year - Percentage of GDP External 
balance of goods and services 
Lagged1Yr_PctGDPExternalBalance
GoodsServices 
27 
Lagged 1 Year - Percentage of GDP External 
balance - Goods 
Lagged1Yr_PctGDPExternalBalance
Goods 
28 
Lagged 1 Year - Percentage of GDP External 
balance - Services 
Lagged1Yr_PctGDPExternalBalance
Services 
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9.6 Proxy Variables – Frequency and Recurrences of All 
Qualified Variables per Index 
Table 9-6 Proxy Variables – Frequency and Recurrences of All Qualified Variables per Index 
Proxy Variables ASX Index Proxy Variables SPX Index Proxy Variables SXXP Index
Maximum number of occurrences by a qualified proxy variable per Index
55 60 55
Number of occurences by a qualified proxy variables per Index
# Variables Occurrence
Significance over 
Time
Variables Occurrence
Significance over 
Time
Variables Occurrence
Significance over 
Time
1
Raw_EBIT_TOT_
ASST 28 51%
Raw_EBIT_TOT_
ASST 36 60% WACC 35 64%
2 WACC 28 51%
Raw_NET_ASSE
TS_SALES 34 57%
Raw_CAPITAL_
EMPLOYED 33 60%
3
WACC_COST_E
QUITY 26 47%
Raw_EARN_CO
M_SALES 29 48%
WACC_COST_E
QUITY 30 55%
4
Raw_EARN_CO
M_SALES 24 44%
RETURN_COM_
EQY 22 37%
Raw_EBIT_TOT_
ASST 29 53%
5
Raw_SALES_TO
T_ASSETS 20 36%
Raw_SALES_SH
ARES_AVE_NU
M
21 35%
RETURN_COM_
EQY 24 44%
6
Raw_EBITDA_E
ARN_FOR_COM
MON
18 33% WACC 21 35%
Raw_SALES_TO
T_ASSETS 23 42%
7
RETURN_COM_
EQY 18 33%
TRAIL_12M_EBI
TDA_PER_SHAR
E
20 33%
Raw_EARN_CO
M_SALES 23 42%
8
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_C
OM_EQY
17 31%
Raw_BS_TOT_A
SSETS_TOT_DEB
T_SALES
19 32%
Raw_BS_TOT_A
SSETS_TOT_DEB
T_SALES
21 38%
9
TRAIL_12M_EBI
TDA_PER_SHAR
E
15 27%
WACC_COST_E
QUITY 19 32%
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
20 36%
10
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
13 24%
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_C
OM_EQY
18 30%
Raw_NET_ASSE
TS_SALES 20 36%
11
Raw_NET_ASSE
TS_SALES 12 22%
EQY_RAW_BET
A 18 30%
EQY_RAW_BET
A 20 36%
12
Raw_GROWTH_
RATE_EPS 12 22%
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
16 27%
Raw_EBITDA_E
ARN_FOR_COM
MON
17 31%
13
Raw_CAPITAL_
EMPLOYED 10 18%
Raw_TOT_ASST
_SHARE 14 23%
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_C
OM_EQY
15 27%
14
Raw_BS_TOT_A
SSETS_TOT_DEB
T_SALES
10 18%
Raw_CAPITAL_
EMPLOYED 11 18% EQY_BETA 14 25%
15
Raw_SALES_SH
ARES_AVE_NU
M
9 16%
Raw_EBITDA_E
ARN_FOR_COM
MON
10 17%
Raw_GROWTH_
RATE_EPS 10 18%
16
EQY_RAW_BET
A 9 16%
Raw_SALES_TO
T_ASSETS 8 13%
Raw_EBIT_SALE
S 6 11%
17
Raw_NET_INC_
SHARES 6 11%
BOOK_VAL_PER
_SH 4 7%
Raw_EBITDA_S
ALES 6 11%
18 IS_EPS 5 9%
Raw_EBIT_SALE
S 4 7% IS_EPS 1 2%
19
Raw_Log_BS_TO
T_ASSETS 4 7%
Raw_GROWTH_
RATE_NET_INC
OME
4 7%
Raw_GROWTH_
RATE_NET_INC
OME
1 2%
20
Raw_EBIT_SALE
S 4 7%
Raw_GROWTH_
RATE_SALES 3 5%
BOOK_VAL_PER
_SH 0 0%
21
Raw_TOT_ASST
_SHARE 4 7%
Raw_NET_INC_
SHARES 2 3%
Raw_NET_INC_
SHARES 0 0%
22
Raw_GROWTH_
RATE_NET_INC
OME
4 7% IS_EPS 1 2%
Raw_TOT_COM_
EQY_SHARES 0 0%
23
Raw_GROWTH_
RATE_SALES 3 5%
Raw_Log_BS_TO
T_ASSETS 1 2%
Raw_SALES_SH
ARES_AVE_NU
M
0 0%
24
Raw_TOT_COM_
EQY_SHARES 2 4% EQY_BETA 1 2%
Raw_Log_BS_TO
T_ASSETS 0 0%
25 EQY_BETA 1 2%
Raw_TOT_COM_
EQY_SHARES 0 0%
TRAIL_12M_EBI
TDA_PER_SHAR
E
0 0%
26
BOOK_VAL_PER
_SH 0 0%
Raw_EBITDA_S
ALES 0 0%
Raw_TOT_ASST
_SHARE 0 0%
27
Raw_EBITDA_S
ALES 0 0%
Raw_GROWTH_
RATE_EPS 0 0%
Raw_GROWTH_
RATE_SALES 0 0%
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9.7 Multi-Linear Regression Results 
9.7.1 ASX – Unstandardized coefficient B 
Table 9-7 ASX – Unstandardized coefficient B - Ln Price-to-Earning Results 
  
Coefficientsa B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_NET_INC_
SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 11
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PE
0.000 0.001 -0.001 -1.434 0.000 -0.085 -0.198 -0.064 0.075 -0.003 0.084
# of Proxy 
Variables 6
ASX  2011 a. Dependent 
Variable: Ln_Raw_PE 0.001 0.008 -0.097 -0.050 0.045 0.193
# of Proxy 
Variables 9
ASX  2010 a. Dependent 
Variable: Ln_Raw_PE 0.124 0.034 -1.045 -0.021 -0.160 0.027 0.044 -0.077 0.123
# of Proxy 
Variables 5
ASX  2009 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.021 -4.751 -0.017 0.068
# of Proxy 
Variables 5
ASX  2008 a. Dependent 
Variable: Ln_Raw_PE 0.000 -0.016 0.137 -0.175 0.208
# of Proxy 
Variables 4
ASX  2007 a. Dependent 
Variable: Ln_Raw_PE -1.222 0.000 -0.284 0.073
# of Proxy 
Variables 4
ASX  2006 a. Dependent 
Variable: Ln_Raw_PE 0.034 -1.928 0.000 0.257
# of Proxy 
Variables 7
ASX  2005 a. Dependent 
Variable: Ln_Raw_PE -0.001 0.036 0.000 -0.136 0.219 -2.277 0.158
# of Proxy 
Variables 2
ASX  2004 a. Dependent 
Variable: Ln_Raw_PE 0.012 -0.088
# of Proxy 
Variables 5
ASX  2003 a. Dependent 
Variable: Ln_Raw_PE -1.601 0.163 0.542 0.128 0.258
# of Proxy 
Variables 9
ASX  2002 a. Dependent 
Variable: Ln_Raw_PE 0.001 -0.008 -0.877 0.479 0.133 -3.461 0.030 -0.085 0.129
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Table 9-8 ASX – Unstandardized coefficient B - Ln Price-to-Net_Income Results 
  
Unstandardized Coefficients 
B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
IS_EPS
Raw_NET_INC_
SHARES
Raw_TOT_COM
_EQY_SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
# of Proxy 
Variables 7
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PX_EARN_COM
0.001 0.007 -0.017 -0.084 0.068 -0.007 0.010
# of Proxy 
Variables 5
ASX  2011 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.002 0.008 -0.063 -0.055 0.040
# of Proxy 
Variables 5
ASX  2010 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.131 0.039 -0.095 -0.091 0.107
# of Proxy 
Variables 4
ASX  2009 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.001 0.046 0.212 0.155
# of Proxy 
Variables 6
ASX  2008 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.011 -0.011 -0.001 0.109 -0.189 0.171
# of Proxy 
Variables 6
ASX  2007 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.042 -0.005 0.955 -0.002 0.064 -0.490
# of Proxy 
Variables 3
ASX  2006 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.145 0.000 -0.021
# of Proxy 
Variables 3
ASX  2005 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.175 -0.005 1.660
# of Proxy 
Variables 4
ASX  2004 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.007 -0.021 2.050 -0.283
# of Proxy 
Variables 4
ASX  2003 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
4.679 -0.414 -0.424 0.014
# of Proxy 
Variables 6
ASX  2002 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.004 0.004 2.467 -0.710 5.120 -1.290
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Table 9-9 ASX – Unstandardized coefficient B - Ln Price-to-EBITDA Results 
   
Coefficientsa B
RETURN_COM_
EQY
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_NET_INC_
SHARES
Raw_TOT_COM
_EQY_SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_Log_BS_T
OT_ASSETS
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 7
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.872 0.282 -0.014 -0.133 0.108 -0.130
# of Proxy 
Variables 6
ASX  2011 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.003 1.287 -0.219 -0.072 0.024 0.010
# of Proxy 
Variables 5
ASX  2010 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.059 -0.107 -0.127 0.162 0.392
# of Proxy 
Variables 5
ASX  2009 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.787 -0.265 0.022 -0.202 0.231
# of Proxy 
Variables 4
ASX  2008 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.430 -0.008 -0.222 0.212
# of Proxy 
Variables 3
ASX  2007 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-0.221 0.632 -0.001
# of Proxy 
Variables 3
ASX  2006 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-0.039 -0.244 0.338
# of Proxy 
Variables 3
ASX  2005 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-0.189 1.207 -0.016
# of Proxy 
Variables 4
ASX  2004 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-0.102 -0.027 -0.197 0.140
# of Proxy 
Variables 4
ASX  2003 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.187 6.093 -0.539 -0.003
# of Proxy 
Variables 3
ASX  2002 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-0.067 4.730 -0.507
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Table 9-10 ASX – Unstandardized coefficient B - Ln Price-to-Sales Results 
  
Coefficientsa B
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_NET_INC_
SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 7
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PS
2.593 0.000 -0.455 0.809 -0.070 0.080 0.120
# of Proxy 
Variables 5
ASX  2011 a. Dependent 
Variable: Ln_Raw_PS 3.205 -0.549 -0.045 0.028 0.198
# of Proxy 
Variables 7
ASX  2010 a. Dependent 
Variable: Ln_Raw_PS 1.786 -0.007 -0.459 1.404 -0.080 0.110 0.278
# of Proxy 
Variables 7
ASX  2009 a. Dependent 
Variable: Ln_Raw_PS -0.003 0.477 -0.039 0.104 0.159 -0.132 0.213
# of Proxy 
Variables 5
ASX  2008 a. Dependent 
Variable: Ln_Raw_PS 1.654 -0.500 0.383 -0.118 0.179
# of Proxy 
Variables 6
ASX  2007 a. Dependent 
Variable: Ln_Raw_PS 3.021 -0.537 0.056 0.449 -0.228 0.085
# of Proxy 
Variables 5
ASX  2006 a. Dependent 
Variable: Ln_Raw_PS -0.024 2.532 0.000 0.188 0.367
# of Proxy 
Variables 3
ASX  2005 a. Dependent 
Variable: Ln_Raw_PS 4.047 -0.422 0.365
# of Proxy 
Variables 5
ASX  2004 a. Dependent 
Variable: Ln_Raw_PS 3.351 -0.008 -0.271 0.290 0.139
# of Proxy 
Variables 6
ASX  2003 a. Dependent 
Variable: Ln_Raw_PS 2.997 -0.158 -0.209 0.271 3.527 0.068
# of Proxy 
Variables 6
ASX  2002 a. Dependent 
Variable: Ln_Raw_PS 1.531 -0.013 -0.098 0.121 3.356 0.110
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Table 9-11 ASX – Unstandardized coefficient B - Ln Price-to-Book Results 
 
  
Coefficientsa B
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_NET_INC_
SHARES
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
# of Proxy 
Variables 10
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PB
0.000 0.007 2.943 0.000 0.076 -0.105 0.026 0.046 -0.056 0.054
# of Proxy 
Variables 8
ASX  2011 a. Dependent 
Variable: Ln_Raw_PB 0.005 3.586 0.136 0.220 0.140 -0.057 0.024 -0.005
# of Proxy 
Variables 7
ASX  2010 a. Dependent 
Variable: Ln_Raw_PB 0.005 2.388 0.109 0.183 0.163 -0.089 0.100
# of Proxy 
Variables 5
ASX  2009 a. Dependent 
Variable: Ln_Raw_PB 0.008 2.153 0.254 -0.170 0.213
# of Proxy 
Variables 6
ASX  2008 a. Dependent 
Variable: Ln_Raw_PB 0.010 0.980 -0.131 -0.169 -0.081 0.158
# of Proxy 
Variables 5
ASX  2007 a. Dependent 
Variable: Ln_Raw_PB 0.006 2.971 0.045 -0.107 0.037
# of Proxy 
Variables 5
ASX  2006 a. Dependent 
Variable: Ln_Raw_PB 0.010 1.789 0.000 -0.027 0.022
# of Proxy 
Variables 6
ASX  2005 a. Dependent 
Variable: Ln_Raw_PB 0.007 3.340 0.091 -0.155 -0.654 0.019
# of Proxy 
Variables 6
ASX  2004 a. Dependent 
Variable: Ln_Raw_PB 0.008 2.749 0.077 0.088 -0.166 0.130
# of Proxy 
Variables 9
ASX  2003 a. Dependent 
Variable: Ln_Raw_PB 0.006 5.036 -0.471 0.136 -0.204 1.181 0.132 0.086 0.105
# of Proxy 
Variables 6
ASX  2002 a. Dependent 
Variable: Ln_Raw_PB 0.013 3.091 0.000 0.062 -0.058 0.035
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9.7.2 SPX – Unstandardized coefficient B 
Table 9-12 SPX – Unstandardized coefficient B - Ln Price-to-Earning Results 
  
77 Coefficientsa B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_SH
ARES_AVE_NU
M
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
# of Proxy 
Variables 10
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PE
-0.002 -0.001 -2.439 0.104 -0.014 0.000 0.007 0.067 -0.156 0.178
# of Proxy 
Variables 9
SPX 2011 a. Dependent 
Variable: Ln_Raw_PE 0.001 0.002 -1.764 0.000 0.304 -1.449 0.001 -0.113 0.144
# of Proxy 
Variables 7
SPX 2010 a. Dependent 
Variable: Ln_Raw_PE 0.001 -1.775 -0.002 -0.657 -0.051 0.516 -0.059
# of Proxy 
Variables 7
SPX 2009 a. Dependent 
Variable: Ln_Raw_PE 0.001 -0.032 -1.779 0.000 -0.002 0.003 0.339
# of Proxy 
Variables 6
SPX 2008 a. Dependent 
Variable: Ln_Raw_PE -1.674 -0.021 -0.334 -0.072 0.115 -0.005
# of Proxy 
Variables 7
SPX 2007 a. Dependent 
Variable: Ln_Raw_PE -0.949 -0.002 0.229 -0.970 0.023 -0.220 0.109
# of Proxy 
Variables 4
SPX 2006 a. Dependent 
Variable: Ln_Raw_PE 0.190 -0.747 -0.055 0.000
# of Proxy 
Variables 3
SPX 2005 a. Dependent 
Variable: Ln_Raw_PE 0.388 -1.137 -0.068
# of Proxy 
Variables 4
SPX 2004 a. Dependent 
Variable: Ln_Raw_PE 0.488 -0.847 0.015 0.074
# of Proxy 
Variables 5
SPX 2003 a. Dependent 
Variable: Ln_Raw_PE 0.399 -1.103 0.001 0.143 0.113
# of Proxy 
Variables 9
SPX 2002 a. Dependent 
Variable: Ln_Raw_PE -0.115 0.002 -2.142 -0.012 0.382 0.001 -0.070 0.144 -0.014
# of Proxy 
Variables 6
SPX 2001 a. Dependent 
Variable: Ln_Raw_PE -0.005 -2.031 0.000 -0.002 -0.167 0.264
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Table 9-13 SPX – Unstandardized coefficient B - Ln Price-to-Net_Income Results 
 
  
69
Unstandardized Coefficients 
B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_SALES_SH
ARES_AVE_NU
M
Raw_Log_BS_T
OT_ASSETS
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 12
SPX 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PX_EARN_COM
0.001 0.020 1.481 0.000 -0.091 0.215 0.339 0.001 -0.033 -0.125 0.087 0.152
# of Proxy 
Variables 7
SPX 2011 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.005 0.086 0.010 -2.288 0.076 -0.042 0.003
# of Proxy 
Variables 7
SPX 2010 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.004 -0.009 -0.535 2.345 0.001 0.975 -0.094
# of Proxy 
Variables 7
SPX 2009 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.125 0.012 -0.587 6.337 0.011 -0.092 -0.111
# of Proxy 
Variables 2
SPX 2008 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.022 4.894
# of Proxy 
Variables 4
SPX 2007 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.096 -0.235 -0.480 7.225
# of Proxy 
Variables 5
SPX 2006 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.558 0.022 0.007 4.417 -0.106
# of Proxy 
Variables 5
SPX 2005 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
-0.004 -0.012 2.257 0.020 -0.015
# of Proxy 
Variables 4
SPX 2004 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.006 0.636 9.886 0.852
# of Proxy 
Variables 6
SPX 2003 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.007 0.047 0.012 -0.419 6.892 0.004
# of Proxy 
Variables 5
SPX 2002 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.802 0.016 0.639 -0.120 2.773
# of Proxy 
Variables 5
SPX 2001 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.008 0.062 15.026 -0.008 0.646
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Table 9-14 SPX – Unstandardized coefficient B - Ln Price-to-EBITDA Results 
 
56
Unstandardized Coefficients 
B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
BOOK_VAL_PE
R_SH
Raw_SALES_SH
ARES_AVE_NU
M
Raw_Log_BS_T
OT_ASSETS
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 9
SPX 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.011 -0.004 -0.234 0.198 0.972 -0.058 0.050 0.265
# of Proxy 
Variables 5
SPX 2011 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.001 0.418 -0.024 0.096
# of Proxy 
Variables 4
SPX 2010 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.816 -0.019 -0.144 0.190
# of Proxy 
Variables 5
SPX 2009 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.034 -0.002 2.818 -0.658 -0.147
# of Proxy 
Variables 5
SPX 2008 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
2.088 -0.031 0.281 -0.071 0.252
# of Proxy 
Variables 4
SPX 2007 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.008 0.331 -0.076 0.076
# of Proxy 
Variables 6
SPX 2006 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-0.003 1.003 0.000 0.074 0.618 -0.104
# of Proxy 
Variables 5
SPX 2005 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-0.002 1.523 0.953 -0.122 0.002
# of Proxy 
Variables 4
SPX 2004 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
2.975 0.000 0.186 0.510
# of Proxy 
Variables 3
SPX 2003 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.181 -0.405 0.448
# of Proxy 
Variables 4
SPX 2002 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
5.401 0.376 -0.032 0.001
# of Proxy 
Variables 2
SPX 2001 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-0.010 0.223
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Table 9-15 SPX – Unstandardized coefficient B - Ln Price-to-Sales Results 
 
  
84
Unstandardized Coefficients 
B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
BOOK_VAL_PE
R_SH
Raw_NET_INC_
SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 9
SPX 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PS
3.943 0.000 -0.001 -0.280 0.593 -0.010 0.003 -0.165 0.049
# of Proxy 
Variables 10
SPX 2011 a. Dependent 
Variable: Ln_Raw_PS 2.079 0.000 -0.002 0.325 2.093 -0.381 0.071 -0.032 0.000 0.076
# of Proxy 
Variables 4
SPX 2010 a. Dependent 
Variable: Ln_Raw_PS 4.307 -0.281 0.563 -0.011
# of Proxy 
Variables 6
SPX 2009 a. Dependent 
Variable: Ln_Raw_PS 0.000 -0.008 2.882 -0.003 0.529 0.657
# of Proxy 
Variables 9
SPX 2008 a. Dependent 
Variable: Ln_Raw_PS 2.520 -0.020 -0.002 0.090 0.489 0.580 -0.133 -0.076 0.060
# of Proxy 
Variables 7
SPX 2007 a. Dependent 
Variable: Ln_Raw_PS 1.761 -0.005 0.469 1.549 -0.194 0.071 0.155
# of Proxy 
Variables 6
SPX 2006 a. Dependent 
Variable: Ln_Raw_PS 2.571 -0.004 0.621 1.039 -0.026 -0.107
# of Proxy 
Variables 9
SPX 2005 a. Dependent 
Variable: Ln_Raw_PS 2.703 -0.005 -0.003 0.067 0.719 1.736 -0.027 -0.086 0.147
# of Proxy 
Variables 5
SPX 2004 a. Dependent 
Variable: Ln_Raw_PS 5.312 -0.220 0.865 0.627 0.055
# of Proxy 
Variables 5
SPX 2003 a. Dependent 
Variable: Ln_Raw_PS 5.104 0.081 0.990 0.054 0.075
# of Proxy 
Variables 8
SPX 2002 a. Dependent 
Variable: Ln_Raw_PS 3.693 0.000 -0.003 -0.247 0.623 -0.098 0.151 -0.125
# of Proxy 
Variables 6
SPX 2001 a. Dependent 
Variable: Ln_Raw_PS 2.852 -0.236 1.279 0.368 -0.429 0.163
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Table 9-16 SPX – Unstandardized coefficient B - Ln Price-to-Book Results 
 
  
89
Unstandardized Coefficients 
B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
BOOK_VAL_PE
R_SH
Raw_NET_INC_
SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 9
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PB
0.007 3.573 -0.001 0.039 -0.159 -0.010 0.019 -0.040 -0.021
# of Proxy 
Variables 8
SPX 2011 a. Dependent 
Variable: Ln_Raw_PB 0.012 2.652 0.000 -0.001 0.132 -0.400 -0.034 0.094
# of Proxy 
Variables 4
SPX 2010 a. Dependent 
Variable: Ln_Raw_PB 0.017 2.665 -0.002 -0.867
# of Proxy 
Variables 9
SPX 2009 a. Dependent 
Variable: Ln_Raw_PB 0.000 -0.012 3.805 0.000 -0.002 0.145 -0.385 0.982 0.065
# of Proxy 
Variables 11
SPX 2008 a. Dependent 
Variable: Ln_Raw_PB 0.009 2.919 -0.050 -0.001 0.123 -0.523 0.038 -0.252 -0.090 0.093 -0.004
# of Proxy 
Variables 8
SPX 2007 a. Dependent 
Variable: Ln_Raw_PB 0.014 3.420 -0.003 0.102 -0.258 -0.820 0.042 0.212
# of Proxy 
Variables 7
SPX 2006 a. Dependent 
Variable: Ln_Raw_PB 0.008 3.414 0.108 -0.228 -0.053 0.108 -0.153
# of Proxy 
Variables 6
SPX 2005 a. Dependent 
Variable: Ln_Raw_PB 0.006 3.290 -0.023 0.042 0.013 -0.146
# of Proxy 
Variables 5
SPX 2004 a. Dependent 
Variable: Ln_Raw_PB 0.006 5.405 0.053 0.056 0.048
# of Proxy 
Variables 5
SPX 2003 a. Dependent 
Variable: Ln_Raw_PB 0.003 5.135 0.070 0.107 0.095
# of Proxy 
Variables 8
SPX 2002 a. Dependent 
Variable: Ln_Raw_PB 0.008 2.994 -0.090 0.007 -0.201 -0.044 0.114 -0.130
# of Proxy 
Variables 9
SPX 2001 a. Dependent 
Variable: Ln_Raw_PB 0.003 2.763 0.000 -0.002 0.102 0.850 -0.245 -0.473 0.130
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9.7.3 SXXP – Unstandardized coefficient B 
Table 9-17 SXXP – Unstandardized coefficient B - Ln Price-to-Earning Results 
  
Coefficientsa B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 11
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PE
0.051 0.005 -1.308 0.000 0.028 0.202 -1.036 -0.129 -0.075 0.082 0.000
# of Proxy 
Variables 5
SXXP 2011 a. Dependent 
Variable: Ln_Raw_PE 0.198 0.000 0.321 -1.046 -0.346
# of Proxy 
Variables 9
SXXP 2010 a. Dependent 
Variable: Ln_Raw_PE 0.003 0.004 -1.758 0.000 -0.122 0.259 -0.080 0.093 -0.123
# of Proxy 
Variables 7
SXXP 2009 a. Dependent 
Variable: Ln_Raw_PE 0.002 0.022 -1.773 0.160 -1.559 -0.124 0.138
# of Proxy 
Variables 7
SXXP 2008 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.043 -0.008 0.028 -0.541 -0.107 0.116
# of Proxy 
Variables 5
SXXP 2007 a. Dependent 
Variable: Ln_Raw_PE 0.001 -1.318 0.000 -0.252 -0.334
# of Proxy 
Variables 4
SXXP 2006 a. Dependent 
Variable: Ln_Raw_PE 0.001 0.042 -0.787 -0.383
# of Proxy 
Variables 5
SXXP 2005 a. Dependent 
Variable: Ln_Raw_PE 0.388 -2.482 -0.299 -0.127 0.135
# of Proxy 
Variables 5
SXXP 2004 a. Dependent 
Variable: Ln_Raw_PE -0.137 0.993 -2.604 -0.383 0.114
# of Proxy 
Variables 6
SXXP 2003 a. Dependent 
Variable: Ln_Raw_PE 0.000 -0.249 2.340 -7.343 -0.276 0.197
# of Proxy 
Variables 3
SXXP 2002 a. Dependent 
Variable: Ln_Raw_PE 0.038 -0.005 0.096
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Table 9-18 SXXP – Unstandardized coefficient B - Ln Price-to-Net_Income Results 
  
 
Coefficientsa B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 12
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PX_EARN_COM
0.254 0.022 0.011 -4.510 0.000 0.397 3.584 0.093 0.563 -0.250 0.277 0.200
# of Proxy 
Variables 4
SXXP 2011 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.062 6.300 0.000 1.378
# of Proxy 
Variables 6
SXXP 2010 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.005 0.000 -1.224 0.454 -0.132 0.379
# of Proxy 
Variables 5
SXXP 2009 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.004 0.024 0.000 0.328 0.246
# of Proxy 
Variables 6
SXXP 2008 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.211 0.013 0.000 0.504 -0.213
# of Proxy 
Variables 3
SXXP 2007 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.002 0.031 0.000
# of Proxy 
Variables 4
SXXP 2006 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.008 0.018 0.000 -0.348
# of Proxy 
Variables 2
SXXP 2005 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.014 0.261
# of Proxy 
Variables 6
SXXP 2004 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.009 0.073 0.000 0.480 0.317 0.061
# of Proxy 
Variables 6
SXXP 2003 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.469 7.988 -7.470 1.011 -0.451 0.426
# of Proxy 
Variables 5
SXXP 2002 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.021 0.095 7.662 -0.617 0.661
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Table 9-19 SXXP – Unstandardized coefficient B - Ln Price-to-EBITDA Results 
 
Coefficientsa B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 9
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PEBITDA_RATIO
0.066 -0.006 0.011 -4.344 0.000 0.426 3.710 0.138 0.609
# of Proxy 
Variables 3
SXXP 2011 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.026 0.000 1.315
# of Proxy 
Variables 4
SXXP 2010 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.427 -0.207 0.473
# of Proxy 
Variables 6
SXXP 2009 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.324 1.060 -0.280 0.434 1.145
# of Proxy 
Variables 5
SXXP 2008 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.471 -0.282 0.312 0.817
# of Proxy 
Variables 2
SXXP 2007 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 1.476
# of Proxy 
Variables 6
SXXP 2006 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.016 0.000 -0.597 1.402 -0.675 0.491
# of Proxy 
Variables 5
SXXP 2005 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.011 0.000 0.290 0.598 -0.442
# of Proxy 
Variables 6
SXXP 2004 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-6.257 0.000 0.752 4.862 0.253 -0.782
# of Proxy 
Variables 5
SXXP 2003 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.697 5.268 0.995 -0.608 0.581
# of Proxy 
Variables 7
SXXP 2002 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.012 -0.069 -0.013 0.130 0.121 -0.814 0.802
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Table 9-20 SXXP – Unstandardized coefficient B - Ln Price-to-Sales Results 
  
Coefficientsa B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 9
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PS
3.351 0.000 -0.448 -0.022 0.310 0.616 -0.167 -0.085 0.100
# of Proxy 
Variables 7
SXXP 2011 a. Dependent 
Variable: Ln_Raw_PS 2.816 0.000 0.494 2.582 -0.149 -0.052 0.018
# of Proxy 
Variables 8
SXXP 2010 a. Dependent 
Variable: Ln_Raw_PS 0.001 -0.001 3.379 0.000 -0.636 1.256 -0.096 0.115
# of Proxy 
Variables 5
SXXP 2009 a. Dependent 
Variable: Ln_Raw_PS 4.721 0.000 -0.505 0.226 -0.037
# of Proxy 
Variables 9
SXXP 2008 a. Dependent 
Variable: Ln_Raw_PS 1.802 0.000 -0.326 -0.095 0.318 1.777 -0.288 -0.081 0.084
# of Proxy 
Variables 7
SXXP 2007 a. Dependent 
Variable: Ln_Raw_PS 4.165 0.000 -0.582 0.258 0.373 -0.436 0.165
# of Proxy 
Variables 7
SXXP 2006 a. Dependent 
Variable: Ln_Raw_PS -0.013 3.979 -0.581 -0.060 0.299 -0.347 0.135
# of Proxy 
Variables 5
SXXP 2005 a. Dependent 
Variable: Ln_Raw_PS 3.518 -0.296 0.497 1.440 -0.215
# of Proxy 
Variables 7
SXXP 2004 a. Dependent 
Variable: Ln_Raw_PS 2.390 -0.164 0.997 0.304 1.759 -0.281 0.094
# of Proxy 
Variables 7
SXXP 2003 a. Dependent 
Variable: Ln_Raw_PS -0.004 2.192 -0.203 1.752 2.422 -0.187 0.141
# of Proxy 
Variables 5
SXXP 2002 a. Dependent 
Variable: Ln_Raw_PS 3.622 -0.421 0.230 -0.081 0.125
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Table 9-21 SXXP – Unstandardized coefficient B - Ln Price-to-Book Results 
 
Coefficientsa B
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 12
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PB
0.007 2.766 0.000 -0.025 0.051 -0.154 0.129 0.025 -0.173 -0.096 0.103 -0.032
# of Proxy 
Variables 8
SXXP 2011 a. Dependent 
Variable: Ln_Raw_PB 0.009 4.299 0.000 0.155 -0.280 0.089 -0.088 0.043
# of Proxy 
Variables 9
SXXP 2010 a. Dependent 
Variable: Ln_Raw_PB 0.001 0.004 2.968 0.000 -0.220 0.216 -0.142 -0.121 0.157
# of Proxy 
Variables 7
SXXP 2009 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.006 2.790 0.000 0.188 -0.193 0.202
# of Proxy 
Variables 9
SXXP 2008 a. Dependent 
Variable: Ln_Raw_PB 0.008 1.651 0.101 -0.328 1.120 0.075 -0.351 -0.107 0.118
# of Proxy 
Variables 8
SXXP 2007 a. Dependent 
Variable: Ln_Raw_PB 0.005 3.260 0.000 -0.114 0.227 0.039 -0.463 0.276
# of Proxy 
Variables 7
SXXP 2006 a. Dependent 
Variable: Ln_Raw_PB 0.007 3.047 0.000 0.099 -0.218 0.067 -0.336
# of Proxy 
Variables 6
SXXP 2005 a. Dependent 
Variable: Ln_Raw_PB 0.006 3.325 -0.113 0.019 -0.240 -0.212
# of Proxy 
Variables 8
SXXP 2004 a. Dependent 
Variable: Ln_Raw_PB -0.011 0.007 2.427 1.110 -0.326 -0.301 0.092 -0.125
# of Proxy 
Variables 6
SXXP 2003 a. Dependent 
Variable: Ln_Raw_PB 0.009 2.541 -0.708 0.043 -0.267 0.179
# of Proxy 
Variables 8
SXXP 2002 a. Dependent 
Variable: Ln_Raw_PB 0.007 0.227 2.150 0.035 -0.252 0.028 -0.104 0.161
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9.7.4 ASX – coefficient t-values 
Table 9-22 ASX – coefficient t-values - Ln Price-to-Earning Results 
  
 
Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_NET_INC_
SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 11
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PE
12.022 3.694 -3.057 -7.465 -4.448 -4.618 -3.612 -8.641 10.030 -2.486 2.484
# of Proxy 
Variables 6
ASX  2011 a. Dependent 
Variable: Ln_Raw_PE 4.015 3.053 -2.034 -3.630 5.402 2.276
# of Proxy 
Variables 9
ASX  2010 a. Dependent 
Variable: Ln_Raw_PE 2.594 5.642 -2.154 -3.349 -2.660 2.968 2.059 -5.092 6.942
# of Proxy 
Variables 5
ASX  2009 a. Dependent 
Variable: Ln_Raw_PE -1.776 4.303 -5.527 -2.689 2.306
# of Proxy 
Variables 5
ASX  2008 a. Dependent 
Variable: Ln_Raw_PE 11.492 -6.810 6.620 -6.816 7.851
# of Proxy 
Variables 4
ASX  2007 a. Dependent 
Variable: Ln_Raw_PE -2.914 -2.229 -3.068 2.489
# of Proxy 
Variables 4
ASX  2006 a. Dependent 
Variable: Ln_Raw_PE 3.519 -4.271 -2.797 2.392
# of Proxy 
Variables 7
ASX  2005 a. Dependent 
Variable: Ln_Raw_PE -1.848 2.536 -2.017 -2.430 3.418 -6.669 1.677
# of Proxy 
Variables 2
ASX  2004 a. Dependent 
Variable: Ln_Raw_PE 2.128 -2.541
# of Proxy 
Variables 5
ASX  2003 a. Dependent 
Variable: Ln_Raw_PE -6.859 4.170 5.168 3.577 2.379
# of Proxy 
Variables 9
ASX  2002 a. Dependent 
Variable: Ln_Raw_PE 4.395 -2.425 -3.443 2.816 4.304 -4.524 2.040 -1.704 2.487
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Table 9-23 ASX – coefficient t-values - Ln Price-to-Net_Income Results 
  
Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
IS_EPS
Raw_NET_INC_
SHARES
Raw_TOT_COM
_EQY_SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
# of Proxy 
Variables 7
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PX_EARN_COM
10.994 10.169 -6.891 -6.240 4.995 -2.799 5.245
# of Proxy 
Variables 5
ASX  2011 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
3.842 1.804 -2.105 -2.617 3.139
# of Proxy 
Variables 5
ASX  2010 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
2.550 6.149 -4.284 -5.805 5.866
# of Proxy 
Variables 4
ASX  2009 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
4.064 5.850 1.651 2.117
# of Proxy 
Variables 6
ASX  2008 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
6.225 -3.169 -3.108 3.412 -4.730 4.191
# of Proxy 
Variables 6
ASX  2007 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
9.819 -3.016 1.881 -6.293 3.002 -3.703
# of Proxy 
Variables 3
ASX  2006 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
10.272 -3.342 -5.669
# of Proxy 
Variables 3
ASX  2005 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
12.362 -2.707 2.740
# of Proxy 
Variables 4
ASX  2004 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
13.147 -2.039 3.292 -2.715
# of Proxy 
Variables 4
ASX  2003 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
2.903 -2.669 -1.721 5.022
# of Proxy 
Variables 6
ASX  2002 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
10.048 5.778 4.024 -2.103 3.486 -5.393
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Table 9-24 ASX – coefficient t-values - Ln Price-to-EBITDA Results 
  
Coefficientsa t
RETURN_COM_
EQY
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_NET_INC_
SHARES
Raw_TOT_COM
_EQY_SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_Log_BS_T
OT_ASSETS
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 7
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PEBITDA_RATIO
-5.316 7.184 4.326 -8.589 -15.309 12.269 -3.094
# of Proxy 
Variables 6
ASX  2011 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
3.124 7.403 -4.067 -4.448 2.385 2.927
# of Proxy 
Variables 5
ASX  2010 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
2.685 -3.727 -8.556 9.606 2.415
# of Proxy 
Variables 5
ASX  2009 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
2.177 -3.484 2.376 -6.448 7.243
# of Proxy 
Variables 4
ASX  2008 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
4.723 -3.639 -8.259 8.016
# of Proxy 
Variables 3
ASX  2007 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-3.480 5.263 -4.102
# of Proxy 
Variables 3
ASX  2006 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-4.606 -3.558 1.874
# of Proxy 
Variables 3
ASX  2005 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-2.485 2.545 -3.497
# of Proxy 
Variables 4
ASX  2004 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-2.299 -3.640 -2.876 2.304
# of Proxy 
Variables 4
ASX  2003 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
2.993 7.869 -7.823 -2.776
# of Proxy 
Variables 3
ASX  2002 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-2.149 5.818 -4.464
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Table 9-25 ASX – coefficient t-values - Ln Price-to-Sales Results 
 
Coefficientsa t
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_NET_INC_
SHARES
Raw_TOT_COM
_EQY_SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 7
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PS
21.569 -2.173 -37.332 22.409 -14.159 16.049 5.328
# of Proxy 
Variables 5
ASX  2011 a. Dependent 
Variable: Ln_Raw_PS 9.844 -12.432 -3.630 3.640 2.553
# of Proxy 
Variables 7
ASX  2010 a. Dependent 
Variable: Ln_Raw_PS 5.960 -2.163 -12.490 9.785 -8.543 10.464 3.001
# of Proxy 
Variables 7
ASX  2009 a. Dependent 
Variable: Ln_Raw_PS -1.902 5.964 -7.737 2.616 1.839 -4.160 6.361
# of Proxy 
Variables 5
ASX  2008 a. Dependent 
Variable: Ln_Raw_PS 5.224 -14.408 8.287 -8.734 12.557
# of Proxy 
Variables 6
ASX  2007 a. Dependent 
Variable: Ln_Raw_PS 11.171 -14.831 4.062 6.494 -3.838 3.982
# of Proxy 
Variables 5
ASX  2006 a. Dependent 
Variable: Ln_Raw_PS -2.647 5.861 -1.966 10.321 3.621
# of Proxy 
Variables 3
ASX  2005 a. Dependent 
Variable: Ln_Raw_PS 13.894 -12.374 12.405
# of Proxy 
Variables 5
ASX  2004 a. Dependent 
Variable: Ln_Raw_PS 9.674 -2.062 -8.946 11.508 2.203
# of Proxy 
Variables 6
ASX  2003 a. Dependent 
Variable: Ln_Raw_PS 6.283 -1.997 -6.232 7.241 6.890 3.543
# of Proxy 
Variables 6
ASX  2002 a. Dependent 
Variable: Ln_Raw_PS 2.925 -2.732 -3.351 6.413 7.313 1.746
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Table 9-26 ASX – coefficient t-values - Ln Price-to-Book Results 
 
Coefficientsa t
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_NET_INC_
SHARES
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
# of Proxy 
Variables 10
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PB
-1.709 22.319 20.618 -2.173 5.513 -2.583 13.616 1.979 -9.961 9.654
# of Proxy 
Variables 8
ASX  2011 a. Dependent 
Variable: Ln_Raw_PB 6.945 11.438 3.332 5.581 1.701 -3.706 3.248 -1.850
# of Proxy 
Variables 7
ASX  2010 a. Dependent 
Variable: Ln_Raw_PB 9.847 7.121 3.142 12.495 2.496 -8.755 8.526
# of Proxy 
Variables 5
ASX  2009 a. Dependent 
Variable: Ln_Raw_PB 6.510 4.236 8.661 -7.284 8.486
# of Proxy 
Variables 6
ASX  2008 a. Dependent 
Variable: Ln_Raw_PB 11.072 2.042 -1.961 -2.236 -3.598 7.355
# of Proxy 
Variables 5
ASX  2007 a. Dependent 
Variable: Ln_Raw_PB 4.633 8.210 2.265 -3.276 2.461
# of Proxy 
Variables 5
ASX  2006 a. Dependent 
Variable: Ln_Raw_PB 11.234 4.799 -2.194 -1.818 2.189
# of Proxy 
Variables 6
ASX  2005 a. Dependent 
Variable: Ln_Raw_PB 7.503 7.832 2.810 -2.544 -2.206 10.305
# of Proxy 
Variables 6
ASX  2004 a. Dependent 
Variable: Ln_Raw_PB 10.046 5.939 2.041 1.988 -3.263 1.863
# of Proxy 
Variables 9
ASX  2003 a. Dependent 
Variable: Ln_Raw_PB 2.748 7.829 -2.455 3.272 -3.167 1.740 1.653 5.698 4.103
# of Proxy 
Variables 6
ASX  2002 a. Dependent 
Variable: Ln_Raw_PB 5.166 5.012 1.813 1.983 -3.579 3.240
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9.7.5 SPX – coefficient t-values 
Table 9-27 SPX – coefficient t-values - Ln Price-to-Earning Results 
 
77 Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_SH
ARES_AVE_NU
M
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 10
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PE
-4.241 -2.457 -15.824 6.440 -11.350 4.817 6.456 3.003 -23.661 25.208
# of Proxy 
Variables 9
SPX 2011 a. Dependent 
Variable: Ln_Raw_PE 3.709 2.565 -3.753 -3.124 4.684 -3.462 3.298 -6.842 7.839
# of Proxy 
Variables 7
SPX 2010 a. Dependent 
Variable: Ln_Raw_PE 1.956 -4.373 -4.383 -3.105 -1.901 5.783 -4.105
# of Proxy 
Variables 7
SPX 2009 a. Dependent 
Variable: Ln_Raw_PE 5.016 -3.146 -3.965 -2.617 -3.557 3.322 4.717
# of Proxy 
Variables 6
SPX 2008 a. Dependent 
Variable: Ln_Raw_PE -4.369 -4.834 -4.799 -4.917 8.246 -3.606
# of Proxy 
Variables 7
SPX 2007 a. Dependent 
Variable: Ln_Raw_PE -2.297 -2.877 4.772 -3.887 7.026 -3.819 7.068
# of Proxy 
Variables 4
SPX 2006 a. Dependent 
Variable: Ln_Raw_PE 4.594 -3.837 -9.951 3.079
# of Proxy 
Variables 3
SPX 2005 a. Dependent 
Variable: Ln_Raw_PE 8.570 -4.540 -12.440
# of Proxy 
Variables 4
SPX 2004 a. Dependent 
Variable: Ln_Raw_PE 7.920 -2.417 2.051 4.246
# of Proxy 
Variables 5
SPX 2003 a. Dependent 
Variable: Ln_Raw_PE 6.413 -3.841 2.150 2.189 6.996
# of Proxy 
Variables 9
SPX 2002 a. Dependent 
Variable: Ln_Raw_PE -5.803 1.961 -5.805 -1.863 5.487 3.619 -3.250 7.535 -1.857
# of Proxy 
Variables 6
SPX 2001 a. Dependent 
Variable: Ln_Raw_PE -2.657 -3.379 2.130 -2.252 -4.358 7.316
 340 
Table 9-28 SPX – coefficient t-values - Ln Price-to-Net_Income Results 
 
  
69 Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_SALES_SH
ARES_AVE_NU
M
Raw_Log_BS_T
OT_ASSETS
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 12
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PX_EARN_COM
5.867 11.607 2.406 1.676 -4.069 3.184 2.981 11.140 -5.208 -4.966 3.152 1.706
# of Proxy 
Variables 7
SPX 2011 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
4.687 11.311 2.904 -2.319 2.819 -3.193 5.149
# of Proxy 
Variables 7
SPX 2010 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
5.736 -2.268 -3.753 3.394 10.975 3.334 -3.004
# of Proxy 
Variables 7
SPX 2009 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
5.222 2.636 -4.105 6.824 5.123 -3.427 -3.225
# of Proxy 
Variables 2
SPX 2008 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
4.652 5.615
# of Proxy 
Variables 4
SPX 2007 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
12.234 -1.955 -2.389 9.769
# of Proxy 
Variables 5
SPX 2006 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
17.560 5.458 3.606 6.638 -5.739
# of Proxy 
Variables 5
SPX 2005 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
-3.312 -7.189 3.397 17.363 -1.741
# of Proxy 
Variables 4
SPX 2004 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
7.524 4.604 9.013 2.341
# of Proxy 
Variables 6
SPX 2003 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
3.442 2.866 3.279 -4.743 7.483 3.361
# of Proxy 
Variables 5
SPX 2002 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
9.315 3.389 2.791 -2.889 3.765
# of Proxy 
Variables 5
SPX 2001 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
5.129 2.894 8.435 -2.071 2.532
 341 
Table 9-29 SPX – coefficient t-values - Ln Price-to-EBITDA Results 
 
  
56 Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
BOOK_VAL_PE
R_SH
Raw_SALES_SH
ARES_AVE_NU
M
Raw_Log_BS_T
OT_ASSETS
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 9
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PEBITDA_RATIO
6.479 10.774 -7.318 -7.284 8.077 7.431 -16.280 8.616 8.297
# of Proxy 
Variables 5
SPX 2011 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
2.707 -3.796 1.725 -6.500 9.491
# of Proxy 
Variables 4
SPX 2010 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
1.694 -4.400 -7.223 8.567
# of Proxy 
Variables 5
SPX 2009 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
8.934 -1.928 7.186 -10.515 -9.647
# of Proxy 
Variables 5
SPX 2008 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
3.562 -2.797 2.379 -3.072 1.712
# of Proxy 
Variables 4
SPX 2007 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
4.953 5.530 -9.692 4.194
# of Proxy 
Variables 6
SPX 2006 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-3.051 2.471 -1.772 2.216 2.452 -15.371
# of Proxy 
Variables 5
SPX 2005 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-2.936 3.465 2.694 -16.162 2.841
# of Proxy 
Variables 4
SPX 2004 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
4.868 -2.981 2.689 5.319
# of Proxy 
Variables 3
SPX 2003 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
2.289 -9.395 11.419
# of Proxy 
Variables 4
SPX 2002 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
6.161 3.451 -4.342 2.771
# of Proxy 
Variables 2
SPX 2001 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-8.274 10.345
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Table 9-30 SPX – coefficient t-values - Ln Price-to-Sales Results 
 
  
84 Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
BOOK_VAL_PE
R_SH
Raw_NET_INC_
SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 9
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PS
35.669 4.218 -3.329 -19.307 40.277 -5.962 3.659 -10.008 13.751
# of Proxy 
Variables 10
SPX 2011 a. Dependent 
Variable: Ln_Raw_PS 5.708 -2.944 -6.067 9.358 7.335 -5.403 5.405 -2.921 1.915 1.695
# of Proxy 
Variables 4
SPX 2010 a. Dependent 
Variable: Ln_Raw_PS 15.137 -9.295 15.013 -3.820
# of Proxy 
Variables 6
SPX 2009 a. Dependent 
Variable: Ln_Raw_PS 2.076 -1.929 8.230 -7.032 12.681 2.780
# of Proxy 
Variables 9
SPX 2008 a. Dependent 
Variable: Ln_Raw_PS 7.848 -2.864 -5.315 2.831 8.830 3.167 -2.541 -6.456 5.532
# of Proxy 
Variables 7
SPX 2007 a. Dependent 
Variable: Ln_Raw_PS 4.603 -8.721 10.433 6.723 -3.647 5.024 2.102
# of Proxy 
Variables 6
SPX 2006 a. Dependent 
Variable: Ln_Raw_PS 8.948 -5.710 14.807 5.588 -4.417 -2.580
# of Proxy 
Variables 9
SPX 2005 a. Dependent 
Variable: Ln_Raw_PS 8.569 -1.889 -4.140 3.156 13.699 6.157 -3.667 -2.364 1.814
# of Proxy 
Variables 5
SPX 2004 a. Dependent 
Variable: Ln_Raw_PS 13.239 -6.126 16.824 2.027 4.445
# of Proxy 
Variables 5
SPX 2003 a. Dependent 
Variable: Ln_Raw_PS 13.147 3.562 21.699 2.958 5.690
# of Proxy 
Variables 8
SPX 2002 a. Dependent 
Variable: Ln_Raw_PS 10.768 4.863 -3.860 -5.712 13.795 -5.399 9.007 -1.992
# of Proxy 
Variables 6
SPX 2001 a. Dependent 
Variable: Ln_Raw_PS 8.031 -4.949 6.802 6.945 -5.410 11.887
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Table 9-31 SPX – coefficient t-values - Ln Price-to-Book Results 
 
89 Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
BOOK_VAL_PE
R_SH
Raw_NET_INC_
SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 9
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PB
17.322 26.014 -5.900 7.759 -9.842 -6.796 13.592 -2.029 -5.490
# of Proxy 
Variables 8
SPX 2011 a. Dependent 
Variable: Ln_Raw_PB 13.834 6.813 -2.248 -3.032 2.145 -5.004 -2.607 1.752
# of Proxy 
Variables 4
SPX 2010 a. Dependent 
Variable: Ln_Raw_PB 13.071 7.731 -4.092 -5.010
# of Proxy 
Variables 9
SPX 2009 a. Dependent 
Variable: Ln_Raw_PB 2.062 -2.574 8.969 -2.078 -3.441 2.895 -5.781 3.640 8.826
# of Proxy 
Variables 11
SPX 2008 a. Dependent 
Variable: Ln_Raw_PB 6.687 7.816 -6.001 -3.072 3.273 -8.192 5.758 -4.184 -6.538 7.129 -3.016
# of Proxy 
Variables 8
SPX 2007 a. Dependent 
Variable: Ln_Raw_PB 8.299 7.801 -5.477 2.718 -3.848 -2.874 12.709 2.639
# of Proxy 
Variables 7
SPX 2006 a. Dependent 
Variable: Ln_Raw_PB 5.575 9.561 3.358 -4.720 -10.236 7.204 -3.431
# of Proxy 
Variables 6
SPX 2005 a. Dependent 
Variable: Ln_Raw_PB 5.215 9.479 -12.710 1.803 1.892 -3.572
# of Proxy 
Variables 5
SPX 2004 a. Dependent 
Variable: Ln_Raw_PB 4.271 12.130 2.509 9.088 3.314
# of Proxy 
Variables 5
SPX 2003 a. Dependent 
Variable: Ln_Raw_PB 3.193 10.315 2.797 4.851 6.772
# of Proxy 
Variables 8
SPX 2002 a. Dependent 
Variable: Ln_Raw_PB 9.008 6.838 -2.135 4.237 -3.343 -2.143 6.759 -1.862
# of Proxy 
Variables 9
SPX 2001 a. Dependent 
Variable: Ln_Raw_PB 1.974 5.237 2.859 -2.513 1.767 3.433 -3.804 -4.955 7.835
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9.7.6 SXXP – coefficient t-values 
Table 9-32 SPX – coefficient t-values - SXXP Ln Price-to-Earning Results 
  
Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 11
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PE
14.351 14.323 -8.220 -5.933 2.254 9.243 -11.227 -4.418 -11.164 11.404 -5.747
# of Proxy 
Variables 5
SXXP 2011 a. Dependent 
Variable: Ln_Raw_PE 11.830 -4.592 5.839 -3.149 -3.497
# of Proxy 
Variables 9
SXXP 2010 a. Dependent 
Variable: Ln_Raw_PE 5.721 10.508 -4.009 -2.673 -2.285 2.025 -5.640 6.164 -3.058
# of Proxy 
Variables 7
SXXP 2009 a. Dependent 
Variable: Ln_Raw_PE 6.775 11.485 -3.357 4.446 -3.516 -4.899 5.413
# of Proxy 
Variables 7
SXXP 2008 a. Dependent 
Variable: Ln_Raw_PE 8.454 4.832 -5.092 2.441 -6.262 -4.991 5.259
# of Proxy 
Variables 5
SXXP 2007 a. Dependent 
Variable: Ln_Raw_PE 3.618 -3.624 -2.740 -2.496 -2.890
# of Proxy 
Variables 4
SXXP 2006 a. Dependent 
Variable: Ln_Raw_PE 2.035 3.976 -2.419 -3.384
# of Proxy 
Variables 5
SXXP 2005 a. Dependent 
Variable: Ln_Raw_PE 4.562 -5.330 -2.973 -3.770 4.230
# of Proxy 
Variables 5
SXXP 2004 a. Dependent 
Variable: Ln_Raw_PE -2.841 2.641 -4.109 -3.994 4.457
# of Proxy 
Variables 6
SXXP 2003 a. Dependent 
Variable: Ln_Raw_PE -5.330 -3.588 4.342 -7.847 -2.304 6.974
# of Proxy 
Variables 3
SXXP 2002 a. Dependent 
Variable: Ln_Raw_PE 3.570 -1.765 3.883
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Table 9-33 SXXP – coefficient t-values - Ln Price-to-Net_Income Results 
  
Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 12
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PX_EARN_COM
7.420 6.338 6.918 -5.492 -5.518 4.338 7.367 3.552 5.094 -9.588 9.957 2.303
# of Proxy 
Variables 4
SXXP 2011 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
7.535 4.198 -4.392 3.439
# of Proxy 
Variables 6
SXXP 2010 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
2.949 -3.105 -1.498 4.179 -2.423 6.147
# of Proxy 
Variables 5
SXXP 2009 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
3.492 3.270 -2.350 2.787 3.580
# of Proxy 
Variables 6
SXXP 2008 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
1.962 5.550 2.245 -2.494 4.079 -2.865
# of Proxy 
Variables 3
SXXP 2007 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
2.592 6.274 -3.678
# of Proxy 
Variables 4
SXXP 2006 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
5.041 4.471 -3.256 -1.721
# of Proxy 
Variables 2
SXXP 2005 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
3.386 3.291
# of Proxy 
Variables 6
SXXP 2004 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
5.329 2.521 -3.813 2.775 4.058 2.550
# of Proxy 
Variables 6
SXXP 2003 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
2.042 4.356 -3.583 2.813 -3.415 3.525
# of Proxy 
Variables 5
SXXP 2002 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
7.206 3.092 3.650 -5.663 6.334
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Table 9-34 SXXP – coefficient t-values - Ln Price-to-EBITDA Results 
  
Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 9
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PEBITDA_RATIO
2.109 -1.807 8.227 -5.832 -7.845 5.133 8.406 5.779 6.072
# of Proxy 
Variables 3
SXXP 2011 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
5.419 -4.516 3.323
# of Proxy 
Variables 4
SXXP 2010 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-3.422 4.107 -4.027 8.054
# of Proxy 
Variables 6
SXXP 2009 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-2.721 3.181 2.200 -3.281 5.265 3.489
# of Proxy 
Variables 5
SXXP 2008 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-2.997 4.006 -4.081 4.221 2.327
# of Proxy 
Variables 2
SXXP 2007 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-4.436 4.121
# of Proxy 
Variables 6
SXXP 2006 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
4.654 -3.966 -3.184 2.933 -6.257 4.707
# of Proxy 
Variables 5
SXXP 2005 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
3.063 -2.879 3.682 1.789 -4.060
# of Proxy 
Variables 6
SXXP 2004 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
-2.727 -1.781 3.689 3.517 3.393 -6.119
# of Proxy 
Variables 5
SXXP 2003 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
3.134 3.758 2.856 -4.780 5.002
# of Proxy 
Variables 7
SXXP 2002 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
4.709 -2.674 -1.846 2.387 2.841 -8.525 8.273
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Table 9-35 SXXP – coefficient t-values - Ln Price-to-Sales Results 
  
Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 9
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PS
35.433 -9.619 -37.026 -3.127 23.688 11.505 -9.871 -21.760 23.920
# of Proxy 
Variables 7
SXXP 2011 a. Dependent 
Variable: Ln_Raw_PS 9.611 -4.324 13.957 10.527 -2.048 -5.897 2.702
# of Proxy 
Variables 8
SXXP 2010 a. Dependent 
Variable: Ln_Raw_PS 2.209 -2.642 11.928 -4.170 -17.985 10.643 -11.172 12.332
# of Proxy 
Variables 5
SXXP 2009 a. Dependent 
Variable: Ln_Raw_PS 15.114 -3.825 -11.377 10.113 -3.264
# of Proxy 
Variables 9
SXXP 2008 a. Dependent 
Variable: Ln_Raw_PS 7.001 -2.452 -9.705 -3.066 5.579 7.323 -6.325 -7.169 7.093
# of Proxy 
Variables 7
SXXP 2007 a. Dependent 
Variable: Ln_Raw_PS 15.702 -3.778 -14.238 8.078 4.751 -5.434 2.545
# of Proxy 
Variables 7
SXXP 2006 a. Dependent 
Variable: Ln_Raw_PS -2.927 15.537 -14.841 -3.560 8.478 -4.165 2.265
# of Proxy 
Variables 5
SXXP 2005 a. Dependent 
Variable: Ln_Raw_PS 11.118 -5.935 8.884 4.761 -3.967
# of Proxy 
Variables 7
SXXP 2004 a. Dependent 
Variable: Ln_Raw_PS 6.325 -5.606 4.263 5.029 4.638 -5.469 6.659
# of Proxy 
Variables 7
SXXP 2003 a. Dependent 
Variable: Ln_Raw_PS -2.554 4.628 -5.527 6.468 4.760 -3.328 10.343
# of Proxy 
Variables 5
SXXP 2002 a. Dependent 
Variable: Ln_Raw_PS 6.617 -7.298 7.044 -3.718 5.920
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Table 9-36 SXXP – coefficient t-values - Ln Price-to-Book Results 
 
Coefficientsa t
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
# of Proxy 
Variables 12
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PB
23.258 22.227 -8.024 -1.665 5.761 -9.249 1.844 15.755 -8.279 -19.865 19.967 -1.925
# of Proxy 
Variables 8
SXXP 2011 a. Dependent 
Variable: Ln_Raw_PB 8.100 12.178 -5.432 2.738 -3.386 5.065 -9.606 5.453
# of Proxy 
Variables 9
SXXP 2010 a. Dependent 
Variable: Ln_Raw_PB 3.472 6.736 10.727 -2.734 -2.000 10.777 -1.775 -12.753 14.558
# of Proxy 
Variables 7
SXXP 2009 a. Dependent 
Variable: Ln_Raw_PB 2.048 6.176 8.876 -1.651 9.805 -11.695 11.219
# of Proxy 
Variables 9
SXXP 2008 a. Dependent 
Variable: Ln_Raw_PB 5.612 4.447 2.442 -3.977 3.079 9.362 -5.966 -7.374 7.708
# of Proxy 
Variables 8
SXXP 2007 a. Dependent 
Variable: Ln_Raw_PB 6.120 10.291 -2.267 -3.262 2.345 5.696 -5.011 3.742
# of Proxy 
Variables 7
SXXP 2006 a. Dependent 
Variable: Ln_Raw_PB 7.484 10.181 -3.676 4.077 -4.735 5.552 -3.853
# of Proxy 
Variables 6
SXXP 2005 a. Dependent 
Variable: Ln_Raw_PB 5.956 8.631 -2.103 8.943 -3.393 -2.781
# of Proxy 
Variables 8
SXXP 2004 a. Dependent 
Variable: Ln_Raw_PB -2.568 9.012 5.427 3.917 -4.347 -4.221 4.851 -1.787
# of Proxy 
Variables 6
SXXP 2003 a. Dependent 
Variable: Ln_Raw_PB 5.137 7.020 -7.186 3.084 -3.434 9.846
# of Proxy 
Variables 8
SXXP 2002 a. Dependent 
Variable: Ln_Raw_PB 3.345 2.900 3.843 2.352 -4.483 3.202 -3.756 5.910
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9.7.7 ASX – coefficient significance p-values 
Table 9-37 ASX – coefficient significance p-values - Ln Price-to-Earning Results 
 
Total # of Proxy 
Variables 67
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_NET_INC_
SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_EPS
11
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PE
0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.000 0.013 0.013
6
ASX  2011 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.002 0.043 0.000 0.000 0.024
9
ASX  2010 a. Dependent 
Variable: Ln_Raw_PE 0.010 0.000 0.032 0.001 0.008 0.003 0.041 0.000 0.000
5
ASX  2009 a. Dependent 
Variable: Ln_Raw_PE 0.077 0.000 0.000 0.008 0.022
5
ASX  2008 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.000 0.000 0.000
4
ASX  2007 a. Dependent 
Variable: Ln_Raw_PE 0.004 0.027 0.002 0.013
4
ASX  2006 a. Dependent 
Variable: Ln_Raw_PE 0.001 0.000 0.006 0.018
7
ASX  2005 a. Dependent 
Variable: Ln_Raw_PE 0.066 0.012 0.045 0.016 0.001 0.000 0.095
2
ASX  2004 a. Dependent 
Variable: Ln_Raw_PE 0.034 0.012
5
ASX  2003 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.000 0.000 0.018
9
ASX  2002 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.016 0.001 0.005 0.000 0.000 0.043 0.090 0.014
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Table 9-38 ASX – coefficient significance p-values - Ln Price-to-Net_Income Results 
 
  
Total # of Proxy 
Variables 53
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
IS_EPS
Raw_NET_INC_
SHARES
Raw_TOT_COM
_EQY_SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
7
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.000 0.000 0.000 0.000 0.005 0.000
5
ASX  2011 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.072 0.036 0.009 0.002
5
ASX  2010 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.011 0.000 0.000 0.000 0.000
4
ASX  2009 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.000 0.035
6
ASX  2008 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.002 0.002 0.001 0.000 0.000
6
ASX  2007 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.003 0.061 0.000 0.003 0.000
3
ASX  2006 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.001 0.000
3
ASX  2005 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.007 0.007
4
ASX  2004 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.043 0.001 0.007
4
ASX  2003 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.004 0.008 0.087 0.000
6
ASX  2002 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.000 0.000 0.037 0.001 0.000
 351 
Table 9-39 ASX – coefficient significance p-values - Ln Price-to-EBITDA Results 
 
  
Total # of Proxy 
Variables 47
Coefficientsa Sig.
RETURN_COM_
EQY
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_NET_INC_
SHARES
Raw_TOT_COM
_EQY_SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_Log_BS_T
OT_ASSETS
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
Raw_GROWTH_
RATE_EPS
7
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.000 0.000 0.000 0.000 0.000 0.002
6
ASX  2011 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.002 0.000 0.000 0.000 0.018 0.004
5
ASX  2010 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.008 0.000 0.000 0.000 0.016
5
ASX  2009 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.031 0.001 0.018 0.000 0.000
4
ASX  2008 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.000 0.000 0.000
3
ASX  2007 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.001 0.000 0.000
3
ASX  2006 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.000 0.062
3
ASX  2005 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.014 0.012 0.001
4
ASX  2004 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.023 0.000 0.004 0.022
4
ASX  2003 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.003 0.000 0.000 0.006
3
ASX  2002 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.033 0.000 0.000
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Table 9-40 ASX – coefficient significance p-values - Ln Price-to-Sales Results 
  
Table 9-41 ASX – coefficient significance p-values - Ln Price-to-Book Results 
Total # of Proxy 
Variables 62
Coefficientsa Sig.
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_NET_INC_
SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
7
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PS
0.000 0.030 0.000 0.000 0.000 0.000 0.000
5
ASX  2011 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.011
7
ASX  2010 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.031 0.000 0.000 0.000 0.000 0.003
7
ASX  2009 a. Dependent 
Variable: Ln_Raw_PS 0.058 0.000 0.000 0.010 0.067 0.000 0.000
5
ASX  2008 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.000
6
ASX  2007 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.000 0.000
5
ASX  2006 a. Dependent 
Variable: Ln_Raw_PS 0.009 0.000 0.050 0.000 0.000
3
ASX  2005 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000
5
ASX  2004 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.041 0.000 0.000 0.029
6
ASX  2003 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.047 0.000 0.000 0.000 0.000
6
ASX  2002 a. Dependent 
Variable: Ln_Raw_PS 0.004 0.007 0.001 0.000 0.000 0.082
 353 
  
  
Total # of Proxy 
Variables 73
Coefficientsa Sig.
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_NET_INC_
SHARES
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
10
ASX  2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PB
0.088 0.000 0.000 0.030 0.000 0.010 0.000 0.048 0.000 0.000
8
ASX  2011 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.001 0.000 0.090 0.000 0.001 0.065
7
ASX  2010 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.002 0.000 0.013 0.000 0.000
5
ASX  2009 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.000 0.000 0.000
6
ASX  2008 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.042 0.051 0.026 0.000 0.000
5
ASX  2007 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.024 0.001 0.014
5
ASX  2006 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.029 0.070 0.030
6
ASX  2005 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.005 0.012 0.028 0.000
6
ASX  2004 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.043 0.048 0.001 0.064
9
ASX  2003 a. Dependent 
Variable: Ln_Raw_PB 0.007 0.000 0.015 0.001 0.002 0.084 0.100 0.000 0.000
6
ASX  2002 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.071 0.049 0.000 0.001
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9.7.8 SPX – coefficient significance p-values 
Table 9-42 SPX – coefficient significance p-values - Ln Price-to-Earning Results 
 
 
Table 9-43 SPX – coefficient significance p-values - Ln Price-to-Net_Income Results 
Total # of Proxy 
Variables 77
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_SH
ARES_AVE_NU
M
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
10
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PE
0.000 0.014 0.000 0.000 0.000 0.000 0.000 0.003 0.000 0.000
9
SPX 2011 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.011 0.000 0.002 0.000 0.001 0.001 0.000 0.000
7
SPX 2010 a. Dependent 
Variable: Ln_Raw_PE 0.051 0.000 0.000 0.002 0.058 0.000 0.000
7
SPX 2009 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.002 0.000 0.009 0.000 0.001 0.000
6
SPX 2008 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.000 0.000 0.000 0.000
7
SPX 2007 a. Dependent 
Variable: Ln_Raw_PE 0.022 0.004 0.000 0.000 0.000 0.000 0.000
4
SPX 2006 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.000 0.002
3
SPX 2005 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.000
4
SPX 2004 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.016 0.041 0.000
5
SPX 2003 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.032 0.029 0.000
9
SPX 2002 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.051 0.000 0.063 0.000 0.000 0.001 0.000 0.064
6
SPX 2001 a. Dependent 
Variable: Ln_Raw_PE 0.008 0.001 0.034 0.025 0.000 0.000
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Total # of Proxy 
Variables 69
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_SH
ARES_AVE_NU
M
Raw_Log_BS_T
OT_ASSETS
Raw_SALES_TO
T_ASSETS
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_EPS
12
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.000 0.016 0.094 0.000 0.001 0.003 0.000 0.000 0.000 0.002 0.088
7
SPX 2011 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.000 0.004 0.021 0.002 0.000
7
SPX 2010 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.024 0.000 0.001 0.000 0.001 0.003
7
SPX 2009 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.009 0.000 0.000 0.000 0.001 0.001
2
SPX 2008 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.000
4
SPX 2007 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.051 0.017 0.000
5
SPX 2006 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.000 0.000 0.000 0.000
5
SPX 2005 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.001 0.000 0.001 0.000 0.083
4
SPX 2004 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.000 0.000 0.020
6
SPX 2003 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.001 0.004 0.001 0.000 0.000 0.001
5
SPX 2002 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.001 0.006 0.004 0.000
5
SPX 2001 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.004 0.000 0.039 0.012
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Table 9-44 SPX – coefficient significance p-values- Ln Price-to-EBITDA Results 
 
  
Total # of Proxy 
Variables 56
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
BOOK_VAL_PE
R_SH
Raw_SALES_SH
ARES_AVE_NU
M
Raw_Log_BS_T
OT_ASSETS
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_TOT_ASST
_SHARE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
9
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
5
SPX 2011 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.007 0.000 0.085 0.000 0.000
4
SPX 2010 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.091 0.000 0.000 0.000
5
SPX 2009 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.055 0.000 0.000 0.000
5
SPX 2008 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.005 0.018 0.002 0.088
4
SPX 2007 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.000 0.000 0.000
6
SPX 2006 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.002 0.014 0.077 0.027 0.015 0.000
5
SPX 2005 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.004 0.001 0.007 0.000 0.005
4
SPX 2004 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.003 0.008 0.000
3
SPX 2003 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.023 0.000 0.000
4
SPX 2002 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.001 0.000 0.006
2
SPX 2001 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.000
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Table 9-45 SPX – coefficient significance p-values - Ln Price-to-Sales Results 
 
  
Total # of Proxy 
Variables 84
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
BOOK_VAL_PE
R_SH
Raw_NET_INC_
SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
Raw_GROWTH_
RATE_EPS
9
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PS
0.000 0.000 0.001 0.000 0.000 0.000 0.000 0.000 0.000
10
SPX 2011 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.003 0.000 0.000 0.000 0.000 0.000 0.004 0.056 0.091
4
SPX 2010 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000
6
SPX 2009 a. Dependent 
Variable: Ln_Raw_PS 0.039 0.055 0.000 0.000 0.000 0.006
9
SPX 2008 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.004 0.000 0.005 0.000 0.002 0.012 0.000 0.000
7
SPX 2007 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.000 0.000 0.036
6
SPX 2006 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.000 0.010
9
SPX 2005 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.060 0.000 0.002 0.000 0.000 0.000 0.019 0.071
5
SPX 2004 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.044 0.000
5
SPX 2003 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.003 0.000
8
SPX 2002 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.047
6
SPX 2001 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.000 0.000
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Table 9-46 SPX – coefficient significance p-values - Ln Price-to-Book Results 
 
  
Total # of Proxy 
Variables 89
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
BOOK_VAL_PE
R_SH
Raw_NET_INC_
SHARES
Raw_SALES_SH
ARES_AVE_NU
M
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
TRAIL_12M_EBI
TDA_PER_SHA
RE
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_SALES
Raw_GROWTH_
RATE_EPS
9
SPX 2011 - 2001 a. 
Dependent Variable: 
Ln_Raw_PB
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.043 0.000
8
SPX 2011 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.025 0.003 0.033 0.000 0.010 0.081
4
SPX 2010 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.000 0.000
9
SPX 2009 a. Dependent 
Variable: Ln_Raw_PB 0.040 0.010 0.000 0.038 0.001 0.004 0.000 0.000 0.000
11
SPX 2008 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.000 0.002 0.001 0.000 0.000 0.000 0.000 0.000 0.003
8
SPX 2007 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.000 0.007 0.000 0.004 0.000 0.009
7
SPX 2006 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.001 0.000 0.000 0.000 0.001
6
SPX 2005 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.000 0.072 0.060 0.000
5
SPX 2004 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.013 0.000 0.001
5
SPX 2003 a. Dependent 
Variable: Ln_Raw_PB 0.002 0.000 0.006 0.000 0.000
8
SPX 2002 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.034 0.000 0.001 0.033 0.000 0.064
9
SPX 2001 a. Dependent 
Variable: Ln_Raw_PB 0.049 0.000 0.005 0.013 0.078 0.001 0.000 0.000 0.000
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9.7.9 SXXP – coefficient significance p-values 
Table 9-47 SXXP – coefficient significance p-values - Ln Price-to-Earning Results 
  
  
Total # of Proxy 
Variables 67
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
IS_EPS
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_NET_INC
OME
Raw_GROWTH_
RATE_EPS
11
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PE
0.000 0.000 0.000 0.000 0.024 0.000 0.000 0.000 0.000 0.000 0.000
5
SXXP 2011 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.000 0.002 0.001
9
SXXP 2010 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.000 0.008 0.023 0.044 0.000 0.000 0.002
7
SXXP 2009 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.001 0.000 0.000 0.000 0.000
7
SXXP 2008 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.000 0.015 0.000 0.000 0.000
5
SXXP 2007 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.006 0.013 0.004
4
SXXP 2006 a. Dependent 
Variable: Ln_Raw_PE 0.043 0.000 0.016 0.001
5
SXXP 2005 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.003 0.000 0.000
5
SXXP 2004 a. Dependent 
Variable: Ln_Raw_PE 0.005 0.009 0.000 0.000 0.000
6
SXXP 2003 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.000 0.000 0.000 0.022 0.000
3
SXXP 2002 a. Dependent 
Variable: Ln_Raw_PE 0.000 0.078 0.000
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Table 9-48 SXXP – coefficient significance p-values - Ln Price-to-Net_Income Results 
  
  
Total # of Proxy 
Variables 59
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
12
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.021
4
SXXP 2011 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.000 0.000 0.001
6
SXXP 2010 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.003 0.002 0.135 0.000 0.016 0.000
5
SXXP 2009 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.001 0.001 0.019 0.006 0.000
6
SXXP 2008 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.051 0.000 0.025 0.013 0.000 0.004
3
SXXP 2007 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.010 0.000 0.000
4
SXXP 2006 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.000 0.001 0.086
2
SXXP 2005 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.001 0.001
6
SXXP 2004 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.012 0.000 0.006 0.000 0.011
6
SXXP 2003 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.042 0.000 0.000 0.005 0.001 0.000
5
SXXP 2002 a. Dependent 
Variable: 
Ln_Raw_PX_EARN_COM
0.000 0.002 0.000 0.000 0.000
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Table 9-49 SXXP – coefficient significance p-values - Ln Price-to-EBITDA Results 
  
  
Total # of Proxy 
Variables 58
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
9
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PEBITDA_RATIO
0.035 0.071 0.000 0.000 0.000 0.000 0.000 0.000 0.000
3
SXXP 2011 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.000 0.001
4
SXXP 2010 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.001 0.000 0.000 0.000
6
SXXP 2009 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.007 0.002 0.028 0.001 0.000 0.001
5
SXXP 2008 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.003 0.000 0.000 0.000 0.021
2
SXXP 2007 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.000
6
SXXP 2006 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.000 0.002 0.004 0.000 0.000
5
SXXP 2005 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.002 0.004 0.000 0.075 0.000
6
SXXP 2004 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.007 0.076 0.000 0.001 0.001 0.000
5
SXXP 2003 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.002 0.000 0.005 0.000 0.000
7
SXXP 2002 a. Dependent 
Variable: 
Ln_Raw_PEBITDA_RATIO
0.000 0.008 0.066 0.018 0.005 0.000 0.000
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Table 9-50 SXXP – coefficient significance p-values - Ln Price-to-Sales Results 
  
  
Total # of Proxy 
Variables 76
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
9
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PS
0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000
7
SXXP 2011 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.041 0.000 0.007
8
SXXP 2010 a. Dependent 
Variable: Ln_Raw_PS 0.028 0.009 0.000 0.000 0.000 0.000 0.000 0.000
5
SXXP 2009 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.001
9
SXXP 2008 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.015 0.000 0.002 0.000 0.000 0.000 0.000 0.000
7
SXXP 2007 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.000 0.000 0.011
7
SXXP 2006 a. Dependent 
Variable: Ln_Raw_PS 0.004 0.000 0.000 0.000 0.000 0.000 0.024
5
SXXP 2005 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.000
7
SXXP 2004 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.000 0.000 0.000
7
SXXP 2003 a. Dependent 
Variable: Ln_Raw_PS 0.011 0.000 0.000 0.000 0.000 0.001 0.000
5
SXXP 2002 a. Dependent 
Variable: Ln_Raw_PS 0.000 0.000 0.000 0.000 0.000
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Table 9-51 SXXP – coefficient significance p-values - Ln Price-to-Book Results 
 
  
Total # of Proxy 
Variables 88
Coefficientsa Sig.
Raw_DVD_YIEL
D_EARN_YIELD
_RATIO
Raw_EBITDA_E
ARN_FOR_COM
MON
RETURN_COM_
EQY
Raw_EBIT_TOT
_ASST
Raw_CAPITAL_
EMPLOYED
Raw_SALES_TO
T_ASSETS
Raw_EBIT_SAL
ES
Raw_EBITDA_S
ALES
Raw_BS_TOT_A
SSETS_TOT_DE
BT_SALES
Raw_NET_ASSE
TS_SALES
Raw_EARN_CO
M_SALES
Raw_SHORT_A
ND_LONG_TER
M_DEBT_TOT_
COM_EQY
EQY_RAW_BET
A
EQY_BETA
WACC_COST_E
QUITY
WACC
Raw_GROWTH_
RATE_EPS
12
SXXP 2011 - 2002 a. 
Dependent Variable: 
Ln_Raw_PB
0.000 0.000 0.000 0.096 0.000 0.000 0.065 0.000 0.000 0.000 0.000 0.054
8
SXXP 2011 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.000 0.006 0.001 0.000 0.000 0.000
9
SXXP 2010 a. Dependent 
Variable: Ln_Raw_PB 0.001 0.000 0.000 0.007 0.046 0.000 0.077 0.000 0.000
7
SXXP 2009 a. Dependent 
Variable: Ln_Raw_PB 0.041 0.000 0.000 0.100 0.000 0.000 0.000
9
SXXP 2008 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.015 0.000 0.002 0.000 0.000 0.000 0.000
8
SXXP 2007 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.024 0.001 0.020 0.000 0.000 0.000
7
SXXP 2006 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.000 0.000 0.000 0.000 0.000
6
SXXP 2005 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.036 0.000 0.001 0.006
8
SXXP 2004 a. Dependent 
Variable: Ln_Raw_PB 0.011 0.000 0.000 0.000 0.000 0.000 0.000 0.075
6
SXXP 2003 a. Dependent 
Variable: Ln_Raw_PB 0.000 0.000 0.000 0.002 0.001 0.000
8
SXXP 2002 a. Dependent 
Variable: Ln_Raw_PB 0.001 0.004 0.000 0.019 0.000 0.002 0.000 0.000
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9.8 Data Source – Variables Specified 
Table 9-52 Source of Variables: Detailed 
Dependent Variable   Variables details 
 
Function:       
PE_RATIO Dependable Price-to-Earnings Ratio 
 
f( Growth Pay-out Ratios Risk 
  
 
Ln Price-to-Earning Dependable Ln Raw Price-to-Earnings Ratio   
 
f( Growth Pay-out Ratios Risk 
  
 
PX_EARN_COM Dependable Price-to-Net_Income Ratio 
 
f( Growth Pay-out Ratios Risk 
  
 
Ln Price-to-Net_Income Dependable Ln Raw Price-to-Net_Income Ratio  
 
f( Growth Pay-out Ratios Risk 
  
 
PEBITDA_RATIO Dependable Price-to-EBITDA Ratio 
 
f( Growth Pay-out Ratios Risk 
  
 
Ln Price-to-EBITDA_RATIO Dependable Ln Raw Price-to-EBITDA Ratio  
 
f( Growth Pay-out Ratios Risk 
  
 
PX_TO_SALES_RATIO Dependable Price-to-Sales Ratio 
 
f( Growth Pay-out Ratios Risk Margin 
 
Size 
Ln Price-to-Sales Dependable Ln Raw Price-to-Sales Ratio  
 
f( Growth Pay-out Ratios Risk Margin 
 
Size 
PX_TO_BOOK_RATIO Dependable Price-to-Book Ratio 
 
f( Growth Pay-out Ratios Risk 
 
ROE Size 
Ln Price-to-Book Dependable Ln Raw Price-to-Book Ratio   f( Growth Pay-out Ratios Risk 
 
ROE Size 
Proxy Variables 
 
Variables details 
Numerator / 
Denominator 
Proxy: 
      
Raw_DVD_YIELD_EARN_YIELD_RATIO Independent 
Raw Pay-out Ratio (Dividend 
Yield/Earnings Yield) 
Equity Value / 
Equity Value 
Proxy for Growth Pay-out Ratios 
 
Margin 
  
Raw_EBITDA_EARN_FOR_COMMON Independent 
Raw EBITDA to Net Income to 
Common Shareholders Ratio 
Firm Value / Equity 
Value 
Proxy for Growth Pay-out Ratios Risk 
   
RETURN_COM_EQY Independent 
Return on Common Equity 
(Earn_Common/Total_Com_EQY) 
Equity Value / 
Equity Value 
Proxy for Growth Pay-out Ratios 
  
ROE 
 
Raw_EBIT_TOT_ASST Independent 
Raw Return on Total Assets 
(EBIT/Total Assets) 
Firm Value / Firm 
Value 
Proxy for Growth 
   
ROE 
 
RAW_CAPITAL_EMPLOYED Independent 
Raw Capital Employed (Total 
Assets - Short Term Debt) 
Firm Value / Firm 
Value 
Proxy for Growth 
 
Risk 
 
ROE Size 
IS_EPS Independent Basic Earnings Per Share 
Equity Value / 
Equity Value 
Proxy for Growth Pay-out Ratios 
    
BOOK_VAL_PER_SH Independent Book Value per Share 
Equity Value / 
Equity Value 
Proxy for Growth 
 
Risk 
 
ROE Size 
Raw_NET_INC_SHARES Independent 
Raw Net Income per Average 
Number of Shares of EPS 
Equity Value / 
Equity Value 
Proxy for Growth 
     
Raw_TOT_COM_EQY_SHARES Independent 
Raw Total Common Equity per 
Average Number of Shares for 
EPS 
Equity Value / 
Equity Value 
Proxy for Growth 
 
Risk 
 
ROE 
 
Raw_SALES_SHARES_AVE_NUM Independent 
Raw Sales per Average Number of 
Shares for EPS 
Firm Value / Firm 
Value 
Proxy for Growth 
  
Margin ROE Size 
Raw_Log_BS_TOT_ASSETS Independent Raw Log Total Assets 
Firm Value / Firm 
Value 
Proxy for 
     
Size 
Raw_Log_SALES Independent Raw Log Sales 
Firm Value / Firm 
Value 
Proxy for 
   
Margin 
 
Size 
 365 
Raw_SALES_TOT_ASSETS Independent 
Raw Operating Fixed Asset Ratio 
(Sales/Total Assets) 
Firm Value / Firm 
Value 
Proxy for Growth 
  
Margin 
 
Size 
Raw_EBIT_SALES Independent Raw Sales Margin (EBIT/SALES) 
Firm Value / Firm 
Value 
Proxy for 
   
Margin 
  
Raw_EBITDA_SALES Independent Raw Gross Profit (EBITDA/Sales) 
Firm Value / Firm 
Value 
Proxy for 
   
Margin 
  
Raw_BS_TOT_ASSETS_TOT_DEBT_SALES Independent 
Raw Net Worth to Sales ((Total 
Assets -Total Debt)/Sales) 
Firm Value / Firm 
Value 
Proxy for Growth 
 
Risk Margin ROE 
 
Raw_NET_ASSETS_SALES Independent Raw Net Assets to Sales 
Firm Value / Firm 
Value 
Proxy for Growth 
  
Margin 
 
Size 
Raw_EARN_COM_SALES Independent Raw Earning Common to Sales 
Firm Value / Firm 
Value 
Proxy for Growth 
  
Margin 
  
TRAIL_12M_EBITDA_PER_SHARE Independent 
Trailing 12-month EBITDA per 
Basic Share 
Firm Value / Firm 
Value 
Proxy for Growth 
     
Raw_TOT_ASST_SHARE Independent 
Raw Total Assets per Average 
Number of Shares for EPS 
Firm Value / Firm 
Value 
Proxy for 
    
ROE Size 
Raw_SHORT_AND_LONG_TERM_DEBT_TOT_COM_EQY Independent 
Raw Gearing Ratio (Total 
Debt/Total Equity) 
Firm Value / Firm 
Value 
Proxy for 
 
Pay-out Ratios Risk 
 
ROE 
 
EQY_RAW_BETA Independent Raw Beta 
Equity Value / 
Equity Value 
Proxy for 
  
Risk 
   
EQY_BETA Independent Beta 
Equity Value / 
Equity Value 
Proxy for 
  
Risk 
   
WACC_COST_EQUITY Independent WACC Equity 
Equity Value / 
Equity Value 
Proxy for 
  
Risk 
 
ROE 
 
WACC Independent WACC 
Equity Value / 
Equity Value 
Proxy for 
  
Risk 
 
ROE 
 
Raw_GROWTH_RATE_NET_INCOME Independent 
Raw Growth Rate in Net Income 
to Common Shareholders 
Equity Value / 
Equity Value 
Proxy for Growth 
 
Risk Margin 
 
Size 
Raw_GROWTH_RATE_SALES Independent Raw Growth Rate in Sales 
Firm Value / Firm 
Value 
Proxy for Growth 
 
Risk Margin 
 
Size 
Raw_GROWTH_RATE_EPS Independent 
Raw Growth Rate in Basic 
Earnings Per Share 
Equity Value / 
Equity Value 
Proxy for Growth 
 
Risk Margin 
 
Size 
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9.9 Bloomberg Definitions of Variables 
Table 9-53 Bloomberg Fields (Proxy Variables) and Corresponding Definitions 
Field 
Field - 
Detailed 
Definitions (up to March 2013) 
PE_RATIO 
Price-to-
Earnings Ratio 
PE_RATIO  
Price-to-Earnings Ratio 
Also available as Historical field. Price divided by EBITDA per share. EBITDA equals the sum of Operating Income (IS033) + 
Depreciation & Amortization (CF011). EBITDA per share is calculated on a trailing 12 month basis where available. Trailing 
values are calculated by adding the most recent four quarters. Equity Index: Current Price/EBITDA Ratio. Calculated as Last 
Price (PR005, PX_LAST) divided by Trailing 12M EBITDA Per Share (RR009, EBITDA). 
PX_TO_SALES_RATIO 
Price-to-Sales 
Ratio 
PX_TO_SALES_RATIO 
Price-to-Sales Ratio 
Also available as Historical field. The price to sales ratio is the ratio of a stock's last price divided by sales per share.  Average 
shares outstanding are used when calculating sales per share. Sales per share are calculated on a trailing 12 month basis where 
available.  Trailing values are calculated by adding the most recent four quarters. 
PX_TO_BOOK_RATIO 
Price-to-Book 
Ratio 
PX_TO_BOOK_RATIO 
Price-to-Book Ratio 
Also available as Historical field. Ratio of the stock price to the book value per share. Calculated as: Price to Book Ratio = Last 
Price / Book Value Per Share Where: Last Price = PX_LAST (PR005) Book Value Per Share = BOOK_VAL_PER_SH (RR020) Data 
from the most recent reporting period (quarterly, semi-annual or annual) used in the calculation. 
PX_LAST Price Share 
PX_LAST 
Last Price for the security 
Also available as Historical field. Equities: Returns the last price provided by the exchange. For securities that trade Monday 
through Friday, this field will be populated only if such information has been provided by the exchange in the past 30 trading 
days. For initial public offerings (IPO), the day before the first actual trading day may return the IPO price. For all other 
securities, this field will be populated only if such information was provided by the exchange in the last 30 calendar days. This 
applies to common stocks, receipts, warrants, and real estate investment trusts (REITs). 
Equity Derivatives:   Equity Options, Spot Indices, Index Futures and Commodity Futures: Returns the last trade price. No value 
is returned for expired contracts. Synthetic Options: Returns N.A. 
Fixed Income: Returns the last price received from the current pricing source. Value returned will be a discount if Pricing Source 
Quote Type (DS962, PCS_QUOTE_TYP) is 2 (Discount Quoted). 
Equity Indices: Returns either the current quote price of the index or the last available close price of the index. 
Custom Indices: Returns the value the custom index (CIX) expression evaluates to. Since the expression is user defined, the value 
has no units. 
Economic Statistics: Provides the revision of the prior release.  
Futures and Options: Returns the last traded price until settlement price is received, at which time the settlement price is 
returned. If no trade or settlement price is available for the current day, then the last settlement price received is provided. No 
value is returned for expired contracts. For historical downloads, the price returned depends on the parameter set on the General 
Defaults for Commodities screen. If "Value" is set to 4 (default), the settlement price is returned. If "Value" is set to 5, the closing 
price is returned. Settlement Price (PR277, PX_SETTLE) and Futures Trade Price (PR083, FUT_PX) can be used instead to return 
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settlement price and closing price respectively at all times regardless of these parameters. 
Swaps and Credit Default Swaps: Not supported for synthetics. 
Mutual Funds: Closed-End, Exchange Traded and Open-End Funds Receiving Intraday Pricing from Exchange Feeds: Returns 
the most recent trade price. 
Open-End and Hedge Funds: Returns the net asset value (NAV). If no NAV is available, the bid is returned, and if no bid is 
available then the ask is returned. 
Money Market Funds that Display Days to Maturity and Yield: Returns a yield. 
Currencies: Broken Date Type Currencies (e.g. USD/JPY 3M Currency): Returns the average of the bid and ask. 
For All Other Currency Types: Returns the last trade price if it is valid and available. If last trade is not available then mid-price is 
returned. Mid-price is the average of the bid and ask. If a valid bid and ask are not available, then a bid or ask is returned based 
on which is non-zero. If no data is available for the current day, then the previous day's last trade is returned. 
OTC FX Options: Returns the premium of the option in nominal amount. Returns the price of the option expressed in a currency 
opposite of the notional currency. 
Mortgages: Returns the last price received from the current pricing source. If this field is empty for any reason, then last ask is 
returned and if no ask is available, then last bid is returned. 
Municipals: Returns the last price received from the current pricing source. 
RETURN_COM_EQY 
Return on 
Common 
Equity 
RETURN_COM_EQYReturn on Common EquityAlso available as Historical field. 
BANK/FINANCIALS/INDUSTRIALS/INSURANCE/UTILITIES/REITSReturn on Equity (ROE, in percentage) measures a 
corporation's profitability by revealing how much profit a company generates with the money shareholders have invested.  
Calculated as: (T12 Net Income Available for Common Shareholders / Average Total Common Equity) * 100Where: Net Income 
Available for Common Shareholders is RR530, EARN_FOR_COMMONAverage Total Common Equity is the average of the 
beginning balance and ending balance of RR010, TOT_COMMON_EQYIf either the beginning or ending total common equity is 
negative, ROE will not be calculated. 
EARN_FOR_COMMON 
Net Income to 
Common 
Shareholders 
EARN_FOR_COMMON 
Net Income to Common Shareholders 
Also available as Historical field. Calculated as Net Income (IS050) minus Cash Dividend (IS051) for Preferred Stock minus Other 
Adjustments (IS168). 
TOT_COMMON_EQY 
Total Common 
Equity 
TOT_COMMON_EQY 
Total Common Equity 
Also available as Historical field. .INDUSTRIALS Total common equity is calculated using the following formula: Share Capital 
& APIC + Retained Earnings  
BANKS: Total common equity is calculated using the following formula: Share Capital & APIC + Retained Earnings 
FINANCIALS: Total common equity is calculated using the following formula: Share Capital & APIC + Retained Earnings 
INSURANCES: Total common equity is calculated using the following formula: Share Capital & APIC + Retained Earnings 
UTILITIES: Total common equity is calculated using the following formula: Share Capital & APIC + Retained Earnings 
BS_TOT_ASSET Total Assets 
BS_TOT_ASSET 
Total Assets 
Also available as Historical field. INDUSTRIALS: Total Assets: The total of all short and long-term assets as reported on the 
Balance Sheet. 
BANKS: Total Assets: This is the sum of Cash & bank balances, Fed funds sold & resale agreements, Investments for Trade and 
Sale, Net loans, Investments held to maturity, Net fixed assets, 
Other assets, Customers' Acceptances and Liabilities. 
Canada: This is the sum of Cash & Bank Balances, Short Term Investments, Interbank Assets, Securities Purchased with Resale 
Agreements, Net loans, Investments Held to Maturity, Net fixed assets, Other assets, Customers' Acceptances and Liabilities. 
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FINANCIALS: Total Assets: Total assets is equal to the sum of Cash & near cash items, Short-term investments & securities 
inventory, Net receivables, Total Long-Term Investments, Net fixed assets, and Other assets. 
INSURANCES: Total Assets: Total assets is the sum of Cash & Near Cash Items, Net Receivables, Total Investments, Net Fixed 
Assets, Deferred Policy Acquisition Costs, and Other Assets 
UTILITIES: Total Assets: This account will generally equal Total Assets in the annual report, except when Utility plant is net of 
deferred income taxes.  A deferred income tax is presented on the credit or liability side of the balance sheet. This item is 
balancing both the debit (assets) and credit (liabilities and shareholders' equity) sides. 
REITS: Total Assets: Total Assets is the sum of Net Real Estate Investments, Cash and Equivalents, Other Investments, 
Receivables, Other Assets and Restricted Assets. 
MUNICIPAL ISSUERS: For general obligation (G.O.) issuers (general fund), this is the total of all short-term, restricted, capital 
and long-term assets as reported on the statement of net assets.  
For all other issuers, this is the total of all short-term, restricted, unrestricted, capital and long-term assets as reported on the 
balance sheet. 
NET_ASSETS Net Assets 
NET_ASSETS 
Net Assets 
Also available as Historical field. Calculated by subtracting Current Liabilities, Long-term Borrowings, and Other Long-term 
Liabilities from Total Assets. Available for Industrial format only. 
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SALES_REV_TURN Sales 
SALES_REV_TURN 
Sales 
Also available as Historical field. INDUSTRIALS: Sales/Revenue/Turnover: Total of operating revenues less various adjustments 
to Gross Sales. Adjustments:  Returns, discounts, allowances, excise taxes, insurance charges, sales taxes, and value added taxes 
(VAT). Includes revenues from financial subsidiaries in industrial companies if the consolidation includes those subsidiaries 
throughout the report. 
Excludes inter-company revenue. Excludes revenues from discontinued operations. Includes subsidies from federal or local 
government in certain industries (i.e. transportation or utilities).  
United Kingdom: Excludes turnover from joint ventures and/or associates. Pre-FRS 3: Includes turnover from continuing and 
discontinued operations and turnover from acquisitions. Post-FRS 3: Includes turnover from continuing operations and 
acquisitions. Excludes turnover from discontinued operations. 
Net profits from discontinued operations appear in Extraordinary Losses (Gains). 
Turnover and operating profit from discontinued operations are displayed separately as reference items. 
U.S.: May include royalty income. 
BANKS: Sales/Revenue/Turnover: Gross revenue from any operating activity. Total revenue is defined as the sum of total 
interest income, investment income, trading profit (loss), commissions and fees earned and other operating income. Excludes 
revenue from discontinued operations. Revenue may be negative due to large trading account losses. 
Japan: Please see IS297 for Total Operating Revenue (Japan) reported in the summary of company earnings report (Kessan 
Tanshin). 
FINANCIALS: Sales/Revenue/Turnover: Total of interest income, trading account profits (losses), investment income, 
commissions and fees earned, and other operating income (losses). 
Excludes revenue from discontinued operations. Revenue may be negative due to large trading account losses. 
Japan: Please see IS297 for Total Operating Revenue (Japan) reported in the summary of company earnings report (Kessan 
Tanshin). 
INSURANCES: Sales/Revenue/Turnover All revenues from any operating activities. The sum of net premiums earned, realized 
investment gain (loss), investment income, real estate operations, and other income. 
Excludes revenue from discontinued operations. 
UTILITIES: Total Revenue: Includes revenues from electric, gas, water and other operating revenue. All revenues from any 
operating activity (principal activities). Gross revenues less adjustments. Excludes internal or inter-company revenues, except for 
privately held companies (utility subsidiaries). Excludes revenue from discontinued operations. 
REITS: Sales/Revenue/Turnover: Revenues from real estate operating activities. Total of rental income, real estate sales (for Real 
Estate Operating companies), management and advisory fees, mortgage and note income and other operating income. Excludes 
equity in income from unconsolidated entities. Excludes gain/(loss) on sale of rental properties. 
MUNICIPAL G.O. Total of Operating Revenues.  Includes revenues from charges for services, operating grants, capital grants, 
income taxes, property taxes, sales and use taxes, motor vehicle taxes, other taxes, unrestricted investment earnings and other 
miscellaneous revenues. 
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EBITDA EBITDA 
EBITDA 
Earnings Before Interest, Taxes, Depreciation and Amortization (EBITDA) 
Also available as Historical field. Is calculated using the following formula: Operating Income (IS033) + Depreciation & 
Amortization (CF011) Note: Depreciation & Amortization is taken from the cash flow statement. For REITs, Earnings Before 
Interest, Taxes, Depreciation and Amortization are calculated as follows: Operating Income + Provision for Loan Losses + 
Depreciation Expense + Interest Expense. For utilities, EBITDA includes amortization of nuclear fuel. Available for industrial, 
financial, utility and REIT and Muni Revenue formats. In the financial format, EBITDA is calculated as Operating Income (IS033) 
+ Interest Expense (IS022) + Depreciation & Amortization (CF011).  This ratio may not be meaningful for companies in the 
financial format where interest is a major component of revenue. Equity Index: EBITDA per Share, calculated by summing 
Trailing 12 Month EBITDA Per Share (RR856, TRAIL_12M_EBITDA_PER_SHARE) of the member companies times the shares in 
the index, divided by the index divisor. 
EBIT EBIT 
EBITEarnings before interest and taxes (EBIT)Also available as Historical field. Is calculated using the following formula: Net 
Sales + Other Operating Income (not available in the U.S.) - Cost of Goods Sold (COGS) - Selling, General & Administrative 
Expenses (SG&A). This field is synonymous with Operating Income (Losses) (IS033, IS_OPER_INC). Available for Industrial, 
REITs (Real Estate Investment Trusts) and Utility formats. The reported EBIT is adjusted to correct for non-operating gains and 
expenses that are included.  Non-operating gains include dividend and interest receivable/income, profits on sale of fixed 
assets/investments, foreign currency gains, share of associates' net profits.  Non-operating expenses include interest expenses, 
finance charges, borrowing costs, loss on sales of fixed assets/investments, foreign currency losses, share of associate’s net losses. 
Equity Index: Earnings before interest and taxes (EBIT) per share, calculated by summing all members' latest EBIT (RR002, EBIT) 
converted to per/share value, multiplied by shares in the index, divided by the index divisor. Available for quarterly, semi-
annual, and trailing 12 month periodicities. 
IS_OPER_INC 
Operation 
Income or 
Losses 
IS_OPER_INC 
Operation Income or Losses 
Also available as Historical field. INDUSTRIALS: Operating Income (Losses): Operating income is calculated using the following 
formula: Net Sales + Other Operating Income (not available in the U.S.) - Cost of Goods Sold (COGS) - Selling, General & 
Administrative Expenses (SG&A). This field is synonymous with RR002 EBIT. The reported operating income (loss) is adjusted to 
correct for non-operating gains and expenses that are included.  Non-operating gains include dividend and interest 
receivable/income, profits on sale of fixed assets/investments, foreign currency gains, share of associates' net profits.  Non-
operating expenses include interest expenses, finance charges, borrowing costs, loss on sales of fixed assets/investments, foreign 
currency losses, share of associate’s net losses. BANKS: Operating Income (Losses) Total operating revenue minus total operating 
expenses. Total operating expenses includes interest expense, provision for loan losses, commissions and fees paid and other 
operating (non-interest) expenses. FINANCIALS: Operating Income (Losses): Total operating revenue minus total operating 
expenses. Total operating expenses includes interest expense, provision for loan losses, commissions and fees paid, and other 
operating expense. INSURANCES: Operating Income (Losses): Operating inc. (loss) is calculated as Total Revenue - Insurance 
Claims/Charges - Underwriting Costs - Other Operating Expenses. UTILITIES: Operating Income (Losses): Revenue minus fuel 
costs, purchased power, purchased gas, maintenance, depreciation, non-income taxes and other expenses. Operating income is 
before income tax. REITS: Operating Income (Losses): Total operating revenue minus total operating expense. Excludes income 
before asset sales, extraordinary items, equity in income of unconsolidated partnerships and ventures and minority/partnerships 
interests, non-recurring gains or losses and other non-operating gains or losses. 
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IS_INT_EXPENSES 
Interest 
Expense - 
Banks/Finance 
IS_INT_EXPENSES 
Interest Expense - Banks/Finance 
Also available as Historical field. Banks: Interest Expenses: Interest paid for deposits and borrowings. Includes dividends paid on 
short sales. Includes payments on interest-rate swaps for hedging purposes.  Payments on speculative swaps appear in Non-
Operating Loss (Gain). Excludes financing costs other than interest  
FINANCIALS: Interest Expenses: Interest paid on deposits and borrowings. Includes dividends paid on short sales. Includes 
payments on interest-rate swaps for hedging purposes.  Payments on speculative swaps appear in Non-Operating Loss (Gain). 
Excludes financing costs other than interest expense. 
CF_DEPR_AMORT 
Depreciation & 
Amortisation 
CF_DEPR_AMORT 
Depreciation & Amortisation 
Also available as Historical field. INDUSTRIALS: Depreciation & Amortization: Includes all depreciation and amortization 
expenses included as a part of Cost of Goods Sold and Selling, General and Administrative Expenses (Operating Expenses). 
May be negative if company amortizes negative goodwill. Includes amortization of deferred stock compensation. Excludes 
amortization of debt discount. Media Companies: Excludes amortization of Programming Rights/Sublicensing Rights/Content 
Library. 
BANKS: Depreciation & Amortization: Includes depreciation and amortization expenses and provision for loan losses. May be 
negative if company amortizes negative goodwill. Includes amortization of deferred stock compensation. 
Excludes amortization of debt discount. 
FINANCIALS: Depreciation & Amortization: Includes depreciation and amortization expenses and provision for loan losses. 
May be negative if company amortizes negative goodwill. Includes amortization of deferred stock compensation. 
For investment management companies only, includes amortization of deferred sales commissions. Excludes amortization of 
debt discount. 
INSURANCES: Depreciation and Amortization: Includes depreciation and amortization of property and equipment, 
amortization of goodwill and change in the provision for loan losses. May be negative if company amortizes negative goodwill. 
Includes amortization of deferred stock compensation and amortization of deferred policy acquisition costs. Excludes 
amortization of debt discount. 
UTILITIES: Depreciation & Amortization: Includes depreciation and amortization expenses included as a part of Cost of Goods 
Sold and Selling, General and Administrative Expenses (Operating Expenses). May be negative if company amortizes negative 
goodwill. Includes amortization of deferred stock compensation. Excludes amortization of debt discount. 
REITS: Depreciation & Amortization: Depreciation and amortization expenses taken on tangible and intangible assets. 
TRAIL_12M_EBITDA_PER_SHARE 
Trailing 12-
month 
EBITDA per 
Basic Share 
TRAIL_12M_EBITDA_PER_SHARETrailing 12-month EBITDA per Basic ShareAlso available as Historical field. Calculated as the 
sum of EBITDA per basic for the most recent four quarters. Available for all formats. 
NET_INCOME Net Income 
NET_INCOME 
Net Income 
Also available as Historical field 
NDUSTRIALS: Net Income (Losses): The profit after all expenses have been deducted. Includes the effects of all one-time, non-
recurring, and extraordinary gains, losses, or charges. 
BANKS: Net Income (Losses) The profits after all expenses has been deducted. 
FINANCIALS: Net Income (Losses): The profits after all expenses have been deducted. 
INSURANCES: Net Income (Losses): The profits after all expenses have been deducted. 
UTILITIES: Net Income/Net Profit (Losses): The profits after all expenses have been deducted. 
REITS: Net Income (Losses): Net profits after all expenses have been deducted. Includes the effects of discontinued operations, 
accounting standard changes, natural disasters, other extraordinary items and early extinguishment of debt. 
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IS_EPS 
Basic Earnings 
Per Share 
IS_EPS 
Basic Earnings Per Share 
Also available as Historical field. INDUSTRIALS: Bottom-line Earnings Per Share.  Includes the effects of all one-time, non-
recurring and extraordinary gains/losses.  Uses Basic Weighted Average Shares excluding the effects of convertibles. Computed 
as Net Income Available to Common Shareholders divided by the Basic Weighted Average Shares outstanding. United Kingdom: 
FRS 3-Financial Reporting Standard 3-'Reporting Financial Performance' requires companies to include ALL items of cost and 
revenue in their EPS calculation. This also includes extraordinary, abnormal, discontinued and one-off items.  Hence this EPS is 
based on the bottom line figure-net profit.  Before the adoption of FRS 3, 'FRS 3 EPS' was calculated as follows: ('Net Profit' - 
'Preferred Dividend')/'Avg. # of Shares' 
After the adoption of FRS 3 (06/22/93), 'FRS 3 EPS' is the EPS disclosed by the company. EPS is disclosed on the net basis (not nil 
bases). 
BANKS: Earnings Per Share: Bottom-line EPS.  Includes the effects of all one-time and extraordinary gains/losses. Uses weighted 
average shares excluding the effects of convertibles. 
UK: FRS 3-Financial Reporting Standard 3-'Reporting Financial Performance' requires companies to include ALL items of cost 
and revenue in their EPS calculation. This also includes extraordinary, abnormal, discontinued and one-off items.  Hence this EPS 
is based on the bottom line figure-net profit. Before the adoption of FRS 3, 'FRS 3 EPS' was calculated as follows: ('Net Profit' - 
'Preferred Dividend')/'Avg. # of Shares' After the adoption of FRS 3 (06/22/93), 'FRS 3 EPS' is the EPS disclosed by the company. 
EPS is disclosed on the net basis (not nil bases). 
FINANCIALS: Earnings Per Share: Bottom-line Earnings Per Share. Includes the effects of all one-time, non-recurring and 
extraordinary gains/losses.  Uses Basic Weighted Average Shares excluding the effects of convertibles. 
Computed as Net Income Available to Common Shareholders divided by the Basic Weighted Average Shares outstanding. 
United Kingdom: FRS 3 - Financial Reporting Standard 3-'Reporting Financial Performance' requires  ALL items of cost and 
revenue in their EPS calculation.  This also includes extraordinary, abnormal, discontinued and one-off items.  Hence this EPS is 
based on the bottom line figure-net profit. 
Before the adoption of FRS 3, 'FRS 3 EPS' was calculated as follows: ('Net Profit' - 'Preferred Dividend')/'Avg. # of Shares' After 
the adoption of FRS 3 (06/22/93), 'FRS 3 EPS' is the EPS disclosed by the company. EPS is disclosed on the net basis (not nil 
basis). 
INSURANCES: Earnings Per Share: Bottom-line EPS. Includes the effects of all one-time and extraordinary gains/losses. Uses 
weighted average shares excluding the effects of convertibles. UK: FRS 3-Financial Reporting Standard 3-'Reporting Financial 
Performance' requires companies to include ALL items of cost and revenue in their EPS calculation.  This also includes 
extraordinary, abnormal, discontinued and one-off items.  Hence this EPS is based on the bottom line figure-net profit. Before the 
adoption of FRS 3, 'FRS 3 EPS' was calculated as follows: ('Net Profit' - 'Preferred Dividend')/'Avg. # of Shares' After the adoption 
of FRS 3 (06/22/93), 'FRS 3 EPS' is the EPS disclosed by the company. EPS is disclosed on the net basis (not nil basis). 
UTILITIES: Earnings Per Share: Bottom-line Earnings Per Share.  Includes the effects of all one-time, non-recurring and 
extraordinary gains/losses.  Uses Basic Weighted Average Shares excluding the effects of convertibles. 
Computed as Net Income Available to Common Shareholders divided by the Basic Weighted Average Shares outstanding.  
REITS: Earnings Per Share: Basic earnings per share.  Uses weighted average shares excluding the effects of convertibles. Includes 
the effects of all unusual gains or losses, gains or losses from sale of real estate investment properties, accounting standard 
changes, discontinued operations, early extinguishments of debt and extraordinary gains/losses. 
EQY_DPS 
Dividends per 
share for EPS 
EQY_DPSDividends per share for EPSAlso available as Historical field. Returns the latest reported annual dividend per share.  
Override fields Equity Fundamental Year (DS324, EQY_FUND_YEAR) and Fundamental Period (DS323, FUND_PER) can be 
used to retrieve interim data. For companies where the dividend frequency and the reporting frequency don't match, this field 
may not be available for interim periods.Dividend Per Share:In North America, South America and Japan, this field includes the 
sum of regular cash and special cash dividends per share.  In Europe, Middle East, Asia, and Pacific region this field is based only 
on the regular cash dividends per share and excludes memorial and special cash dividends.For all regions, this field excludes 
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returns of capital and in-specie dividend payments.For dividend history including interim dividends, also see DV022 and DV023. 
This field is not populated for multiple shares companies with different dividends from each class. Please refer to Dividend Per 
Share Ind Annual - Gross (DV039, EQY_IND_DPS_ANNUAL_GROSS) to view the dividend per each class of shares of multiple-
share companies 
DVD_CRNCY 
Dividend 
Currency 
DVD_CRNCY 
Dividend Currency 
Currency code in which the upcoming dividend is paid. 
IS_AVG_NUM_SH_FOR_EPS 
Average 
Number of 
Shares for EPS 
IS_AVG_NUM_SH_FOR_EPS 
Average Number of Shares for EPS 
Also available as Historical field. Average Number of Shares Basic is the weighted average shares outstanding during the period 
used for the calculation of EPS, excluding the effects of convertibles. May be calculated using Net Income and Basic EPS if it is not 
disclosed. Available for Industrial, Bank, Financial, Utilities, and REITs formats. 
BOOK_VAL_PER_SH 
Book Value 
per Share 
BOOK_VAL_PER_SH 
Book Value per Share 
Also available as Historical field. A measure used by owners of common shares in a firm to determine the level of safety 
associated with each individual share after all debts are paid accordingly. Calculated as: Total Common Equity / Number of 
Shares Outstanding Where: Total Common Equity is RR010, TOT_COMMON_EQY Shares Outstanding is BS081, BS_SH_OUT  
BS_SH_OUT 
Number of 
Shares 
Outstanding 
BS_SH_OUT 
Number of Shares Outstanding 
Also available as Historical field 
INDUSTRIALS: Shares Outstanding: Net of Treasury Shares. The combined number of primary common share equivalents of all 
classes outstanding in millions as of the Balance Sheet date for multiple share companies.  Should be on the same basis as the 
number of shares used in computing Basic EPS:  Compare shares outstanding to the Basic Weighted average shares for the period 
to determine which classes of convertible shares and/or shares in ESOP/employee trusts need to be included or excluded from 
Balance Sheet Shares. If multiple common shares exist, all shares are converted to the primary common equivalents and detailed 
information for each type of common share is in the multiple share pages. Excludes unearned shares in Employee Stock-Option 
Plan (ESOP), i.e., shares that have not vested.  Once they vest they are no longer held by the company and are included in Shares 
Outstanding.  If no disclosure, assumption is that shares are vested and outstanding. 
United Kingdom: 
Do not include deferred shares and preferred shares. 
Do not include shares to be issued. (even though they might be part of share capital for BS064, Share capital & APIC) 
BANKS: Shares Outstanding: Excludes treasury stock and unearned ESOP shares. Number of primary common share equivalents 
outstanding in millions at fiscal year-end for multiple share companies. If multiple common shares exist, all shares are converted 
to the primary common equivalents. 
FINANCIALS: Shares Outstanding: Excludes treasury stock and unearned ESOP shares. Number of primary common share 
equivalents in millions outstanding at fiscal year-end for multiple share companies. If multiple common shares exist, all shares 
are converted to the primary common equivalents. 
INSURANCES: Shares Outstanding: Excludes treasury stock and unearned ESOP shares. Number of primary common share 
equivalents outstanding at the end of the period.  
UTILITIES: Shares Outstanding: Net of Treasury Shares. The combined number of primary common share equivalents of all 
classes outstanding in millions as of the Balance Sheet date for multiple share companies.  Should be on the same basis as the 
number of shares used in computing Basic EPS: Compare shares outstanding to the Basic Weighted average shares for the period 
to determine which classes of convertible shares and/or shares in ESOP/employee trusts need to be included or excluded from 
Balance Sheet Shares. If multiple common shares exist, all shares are converted to the primary common equivalents and detailed 
information for each type of common share is in the multiple share pages. Excludes unearned shares in Employee Stock-Option 
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Plan (ESOP), i.e., shares that have not vested.  Once they vest they are no longer held by the company and are included in Shares 
Outstanding.  If no disclosure, assumption is that shares are vested and outstanding. 
REITS: Shares Outstanding: Number of primary common shares outstanding in millions at the end of fiscal period, excluding 
treasury stock and operating partnership units. Includes all classes of shares converted into primary share equivalents if more 
than one class of shares exist. 
CUR_MKT_CAP 
Current 
Market 
Capitalisation 
CUR_MKT_CAPCurrent Market CapitalisationAlso available as Historical field. Total current Market Value of all of a company's 
outstanding shares stated in the pricing currency. Capitalization is a measure of corporate size.  For the historical market value, 
use Historical Market Cap (RR250, HISTORICAL_MARKET_CAP), returned in the fundamental currency.  Market capitalization 
will be returned in the pricing currency of the security except for the cases: If Pricing Currency then Market Currency GBp 
(BRITISH PENCE) GBP (BRITISH POUND)NON MULITIPLE-SHARE COMPANIES: Current market capitalization is calculated 
as: Current Shares Outstanding * Last Price. Where: Current Shares Outstanding is DS124, EQY_SH_OUT Last Price is PR005, 
PX_LAST. For certain countries, DS124 excludes treasury shares.  Please see DS124, EQY_SH_OUT definition for details. If the 
last price available is past more than 50 days, refer to Market Cap - Last Trade (RX066, MKT_CAP_LAST_TRD) (available to set 
as Market Cap Default on FPDF settings). For companies which trade on multiple regional exchanges, the Composite Ticker is 
used in the end-of-day calculation of the market cap. Refer to Composite Exchange Code (DS291, COMPOSITE_EXCH_CODE) 
for the exchange code of the composite ticker. The intraday value of market cap is calculated separately for each local exchange 
ticker. MULTIPLE-SHARE COMPANIES: Current market cap is the sum of the market capitalization of all classes of common 
stock, in millions.  If only one class is listed, the price of the listed-class is applied to any unlisted shares to determine the total 
market value. If there are two or more listed classes and one or more unlisted classes, the average price of the listed classes is 
applied to the unlisted shares to compute the total market value.  'Company Has Multiple Shares' (DS738, MULTIPLE_SHARE) 
indicates if the company has multiple shares. If a class of shares has not traded for more than 60 days, 'Last Price' will take what 
is available in the order of:1. Ask price2. Bid price3. Weighted average of all related priced securities.For a single class of market 
capitalization, please refer to Current Market Capitalization of a Share Class (RR233, 
CURRENT_MARKET_CAP_SHARE_CLASS). Figure is reported in million; the Scaling Format Override (DY339, 
SCALING_FORMAT) can be used to change the display units for the field. 
EQY_BETA Beta 
EQY_BETA 
Beta 
Estimate of a security's future beta. This is an adjusted beta derived from the past two years of weekly data, but modified by the 
assumption that a security's beta moves toward the market average over time. The formula used to adjust beta is : adjusted Beta = 
(0.66666) * Raw Beta + (0.33333) * 1.0 Where: Raw Beta is (RK167, EQY_RAW_BETA) Equities:  Values are calculated using 
Relative Index (PR240, REL_INDEX) for the security. Only the prices for the stock and its relative index are used in the 
calculation. Funds: Values are calculated using the Fund Primary Benchmark (FD048, FUND_BENCHMARK_PRIM), when 
available. If primary benchmark is not available, Relative Index (PR240, REL_INDEX) is used. 
EQY_RAW_BETA Raw Beta 
EQY_RAW_BETA 
Raw Beta 
Volatility measure of the percentage price change of the security given a one percent change in a representative market index. 
The beta value is determined by comparing the price movements of the security and the representative market index for the past 
two years of weekly data. 
WACC_COST_EQUITY WACC Equity 
WACC_COST_EQUITY 
WACC Equity 
Also available as Historical field. Derived by the Capital Asset Pricing Model (CAPM). * Cost of Equity = Risk-free Rate + [Beta x 
Country Risk Premium] * The default value for the risk-free rate is the country's long-term bond rate (10-year) 
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WACC WACC 
WACCWACCAlso available as Historical field* WACC = [KD x (TD/V) ] + [ KP x (P/V) ] + [ KE x (E/V) ]* KD = Cost of Debt, 
TD = Total Debt, V = Total Capital* KP = Cost of Preferred, P = Preferred Equity, KE = Cost of Equity, E = Equity Capital* Total 
Capital = Total Debt + Preferred Equity + Equity Capital.  Figures are drawn from the company's most recent report, annual or 
interim. 
EQY_FUND_CRNCY 
Currency 
Override 
EQY_FUND_CRNCY 
Currency Override 
Currency in which the fundamental data is reported. This field will only populate if fundamental data is available for the 
security. Indices: This field will default to the pricing currency of the index. 
EQY_SH_OUT 
Total current 
number of 
shares 
outstanding 
EQY_SH_OUT 
Total current number of shares outstanding 
Also available as Historical field. Total current number of shares outstanding. This data may have been obtained from annual, 
semi-annual, and quarterly reports, Edgar filings, press releases, or stock exchanges from May 2000 to present. Prior to May 2000, 
daily shares outstanding data is populated from Interim and Annual Reports only for all single-share class companies and does 
not return data fro Multiple Share companies. The value is quoted in millions. See Current Shares Outstanding Real Value 
(DS381, EQY_SH_OUT_REAL) for the unrounded number of shares value or Shares Outstanding (BS081, BS_SH_OUT) for 
historical shares outstanding. In most countries, the number of shares outstanding may include treasury shares, if any. Where 
disclosure allows, Bloomberg makes best efforts to remove both cancelled and treasury shares on a timely basis. 
The number of shares outstanding excludes treasury shares. 
American Depository Receipts (ADR)/Global Depository Receipts (GDR):  
Number of underlying equivalent shares. For true ADR/GDR shares outstanding, please refer to Current ADRs Outstanding 
(AD031, ADR_SH_OUT).  
For units, it is the sum of shares outstanding for all underlying securities divided by the number of securities one unit is made of. 
BS_LT_BORROW 
Long Term 
Borrowing 
BS_LT_BORROW 
Long Term Borrowing 
Also available as Historical field. All interest-bearing financial obligations that are not due within a year. 
Includes convertible, redeemable, retractable debentures, bonds, loans, mortgage debts, sinking funds, and long-term bank 
overdrafts. 
Excludes short-term portion of long term debt, pension obligations, deferred tax liabilities and preferred equity. 
Includes subordinated capital notes. 
Includes long term hire purchase and finance lease obligations. 
Includes long term bills of exchange and bankers acceptances. 
May include shares issued by subsidiaries if the group has an obligation to transfer economic benefits in connection with these 
shares. 
Includes mandatory redeemable preferred and trust preferred securities in accordance with FASB 150 effective June 2003. 
Includes other debt which is interest bearing. 
Net with unamortized premium or discount on debt. 
May include fair value adjustments of embedded derivatives. 
For Real Estate Investment Trusts (REITs), this field is used either for secured debt or long term borrowing. Secured debt refers to 
mortgage and other secured debt collateralized by property or assets of the company. Includes all secured borrowings regardless 
of length of term. 
Available for all formats. 
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BS_ST_BORROW 
Short Term 
Borrowing 
BS_ST_BORROWShort Term BorrowingAlso available as Historical field. Includes bank overdrafts, short-term debts and 
borrowings, repurchase agreements (repos) and reverse repos, short-term portion of long-term borrowings, current obligations 
under capital (finance)leases, current portion of hire purchase creditors, trust receipts, bills payable, bills of exchange, bankers 
acceptances, interest bearing loans, and short term mandatory redeemable preferred stock. Net with unamortized premium or 
discount on debt and may include fair value adjustments of embedded derivatives.For banks and financials, includes call money, 
bills discounted, federal funds purchased, and due to other banks or financial institutions.For Real Estate Investment Trusts 
(REITs), includes all unsecured borrowings regardless of length of term. This field is used either for unsecured debt or short term 
borrowing. Unsecured debt refers to mortgage and other secured debt which is not collateralized by property or assets of the 
company.Available for all formats. 
SHORT_AND_LONG_TERM_DEBT 
Short and 
Long Term 
Debt 
SHORT_AND_LONG_TERM_DEBT 
Short and Long Term Debt 
Also available as Historical field. INDUSTRY, INSURANCE, UTILITIES 
Sum of Short Term Debt and Long term Debt. 
Where: 
  Short Term Debt is ST Borrowings (BS047, BS_ST_BORROW) 
  Long Term Debt is LT Borrowings (BS051, BS_LT_BORROW) 
For companies with financing subsidiaries and report detailed financial statements for both manufacturing and financing 
subsidiaries, this field returns M4379, TOTAL_DEBT_MFG_OPERATIONS 
BANKS and FINANCIALS 
Sum of Short Term Debt, Securities Sold With Repurchase Agreements, and Long Term Debt. 
Where: 
  Short Term Debt is ST Borrowings (BS047, BS_ST_BORROW) 
  Long Term Debt is LT Borrowings (BS051, BS_LT_BORROW) 
  Securities Sold With Repurchase Agreements is Sec Sold with Repo Agreements (BS049, BS_SEC_SOLD_REPO_AGRMNT) 
Real Estate Investment Trusts (REITs):  
Sum of Unsecured Debt and Secured Debt.  
Where: 
  Unsecured Debt is BS047, BS_ST_BORROW 
  Secured Debt is BS051, BS_LT_BORROW 
Equity Indices: 
Index fundamentals are calculated as weighted average of the underlying equities. For fundamental values and ratios, the 
number of weighted shares in the index multiplied by the value or ratio will be delivered. 
BS_ST_DEBT 
Short Term 
Debt  
BS_ST_DEBT 
Short Term Debt  
Also available as Historical field.  
UTILITIES Short Term Debt: 
Includes bank overdrafts, short-term debts and borrowings, repurchase agreements (repos) and reverse repos. 
Subsidiaries should include Advances from affiliates here. 
ARD_LT_DEBT 
ARD Long 
Term Debt 
ARD_LT_DEBTARD Long Term DebtAlso available as Historical fieldThis is the Long Term Debt figure as reported by company.  
The account title may be standardized and slightly different from the original account title in the company's financial statement. 
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NET_DEBT_PER_DILUTED_SHARE 
Net Debt per 
diluted share 
NET_DEBT_PER_DILUTED_SHARE 
Net Debt per diluted share 
Also available as Historical field. Net debt per diluted share. Calculated as: 
Net Debt divided by Shares for Fully Diluted EPS. 
Where: 
Net Debt is RR208, NET_DEBT 
Shares for Fully Diluted EPS is IS062, IS_SH_FOR_FULLY_DILUTED_EPS. 
NET_DEBT Net Debt 
NET_DEBT 
Net Debt 
Also available as Historical field. Metric that shows a company's overall debt situation by netting the value of a company's 
liabilities and debts with its cash and other similar liquid assets. Calculated as: 
Total Debt - Cash & Marketable Securities - Collaterals 
In the banking, financial services, and insurance formats, marketable securities are not subtracted to arrive at Net Debt. 
Where: Total Debt is RR251, SHORT_AND_LONG_TERM_DEBT 
Cash & Marketable Securities is RR253, CASH_AND_MARKETABLE_SECURITIES 
Collaterals is BS494, BS_COLLATERALS_CASH_MKT_ST_INV 
NET_DEBT_PER_SHARE 
Net Debt per 
share 
NET_DEBT_PER_SHARE 
Net Debt per share 
Also available as Historical field. This field returns RR208 Net Debt divided by the period-end shares outstanding. Available for 
all formats. 
Equity Index:  Net Debt per Share, calculated by summing current Net Debt per Share (RX071, NET_DEBT_PER_SHARE) of the 
member companies times the shares in the index, divided by the index divisor. 
TOTAL_DEBT_PER_SHARE 
Total debt per 
share 
TOTAL_DEBT_PER_SHARE 
Total debt per share 
Also available as Historical field. Total debt per share. Calculated as: 
Total Debt / Shares Outstanding 
Where: 
Total Debt is RR251, SHORT_AND_LONG_TERM_DEBT 
Shares Outstanding is BS081, BS_SH_OUT. 
Field 
Field - 
Detailed 
Definitions (from April 2013)  
PE_RATIO 
Price-to-
Earnings Ratio 
Ratio of the price of a stock and the company's earnings per share. For all countries not otherwise mentioned below it is 
calculated as Last Price(PR005, PX_LAST) divided by Trailing 12M EPS before XO items(RR819, 
TRAIL_12M_EPS_BEF_XO_ITEM) or Basic EPS Before XO(IS064, IS_EARN_BEF_XO_ITEMS_PER_SH) if only annual earnings 
exist.. 
US and Canada:   Calculated as Last Price(PR005, PX_LAST) divided by Trailing 12M Diluted EPS From Cont OPS(RR844, 
T12M_DIL_EPS_CONT_OPS) or Diluted EPS From Continuing Ops(IS147,(IS_DIL_EPS_CONT_OPS) if only annual earnings 
exist. 
South Africa:   Calculated as Last Price(PR005, PX_LAST) divided by Trailing 12M Special EPS(RR816, 
(TRAIL_12M_SPECIAL_EPS). 
Equity Index: Current Price/Earnings Ratio. Calculated as Last Price (PR005, PX_LAST) divided by Trailing Weighted EPS 
(IN001, T12_EPS_AGGTE). 
RR900 is not computed if the earnings per share is negative. 
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PX_TO_SALES_RATIO 
Price-to-Sales 
Ratio 
The price to sales ratio is the ratio of a stock's last price divided by sales per share.  Average shares outstanding is used when 
calculating sales per share. 
Sales per share is calculated on a trailing 12 month basis where available.  Trailing values are calculated by adding the most 
recent four quarters. 
PX_TO_BOOK_RATIO 
Price-to-Book 
Ratio 
Ratio of the stock price to the book value per share. Calculated as: 
Price to Book Ratio = Last Price / Book Value Per Share 
Where:  
Last Price is PR005, PX_LAST  
Book Value Per Share is RR020, BOOK_VAL_PER_SH  
Data from the most recent reporting period (quarterly, semi-annual or annual) used in the calculation. 
PX_LAST Price Share 
Last price for the security. 
Equities:  Returns the last price provided by the exchange. For securities that trade Monday through Friday, this field will be 
populated only if such information has been provided by the exchange in the past 30 trading days. For initial public offerings 
(IPO), the day before the first actual trading day may return the IPO price. For all other securities, this field will be populated 
only if such information was provided by the exchange in the last 30 calendar days. This applies to common stocks, receipts, 
warrants, and real estate investment trusts (REITs). 
Equity Derivatives:  Equity Options, Spot Indices, Index Futures and Commodity Futures:    Returns the last trade price. No value 
is returned for expired contracts.  Synthetic Options:    Returns N.A. Fixed Income:  Returns the last price received from the 
current pricing source. Value returned will be a discount if Pricing Source Quote Type (DS962, PCS_QUOTE_TYP) is 2 (Discount 
Quoted). Equity Indices:  Returns either the current quote price of the index or the last available close price of the index. Custom 
Indices:  Returns the value the custom index (CIX) expression evaluates to. Since the expression is user defined, the value has no 
units. Economic Statistics:  Provides the revision of the prior release.  Futures and Options:  Returns the last traded price until 
settlement price is received, at which time the settlement price is returned. If no trade or settlement price is available for the 
current day, then the last settlement price received is provided. No value is returned for expired contracts. For historical 
downloads, the price returned depends on the parameter set on the General Defaults for Commodities screen. If "Value" is set to 
4 (default), the settlement price is returned. If "Value" is set to 5, the closing price is returned. Settlement Price (PR277, 
PX_SETTLE) and Futures Trade Price (PR083, FUT_PX) can be used instead to return settlement price and closing price 
respectively at all times regardless of these parameters.  Swaps and Credit Default Swaps:  Not supported for synthetics. Mutual 
Funds:  Closed-End, Exchange Traded and Open-End Funds Receiving Intraday Pricing from Exchange Feeds:    Returns the most 
recent trade price.   Open-End and Hedge Funds:    Returns the net asset value (NAV). If no NAV is available, the bid is returned, 
and if no bid is available then the ask is returned.  Money Market Funds that Display Days to Maturity and Yield:    Returns a 
yield. Currencies:  Broken Date Type Currencies (e.g. USD/JPY 3M Curncy):    Returns the average of the bid and ask.   For All 
Other Currency Types:    Returns the last trade price if it is valid and available. If last trade is not available then mid price is 
returned. Mid price is the average of the bid and ask. If a valid bid and ask are not available, then a bid or ask is returned based 
on which is non-zero. If no data is available for the current day, then the previous day's last trade is returned. OTC FX Options:  
Returns the premium of the option in nominal amount. Returns the price of the option expressed in a currency opposite of the 
notional currency. Mortgages:  Returns the last price received from the current pricing source. If this field is empty for any 
reason, then last ask is returned and if no ask is available, then last bid is returned. Municipals:  Returns the last price received 
from the current pricing source. 
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RETURN_COM_EQY 
Return on 
Common 
Equity 
BANK/FINANCIALS/INDUSTRIALS/INSURANCE/UTILITIES/REITS 
Return on Equity (ROE, in percentage) measures a corporation's profitability by revealing how much profit a company generates 
with the money shareholders have invested.  Calculated as: (T12 Net Income Available for Common Shareholders / Average 
Total Common Equity) * 100 Where:  T12 Net Income Available for Common Shareholders is T0089, 
TRAIL_12M_NET_INC_AVAI_COM_SHARE  Average Total Common Equity is the average of the beginning balance and 
ending balance of RR010, TOT_COMMON_EQY If either the beginning or ending total common equity is negative, ROE will not 
be calculated. 
EARN_FOR_COMMON 
Net Income to 
Common 
Shareholders 
Net Income Available To Common Shareholders: 
This field is calculated as IS050 Net Income minus IS051 Cash Dividend for Preferred Stock minus IS168 Other Adjustments. 
TOT_COMMON_EQY 
Total Common 
Equity 
INDUSTRIALS Total common equity is calculated using the following formula: Share Capital & APIC + Retained Earnings  
BANKS Total common equity is calculated using the following formula: Share Capital & APIC + Retained Earnings 
FINANCIALS Total common equity is calculated using the following formula: Share Capital & APIC + Retained Earnings 
INSURANCES Total common equity is calculated using the following formula: Share Capital & APIC + Retained Earnings 
UTILITIES Total common equity is calculated using the following formula: Share Capital & APIC + Retained Earnings 
BS_TOT_ASSET Total Assets 
INDUSTRIALS Total Assets: The total of all short and long-term assets as reported on the Balance Sheet. BANKS Total Assets: 
This is the sum of Cash & bank balances, Fed funds sold & resale agreements, Investments for Trade and Sale, Net loans, 
Investments held to maturity, Net fixed assets, Other assets, Customers' Acceptances and Liabilities. Canada: This is the sum of 
Cash & Bank Balances, Short Term Investments, Interbank Assets, Securities Purchased with Resale Agreements, Net loans, 
Investments Held to Maturity, Net fixed assets, Other assets, Customers' Acceptances and Liabilities. FINANCIALS Total Assets: 
Total assets is equal to the sum of Cash & near cash items, Short-term investments & securities inventory, Net receivables, Total 
Long-Term Investments, Net fixed assets, and Other assets. INSURANCES 
Total Assets: Total assets is the sum of Cash & Near Cash Items, Net Receivables, Total Investments, Net Fixed Assets, Deferred 
Policy Acquisition Costs, and Other Assets UTILITIES Total Assets: This account will generally equal Total Assets in the annual 
report, except when Utility plant is net of deferred income taxes.  Deferred income taxes is presented on the credit or liability side 
of the balance sheet. This item is balancing both the debit (assets) and credit (liabilities and shareholders' equity) sides. REITS 
Total Assets: Total Assets is the sum of Net Real Estate Investments, Cash and Equivalents, Other Investments, Receivables, 
Other Assets and Restricted Assets. MUNICIPAL ISSUERS: For general obligation (G.O.) issuers (general fund), this is the total of 
all short-term, restricted, capital and long-term assets as reported on the statement of net assets.  For all other issuers, this is the 
total of all short-term, restricted, unrestricted, capital and long-term assets as reported on the balance sheet. 
NET_ASSETS Net Assets 
* Calculated by subtracting Current Liabilities, Long-term Borrowings, and Other Long-term Liabilities from Total Assets. 
Available for Industrial format only. 
SALES_REV_TURN Sales 
INDUSTRIALS 
Sales/Revenue/Turnover: Total of operating revenues less various adjustments to Gross Sales. Adjustments:  Returns, discounts, 
allowances, excise taxes, insurance charges, sales taxes, and value added taxes (VAT). Includes revenues from financial 
subsidiaries in industrial companies if the consolidation includes those subsidiaries throughout the report. Excludes inter-
company revenue. Excludes revenues from discontinued operations. Includes subsidies from federal or local government in 
certain industries (i.e. transportation or utilities). Canada: May include royalty income and exclude royalty payments. France: 
Reporting formats are diverse: Cost summary method (en liste) Debit/credit format (en compte) The debit/credit format lists all 
of the company's expenses and losses on the debit side and all its income and gains on the credit side, with no clear  paration 
between operating and non-operating activities. Consolidation may be line-by-line, proportional, or by the equity method. When 
the equity method is used, equity earnings from associates are included under Non-Operating Gains and Losses. Germany: Net 
of taxes when available.  Some companies include value-added tax (VAT) and other taxes. Indonesia: May include turnover from 
associated companies. Ireland: Excludes turnover from joint ventures and/or associates. Pre-FRS 3: Includes turnover from 
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continuing and discontinued operations and turnover from acquisitions. 
Post-FRS 3: Includes turnover from continuing operations and acquisitions. Excludes turnover from discontinued operations. Net 
profits from discontinued operations appear in Extraordinary Losses (Gains). Japan: Please see IS297 for Total Operating Revenue 
(Japan) reported in the summary of company earnings report (Kessan Tanshin). Luxembourg: Reporting formats are diverse: 
Cost summary method (en liste) Debit/credit format (en compte) The debit/credit format lists all of the company's expenses and 
losses on the debit side and all its income and gains on the credit side, with no clear separation between operating and non-
operating activities. Consolidation may be line-by-line, proportional or by the equity method. When the equity method is used, 
equity earnings from associates are included under Non-Operating Gains and Losses. South Africa: 
Excludes turnover from discontinued operations, if disclosed. Net profits from discontinued operations are placed in 
'Extraordinary losses (gains) pre-tax. Turnover and Operating Profit from Discontinued Operations are displayed separately as a 
reference item. United Kingdom: 
Excludes turnover from joint ventures and/or associates. Pre-FRS 3: Includes turnover from continuing and discontinued 
operations and turnover from acquisitions. Post-FRS 3: Includes turnover from continuing operations and acquisitions. Excludes 
turnover from discontinued operations. 
Net profits from discontinued operations appear in Extraordinary Losses (Gains). Turnover and operating profit from 
discontinued operations are displayed separately as reference items. U.S.: May include royalty income. BANKS 
Sales/Revenue/Turnover: Gross revenue from any operating activity. Total revenue is defined as the sum of total interest 
income, investment income, trading profit (loss), commissions and fees earned and other operating income. Excludes revenue 
from discontinued operations. Revenue may be negative due to large trading account losses. 
Japan: Please see IS297 for Total Operating Revenue (Japan) reported in the summary of company earnings report (Kessan 
Tanshin). FINANCIALS Sales/Revenue/Turnover: Total of interest income, trading account profits (losses), investment income, 
commissions and fees earned, and other operating income (losses). Excludes revenue from discontinued operations. Revenue 
may be negative due to large trading account losses. Japan: Please see IS297 for Total Operating Revenue (Japan) reported in the 
summary of company earnings report (Kessan Tanshin). INSURANCES 
Sales/Revenue/Turnover All revenues from any operating activities. The sum of net premiums earned, realized investment gain 
(loss), investment income, real estate operations, and other income. Excludes revenue from discontinued operations. UTILITIES 
Total Revenue: Includes revenues from electric, gas, water and other operating revenue. All revenues from any operating activity 
(principal activities). Gross revenues less adjustments. Excludes internal or inter-company revenues, except for privately held 
companies (utility subsidiaries). Excludes revenue from discontinued operations. REITS Sales/Revenue/Turnover: Revenues 
from real estate operating activities. Total of rental income, real estate sales (for Real Estate Operating companies), management 
and advisory fees, mortgage and note income and other operating income. Excludes equity in income from unconsolidated 
entities. Excludes gain/(loss) on sale of rental properties. MUNICIPAL G.O. Total of Operating Revenues.  Includes revenues 
from charges for services, operating grants, capital grants, income taxes, property taxes, sales and use taxes,  motor vehicle taxes, 
other taxes, unrestricted investment earnings and other miscellaneous revenues.  
EBITDA EBITDA 
Earnings Before Interest, Taxes, Depreciation and Amortization (EBITDA) is calculated using the following formula: 
Operating Income (IS033) + Depreciation & Amortization (CF011) 
Note: Depreciation & Amortization is taken from the cash flow statement  
For REITs, Earnings Before Interest, Taxes, Depreciation and Amortization is calculated as follows: 
Operating Income + Provision for Loan Losses + Depreciation Expense + Interest Expense 
For utilities, EBITDA includes amortization of nuclear fuel.  
Available for industrial, financial, utility and REIT and Muni Revenue formats. 
In the financial format, EBITDA is calculated as Operating Income (IS033) + Interest Expense (IS022) + Depreciation & 
Amortization (CF011).  This ratio may not be meaningful for companies in the financial format where interest is a major 
component of revenue. 
Equity Index:  
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EBITDA per Share, calculated by summing Trailing 12 Month EBITDA Per Share (RR856, TRAIL_12M_EBITDA_PER_SHARE) of 
the member companies times the shares in the index, divided by the index divisor. 
EBIT EBIT 
Earnings before interest and taxes is calculated using the following formula: 
Net Sales + Other Operating Income (not available in the U.S.) - Cost of Goods Sold (COGS) - Selling, General & Administrative 
Expenses (SG&A). This field is synonymous with Operating Income (Losses) (IS033, IS_OPER_INC). 
Available for Industrial, REITs (Real Estate Investment Trusts) and Utility formats. 
The reported EBIT is adjusted to correct for non-operating gains and expenses that are included.  Non-operating gains include 
dividend and interest receivable/income, profits on sale of fixed assets/investments, foreign currency gains, share of associates' 
net profits.  Non-operating expenses include interest expenses, finance charges, borrowing costs, loss on sales of fixed 
assets/investments, foreign currency losses, share of associates net losses. 
Equity Index: 
Earnings before interest and taxes (EBIT) per share, calculated by summing all members' latest EBIT (RR002, EBIT) converted to a 
per/share value, multiplied by shares in the index, divided by the index divisor.  
Available for quarterly, semiannual, and trailing 12 month periodicities. 
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IS_OPER_INC 
Operation 
Income or 
Losses 
INDUSTRIALS 
Operating Income (Losses): 
Operating income is calculated using the following formula: 
Net Sales + Other Operating Income (not available in the U.S.) - Cost of Goods Sold (COGS) - Selling, General & Administrative 
Expenses (SG&A). 
This field is synonymous with RR002 EBIT. 
The reported operating income (loss) is adjusted to correct for non-operating gains and expenses that are included.  Non-
operating gains include dividend and interest receivable/income, profits on sale of fixed assets/investments, foreign currency 
gains, share of associates' net profits.  Non-operating expenses include interest expenses, finance charges, borrowing costs, loss 
on sales of fixed assets/investments, foreign currency losses, share of associates net losses. 
BANKS 
Operating Income (Losses) 
Total operating revenue minus total operating expenses. 
Total operating expenses includes interest expense, provision for loan losses, commissions and fees paid and other operating 
(non-interest) expenses. 
FINANCIALS 
Operating Income (Losses): 
Total operating revenue minus total operating expenses. 
Total operating expenses includes interest expense, provision for loan losses, commissions and fees paid, and other operating 
expense. 
INSURANCES 
Operating Income (Losses): 
Operating inc(loss) is calculated as Total Revenue - Insurance Claims/Charges - Underwriting Costs - Other Operating Expenses. 
UTILITIES 
Operating Income (Losses): 
Revenue minus fuel costs, purchased power, purchased gas, maintenance, depreciation, non-income taxes and other expenses. 
Operating income is before income tax. 
REITS 
Operating Income (Losses): 
Total operating revenue minus total operating expense. 
Excludes income before asset sales, extraordinary items, equity in income of unconsolidated partnerships and ventures and 
minority/partnerships interests, non-recurring gains or losses and other non-operating gains or losses. 
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IS_INT_EXPENSES 
Interest 
Expense - 
Banks/Finance 
Also available as Historical field 
INDUSTRIALS Interest Expense: Net of Capitalized Interest Expenses. Net Interest Expense may be used if it is a close 
approximation of actual interest expense (based on analysis of investment and debt).  When actual interest expense is not 
disclosed or cannot be approximated, this field is left blank and the net figure is presented as a portion of Net Non-Operating L 
(G).  Includes amortization of debt discount or premium, debt issuance expenses, and factoring expenses. Includes preferred 
dividends on mandatory redeemable preferred and trust preferred securities in accordance with FASB 150 effective June 2003. 
Excludes interest cost from defined benefit pension plan.   Australia: Includes finance charges and borrowing costs. Excludes 
interest cost from defined benefit pension plan.  Austria: Includes interest expense related to dividend participation certificates 
(Genussscheine). Brazil: May include loss/gain on inflation when not disclosed separately. Interest on capital is deducted from 
interest expense if the total dividend payment is disclosed. France: Includes payment on subordinated and perpetual loans. 
Germany: Includes interest expense related to dividend participation certificates (Genussscheine). Ireland: If financing costs are 
explicitly relating to borrowing, they should be included in interest expenses.  If not, they should go to IS037. Includes share of 
associates/joint ventures interest expense. Luxembourg: 
'Interest expense' includes payments on subordinated debt and perpetual loans, but not dividend payments to preferred share, 
which appear under 'Tot cash pref. dvd' The definition of financial expenses is broad.  Only financial interest is included in this 
caption.  Depreciation expenses on financial assets have been classified under 'Int inc & Net other L(G).' New Zealand: Includes 
finance charges and borrowing costs.  South Africa:  Interest payable on finance leases, if included in Operating expenses, is 
reclassified in 'Interest payable (expenses).'  United Kingdom: 
If financing costs are explicitly relating to borrowing, they should be included in interest expenses. If not, they should go to IS037. 
Includes interest payable on finance leases. Includes share of associates/joint ventures interest expense.  INSURANCES Interest 
Expense: Gross interest expense on general corporate debt. Includes amortization of debt discount or premium. UTILITIES Total 
Interest Expense: Interest expense is reduced by 'Interest capitalized' or Allowance for funds used during construction ('AFUDC'). 
Equals long-term interest expense plus short-term interest expense plus amortization of debt discount or premium, debt issuance 
expenses, and factoring expenses, etc. Not netted with interest income received. Interest expense related to borrowings used to 
fund investment purchases should be netted with investment income. Does not include dividends of preferred shares issued by 
subsidiaries. Interest expense less 'AFUDC' or 'Interest capitalized' is searchable on the Bloomberg functions QSRC and RV under 
Interest expense. Includes preferred dividends on mandatory redeemable preferred and trust preferred securities in accordance 
with FASB 150 effective June 2003. REITS Interest Expense: Interest expense associated with debt financing, mortgages and other 
borrowings. Includes amortization of debt discount or premium, amortization of deferred loan fees, debt issuance expenses, 
financing costs and related debt expenses. Includes preferred dividends on mandatory redeemable preferred and trust preferred 
securities in accordance with FASB 150 effective June 2003. Japan: Interest expenses from non-operating activities may be 
included is not disclosed separately. Sweden: 
Interest expenses are reported net of subsidies.  
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CF_DEPR_AMORT 
Depreciation & 
Amortisation 
Also available as Historical field 
INDUSTRIALS 
Depreciation & Amortization: Includes all depreciation and amortization expenses included as a part of Cost of Goods Sold and 
Selling, General and Administrative Expenses (Operating Expenses). May be negative if company amortizes negative goodwill. 
Includes amortization of deferred stock compensation. Excludes amortization of debt discount.  Media Companies: Excludes 
amortization of Programming Rights/Sublicensing Rights/Content Library. Finland: Includes depreciation expenses in excess of 
that allowed by the tax code. Japan: For consolidated statements, includes amortization of long-term prepaid expenses and 
amortization of deferred assets. Malaysia: May include write-off or write-down of intangible assets when disclosed together with 
regular amortization. BANKS Depreciation & Amortization: Includes depreciation and amortization expenses and provision for 
loan losses. May be negative if company amortizes negative goodwill. Includes amortization of deferred stock compensation. 
Excludes amortization of debt discount. Japan: Includes the amount of loans directly written off net of recoveries. FINANCIALS 
Depreciation &  Amortization: 
Includes depreciation and amortization expenses and provision for loan losses. May be negative if company amortizes negative 
goodwill. Includes amortization of deferred stock compensation. For investment management companies only, includes 
amortization of deferred sales commissions. 
Excludes amortization of debt discount. INSURANCES Depreciation and Amortization Includes depreciation and amortization 
of property and equipment, amortization of goodwill and change in the provision for loan losses. May be negative if company 
amortizes negative goodwill. Includes amortization of deferred stock compensation and amortization of deferred policy 
acquisition costs. Excludes amortization of debt discount. UTILITIES Depreciation & Amortization: Includes depreciation and 
amortization expenses included as a part of Cost of Goods Sold and Selling, General and Administrative Expenses (Operating 
Expenses). May be negative if company amortizes negative goodwill. Includes amortization of deferred stock compensation. 
Excludes amortization of debt discount. REITS Depreciation & Amortization: Depreciation and amortization expenses taken on 
tangible and intangible assets.  
TRAIL_12M_EBITDA_PER_SHARE 
Trailing 12-
month 
EBITDA per 
Basic Share 
Also available as Historical field 
* Trailing 12-month EBITDA per basic share, calculated as the sum of EBITDA per basic for the most recent four quarters. 
Available for all formats. 
NET_INCOME Net Income 
Also available as Historical field 
INDUSTRIALS 
Net Income (Losses): The profit after all expenses have been deducted. Includes the effects of all one-time, non-recurring, and 
extraordinary gains, losses, or charges. South Africa: Also known as attributable income. BANKS Net Income (Losses) The profits 
after all expenses have been deducted. FINANCIALS Net Income (Losses): The profit after all expenses have been deducted. 
INSURANCES Net Income (Losses): The profits after all expenses have been deducted. UTILITIES Net Income/Net Profit 
(Losses): The profits after all expenses have been deducted. REITS Net Income (Losses): Net profits after all expenses have been 
deducted. Includes the effects of discontinued operations, accounting standard changes, natural disasters, other extraordinary 
items and early extinguishment of debt. 
IS_EPS Basic Earnings Also available as Historical field INDUSTRIALS Earnings Per Share: Bottom-line Earnings Per Share.  Includes the effects of all 
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Per Share one-time, non-recurring and extraordinary gains/losses.  Uses Basic Weighted Average Shares excluding the effects of 
convertibles.  Computed as Net Income Available to Common Shareholders divided by the Basic Weighted Average Shares 
outstanding.  Argentina: Unless company reports EPS, this is Net Majority Income divided by Weighted average number of 
shares outstanding.  Brazil:  Unless company reports EPS, this is Net Majority Income divided by  Weighted average number of 
shares outstanding.  Earnings per share is computed based on the quotation lot of the Company. Please refer to PR091, 
PX_QUOTE_LOT_SIZE for the quotation lot.  Chile: Unless company reports EPS, this is Net Majority Income divided by 
Weighted average number of shares outstanding.  China: Historical EPS is not adjusted for the rights issue.  Colombia: Unless 
company reports EPS, this is Net Majority Income divided by Weighted average number of shares outstanding.  Finland: Net 
Income divided by average number of shares outstanding. Earnings per share reported by the company appears under 'Special 
EPS.'  France: In the case of preferred shares, 'Tot cash pref. dvd' is deducted from 'Net income (loss)' before the EPS calculation.  
Greece: Net income and EPS may include income taxes from the parent company's appropriation statement.  Indonesia: May 
include participating preferred shares in the calculation of EPS.  Ireland: FRS 3-Financial Reporting Standard 3-'Reporting 
Financial Performance' requires companies to include ALL items of cost and revenue in their EPS calculation. This also includes 
extraordinary, abnormal, discontinued and one-off items.  Hence this EPS is based on the bottom line figure-net profit. Before the 
adoption of FRS 3, 'FRS 3 EPS' was calculated as follows: ('Net Profit' - 'Preferred Dividend')/'Avg. # of Shares' After the adoption 
of FRS 3 (06/22/93), 'FRS 3 EPS' is the EPS disclosed by the company. EPS is disclosed on the net basis (not nil basis).  Mexico: 
Unless company reports EPS, this is Net Majority Income divided by Weighted average number of shares outstanding.   
Netherlands: EPS is computed unless the company provides EPS. Peru: Unless company reports EPS, this is Net Majority Income 
divided by Weighted average number of shares outstanding. South Africa: EPS after extraordinary items is based on the bottom 
line figure-net profit, and is calculated as follows:  ('Net Profit' - 'Preferred Dividend')/'Avg. # of Shares' Also known as 
attributable EPS. South Korea: Calculated using the average shares outstanding as an estimate if quarterly earnings per share 
data is not disclosed by the company. Taiwan: Historical EPS is not adjusted for the rights issue. United Kingdom: 
FRS 3-Financial Reporting Standard 3-'Reporting Financial Performance' requires companies to include ALL items of cost and 
revenue in their EPS calculation. This also includes extraordinary, abnormal, discontinued and one-off items.  Hence this EPS is 
based on the bottom line figure-net profit.  Before the adoption of FRS 3, 'FRS 3 EPS' was calculated as follows: ('Net Profit' - 
'Preferred Dividend')/'Avg. # of Shares' After the adoption of FRS 3 (06/22/93), 'FRS 3 EPS' is the EPS disclosed by the company. 
EPS is disclosed on the net basis (not nil basis). Venezuela: Unless company reports EPS, this is Net Majority Income divided by 
Weighted average number of shares outstanding. BANKS Earnings Per Share: Bottom-line EPS.  Includes the effects of all one-
time and extraordinary gains/losses. Uses weighted average shares excluding the effects of convertibles. China: Historical EPS is 
not adjusted for the rights issue. Ireland: FRS 3-Financial Reporting Standard 3-'Reporting Financial Performance' requires 
companies to include ALL items of cost and revenue in their EPS calculation. This also includes extraordinary, abnormal, 
discontinued and one-off items.  Hence this EPS is based on the bottom line figure-net profit. Before the adoption of FRS 3, 'FRS 3 
EPS' was calculated as follows: ('Net Profit' - 'Preferred Dividend')/'Avg. # of Shares' After the adoption of FRS 3 (06/22/93), 
'FRS 3 EPS' is the EPS disclosed by the company. EPS is disclosed on the net basis (not nil basis). South Korea: Interim reports 
sometimes omit EPS. Taiwan: Historical EPS is not adjusted for the rights issue. UK: FRS 3-Financial Reporting Standard 3-
'Reporting Financial Performance' requires companies to include ALL items of cost and revenue in their EPS calculation. This also 
includes extraordinary, abnormal, discontinued and one-off items.  Hence this EPS is based on the bottom line figure-net profit. 
Before the adoption of FRS 3, 'FRS 3 EPS' was calculated as follows: ('Net Profit' - 'Preferred Dividend')/'Avg. # of Shares' After 
the adoption of FRS 3 (06/22/93), 'FRS 3 EPS' is the EPS disclosed by the company. EPS is disclosed on the net basis (not nil 
basis). FINANCIALS Earnings Per Share: Bottom-line Earnings Per Share. Includes the effects of all one-time, non-recurring and 
extraordinary gains/losses.  Uses Basic Weighted Average Shares excluding the effects of convertibles. Computed as Net Income 
Available to Common Shareholders divided by the Basic Weighted Average Shares outstanding. Argentina: Unless company 
reports EPS, this is Net Majority Income divided by Weighted average number of shares outstanding. Brazil: Unless company 
reports EPS, this is Net Majority Income divided by Weighted average number of shares outstanding. Earnings per share is 
computed based on the quotation lot of the Company. Most Brazilian Companies are quoted in lots of one thousand shares.  For 
 386 
these Companies, the earnings per share is per thousand shares.  Some Brazilian Companies also trade in lots of one hundred and 
ten thousand shares. Chile: Unless company reports EPS, this is Net Majority Income divided by Weighted average number of 
shares outstanding.  China: Historical EPS is not adjusted for the rights issue. Colombia: Unless company reports EPS, this is Net 
Majority Income divided by Weighted average number of shares outstanding. Finland: Net Income divided by average number 
of shares outstanding. Earnings per share reported by the company appears under 'Special EPS.'  France: In the case of preferred 
shares, 'Tot cash pref. dvd' is deducted from 'Net income (loss)' before the EPS calculation. Greece: Net Income and EPS may 
include income taxes from the parent company's appropriation statement. Indonesia: May include participating preferred shares 
in the calculation of EPS.  Ireland: FRS 3-Financial Reporting Standard 3-'Reporting Financial Performance' requires companies to 
include ALL items of cost and revenue in their EPS calculation. This also includes extraordinary, abnormal, discontinued and 
one-off items.  Hence this EPS is based on the bottom line figure-net profit. Before the adoption of FRS 3, 'FRS 3 EPS' was 
calculated as follows: ('Net Profit' - 'Preferred Dividend')/'Avg. # of Shares' After the adoption of FRS 3 (06/22/93), 'FRS 3 EPS' is 
the EPS disclosed by the company. EPS is disclosed on the net basis (not nil basis). Japan: Calculated for all S2 periods.  Mexico: 
Unless company reports EPS, this is Net Majority Income divided by Weighted average number of shares outstanding. 
Netherlands: EPS is computed unless the company ovides EPS. Peru: Unless company reports EPS, this is Net Majority Income 
divided by Weighted average number of shares outstanding. South Africa: EPS after extraordinary items is based on the bottom 
line figure-net profit, and is calculated as follows: ('Net Profit' - 'Preferred  ividend')/'Avg. # of Shares' Also known as 
attributable EPS. Taiwan: Historical EPS is not adjusted for rights issues. United Kingdom: FRS 3 - Financial Reporting Standard 
3-'Reporting Financial Performance' requires  ALL items of cost and revenue in their EPS calculation.  This also includes 
extraordinary, abnormal, discontinued and one-off items.  Hence this EPS is based on the bottom line figure-net profit. Before the 
adoption of FRS 3, 'FRS 3 EPS' was calculated as follows: ('Net Profit' - 'Preferred Dividend')/'Avg. # of Shares' After the adoption 
of FRS 3 (06/22/93), 'FRS 3 EPS' is the EPS disclosed by the company. EPS is disclosed on the net basis (not nil basis). Venezuela: 
Unless company reports EPS, this is Net Majority Income divided by Weighted average number of shares outstanding. 
INSURANCES Earnings Per Share: Bottom-line EPS. Includes the effects of all one-time and extraordinary gains/losses. Uses 
weighted average shares excluding the effects of convertibles. Ireland: FRS 3-Financial Reporting Standard 3-'Reporting Financial 
Performance' requires companies to include ALL items of cost and revenue in their EPS calculation. This also includes 
extraordinary, abnormal, discontinued and one-off items.  Hence this EPS is based on the bottom line figure-net profit. Before the 
adoption of FRS 3, 'FRS 3 EPS' was calculated as follows: ('Net Profit' - 'Preferred Dividend')/'Avg. # of Shares' After the adoption 
of FRS 3 (06/22/93), 'FRS 3 EPS' is the EPS disclosed by the company. EPS is disclosed on the net basis (not nil basis). Japan: 
Calculated for all S2 periods. UK: FRS 3-Financial Reporting Standard 3-'Reporting Financial Performance' requires companies to 
include ALL items of cost and revenue in their EPS calculation.  This also includes extraordinary, abnormal, discontinued and 
one-off items.  Hence this EPS is based on the bottom line figure-net profit. Before the adoption of FRS 3, 'FRS 3 EPS' was 
calculated as follows: ('Net Profit' - 'Preferred Dividend')/'Avg. # of Shares' After the adoption of FRS 3 (06/22/93), 'FRS 3 EPS' is 
the EPS disclosed by the company. EPS is disclosed on the net basis (not nil basis). UTILITIES Earnings Per Share: Bottom-line 
Earnings Per Share.  Includes the effects of all one-time, non-recurring and extraordinary gains/losses.  Uses Basic Weighted 
Average Shares excluding the effects of convertibles. Computed as Net Income Available to Common Shareholders divided by 
the Basic Weighted Average Shares outstanding. REITS Earnings Per Share: Basic earnings per share.  Uses weighted average 
shares excluding the effects of convertibles. Includes the effects of all unusual gains or losses, gains or losses from sale of real 
estate investment properties, accounting standard changes, discontinued operations, early extinguishments of debt and 
extraordinary gains/losses.  
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EQY_DPS 
Dividends per 
share for EPS 
Also available as Historical field 
Returns the latest reported annual dividend per share.  Override fields Equity Fundamental Year (DS324, EQY_FUND_YEAR) 
and Fundamental Period (DS323, FUND_PER) can be used to retrieve interim data. For companies where the dividend frequency 
and the reporting frequency don't match, this field may not be available for interim periods. Dividend Per Share: In North 
America, South America and Japan, this field includes the sum of regular cash and special cash dividends per share.  In Europe, 
Middle East, Asia, and Pacific region this field is based only on the regular cash dividends per share and excludes memorial and 
special cash dividends. For all regions, this field excludes returns of capital and in-specie dividend payments. For dividend 
history including interim dividends, also see DV022 and DV023.  This field is not populated for multiple shares companies with 
different dividends from each class. Please refer to Dividend Per Share Ind Annual - Gross (DV039, 
EQY_IND_DPS_ANNUAL_GROSS) to view the dividend per each class of shares of multiple-share companies.  Brazil: 
Computed based on the quotation lot of the Company. Some Brazilian companies trade in lots of one thousand shares.  South 
Africa: May include capitalization awards and scrip options of cash dividends. 
DVD_CRNCY 
Dividend 
Currency 
Currency code in which the latest dividend is paid. 
IS_AVG_NUM_SH_FOR_EPS 
Average 
Number of 
Shares for EPS 
Also available as Historical field Average # of Shares for EPS: Average Number of Shares Basic  is the weighted average shares 
outstanding during the period used for the calculation of EPS, excluding the effects of convertibles.  May be calculated using Net 
Income and Basic EPS if it is not disclosed.  Available for Industrial, Bank, Financial, Utilities, and REITs formats. Austria:  For 
companies with shares of different par value, the share with the highest trading volume is selected as the primary share and 
other shares are converted to primary share equivalents at the par value of the primary share. Belgium: VVPR shares are subject 
to a lower withholding tax. If they trade as a strip detached from an ordinary share (which is the most common usage) they are 
not included in shares outstanding.  China: Historical average # of shares is not adjusted for the rights issue. May use shares 
outstanding.  Denmark: When multiple shares with different par values exist, the primary share is the one that is publicly traded. 
Other types of shares are converted to an equivalent number of shares at the primary share's par value.  France: If the company 
has multiple shares, the ordinary share is the primary share and the total of all types of shares is used to compute EPS. Indonesia: 
May include participating preferred shares.  Israel: For companies with shares of different par values, EPS is calculated per 1 NIS 
of par.  Peru: For companies with shares of different par value, the share with the highest trading volume is selected as the 
primary share and other shares are converted to primary share equivalents at the par value of the primary share.  Switzerland: 
Only shares that receive a dividend are considered for EPS calculation. Shares held in treasury or in reserve typically do not 
receive a dividend. Reserve shares were never outstanding but are held by the company or its bank for conversion purposes. For 
companies with various types of shares and different par values (Bearer shares, Registered shares, Participation certificates), the 
bearer share or the share with the highest trading volume is selected as the primary share. Other types of shares are converted to 
primary share equivalents at the par value of the primary share. When shares have no par value, they are converted to primary 
share equivalents by their dividend parity relative to the primary share. Taiwan: Historical average # of shares is not adjusted for 
the rights issue. May include employee bonus shares and common stock equivalents. May include treasury stocks.  Thailand: 
May include participating preferred shares.  
BOOK_VAL_PER_SH 
Book Value 
per Share 
Also available as Historical field 
A measure used by owners of common shares in a firm to determine the level of safety associated with each individual share 
after all debts are paid accordingly. Calculated as: Total Common Equity / Number of Shares Outstanding Where: Total 
Common Equity is RR010,  _COMMON_EQY 
Shares Outstanding is BS081, BS_SH_OUT BZ: Brazil * Computed based on the quotation lot of the company. Please refer to 
PR091, PX_QUOTE_LOT_SIZE for the quotation lot. 
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BS_SH_OUT 
Number of 
Shares 
Outstanding 
Also available as Historical field INDUSTRIALS  Shares Outstanding: Net of Treasury Shares The combined number of primary 
common share equivalents of all classes outstanding in millions as of the Balance Sheet date for multiple share companies.  
Should be on the same basis as the number of shares used in computing Basic EPS:  Compare shares outstanding to the Basic 
Weighted average shares for the period to determine which classes of convertible shares and/or shares in ESOP/employee trusts 
need to be included or excluded from Balance Sheet Shares. If multiple common shares exist, all shares are converted to the 
primary common equivalents and detailed information for each type of common share is in the multiple share pages. Excludes 
unearned shares in Employee Stock-Option Plan (ESOP), i.e., shares that have not vested.  Once they vest they are no longer held 
by the company and are included in Shares Outstanding.  If no disclosure, assumption is that shares are vested and outstanding. 
Argentina: Includes total number of all classes of common shares issued and outstanding. Typically, companies with more than 
one class of shares assign the same nominal value to all shares and vary the number of voting rights. Australia: This refers to fully 
paid ordinary shares. Partly paid shares are not included in the shares outstanding amount. Austria: This refers to the total 
number of equity securities utstanding, including multiple shares and unlisted shares. Details for each security are provided on 
the MSH page. Brazil: There are different types of common stock. Ordinary shares are the primary shares, preference shares have 
privileges in dividend payments, but have no voting rights. 
There are different classes of preference shares. Canada: Includes escrow shares. Chile: Includes total number of all classes of 
common shares issued and outstanding. China: Historical shares outstanding do not reflect any increase in shares as a result of 
rights issues. Indonesia: 
Includes participating preferred shares. Ireland: Does not include deferred shares and preferred shares. Does not include shares 
to be issued. (even though they might be part of share capital for BS064, Share capital & APIC) Italy: There are different types of 
common stock.  Azione ordinarie will be the primary shares; savings shares (azione di risparmio) receive a higher dividend but 
have no voting rights.  Azione privilegiate also receive a higher dividend and are considered common stock. The different types 
of common stock are detailed on the MSH screen. Japan: May include Treasury shares. Korea: May include treasury shares. 
Malaysia: May include treasury shares. New Zealand: This refers to fully paid ordinary shares.  Partly paid shares are not 
included in the shares outstanding amount. Philippines: Includes number of subscribed shares.  May include treasury shares. 
South Africa: Do not include deferred shares, preferred shares, or treasury shares. Do not include shares to be issued. (even 
though they might be part of share capital for BS064, Share capital & APIC) Switzerland: The total number of shares out is 
reduced by reserve shares, which are shares held by the company or its bank for conversion purposes.  For companies with 
various types of shares and different par values (bearer shares, registered shares, participation certificates): 1. The bearer share or 
the share with the highest trading volume is selected as the primary share and its par value is assigned the parity of 1. 2. The 
other types of shares are converted to primary share equivalents by proportionally adjusting their number as if they had the same 
par value as the primary share. When shares have no par value (dividend-rights certificates/ Genussscheine), their conversion to 
primary share equivalents is determined by their dividend parity to the primary share. Includes unlisted shares. The par value 
and the market value of the various types of shares are displayed on the MSH page. Taiwan: Historical shares outstanding do not 
reflect any increase in shares as a result of rights issues. United Kingdom: Do not include deferred shares and preferred shares. 
Do not include shares to be issued. (even though they might be part of share capital for BS064, Share capital & APIC) BANKS 
Shares Outstanding: Excludes treasury stock and unearned ESOP shares. Number of primary common share equivalents 
outstanding in millions at fiscal year-end for multiple share companies. If multiple common shares exist, all shares are converted 
to the primary common equivalents. Australia: 
Includes fully paid ordinary shares.  Excludes partly paid shares. Canada: Includes escrow shares. China: Historical shares 
outstanding do not reflect any increase in shares as a result of rights issues. Japan: May include treasury shares. Korea: May 
include treasury shares. Philippines: 
Includes number of subscribed shares.  May include treasury shares. Taiwan: Historical shares outstanding do not reflect any 
increase in shares as a result of rights issues. FINANCIALS Shares Outstanding: Excludes treasury stock and unearned ESOP 
shares. Number of primary common share equivalents in millions outstanding at fiscal year-end for multiple share companies. If 
multiple common shares exist, all shares are converted to the primary common equivalents. Canada: Includes escrow shares. 
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China: Historical shares outstanding do not reflect any increase in shares as a result of rights issues. Philippines: Includes number 
of subscribed shares.  May include treasury shares. Taiwan: Historical shares outstanding do not reflect any increase in shares as 
a result of rights issues. Includes subsidiaries held parent's shares. INSURANCES Shares Outstanding: Excludes treasury stock 
and unearned ESOP shares. Number of primary common share equivalents outstanding at the end of the period. Canada: 
Includes escrow shares. Philippines: Includes number of subscribed shares.  May include treasury shares. UTILITIES Shares 
Outstanding: Net of Treasury Shares. The combined number of primary common share equivalents of all classes outstanding in 
millions as of the Balance Sheet date for multiple share companies.  Should be on the same basis as the number of shares used in 
computing Basic EPS: Compare shares outstanding to the Basic Weighted average shares for the period to determine which 
classes of convertible shares and/or shares in ESOP/employee trusts need to be included or excluded from Balance Sheet Shares. 
If multiple common shares exist, all shares are converted to the primary common equivalents and detailed information for each 
type of common share is in the multiple share pages. Excludes unearned shares in Employee Stock-Option Plan (ESOP), i.e., 
shares that have not vested.  Once they vest they are no longer held by the company and are included in Shares Outstanding.  If 
no disclosure, assumption is that shares are vested and outstanding. Canada: Includes escrow shares.  REITS Shares Outstanding: 
Number of primary common shares outstanding in millions at the end of fiscal period, excluding treasury stock and operating 
partnership units. Includes all classes of shares converted into primary share equivalents if more than one class of shares exist. 
Canada: Includes escrow shares.  
CUR_MKT_CAP 
Current 
Market 
Capitalisation 
Also available as Historical field Total current market value of all of a company's outstanding shares stated in the pricing 
currency. Capitalization is a measure of corporate size.  For the historical market value, use Historical Market Cap (RR250, 
HISTORICAL_MARKET_CAP), returned in the fundamental currency.  Market capitalization will be returned in the pricing 
currency of the security except for the cases: If Pricing Currency             then Market Currency GBp (BRITISH PENCE)             GBP 
(BRITISH POUND) ZAr (S. AFR. CENTS)             ZAR (SOUTH AFRICAN RAND) 
IEp (Irish Pence)               IEP (IRISH PUNT) ILs (Israeli Agorot)            ILS (ISRAELI SHEKEL) ZWd (Zimbabwe Cents)            
ZWD (ZIMBABWE DOLLAR) BWp (Botswana Thebe)            BWP (BOTSWANA PULA) KWd (KUWAIT FILS)               KWD 
(KUWAITI DINAR) SZl (Swaziland cents)            ZL (SWAZILAND LILANGENI) MWk (MALAWI TAMBALA)            MWK 
(MALAWI KWACHA) NON MULITIPLE-SHARE COMPANIES: Current market capitalization is calculated as:      Current 
Shares Outstanding * Last Price Where: Current Shares Outstanding is DS124, EQY_SH_OUT Last Price is PR005, PX_LAST For 
certain countries, DS124 excludes treasury shares.  Please see DS124, EQY_SH_OUT definition for details. If the last price 
available is past more than 50 days, refer to Market Cap - Last Trade (RX066, MKT_CAP_LAST_TRD) (available to set as Market 
Cap  Default on FPDF settings). For companies which trade on multiple regional exchanges, the Composite Ticker is used in the 
end-of-day calculation of the market cap. Refer to Composite Exchange Code (DS291, COMPOSITE_EXCH_CODE) for the 
exchange code of the composite ticker.  The intraday value of market cap is calculated separately for each local exchange ticker.  
MULTIPLE-SHARE COMPANIES: Current market cap is the sum of the market capitalization of all classes of common stock, in 
millions.  If only one class is listed, the price of the listed-class is applied to any unlisted shares to determine the total market 
value. If there are two or more listed classes and one or more unlisted classes, the average price of the listed classes is applied to 
the unlisted shares to compute the total market value.  'Company Has Multiple Shares' (DS738, MULTIPLE_SHARE) indicates if 
the company has multiple shares. If a class of shares has not traded for more than 60 days, 'Last Price' will take what is available 
in the order of: 1. Ask price 2. Bid price 3. Weighted average of all related priced securities. For a single class of market 
capitalization, please refer to Current Market Capitalization of a Share Class (RR233, 
CURRENT_MARKET_CAP_SHARE_CLASS). Figure is reported in million; the Scaling Format Override 
(DY339,SCALING_FORMAT) can be used to change the display units for the field. Equity index market capitalization values are 
stated in pricing currency. 
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EQY_BETA Beta 
Estimate of a security's future beta. This is an adjusted beta derived from the past two years of weekly data, but modified by the 
assumption that a security's beta moves toward the market average over time. The formula used to adjust beta is : adjusted Beta = 
(0.66666) * Raw Beta +  (0.33333) * 1.0 Where :    Raw Beta is (RK167, EQY_RAW_BETA)  Equities:  Values are calculated using 
Relative Index (PR240, REL_INDEX) for the security. Only the prices for the stock and its relative index are used in the 
calculation. Funds:  Values are calculated using the Fund Primary Benchmark (FD048, FUND_BENCHMARK_PRIM), when 
available. If primary benchmark is not available, Relative Index (PR240, REL_INDEX) is used. 
EQY_RAW_BETA Raw Beta 
Volatility measure of the percentage price change of the security given a one percent change in a representative market index. 
The beta value is determined by comparing the price movements of the security and the representative market index for the past 
two years of weekly data. 
WACC_COST_EQUITY WACC Equity 
Also available as Historical field 
* Derived by the Capital Asset Pricing Model (CAPM). 
 * Cost of Equity = Risk-free Rate + [Beta x Country Risk Premium] 
 * The default value for the risk-free rate is the country's long-term bond rate (10-year) 
WACC WACC 
Also available as Historical field 
* WACC = [ KD x (TD/V) ] + [ KP x (P/V) ] + [ KE x (E/V) ] 
* KD = Cost of Debt, TD = Total Debt, V = Total Capital 
* KP = Cost of Preferred, P = Preferred Equity, KE = Cost of Equity, E = Equity Capital 
* Total Capital = Total Debt + Preferred Equity + Equity Capital.  Figures are drawn from the company's most recent report, 
annual or interim. 
EQY_FUND_CRNCY 
Currency 
Override 
Currency in which the fundamental data is reported. This field will only populate if fundamental data is available for the 
security. 
Indices: 
This field will default to the pricing currency of the index. 
EQY_SH_OUT 
Total current 
number of 
shares 
outstanding 
Also available as Historical field 
Total current number of shares outstanding. This data may have been obtained from annual, semi-annual, and quarterly reports, 
Edgar filings, press releases, or stock exchanges from May 2000 to present. Prior to May 2000, daily shares outstanding data is 
populated from Interim and Annual Reports only for all single-share class companies and does not return data fro Multiple Share 
companies. The value is quoted in millions. See Current Shares Outstanding Real Value (DS381, EQY_SH_OUT_REAL) for the 
unrounded number of shares value or Shares Outstanding (BS081, BS_SH_OUT) for historical shares outstanding. In most 
countries, the number of shares outstanding may include treasury shares, if any. Where disclosure allows, Bloomberg makes best 
efforts to remove both cancelled and treasury shares on a timely basis. 
Argentina, Bahamas, Bangladesh, Barbados, Bermuda, Canada, China, Georgia, Guernsey-Channel Islands, India, Israel, Ireland, 
Jamaica, Malaysia, Malta, New Zealand, Pakistan, Panama, Philippines, Singapore, Sri Lanka, Trinidad and Tobago, United 
Kingdom, United States, Vietnam, Thailand: 
The number of shares outstanding excludes treasury shares. 
American Depository Receipts (ADR)/Global Depository Receipts (GDR):  
Number of underlying equivalent shares. For true ADR/GDR shares outstanding, please refer to Current ADRs Outstanding 
(AD031, ADR_SH_OUT).  
For units, it is the sum of shares outstanding for all underlying securities divided by the number of securities one unit is made of. 
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BS_LT_BORROW 
Long Term 
Borrwoing 
Also available as Historical field 
All interest-bearing financial obligations that are not due within a year. 
Includes convertible, redeemable, retractable debentures, bonds, loans, mortgage debts, sinking funds, and long-term bank 
overdrafts. 
Excludes short-term portion of long term debt, pension obligations, deferred tax liabilities and preferred equity. 
Includes subordinated capital notes. 
Includes long term hire purchase and finance lease obligations. 
Includes long term bills of exchange and bankers acceptances. 
May include shares issued by subsidiaries if the group has an obligation to transfer economic benefits in connection with these 
shares. 
Includes mandatory redeemable preferred and trust preferred securities in accordance with FASB 150 effective June 2003. 
Includes other debt which is interest bearing. 
Net with unamortized premium or discount on debt. 
May include fair value adjustments of embedded derivatives. 
For Real Estate Investment Trusts (REITs), this field is used either for secured debt or long term borrowing. Secured debt refers to 
mortgage and other secured debt collateralized by property or assets of the company. Includes all secured borrowings regardless 
of length of term. 
Available for all formats. 
BS_ST_BORROW 
Short Term 
Borrowing 
Also available as Historical field 
Includes bank overdrafts, short-term debts and borrowings, repurchase agreements (repos) and reverse repos, short-term portion 
of long-term borrowings, current obligations under capital (finance)leases, current portion of hire purchase creditors, trust 
receipts, bills payable, bills of exchange, bankers acceptances, interest bearing loans, and short term mandatory redeemable 
preferred stock. Net with unamortized premium or discount on debt and may include fair value adjustments of embedded 
derivatives. 
For banks and financials, includes call money, bills discounted, federal funds purchased, and due to other banks or financial 
institutions. 
For Real Estate Investment Trusts (REITs), includes all unsecured borrowings regardless of length of term. This field is used 
either for unsecured debt or short term borrowing. Unsecured debt refers to mortgage and other secured debt which is not 
collateralized by property or assets of the company. 
Available for all formats. 
SHORT_AND_LONG_TERM_DEBT 
Short and 
Long Term 
Debt 
Also available as Historical field 
INDUSTRY, INSURANCE, UTILITIES 
Sum of Short Term Debt and Long term Debt. Where:   Short Term Debt is ST Borrowings (BS047, BS_ST_BORROW)   Long Term 
Debt is LT Borrowings (BS051, BS_LT_BORROW)  For companies with financing subsidiaries and report detailed financial 
statements for both manufacturing and financing subsidiaries, this field returns M4379, TOTAL_DEBT_MFG_OPERATIONS 
BANKS and FINANCIALS Sum of Short Term Debt, Securities Sold With Repurchase Agreements, and Long Term Debt. Where:   
Short Term Debt is ST Borrowings (BS047, BS_ST_BORROW) 
  Long Term Debt is LT Borrowings (BS051, BS_LT_BORROW)   Securities Sold With Repurchase Agreements is Sec Sold with 
Repo Agreements (BS049, BS_SEC_SOLD_REPO_AGRMNT)  Real Estate Investment Trusts (REITs):  Sum of Unsecured Debt 
and Secured Debt.  Where: 
  Unsecured Debt is BS047, BS_ST_BORROW   Secured Debt is BS051, BS_LT_BORROW Equity Indices: Index fundamentals are 
calculated as weighted average of the underlying equities. For fundamental values and ratios, the number of weighted shares in 
the index multiplied by the value or ratio will be delivered. 
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BS_ST_DEBT 
Short Term 
Debt  
Also available as Historical field 
UTILITIES 
Short Term Debt: 
Includes bank overdrafts, short-term debts and borrowings, repurchase agreements (repos) and reverse repos. 
Subsidiaries should include Advances from affiliates here. 
ARD_LT_DEBT 
ARD Long 
Term Debt 
Also available as Historical field 
This is the Long Term Debt figure as reported by company.  The account title may be standardized and slightly different from the 
original account title in the company's financial statement. 
NET_DEBT_PER_DILUTED_SHARE 
Net Debt per 
diluted share 
Also available as Historical field 
Net debt per diluted share. 
Calculated as: 
Net Debt divided by Diluted Weighted Average Shares  
Where: 
Net Debt is RR208, NET_DEBT 
Diluted Weighted Average Shares is IS062, IS_SH_FOR_DILUTED_EPS 
NET_DEBT Net Debt 
Also available as Historical field 
Metric that shows a company's overall debt situation by netting the value of a company's liabilities and debts with its cash and 
other similar liquid assets. Calculated as: 
Total Debt - Cash & Marketable Securities - Collaterals 
In the banking, financial services, and insurance formats, marketable securities are not subtracted to arrive at Net Debt. 
Where: 
Total Debt is RR251, SHORT_AND_LONG_TERM_DEBT 
Cash & Marketable Securities is RR253, CASH_AND_MARKETABLE_SECURITIES 
Collaterals is BS494, BS_COLLATERALS_CASH_MKT_ST_INV 
NET_DEBT_PER_SHARE 
Net Debt per 
share 
Also available as Historical field 
This field returns RR208 Net Debt divided by the period-end shares outstanding. Available for all formats. 
Equity Index:  
Net Debt per Share, calculated by summing current Net Debt per Share (RX071, NET_DEBT_PER_SHARE) of the member 
companies times the shares in the index, divided by the index divisor. 
TOTAL_DEBT_PER_SHARE 
Total debt per 
share 
Also available as Historical field 
Total debt per share. 
Calculated as: 
Total Debt / Shares Outstanding 
Where: 
Total Debt is RR251, SHORT_AND_LONG_TERM_DEBT 
Shares Outstanding is BS081, BS_SH_OUT. 
 
