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Re´sume´
La faisabilite´ de la fusion magne´tique est de´pendante de notre capacite´ a` confiner l’e´nergie
des particules supra-thermiques libe´re´es a´ haute e´nergie par les re´actions de fusion, dans les
meilleures conditions de se´curite´ et d’efficacite´. Dans ce but, il est ne´cessaire de compren-
dre l’interaction entre les particules e´nerge´tiques et le plasma thermo-nucle´aire qui constitue
l’environnement des re´actions de fusion, afin de la controˆler. La the`se que nous pre´sentons ici
s’inscrit dans cet effort. Le coeur du travail mene´ est l’e´tude d’un type d’instabilite´, le Beta
Alfve´n Eigenmode (BAE), que peuvent exciter les particules e´nerge´tiques, et dont on peut
craindre qu’il de´grade fortement non seulement le confinement des particules e´nerge´tiques
mais aussi le confinement du plasma dans sa globalite´. Dans un premier temps, nous nous
attacherons a` de´crire les caracte´ristiques de ce mode et nous de´riverons sa relation de disper-
sion ainsi que sa structure. Dans une seconde partie, nous effectuerons l’e´tude de la stabilite´
line´aire de ce mode en pre´sence de particules e´nerge´tiques. Cette e´tude nous a permis de
de´finir un crite`re analytique rendant compte de la capacite´ des particules e´nerge´tiques a` ex-
citer le BAE. Ce crite`re sera discute´ et confronte´ aux re´sultats d’expe´riences mene´es durant
la the`se. Cette e´tude line´aire pre´sentant cependant quelques limites, il nous est apparu im-
portant de nous poser la question de la possibilite´ d’une modification de la stabilite´ du BAE
lie´e a` l’utilisation d’une description non-line´aire. Nous sugge´rerons dans cette pre´sentation
un processus, ve´rifie´ analytiquement et nume´riquement, dont peut re´sulter l’existence d’e´tats
me´ta-stables pour le BAE.

Abstract
The goal of magnetic fusion research is to extract the power released by fusion reactions and
carried by the product of these reactions, liberated at energies of the order of a few MeV. The
feasibility of fusion energy production relies on our ability to confine these energetic particles,
while keeping the thermonuclear plasma in safe operating conditions. For that purpose, it is
necessary to understand and find ways to control the interaction between energetic particles
and the thermonuclear plasma. Reaching these two goals is the general motivation for the
work conducted during the PhD. More specifically, our focus is on one type of instability,
the Beta Alfve´n Eigenmode (BAE), which can be driven by energetic particles and impact
on the confinement of both energetic and thermal particles. In this work, we study the
characteristics of BAEs analytically and derive its dispersion relation and structure. Next,
we analyze the linear stability of the mode in the presence of energetic particles. First, a
purely linear description is used, which makes possible to get an analytical linear criterion
for BAE destabilization in the presence of energetic particles. This criterion is compared
with experiments conducted in the Tore-Supra tokamak during the PhD. Secondly, because
the linear analysis reveals some features of the BAE stability which are subject to a strong
nonlinear modification, the question is raised of the possibility of a sub-critical activity of
the mode. We propose a simple scenario which makes possible the existence of meta-stable
modes, verified analytically and numerically. Such a scenario is found to be relevant to the
physics and scales characterizing BAEs.
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To the energy of the future...

1
Introduction
1.1 Energy from fusion
The binding energy curve, reproduced in Fig. 1.1, shows that the fusion of two light
nuclei can lead to a more strongly bounded state, and consequently release energy. The goal
of civilian fusion research is to find ways to produce and extract this energy.
Currently, the most studied fusion reaction is the fusion of two hydrogen isotopes, a
deuterium nucleus (D) and a tritium nucleus (T), leading to the creation of a helium
atom (also called alpha particle) and a neutron, which carry the liberated energy
2
1D +
3
1T −→ 42He (3.56 MeV) + n (14.03 MeV). (1.1)
Other fusion reactions exist which can liberate energy, but the one described above has the
highest cross-section for the energies which can be accessed in laboratories, as illustrated in
Fig. 1.2. However, as can be seen in this figure, even for the relatively favorable D-T reac-
Figure 1.1: The binding energy curve. Figure 1.2: Cross-section of the Deuterium-Tritium
reaction compared to other fusion reactions.
tion, fusion cross-sections are neglibly small below a few keV because of the necesssity to
overcome Coulomb repulsion. For this reason, an efficient production of energy from fusion
requires to bring reactants to energies between 10 keV to 30 keV.
Due to several limitations of non-thermal methods [1], thermal approaches have been
preferred to reach these energies, where reactants are kept close to thermal equilibrium and
heated to temperatures exceeding several keVs. At these temperatures, equivalent to about
108 K, matter is in the plasma state, that is, fully ionized. Consequently, the corresponding
1
CHAPTER 1. INTRODUCTION
background where fusion reactions can take place is referred to as a hot thermonuclear
plasma.
Because a hot plasma tends to expand and may eventually get quenched on the sur-
rounding walls, and in order to enhance the probability of fusion reactions, it is necessary to
confine the plasma to a sufficiently high density. Two techniques have been developed for
this purpose.
• Inertial confinement is based on the heating and compression of pellets of a solid
mixture of deuterium and tritium by large laser beams or accelerated particle beams.
• Magnetic confinement relies on the use of large magnetic fields. When charged
particles are plunged into a strong magnetic field, their perpendicular motion with re-
spect to this field is a rotational motion around the field lines, or gyromotion, which
averages out to the lower order. Hence, confinement is achieved because particles are
constrained to follow the field lines. Several magnetic devices have been studied, either
with closed or open field lines, but it may be shown that a closed system designed
to ensure a confinement in all three spacial dimensions is necessarily topologically
equivalent to a torus. Several torus-like designs, such as spheromaks [2] or steller-
ators [3] are currently under study, but the configuration assessed to be the most
promising at the moment, is the tokamak (from the Russian Toro¨ıdalna¨ıa kamera s
magnitnymi katushkami or toric magnetic chamber). A schematic of a tokamak is given
in Fig. 1.3. As can be seen in this figure, the plasma of a tokamak is confined in an
Figure 1.3: The tokamak and its confining magnetic set-up.
axisymmetric chamber, using a helical magnetic field, generated both by vertical coils
and by the existence of a plasma current.
The tokamak geometry is the framework of the presented thesis.
2
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1.2 The necessity to control the dynamics of energetic particles
To allow for sufficient fusion reactions to take place, the plasma power balance or Lawson
balance needs to be reached, that is
Losses = Plosses +
Wplasma
τE
= fαPfusion + Pexternal = Gains (1.2)
where Plosses refers to unavoidable energy losses such as radiations, which are indepen-
dent from the plasma transport properties. Wplasma is the plasma energy content and τE
is the so-called confinement time which is a measure of the confinement quality, such
that Wplasma/τE returns the power dissipated because of diffusion and convection processes.
Pfusion is the power liberated by fusion reactions, and fα is the fraction of fusion power
which remains in the plasma. Finally, Pexternal corresponds to the external heating
power needed to reach the balance. Frequently, one refers to this external power input using
another quantity, the amplification factor Q,
Q =
Pfusion
Pexternal
(1.3)
which is certainly a quantity one may want to optimize.
For this optimization, most fusion research aims at increasing the confinement time τE .
However, fα may also be a critical parameter. Traditionally, fα is estimated to be equal to
1/5. Indeed, neutrons, being neutral particles, have no chance to interact with the plasma
or to be confined by the magnetic field. Consequently, this factor of 1/5 corresponds to the
fraction of fusion energy carried by the alpha particles, and assumes that all this energy
gets deposited on the bulk plasma. Several experimental observations however have shown
that suprathermal particles, also referred to as energetic or fast particles, between 70
keV and a few MeV can be expelled from the confinement chamber without depositing their
energy on the bulk plasma. In the DIII-D tokamak, the heating of ions to about 75keV using
beam injection resulted in the expulsion of over 50 % of beam ions. In the TFTR tokamak
(Tokamak Fusion Test Reactor [4]), ions heated by high frequency waves were expelled at
high energy and even bored a hole in a vacuum port [5]. Recalling that alpha particles
are liberated with energies of a few MeV, these observations suggest that the fraction of
fusion energy carried by the alpha particles may not be retained in the plasma,
due the possible expulsion of alpha particles. fα could be much lower than 1/5,
which would be detrimental for a reactor efficiency. Moreover, a dangerous dynamics
of the suprathermal particles is put to light by these experiments, which may
strongly damage the chamber walls. Hence the necessity to control the dynamics of
suprathermal particles, and in particular of alpha particles, with the following goals:
• Confining the energy of the fusion produced alpha particles
• Confining the suprathermal fuel ions and their energy. External heating
sources may bring fuel ions to suprathermal energies, but this process should not lead
to their expulsion.
• Slowing down suprathermal particles before they reach the plasma bound-
ary, in order to avoid materials damaging.
• Avoiding a strong dilution of the fuel plasma by the alpha particles. Even
though it is of interest to keep the energy carried by the the alpha particles inside
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the thermonuclear plasma, the presence of non-reacting particles degrades the plasma
efficiency because of the related dilution. Ideally, one wants to get rid of the alpha
particles once they have deposited their energy on the fuel plasma.
Present day experimental tokamaks mainly operate with pure deuterium plasmas, to
avoid the hardships linked to the handling of radioactive tritium. Consequently, in all present
day experiments, the power balance is achieved using external power, as the major heating
source.
An objective of fusion research is of course to reduce the amount of external power
to be provided (or in other words, to increase Q), an ideal situation being of course to
build a self-consistent device, that is to reach the so-called ignition (Q = +∞). A first
step in this direction will be achieved by the next generation fusion tokamak ITER (iter
meaning the way in latin), designed to be built around 2018 and intended to demonstrate the
feasibility of fusion energy production. As can be seen in Tab. 1.1 where we compared ITER
Tore Supra JET ITER
Major radius R0 (m) 2.4 3.0 6.2
Minor radius r0 (m) 0.7 1.2 2.0
Plasma volume Vp (m3) 25 155 830
Maximum Plasma current Ip (MA) 1.7 5-7 15
Toroidal field on axis BT (T) 3.8 3.4 5.3
Gas D-D D-D/D-T D-D/D-T
Fusion power ∼kW 50kW/10MW 500MW
Amplification factor Q  1 ∼ 1 > 10
Table 1.1: Tore Supra, JET and ITER parameters
objectives with current tokamaks, the French tokamak Tore-Supra and the Joint European
Torus (JET), ITER will represent a quantitavive jump, from the point of view of scaling
and performance, but it will also a qualitative jump, with a real attempt to extract energy
from fusion reactions. Whereas Q has not exceeded 1 in current devices, one of ITER’s
goal is to achieve a Q value of 10, that is, for fα = 1/5, to heat the plasma with
twice as much fusion power as external power. Consequently, ITER will be a major
step in the understanding of the dynamics of alpha particles and suprathermal particles in
general, for several reasons. First, suprathermal particles confinement will be studied in a
confining chamber of realistic size. Secondly, first studies of a non-localized, self-organized
heating source (the fusion energy carried by the alpha particles) will be possible. Then,
interactions of alpha particles with the plasma collective behaviors will take place. And
finally, experiments aiming at controlling the alpha particles dynamics will be possible.
In the way towards the understanding and control of ITER alpha particles dynamics,
it is necessary to find models describing the interactions of suprathermal particles with the
thermonuclear plasma.
1.3 Foretaste of the modelling difficulties
As explained in the previous section, an ideal situation would be to achieve the deposi-
tion of the alpha particles energy on the fuel plasma and to tranport the slown down
particles out of the plasma chamber. These two processes may occur via interactions
with the main plasma.
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A favorable situation would be to have a time scale separation between the energy de-
position and the transport of alpha particles, in order to ensure the particles do not reach
the plasma boundary before they have delivered their energy. Unfortunately, the situation is
not such. On the contrary, both the interactions at the origin of the energy deposition and
at the origin of transport are spread over various time scales as well as various length scales.
An attempt to summarize the types of interactions taking place between alpha particles and
the main plasma is given in Fig. 1.4.
Figure 1.4: Time and length scales involved in the interactions between alpha particles and the main
plasma.
Mainly, one may distinguish between
• short scale, individual Coulomb interactions, also simply called collisions, taking place
inside a sphere of radius the Debye length of about 10−4m.
Collisions allow some heating of the plasma electrons, and they induce a so-called neo-
classical transport. However, this transport occuring with very low frequency and
random directions is not expected to be dominant for suprathermal particles because
of their high energies.
• micro-scale collective behaviors, taking place via the excitation of micro-scale waves
with eigenfrequencies ranging from a few kHz to a hundred of kHz, and a broad radial
spectrum ranging from about 10−4m to a few millimeters.
Micro-scale waves are at the origin of the main thermal transport process, turbulent
diffusion. However, they are not expected to be such important for suprathermal
particles. Indeed, the typical gyro-radius of the suprathermal particles, that is, the
characteristic radius of their gyromotion, is larger than a few millimeters. Conse-
quently, the effects of micro-scale fluctuations is averaged out during one gyromotion
of a suprathermal particle. For ITER, turbulent diffusion of suprathermal alphas has
been estimated to be 20 times smaller than the one of thermal alphas [6]. Inversely,
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alpha particles are not expected to induce a significative micro-scale activity (at least
not directly), as long as their density remains limited. Hence, micro-scale waves may
not be the most important channel for the alpha energy deposition.
• macro-scale collective behaviors, taking place via the excitation of macro-scale waves,
with typical scale lengths of the order of several centimers to one meter, and typical
eigenfrequencies ranging from a few kHz to 300 KHz.
Due to their broad extent, these waves can interact with suprathermal particles. More-
over their eigenfrequencies correspond to the typical eigenfrequencies of the suprather-
mal particles, allowing for resonances and wave amplication to take place. Moreover,
because of their broad extent, they can convect particles very rapidly on large dis-
tances. Hence, macro-scale waves can be expected to be the main channel
in the interaction of energetic particles with the plasma.
Different plasma models are associated to the various time and length scales.
Kinetic theories describe the plasma collective motion in the 6 dimensional phase space
using a distribution function F (x,v), which assumes a certain space or time averaging of
the isolated charged particles [7] and of their associated discontinuous Coulomb potential.
In quasineutral plasmas, the relevant averaging length is the Debye length, which repre-
sents the necessary distance for the Coulomb potential of an indidual charged particle to be
screened by particles of the opposite charge. This way, individual behaviors get averaged.
Nevertheless, the cumulative effects of collisions may still be retained. The main equation of
kinetic theories is the Boltzmann equation with collision operator C and source Q,
dF
dt
= Q+ C · F (1.4)
also called Vlasov equation when C · F = 0,Q = 0. Eq. 1.4 can describe all time and
length scales relevant to magnetized fusion plasmas phenomena of interest.
Fluid theories are based on the use of moments of the Boltzmann equation, that is,
space dependant quantities of the form c
∫
dvvnf with c a constant, n ∈ N (density, ve-
locity...) and avoid the heavy calculation of the full velocity distribution. One major fluid
description is the Magneto-HydroDynamic (MHD) model which describes the thermal
plasma (electron and fuel ions) as a single fluid, simply with the use of density, velocity and
pressure. MHD is appropriate for the description of macroscopic interactions, and for
relatively fast waves compared to the characteristic eigenfrequencies of the de-
scribed populations. The latter condition is called hydrodynamic approximation. It
is often not so relevant to the electron dynamics but one may show that MHD still makes
sense with minor error when the opposite limit is verified for the electrons. An important im-
plication of the hydrodynamic approximation is that resonances may not occur between the
described population and the waves. In the absence of resonances, the velocity distribution
of particles cannot be broken, and the choice to describe only a few moments of distribution
functions gets fully justified.
As explained earlier, macro-scale instabilities are the most direct interaction channel be-
tween energetic particles and the thermal plasma, and their characteristic interaction length
is appropriate for MHD. Unfortunately, the hydrodynamic approximation is not verified for
suprathermal particles, which followingly need kinetic modelling. For oscillations of the or-
der of or below the acoustic frequency, MHD also becomes incomplete for the representation
of the thermal plasma. Consequently, modelling the interaction of energetic particles with
the thermal plasma requires a mixing of MHD and kinetic theory for modes oscillating
around the Alfve´n frequency, and purely kinetic theory for lower frequencies. For
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both populations, nonlinear effects may play a role, and such effects can account for the
transport of fast particles. Finally, the study may also get complicated by the possibility
of wave coupling between macro and micro waves, which allow micro-waves to be an
indirect channel in the transport and energy deposition of energetic particles.
1.4 Thesis outline
The topic of the PhD work presented here is the study of one type of macro-scale mode,
known to interact strongly with energetic particles: the Beta Alfve´n Eigenmode (BAE).
BAEs are waves oscillating in the acoustic frequency range. This makes their study
particularly challenging and important for the efficiency of burning plasmas. Indeed, in
this frequency range, waves can resonate with both suprathermal particles and thermal
ions. Consequently, they may be a particularly good channel for a direct energy
transfer from the suprathermal particles to the fuel ions. Besides, the acoustic
frequency is located at a cross-point between MHD studies and turbulent transport physics,
which suggests that acoustic waves could draw a link between the dynamics of
energetic particles and the transport of the thermal plasma particles.
During the lengthtime of the PhD work, we derived the BAE dispersion relation in
a way which provides a direct description of the mode structure and using a formalism
which connects kinetic theory and MHD theory continuously. Next, we analyzed
the stability of BAEs in the presence of energetic ions. In a first attempt, a purely linear
description was used, making possible the obtention of an analytical linear criterion for
BAE destabilization in the presence of energetic particles, and the latter criterion
was compared with experiments, conducted in the Tore-Supra tokamak during the
time of PhD work. Finally, because the linear analysis revealed some features of the BAE
stability which can be subject to a strong nonlinear modification, the question was raised of
the possibility of a subcritical activity of the mode. In this direction, a simple model was
developed which gives some hints into the existence of metastable modes.
Beyond the particular features of BAEs, general questions have been tackled, related to
the dynamics of modes in the presence of energetic particles and from a broader perspective,
in the presence of a resonant drive. The present thesis does not intend to forget this general
framework. For this reason, we start our presentation with a review of the main physics
involved in the interaction of energetic particles with macro/meso-scale waves, in Chapter 2,
in order to define the points of relevance to be discussed in the analysis of BAEs: the role
of geometry for the stability of waves with a finite frequency, the time scales involved, the
required behaviors to retain in the modelling. In this chapter, fundamental concepts and
notation of tokamak physics will be introduced.
The next chapters are more focused on the description and analysis of BAEs developed
during the PhD work. Chapter 3 explains the general “kinetic-MHD”variational model used
for the modelling of BAEs. In Chapter 4, we derive the BAE dispersion relation and struc-
ture, using the previously defined framework. In Chapter 5, the results of our theoretical and
experimental analysis of the BAE linear stability is presented. Finally, Chapter 6 offers some
directions for the nonlinear description of BAEs, and attempts to provide some preliminary
response to the question of a possible nonlinear modification of the BAE stability properties.
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People talk fundamentals and superlatives and then make some
changes of detail.
Oliver Wendell Holmes Jr. (1841 - 1935) 2
Fundamental concepts underlying the interaction of
collective modes with energetic particles
We start this thesis with a basic review of the fundamental concepts underlying the interac-
tion of energetic particles with a tokamak thermonuclear plasma.
The first part of this chapter is dedicated to the description of particle trajectories in
a tokamak equilibrium, in a form which is particularly appropriate to understand particle
resonant behaviors. This description will provide first insight into the tricky issue of energetic
particles confinement.
Next, the interaction of suprathermal particles with the main plasma itself will be consid-
ered from a theoretical point of view, with an attempt to highlight and make accessible the
most important results achieved in the modelling of this interaction, as well as the formalisms
involved.
Finally, the experimental opportunities offered by the tokamak Tore-Supra with regards
to this study will be depicted.
2.1 Magnetic configuration and particle trajectories
2.1.1 Magnetic configuration
General features
As already overseen in the thesis introduction, a tokamak thermonuclear plasma lies in an
axisymmetric torus-like chamber, where charged particles are confined by a strong magnetic
field. When the plasma cross-sections are approximately circular, its dimensions can be
characterized by a major radius R0 representing the plasma center and a minor radius
a represented in Fig. 2.1, but additional parameters such as elongation or ellipticity, not
considered in this thesis, may be necessary to account for more complex cross-sections. The
ratio of these two lengths is called the inverse aspect ratio,
 =
a
R0
(2.1)
and it is a measure of the importance of the effects related to the torus-like shape of the
tokamak, compared to a purely cylindrical device.  is a traditionnally considered to be a
small parameter (∼ 0.3 in Tore-Supra).
At equilibrium (referred to with the notation (0)), the tokamak magnetic configuration
consists of well-defined embedded flux surfaces tangent to helical field lines, as illustrated
in Fig. 2.1. The helicity of the field lines is necessary for a stable three dimensional plasma
confinement, and it means that the magnetic field has components both in the axisymmetry
direction, and in the meridian cross-sections. More explicitely, for any equilibrium magnetic
9
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Figure 2.1: The tokamak core magnetic configuration and its traditional toroidal coordinates.
field B(0) with the topological shape of a torus, there exists a set of coordinates (−Ψ, θ, ϕ)
and a function q(Ψ) such that
B(0) = ∇Ψ×∇(ϕ− q(Ψ)θ), (2.2)
where Ψ is flux surface label (i.e, a function which is constant on magnetic surfaces) and
can be understood as a radial coordinate, ϕ is an angle which surrounds the device main
vertical axis and defines the so-called toroidal direction, and θ is an angle which wraps
the confinement chamber and defines the poloidal direction. One should also note that
the word toroidal often also refers to the effects related to the torus configuration, in
opposition to those related to an open cylindrical configuration. The field curvature towards
the axisymmetry axis is an example of such toroidal effects.
Using this representation and vocabulary, the two characteristic components of the mag-
netic field can now be more accurately defined as a toroidal field BT(0) = −q(Ψ)∇Ψ ×∇θ,
and a poloidal field BP(0) = ∇Ψ×∇ϕ, which is typically small compared to BT(0), BP(0) ∼
BT(0). In usual tokamak devices, the toroidal field is generated by external fields and the
poloidal field by the generation of an equilibrium plasma current flows in the toroidal direc-
tion.
More precisely, it can be shown that in Eq. 2.2, Ψ and q are uniquely defined [8]. For
a given flux surface, −Ψ 1 is the poloidal flux crossing the ribbon-like surface Sθ streched
between the magnetic axis and the flux surface for a fixed value of θ (normalized to 2pi),
−Ψ = 1
2pi
∫
Sθ
ds B(0) ·
∇θ
|∇θ| , (ds > 0). (2.3)
If we now similarly define the toroidal magnetic flux going though Sϕ, a surface of constant
ϕ bounded by a given flux surface,
Φ =
1
2pi
∫
Sϕ
ds B(0) ·
∇ϕ
|∇ϕ| , (2.4)
1The minus sign is a traditional convention made to allow a fast identification of Ψ with the magnetic
vector potential which is in the axisymmetry direction.
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q can be shown to be a flux surface label defined by
q ≡ −dΦ
dΨ
=
B(0) · ∇ϕ
B(0) · ∇θ
. (2.5)
q is an important parameter for tokamak studies, called the safety factor. It is a measure
of the magnetic field helicity, whose absolute value precisely corresponds to the number of
toroidal turns that a field line does while performing a single poloidal turn. For a plasma
current flowing in the direction of the toroidal magnetic field, (−Ψ, θ, ϕ) is a right-handed
coordinate system, and q is positive.
Note that Φ and q, being flux surface labels, may be chosen as alternate radial coordinates.
More commonly, the radial coordinate r = a
√
Φ/Φ(a) is considered, since it can be shown
to have an approximate regular behavior, close to the intuitive idea of a radius.
Using r, we can define a commonly used quantity, the shear which is simply the nor-
malized derivative of q,
s =
r
q
dq
dr
. (2.6)
Finally, we note that in a tokamak configuration, axisymmetry provides a simplified
expression for the field. Indeed, ϕ may be chosen to be the axisymmetry angle, such that
the coordinate system (−Ψ, θ, ϕ) becomes partially orthogonal. Hence, B(0) can be written
B(0) = ∇Ψ×∇ϕ+ I∇ϕ, (2.7)
with I a flux label I(Ψ) = R2B(0) · ∇ϕ, R the distance to the axisymmetry axis [8].
Simplified large aspect ratio equilibrium
The calculation of the flux surfaces arrangement involves the resolution of the so-called
Grad-Shafranov equations [9]. For a circular set-up and with a large aspect ratio assumption
−1  1, the solution of the Grad-Shafranov equation to the second order in  is a set of
nested circular flux surfaces radially shifted in the torus outward direction. In a poloidal
cross-section, the corresponding flux surfaces characteristic equations can be expressed in a
simple way using the radius R and the vertical direction Z by
R = R0 + r cos θ −∆(r), Z = r sin θ, (2.8)
where ∆ is called the Grad-Shafranov shift. For simplicity, most subsequent computation
make use of this approximation, sometimes with the additional assumption that ∆ = 0.
Applying Ampe`re’s law, the toroidal field is found to be inversely proportional to R,
BT(0) =
B0R0
R
, I(Ψ) = BT(0)R = B0R0 (2.9)
with B0, the central field (taken at R = R0 and r = 0). In the large aspect ratio limit with
∆ = 0, it follows that
B(0) ≈ B0(1−
r
R0
cos θ), q =
r
R0
BT(0)
BP(0)
(2.10)
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2.1.2 Particle trajectories at equilibrium
Let us now describe the motion of a charged particle in the equilibrium electromagnetic field.
As an addition to the magnetic field B(0) described above, there may also be an equilibrium
electric field E(0) = −∇φ(0) − ∂tAsolenoid, mainly induced by the magnetic flux generated in
the tokamak central solenoid (see Fig. 1.3) for the plasma current generation.
From now on, we will make use of the words perpendicular and parallel to describe the
plasma dynamics, and of the corresponding notations ⊥ and ‖. Unless otherwise noted,
the latter adjectives should be understood with reference to the magnetic field, and more
precisely to the equilibrum magnetic field, when a linear analysis is carried out.
Basic description of particle trajectories in a tokamak at equilibrium
As explained earlier, magnetic confinement is based on the idea that a magnetic field can
enforce particles to follow its lines. More accurately, the perpendicular velocity of a charged
particle immersed in a constant magnetic field is transformed into a rotational velocity
around the field lines, whereas its parallel velocity is kept unperturbed. Hence its net parallel
velocity. In a tokamak, the picture is more complicated because of the non-uniformity of the
magnetic field and the presence of an electric field. Nevertheless, to the lower approximation,
a charged species of a tokamak rotates around the magnetic field lines with a gyrofrequency
Ωc and gyration or Larmor radius ρ⊥ given by
Ωc =
eB(0)
m
, ρ⊥ =
mv⊥
eB(0)
≡ v⊥
vt
ρ (2.11)
where e, m, v⊥, vt are respectively the charge, the mass, the perpendicular and the thermal
velocity of the species s. ρ is more frequently used and called the thermal gyroradius, or
simply gyroradius.
More precisely, when the magnetic field is almost uniform at the scale of the particle
motion, ie.
ρ
∇B(0)
B(0)
∼ ρ
Lp
≡ ρ∗  1 (Lp is a typical equilibrium plasma scale), (2.12)
which is typically the case in a tokamak (for electrons ρ∗e < 10−4, for thermal deuterium ions
ρ∗i ∼ 10−3 and for suprathermal ions ρ∗h ∼ 10−2), the motion of a charged particle x, can be
divided into a small scale, fast gyrating motion and a larger scale, slower guiding-center
motion X, independent from the angle of the gyromotion (or gyroangle) γ,
x = X + ρ, with ρ = O(ρ∗X) (2.13)
x˙ = X˙ + ρ˙, with ρ˙ ∼ X˙. (2.14)
When expanding the charged particle motion using Eq. 2.13, the guiding-center motion
is found to depend only on its position X and of two motion invariants, its magnetic
moment µ = mv2⊥/2B(0) and its energy E = µB(0) +mv
2
‖/2+eφ(0), which may be assessed
at the position X to the order considered in Eq. 2.14. Remark that if the invariance of E is
exact in a conservative system at equilibrium, the invariance of µ, derived from the expansion
2.13, is only verified to the 0th order in ρ∗, and µ is thus often referred to as the adiabatic
invariant 2. To the expansion order considered in Eq. 2.14, this limit is not an issue.
A direct consequence of the invariance of µ is that some particles remain confined in the
outer part of the confinement chamber as illustrated in Fig. 2.2. The latter particles are
2Note that µ is sometimes taken to be an invariant by definition, at any considered order in ρ∗. As
will be clearer in the coming developments, it is equivalent to say that the guiding-center motion is taken
to be independent of the gyroangle by definition. In this case, µ is not simply given by the expression
µ = mv2⊥/2B(0), and asymptotic developments exist.
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Figure 2.2: Particle trajectories in a tokamak. The left hand side picture illustrates the three angular
components of a trapped particle trajectory. The right hand side picture is a poloidal projection of the
trajectories of a passing and a trapped particle.
called trapped particles and their trajectories have the shape of a banana when projected
onto a poloidal cross-section. To understand this behavior, we need to recall that the mag-
netic field of a toroidal configuration cannot be uniform, but varies like 1/R (Eq. 2.9). Let us
now consider a particle characterized by the invariants E and µ and use the approximation
that B(0) ≈ BT(0), it directly comes that µ = (E −mv2‖/2)/B(0) ∝ R(E −mv2‖/2). Hence,
if the particle approximately follows a helical field line and comes nearer to the axisym-
metry axis, R → 0, the simultaneous invariance of E and µ may enforce a cancellation of
v‖, which means that the particle (or more exactly its guiding-center) will bounce back to
the outer region of the tokamak. If v‖ does not cancel, the particle is called passing particle.
The existence of trapped particles is a first evidence that the motion of charged particles
is not purely along the field lines. More explicitely, it can be shown that the guiding-center
motion is, as expected, mainly parallel but that it also contains a drift. Explicitely,
X˙ = v‖b + vg +O(ρ∗2 vt) (2.15)
where vg, called the drift velocity, contains three physical components related to the pres-
ence of an electric field and to the magnetic field non-uniformities, vg = vE×B+v∇B+vc with
• vE×B = E(0)×B(0)B2
(0)
, the E×B drift
• v∇B = µeb(0) ×
∇B(0)
B(0)
, the grad-B drift
• vc = mv‖eB(0) b(0) × κ , the curvature drift
where b(0) = B(0)/B(0), and κ = b(0) · ∇b(0) is the field local curvature. When E(0) is
chosen such that the E × B drift is only first order compared to ρ∗, which is the case in
standard discharges (where E(0) is mainly parallel for toroidal current generation), vg is
shown to be only first order in ρ∗.
Note that the above developments would still be correct with slowly varying fields,
1
Ωc
1
B(0)
dB(0)
dt
∼ ρ∗. (2.16)
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An additional drift associated with this time variation can be found in the litterature
• vP = me b(0) × dvgdt , the polarization drift
but it is only second order in ρ∗ with our conventions.
It follows from the described drifts that the particle trajectories deviate from the field
lines, which we represented in Fig. 2.2.
Hamiltonian description of particle motion
Even if the direct expansion of the charged particle motion mentioned in the previous section
may lead to a good physical understanding of its main dynamics, it rapidly becomes a
hazardous work, when one wants to change the coordinate system, the geometry, add a
perturbation or simply find higher order expressions.
For this reason, the developments to come will rather make use of the equivalent hamilto-
nian description of particle motion, which is particularly practical to unveil motion invariants
or check the validity of their conservation, for example the energy conservation. The notions
of Hamiltonian mechanics used in this thesis are summarized in Appendix A, and expressed
using the conventions of Ref. [10], where a Lagrangian is mathematically a differential 1-form.
The motion of a charged particle immersed in a magnetic field, B = ∇×A and an electric
field E = −∇φ − ∂tA in the six dimensional space-velocity phase space, is a Hamiltonian
system, which can be expressed in the coordinate system (x,p) = (x,mv + eA), with
the Lagrangian Γˆ(x,p, t) = p · dx− Hˆdt, (2.17)
the Hamiltonian Hˆ(x,p, t) =
|p− eA|2
2m
+ eφ. (2.18)
A Hamiltonian system described by the Lagrangian Γ(Z, t) = Γ(Z, t) · dZ − H(Z, t)dt
with Z = (Za)a=1...6 ∈ R6 a phase-space coordinate system, verifies Hamilton’s equations:
dZa
dt
= [Za, H] + [Za, Zb]
∂Γb
∂t
(2.19)
where [, ] are called the Poisson Brackets.
The Poisson Brackets correspond to a bilinear antisymmetric function depending of the
Lagrangian components Γ(Z, t). They are correctly definined in Appendix A. Nethertheless,
only two simple situations will be tackled in the thesis:
• When the values of the Poisson Brackets are known in a given coordinate system Z ∈ R,
then for any function f(Z, t) and g(Z, t)
[f, g] =
∂f
∂Za
[Za, Zb]
∂g
∂Zb
. (2.20)
• When the coordinate system is canonical, that is, when the Lagrangian is of the form
Γ(Z, t) = Z1dZ4 + Z2dZ5 + Z3dZ6 −H(Z, t)dt, the expression of the Poisson Bracket
is
[, ] = ∂X ∂P − ∂P∂X (2.21)
where X = (Z1, Z2, Z3), and P gathers the so-called momenta, P = (Z4, Z5, Z6).
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The Lagrangrian describing the charged particle motion 2.17 is obviously expressed in canon-
ical coordinates. Thus, Hamilton’s equations 2.19 are easily computed,
dx
dt
= ∂pHˆ = p/m (2.22)
dp
dt
= −∂xHˆ = e(E + v ×B) + edA
dt
(2.23)
which shows that the Hamilton’s equations are nothing but the usual Lorentz force balance.
Nevertheless, we now have a powerful formalism to make coordinate transformations.
∼ Coordinate transformation in Hamiltonian systems & Application to the guiding-center
transformation ∼
Hamilton’s principle (see Appendix A) implies that the physics is conserved in a coordinate
transformation, Z→ Z′, if there exists a total derivative dS [11],
Γ′(Z′, t) = Γ(Z, t) + dS (2.24)
Littlejohn [12] made use of this principle to derive the equations of motion for the guiding
center in an equilibrium field B(0). Starting from the Lagrangian Γˆ of Eq. 2.17 and after
successive modifications of the form 2.24, he found to the first order in ρ∗ the guiding-center
relevant Lagrangian in the form
(x,p) → (X, µ, v‖, γ) (2.25)
Γˆ → Γgc = A∗(0) · dX + µdγ −Hgcdt
with Hgc =
1
2
mv2‖ + µB(0)(X) + eφ(0)(X), (2.26)
and the corresponding basis Poisson Brackets,
[Xi, Xj ] = −(∇Xi ×∇Xj) · b(0)eB∗
(0)‖
,
[
X,mv‖
]
=
B∗
(0)
B∗
(0)‖
[µ,X] = 0,
[
µ, v‖
]
= 0
(2.27)
where the (∗) used by this author may be understood as a first order correction to the tra-
ditional fields: A∗(0) = A(0) + (mv‖/e)b(0), B
∗
(0) = ∇×A∗(0), B∗(0)‖ = b(0) ·B∗(0).
As required, this formulation leads to the same dynamics as the one described in the
previous subsection. Indeed, expanding formulas 2.27 to recover the usual fields and keeping
only first order corrections, it comes 3
[Xi, Xj ] = −(∇Xi ×∇Xj) ·
b(0)
eB(0)
,
[
X,mv‖
]
= b(0) −
mv‖
eB(0)
(κ× b(0)) (2.28)
which directly allows to recover the usual drifts
dX
dt
= [X, H(0)] = v‖b(0) + vc + vE×B + v∇B .
Formulas 2.28 are the one used in the thesis, for their simplicity. However, it has to be noted
that they do not conserve phase-space volumes exactly, contrary to formulas 2.27 [10].
3Note a useful formula: b×∇× b = −b · ∇b.
15
CHAPTER 2. FUNDAMENTALS
Action-angle variables
In the previous section, we explained that a Hamiltonian description of particle motion could
be powerful, and lead to simple insightful motion equations when expressed in canonical
variables. However, when going from the particle variables (x,p) to the guiding-center
variables (X, µ,E, γ), canonicity is lost. Fortunately, in the tokamak geometry, it is possible
to display a canonical system of variables which is consistent with the decoupling
of the gyromotion and guiding-center motion. Moreover, if follows from the tokamak
periodicity in θ and ϕ that the particle motion is quasiperiodic at equilibrium, and the chosen
system of coordinates can be taken to be a system of action-angle variables (α,J). Action-
angle variables are a particular type of canonical variables appropriate for periodic systems
where the “spatial” variables are angles and the momenta (or actions) are motion invariants,
that is,
J˙ = −∂H(0)
∂α
= 0, α˙ =
∂H(0)
∂J
= Ω(0)(J) (2.29)
Hence, this description does not only provide canonicity but also physical motion invariants,
to which µ belongs. Moreover, the characteristic eigenfrequencies of the periodic particle
motion can be directly derived, and the question of the time decoupling of the different
periodic motion directly assessed. In particular, for the understanding of the resonances
between waves and energetic particles, it is necessary to know these eigenfrequencies.
A derivation of the set of action-angle variables used in this thesis is provided in Ap-
pendix B.1, which closely follows Refs. [13, 14, 15]. The motion is found to be divided into
three angular periodic motions
α = (α1, α2, α3) = Ω t = α0 + Ω
∫ θ
0
dθ
θ˙
(2.30)
(where α0 stands for the initial phase-space position) with invariant eigenfrequencies
Ω1 = Ωb
∮
dθ
2pi
1
θ˙
γ˙ ≈ Ωb
∮
dθ
2pi
1
θ˙
eB(0)
m
Ω2 ≡ Ωb = 2pi
(∮
1
θ˙
)−1 ≈ 2pi (∮ 1b(0)·∇θ v‖)−1
Ω3 = Ωb
∮
dθ
2pi
1
θ˙
ϕ˙ ≈ Ωb
∮
dθ
2pi
1
θ˙
vD ·
[−q′(Ψ¯)θ∇Ψ +∇(ϕ− q(Ψ¯)θ)]
+ δpassing q(Ψ¯)Ωb
(2.31)
where the first angular motion is found to be related to the gyromotion γ, the second to
the poloidal motion described by θ also called the bounce motion, and the third, called
precessional drift, to the particle drift in the toroidal direction. The three angular motions
can be clearly identified in the 3-D picture of Fig. 2.2. The bounce integral (Ωb/2pi)
∮
(dθ/θ˙)...,
present in the eigenfrequencies expression, allows to remove the fields θ-dependence. For
passing particles,
∮
=
∮ 2pi
0 , whereas for trapped particles oscillating between the θ-angles
[−θ0, θ0],
∮
= (1/2)
∫ −θ0
−θ0 (the full closed banana) ≈
∫ θ0
−θ0 .
The corresponding invariant momenta are
J1 = me µ
J2 =
∮
dθ
2pi
Bθ
B(0)
mv‖ + e
∮
dθ
2piΦ ≈
∮
dθ
2pi
r2
qR0
mv‖ + δpassing eΦ(J3)
J3 = eΨ +
I(Ψ)
B(0)
mv‖ ≈ eΨ +Rmv‖
(2.32)
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where Bθ is the covariant component of the field along θ.
J1 is nothing but the gyromotion adiabatic invariant, Similarly, J2 is an adiabatic in-
variant and J3 is an exact invariant related to the equilibrium axisymmetry in the toroidal
direction, also simply called toroidal momentum.
We also provide in Eqs. 2.31 and Eqs. 2.32 some more approximate expressions of the
invariants and motion characteristic frequencies, which are easier to use and interpret (This
will be useful later on.). To make these approximations, we simply kept the lower order
expressions in ρ∗ and . Explicitely, we made use of the simplified expressions of the geometry
given in section 2.1.1 and we neglected the drift motion when the parallel velocity had a
finite contribution. This way a discontinuity appears between passing and trapped particles
(δpassing = 1 for passing particles and 0 for trapped particles). The drift motion disappears
in Ω2 and hence, the flux Φ becomes an invariant in the expression of J2 for passing particles.
The drift motion simply remains in the expressions of the toroidal drift, where we expanded
the radial drift around a reference flux surface Ψ¯.
Fully explicit expression of the equilibrium motion eigenfrequencies Eq. 2.31 can even
be found within these approximations. The calculation of the normalized bounce and drift
frequencies Ω¯b and Ω¯d such that
Ω2 = Ωb = ± 1
qR0
√
2E
m
Ω¯b, Ω3 = Ωd+δpassingq(r)Ωb =
q(r)
r
E
eB0R0
Ω¯d+δpassingq(r)Ωb (2.33)
is given in Appendix B.2 for the simplified geometry described in Eq. 2.1.1. We also give in
this Appendix some more general expressions taken from Ref. [16] which contain effects of
the Grad-Shafranov shift. The latter expressions are the one used in the thesis.
We now have a powerful description of the particle trajectories which, as explained earlier,
is particularly appropriate for the computation of resonant behaviors.
Indeed, using the expression of the motion eigenfrequencies 2.31, one may directly catch
the frequency range of the modes which may resonate and followingly exchange energy with
the particles. As explained earlier Ω1  Ω2,Ω3. Since Ω3 simply contains the lower order
drift motion, we often get an additional time scale separation Ωd < Ωb. However, since
Ωb ∝
√
E, Ωd ∝ E, this separation is not strong for larger energies (orders of magnitude
corresponding to our specific parameters of study will be provided later on in this thesis).
Moreover, we will see later on, that the non-conservation of the equilibrium invariants in
the presence of a wave is the source of resonant wave-particle energy transfers: a computation
of these transfers is consequently cleaner in the action-angle space.
Nevertheless, one should note that the action-angle variables may not allways be the most
intuitive coordinates since they imply a mixing of space and velocity coordinates. For this
reason, the energy invariant E is sometimes chosen instead of J2. When doing this, another
notation will be made use of, ie. (µ = J1,E, Pϕ = J3), in order to make clear that E not J2
should be kept constant when deriving by µ or Pϕ (The Pϕ notation simply result from the
remark that J3 is nothing but the toroidal momentum, Appendix B.1.). Besides, noticing
that eΨ/mRv‖ ∼ (1/ρ∗)(2)(r/a)3, and taking ρ∗ ∼ 10−3,  ∼ 0.3 consistently with typical
Tore-Supra parameters, it comes that far enough from the magnetic axis, eΨ dominates in
the expression of J3. Hence, it is often more convenient (and possible) to interpret J3 as a
purely radial coordinate.
Application to energetic particle trajectories
We compared in Tab. 2.1 some features of the thermal and suprathermal particles’ trajec-
tories corresponding to a typical Tore-Supra discharge (where the suprathermal ions are
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assumed to be heated by Ion Cyclotron Resonant Heating in the minority heating scheme)
and to ITER parameters (where suprathermal particles are taken to be fusion born alpha
particles). First, characteristic frequencies (corresponding to very trapped particles, Ω¯b ∼ 1,
Ω¯d ∼ 1) are provided and put in parallel with the Alfve´nic and acoustic frequency ranges.
Next, typical gyration widths associated with the motion invariants are given: the Larmor
radius and the banana width of trapped particles (considered here for marginally trapped
particles, which display the largest width).
D+ in TS H+ in TS D+ in ITER α in ITER
(E = 5 keV) (E = 300 keV) (E = 15 keV) (E = 3.56 MeV)
Acoustic range ∼ 32 kHz ∼ 21 kHz
Shear Alfve´n range ∼ 500 kHz ∼ 190 kHz
Ωc/2pi 28 MHz 58 MHz 40 MHz 13 MHz
Ωb/2pi 46 kHz 500 kHz 31 kHz 270 kHz
Ωd/2pi 0.4 kHz 24 kHz 0.12 kHz 28 kHz
Larmor radius 2.5 mm 1.5 cm 3.0 mm 9.0 cm
Banana width 8. mm 4.5 cm 1.0 cm 30 cm
Table 2.1: Features of the thermal and energetic ion trajectories in Tore-Supra and ITER, calculated with
the values of Tab. 1.1, a normalized radius of 0.3, a density of 5e19 m−3 and q = 1.0.
Tab. 2.1 shows that the time scale separation between the gyromotion and guiding-center
motion is fully verified for both energetic and thermal particles, but that the scale separation
of the bounce and drift motions becomes less clear when going to higher energies. Besides,
it confirms the idea developed in the thesis introduction that resonances are possible with
the acoustic frequency range for both thermal and suprathermal particles, which makes this
frequency range particularly important for the understanding of wave-particle resonances.
In particular, resonances with macro-scale structures are expected to be more relevant since
micro-scale perturbation (∼ 1 mm) fall below the typical Larmor radius of energetic particles.
Finally, the calculation of the banana width
of barely trapped particles gives a first insight
in the particles confinement, because it is a
measure of the deviation from the field lines.
As can be seen in the table, the banana width
of barely trapped energetic particles is a non-
negligible fraction of devices’ minor radius (5
cm/70cm in Tore-Supra, 0.3m/2m in ITER).
We may already expect possible losses of con-
finement when a passing particle is slightly per-
turbed and gets slightly trapped (see the sche-
matic on the side). Let us now analyze how
such a perturbation may occur.
2.2 Theoretical review of energetic particle driven modes
We now review the main features of the interaction between energetic particles and the
thermal plasma. It was explained earlier that energetic particles were expected to interact
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preferably with macro-scale waves, which are traditionally described in the MHD formalism.
After explaining some basics of MHD and MHD modes, we tackle the problem of the modes
stability in the presence of an energetic particle drive. We display the particular geometric
effects which stabilize these modes and lead to a classification between gap modes and
energetic particle modes (EPMs). Finally, various theories developed to explain the
nonlinear evolution of these modes and the correlated transport of energetic particles will be
depicted.
2.2.1 Basic Magneto-HydroDynamic waves
MHD equations, MHD energy principle
MHD is the traditional frame for the description of macroscopic instabilities (> 1 cm in
typical tokamak conditions). In the standard ideal MHD formalism, a quasi-neutral plasma
of ions and electrons is described as a single fluid using three momenta, its mass density ρM ,
its velocity V and its scalar (isotropic) pressure P , and one vector field, the magnetic field
B. Ideal MHD equations are
dρm
dt
+ ρm∇ ·V = 0 (2.34)
ρm
dV
dt
+∇P = J×B (2.35)
dP
dt
+ ΓP∇ ·V = 0 (2.36)
E + V ×B = 0 (2.37)
∇×E = −∂B
∂t
(2.38)
∇×B = µ0J (2.39)
∇ ·B = 0. (2.40)
with d/dt ≡ ∂t + V · ∇.
The first three equations are the evolution equations of the three fluid moments, and
Eq. 2.36 is the MHD pressure closure, characterized by the adiabatic compressibility coeffi-
cient Γ, equal to 5/3 for an isotropic pressure. Eq. 2.37 is the ideal Ohm’s law which fully
determines the electric field E as a function of B. The last three equations result from the
low frequency limit of Maxwell equations (no displacement current considered), and they
define the plasma current J completely as a function of B. In particular µ0 is the vacuum
permeability.
Though not completely useful (E could be replaced directly in Eq. 2.38), Ohm’s law con-
tains important features of the MHD formalism. First, it directly returns that E‖ = 0, which
means that charge separation is not considered to take place in the parallel direction. This
condition will be refered to as the MHD condition in the remainder of the text. Secondly,
after crossing with B, it implies that V⊥ = E×B/B2, showing that the MHD perpendicular
velocity reduces to the fluid E×B drift, which simply results from the particles E×B drift
(generalized here to non-equilibrium fields). The dominating character of the E × B drift
is a major assumption of MHD, which is consistent with the hydrodynamic limit ω → ∞
[8]. Indeed, when fast fluctuations are considered ∂t → +∞, E = −∇φ− ∂tA→∞, with A
the vector potential (B = ∇×A). Hence drifts involving E becomes dominant compared to
other effects involving spatial gradients only.
Let us now determine the linear normal modes (with eigenfrequency ω) which may de-
velop in an MHD plasma. For this, consider a fluctuation of eigenfrequency ω around a
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known equilibrium state,
ρm = ρm(0) + 2Re
(
ρmωe
−iωt) , V = 2Re (Vωe−iωt) ,
P = P(0) + 2Re
(
Pωe
−iωt) , B = B(0) + 2Re (Bωe−iωt) . (2.41)
A standard procedure to analyze these modes is to make use of a so-called MHD energy
principle. Linearizing the MHD equations, and defining the MHD displacement ξ such that
ξ˙ = V (−iωξω = Vω), the linearized MHD equations can be put in the form ω2ρm(0) ξω =
F(ξω), with F a self-adjoint operator (for the scalar product, (u,v) →
∫
dx3u∗v). Multi-
plying this equation by ξ∗ω and integrating over all space, it comes
δI ≡ ω2
∫
d3x
ρm
2
|ξω|2 = 12
∫
d3x
|Bω⊥|2
µ0
+
1
µ0
∣∣∣∣Bω‖ − ξω⊥ · ∇P(0) µ0B(0)
∣∣∣∣2 + ΓP(0)|∇ · ξω|2
− J(0)‖(ξω⊥ × b(0)) ·Bω − 2(ξω · ∇P(0))(κ · ξ∗ω)
=
1
2
∫
d3xξ∗ω F(ξω) ≡ δWMHD
(2.42)
where δI is the plasma kinetic energy, δWMHD is called the MHD potential energy. Due
to the self-adjointness of F , ω2 and δWMHD are directly shown to be real, and a given mode
may either be purely oscillating and stable (ω ∈ R, δWMHD > 0) or purely growing/damped
(ω ∈ iR, δWMHD < 0). With this energy formulation, one may directly determine the
stability of the given equilibrium under a given perturbation ξω.
Simple observation of Eq. 2.42 shows what may be the destabilizing features of a given
equilibrium. The first three terms of δWMHD are positive and hence, stabilizing. In particu-
lar, compressibility and magnetic field tension (included in Bω⊥) act as restoring stabilizing
forces. The two destabilizing mechanisms are included in the last two terms: the first one be-
ing related to the existence of an equilibrium current leads to so-called current driven , or
kink instabilities and the second one depending on the respective sign of the pressure gra-
dient compared to the field line curvature is the so-called pressure driven, or interchange
instabilities.
MHD waves in a uniform plasma
First insight into the nature of stable linear MHD waves can be obtained assuming a uniform
magnetized equilibrium, B(0)(x) = B0, P(0)(x) = P0 ...
From the velocity equation, it clearly appears that the fluid inertia (the left hand side)
has to balance pressure effects as well as the magnetic field tension, which enters j×B. In
linear analysis, two characteristic velocities appear, which account for this behavior,
the Alfve´n velocity vA, v2A =
B20
µ0ρ0
and the sound velocity cs, c2s =
ΓP0
ρ0
,
(2.43)
which respectively provide a measure for the restoring force induced by magnetic pressure,
and the one resulting from compressibility (the kinetic pressure). In magnetized fusion
plasmas, cs is smaller that vA. The ratio of the plasma pressure to the magnetic pressure
β ≡ 2µ0P0
B20
=
2
Γ
c2s
v2A
(2.44)
is a third important small parameter in magnetized fusion plasmas (∼ 10−2 in Tore-Supra,
where the typical values of the pressure and field are taken at the plasma center).
More precisely, linearizing the MHD equations to the first order in a perturbation of the
form ∝ ei(k.x−ωt), three types of waves are found,
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• the incompressible shear Alfve´n wave, of dispersion relation
ω2 = k2‖v
2
A (2.45)
This is a transverse wave, propagating in the parallel direction, where the perturbed
magnetic field and perturbed velocity (parallel to each other) are perpendicular to the
equilibrium magnetic field. Note that here ω2 is reminiscent from the mode inertia (as
in Eq. 2.42), and k2‖v
2
A from the field line bending restoring force.
• the fast (+ sign in Eq. 2.46) and the slow (- sign in Eq. 2.46) magnetosonic waves
ω2 =
k2(v2A + c
2
s)
2
1±
√
1−
4k2‖
k2
v2Ac
2
s
(v2A + c2s)2
 
k2v2A
k2‖c
2
s
if vA  cs (2.46)
which couple kinetic and magnetic pressures.
In a tokamak configuration, the equilibrium parallel length scale is of the order of R0 (or
qR0), whereas the typical equilibrium perpendicular is of the order of the minor radius a.
Hence, for a large aspect ratio 1/, the tokamak geometry “naturally” leads to longer parallel
scales, k‖  k⊥. When considering a perturbation, scale lengths may change significantly.
However, interesting modes tend to be localized where k‖ = 0. In pure MHD plasmas, it
simply comes from the fact that the magnetic field tension is proportional to ∝ k‖vA (it will
be derived in a clean way in the course of the thesis, but the shear Alfve´n wave dispersion
already gives some indication of this) and stabilizing. Consequently, MHD instabilities are
more easily excited where this tension cancels. When suprathermal particles are added to
the picture, stable MHD modes may be driven unstable by energetic particles. Nevertheless,
so-called resonant surfaces (verifying k‖ = 0) remain of interest because they can allow for
a mode localization. Hence, it is often relevant to consider modes with k‖  k. With the
additional assumption of a low-β plasma, a time separation appears between the three MHD
waves,
k‖cs  k‖vA  kvA. (2.47)
Considering the energetic ions typical eigenfrequencies, it can be shown that resonances
may occur between energetic ions and modes of the acoustic (or sound) and shear Alfv´en
frequency ranges. This was illustrated in Tab. 2.1, where we compared the typical eigen-
frequencies of suprathermal trapped particles with a typical value of the acoustic frequency
range (cs/R0) and a typical value of the shear Alfve´n frequency range (vA/R0).
2.2.2 Alfve´n spectrum in a sheared plasma
Sheared plasmas and phase mixing
When moving to a non-uniform plasma, the situation is more complicated. The three MHD
waves described above get fully coupled, and non-uniformity leads to non-coherent local be-
haviors at the origin of dispersion and damping.
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To picture this phenomenon, we make use of a cylindrical
plasma of radius a and length 2piR0, which can be seen as a
tokamak plasma of null inverse aspect ratio,  = 0. Besides,
we assume the plasma density to be uniform and the existence
of a purely toroidal plasma current, localized at the cylinder
center (for example with a current density j(r) ∝ (1−r/a)2).
With  = 0, the equilibrium toroidal field (along the cylinder
axis) is approximately uniform, BT(0)(x) = B0, whereas the
poloidal field is non-uniform (or sheared), BP(r).
This way, we obtain a cylindrical plasma with a sheared
magnetic field, but one should note that the physics developed below can also be recovered
with a more simple slab geometry and a sheared density (see Ref. [17]). The case developed
here is simply more convenient for later developments to the tokamak geometry. To mimic
the tokamak conditions, we also define an equivalent toroidal angle ϕ, such that R0ϕ holds
as a coordinate for the toroidal direction and we assume that BP(0)/BT(0) ∼  1.
Let us now consider a linear normal mode. In a cylindrical configuration (characterized
by an invariance in the direction of the cylindrical axis and in the θ direction), it is possible
to take it of the form ∝ ei(mθ+nϕ) with (n,m) two integers. For this perturbation, it comes
ik‖ = b(0) · ∇ϕ
(
n +
m
q(r)
)
≈ 1
R0
(
n +
m
q(r)
)
(2.48)
where we recall that b(0) = B(0)/B(0). The safety factor q (q(r) = (r/R0)(BT/BP) in the
cylindrical limit) is a non-constant function of r (we avoid the odd case where BP ∝ r).
Hence, k‖ is also a non-constant function of r, which means in particular that pure Alfve´n
waves ω = ±k‖(r)vA cannot have a global structure. On the contrary, this equality seems to
suggest that a continuous frequency spectrum of shear Alfve´n waves exist, where each
frequency is associated to a different radius (and an infinitely localized eigenfunction). In
a global analysis however, this is not possible, which means that a wave cannot be a pure
shear Alfve´n wave. On the contrary, radial continuity enforces a mixing of the different
polarizations involved in the three MHD waves described above.
To obtain a better understanding of the physics involved, we can expand the MHD equa-
tions using a perturbation of the form Eq. 2.41. Under the assumption that the considered
perturbation verifies k‖  k⊥ and using that β is a small parameter in magnetized fusion
plasma, we already explained that the three classical MHD waves are characterized by a
time scale separation. When only the first assumption is made, it is possible to focus on
the lower frequency modes only, independently from the coupling to the fast magnetosonic
branch. Such a decoupling leads to the so-called shear Alfve´n law [8], which is an equation
on the fluid vorticity, ∇ ×V. Using the smallness of β (to cancel sound wave effects) and
 (to simplify the differential operators), it is possible to express the shear Alfve´n law using
one unknown field only, the electric potential φω. For general geometry, the shear Alfve´n
law reduces to
0 = ∇ ·
[
ω2
v2A
∇⊥φω
]
+B(0)∇‖
{
1
B2(0)
∇ ·
[
B2(0)∇⊥
(
1
B(0)
∇‖φω
)]}
+
B(0) ×∇
(
1
B2(0)
∇‖φω
)
· ∇
(
J(0)‖
B(0)
)
+
2µ0
B2(0)
B(0) × κ(0) · ∇⊥
[(
b(0)
B(0)
×∇P(0) · ∇⊥φω
)](2.49)
where we wrote ∇‖ = b(0) · ∇, and generalized the definition of the Alfve´n velocity to space
dependent densities and magnetic fields, vA(r). A similar result will be derived later on. At
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the moment, we can already identify the main physical components involved: inertia (∝ ω2),
field line bending force (∝ v2A∇2‖), kink (∝ J(0)‖) and interchange (∝ κ(0) · ∇P(0)).
Let us apply this equation to a cylindrical configuration, and perturbed quantities of
the form Xmω e
imθ+inϕ. The cylindrical geometry enables κ = κ(r)∇r, and the various (m, n)
Fourier components do not couple. Projection of Eq. 2.49 onto the (m, n) harmonic returns
− d
dr
{
r3
[
ω2
v2A
− (km‖ )2
]
d
dr
(
φmω
r
)}
= ω2r2
φmω
r
d
dr
(
1
v2A
)
(2.50)
+(1−m2)
(
ω2
v2A
− (km‖ )2
)
φmω −m2
2µ0
B2(0)
dP(0)
dr
κrφ
m
ω .
This equation suggests the possibility of a smooth eigenfunction far from the Alfve´n res-
onance condition, ω2 = km‖
2v2A, but it shows that the existence of a surface of radius rA
verifying the Alfve´n resonance leads to a singularity in the mode structure.
Formally, the existence of an Alfve´n resonance at r = rA can be treated using a per-
turbative two scale analysis separating the smooth and discontinuous structure variations of
the mode [17]. Using temporarily the notation E¯mω = φ
m
ω /r, the two scale analysis leads to
the decomposition of the form E¯mω = E¯
m
ω0(r0) + E¯
m
ω1(r0, r1) where E¯
m
ω1  E¯mω2, r0 ∼ r is a
slow variable similar to equilibrium quantities, and r1 ∼ r− rA is a fast variable, ∂r0  ∂r1 .
To the lower order,
d
dr1
[
r3
(
ω2
v2A
− (km‖ )2
)
dE¯mω1
dr1
]
= 0 ⇒ dE¯
m
ω1
dr
=
C(r)
d
dr
(
ω2
v2A
− (km‖ )2
)∣∣∣
rA
(r − rA)
(2.51)
⇒ E¯mω1 ∝ C(r) ln |r − rA| (2.52)
with C a slowly varying continuous function.
A logarithmic singularity appears close to the Alfve´n resonant surface rA, where
ω2 = k2‖v
2
A. Whereas the mode structure involves various polarizations away from rA (and in
particular a radial dispersion), singularity can be understood as the excitation of a “pure”
shear Alfve´n wave at the Alfve´n resonant surface. Since a shear Alfve´n wave propagates in
the parallel direction only (hence on a given radial surface), information gets accumulated
at rA, leading to the logarithmic singularity [18]. In particular, the singularity can be
shown to be associated to a discontinuity of the Poynting flux [17, 19, 20]. Another
way to understand the logarithmic behavior and the correlated development of small scale
structures is to separate the plasma into various radial plasma shells characterized by its
own eigenfrequency ±k‖(r)vA(r). Because each shell tends to respond better to a signal
corresponding to its eigenfrequency, radial coherence is lost. This is called phase-mixing
[21]. As a consequence of this lack of coherence, these shear Alfve´n-like waves happen to
be very localized. Hence, non-localized solutions are expected in Fourier space (ie: for the
Fourier transform of E¯mω (r)), which in analogy with quantum mechanics are to be associated
with a continuous frequency spectrum of solutions. The idea developed above is now
justified.
Note that depending on the geometry, the surface where the Shear Alfve´n law Eq. 2.49
presents a singularity, or resonance, may have a somewhat more complicated dispersion
relation than ω = ±k‖vA. In the following, such surfaces will be called Alfve´n resonant
surfaces, and the spectrum of frequencies which can be solution of the corresponding disper-
sion relation, the Alfve´n continuous (resonant) spectrum. Finally, the modes oscillating
with a frequency of the continuous spectrum will be refered to as continuum modes. The
latter notions are illustrated in Fig. 2.3, where we applied them to standard sheared q-profiles.
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Figure 2.3: Typical sheared q profiles of a tokamak and corresponding Alfve´n resonant spectra for modes
with a single poloidal and toroidal component, (m = −1, n = 1). As an example, the resonant surfaces for an
acoustic mode (ωR0/vA ∼ β ∼ 0.01) are indicated, and show where such a mode should display a singularity.
An important consequence of the singularity is that it implies a damping of the considered
waves, called continuum damping. Recalling that MHD is only supposed to acccount for
relatively large structures, this damping can physically be understood as a loss of information
towards the small scales. We can already infer that moving to a kinetic description may
eventually allow for some of these modes to live undamped (at least at the lowest order),
the so-called kinetic Alfve´n waves.
Interestingly however, it was shown that if an MHD mode is damped by continuum
damping, and if the kinetic modelling of the wave displays a ”strong” (kinetic) damping
mechanism, the damping rate calculated by MHD does not differ from the one calculated
with the kinetic formalism. In other words, the damping rate does not depend on the detailed
process or on the details of the mode structure [19].
The verification of the existence of a damping and the computation of the resulting
damping rate can be done using the interpretation of the MHD equations as an energy
relation, in a similar fashion as for the derivation of the MHD energy principle. Multiplying
Eq. 2.51 by E¯mω and integrating over space under the assumption that there exists one single
Alfve´n resonance at rA, it comes
− δW (ω, E¯mω ) = P
∫
rdr
{[
r2
(
dE¯mω
dr
)2
+ (m2 − 1)E¯m 2ω
](
ω2
v2A
− (km‖ )2
)
−ω2r2E¯m 2ω
d
dr
(
1
v2A
)
+ m2
2µ0
B2(0)
dP(0)
dr
κrE¯
m 2
ω
}
= r3
[
ω2
v2A
− (km‖ )2
](
d
dr
E¯mω
)
E¯mω
∣∣∣∣r
+
A
r−A
= C(r)E¯mω |r
+
A
r−A
(2.53)
where the energy function used here can be easily identified as δW (ω, E¯mω ) = −δI+ δWMHD,
and the last equation comes from Eq. 2.51. At the lowest order, the right hand side small
scale singularity is usually assumed negligible compared to the expected large mode structure,
and the main mode eigenfunction is found as a solution of −ω20δW (ω0, E¯mω0) = 0. Expanding
Eq. 2.53 to the next order, we can obtain the effect of the singularity on this eigenfunction.
In particular, with the expansion ω = ω0 + δωr + iγ, the damping rate is found to verify
−∂(δW )
∂ωr
(ω0, E¯mω0) iγ =
−ipiSgn(ω0) C2(rA)∣∣∣ ddr (ω20v2A − (km‖ )2) (rA)∣∣∣ . (2.54)
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Eq. 2.54 can be seen as an energy balance, where ∂rW is to be interpreted as the a measure
of the wave energy of the low order solution of Eq. 2.53 4, and the right hand side repre-
sents an energy well. Assuming in a first approximation that δI ∝ ω2 and that δWMHD has
no dependance in ω (it may not be true in general since the structure of φω can depend on
ω), −∂ωδW (ω0, E¯mω0) > 0. Hence, γ < 0, the singularity implies a damping, as announced.
This absorption of the wave energy suggested in the seventies that the coupling to the shear
Alfve´n spectrum, could be an interesting way to heat the plasma by a direct injection
of Alfve´n type waves.
Note that we can obtain a better idea of the damping time scales, coming back to the
resolution of Eq. 2.51 which may be rewritten(
∂tt + (km‖ )
2v2A
)
∂rE¯
m = C(r, t) (2.55)
close to the continuum. Eq. 2.55 admits solutions of the form 2.55 ∂rE¯mω = C(r) exp(±ik‖vAt)
[17]. Consequently, when t→ +∞, ∂r → ±i∂r(km‖ vA) t and diverges, reflecting the fact that
the mode is characterized by a singularity. Finally
E¯mω = ±
C(r)
i∂r(k‖vA) t
e±ik‖vAt, (2.56)
and the time behavior of the damping is observed to be proportional to 1/t.
Gap Modes and Energetic Particle Modes (EPM) in toroidal geometry
From the previous section, we know that a mode is damped where Alfve´n resonances occur.
For example, let us consider a mode with (n = 1,m = −1). We already explained that a
mode often develops close to a surface where k‖ = b(0) · ∇ϕ(n + m/q) = 0, that is, where q
is rational, and in this case equal to one. Take for example ω to be an acoustic frequency,
Alfve´n resonance occurs for |R0k‖| = |ω/vA| ∼ β (∼ 0.01 in Tore-Supra). Expanding R0k‖
linearly around the q = 1 surface
|R0k‖| ≈ |R0k′‖||δx| = |m/q2||q′||δx|, (2.57)
and considering a standard monotonic Tore-Supra q profile, two Alfve´n resonances appear on
both sides of the rational surface, with a typical distance to it |δx| ∼ 5mm. This characteristic
length is small for a macroscopic mode, and compared to Tore-Supra minor radius 0.7 m.
In a toroidal geometry, various poloidal components (various m numbers in the
above decomposition) are coupled together, because the system is not fully invariant in
the poloidal direction ( 6= 0). Due to this coupling which implies more global structures,
continuum damping may be thought to be even more stabilizing than in cylindrical geometry.
However, it is not the case because of the existence of gaps in the shear Alfve´n spectrum,
where a mode can live undamped.
From now on and until the end of this thesis, to avoid any ambiguity in the description
of toroidal geometry and to allow for toroidicity induced poloidal coupling to be explicit,
the quantities ρs and vA need to be understood as independent from the poloidal angle θ
(ρs(r), vA(r)). In other words, the central field B0 is used when assessing these quantities.
We may distiguish two types of conditions for a gap to occur [22]. Typical representations
corresponding to the various types of modes described in this section are given in Fig. 2.4.
4We will come later to these ideas in subsection 3.1.2
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• Particular equilibrium properties naturally result in gaps in the Alfve´n
spectrum [23, 24, 25, 26].
Looking at the formula ω2 = km 2‖ v
2
A for the localization of Alfve´n resonances, it is
obvious that some profiles are more favorable for the existence of modes with a large
extent. A non-monotonic q profile [26] and/or a non monotonic density profile may lead
to finite minima of km2‖ v
2
A. Below these minima, a mode with a frequency ω can have
a rather large extent. An example of such modes are the Reversed Shear Alfve´n
Eigenmodes (RSAEs) [26, 27].
Besides, some physical phenomena neglected in Eq. 2.49 (such as compressibility), can
change the frequency localization of the Alfve´n resonances. For example, when com-
pressibility is taken into account the characteristic equation of the resonant spectrum
has the form ω2 = km 2‖ v
2
A+ω
2
0 (in other words, the resonant spectrum is not purely of
the shear Alfve´n type but involves terms related to sound waves), and Beta Alfve´n
Eigenmodes with a eigenfrequency below |ω0| are not damped.
• Wave-wave coupling in toroidal geometry can allow for the existence of
standing shear Alfve´n waves.
We have explained earlier that the singularity induced by an Alfve´n resonance at rA
could be associated to the purely parallel phase velocity of shear Alfve´n waves. Hence
the idea that parallel transport and singularity vanishes if two shear Alfve´n waves are
coupled together to form a standing wave. This behavior may be visualized as the
apparition of a gap in the shear Alfve´n wave spectrum, as illustrated in Fig. 2.4.
In toroidal geometry, the coupling of different poloidal harmonics directly leads to
such types of gaps, called toroidicity induced gaps, and associated with toroidal
Alfve´n Eigenmodes (TAE) [28, 29].
The creation of the toroidicity induced gap appears directly when applying Eq. 2.49 to
a toroidal geometry. In this equation, the divergence operator depends on R = R0(1 +
(r/R0) cos θ) and hence on θ, which leads to poloidal coupling. Accordingly, poloidal coupling
is found to involve terms proportional to the inverse aspect ratio, and the Right Hand Side
(R.H.S.) of Eq. 2.49 can be put in the form [30]
− d
dr
[
r3
(
ω2
v2A
− (km‖ )2
)
d
dr
(
φmω
r
)]
− d
dr
[
r3¯(r)
ω2
v2A
d
dr
(
φm+1ω + φ
m−1
ω
r
)]
= R.H.S. (2.58)
where ¯ is of the order of and proportional to .
Focusing on two neighboring poloidal components only, and making use of the previous
notation E¯mω , this is again
− d
dr
r3D
d
dr
(
E¯m+1ω
E¯mω
)
= R.H.S.,with D =
(
ω2/v2A − (km‖ )2 ¯(ω2/v2A)
¯(ω2/v2A) ω
2/v2A − (km+1‖ )2
)
(2.59)
Far from the shear Alfve´n resonances ω2/v2A − (km/m+1‖ )2, the terms of the diagonal
dominate (¯ 1), and the situation is close to the one of a cylinder.
The situation is different when both resonances are verified. The double cancellation
of the resonant terms allows for both poloidal components to have similar, strong
weights, and off-diagonal terms representing the poloidal coupling become of major
importance. Consequently, the resonant spectrum (which leads to a singularity), of
equation det(D) = 0, does not cancel where both shear Alfve´n waves couple. On the
contrary, solving det(D) = 0 displays a gap, represented in Fig. 2.4.
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Figure 2.4: Continuum modes and gap modes.
Thanks to gaps, we now know that continuum damping may be avoided on relatively
large radial extents. There remains to show that radially localized modes can live in
these frequency gaps, which implies two necessary conditions on the frequency and on the
existence of a defect able to localize a mode [31].
Such a study is classically carried out in Fourier space, where the Fourier transform of the
radial dispersion equations (Eq. 2.51, 2.58), takes the form of a Schro¨dinger equation, and
regular (ie, localized in radial space) localized (ie, non discontinous in radial space) solutions
are looked for. In analogy with quantum mechanics localization in Fourier space, leads to a
discrete frequency spectrum, in opposition to the shear Alfve´n continuous spectrum.
Considering the above first type of gaps for example, it can be shown that localization
is possible close to a point r0, where km‖ is well approximated by (k
m
‖ )
2(r) = (km‖ (r0))
2 +
(1/2)(k2‖)
′′(r− r0)2, and in the presence of a defect. Such a situation occurs at the minimum
of the q profile where k′‖(r0) = 0 (leading to RSAEs) or close to a resonant surface where
km‖ (r0) = 0. For RSAEs, the mode localization at the minimum of a q-profile leads to the so-
called Alfve´n cascades, that is to modes with a shifting localization and a shifting frequency,
which follows the time variations of the q profile.
Assuming for simplicity that m  1, and accordingly that equilibrium variations (∼ r)
are negligible compared to radial variations of k‖, and using the normalized radius, r¯ =
(r − r0)(|m|s0/r0) where s0 is a characteristic value of the shear (defined in Eq. 2.6, and
simply taken to be s0 = 1 for when it cancels at the minimum of the q profile), Eq. 2.51
takes the form
d
dr¯
{[
r¯2 − Λ2] d
dr¯
φmω
}
=
1
s20
[r¯2 − Λ2]φmω − Gφmω (2.60)
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Figure 2.5: Frequency spectrum of Reversed Shear Alfve´n Eigenmodes (RSAEs) identified in Tore-Supra
[32]. Frequency cascading is associated to both density fluctuations and oscillations of the q-profile.
where Λ2 = (ω2/v2A − km‖ (r0)2)× 2(m2s20/r20)/(k2‖)′′, contains the information relative to the
eigenfrequency.
Now taking the Fourier transform of φmω (r¯), ie, φ(ϑ) =
∫ +∞
−∞ dr¯ φ
m
ω (r¯) e
−ir¯ϑ and using the
change of variable, Ψ(ϑ) =
√
1 + s20ϑ2φ(ϑ), it comes
−∂
2Ψ
∂ϑ2
+
(
−Λ2 + s
2
0
(1 + s20ϑ2)2
− s
2
0G
(1 + s20ϑ2)
)
Ψ = 0 (2.61)
The condition for a mode to be in the gap (ie, to avoid singularity in Eq. 2.60) is Λ2 < 0,
which means that the mode eigenfrequency is in the outside region of the resonant spectrum
curve (see Fig. 2.4). The condition for a mode localization depends on G and it is simply the
necessary condition to create a localizing potential, in the Schro¨dinger like equation 2.61. As
was shown in Ref. [33, 26, 27], various physical components can enter G, and make possible
the existence of localized modes in the frequency gaps: these defects include equilibrium
current [33], energetic particles [26] or toroidal effects [27]...
Similarly, the dispersion relation of TAEs [34, 35] reads
−∂
2Ψ
∂ϑ2
− Λ2(1 + ¯cosϑ)Ψ + s
2
0
(1 + s20ϑ2)2
Ψ = 0 (2.62)
where s0 corresponds to the non-zero shear taken at the radial intersection of the two coupled
shear Alfve´n wave. Whereas ¯ creates a gap, the finite shear s0 is a defect which prevents a
purely sinusoidal non-localized mode [36].
Finally, we have shown that global modes can develop in a toroidal plasma, which are not
damped by continuum damping at the lowest order. As we will explain in the next section,
these modes can be driven unstable by energetic particles. Besides, one should not forget
these modes, which are damped in a pure MHD description, since the latter can be driven
unstable when energetic particles are present. New modes can also result from the presence
of energetic particles, such as Energetic Geodesic Acoustic Modes [37].
Following the MHD results presented so far, a separation is traditionnally made between:
• Gap Modes which live in a gap of the resonant Alfve´n spectrum, and are not damped
at the lowest order, so that only a small drive can excite them.
28
2.2. THEORETICAL REVIEW OF ENERGETIC PARTICLE DRIVEN MODES
• Energetic Particle Modes (EPMs) which are damped or do not exist without a
fair amount of energetic particles. EPM excitation is characterized by a relatively large
threshold.
A priori, gap modes may be thought to be deleterious and dangerous modes. Indeed,
the fact that they are only weakly damped makes them particularly easy to drive, but
not very good candidates for transferring the energy of energetic particles to the thermal
plasma. Moreover, their global structure can be particularly dangerous for the confinement
of energetic particles, whose trajectories may be heavily modified by the mode fluctuations.
However, one should not forget that additional damping processes are missing in the
above picture, which have an effect on the stability of gap modes. Example of such missing
dampings are higher order continuum damping at the plasma boundary [36], radiative
damping which occurs close to the resonant Alfve´n spectrum, kinetic damping resulting
from resonances with the thermal plasma, such as ion Landau damping [38] or electron
Landau damping [39]. In particular, it is not possible to neglect ion Landau damping for
the description of the Beta Alfve´n Eigenmodes, although these modes are considered to be
gap modes.
Moreover, it may not be fully meaningful to focus on gap modes only, if the population
of energetic particles and the corresponding drive is de facto non negligible.
Non-ideal effects
Before dealing with the interaction of the modes described above with energetic particles, let
us simply make a few comments on the limits of ideal MHD used so far, for the description
of the thermal plasma.
For this, let us recall the fundamental assumptions of MHD, given in the thesis intro-
duction,
• the MHD time-scale validity: for low collisionality plasmas, MHD depends on the MHD
hydrodynamic approximation, according to which ω is larger than the characteristic
thermal plasma frequencies.
• the MHD spatial-scale validity: MHD only makes possible the description of macro-
scale structures which are much larger than the thermal ion Larmor radius.
• the MHD closure: the plasma description is reduced to three moments in MHD, two
scalars: the pressure and the density, and one vector field, the velocity. This re-
lies in particular on the assumption that the plasma velocity distributions are always
Maxwellians.
Two limits of ideal MHD directly follow the previous discussion, and call for kinetic
modelling.
First, continuum damping which takes place in the Alfve´n continous spectrum, can
be seen as conversion of macro-scale MHD waves to micro-scale kinetic waves
(when looking at the modes as propagative). This conversion does not necessarily enforce
the use of kinetic theory because MHD damping rates are equal to kinetic damping rates,
when kinetic waves are fully dissipated [19]. However, non-dissipated kinetic waves can exist
inside the Alfve´n continuous spectrum which do not present the same stability properties as
gap or continuum modes [40]. Kinetic Toroidal Alfve´n waves (KTAEs) are an example of
such kinetic waves. More generally, kinetic effects such as micro-scale effects, also called
Finite Larmor Radius (FLR) effects (that is, effects of the order of the few ion Larmor
radii) enforce the existence a potential well in Eq. 2.61. It follows a discretization of the
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Alfve´n continuous spectrum [41] and the possibility for non-discontinuous radial modes to
exist, as long as kinetic damping mechanisms are not too strong.
Secondly, wave-particle resonances are not appropriately modelled using MHD, be-
cause of the hydrodynamic limit and the consistent use of fixed Maxwellian shapes for the
velocity distributions. Even if MHD is often reasonable outside of the hydrodynamic region,
this extension may only be true when resonances are negligible. When continuum damping is
null and kinetic resonant damping mechanisms become the major damping processes [38, 42]
(ion Landau damping for example) kinetic modelling is desirable.
Finally, some physics is missing in MHD. We explained in section 2.2.1 that the ideal
MHD flow was purely a result of the E×B drift, consistently with the hydrodynamic
approximation. In particular the so-called diamagnetic flow (or velocity) which is related to
pressure gradients is not taken into account. This assumption breaks when going to lower
frequencies (see Fig. 1.4), and additional modes with a finite eigenfrequency come into place
(such as kinks oscillating with around the so-called diamagnetic frequency in the
diamagnetic gap). Similarly, MHD lacks charge separation in the parallel direction E‖ = 0,
and this may become an issue when electron inertia is non negligible.
2.2.3 Energetic particle drive
Let us move to the interaction of the modes described above with energetic particles. A
priori, the idea that energetic particles can transfer energy to the thermal plasma modes is
not obvious. On the contrary, first theories rather predicted that fast particles would stabilize
MHD modes [43]. Because suprathermal are characterized by large eigenfrequencies, the idea
was that they could adapt to the mode fluctuations rapidly, and hence mitigate
them. However, first experiments designed to stabilize MHD kink modes with fast particles
led to the excitation of unexpected new instabilities, the so-called fishbone modes.
What was later found for the latter kink modes is that they could indeed be stabilized by
energetic particles, as long as their oscillation frequency verified ω  Ωh,3 (which in general
also implies ω  Ωh,2,Ωh1, where h stands for hot particles), and this was indeed interpre-
tated as a mitigation effect induced by the fast response of the energetic particles [44]. How-
ever, the situation is strongly modified when resonances can take place ω ∼ Ωh,1,Ωh,2,Ωh,3.
Nowadays, it is well known that a bounded frequency window exists, where fast particles
are stabilizing for the kink instability [45, 44], but that both resonant damping and resonant
drive can take place above this window.
A first intuition of the interaction of energetic particles with MHD modes can be obtained
by the simple addition of a scalar pressure gradient corresponding to the hot particles in
Eq. 2.35. When moving to the energy formulation, multiplication by ξ∗ω returns
−ξ∗ω · ∇Phω = −ξ∗ω · Jhω ×B(0) = −iω Jhω ·V∗ω ×B(0) = iω Jhω ·E∗ω (2.63)
where we neglected the fast ion velocity (assumption of closeness to the velocity balance) in
the first equality, and made use of Ohm’s law for the thermal plasma flow in the last one.
From Eq. 2.63, it appears that a work on the fast ion population has to be added in the
energy relation Eq. 2.42 [44], and this work can lead to a resonant wave-particle energy
transfer. This additional work implies a new term in the MHD energy relation, which is
traditionally written with the notations
δW = −δI + δWf + δWk = 0 (2.64)
where δI represents inertia as in Eq. 2.42, δWf is a generalized MHD energy potential
(supposed to contain all fluid behaviors), and δWk represents the contribution of the energetic
30
2.2. THEORETICAL REVIEW OF ENERGETIC PARTICLE DRIVEN MODES
particles (which can only be modelled using kinetic theory). Eq. 2.64 has been given the name
of fishbone-like dispersion relation [46, 47], and it can be shown to be of very general
use in the study of the interaction of energetic particles with the thermal plasma, even when
the plasma is given a kinetic description [48]. Even if the form of Eq. 2.64 may seem very
intuitive, one should note that it implicitely contains an important feature of the physics at
stake: the existence of two radial scales as in Eq. 2.51, which allows for a separation between
localized inertial dynamics and longer scales associated with fluid behaviors and energetic
particles.
There now remains to understand the effect of δWk. Depending on the time scale in-
volved, it can be either stabilizing or destabilizing.
• If the addition of a hot pressure were to be understood with traditional MHD, that is in
the hydrodynamic approximation ω  Ωh,1,Ωh,2,Ωh,3, one would expect a destabilizing
effect. Indeed, we explained earlier that interchange instabilities were sensitive to the
relative direction of the equilibrium field curvature compared to the one of the pressure
gradient, and it may be shown that this feature favors instabilities in the outside part
of the torus, that is in the low field side half part of the torus. Hence, energetic trapped
particles which mainly evolve in the outside part of the torus (and are the dominant
energetic particles under some heating processes like Ion Cyclotron Frequency Heating,
ICRH) are destabilizing. However, the hydrodynamic approximation is not relevant.
• When ω  Ωh,1,Ωh,2,Ωh,3, we already explained that stabilization could be expected.
• Now, ω ∼ Ωh,1,Ωh,2,Ωh,3 is a particular case where particles behave resonantly and
can exchange energy with the mode. This response is called resonant response
(whereas the two previous responses are referred to as reactive responses), and it
may be either stabilizing or destabilizing.
Hence the importance of time scales...
Resonances are of particular interest, because they allow for secular energy exchanges
between particles and waves. Such energy transfers come from the non-conservation of
the equilibrium motion invariants of resonant particles. Their magnitude and sign
linearly depend on the gradients of the involved particle distribution function.
More precisely, if the distribution function of a hot particle population (but it is also the case
for any other population) is Fh(0), and resonance occurs for ω =
∑
i niΩh,i, the gradients of
interest can be shown (and in fact will be shown in chapter 5) to be the gradients ni∂JiFh(0).
Because the type of instabilities we are looking at are much slower than Ωh,1, it is reasonable
to consider n1 = 0. Hence two types of mechanisms are usually distinguished for resonant
drive or damping: energy induced transfers (with some subdivisions such as anisotropy
induced excitation [49], or Landau damping [50] due to the negative energy slope of a
thermal velocity distribution) and radial gradient induced energy transfers, related to the
non-conservation of the third invariant.
An interesting point concerns the numbers ni which are necessary for the resonant con-
dition ω =
∑
i niΩh,i to be met. A priori, the ni’s may span the whole range of integers,
which somehow questions the possibility to avoid resonances. The question is all the more
striking that the magnitude of the energy transfers is proportional to the ni’s, which suggests
resonances may be more efficient when ω is well separated from the particle characteristic
frequencies... In fact, this is not so because the ni’s cannot be taken independently from
the wave structure it resonates with. It is possible to show that resonant drive by energetic
particles is most efficient for medium ni ∼ 5-10 [51].
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2.2.4 Nonlinear behaviors
We now know that interaction between energetic particles and some modes of the thermal
plasma are possible. In particular, we put forward that a purely kinetic behavior, wave-
particle resonance, can allow for an energy transfer from the energetic particles to the
waves, which is of interest for the confinement of the alpha particles energy in burning
plasmas.
Nevertheless, only a nonlinear analysis can tell us whether a wave can be sustained and
act as an energy channel, or whether it is damped nonlinearly. Only a nonlinear analysis
can tell us whether a mode will transport energetic particles and imply dangerous losses.
Classically, two kinds of nonlinearities are considered.
• MHD nonlinearities concern the thermal plasma and the mode structure and fre-
quency nonlinear evolution.
• Kinetic nonlinearities concern the kinetic energetic response, related to its resonant
behavior.
MHD nonlinearities
The fully nonlinear treatment of the MHD equations leads to the coupling of various per-
turbed fluid moments and fields, and can result in higher order poloidal components. This
mechanism can be refered to as mode-mode coupling, and was analyzed for the TAE and
for one type of EPM, called the precessional fishbone mode (a purely energetic mode,
contrary to the previously mentionned diamagnetic fishbones).
For TAEs, mode-mode coupling (considered with a linear response of the energetic par-
ticles) has been shown to lead to a shift of the mode frequency out of the gap region, and
hence to an increased damping and to a saturation [52]. For the precessionnal fishbones,
mode-mode coupling leads to the generation of an m = 0 plasma rotation and magnetic
field, and displays a more ambiguous role of the nonlinearities. Far above the mode in-
stability threshold, mode-mode coupling leads to saturation. However, close to threshold,
MHD nonlinearities have been found to produce en explosive growth leading to a finite time
divergence [53].
The latter behavior suggests a dominant role of MHD nonlinearities, under certain con-
ditions. However, kinetic nonlinear theories are considered more successful at the moment,
because number of observations could be related to their predictions.
Nonlinear saturation of gap modes via kinetic nonlinearities
∼ Nonlinear trapping ∼
A successful explanation of the role of kinetic nonlinearities in the evolution of fast particle
driven gap modes is based on the theory of nonlinear particle trapping. When a mode
has a finite amplitude, energetic resonant particles can get trapped inside its structure (in six
dimensional phase space) and their motion invariants are no longer conserved. If particles
bounce inside the mode structure much faster than the mode growth, their trajectories are
fully nonlinear and it is possible to solve for the energetic particle evolution and for the mode
growth separately.
For a gap mode, the calculation of the mode growth can be done close to threshold, with
a perturbative treatment of the energetic population. To the lower order, the linear real gap
mode can is a solution of Eq. 2.64 and verifies δWL(ω0) = 0, ω0 real.
If the mode linear structure can be assumed unchanged nonlinearly (MHD nonlinearities
are neglected) but the resonant population of energetic particles is treated nonlinearly, ex-
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pansion of the latter equation to the first order classically leads to an energy-like relation of
the form [54]
(∂ωδWL) δω = −δWk,NL − iγd∂ωδWL, (2.65)
where the subscripts L and NL respectively stand for linear and nonlinear. δWk,NL rep-
resents the energetic particle kinetic response treated nonlinearly, and γd accounts for first
order background damping mechanisms, simply modelled with a constant rate in most stud-
ies of the nonlinear saturation of fast particle driven modes via nonlinear trapping.
Following the nonlinear trapping theory, Boltzmann equation Eq. 1.4 for the energetic
particle distribution Fh can be put in the form [55]
dF˜h
dt
− C · F˜h = −
∂Fh(0)(ω0 + Re(δω))
∂t
+ (Q+ C · Fh) (2.66)
where F˜h = Fh−Fh(0)(ω0 + Re(δω)), and Fh(0) stands for the value of the equilibrium distri-
bution function where resonance occurs with ω0 + δReω (a nonlinear shift of the frequency
is allowed).
For a mode to be driven, the γd related damping needs to be overcome by the energetic
particle drive. Nonlinearly, particle trapping occurs and may be understood as the mixing of
trajectories of neighboring particles. It results in a flattening of the gradients at the origin
of the drive and eventually cancels the drive (see Fig. 2.6). Nethertheless, saturation of the
mode amplitude can take place if some residual drive is conserved to balance γd (and allow
for Im(δω) = 0 in Eq. 2.65). Two mechanisms have been identified to allow for a residual
drive. When collisions (C · F˜h in Eq. 2.65) are strong enough to reduce trapping, some
driving slope is conserved. Otherwise, phase space structures resulting from trapping can
move, (or chirp), in phase space (∂tFh(0) in Eq. 2.65). This chirping is to be associated
to a mode frequency chirping and delivers some energy to the mode. These two saturation
mechanisms are illustrated in Fig. 2.6, and they have been found to account for several
experiments [49, 56].
Figure 2.6: Two saturation regimes predicted for gap modes close to marginal stability: simple saturation
and frequency chirping.
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∼ Energetic particle transport ∼
When a particle is nonlinearly trapped, breaking of one or several of its initial motion
invariants, can lead to the situation pictured below Tab. 2.1, where a barely passing particle
is scattered into a trapped particle (in the usual sense of section 2.1) and is no longer
confined [56, 57]. If the phase space structure, where homogeneization occurs, extends
in the radial direction, a particle can get convected radially. However, saturation due to
nonlinear trapping has been shown to occur at low levels (meaning that the structure remains
small) , and a strong radial transport can only occur if several modes are close by and their
structures overlap . For example, an overlaping of the TAE and fishbone structures has been
postulated in JET to explain the observation of energetic ion losses [58]. However, according
to simulations [59, 60], a strong transport may only occur when a lot of modes are involved
such that stochastization and hence diffusion [61] take place.
Strongly nonlinear kinetic evolution of Energetic Particle Modes
When dealing with EPMs, the perturbative treatment of energetic particles presented in
the previous section is no longer possible, and the mode characteristics (its structure and
frequency) are strongly dependent on the energetic particle population itself. The latter
feature prevents the use of a time scale separation between the mode and the fast particle
evolutions, and leads to the resolution of time dependent equations. A possible form for the
mode evolution has been suggested in Ref. [62]
∂ωδWL ∂tA = −δWk,NL(t)A−∆A (2.67)
where A(r, t) stands for the mode amplitude, ∆ is a dispersive operator. Analogy with
Eq. 2.65 is clear, but now the amplitude is made explicit in order to treat its time dependence
on the same footing as the time evolution of δWk,NL(t). An additional feature of this model
is that A is now given a radial dependence, which allows for a radial dispersion of the mode
structure. Because the traditional variational formulation assumes that integration over has
already been carried out, the r dependence should be understood as a larger radial scale
that the one corresponding to the mode size.
Since the time evolution of δWk,NL is now needed, a full evolution equation needs to
be solved to get the energetic particle response, in agreement with Eq. 2.65. Because the
time evolution of the mode is supposed to be as fast as the energetic particle evolution,
nonlinear trapping does not have time to take place, such that the particle trajectories
are decorrelated from the wave and the fast particle distribution can be treated with
a formalism which has some analogy with a quasi-linear treatment. This calculation was
carried out in [63] and returns a time evolution equation of the energetic particle population,
which has the form
∂t
[
∂t
(
ˆδW k,NL
)
A2
]
∝ A4 with ˆδW k,NL ∝ 1A2 δWk,NL (2.68)
From Eq. 2.68, it appears that the typical nonlinear time verifies τNL ∝ A−1. The conse-
quence is that nonlinear transport can be balistic (that is, faster than the traditional diffusive
time, τNL ∝ A−2).
This analysis predicts a transition to a stronger (balistic) transport of energetic parti-
cles. In particular, it makes possible a strong and fast particle tranport corresponding to a
simultaneous radial shift of both the energetic population and the mode structure, that may
be seen as the radial propagation of an unstable front. This prediction is in agreement with
the strong transport observed during the so-called ALEs (Abrupt Large amplitude Events)
in the tokamak JT-60U.
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2.3 Experimental and modelling tools for the study of energetic
particle modes in Tore-Supra
Let us take a (short!) break from theory to present the experimental device, which was
made use of during this work to proofcheck the theoretical predictions.
2.3.1 Tore-Supra
The tokamak Tore-Supra is a relatively large
tokamak with a circular cross section, whose di-
mensions are described in Tab. 1.1. Its equilibrium
configuration is well approximated by the embed-
ded set of circular flux tubes with a shift, given in
Eq. 2.8.
Tore-Supra discharges make use of deuterium
only. The most basic tunable parameters are the
toroidal magnetic field, the toroidal induction cur-
rent and the plasma average density.
In standard Tore-Supra discharges, the field
BT belongs to [2.2T, 3.8T] and can be tuned with precision (±10−3T), but standard op-
eration points BT = 2.2, 2.8, 3.2, 3.8T are used (in particular for the tuning of the external
heating sources).
The toroidal plasma current at the origin of the poloidal field, can be created using
two mechasnisms. An induction current results from a varying vertical magnetic flux
generated by the central solenoid (see Fig. 1.3). Induction is the easiest and most tunable
mean to generate current, and it is in particular necessary to start the plasma. Standard
Tore-Supra discharges can be tuned with a induction current between 0.6MA and 1MA. An
additional current resulting from the injection of High Frequency waves in the plasma can
be added to sustain the initial plasma current. This current source is usually more localized
than induction, and allows for a control of the current radial profile.
Finally, the central density can be adjusted and belongs to the interval [4× 1019m−3, 7×
1019m−3] in standard discharges.
A direct heating of the plasma occurs due to Joule’s law and following the existence of a
plasma current. Besides, injection of high frequency waves into the plasma can also improve
the heating:
• Ion Cyclotron Radio-frequency Heating (ICRH) makes use of the ion cycloton
resonance Ωc to transfer energy to the plasma ions. However, requirements for the
coupling of the waves with the plasma make easier the radio-frequency heating of an
intermediate ion species, which deposits its energy on the plasma in a second step. In
Tore-Supra, this intermediate species or minority species (representing 2 to 9% of
the plasma ions) is usually taken to be hydrogen ions. Under ICRH heating, a tail of
energetic hydrogen ions is formed and determining how they can transfer their energy
to the main plasma is similar to the problem of transfering the alpha particles energy.
Typical energy coupled to the plasma (deuterium + hydrogen) can reach 8MW in
Tore-Supra.
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• Electron Cyclotron Radio-frequency Heating (ECRH) makes use of the elec-
tron cyclotron resonance, and allows for a very localized and tunable heating of the
plasma. In Tore-Supra, less that 1MW of ECRH can be coupled to the plasma.
• Lower Hybrid (LH) waves make use of the Landau resonance to transfer energy to
the plasma. Their main use is to induce the plasma current, but they can also heat the
plasma. In Tore-Supra, a maximum of 3 MW of LH can be reached at the moment.
2.3.2 Diagnostics
Overview
Various diagnostics are set up in Tore-Supra, which apply either for the measure of equilib-
rium parameters or for the measure of fluctuations.
Various equilibrium parameters can be measured. We give in the following a few ex-
amples of such diagnostics which are relevant to our topic. The density profile is accessed
using Thompson scattering, interferometry or microwave reflectometry, with a typical error
of 10%. The electron temperature profile is obtained using Electron Cyclotron Emission
measurements, with an uncertainty below 5%. The measure of the minority fraction can be
performed thanks to an analysis of the edge neutrals, but it is characterized by a strong error
of about 50%. Finally, neutral Beam Injection allows for the measure of the ion tempera-
ture at one point of the plasma, but the diagnostic could not be used during our experiments.
Diagnostics with a high frequency acquisition (until 1MHz), can be used for the analysis
of fluctuating MHD modes (typically, BAEs have a frequency of about 50 kHz, TAEs of
about 200 kHz).
Tore-Supra core microwave reflectometer measures density fluctuations with eigen-
frequencies below 300 kHz (its aquisition frequency is 1MHz) and with scale lengths longer
than 1cm. The main advantages of this diagnostic are its high sensitivity (Relative density
fluctuations, normalized to the main plasma density can be found as low as δn/n ∼ 10−4.),
and the possibility to change the target radial location in one given discharge. Disadvan-
tages come from some uncertainty on the targetted radial location and a relatively important
noise. In the following, we provide some more details about this diagnostic, which was the
main tool of the analysis performed in the thesis.
Electron Cyclotron Emission (ECE) makes possible the measure of electron tem-
perature fluctuations, with scale lengths longer than 1cm, and with a good precision on the
targetted radial location (< 1cm). The current set-up in Tore-Supra allows two kinds of
measurements. Fast ECE allows to catch fluctuations below 30 kHz, with a fast radial scan
of the tokamak core. ECE correlation is used for higher frequencies (below 300 kHz), but
simply allows to target one plasma radial location.
Soft X-Rays diagnostics measure the plasma emissivity which is a complex function of
electron temperature, and of the densities of electrons and various ion species. Fluctuations
below 100 kHz can be accessed. The main advantage of this diagnostic is that it is charater-
ized by several lines of sights (coming from the top and from the side of the machine) which
scan a whole plasma cross-section simultaneously. A disadvantage is its lower sensitivity.
A main disadvantage of Tore-Supra diagnostics for the study of MHD fluctuations is the
low performance of the Mirnov coils measurements (which do not detect fluctuations above a
few KHz) due to protective tiles which surrounds the plasma chamber, and cut the magnetic
signal. A detrimental consequence for MHD studies is the impossibility to access the toroidal
numbers of the mode with frequencies above a few KHz.
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Microwave reflectometry
A microwave reflectometer makes use of the waves propagation properties in a plasma, and
in particular of the notion of cut-off layer. The latter properties can be described using a
so-called wave index N , which depends on the plasma (and in particular on its density)
and on the wave characteristics. A cut-off layer is a layer where N2 = 0, and it can be shown
that a wave propagating in a region where N2 > 0 which encounters a cut-off layer, gets
reflected.
The idea of reflectometry is to inject waves in a plasma at well chosen frequencies which
allow for them to be reflected, and then to measure the phase shift ΦR between the injected
and the reflected wave. If the injected wave has a frequency ωR, it directly comes that
ΦR = 2
ωR
c
∫ Rc
RR
N(R,ωR)dR− pi2 , (2.69)
where [RR, Rc] is simply the distance between the reflectometer (R) and the cut-off layer.
A first use of the reflectometer is the determination of the equilibrium density profile.
From the knowledge of N(R,ωR) in Eq. 2.69, one can deduce the distance [RR, Rc] and link
it to the cut-off density. When modifying ωR, the full equilibrium density profile can be
reconstructed.
At fixed ωR, that is for one targetted cut-off layer, the analysis of high frequency fluctu-
ations can be linked to density fluctuations using Eq. 2.69. Assuming that the mode scale
length is greater than the free space wavelength of the injected wave (typically > 1cm), the
cut-off layer is strongly enhanced by plasma fluctuations near this layer. Thus, in traditional
configurations, the difference in phase shift (compared to the phase shift associated to the
equilibrium) can be related to density fluctuations using [64]
δΦR = MR
√
pi
ωR
c
(
1
kr∇N2
)1/2 δne
ne(0)
(2.70)
where MR = ne∂N2/∂ne, and ∇N2 depend on the injected wave and need be assessed at
the cut-off. ne is the electron density, and kr stands for the mode radial mode number (the
calculation of Ref. [64] is done for a plane wave ∝ eikrx ). Once the density fluctuations of
a a mode has been extracted, δne, the MHD displacement can be obtained from δne using
the density transport equation. In its simplest form, it returns
ξ = δne/
dne
dr
. (2.71)
The reflectometer used in this thesis sends waves in the tokamak equatorial plane (the
horizontal plane cutting the torus chamber in two). It is configured to work with the higher
cut-off of the so-called X-mode. This means that the injected wave refraction index verifies
N2X = 1−
ω2pe
(
1− ω2pe/ω2R
)
ω2R − ω2pe − Ω2ce
, (2.72)
and the injected wave frequencies are chosen to match the higher cut-off, of equation
ωR =
1
2
(√
Ω2ce + 4ω2pe + Ωce
)
. (2.73)
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where Ωce is the electron cyclotron frequency and radially depends on the fiels, ωpe is the
electron plasma frequency and depends on the density, ω2pe = nee
2/(me0) (me the electron
mass, 0 the dielectric permittivity). In particular MR ≈ 2.
The cross-section of the cut-off is represented in Fig. 2.7, where it appears that the plasma
Figure 2.7: Schematic of the reflectometry set-up, and cut-off layer in X-mode.
can be scaned from the low field side (the outward part of the torus) to a third of the high
field side, when the reflectometer frequency, ωR , is moved from 100 GHz to 140 GHz. In
fact the radial extent which can be scaned by reflectometry depends on B(0)T ( B(0)T = 3.8
T in Fig. 2.7) and does not allow to catch the core region for low fields. For these reasons,
core reflectometry requires at relatively large field B(0)T > 2.8T.
For the study of fluctuations, we already mentionned an additional limitation of the
reflectometry set-up to fluctuations of eigenfrequencies below 300 KHz (due to the reflec-
tometry acquisition frequency, 1MHz). A final limitation is due to storage capacities. Two
choices can be made:
• In mode 1, ωR can be increased by steps, such that a radial scan of the plasma can be
done. In this case, steps cannot be longer 15 ms.
• In mode 2, a single radial point is targetted (more precisely, 3 points a later develop-
ments of the diagnostic), but a longer acquisition time is possible (until 0.5s).
2.3.3 CRONOS, PION
For the analysis of experiments, two codes have been used in this work.
CRONOS is a transport code which integrates various modules aiming at including
MHD equilibrium requirements, the effects of multiple species in the plasma, and various
heating sources [65]. It can be used either for the interpretation of experiments, or in
a predictive way. In the interpretative mode, it reconstructs the plasma equibrium (and
returns for example such quantities as the main ion or the electron temperature profiles
Ti, Te or the q profile), based on the experiments characteristics and on various diagnostic
measurements.
To obtain a precise effect of ICRH, and in particular to obtain the ICRH fast ion dis-
tribution function, we made use of a Monte-Carlo code called PION [66], which takes as
input various equilibrium parameters and returns the deposited ICRH power deposited on
each species and the resulting deuterium and hydrogen distribution functions.
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2.3.4 Experiments design
Any experiment involves a huge number of free parameters. We gave a sample of these
parameters in section 2.3.1. One may be aware of some limitations on the range of parameters
that can be reached.
In the study of fast particle driven modes, it is interesting to decouple equilibrium param-
eters (such as the field, the main plasma temperatures...), from the fast particle population.
For that purpose, varying the source of suprathermal particles is of interest, but of course,
one may check it is done independently from other parameters. In the experiments con-
ducted in this work, the fast particle population is created using ICRH. As will be explained
below, ICRH power coupling is dependent on equilibrium parameters as well.
We listed in the following limitations on the experiments parameters.
• General limitations
Besides traditional technical limitations, such as the maximum current in the toroidal
coils, or the maximum flux (which limits the discharge time lengths), the sustainability
of a plasma depends on MHD stability, as we know. One strong limit on the density
is the Greenwald density [67], βN ≡ (β/100) ∗ (aB0)/Ip(MA) ≤ 3%.
• Power limitations
Power injection of heating waves in the plasma is of course limited by the capacitites of
the antennas generating the waves. Besides, the resonant absorption of ion cyclotron
or LH waves depends on plasma parameters. In particular, ICRH requires a relatively
high density, and a window of minority fraction. This limits the possiblity to decouple
the choice of these parameters. Finally, the expulsion of fast ions explained in the
thesis introduction is particularly risky for the antennas, and has been found to induce
detrimental localized heat loads.
• Diagnostic requirements
Finally, the parameter extent is limited by the diagnostic requirement. We already
explained that the use of core reflectometry is only possible for relatively large toroidal
field, B0 > 3.2 T.
2.4 Summary
In this chapter, we presented some general physics of relevance for the understanding of
the motion of energetic particles, and we reviewed important physics involved in the resonant
excitation of waves with a finite frequency in tokamak, by energetic particles. Finally, we
introduced the experimental device, Tore-Supra, where we conducted experiments to study the
latter physics.
Important ideas can be retained:
• In the absence of perturbations, the motion of a particle in a tokamak can be divided
into three periodic motions, in general characterized by a time-scale separation, and
appropriately described in a set of action-angle angles, which does not exactly match
the natural geometric tokamak coordinates.
In the presence of a wave, particles whose periodic motion match its oscillation fre-
quency are resonant and can exchange energy with the wave. This allows
energetic particles to drive macro- to meso- scale modes.
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• The natural formalism for the study of such macro- to meso- scale modes in a plasma
is the MHD formalism and ordering, but MHD has some limitations. In particular,
small scales cannot be reached by MHD, neither resonant phenomena.
• In a general sheared geometry, modes ocillating with a finite frequency are damped via
phase-mixing (a process called continuum damping) and hence stabilized. However,
depending on geometry, some modes, the gap modes, can avoid the latter damping.
As a consequence, they can be very unstable and grow, with only a small amount of
resonant drive by the energetic particles. For this reason, gap modes are the most
dangerous modes, although other energetic particle modes can also be driven in the
presence of a strong amount of energetic particle drive.
• Nonlinear descriptions are necessary to determine the effects of these instabilities on
the plasma and in particular of the transport of energetic particles. Depending on
the regime (the involved time scales and the amount of drive), different regimes of
saturation and of particle transport can be predicted.
• Experiments can be conducted in the Tore-Supra tokamak using various heating devices
to create a population of fast particles. Diagnostics exist to catch some features of the
modes that develop.
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Equation (1.2-9) is a second order, nonlinear, vector, differen-
tial equation which has defied solution in its present form. It is
here therefore we depart from the realities of nature to make
some simplifying assumptions...
Bate, Mueller, White, 1971, Fundamentals of Astrodynamics 3
From the Gyrokinetic to the Magneto-
HydroDynamic linear description of instabilities
We now describe the formalism and plasma model used in this thesis for the study of collective
instabilities driven by energetic particles.
The theoretical review of the previous chapter indicated that MHD provides a good
understanding of the main physics at stake in the interaction between macro-scale modes
and energetic particles. However, we also indicated some limits of MHD in section 2.2.2.
For the study of Beta Alfve´n Eigenmodes, of interest in this thesis, kinetic effects can-
not be overlooked. The main reason is the expected important role of resonances with the
thermal plasma, which we mentionned in the thesis introduction [38]. Besides, experiments
display acoustic fluctuation frequencies very close to the MHD Alfve´n continous spectrum,
previously defined. This suggests that conversion to kinetic modes and small radial scales
cannot be fully neglected.
Consequently, a kinetic plasma model is used in this thesis, for both the thermal
plasma and the energetic population. The electric and magnetic field evolution equations,
are taken into account using an equivalent variational formulation of Maxwell equations,
in the same fashion as in Ref. [68]. Compared to Ref. [68], we bring some clarification of
the coordinate systems used for the kinetic modelling, and the formulation is put in a form
which can be directly related to the Shear Alfve´n law, Eq. 2.49.
An advantage of a variational formulation is to provide an energy principle which directly
extends the MHD kinetic energy principle to kinetic theory. When used as a dispersion
relation, an energylike relation such as the MHD energy equation 2.42 provides a nice simple
starting point to analyze the stability of a mode. For example, such simple conclusions on
the stabilizing effect of various physical phenomena drawn ealier (for example the stabilizing
effect of bended field line, via magnetic tension), can be generalized. However, one should
note that moving to kinetic theory greatly modifies the form of the ideal MHD energy
equation. In MHD, it takes the form (ω2/2)
∫
d3x ρm|ξω|2 = (1/2)
∫
d3xξ∗ωF(ξω) = δWMHD,
with F a hermitian operator, and δWMHD(ξω, ξ∗ω) a functional which does not explicitely
depend on ω. With kinetic effects included, the ω independence of the right hand side
disappears in general. Worse, the dispersion relation F is no longer hermitian and the
dispersion relation becomes fully complex.
A more technical advantage of the use of an integrated form of the Maxwell equations, is
the possibility to switch easily from one coordinate system to another by a simple change of
variables. In particular, a rigorous derivation of resonances with the particles eigenfrequen-
cies (which is best understood in the action-angle variables) can be combined with a more
geometric picture provided by the usual non-canonical guiding-center coordinates (which
separates velocity and space coordinates).
We start this presentation by a general description of the variational principle, with an
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attempt to provide some insight in the physical meaning involved when dealing with stability
issues. Next, we explain the plasma kinetic model used in this work, the so-called gyroki-
netic model, expanded here in the two coordinate system of interest to us, the action-angle
variables and the non-canonical guiding-center variables introduced in the previous chapter.
Finally, we combine the two models to display a gyrokinetic energy relation, and show how
the MHD limit, leading to the traditional MHD energy equation, can be recovered.
3.1 Variational dispersion relation and instabilities
3.1.1 Variational formalism and energylike relation
For the instabilities of interest in this thesis, the electromagnetic fields can be described
using the low frequency Maxwell equations
∇ ·E = − ρ
0
(3.1)
∇×B = µ0j (3.2)
∇ ·B = 0 (3.3)
∇×E = −∂B
∂t
(3.4)
where the displacement current µ00∂tE is neglected. The charged particles effects come into
ρ(x, t) =
∑
s ρs(x, t) and j(x, t) =
∑
s js(x, t) which are the total charge density and total
current density, summed over all the species s. From now on, the effects or properties of
each species will be specified whenever there may be an ambiguity, with the convention that
s refers to any species, s = i when the focus is on the thermal main ion, s = e when it is on
electrons and s = h for the hot species.
Equivalently, it is possible to use the electric and magnetic vector potentials
E = −∇φ− ∂A
∂t
(3.5)
B = ∇×A (3.6)
and a variational principle to solve Poisson and Ampe`re Eqs. 3.1, 3.2. Under the assumption
that the studied domain is surrounded by an ideal conductor (such that there is no surface
term in Eq. 3.7) and similarly as for the hamiltonian formulation of the particles motion, it
is easy to see that Poisson and Ampe`re equations are equivalent to the extremalization of
the electromagnetic action
∫
dt L under variations of the potentials A and φ (for fixed ρ and
j), where L is the electromagnetic Lagrangian defined by
L(A, φ) =
∫
d3x
(
0E2
2
− B
2
2µ0
)
+
∫
d3x (j ·A− ρφ) . (3.7)
L clearly contains information on the fields energies ∝ E2 and B2, whereas the second term
of Eq. 3.7 can be interpreted as the interaction of the fields with the particles. If the term
∝ E2 representing the electric field energy is neglected, extremalization by φ returns ρ = 0,
that is electroneutrality. Since only collective perturbations are of interest to us (that is
with wavelengths longer than the Debye length), the assumption of electroneutrality is made
in the following.
For the study of electroneutral coherent perturbations, ie. for perturbed quantities of the
form X = Xωe−iωt + c.c., a simpler variational form is the extremalization of the reduced
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Lagrangian [68]
Lω = −
∫
d3x
B†ωBω
µ0
+
∑
s
Lsω with Lsω =
∫
d3x
(
jsω ·A†ω − ρsωφ†ω
)
(3.8)
under variations of the virtual potentials φ†ω and A†ω, where Lsω represents again the inter-
action between the fields and the species s, and the virtual fields are chosen to cancel at
the plasma boundary. Taking the ω component of Eqs. 3.1 and 3.2, and multiplying them
respectively by φ†ω and A†ω, it comes that Lω(Aω, φω,A†ω, φ†ω) = 0 for any virtual fields φ†ω,
A†ω, once the physical fields have been found. Inversely, when Eq. 3.8 is extremalized by
these virtual fields, the ω component of Poisson and Ampere equations are directly recovered.
This variational principle is simpler than the one corresponding to Eq. 3.7 because the
real physical fields are made completely independent from the virtual fields. In particu-
lar, using a self-consistent model for the particle fields, that is ρsω(φω,Aω), jsω(φω,Aω) is
not in contradiction with the variational principle, whereas the previous procedure (where
extremalization is with regards to φ and A) requires the use a more complete electromag-
netic Lagrangian including the particle energy. Of course, there is a cost to this simplicity.
First, Lω is linear in φ†ω, A†ω, hence the idea of extremalization does not provide strong
physical insight (it would have been different if extremalization would have correspond to
minimization for example). Secondly, the physical interpretation of Lω is more ambiguous
than the complete real electromagnetic Lagrangian, in particular when resonance come into
play [69]. Nevertheless an energylike relation can still be displayed.
Since Lω(Aω, φω,A†ω, φ†ω) = 0 is verified for any virtual field once the physical fields
Aω, φω have been determined, it is in particular true for φ∗ω and A∗ω, if the latter cancel
at the plasma boundary. Assuming an ideal surrounding conductor however, the latter
verification is not necessary, and it directly comes from the integration of Maxwell equation
that Lω(Aω, φω,A∗ω, φ∗ω) = 0. Hence, we obtain an energylike relation similar to the one
provided by MHD (built with the use of ξ∗ω). It is particularly interesting to recover such
familiar quantities as the perturbed magnetic field energy
∫
d3x|Bω|2/µ0, which are closely
related to the physical quantities.
However, the linear MHD energy principle which allows an easy determination of stability
based on the sign of the different terms involved in the energylike relation cannot be extended
in general. We explained that the linearized MHD equations could be put in the form
ω2ρm(0) ξω = F(ξω), with F a hermitian operator. When trying the same with the fields of
interest in here, that is using a self-consistent linear model for the particle fields, ρsω(φω,Aω),
jsω(φω,Aω), the electromagnetic fields equations can be put in the form F(ω, φω,Aω) = 0,
but there is not garanty that F be hermitian, and the energylike relation and corresponding
eigenvalues and eigenfunctions are in general fully complex. 1
It is important to note that the variational procedure described above in Eq. 3.8, does not
a priori assume any linearization, even one single ω was considered. Plasma nonlinearities
certainly imply a mixing of various ω. However, Maxwell equations return the electromag-
netic fields as a linear function of the particle fields. Hence, for any field X(t), Xω can be
understood as the Fourier transform of X (X(t) =
∫
Xωe
−iωtdω) and the ω component of
Maxwell and Poisson equation can be extracted. Hence, the energy-like dispersion relation
Lω(φω,Aω, φ∗ω,A∗ω) can be used in the nonlinear regime.
1Note that the use of the so called adjoint fields [69], that is of the solution of the adjoint operator
F†, instead of the conjugate fields provides another energy-like relation, from which one may derive some
properties of the eigenvalues ω. When F is hermitian, these adjoint fields are the same as the conjugates.
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3.1.2 Physical interpretation of the energylike dispersion relation
Let us now try to have some insight in the physical meaning of the energylike relation.
Focusing on the particle part of the Lagrangian, the following relation comes out
−
∫
d3xjsω ·E∗ω =
∫
d3xjsω · (∇φ∗ω + iωA∗ω) = iω
∫
d3x (jsω ·A∗ω − ρsωφ∗ω)
= iωLsω (3.9)
where we made use of charge conservation −iωρsω +∇· jsω = 0 in the second equality. Thus,
the particle Lagrangian Lsω is found to be directly related to the work done by the electric
field on the particles, from which wave-particle energy transfers follow. More precisely,
considering the real total current and fields to have one single ω perturbed component,
js = js(0) + (jsωe−iωt + cc.), ρs = ρs(0) + (ρsωe−iωt + cc.), and assuming ω to be real, the
net power transfer from the particles to the wave (after averaging of the sinusoidal
periodic variations on one period T = 2pi/ω) is found to be of the form
− 1
T
∫ T
0
∫
d3xjs ·E = −
∫
d3xjs(0) ·Es(0) − 2ωIm(Lsω). (3.10)
Since − ∫ d3xjs(0) ·Es(0), is simply the energy transfer from the particles to the equilibrium
fields (if there is any), the remaining term, 2ωIm(Lsω) appears like the power transfer from
the wave to the particles of species s.
What about the real part of Lsω? By analogy with a circuit component, the left hand
side of Eq. 3.9 can be interpreted as the product of a complex current I and of a complex
electric potential jump U considered in a certain plasma volume. Writing Z, the impedance
characterizing the plasma response (that is U = ZI), the left hand side of Eq. 3.9 can be
rewritten −IU∗ = −Z|I|2. In circuit theory, the impedance is usually put in the form
Z = ZR + iZI , where ZR and ZI are respectively the electric component’s resistance and
reactance. Taking the imaginary part of Eq. 3.9 (still with ω real), it appears that Re(Lsω)
corresponds to the reactance of the circuit component [69]. For this reason, Re(Lsω) is called
the species reactive response, or reactive energy. It corresponds to the reactive response
qualitatively described in section 2.2.3.
Finally, we find two types of responses. One response, the reactive response, behaves
likes a reactance. Hence, it is not expected to modify the system energy, but energy may be
“stored” or delivered. This response typically leads to exchanges between the equilibrium
potential energy and the energy of waves. The other response is linked to energy transfers
between waves and particles, and contains such effects as resonant excitation or damping, or
dissipative effects such as collisions. When generalized to the Lagrangian 3.8 (not simply to
the species s Lagrangian Lsω), Im(Lω) can also contain continuum damping. This is obvious
when looking at equation 2.54, if we admit that the Lagrangian Lω is not much different δW
given earlier (The link between the two will be made clearer in the following.). By analogy
with circuit components, Im(Lω) could be associated with dissipation (understood with a
positive or negative sign). However, as noted in Ref. [70], the idea of dissipation is confusing.
Indeed, Im(Lω) contains resonant wave-particle energy transfers, which can be described by
Vlasov equation (Eq. 1.4 with C · F = 0,Q = 0). As will be explained in the following,
Vlasov equation has a hamiltonian formulation, and hence should conserve energy. Thus,
the idea of dissipation may be a bit misleading, and it is safer to simply say that Im(Lω)
contains resonances and dissipation (note that a complicated formalism has been developed
to separate the two [71]). Nevertheless, because resonances and dissipation have similar
behaviors (in particular, discontinuities introduced by resonances can be solved assuming a
small order dissipation), it is often easier for physical interpretation to separate resonances
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from the remaining plasma energy and look at them as external energy sources. This makes
some sense when resonances are simply low order [69].
How can instabilities arise in such a system? Because we assumed the system to be
closed (no surface terms in the Lagrangian), dissipation, sources, energy storage, are to be
associated with the growth or damping of the plasma kinetic energy. In other words, ω
can have an imaginary part, and instabilities are simply roots of the energylike dispersion
relation with a positive imaginary part Im(ω) > 0.
When dissipation or resonances are negligible in the system, the type of instabilities
which can arise come from the real part of the Lagrangian and they are called reactive
instabilities [72]. In this case, it is demonstrated in Ref. [73] that the existence of a
reactive instability is possible only in the presence of a reactively active species, that is,
a population with a conductivity σs such that such that ∂ωr(Im σs) > 0 (ωr = Reω) for
some real ωr 2. By definition, conductivity verifies js = σsE, such that Eq. 3.10 becomes.
− ∫ d3xσs|Eω|2 = iωLsω. It seems reasonable to expand the definition of a reactively active
species in the following way,
∂ωr (ωrRe(Lsω)) < 0, for at least some real ω = ωr. (3.11)
According to Ref. [73], because for such instabilities, no external source is feeding the system,
energy conservation requires the instability to develop with a negative energy.
The idea of negative energy becomes clearer when dissipation or resonances (seen as
energy sources) are added to the picture. Assume the energylike relation to be almost real (ie,
with a lower order real expression Lω(0)) with an approximate real root ωr0 (Lω(0)(ωr0) = 0),
and add a first order dissipation Lω(1) with ImLω(1) 6= 0. Expansion close to ωr0 (ω =
ωr0 + δωr + iγ) returns
[ωr0∂ωrReLω(0)]γ = ∂ωr(ωrReLω(0))γ = −ωr0ImL(1)(ωr0). (3.12)
The term in brackets in the first term is traditionally called the wave energy density,
whereas the third term is easily recognized from Eq. 3.10 to correspond to a source of energy.
Intuitively, one may expect an instability to grow when energy is fed into the system. This is
the case for positive energy waves [ωr0∂ωrReLω(0)] > 0, but the existence of reactively active
components verifying 3.11 or of reactive instabilities [72], suggests the possibility of waves
with a negative energy density... which are damped when energy is provided to the system,
as can be seen in Eq. 3.12[74]. Note that we already faced the difficulty to determine the
sign of the wave energy in Eq. 2.54.
Application to the fishbone-like dispersion relation, and to the special case of
gap modes with a dominant m component
As will be made clearer later on, it is possible to link the Lagrangian to the more traditional
δW introduced in the previous chapter in a simple way
Lω = −2δW (3.13)
and hence to apply the remarks of the previous paragraph to the fishbone-like dispersion
relation Eq. 2.64, δW = −δI + δWf + δWk = 0.
From the previous section, the interpretation of the fishbone-like dispersion relation is
simpler when a well defined eigenmode (with a well defined stable structure and real fre-
quency) can be determined for the non-resonant part of the dispersion relation, and when
2 Note that the theorem used here, Foster reactance theorem, simply applies when there are no root on
the real axis... which excludes a major candidate, MHD.
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resonant excitation of the mode (or any other kind of drive or dissipation) can be treated
perturbatively, like an external source. In particular, this description is legitimate for a gap
mode close to marginal stability, that is, when only a small amount of resonant energetic
particles interact with the mode.
The derivations carried out in this thesis make use of these two assumptions, and treat
in particular the resonant excitation and damping as perturbative. Justifications or at least
determination of validity domains for the latter assumptions will be provided. However, one
should keep in mind that this approach breaks down if:
• the solution of the non-resonant dispersion relation is associated to a strong damping
(for example for EPMs, defined in section 2.2.2) or it is reactively growing. In this case,
marginal stability may only be reached for a sufficiently important resonant “source”.
And there is no garanty that even close to marginality a well defined mode can exist
(depending on the strength characteristic time scales characterizing the drive and the
damping mechanisms).
• the resonant energetic population is de facto non-perturbative. In this case, the eigen-
mode structure may be modified and it depends on the localization of the resonant
drive for example.
In both cases, the wave cannot be separated from the resonant population and a wave energy
density cannot be defined in a simple way.
Let us focus more precisely on gap modes with a dominant poloidal component and
considered with the description of subsection 2.2.2. For such modes, the various terms
involved in the fishbone-like dispersion relation can be given explicitely and we can try to
see how our interpretation of the energylike dispersion applies.
In subsection 2.2.2, we saw that the radial structure of the modes could be described in
Fourier space by a Schro¨dinger-like equation Eq. 2.60,
−∂
2Ψ
∂ϑ2
+
(
−Λ2 + s
2
0
(1 + s20ϑ2)2
− s
2
0G
(1 + s20ϑ2)
)
Ψ = 0. (3.14)
Here, we can recall that Λ2 is related to inertia, Λ2 = (ω2/v2A−km‖ (r0)2)×2(m2s20/r20)/(k2‖)′′,
and needs to verify Λ2 < 0 by definition of a gap mode. The other terms can be related to the
fluid and kinetic potential energy, involved in the fishbone-like dispersion relation. Indeed,
when multiplying Eq. 3.14 by Ψ∗, we can rebuild an energylike formula, which is directly
proportional to the traditional MHD-like energy functional by Fourier transform properties
(Parceval formula). The sign of the proportionality constant follows from the remark that
ω2 (representing inertia) is multiplied by (k2‖)
′′ in the definition of Λ2. It comes
δWf + δWk = Cσ±
{∫ +∞
0
dϑ
(
|∂ϑΨ|2 + s
2
0|Ψ|2
(1 + s20ϑ2)2
− s
2
0Ψ
∗GΨ
1 + s20ϑ2
)}
. (3.15)
with C some positive constant, and σ± = Sgn(k2‖)
′′.
If Λ2  1 and G ≤ 1, δI can also be accessed. In this case, Eq. 3.14 can be solved
independently for the inertia dependent terms and for the fluid terms, separating a “large
ϑ” and a “small ϑ” region, as was done in Refs. [75, 38]. At large θ (or small radial scales),
the fluid dependent terms are negligible, and the solution of Eq. 2.61 is a wave equation
which has simple solutions of the form Ψext = Ψ0 exp(iΛϑ), with Λ one of the (complex)
roots Λ2. When ϑ goes to 1, inertia becomes negligible in Eq. 2.61. The large ϑ solution can
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be connected to the fluid (low ϑ region) solution Ψin, using a matching of the slopes (see
Fig. 3.1)
iΛ =
Ψext∂ϑΨext|0+
Ψ20
=
Ψin∂ϑΨin|+∞
Ψ20
=
1
Ψ20
∫ +∞
0
dϑ
(
|∂ϑΨ|2 + s
2
0|Ψ|2
(1 + s20ϑ2)2
− s
2
0Ψ
∗GΨ
1 + s20ϑ2
)
=
[
1
Ψ20Cσ±
]
(δWf + δWk), or equivalently δI = Ψ20Cσ±iΛ (3.16)
where the slope ∂ϑΨin directly comes from an integration by part of Eq. 3.14. We now have
the expression of δI!
Nevertheless, the story is not over, because we did not define what was the correct root
to choose for Λ. In the following, we compare three criteria which can allow for such a
determination, or more precisely, we interpret two criteria which can be found in
the litterature, with the ideas of negative/positive energy waves developed in the
previous paragraph:
• The localization condition, which we presented as an existence condition
for a gap mode to live in the previous chapter.
We explained that the traditional form of the existence criterion [26], [76] was a con-
dition on G (explicitely of the form G > G0) designed to create a sufficiently localizing
Schro¨dinger well. The latter requirement can be reformulated as the necessity for the
slope calculated in Eq. 3.16 to be negative, as illustrated in Fig. 3.1, or
ImΛ > 0. (3.17)
Note that the condition of localization in ϑ-space only makes sense for a gap mode
Figure 3.1: Schematic of a Fourier space localizing Schro¨dinger-like well and of a mode structure, relevant
to a gap mode with a dominant poloidal mode number. The localization condition results from the necessity
to overcome the central repulsive bump. For an inertia of the form of Eq. 3.16, the localization condition
requires negative slope at the frontier between the inertial and MHD regions.
γ ≥ 0. If the wave is damped by continuum damping, such a condition is not relevant
(the mode is peacked in radial space) and it may be necessary to expand it. We will
not discuss negative γ below.
• The outgoing wave boundary condition [77].
This condition applies for equations of the form Eq. 3.14 which have been shown to
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be quite general, when a two-scale separation between inertia and fluid terms applies
[16]. It reads
∂ωrReΛ > 0. (3.18)
Recalling that in ϑ-space, the wave-like solution of 3.14 at large ϑ is proportional to
∝ exp iΛϑ, the requirement 3.18 can be seen as the necessity for the wave to propa-
gate towards the small radial scales, that is for its group velocity (in ϑ-space) bring
information to larger ϑ.
• The positivity of the wave energy density.
If the main ω-dependence is carried by inertia, the positivity of the wave energy density
close to a point ωr (Eq. 3.12) reads
−σ±ωr∂ωr ImΛ > 0. (3.19)
Such a situation makes sense in the fishbone-like dispersion relation if the fast particles
are simply perturbative and can be looked at as an external source, and δWf has no
ω-dependence (as it is the case for δWMHD).
Let us compare the three criteria. For simplicity, we use the reduced notations, Λ2 =
σ±(ω2 − ω20), δI = σ±iΛ where ω0 a constant. (The positive constants have no role in the
following). Writing ω = ωr + iγ, it comes Λ2r − Λ2i = σ±(ω2r − γ2 − ω20), ΛrΛi = σ±ωrγ, and
it follows
∂ωrReΛ = γImΛ
σ±
|Λ|2
(
1 +
σ±ω2r
(ImΛ)2
)
, (3.20)
−σ±ωr∂ωr ImΛ = ImΛ
ω2r
|Λ|2
(
1− σ±(ReΛ)
2
ω2r
)
. (3.21)
For gap modes close to threshold, the fishbone like dispersion relation is almost real Λr → 0,
γ ≥ 0, and we see that the three criteria are equivalent for modes which will be of
interest to us in the following: modes oscillating with a frequency below the continuum spec-
trum (picture (2a) in Fig. 2.4) which verify σ± > 0. In other words, the localization and
outgoing wave conditions simply select positive energy waves. For the case of gap
modes oscillating above the continuum spectrum (picture (2b) in Fig. 2.4), the situation is
more ambiguous for the outgoing wave condition.
Let us finally see the consequences of the above criteria. When doing the assymptotic
matching and using for example the localization constraint, it follows from the sign of ImΛ
Re(δWf + δWk) > 0, above the continuum spectrum (3.22)
Re(δWf + δWk) < 0, below the continuum spectrum (3.23)
In the presence of an external drive, new instabilities can arise outside of the MHD unstable
region. Similarly as for MHD instabilities δWMHD, they are characterized by a band of
energy given by Eqs. 3.23. We will explain the signification of Eqs. 3.23 more precisely for
BAEs.
3.2 Gyrokinetic description
The variational method presented above is simply a equivalent form of Maxwell equations.
For self-consistent calculations, we now need to define a model for the plasma. In chapter 2,
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it was explained that kinetic modelling was necessary for energetic particles, and could also
be desirable for the main plasma. For the special case of Beta Alfve´n Eigenmodes, several
reasons call for a kinetic modelling of all the plasma species and will be listed in the next
chapter.
In the following, we derive the so-called linear gyrokinetic equation, used in the
latter analysis. Compared to traditional derivations [78, 79, 80, 10], the following one aims
at providing a formulation, which simultaneously applies to the non-canonical guiding
center coordinates and to the action-angle coordinates introduced in chapter 2. Such
a formulation legitimates the subsequent simultaneous use of the two sets of coordinates in
the variational formulas in section 3.3, which is useful for a clean derivation of resonances.
3.2.1 Basics of gyrokinetic theory
We indicated in the thesis introduction, chapter 1, that the collective behavior of a plasma
species s could be described using a six dimensional distribution function Fs(x,v), following
Boltzmann equation 1.4. The so-called drift-kinetic and gyrokinetic theories are sim-
plifications of the Boltzmann equation, which take advantage of the time scale separation
between collective fluctuations and the fast gyromotion of a particle in a strongly magnetized
plasma, to reduce the description to a 5 dimensional problem. Whereas drift-kinetic theories
apply for smooth gradients compared to the species typical gyroradius k⊥ρs  1 (typically
equilibrium characteristic gradients when s = i), gyrokinetic theories are used for the
modelling of perturbations with k⊥ρs ∼ 1. The latter ordering (when considered with
respect to the thermal ions) is relevant to micro-scale perturbations, which characterize mi-
croturbulence. But gyrokinetic theories are also needed when perturbations are of the size
of a few ion Larmor radii only, a scale which characterize the singularities of MHD modes.
The possibility to reduce the problem dimensionality is easy to understand when thinking
of the separation between the slow guiding-center motion (renamed gyrocenter motion
when a perturbation is present, because of the necessity to re-define the slow scale motion
and the motion adiabatic invariant, in this case) and the fast gyromotion of a particle. If
perturbations are slow compared to the fast gyromotion, it is intuitively possible to time-
average this motion 3. Hence, the gyroangle becomes a non-necessary variable, and the
dimensionality gets reduced. Because a particle gyromotion (for given fixed gradients) is
not too hard to compute, the time-averaging procedure can be directly linked to a space-
averaging procedure along the gyromotion of typical size ρs, called gyro-average. The
latter space-averaging procedure should not let think however that only perturbations with
scales larger that ρs can be modelled. Gyrokinetic theories are really designed to allow for
small amplitude perturbations with k⊥ρs ≥ 1 (It makes sense for perturbation lengths which
are fractions of ρs).
From the latter description, we already see that it will be necessary to choose an ap-
propriate system of coordinate to describe the guiding-center (or gyrocenter) motion. And
we provided two of them in subsection 2.1.2, the non-canonical guiding center variables
(X,µ,E,γ), and the action-angle variables (α,J).
Assumptions
Gyrokinetic theory is valid in the presence of a perturbation, and can be used for the mod-
elling of instabilities. However, it has some requirements on both the equilibrium and per-
turbation structure.
3Note that this notion of time-averaging is rejected by the modern gyrokinetic theories, because it lets
think that some information is lost when moving to the gyrokinetic frame. As will be explained in the next
pages, the information relative to the fast gyro-angle can be kept in a coordinate transformation.
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The main requirement is that the unperturbed plasma be strongly magnetized, that is the
condition of Eq. 2.12,
ρs
∇B(0)
B(0)
≡ ρ∗s  1 (3.24)
which ensures the possibility to define a slow guiding-center motion and a fast gyromotion.
Traditional gyrokinetic theories also consider the equilibrium electric field to be reduced
E(0)⊥, ‖
vtsB
= O(ρ∗) such that in particular
vE×B
vts
= O(ρ∗s) (3.25)
The latter limitation on the equilibrium E × B drift is referred to as the drift-kinetic
ordering[8], and it is opposed to the so-called MHD ordering, vE×B ∼ vts (this designa-
tion will be made clearer in section 3.4). The drift-kinetic ordering is usually valid in the
plasma core, but may break at the edge where strong E×B flows are possible.
Gyrokinetic theories enable the description of perturbations with a limited amplitude
(which cannot break the overall confinement), and a relatively limited frequency ω compared
to the species gyrofrequency, Ωs,c. Explicitely, the following small parameters are used
ω
Ωs,c
∼ ω  1, XωX(0)
= δ  1, (3.26)
where X stands for any charateristic quantity. However, as explained before, the mode length
scale is allowed to be as small as the species gyroradius, but in the perpendicular direction
only
ρsk⊥ = ⊥ arbitrary,
k‖
k⊥
= ‖  1 (3.27)
This restriction on k‖ comes from the fact that perturbations with a large k‖ are strongly
stabilized by the magnetic field tension and consequently not very dangerous.
We now know all the small parameters involved in (linear and nonlinear) gyrokinetic the-
ory [10]. An ordering which is relevant to core thermal ions is the following δ ∼ ω ∼ ‖ ∼ ρ∗.
For our derivations, we will assume ρ∗e  ρi < ρh ∼ δ ∼ ω ∼ ‖, such that gyrokinetic
theory applies to the three considered populations [79].
For our derivations, we will make use of the linear gyrokinetic equation, and simply
retain first order terms in the perturbation (δ). For a clean separation of the equilibrium
and perturbed distribution function, Fs = Fs(0) + fsω, the equilibrium distribution function
needs to verify the (reasonable) orderings
µ∂µFs(0)|X,µ,γ ∼ E∂EFs(0)|X,µ,γ ∼ Pϕ∂PϕFs(0)|X,µ,γ = O(1). (3.28)
For simplicity, we go a little bit further and assume the equilbrium distribution to be only
slighty anisotropic, such that µ∂µFs(0)|X,µ,γ = O(δ).
Besides, for simplicity, no equilibrium electric field, no collisions and no sources will be
considered in our derivation (A gyrokinetic treatment of collisions is a delicate task [81].).
The gyro-average operator
The gyro-average operator is the space-averaging operator which allows to get rid of the
details of the gyromotion, to retain only the slower motion relevant to the guiding-center (or
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gyrocenter) dynamics,
J0· = 12pi
∫ 2pi
0
dγ|X,E,µ ... = (1/2pi)
∫ 2pi
0
dα1|α2,α3,J ... . (3.29)
4 A convenient form of this operator is given by its Fourier expression. Consider a function
F(x) of Fourier transform F(k), and separate the particle gyromotion x = X + ρ, with ρ
the gyromotion of the form ρ = ρ⊥(cos γ e⊥1 + sin γ e⊥2), with e⊥1 and e⊥2 two orthogonal
unit vectors perpendicular to the magnetic field in X. It comes
J0 · F (X) =
∫ 2pi
0
dγ|X,E,µF(x) =
∫ +∞
−∞
dkF(k)
∫ 2pi
0
dγ|X,E,µ
2pi
e−ik·X−ik·ρ(γ)
=
∫
dkF(k) e−ik·XJ0(k⊥ρ⊥) (3.30)
where J0() in the final term is the usual notation for the 0th order Bessel function. Conse-
quently, the gyro-average operator is found to be equivalent to a simple multiplication by a
Bessel function in Fourier space (which justifies its notation J0 !).
We represented the J0 Bessel function in Fig. 3.2. Immediate physical insight can be
Figure 3.2: 0th order Bessel function J0.
obtained from this picture. When k⊥ρs  1, J0 → 1, the gyroradius of the particle is
so small that it does not see any perturbation, and the gyro-averaging is nothing but the
identity operator. When on the contrary, k⊥ρs  1, J0 → 0, the particle encounters several
important variations of the fluctuation levels during its gyromotion. Thus, their averaged
effect is null. Taking for example a perturbation of a few millimeters (a few thermal ion
Larmor radii), the orderings ρi ∼ 1mm, ρe ∼ 0.1 mm, ρh ∼ 10mm (energetic ions) show that
the electron gyromotion should not modify the electron response to the mode, energetic ions
will not be sensitive to the perturbation. For thermal ions, the effect of the gyromotion is
more ambiguous, and requires a high order expansion of the gyro-average operator.
4Note that the equivalence of the two fast-angle averaging operators is not so trivial a priori, because two
different fast angle systems could be defined for two different coordinate systems. Because the action-angle
defined in this case, have been designed to match the traditional non-canonical guiding-center variables (in
particular, J3 depends on (Ψ, E, µ)) equivalence is verified.
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Derivations of the gyrokinetic equation
The gyrokinetic equation is an equation on a 5D distribution function, expressed in a set
of equilibrium based coordinates where one fast angle representing the fast gyromotion
is not present. From this definition, no unicity is expected. Hence, a derivation of the
gyrokinetic equation requires to define the basis coordinate system, as well as the relation
between the analyzed 5D equation and the real 6D distribution function.
Two different approaches have been developed to display such a gyrokinetic equation.
And their equivalence is not absolutely trivial a priori.
• In traditional gyrokinetic theory, Vlasov equation, dtFs = 0, is expressed in the
equilibrium coordinates, for example in the guiding-center coordinates,
dFs
dt
=
∂Fs
∂t
+
dX
dt
· ∂Fs
∂X
+
dµ
dt
· ∂Fs
∂µ
+
dE
dt
· ∂Fs
∂E
+
dγ
dt
· ∂Fs
∂γ
= 0 (3.31)
and an equation on J0 · Fs is derived based on a direct gyro-average of this equation
[78, 79, 8]. The advantage of this method is that it offers a direct understanding of the
orderings at stake from a single look at Eq. 3.31 (the range of ∂t ∼ ω, or Ω for example,
the order of the drifts in X˙...). However, this derivation is difficult because the γ-
dependence needs to be handled at the same time in Fs and in the total derivatives,
which makes averaging a tough work, especially for nonlinear gyrokinetic theories.
• Modern gyrokinetic theory [10, 82] expands the idea underlying the definition of the
equilibrium guiding-center coordinates, Zgc, to the perturbed case. Making use of the
techniques of the Hamiltonian formalism, and in particular, of the Lie transformations,
they define the equations of motion of a virtual particle, the gyrocenter Zgy, whose
trajectory is independent from the fast gyroangle. Writing T the transformation T :
Zgc → Zgy, the expression of Vlasov equation in the guiding-center variables is derived
using
dFs,gy
dt
= 0, where ”dt” is independent of γ (3.32)
and Fs,gc(Zgc) = Fs,gy(T · Zgc) (3.33)
With this method, all the fast angle dependence is put in one single term, T . Moreover,
the use of a Hamitonian formalism ensures the conservation of energy and phase-space
volumes.
3.2.2 Formulation of the linear gyrokinetic equation in a coordinate inde-
pendent way
We now derive the linear gyrokinetic equation in a coordinate-independent form, valid
for a simultaneous use in the canonical action-angle coordinates (α,J) and in the
non-canonical guiding-center coordinates (X, µ,E, γ).
We already explained that the action-angle variables were the appropriate coordinates
to compute the particle eigenfrequencies, and as a consequence resonant behaviors. In linear
theory, they are also a very convenient calculation tool because they allow for an explicit
inversion of the Vlasov full time derivative (which, will greatly simplify our calculations).
On the other hand, the non-canonical variables are closer to the fluid moments and to the
geometric features of modes. For these reasons, we want to make sure that the perturbed
fast-angle distribution function we will later introduce in the Lagrangian 3.8 makes sense
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in both coordinate systems. The reason why this question is not fully trivial is that a per-
turbed distribution has a priori no reason to remain the same in a coordinate transformation
fω,Z(Z) 6= fω,Z′(Z′).
The following derivation follows the same averaging method as traditional gyrokinetic
theories, but will not fully overlook the lessons of modern theories. For purely linear deriva-
tions, it is indeed not needed to compute the full gyrocenter motion to concentrate all the
gyroangle information. Only a partial coordinate transformation is necessary (and makes
things much simpler than the traditional linear derivations [8]), which will be made in the
following. Moreover, this small step will be observed to give the two coordinate systems of
interest the same behavior. To make this small step, some classical formulas of Hamiltonian
transformations are required, which can be found in Appendix A.
In any coordinate system Z = (Za)a=1...6, Vlasov equation for a species s can be written
in a hamiltonian form,
0 =
dFs
dt
=
∂Fs
∂t
+
dZa
dt
∂F
∂Za
=
∂Fs
∂t
− [Hs, Fs]− ∂Γs
∂t
· [Z, Fs] (3.34)
where we simply used Hamilton’s equations Eq. 2.19, and the particle motion is described
by the Hamiltonian Hs and the Lagrangian Γs = Γs · dZ−Hsdt.
At equilibrium, ∂t = 0, Hs = Hs(0) = 12mv
2
‖ +µB(0) and by definition of the action-angle
variables, Hs(0) is only a function of the three invariants J. Expressed in the action-angle
variables, Vlasov equation reads
[Hs(0), Fs(0)] = −∂JHs(0) · ∂αFs(0) = 0 (3.35)
Since the particle eigenfrequencies ∂JHs(0) = Ωs(0) are in general not null, Fs(0) can also be
taken to be a function of the J invariants only, or equivalently of the invariants (µ, E, Pϕ).
Consider a perturbation, H = Hs(0)+hs, Γs = Γs(0) +γs, Fs = Fs(0)+fs (with hs, γs and
fs first order quantities ∼ δ). For general, not necessarily canonical, coordinate systems, a
perturbation can modify both the Hamiltonian and the Poisson bracket structure given by Γs.
The guiding-center/gyrocenter coordinate transformation consists in removing the fast-angle
dependence of these two quantities, in order to display fast-angle free Hamilton’s equations.
In the nonlinear regime, this is necessary because of the complexity which results from the
simultaneous mixing of three fast angle dependences in Eq. 3.34 (Due to the perturbation,
fast-angle dependence may appear in Hs, in the Poisson brackets [,], and in Fs.). In the linear
approximation however, second order perturbations are neglected, and only two fast angle
dependences may get mixed together. Thus, it looks reasonable to use a simpler method.
In the following, we make a transformation (Z → Z¯) removing the perturbation from the
Poisson brackets (only), in order to concentrate the fast angle dependence of the dt operator
in the Hamiltonian, and hence, ease the linear expansion.
From Appendix A.3, we know that this can be done using appropriate transformation
generating functions (and a null gauge S = 0, for the notation of this Appendix). Equilib-
rium quantities are not modified by the transformation whereas the perturbed Hamiltonian
becomes (Eq. A.22)
h¯s = hs − (γs − γ¯s) · Z˙ (3.36)
where we enforce γ¯s = 0 to remove the perturbation from the Poisson bracket. In this new
coordinate system, the perturbation (hence the fast angle dependence) disappears from the
brackets such that the Vlasov equation can be linearized easily. To the first order in δ, we
obtain
∂tf¯s −
[
Hs(0), f¯s
]
=
[
h¯s, Fs(0)
]
(3.37)
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where [,] are the unperturbed Poisson brackets.
We define G¯s = f¯s − ∂EFs(0)h¯s. From Eq. 3.37, G¯s verifies
∂tG¯s − [Hs(0), G¯s] = −∂th¯s∂EFs(0) + [h¯s, µ]∂µFs(0) + [h¯s, Pϕ]∂PϕFs(0) (3.38)
and has interesting characterics.
• G¯s can be related to the initial distribution function, using Eq. (A.18). It comes
f¯s = fs − (hs − h¯s)∂EFs(0) such that fs = ∂EFs(0)hs + G¯s.
• Eq. (3.38) does not depend on the coordinate system. On a one hand, the perturbed
Hamiltonian h¯s of a canonical system is equal to hs = es(φ − v · A) (with φ and A
perturbed potentials), and the suggested coordinate transformation Z → Z¯ is simply
identity, since the bracket structure is by definition independent on the perturbation.
In particular, h¯s = hs = es(φ − v · A) for action-angle variables. On another hand,
we displayed in Eq. 2.26 the particle Lagrangian for the non-canonical guiding-center
variables. In fact, Littlejohn calculation of the guiding-center Lagrangian is valid in
the presence of perturbed fields as well, such that a perturbation may enter both the
Lagrangian symplectic structure Γs, γs · Z˙ = A · v, and the Hamiltonian hs = eφs 5.
Thus, h¯s = es(φ− v ·A) in the non-canonical coordinates as well.
Since the values taken by Poisson Brackets are not changed when the coordinate system
is changed, the equality of the effective hamiltonians, shows that Eq. 3.38 is indepen-
dent from the chosen set of guiding center coordinates. Thus, it should also be true
for its solution G¯s.
Following the second point, one can choose to apply Eq. 3.38 to the action-angle variables,
to evaluate the orderings at stake. Using the orderings of section 3.2.1, it clearly comes that
the terms of the left hand side are respectively of the order of δω, δΩs(0) · ∂α, and the
terms of the right hand side of the order of δω, δρ∗sΩs,1∂α1 , δΩs,3∂α1 . As a consequence,
the fast angle dependent part of G¯s (∂α1 6= 0) may only be low order in ρ∗s ≤ δ. And to the
first order in δ, it is only needed to retain the gyro-averaged part of G¯s. The problem is
reduced to the equations
fs = ∂EFs(0)hs + J0 · G¯s with (3.39)
∂t (J0 · G¯s) − [Hs(0), J0 · G¯s] = −∂t(J0 · h¯s)∂EFs(0) + [J0 · h¯s, Pϕ]∂PϕFs(0). (3.40)
Eq. 3.40 can be called the linear gyrokinetic equation, and it is related to the perturbed
distribution function by Eq. 3.39. As can be seen in the latter equation, a fast angle contri-
bution has been retained in the expression of the perturbed distribution function (∝ hs). The
latter contribution is called the adiabatic term, whereas G¯s is the non-adiabatic term.
As shown by this derivation, G¯s can be used for our two reference coordinate systems, but
from Eq. 3.39, it clearly appears that it is not the case for fs(hs being different in the two
sets of coordinates).
Application to action-angle variables
In action-angle variables, a linear perturbation can be Fourier expanded. Taking the pertur-
bation to one single frequency ω, we can write
hsω =
∑
n
hs,nω (J) ein·α + c.c. , fsω =
∑
n
fs,nω (J) ein·α + c.c. . (3.41)
5In Eq. 2.26, B(0) shall not be expanded to include perturbed quantities because it is simply a result of
the definition of µ.
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Eq. (3.40) returns for each triplet n = (n1, n2, n3),
(J0 · G¯)s,nω = δn=n∗
ω∂EFs(0) + (Fs(0)/Ts(0)) n3Ω∗s
ω − n ·Ωs hs,nω (3.42)
where Ω∗s is the diamagnetic frequency Ω∗s = Ts(0)∂Pϕ ln(Fs(0)) = Ts(0)∂J3|E ln(Fs(0))
and contains effects related to equilibrium pressure gradient (For later use, we also use the
practical notation Ω∗s ≡ (0, 0,Ω∗s).). Ts(0) is the species s equilibrium temperature. In order
to remain general and to considere non-Maxwellian distribution functions, we generalize the
definition of the temperature writing
− 1
Ts(0)
= ∂E lnFs(0) (3.43)
where Ts(0) may be a function of the three equilibrium motion invariants. Finally, n∗ refers
to any triplet with n1 = 0. The condition n = n∗ results from the gyro-average, which
corresponds to the removal of any component with n1 6= 0 in the action-angle Fourier space.
Application to the guiding-center non-canonical variables
In order to compute Eq. 3.40 in the non-canonical variables (X,E, µ, γ), we need to use the
unperturbed fundamental Poisson brackets given in Eq. 2.28. It directly comes(
∂t + v‖∇‖ + vgs · ∇
)
J0 · G¯s =
(−Ts(0)∂EFs(0)∂t + Fs(0)v∗s · ∇) J0 · h¯sTs(0) (3.44)
Here,
v∗s =
Ts(0)
esB(0)
(
b(0) ×
∇Fs(0)
Fs(0)
)
(3.45)
is the velocity counter-part of the previously defined diamagnetic frequency, and it is simply
called the diamagnetic velocity (in ·Ω∗s ≡ v∗s ·∇). vgs is naturally the usual drift derived
from the equilibrium Hamiltonian Eq. 2.15, with a null E×B-drift (no perpendicular electric
field is considered for simplicity).
3.3 A gyrokinetic energy functional for the study of shear Alfve´n
waves
Now that we have determined the plasma response, it can be introduced in the Lagrangian
3.8. In the following section, we expand the electromagnetic Lagrangian with the gyrokinetic
plasma response, in order to study modes of the shear Alfve´n type. More precisely, we focus
on modes with eigenfrequencies ω ≤ vA/qR (1/qR being the natural k‖ scale length), but no
lower bound (in a sheared plasma k‖ a priori varies radially and may cancel).
Considering the time scale separation k‖vA  k⊥vA, it means in particular that our
developments to come will not take into account fast magnetosonic waves. Nethertheless, we
already said that the lower shear Alfve´n frequency range was more relevant to the energetic
particle eigenfrequencies.
For simplicity, we also assume the various species equilibrium distribution to be even
in v‖, such that there cannot be any equilibrium current in particular. Recalling that the
equilibrium distribution functions need to be functions of motion invariants, F(0)(µ,E, Pϕ),
this property is verified if we make the approximation Pϕ ≈ eψ.
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3.3.1 Conventions for the study of waves of the shear Alfve´n type
From now on, perturbations will be considered with a single frequency ω. It can be shown
that for frequencies which are small compared to the one of compressional Alfve´n waves, the
perturbed parallel magnetic field verifies
Bω‖ = −µ0
∇P(0) × b(0)
B2(0)
· ∇⊥φω
iω
, (3.46)
where P(0) is the total plasma pressure. An easy way to understand this equality is to
consider the perpendicular pressure balance in Eq. 2.35 (under the assumption that the left
hand side inertia does not adjust fast enough) along with the incompressible pressure state
equation, or to cancel the second term of the MHD principle 2.42, which can be seen as the
oscillating energy of compressional Alfve´n waves (whereas the first and the third terms are
to be associated respectively with the shear Alfve´n and sound waves).
Using Eq. 3.46, a nice simplification appears. The problem is found to be equivalent
to a simpler problem with a reduced perturbed hamiltonian h¯s = es(φω − v‖Aω‖) (with no
perpendicular magnetic potential), under the condition that the drift velocity be replaced
by
vgs =
1
esB(0)
(
msv
2
‖ + µB(0)
)(
b(0) ×
∇B(0)
B(0)
)
(3.47)
or in other words, to take the curvature drift proportional to the ∇B drift.
This condition is often understood as a low β approximation, because it leads to a simul-
taneous disappearing of the perturbed parallel field Bω‖ and of the difference between the
two drifts in the equations, (and the two are proportional to β, as can be seen for example
for Bω‖ ∝ µ0P(0)/B20 in Eq. 3.46). But this cancellation is better understood as a compen-
sation of the two effects. A more rigorous derivation of Eqs. 3.46 and 3.47 is given in Ref. [68] .
The problem is now reduced to two scalar fields, the electric potential and the
parallel magnetic potential. For the study of MHD like modes, it is interesting to make use
of two different scalar fields (ψ, E), defined by [83]
∇‖ψ = −∂tA‖ and E = ψ − φ . (3.48)
Obviously, ψ is directly related to A‖, whereas E can be linked to the parallel electric field.
Indeed E‖ = −b(0) · ∇φ − ∂tA‖ = b(0) · ∇E = 0, such that the ideal MHD constraint
E‖ = 0 can be directly inferred from E .
Note that the definitions of ψ and E are somehow ambiguous when ∇‖ = 0. Considering
one tokamak mode of toroidal mode number n and one of its poloidal component of number
m (∝ ψmω (r) exp(i(mθ+ nϕ)), k‖ is again ∇‖ = ik‖ = b(0) · ∇ϕ(n+m/q) (Eq. 2.48). Because
q is sheared, ∇‖ may only be null on some surfaces unless n = m = 0. Consequently the
derivations to come are only valid for (n,m) 6= (0, 0), but they can also apply to the electro-
static limit (taking ψ = 0).
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3.3.2 Lagrangian reduction
Expression of the field and and particle terms
The Lagrangian field component can be calculted in the reference fields (ψω, Eω),
b(0) · ∇ ×Bω = b(0) · ∇ ×∇× (Aω‖b(0)) = ∇‖
(
B(0)∇‖
(
Aω‖
B(0)
))
− b(0) · ∇2(Aω‖ b(0))
≈ −∇2⊥Aω‖ = −
1
iω
∇2⊥∇‖Aω‖ (3.49)
where the approximation is valid for B(0) ≈ BT(0).
The Lagrangian particle terms, Lsω, require to express the charges and currents using
Vlasov equation, in the gyrokinetic approximation. This can be done easily in the action-
angle canonical variables, and it returns
Lsω =
∫
d3x
ns(0)e
2
s
Ts(0)
|φω|2 −
∑
n=n∗
∫
dΓ
Fs(0)e
2
s
Ts(0)
ω − n ·Ω∗s
ω − n ·Ωs
∣∣∣J0 · (φ− v‖A‖)nω∣∣∣2 . (3.50)
We recover the particle adiabatic response in the first term, whereas the second term is
obviously resonant.
−
To derive Eq. 3.50, we can for example express the perturbed particle velocity in the canonical system
(x,p = msv + esA) where the expression of the perturbed velocity is easily found to be vsω =
(−es/ms)Aω = (−es/ms)Aω‖b(0) to derive the perturbed linear destributions of charges and currents,
jsω = es
“R
d3pfsωvs + Fs(0)(
−es
ms
Aω)
”
ρsω = es
R
d3pfsω.
(3.51)
The perturbed particle Lagrangian for the species s becomes
Lsω = es
R
dΓfsωvs.Aω − e
2
s
ms
R
dΓFs(0)|Aω|2 −
R
dΓfsωesφsω (3.52)
where dΓ = d3x is a phase space volume element.
We can now switch to another canonical set of variables, (α,J), such that dΓ = d3αd3J, and use the
linear gyrokinetic approximation fsω = ∂EFs,eqhsω + J0 · G¯sω, Eq.3.42 to find
Lsω =− e
2
s
ms
Z
dΓFs(0)|Aω‖|2 − es
Z
dΓJ0 · G¯sω(φω − v‖Aω‖)
+ e2s
Z
dΓ
Fs(0)
Ts(0)
`|v‖Aω‖|2 + |φω|2 − v‖(φ∗ω‖Aω‖ + φω‖A∗ω‖)´
=
Z
d3x
ns(0)e
2
s
Ts(0)
|φω|2 − es
Z
dΓ
`
J0 · G¯sω
´ ˆ
J0 ·
`
φω − v‖Aω‖
´˜∗
(3.53)
Note that the last equality is valid for an equilibrium distribution which is even in v‖ (Note that it is
possible to relax this assumption to include current driven modes, overlooked in this analysis [68]). −
Eq. (3.50) is the usual expression for studying the stability of drift waves. To study elec-
tromagnetic modes, it is convenient to reformulate the resonant term using the fields ψ and
E which can be compared to the MHD orderings. We made the expansion using the more
tractable action-angle Fourier expansion, but with an attempt to introduce elements of the
traditional guiding-center coordinates, in order to recover some traditional fluid and kinetic
results, in the following parts. This expansion is explained in smaller characters below.
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−
To carry out the expansion of Eq. (3.50), we constantly made use of the coordinate independence of
the operators involved in the linear gyrokinetic equation to switch from action-angle variables to the
non-canonical guiding-center coordinates. Expansion of the perturbed Hamiltonian
1
es
J0 · h¯sω =J0 · (φω − v‖Aω‖) = J0 · (φω +
v‖∇‖ψω
−iω )
=J0 ·
»−iω + v‖∇‖ + vgs · ∇
−iω ψω −
vgs · ∇
−iω ψω − Eω
–
=J0 ·
»
∂t − [Hs(0), ·]
−iω ψω −
vgs · ∇
−iω ψω − Eω
–
„
1
es
J0 · h¯sω
«
n=n∗
=
»−iω + in ·Ωs
−iω ψωn
–
−
»
vgs · ∇
−iω ψω + Eω
–
n
(3.54)
leads to
Lsω = +
Z
d3x
ns(0)e
2
s
Ts(0)
|φω|2 −
X
n∗
Z
dΓ
Fs(0)e
2
s
Ts(0)
„
1 +
in ·Ω∗s
−iω
«„
1− in ·Ωs−iω
«
|ψωn|2
+
X
n∗
Z
dΓ
Fs(0)e
2
s
Ts(0)
„
1 +
in ·Ω∗s
−iω
«
(ψωnE∗ωn + ψ∗ωnEωn)
−
X
n=n∗
Z
dΓ
Fs(0)e
2
s
Ts(0)
ω − n ·Ω∗
ω − n ·Ωs
˛˛˛˛„
vgs · ∇ψω
−iω + Eω
«
n
˛˛˛˛2
.
(3.55)
where we suppressed any integration term even in the parallel velocity v‖. Rewriting (E∗ωnψωn +
Eωnψ∗ωn) = |Eωn|2 + |ψωn|2 − |φωn|2, and using electroneutrality:X
s
Z
d3p(Fs(0)e
2
s/Ts(0))v∗s = b(0) ×∇
 X
s
es
Z
d3pFs(0)
!
= 0 (3.56)
and moving to the non-canonical guiding-center variables, we finally get an MHD-like energy principle
3.57 −
We can finally put the Lagrangian in a form which unavoidably reminds us of the MHD
energy functional.
Lω = −
∫
d3x
1
µ0
∣∣∣∣∇⊥∇‖ψω−iω
∣∣∣∣2 +∑
s
∫
dΓ
Fs(0)e
2
s
Ts(0)
|Eω|2
+
∑
s
∫
dΓ
Fs(0)e
2
s
Ts(0)
(
1 +
v∗s · ∇
−iω
)[
(1− J0 ⊗ J0)(|φω|2 − |Eω|2)
]
+
∑
s
∫
dΓ
Fs(0)e
2
s
Ts(0)
(J0 · ψω)∗
(
vgs · ∇
−iω
)
(J0 · ψω)
+
∑
s
∫
dΓ
Fs(0)e
2
s
Ts(0)
(
v∗s · ∇ (J0 · ψω)
−iω
)∗(vgs · ∇ (J0 · ψω)
−iω
)
−
∑
s
∑
n=n∗
∫
dΓ
Fs(0)e
2
s
Ts(0)
ω − n ·Ω∗
ω − n ·Ωs
∣∣∣∣J0 · (vgs · ∇ψω−iω + Eω
)
n
∣∣∣∣2
(3.57)
In Eq. 3.57, the notation used for the non-resonant part needs some clarification: the form
Lˆ(fg), with f and g two scalar fields should be understood as the effect of a hermitian
operator Lˆ(fg) = Lˆ(gf) = f(Lˆg), and the ⊗ symbol stands for a bilinear function such that
(A⊗B)(fg) = (Af)× (Bg) for f , g two scalar fields.
In this functional, we can recognize the first term to be the magnetic tension or magnetic
field line bending term. The next three contributions are to be associated with inertia
and include polarization (with Finite Larmor Radius corrections), and diamagnetic
effects, related to v∗s. The fifth term is the MHD-like interchange drive, and the last
term which is not present in MHD, describes the wave-particle resonant interaction.
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Application to a thermal plasma
We now apply the kinetic energy functional 3.57 to a purely thermal plasma with one single
ion species i (and no energetic particles). In other words, the electron and ion thermal
equilibrium distribution functions are assumed to be Maxwellians with respect to energy, ie:
Fs(0) =
ns(0) (Pϕ)[
2pimsTs(0) (Pϕ)
]3/2 exp{− ETs(0) (Pϕ)
}
. (3.58)
where ns(0) is the species density and Ts(0) is the species temperature. Ts(0) is in agreement
with the definition of the temperature given earlier 3.43, but it now depends on Pϕ only.
Moreover, we assume that Pϕ = esΨ + R0msv‖ ≈ esΨ such that Pϕ is close to a radial
coordinate (such that we can write the density and the temperature to be functions of r only,
ns(r) and Ts(r)). Doing this, the particles radial drift away from their reference magnetic
surface is neglected. Because this approximation is more problematic for trapped particles,
it is often called the thin banana width approximation. Using the conservation of Pϕ,
δPϕ = 0 = (esB0)((r/R0)δr + ρs(δv‖/vts)), this approximation is observed to scale like
(R0/r)ρs for trapped particles and may not be valid at the center (for ions). However,
it is usually a good approximation for passing particles (with a reduced δv‖). With the
latter approximation, the Maxwellian Eq. 3.58 is similar to the more natural idea of thermal
equilibrium (ie, a velocity Maxwellian at a given position, as is used in MHD for example).
However, one should not forget that in general, the equilibrium distribution has to be taken
a function of the invariants, and that Pϕ does not rigously correspond to a position .
Finally, the ion and electron populations can be combined in the Lagrangian under a few
reasonable assumptions. If there is no additional population, electroneutrality at equilibrium
implies ni(0) = ne(0) ≡ n. Besides, we assume that |∇Ti(0)|/Ti(0) ≈ |∇Te(0)|/Te(0), and use
the notation e = ei = −ee.
We now focus on modes with typical wavelengths going from a few ion Larmor radii to
the mesocale k⊥a ≤ 0.1. More precisely, we assume the following orderings to be verified,
∇n/n ∼ |∇T(0)|/T(0)  k⊥ < 1/ρi, such that equilibrium variations can be removed at the
scale of the perturbation of interest. Combining all the assumptions, it comes
Lω = −
∫
d3x
1
µ0
∣∣∣∣∇⊥∇‖ψω−iω
∣∣∣∣2 + ∫ d3x ne2Ti(0)
(
1 +
1
τe
)
|Eω|2
+
∫
d3x
ne2
Ti(0)
〈(
1 +
v∗i · ∇
−iω
)
(1− J0 ⊗ J0)
〉
(|φω|2 − |Eω|2)
−
∫
d3x
ne2
Ti(0)
〈(
vgi · ∇
−iω
)
(1− J0 ⊗ J0)
〉
|ψω|2
+
∫
d3x
ne2
Ti(0)
〈(
v∗i · ∇
−iω
)(
vgi · ∇
−iω
)
(τe + J0 ⊗ J0)
〉
|ψω|2
−
∑
s
∑
n=n∗
∫
dΓ
Fs(0)e
2
s
Ts(0)
ω − n ·Ω∗s
ω − n ·Ωs
∣∣∣∣J0 · (vgs · ∇ψω−iω + Eω
)
n
∣∣∣∣2
(3.59)
where 〈...〉 = (1/ni(0))
∫
d3pFi(0)..., τe = Te(0)/Ti(0). In deriving Eq. 3.59, the drift-kinetic
equation for the electrons, J(k⊥ρe) = 1, has been used and the J0 notation of Eq. 3.59 should
be understood as the thermal ion relevant gyro-average operator. The identity Eq. 3.59 will
be the starting point of our analysis of BAEs.
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Before, analyzing Eq. 3.59, it is relevant to check its validity. Several non-variational
gyrokinetic formulations exist, which have been developed for the study of shear Alfve´n type
waves [83, 84, 38]. One should normally recover similar equations when applying the varia-
tional principle, and extremalizing Lω under variations of φ∗ω and A∗ω‖, or almost equivalently
under variations of ψ∗ω and E∗ω 6.
And indeed, one can recover the equations of Ref. [41]. Differentiation according to E∗ω
at fixed ψ∗ω returns a modified electroneutrality equation
−
(
1 +
1
τe
)
Eω +
〈(
1 +
v∗i · ∇
−iω
)
(1− J20 )
〉
ψω = −
∑
s
Ts(0)
nes
〈J0 ·Ks〉 (3.60)
with Ks the solution of a linear gyrokinetic equation(
∂t + v‖∇‖ + vgs · ∇
)
Ks =
Fs(0)es
Ts(0)
(∂t + v∗s · ∇)
[
J0 ·
(
vgs · ∇ψω
−iω + Eω
)]
. (3.61)
Differentiation according to ψ∗ω at fixed E∗ω returns the vorticity equation
−v
2
A
ω2
∇‖(ρ2i∇2⊥)∇‖ψω +
〈(
1 +
v∗i · ∇
−iω
)
(1− J20 )
〉
φω −
〈(
vgi · ∇
−iω
)
(1− J20 )
〉
ψω
−ρ
2
i v
2
A
ω2
b(0) ×∇〈β〉 · ∇⊥
(
b(0) × κ · ∇⊥ψω
)
=
∑
s
Ts(0)
nes
〈(
vgs · ∇
−iω
)
J0 ·Ks
〉 (3.62)
where in v2A = B
2
0/µ0nmi (the field is taken at the plasma center), again β = 2µ0n(Ti(0) +
Te(0))/B20 takes into account electrons and ions. Eqs. 3.60, 3.61 and 3.62 are in agreement
with the equation of Ref. [41].
Note that we can recognize in the vorticity equations some terms of the Shear Alfve´n
Law 2.49, now expanded to include diamagnetic, FLR and resonant behaviors.
3.4 Link with MHD
The MHD ordering is traditionally recognized to be appropriate for a large total
E×B-drift velocity
E×B
B2
∼ vti (3.63)
and it is for this reason opposed to the drift-kinetic ordering
E×B
B2
∼ ρ∗i vti (3.64)
which we made use of to derive the linear gyrokinetic equation [8]. We already explained
in the first paragraph of section 2.2.1 that a strong E × B flow was to be associated with
the requirement of fast dynamics. The consequence of this ordering is that several terms
considered to be low order compared to the E ×B related effects (diamagnetic terms, E‖)
are not present in MHD, and this appears both when studying equilibrium properties and
fluctuations. In particular, in the presence of a coherent fluctuation of frequency ω, the
previously defined MHD displacement can be directly related to the electromagnetic fields
fluctuations, via the E×B fluctuations only (constrained by the ideal Ohm’s law),
ξω =
B(0) ×∇φω
−iω . (3.65)
6The word almost here is simply used to recall the indetermination of ψ∗ω where k‖ = 0, which results from
its definition. As will be clearer in Eq. 4.25, this may have an impact.
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Despite this ordering difference, we can recover the low β limit of the MHD energy
equation 2.42, when cancelling the parallel electric field (Eω = 0) and keeping enough terms
to retain the E×B drift only. In our functional, E ×B fluctuations correspond to second
order terms in k⊥ρi, and neglecting lower order terms kills any diamagnetic effects other
than the interchange drive. This possibility to recover the MHD limit is to be related to
the fact that our linear expansion of the MHD equations assumed a null equilibrium electric
field and was consequently not in contradiction with the drift-kinetic ordering.
A clean way to proceed is to use the hydrodynamic approximation and to adopt the
limit ω → +∞. This ordering increases the relative weight of the electromagnetic potential
term |Eω|2 in the functional and consequently implies its cancellation while extremalizing
by E∗ω. It also cancels diamagnetic effects since ω∗/ω = (V∗i · k)/ω → 0. Besides, the
hydrodynamic ordering ω  k‖vte  k‖vti removes any resonance. Finally, to the second
order in ρik⊥, the Lagrangian given in Eq. 3.59 reduces to
Lω = −
∫
d3x
1
µ0
∣∣∣∣∇⊥∇‖ψω−iω
∣∣∣∣2 + ∫ d3x ne2Ti(0) ρ2i |∇⊥ψω|2
+
∫
d3x
ne2
Ti(0)
(1 + τe)
〈(
v∗i · ∇
−iω
)(
vgi · ∇
−iω
)〉
|ψω|2
−
∫
d3x
1
B20
∣∣∣∣b(0) × κ · ∇ψω−iω
∣∣∣∣2
∑
s
Ts(0)
∫
d3pFs(0)
(
msv
2
‖ + µsB(0)
Ts(0)
)2
(3.66)
or again
Lω = −
∫
d3x
1
µ0
∣∣∣∣∇⊥∇‖ψω−iω
∣∣∣∣2 + ∫ d3x 1µ0v2A
∣∣b(0) ×∇⊥ψω∣∣2
+ 2
∫
d3x
1
B20
(
b(0) ×∇P · ∇⊥ψω
−iω
)(
b(0) × κ · ∇⊥ψω
−iω
)∗
(3.67)
−
∫
d3x
c2s
µ0v2A
∣∣∣∣2b(0) × κ · ∇ψω−iω
∣∣∣∣2
where
〈
J20
〉
(.) ≡ Γ0 (.) has been approximated by its asymptotic limit close to 0, to the
order k2⊥ρ
2
s. c
2
s = Γ
(
Te(0) + Ti(0)
)
/mi is the MHD sound speed, with Γ the adiabatic
compression index (similar to Eq. 2.43). Note that our kinetic derivation gives Γ = 7/4,
which is different from the value of 5/3 found in the usual 3-D adiabatic pressure equation
of state. This difference is the result of the temperature anisotropy between the parallel
and perpendicular directions implied by the form of vgs we considered. However, if we now
neglect anisotropy, the usual value of Γ can be shown to be recovered.
The Lagrangian of Eq. (3.67) is directly recognized as
Lω = −2δWMHD + ω2
∫
d3xnmi |ξ⊥|2 (3.68)
where we deduced ξ from Eq. 3.65 and δWMHD is a reduced form of the MHD energy
functional 2.42, similar to the one developed in Ref. [84] and called the Slow Sound Ap-
proximation. One easily identifies the first three terms of Eq. 3.67 as the field line bending
tension, kinetic energy, and interchange. The B‖ stabilization of Eq. 2.42 is missing due to
the low β approximation. Finally, using Eqs. 3.65, it comes
∇ · ξ = ∇ · ξ⊥ =
1
B2(0)
(
B(0) ×∇×B(0) −∇B2(0)
)
· ξ⊥ = 2κ · ξ (3.69)
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and the last term is directly recognized as the compressibility related term of Eq. 2.42. It
is interesting to note that in this approach, compressibility is intimately related to
geometry via curvature, κ.
It is worth noting a difference between the direct derivation of δWMHD starting from the
MHD equations and the kinetic derivation provided here. This difference explains that the
MHD energy functional can only be recovered with an approximation, the Slow Sound Ap-
proximation (SSA) of Ref. [84], corresponding to ω  cs/R and similar to the hydrodynamic
limit ω  n ·Ωs assumed in here.
In MHD, the removal of the SSA displays a resonant term which is reminiscent of the
wave-particle kinetic resonances, and behaves in a similar fashion as the Alfve´n resonant
continum. This term is associated to a so-called Slow Sound Continuum corresponding
to ω2 = k2‖c
2
s. It can be recovered from kinetic resonances of the form 0 = ω−n·Ωi = ω−k‖v‖
(relevant to passing ions, when ω ∼ k‖cs), with the formal substitution
Rkinetic = 1
mi
Γ
Te(0) + Ti(0) 14Γ
〈(
miv
2
‖ + µB(0)
Ti
)2(
ω
ω − k‖v‖
)〉 (3.70)
−→ Rfluid = c2s
ω2
ω2 − k2‖c2s
(3.71)
in the resonant term of Eq. 3.59 (where we simply assumed E = 0, considered all ion reso-
nances to be of the form ω − k‖v‖, and neglected electron resonances ω  n · Ω to derive
the first equation above). With this substitution, the fluid and kinetic approaches can be
made consistent, and the form of Eq. (6) of Ref. [84] and Eqs.(2) and (3) of Ref. [85] can be
recovered. Nevertheless, one should note that such a substitution makes sense in the limit
k‖v‖/ω −→ 0 only, also associated to a high-q limit (k‖ ∝ 1/q), that is, close to the SSA.
In this limit, resonances do not occur but transit corrections may result from Eqs.3.70 and
3.71, which are similar in fluid and kinetic theories,
Rkinetic ≈ c2s
(
1 +
6
7(1 + τe)2
k2‖c
2
s
ω2
)
≈ Rfluid ≈ c2s
(
1 +
k2‖c
2
s
ω2
)
. (3.72)
Otherwise, when ω2 approaches k2‖c
2
s, the MHD Slow Sound Continuum arises. But the
latter is not fully consistent with collisionless kinetic theory, and it is consequently safer to
directly start with the more precise kinetic formalism.
The MHD functional 3.67, with the transit corrections 3.72 is relevant to study shear
Alfve´n waves or n = 0 electrostatic modes in the MHD-SAA limit. This system has been
studied extensively [84, 86], and it shows how finite compressibility modifies the Alfve´n
spectrum and forces the occurence of a low frequency gap where the BAE can exist, even
when the slow sound continuum is not taken into account [84]. In the next chapter, we study
the equivalent kinetic functional to investigate tokamak acoustic modes and we underline the
role of kinetic effects.
3.5 Summary
In this chapter, we presented the kinetic formulation, later used in the thesis for the study
of Beta Alfve´n Eigenmodes.
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• Using a variational principle, we explained that Maxwell equations could be put in the
form of a complex energy balance, which allows to compute particle-wave energy
transfers, and to define the notion of wave-energy density, and positive energy waves.
We saw in particular, that waves with a positive energy density could be driven
unstable, when the sign of particle to wave energy resonant energy transfers was
positive.
Next, in a effort to understand this idea of positive energy density, we compared it
with some requirements of gap modes, classically used in the litterature [35, 77]: the
idea that gap modes should be localized in the radial Fourier space (that is to say
not discontinuous in the ”normal” radial space, by definition) or the idea that energy
propagation should be towards the small scales [77]. Our conclusion was that
all three requirements were equivalent for gap-like modes, with a dominant m
component.
• Next, we derived the kinetic response of plasma particles to an electromagnetic fluctu-
ation, using the traditional gyrokinetic framework. In this work, we made use of some
properties of Hamiltonian transformation to make a derivation of the linear gyrokinetic
equation in a form which simultaneously applies for action-angle variables and
for the non-canonical guiding center variables, which is appropriate to deal with
resonances.
• We finally combined this gyrokinetic response with the variational formulation of Max-
well equations, to display an energylike relation, which extends the traditional
MHD energy equation.
In this work, we chose to write this energylike relation in a form which directly applies
to MHD-like fluctuations. This allowed us to recover the classical equations used
for the study of shear-Alfve´n type waves [41], as well as the MHD functional
as a limit.
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What is the ”Beta-induced Alfve´n Eigenmode?”
Heidbrink, Phys. Plasmas 6, 1147 (1999) 4
The Beta Alfve´n Eigenmode
The question raised by W. W. Heidbrink in a paper of 1993, reveals the ambiguity surround-
ing the nature of the Beta Alfve´n Eigenmode. The latter ambiguity reflects the complexity of
the acoustic frequency band where resonances are possible with both thermal and suprather-
mal particles (see Fig. 1.4) and where various physical effects (compressibility, effects related
to the previously defined diamagnetic terms, sound waves) can enter into play.
The main goal of this chapter is to provide a kinetic description of the mode, with an
attempt to clarify the physics involved in its dispersion relation and structure, and in partic-
ular the role of some kinetic effects which are missing in MHD, such as Finite Larmor Radius
(FLR) effects. A related objective is to compare BAEs with other modes traditionally recog-
nized to oscillate in the acoustic frequency range, to allow for an unambiguous identification
of BAEs in experiments. Based on this analysis, an interpretation of some acoustic modes
observed in the Tore-Supra tokamak will be given.
The chapter is organized as follows. An introduction presents some basic observations
of the mode and the particular features of our description. Sections 4.2, 4.3 and 4.4 contain
the derivation of the mode frequency and structure, and respectively present the approxi-
mations, the local inertial physics and the global structure and dispersion relation of Beta
Alfve´n Eigenmodes. Section 4.5 compares BAEs with well known modes involved in trans-
port studies, the so-called Geodesic Acoustic Modes (GAMs). Finally, Section 4.6 presents
the acoustic modes observed in Tore-Supra and offers an interpretation for their identifica-
tion.
From now on and until the end of the thesis, we get rid of the subscript (0) to refer to
the equilibrium, whenever there is no possible confusion. In particular, Ti, Te, vti, τe, nh will
have to be understood as equilibrium quantities.
4.1 Introduction
4.1.1 A variety of modes in the acoustic frequency range
Recently, quasi-coherent modes have been observed in Tore-Supra in the acoustic fre-
quency range [87, 88], that is with a frequency of the order of vti/R0 ∼ cs/R0.
Their identification requires to understand the types of modes that can develop in this range.
BAEs are traditionally recognized to be electromagnetic fluctuations with finite
(m, n) mode numbers, oscillating with an acoustic frequency in a gap of the Alfve´n
resonant spectrum induced by compressibility (The last term of Eq. 3.67, possibly
with the correction Eq. 3.72). The name comes from the dual physics which is associated
with the mode existence: the presence of an Alfve´n resonant spectrum (symbolized by the
frequency ωA ≡ vA/qR ≈ vA/R0) and compressibility which is at the origin of the mode
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acoustic frequency (ωBAE ∼ vti/R0). Indeed, taking the ratio of these two characteristic
frequencies, beta is recovered : 4v2ti/v
2
A = β.
First observations of BAEs were performed in the TFTR and DIIID tokamaks [89] in
the presence of energetic ions heated by Neutral Beam Injection, and the modes were found
to have a strong deleterious impact on the confinement of the energetic population [90].
Later, BAEs, likely driven by finite amplitude magnetic islands, were also identified in the
tokamaks FTU [91, 92] and TEXTOR [93]. Finally, in JET, a high frequency branch of the
fishbone modes was observed to oscillate with typical BAE frequencies [94, 95], and may be
associated to the same compressible physics as the BAE.
Nevertheless, other modes have been predicted and/or observed in the acoustic frequency
range.
An important example is Geodesic Acoustic Modes (GAMs). GAMs are well-
established modes in turbulent transport studies, which are thought to strongly interact
with turbulence [96, 97, 98, 99, 100, 101, 102]. They are usually taken to be acoustic oscil-
lations with a main (n = 0,m = 0) component and related to the same physics as BAEs:
geometry related compressibility. Because the existence of GAMs is strongly related
to turbulent dynamics, and because electrostatic fluctuations dominate turbulence, they are
usually thought to be well described in the electrostatic limit (that is, with negligible mag-
netic fluctuations). Some experimental oscillations, obtained with non-magnetic diagnostics,
have been identified as GAMs: in DIII-D using Beam Emission Spectroscopy [103], in JIPT-
IIU [104], JFT-2M [105] and T-10 [106] using heavy ion beam probes, in Asdex-Upgrade by
Doppler reflectometry [107] and in the Heliac H1 using Langmuir probes [108]. Nevertheless,
more recent experiments also reported the existence of (n = 0,m = 0) magnetic fluctuations
with an acoustic frequency, and the latter were also refered to as GAMs [109].
Other modes, BAAEs (Beta Alfve´n Acoustic Eigenmodes), electromagnetic modes with
lower frequencies than BAEs and related to the shear of the tokamak equilibrium [85, 110],
modes related to diamagnetic effects (ITG/Ion Temperature Gradient or AITG/Alfve´n Ion
Temperature Gradient [41, 111]), as well lower branches of RSAEs (the Reversed Shear
Alfve´n Eigenmodes [76], already presented in chapter 2) are also expected in the acoustic
frequency range.
This variety makes the study of the acoustic frequency range particularly challenging and
controversial.
4.1.2 An ambiguous interpretation of BAEs
Soon after the first observations of BAEs, the existence of a compressibility induced
gap in the MHD resonant Alfve´n spectrum was identified [84, 86] with MHD codes (For
illustration, such a gap has been calculated in Fig. 4.1 for a Tore-Supra relevant discharge).
Analytically, when compressibility is added but the Slow Sound Continuum is neglected
(see section 3.4), it is easily shown that the local Alfve´n resonant spectrum of a mode with
a main finite (m, n) component takes the form
Λ2 ≡ ω
2 − ω2BAE
ω2A
= q2R20(k
m,n
‖ )
2 instead of Λ2 ≡ ω
2
ω2A
= q2R20(k
m,n
‖ )
2 (4.1)
(with ωA = vA/qR0) close to the surface where k
m,n
‖ cancels, which can also be seen as
modification of inertia (or the necessity to define a generalized inertia Λ2). Moreover,
ωBAE is an acoustic frequency (of the order of the experimental observations) which slightly
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Figure 4.1: Continuum spectrum calculated with CSCAS [86], based on the CRONOS transport recon-
structed equilibrium for shot #42039 (t ∼ 9.5s), whose main characteristics can be found in Figs. 5.4 and
5.5. The spectrum is plotted for a mode with a toroidal mode number n = 1 and and an assumed compress-
ibility of 1.67. The green curves correspond to the lines of the Alfve´n spectrum, the black curves to the slow
continuum.
varies depending on the chosen MHD-like model,
ω2BAE = 2c
2
s/R
2
0 - in the MHD-SAA.
ω2BAE = (v
2
ti/R
2
0)(7/2 + 2τe) - when ions only are in the hydrodynamic limit
and anisotropy is considered, Γ = 7/2,
(4.2)
such that gap modes are possible below ωBAE (ω < ωBAE). Next, the existence of an ex-
tremum of the resonant spectrum where (km,n‖ )
2 cancels, makes reasonable the existence of
a discrete mode in this gap (with the same arguments as those given in the derivation of
Eq. 2.61), and the interpretation of BAEs as gap modes close to an extremum pictured in
Fig. 2.4 (schematic 2.b).
This description is interesting because it shows that compressibility, which is usually
thought to be stabilizing (it is a positive contribution to δWMHD 2.42) can have a destabilizing
impact on MHD stable modes. However, this picture is somehow limited and has been subject
to controversy.
• A first reason is that neglecting the Slow Sound Continuum in the MHD formalism
only makes sense if the mode frequency verifies ω  k‖cs for any relevant poloidal
component of the mode. In particular, for the mode sidebands (which are absolutely
necessary for computating compressibility), km±1‖ ≈ ±1/qR0, where km,n‖ = 0. Hence,
it is not clear that for an acoustic mode, the approximation that the Slow Sound
Continuum has no effect can apply.
For this reason, an alternate interpretation of the gap represented in Fig. 4.1 has been
given, attributing this gap to a coupling between a sound wave of poloidal number m±1
and an Alfve´n wave of poloidal number m, in the same fashion as for the TAE gap [86]
(the coupling of two Alfve´n waves). This interpretation is reasonable in MHD and
indeed, it was shown that the MHD Slow Sound Continuum impacts on the shape of
the compressibility induced gap.
However, we explained in section 3.4, that a kinetic description was more reasonable
for describing the resonant regime ω ∼ cs/qR0 ∼ vti/qR0 [89, 38]. For this reason,
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the MHD picture of a coupling between a sound wave and an Alfve´n wave can be
misleading.
First, a resonant condition of the form ω − km,n‖ (r)v‖ = 0 (a certain curve in the
(r, v‖) space) is generally less localizing radially than a resonant condition of the form
ω2 − (km,n‖ (r))2c2s = 0 (a line in (r, v‖) phase space, parallel to r = 0)), even if it is
true that for a thermal population, the first resonant condition is usually more active
where v‖ ∼ vts, which also tends to enforce some radial localization.
Secondly, cs  vA leads to a cross point of the Alfve´n and Slow Sound Continua
which is very close to the resonant surface, such that the mode is expected to have a
dominating m component rather than two poloidal components of equal weight (like it
is the case for TAEs).
• A second reason is that several experiments [109, 112] return mode frequencies which
are close to the values of ωBAE given by the formulas 4.2, that is close to the continuum
spectrum. It is in particular the case for the modes observed in Tore-Supra, as will be
shown later on. We already explained that in this case, small scales (FLR) which may
only be accessed with kinetic theory, become important [41].
More generally, for a given generalized inertia Λ2, closeness to the resonant spectrum
can be associated to the closeness to the roots of the Λ2 = 0. For this reason, the roots
of this generalized inertia have been given a special name, accumulation points
[35]. With a resonant spectrum of the form Λ2(ω) = q2R20(k
m,n
‖ )
2, it is clear that
accumulation points separate the resonant spectrum Λ2 > 0 from the frequency where
discrete gap modes can take place Λ2 < 0 (see again Fig. 2.4). In this sense, the
generalized inertia defined in here is fully consistent with the Λ2 defined in Eq. 2.61.
• Finally, this picture does not take into account some physics which can be relevant to
the acoustic frequency range, and which is not included in MHD. For example, it is
interesting a priori to keep E‖ because it contributes to resonances (see the numerator
of the resonant term in Eq. 3.59) and hence wave-particle energy transfers. Secondly,
such modes as ITG/AITG may only be found when diamagnetic terms are included
[77].
The multiplicity of mode names given in the previous subsection results from the di-
verse physics involved, but in a lot of parameter ranges, these physical features need to be
considered simultaneously. Moreover, as will be clearer in the following (and in particular
in Eq. 4.53) the addition of kinetic effects, such as high order FLR, imply a degeneracy
removal of the MHD modes [41]. It follows that from a kinetic point of view, an infinite
spectrum usually needs to be substituted to the picture of well defined separated discrete
modes (though in general, accumulation points may be displayed). For this reason, more
recent analysis favor a more global description of the mode spectrum rather than a separate
description of each possible mode [42].
4.1.3 Objectives of the performed derivation
In the first part of this work, we will calculate the BAE dispersion relation using the varia-
tional gyrokinetic energy principle of Eq. 3.59, with an attempt to catch some missing
kinetic features of the MHD model which are relevant to modes on Tore-Supra, and to provide
a description of the mode structure.
First, the use of Eq. 3.59 will make possible a separation between the electron and ion
responses, which is important when dealing with frequencies of the order of the thermal
particles equilibrium characteristic frequencies.
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Next, to derive its geometry, the mode will be expanded into its various poloidal
Fourier components m, and FLR effects will be calculated to a high order, relevant
to fluctuations which are close to ωBAE , that is, close to the resonant spectrum. Earlier MHD
[84] and kinetic [38, 41] derivations of BAEs were carried out in the ballooning formalism,
briefly explained in Appendix D. In the work presented here, the Fourier expansion in the
poloidal components (only) will return the coupling between poloidal sidebands which is
intrinsically related to compressibility and makes possible an analysis of the relative weight
of the sidebands involved. Moreover, the mode radial structure will be calcultated directly
in a possibly more intuitive way.
Nevertheless, the following calculation will not provide the complete calculation of the
Slow Sound Continuum related resonance, and transit corrections only (with the correct
kinetic coefficients though) will be provided, which are relevant to the high-q limit. The
full computation of the Slow Sound Continuum related resonances (ie, of resonances with
the passing ions, see section 3.4) has been done in Ref. [38], and the additional effect of
resonances with trapped ions can also be found in the literature [42]. Besides, diamagnetic
effects (negligible for typical Tore-Supra parameters) will not be taken into account.
With these methods and approximations, the results of Eq. 4.2 will be recovered and
extended.
In a second part, a comparison of BAEs with electrostatic GAMs will be performed, and
the degeneracy of BAEs and GAMs, developed in Ref. [113] analyzed in the light of our
formalism.
4.2 Approximations of the derivation
In the following, we study BAEs in a simplified circular equilibrium using a poloidal
and toroidal Fourier component expansion.
Concerning equilibrium, we take advantage of the smallness of β, r/R0 and Lp/R0 (Re-
call that Lp a typpical equilibrium plasma poloidal scale at the mode location) considering
r/R0 ∼ β and Lp/R0 >∼ β1/4. The different choices made for Lp/R0 and r/R0 (which one
could have choosen with the similar ordering  ∼ √β, following the given numerical values
provided earlier) come from the fact that modes on Tore-Supra have been observed at the
plasma center (r ∼ 0.2a), where equilibrium gradients are flatter. A consequence of the
smallness of r/R0 is that the operators ∇⊥, ∇‖ and J0 which follows, are to be understood
as independent on θ. Moreover we take q ∼ s ∼ τe ∼ 1.
For the linear description of modes, axisymmetry enables the selection of one single n
component whereas toroidicity implies poloidal coupling, such that we can simply write the
various field quantities in the form
φω =
∑
m
φmω (r) exp(imθ + inϕ). (4.3)
In particular, with the notation ∇ ≡ ik, kr needs to be understood as an operator whereas
kθ = m/r for the poloidal component m. Next, BAEs (as well as GAMs) are considered to
belong to the acoustic frequency range ω ∼ vti/R0 with a meso-scale structure 1/Lp  k⊥ ≈
(kr, kθ) 1/ρi.
For BAEs in particular, we expand the computation close to a surface rs 1 where
1Often called resonant surface, but not to be confused with the Alfve´n resonant surface.
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km‖ (rs) = 0 (without neglecting neighboring radial variations) where localization is reason-
able, as explained above. Since the m poloidal component corresponding to the latter surface
is likely to be dominant in this area, we refer to it as the mode main poloidal component.
From now on, we also use the notation m to refer to this component (whereas m ± 1,±2
will be used for its sidebands). Taking kθ = m/r, we finally consider ρikθ ∼ β (m from 1 to
10), but we do not enforce the radial scale, following the remark that a two-scale structure
is expected to arise from this study (see section 2.2.2).
4.2.1 The energy functional in the acoustic frequency region
Let us first reduce the functional Eq. 3.59 to a simpler expression valid in the acoustic fre-
quency range (hence, for both for BAEs, GAMs or BAAEs at this point).
For ω ∼ vti/R0, diamagnetic effects verify
n ·Ω∗i
ω
≡ v∗i · k
ω
∼ ρivtikθ/Lp
(vti/R0)
= (ρikθ)
(
R0
Lp
)
∼< O(β3/4) (4.4)
In general, the ordering we use makes diamagnetic terms negligible in the acoustic frequency
range (this will be clearer in the next paragraph).
Secondly, we know from subsection 3.2.2 that the resonance ω/(ω − n · Ωs) in action-
angle variables, is equivalent to the operator (−iω)(−iω + v‖∇‖ + vgs)−1. For electrons
characterized by a large thermal velocity, Te ∼ Ti ⇒ vti/vte ∼
√
me/mi ∼ 0.02 ∼ 2β.
Hence, for the natural length scale k‖ ∼ 1/qR0 (q ∼ 1) and for finite m and n mode numbers,
k‖vte
ω
∼ vti
vte
∼ β (4.5)
and the resonant operator is found to be dominated by the parallel component, whose role is
to make the resonance negligible. In other words, for the scaling k‖ ∼ 1/qR0, electrons move
faster than the mode phase velocity such that their non-adiabatic response cancels. Very
close to the resonant surface where km‖ cancels for the main component, the assumption of
electron adiabaticity can be challenged (even if it remains valid for the resonant terms
which involve poloidal sidebands...not all of them). For simplicity however, we assume this
assumption to be valid in the whole extent of the studied domain, as long as the main
poloidal component has a finite m (hence n) mode number.
Note however that the latter assumption is not correct for GAMs, whose main component
verifies km=0‖ = 0 (n = 0) and falls into the opposite hydrodynamic limit.
With the above assumption, n ·Ω∗i  ω ∼ vti/qR0  k‖vte, the functional reduces to
Lω = −
∫
d3x
1
µ0
∣∣∣∣∇⊥∇‖ψω−iω
∣∣∣∣2 + ∫ d3x ne2Ti,eq
(
|Eω|2 + 1
τe
∣∣∣E˜ω∣∣∣2)
+
∫
d3x
ne2
Ti,eq
{
(1− Γ0)(|φω|2 − |Eω|2)−
〈(
vgi · ∇
−iω
)
(1− J20 )
〉
|ψω|2
}
−
∑
n=n∗
∫
dΓ
e2Fi,eq
Ti,eq
(
ω
ω − n ·Ωs
) ∣∣∣∣J0 · (vgi · ∇ψω−iω − Eω
)
n
∣∣∣∣2 .
(4.6)
In order to make this expression valid for GAMs as well, we simply introduced the modified
field E˜ω = Eω − 〈Eω〉θ,ϕ (Eω = for finite (n, m) components), which stands for the remaining
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resonant electrostatic term involved in the conservation of the GAM main poloidal compo-
nent.
4.2.2 Two scale-separation and inertial layer
In order to assess the importance of the terms of the functional Eq. 4.6, there remains to
determine the radial scales. In the following, we simply focus on BAEs. For these modes,
a special role is played by the field line bending tension which is characterized by a radial
dependence, km‖ (r). Close to the resonant surface where k
m
‖ (rs) = 0, we can expand k‖
km‖ ≈ km‖ ′ x = −
1
qR0
kθsx, with x = (r − rs) (4.7)
where the shear q, s are assessed at rs. This radial variation is at the origin of the shearing
effect of section 2.2.2 and of the related apparition of two scales.
More precisely, the orderings of the various terms of the functional 4.6 are shown in
Tab. 4.1, where, as explained in Eq. 4.2, compressibility may be combined with inertia
Field line High order Larmor Resonant terms linked
bending Inertia radius effects Interchange to compressibility
(ρik⊥)2(qR0k‖)2
β (ρik⊥)
2 (ρik⊥)4 (ρik⊥)(ρikθ)R0Lp
ω−n·Ω∗
ω−n·Ωs (ρik⊥)
2
(ρik⊥)2(ρikθ)R0Lp
Table 4.1: Orderings of the functional terms. The Lagrangian terms are of the order of L ∼ R dx(ne2/Ti)
times the values given in the table.
and lead to a generalized inertia Λ2, such that (with the table conventions) (ρik⊥)2 →
(ωA/ω)2Λ2(ρik⊥)2.
We know from section 3.4 that MHD corresponds to the case where FLR are simply
expanded to the order (ρik⊥)2. This limited expansion is at the origin of the apparent
continuum damping which characterizes MHD, and comes from disregarding small scales. In
order to model smaller scales and catch in a same picture gap modes and continuum modes,
the relevant next order is (ρik⊥)4. As expected, the relevance of such scales is related to
closeness to the MHD resonant spectrum or closeness to an accumulation point: indeed,
when matching the (ρik⊥)4 order with generalized inertia, it comes
Λ2 ∼ β(ρik⊥)2  1. (4.8)
With a similar matching, now of the field line bending term with (ρik⊥)4, the radial scale
which is relevant to 4th order FLR is obtained
(ρik⊥)2(qR0k‖)2/β ∼ (ρik⊥)4 ⇒ ρik⊥ ∼ ρikr ∼ β1/4  ρikθ, qR0km‖ ∼ β3/4. (4.9)
It now clearly appears that small scales are localized in a region around rs of typical length
1/kr ∼ ρiβ−1/4 (a few millimeters), which is large enough to contain the Alfve´n resonant
surfaces (where Λ2 = (qR0k‖)2 if Λ2 is positive) where MHD predicts a discontinuity for
continuum modes.
This particular region where strong gradients are expected will be called inertial region
because it contains inertia. Away from this region, that is for larger r ∼ 1/kr, terms involving
kr get smaller and can no longer balance the field line bending tension, such that ρikr → 0.
Other terms, which are less dependent on kr, come into play and can set up the relevant
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radial scale, usually a macro scale relevant to MHD. For this reason this “external region”
will be refered to as MHD region, but one should note that it does no longer contain either
inertia or compressibility. In particular a lower limit exist on ρik⊥ ≥ ρikθ ∼ β, which limits
the mode radial extent to 1/kr ∼ 1/kθ ∼ 0.1− 1m.
With this estimate of the mode radial scale, we can assess the validity of the approxima-
tions announced earlier.
To the relevant lower order of the functional terms (∼ β following Tab. 4.1), neglecting
diamagnetic terms (understood as any term involving Ω∗) is justified. Higher order diamag-
netic corrections are uncessary because of the scaling 4.4, whereas interchange is only a very
lower order term with the assumption Lp/R0 > β1/4. In the MHD region, this latter choice
is possibly debatable and it may be more reasonable to consider Lp/R0 ∼ a/R0 ∼ β1/2, such
that interchange may be the higher order effect to balance field line bending, at the relevant
scale 1/kr ∼ ρiβ−1/2.
Inversely, neglecting the Slow Sound continuum is not fully consistent, but will be done
for simplicity. In the derivation, we will simply consider transit corrections with the ordering
k‖v‖/ω = O(ρik⊥) which can simply make sense in a high q limit. Note that a purely formal
ordering using 1/6 fractions of β can be developed, but using such an ordering does not
change anything in the story...
4.3 Derivation of the BAE characteristic equation in the inertial
layer
In this part, we focus on the inertial region only.
4.3.1 Determination of the relevant fields
From the previous section, we can derive the relevant field poloidal components, using a
Fourier expansion and extremalization of the functional 4.6. Expansion to the fourth order
FLR effects makes necessary a Fourier expansion to the second order sidebands, such that 2
scalar fields (ψω, Eω) for 5 poloidal components: m,m± 1,m± 2.
This calculation is done in Appendix C with the addtional assumption on the sidebands
symmetry
ψm+1ω = −ψm−1ω , ψm+2ω = ψm−2ω , Em+1ω = −Em−1ω , Em+2ω = Em−2ω (4.10)
This asssumption on the sidebands parity is made possible by the approximation qR0km±1‖ =
qR0k
m
‖ ±1 ≈ ±1 which is consistent with the order of accuracy of our calculation ((ρik⊥)4 ∼
β) and leads to the degeneracy of the poloidal sidebands. Note however that this degeneracy
removal is also consistent with the inverse parity choice ψm+1 = ψm−1, ψm+2 = −ψm−2...,
but that the latter choice does not return modes with an acoustic frequency [114].
This expansion returns the following estimates,
ψ
m+1/m+2
ω = O((ρik⊥)4ψmω ) , Emω = O((ρik⊥)5ψmω ),
Em+1ω = O((ρik⊥)ψmω ) , Em+2ω = O((ρik⊥)2ψmω )
(4.11)
We conclude that close to a resonant surface, the main poloidal component (n,m) of a BAE
mode is close to satisfy the MHD constraint Emω = 0, while its m± 1, 2 satellites are almost
electrostatic. Since the same derivation can be done at a neighboring resonant surface, this
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means that the mode extension of the vector potential is smaller than the one of the electric
potential.
Moreover, to our order of accuracy (4th order in ρik⊥ ∼ β), it comes Emω = ψm+1ω =
ψm+2ω = 0, which means in particular that the problem is reduced to the determination of
three field components only ψmω , Em+1ω and Em+2ω , instead of 6.
4.3.2 Derivation
We can now develop the Lagrangian 4.6 to the 4th order in (ρik⊥) using the fields ψmω , Em+1ω ,
Em+2ω and determine the expression of the sideband fields as functions of the main poloidal
vector potential ψmω .
−
In a cylidrical equilibrium, the curvature verifies b(0) × κ = − 1R0 [sin (θ) er + cos (θ) eθ] and implies a
coupling of poloidal components via the vgi · ∇ operator such that for any poloidal number m′,
(vgi · ∇ψω)m
′
= i
X
=±1
ωgi,ψ
m′+
ω (4.12)
where ωgi, is an operator defined as ωgi, =
1
2
vgi(+ikr +
m′+
r
) ≈ i vgikr
2
≡ +iωdi. ikr stands for
the ∂r operator and vgi =
−1
eB(0)R0
`
miv
2
‖ + µiB(0)
´
.
Using formula 4.12 and in the absence of transit corrections, Eq. 4.6 takes the form Lω =
R
d3xne
2
Ti
Lω,
with
Lω =− ρ2i v
2
A
ω2
∇‖∇2⊥∇‖|ψmω |2 + (1− Γ0) |ψmω |2 + 2
`
1− Γ0 + τ−1e
´ h˛˛Em+1ω ˛˛2 + ˛˛Em+2ω ˛˛2i
− 2iK1
ˆ
ψmEm+1∗ω − ψm∗Em+1ω + Em+2ω Em+1∗ω − Em+2∗ω Em+1ω
˜
− 2K2
h
|ψmω |2 + 3
˛˛Em+1ω ˛˛2 + ψmω Em+2∗ω + ψm∗Em+2ω i
− 6iK3
ˆ
ψmω Em+1∗ω − ψm∗ω Em+1ω
˜− 6K4 |ψmω |2 ,
(4.13)
and Kn =
˙ˆ
ωdi
ω
˜n
J20
¸ ∼ (ρik⊥)n. If small order transit effects are added, the following additional
terms should be added to Lω,
Lω‖ = −2L0
“˛˛Em+1ω ˛˛2 + 4 ˛˛Em+2ω ˛˛2”− 2iL1 ˆψmω Em+1∗ω − ψm∗ω Em+1ω ˜− 2L2 |ψmω |2 (4.14)
where Ln = 〈
“
v‖
qR0ω
”2 ˆ
ωdi
ω
˜n
J20 〉, where the transit operators have been assumed to be of order
Ln ∼ (ρik⊥)n+2.
Next, extremalization with respect to Em+1∗ω and Em+2∗ω yields
Em+1ω = iτe
ˆ
(K1 + L1 + 3K3) + 4τeK1K2 − τeK1(1− Γ0 − L0 −K21τe)
˜
ψmω (4.15)
+ O
`
(ρik⊥)
4ψmω
´
Em+2ω = −iK1τeEm+1ω +K2τeψmω +O
`
(ρik⊥)
3ψmω
´
(4.16)
The sidebands are now easily expressed as functions of the main poloidal componentψmω , and the
Lagrangian can simply be written
Lω =[−ρ2i v
2
A
ω2
∇‖∇2⊥∇‖ + (1− Γ0)− 2K2 − 6K4 − 2L2 − 2τe
`
K21 +K
2
2
´
− 2τe
`
2K1L1 + τeK
2
1L0 − τe(1− Γ0)K21 + 5τeK21K2 + 6K1K3 + τ2eK41
´
] |ψmω |2.
(4.17)
There remains to calculate the explicit expressions of the operators Kn’s and Ln’s. If we make use of
the notation b = ρ2i k
2
r , Ω =
ωR0
vTi
, ζ =
v‖
vTi
, h =
v2⊥
2v2
Ti
in the following paragraphe only, it easily comes
that
〈...〉 =
Z +∞
−∞
dζ√
2pi
e−ζ
2/2
Z +∞
0
dhe−h... (4.18)
ωdi
ω
= −
√
b
Ω
h+ ζ2
2
(4.19)
J20 = 1− bh+ 3
8
b2h2. (4.20)
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Hence,
Γ0 =
˙
J20
¸
i
= 1− b+ 3
4
b2 K1 = −
√
b
Ω
`
1− 3
2
b
´
L0 =
1
q2Ω2
`
1− b+ 3
4
b2
´
K2 =
7
4
b
Ω2
`
1− 13
7
b
´
L1 = − 1q2Ω2
√
b
Ω
`
2− 5
2
b
´
K3 = − 92 b
√
b
Ω3
L2 =
1
q2Ω2
b
Ω2
`
23
4
− 33
4
b
´
K4 =
249
16
b2
Ω4
.
(4.21)
Substituting these expressions into Eq. 4.17 directly returns the functional Eq. (4.22). −
The result is
Lω = −
∫
d3x
ne2
Ti
ω2A
ω2
ψm∗ω
[
(qR0)2ρ2i∇‖∇2x∇‖ + Λ2ρ2i∇2x + σρ4i∇4x
]
ψmω (4.22)
where
Λ2 =
ω2
ω2A
[
1−
(
vti
ωR0
)2(7
2
+ 2τe
)
− 1
q2
(
vti
ωR0
)4(23
2
+ 8τe + 2τ2e
)]
(4.23)
σ =
ω2
ω2A
[
3
4
−
(
vti
ωR0
)2(13
2
+ 6τe + 2τ2e
)
+
(
vti
ωR0
)4(747
8
+
481
8
+
35
2
τ2e + 2τ
3
e
)]
(4.24)
Λ2 is obviously the fluid-like generalized inertia announced earlier, whereas σ stands the high
order FLR.
To determine the relevant equation for ψmω , there remains to extremalize according to
ψm∗ω . Some caution is necessary when dealing with electromagnetic waves because of the
ambiguous definition of ψm∗ω at the resonant surface, which simply determines ψm∗ω , modulo a
delta function. Hence, the clean use of the variational principle, originally based on variations
of A∗ω rather than ψ∗ω, leads to the eigenmode equation[
(qR0)2ρ2i∇‖∇2x∇‖ + Λ2ρ2i∇2x + σρ4i∇4x
]
ψmω = C (4.25)
where the C constant is some constant which results from this indetermination.
The form of this eigenmode equation is fully consistent with the one found by F. Zonca
et al. in Eq. (9) of Ref. [41] for their description of the BAE inertial region, where the effects
of the C constant disappears in their formalism because the inertial region corresponds to
large θ value, in the ballooning representation. The coefficients found by these authors,
Λ2 and Q2 = (kθρis)2σ (4.26)
have been verified to asymptotically match ours when diamagnetic effects are neglected and
the real, high q limit is taken [113]. Hence formulæ 4.23 and 4.24 provide simple tractable
expressions, relevant to the high q limit.
At this point, we can already link our kinetic derivation to the fluid result of Eq. 4.1. In
the absence of the 4th order term in Eq. 4.25, a resonant continuum mode (characterized by
a discontinuity) can be excited if Λ2 > 0, at the localization where Λ2 = (qR0km‖ )
2, and a
gap exists for Λ2 < 0. Λ2 given in Eq. 4.23 is of the form 4.1 with the additional small order
transit correction ∝ 1/q2, and hence allows for a gap below the accumulation point
ω2 < ω2accumulation point ≈ ω2BAE
[
1 +
1
q2
23/2 + 8τe + 2τ2e
7/2 + 2τe
]
(4.27)
with ωBAE =
(
vti
R0
)√
7
2
+ 2τe (4.28)
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When now fourth order terms are added, discontinuity at the origin of continuum damp-
ing disappears, and the separation between gap modes and continuum resonant modes looses
significance. More precisely, we can say that small scale kinetic effects offer a continuous
description of the boundary between gap modes and continuum resonant modes. Note that
it is the same 4th order expansion which makes possible the existence KTAEs mentionned
in subsection 2.2.2.
4.4 Dispersion relation and structure of the Beta Alfve´n Eigen-
mode
As explained in subsection 4.2.2, Eq. 4.25 is only valid in a narrow inertial region around
the mode main resonant surface, whereas incompressible MHD-like terms are expected to
play a more important role away from this resonant surface.
We now determine the solutions of Eq. 4.25 which can match the solutions of
the incompressible ideal MHD region, usually constrained by boundary conditions. For
this, we use a classical matching procedure [13] from which we derive the mode structure
in real (radial) space. As will be shown in the following for modes with a given parity,
the asympotic behavior of the ideal MHD region close to a resonant surface depends on two
coefficients only (note that the latter coefficients are not necessarily the mode amplitude
and slope close to the resonant surface), which reduce the degrees of freedom offered by the
inertial equation via asymptotic matching. More precisely, matching these two coefficients
makes possible to display a univocal relation linking the mode frequency and wave numbers,
the mode dispersion relation, derived below.
In the following, the focus is on the resolution of the inertial layer solution. For this rea-
son, only a reduced model will be used of for the ideal incompressible region, which overlooks
the geometry difficulties related to the treatment of broad mode structures. Nevertheless,
the latter model is sufficient to describe a mode asymptotic structure close to a resonant
surface, where strong radial gradients start to dominate (see Appendix D). Also, putting
aside the details of radial profiles non uniformity along with our assumption of symmetry
of the poloidal components Eq. 4.10, makes possible to assume eigenmodes to have a given
(radial) parity in the surrounding of the resonant surface, which is convenient for a clearer
presentation of the following presentation.
Ideal incompressible solution
We explained in section 4.2.2 that MHD-like contributions can set up the larger scale of
the mode. When ρikr gets smaller, the poloidal wave number number ρikθ ∼ β in the field
line bending tension, or the interchange drive can set up the leading order. For this reason,
we choose to keep these two terms in the ideal incompressible region. Vorticity (Eq. 3.62)
reduces to
∇‖∇2⊥∇‖ψω + b(0) ×∇〈β〉 · ∇⊥
(
b(0) × κ · ∇⊥ψω
)
= 0 (4.29)
In order to avoid the lengthty character of a poloidal Fourier expansion, we solve this
equation in the ballooning representation, which makes possible a 1-D treatment
of this equation (instead of the traditional 2D treatment in the (r, θ) space). The basics of
the ballooning formalism are presented in Appendix D. Following this Appendix, when the
perpendicular gradients are much larger than the parallel gradients (which is the case for
modes with a large toroidal mode numbers n, or close to regions where radial gradients are
strong), it is possible to transfom Eq. 3.62 into an equation which depends on one single
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variable ϑ ∈ [−∞,+∞]. ϑ is an extension of the geometrical poloidal angle θ, regarded as
a coordinate along the magnetic field, and the transformed field ψ(ϑ) can be understood as
the Fourier transform of ψmω (x/kθs), where m is the main mode poloidal component we are
focusing on, and the quantity s is assessed at the mode resonant surface. In other words,
ψ(ϑ) =
∫ +∞
−∞ |kθs|dxψmω (x)e−ikθsx.
Following Appendix D, the ballooning transformation in an equilibrium with circular flux
surfaces, returns
∇‖ →
1
qR0
∂ϑ (4.30)
−∇2⊥ → k2⊥ = k2θ + k2r = k2θ(1 + s2ϑ2) (4.31)
b(0) × κ · ∇⊥ →
−ikθ
R0
(cosϑ+ sϑ sinϑ) (4.32)
where again s and q are assessed at the localization of the m resonant surface. Finally, the
ballooning representation of vorticity is
−∂ϑ(1 + s2ϑ2)∂ϑψ − α(cosϑ+ sϑ sinϑ)ψ = 0 (4.33)
where α = −q2R0∂rβ.
Using the additional transformation Ψ =
√
1 + s2ϑ2 ψ, vorticity finally takes a simpler
form
−∂ϑϑΨ + s
2
(1 + s2ϑ2)2
Ψ− α
1 + s2ϑ2
(cosϑ+ sϑ sinϑ)Ψ = 0 (4.34)
The form of Eq. 4.34 is obviously the same as the one of Eq. 2.61 and it can be understood
as a Schro¨dinger potential well.
Since, we now really want to determine the mode structure and an univocal dispersion
relation, we now go a little bit further than what was done in Eq. 3.16, and display the mode
asymptotic behavior close the mode resonant surface, which corresponds to large ϑ when
working in the ballooning (/Fourier) space.
We can extract the non-periodic part of the solutions of Eq. 4.34 at large ϑ using solutions
of the form ϑδ. It directly comes that the non-periodic large ϑ asymptotic behavior of a
solution of Eq. 4.34 can be put in the form [115],
Ψ = Ψ− + ∆Ψ+,with Ψ− ∼ Ψˆ0(ϑ)|ϑ|1/2−ν for large ϑ
Ψ+ ∼ Ψˆ0(ϑ)|ϑ|1/2+ν (4.35)
with ν =
√
1/4− α/s2, ∆ a constant depending on boundary conditions, Ψˆ0(ϑ) = Ψ0 for
even parity modes and Ψˆ0(ϑ) = Ψ0Sgn(ϑ) for odd parity modes.
When it is small, the ∆ constant has a simple meaning. We already saw that we could
access the MHD energy functional multiplying by the Schro¨dinger-like equation by Ψ∗ and
integrating by parts. More precisely, we can write
Ψ∗∂ϑΨ = δW balMHD(Ψ) (4.36)
for modes with a given parity, with δW balMHD the ideal MHD energy potential relevant to
the ballooning representation. Using that ψ(ϑ) is the Fourier transform of ψmω (x/kθs) along
with Parceval identity, it is easy to see that δW balMHD related to the traditional MHD energy
potential by
δW balMHD =
|kθs|
2piR0rs
1
ρ2i k
2
θ
Ti
ne2
ω2
ω2A
δWMHD (4.37)
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So, to the first order, Eq. 4.36 returns 2
∆ = δW balMHD(Ψ−)/|Ψ0|2 ≡ δWˆMHD/|s| (4.38)
From now on, we assume that ∆ is small 3, and that the same is true for α/s2, in
agreement with the ordering of subsection 4.2.2. It follows that ν ∼ 1/2, and Ψ− ∼ Ψˆ0 at
large θ. Making such a substitution is equivalent to the “constant-Ψ” approximation used
in Ref. [35], and allows a first estimate of δWˆ of the form
δWˆMHD =
∫ ∞
0
dϑ
[
s2
(1 + s2ϑ2)2
− α(cosϑ+ sϑ sinϑ)
(1 + s2ϑ2)
]
(4.39)
Finally, coming back to ψ, the large ϑ behavior of the ideal incompressible MHD part is
ψ(θ) ∼ Ψˆ0(ϑ)
s
(
1
|ϑ| +
δWˆMHD
|s|
)
. (4.40)
We can directly deduce the small x behavior of the ideal solution close to the resonant
surface, taking the inverse Fourier transform as in Ref. [116, 115].
For modes with the tearing parity (odd ψ), the ideal small x behavior is
ψmω (x) ∼ i
Ψ0
2s
Sgn(x)
(
1 +
2
pi
δWˆMHD
|s|
1
|kθs||x|
)
(4.41)
For modes with the twisting parity (even ψ), it comes
ψmω (x) ∼
Ψ0
s
(
δWˆMHD
|s|
δ(x)
|kθs| −
1
pi
ln |x|
)
(4.42)
There now need to verify if and under what condition solutions of the inertial layer can
smoothly connect to the MHD solution.
Solutions of the inertial region and asymptotic matching
We restrict the resolution of the inertial equation 4.25 to the case σ ≥ 0, or equivalently
Q2 ≥ 0. This is a reasonable assumption for usual conditions, and frequencies of the order
of the accumulation point (σ(ωBAE) > 0 for τe > 5.45).
Expanding as usual k‖ close to the resonant surface, k‖ = −kθsx/qR0, the inertial layer
eigenmode equation can be written in a simplified Weber-like form
∂x¯
(
−x¯2 − a+ 1
4
∂x¯x¯
)
∂x¯ψ
m
ω =
C
k2θs
2
= C∞ (4.43)
where a = −Λ2/2√Q and x¯ = x/LI , with LI a typical size of the inertial region,
LI =
√
2Q/|kθs|. (4.44)
2We define here a normalized MHD energy which is independent from the mode amplitude, δWˆMHD. We
introduce |s| simply to recover the normalization of Ref. [16]
3This assumption is consistent with our earlier assumption of closeness to the BAE accumulation point
Λ→ 0 because of the matching of Eq. 3.16
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For modes with the tearing parity, C∞ = 0. Eq. (4.43) becomes
(−x¯2 − a+ 14∂x¯x¯) ∂x¯ψmω =
C ′∞. For a > −1/2, it has a unique explicit solution for ∂x¯ψmω which cancels at infinity (in
agreement with the requested asymptotic behavior of the ideal solution)
∂x¯ψ
m
ω = −C ′∞
∫ 1
0
dt(1− t)− 34 +a2 (1 + t)− 34−a2 e−tx¯2 (4.45)
and this solution has the following large x¯ asymptotic behavior,
ψmω (x¯) ∼ Sgn(x¯)
(
C ′∞
|x¯| +
∫ ∞
0
∂x¯ψ
m
ω
)
= C ′∞Sgn(x¯)
(
1
|x¯| −
√
pi
2
∫ 1
0
dt (1− t)− 34 +a2 (1 + t)− 34−a2 t− 12
)
= C ′∞Sgn(x¯)
(
1
|x¯| −
pi
2
√
2
Γ(14 +
a
2 )
Γ(34 +
a
2 )
)
(4.46)
It can be matched to the asymptotic behaviors of the ideal region taking the dispersion
relation
−2
√
Q
Γ(34 − Λ
2
4Q)
Γ(14 − Λ
2
4Q)
=
δWˆMHD
|s| . (4.47)
Similarly, an explicit form of the inertial solution can be found for the even parity modes.
For a > −3/2, the unique even solution which cancels at infinity is
∂x¯ψ
m
ω = −C∞x¯
∫ 1
0
dt(1− t)− 14 +a2 (1 + t)− 14−a2 e−tx¯2 (4.48)
and we want to match this solution to the ideal MHD region. We first note from the eigen-
mode equation (4.43) considered in the large x¯ region, that the dominant large x¯ behavior
of ∂x¯ψmω is equal to −C∞/x¯, announcing the logarithm behavior of ψmω ∼ −C∞ ln |x¯|, and
leading to a first matching condition to the ideal solution
C∞ =
Ψ0
pis
(4.49)
To recover the relevant coefficient corresponding to the ideal δ-function behavior and hence
obtain a second matching condition, we first notice that the ideal behavior can be rewritten
ψmω (x¯) + C∞ ln |x¯| ∼ (C∞piδWˆMHD/(|s|
√
2Q)) δ(x). The corresponding matching condition
is ∫ +∞
−∞
dx¯ (ψmω + C∞ ln |x¯| ) =
C∞pi√
2Q
δWˆMHD
|s| (4.50)
After integration by parts and under the assumption that a > 1/2, the right hand side
becomes
− ∫ +∞−∞ (x¯∂x¯ψmω + C∞) dx¯
= −C∞
∫ +∞
−∞
dx¯
∫ 1
0
dt(1− t)− 54 +a2 (1 + t)− 54−a2
[
(−1
4
+
a
2
)(1 + t) + (
1
4
+
a
2
)(1− t)
]
= −C∞ pi√
2
[
(−1
4
+
a
2
)
Γ(−14 + a2 )
Γ(14 +
a
2 )
+ (
1
4
+
a
2
)
Γ(34 +
a
2 )
Γ(54 +
a
2 )
]
= −C∞
√
2pi
Γ(34 +
a
2 )
Γ(14 +
a
2 )
(4.51)
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This leads to the exact same dispersion relation as found for the tearing parity, ie Eq. (4.47).
We finally arrived at the same dispersion relation found in Ref. [41] in the ballooning
representation, and we recovered the equivalence between even and odd parity modes, dis-
covered for a large class of asymptotic problems using the Fourier transformation [115]. In
addition, this derivation produces an image of the BAE radial structure in real space, and
shows how high radial gradients, characterizing the inertial region, can connect to lower gra-
dients of the incompressible ideal MHD region, when the accumulation point is approached.
An illustration of such a structure is given in Fig. 4.2 for the twisting parity. A similar
two-scale structure could be displayed for the tearing parity, with a step like-shape, as
suggested by the constant asymptotic behaviors in the ideal region in Eq. 4.41.
Figure 4.2: Typical scales of the mode radial structure for the twisting parity. The curve is a numerical
solution of the equation ∂x¯
`−x¯2 − a+ 1
4
∂x¯x¯
´
∂x¯ψ
m
ω = (
p
2|Q|/s)2 x¯2ψ + (α/s2)ψ where the contributions of
both the inertial region and the ideal region have been kept. The parameters used are β = 2%, α/s2 = 0.5
and
p
2|Q|/s ∼ (ρikθ)3/4 ∼ β3/4.
4.4.1 Discussion
∼ Structure of the Alfve´n Spectrum ∼
From the form of the BAE dispersion relation Eq. 4.47, we can make some comments on the
role of 4th order kinetic terms on the structure of the Alfve´n spectrum.
First, as was pointed out in Ref. [41], when Λ2 is sent to +∞ in the BAE dispersion
relation 4.47, the fluid case given in Eq. 3.16 is recovered,
i|s|Λ = δWˆMHD (4.52)
(and we now have a clean definition of the constants of proportionality used before).
When now Λ2 → 0, then δWˆMHD → 0 and higher order FLR come into play. In particular,
for a very small δWˆMHD, the dispersion relation Eq. 4.47 can be expanded and returns the
solutions
Λ2 = (4l + 1)Q+ (2/pi)
√
Q [(Γ(l + 1/2)/Γ(l + 1))δWˆMHD/|s| ] , (4.53)
with l a positive integer [41], at the origin of an infinite number of discrete solutions for
the mode frequency ω. Hence, the image of a separation between a discrete spectrum of
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undamped modes below the accumulation point (≈ ωBAE), and a continuum spectrum of
damped modes above this point, is replaced by a continuous description of the frequency
spectrum, where an infinite number of discrete undamped solutions exist. What we found
in this calculation (for Q2 ≥ 0) is that high order FLR enforce a finite (small) size for
the structures, such that radial discontinuity (and the correlated damping) are no longer
relevant. In other words, the mode is localized in the Fourier ϑ space, and solution spectrum
is consequently discrete. Higher order FLR are said to discretize the continuum.
In particular, for l = 0 and δWˆMHD = 0, the solution is approximately ω2 ≈ ω2BAE +
ω2Aρi|kθs|
√
σ(ωBAE). This can also be rewritten ω2 = ω2BAE + k
2
‖v
2
A with k‖ assessed at the
typical mode extent enforced by high order FLR and given in Eq. 4.44, such that the local
coupling of the continuum shear Alfve´n type wave with compressibility appears.
∼ Around the causality constraint ∼
We explained in subsection 3.1.2 that the sign of a wave energy density could be a difficult
issue, and often required the use of an additional constraint (a localization constraint, or
an equivalent localization constraint...). In particular, for gap modes expected to oscillate
with a frequency below the continuous Alfve´n spectrum and with a generalized inertia of the
form Λ2 ∝ ω2 − ω20, we saw that causality implied Sgn(δWf + δWk) = Sgn(δWˆMHD) < 0,
in agreement with the fact that δWˆMHD was to be associated with the mode slope at the
frontier between ideal and inertial regions, as was shown in Fig. 3.1. Neglecting transit terms,
the BAE inertia clearly enters this category, and (undamped) gap modes are consequently
expected to verify Sgn(δWˆMHD) < 0.
Recalling that δWˆMHD defined here is incompressible (compressibility has been moved
to the generalized inertia), a way to understand the causality constraint, is to rewrite
the full (normalized) MHD energy, δW fullMHD = δWˆMHD + δWcompressible, where we know
δWcompressible > 0. It follows that
• MHD unstable modes verify δW fullMHD < 0
• MHD gap modes occur for 0 ≤ δW fullMHD ≤ δWcompressible
and the role of compressibility clearly appears to be stabilizing for MHD type
instabilities, but destabilizing from the point of view of continuum damping.
In this derivation however, we displayed undamped modes with a positive δWˆMHD (the
odd solutions provided above have a validity range which extends to a > −3/2 and allows
for a positive δWˆMHD in Eq. 4.47. This is due to high order FLR. However, these effects do
not completely modify the previous picture. δWˆMHD can still be associated with the mode
slope at the junction between the inertial and ideal MHD regions. However, now, inertia
itself can enforce localization, as illustrated in Fig. 4.3.
4.5 The degeneracy of Beta Alfve´n Eigenmodes and Geodesic
Acoustic Modes
We explained in the introduction of this chapter that a reason for the complexity of the
acoustic range is the variety of modes and mode names which have been attributed to acous-
tic oscillations. We compare in this section the well known GAMs with BAEs, where again
GAMs are acoustic oscillations with a main m = 0, n = 0 component, which corresponds to
usual case treated in transport theories. More precisely, it is possible to display an elec-
trostatic acoustic solution of our equations, with a main m = 0, n = 0 component. Our
following comparison will have to be understood as a comparison between electrostatic
80
4.5. THE DEGENERACY OF BETA ALFVE´N EIGENMODES AND GEODESIC
ACOUSTIC MODES
Figure 4.3: Schematic of the Fourier space localizing Schro¨dinger-like well and structure of a BAE close
to the BAE accumulation point, for the twisting parity.
The effect of high order Finite Larmor Radius is to enforce the localization condition in Fourier space, or in
other words to set-up a finite small radial scale. Thanks to high order FLR, localization is possible even if
the slope of the mode at the boundary between the inertial and MHD regions is not negative.
GAMs taken in the electrostatic limit and BAEs. Hence, if not otherwise noted, the
word GAM will have to be understood in the electrostatic limit.
We show how the degeneracy of the BAE and GAM dispersion relations, claimed
in Ref. [113], can be understood in the light of our formalism. Even if the difference between
GAMs and BAEs may be thought to be small (it is simply a difference in mode numbers),
the idea of a degeneracy is not so trivial, because a change in mode numbers modifies the
response of the electrons in the wave frame. In particular, for our derivation of BAEs, we
used the time scaling
k‖vti  ω  k‖vte (4.54)
(where k‖ is understood as an operator and stands for any of the poloidal components),
which leads to an adiabatic electron response and a hydrodynamic ion response. Electron
adiabaticity can obviously not hold for m = 0, n = 0.
Such a degeneracy can have important implications. As will be clearer in the next chapter,
mode excitation by fast particles is easier for modes with finite (n,m) than for (n = 0,m = 0)
modes. If the BAE/GAM degeneracy is verified, then we could expect wave-wave coupling
to lead to an excitation of GAMs, which are well known to have an impact on turbulent
transport.
4.5.1 The BAE/GAM degeneracy
Basis of the BAE/GAM degeneracy
We start our analysis with Eq. 4.6, which applies for both GAMs and BAEs.
As follows from the preliminary comments, a major difference between BAEs and GAMs
is the electron response to the main m = 0, n = 0 field component.
For GAMs in the electrostatic limit, the electron adiabatic response, ie. the term pro-
portional to (1/τe)|E˜mω |2 in Eq. 4.6, is balanced by the last term of Eq. 4.6, when the latter
is calculated for ω  n∗ ·Ωe. Consequently, the total electron response cancels.
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Inversely, for BAEs, we assumed the electron response to be fully adiabatic, such that the
(1/τe)|Emω | term should a priori be conserved. However, electron adiabaticity (ω  k‖vte)
exactly means that electrons respond very fast to the perturbation in the parallel wave frame
(ie. following the wave phase velocity in the parallel direction), and can cancel parallel charge
separation and the correlated parallel electric field, E‖ = 0. Consistently, we found from our
derivations of BAEs that Emω = 0, such that the electron reponse is null in the functional
Eq. 4.6.
So finally, the difficulty for the electron response disappears.
From a more formal point of view, we found that the BAE problem could be reduced
to the determination of three fields, ψmω , Em+1ω and Em+2ω , instead of 6. The same is true for
electrostatic GAMs, for which it is necessary to determine the three components of φω = −Eω.
Using the approximations of section 4.2 (without any necessity to relate small parameters
to β since the field line bending tension now cancels for the main mode), the development
of the GAM functional exactly returns Eq. 4.13 with the following substitution
φ
m+1/m+2
ω,GAM = −Em+1/m+2ω,BAE , φmω,GAM = ψmω,BAE, (4.55)
It follows that the inertial BAE Lagrangian given in Eq. 4.22 and the characteristic equation
4.25 hold for GAMs as well, to the 4th order in ρikr.
In this sense, we observe a degeneracy of the BAE and GAM modes. It does not mean
however that the two modes have the exact same eigenfunctions. In particular, for GAMs,
km‖ = 0 in Eq. 4.25. The field line bending and interchange (kθ = 0) terms do not enforce
the existence of a larger radial scale where (ρikr)2 terms become negligible, as it is the case
for BAEs. Hence, if is makes sense to neglect equilibrium profiles radial variations (as we
have done until now), there is no need to distinguish two regions.
Finally, we obtained that the BAE/GAMdegeneracy is verified at the local points
where km‖,BAE = 0, in the case where diamagnetic effects are negligible.
Limits of the BAE/GAM degeneracy
In order to capture the full extent of the BAE/GAM degeneracy, we may come back to some
of our assumptions to see which one may be considered weaker.
Diamagnetic effects ∝ n will clearly not have the same effects on GAMs and BAEs.
However, in the range of parameters depicted here, their removal has been justified. Weaker
assumptions may be the electron adiabaticity or the GAM electrostatic feature. In
particular, we took electrostaticity as a starting point. Since Eq. 4.25 has solutions for
n = 0,m = 0, the electrostatic limit is not incorrect. However, we did not prove that
electromagnetic fluctuations are impossible for GAMs (in the general sense).
One of the basis of the BAE/GAM degeneracy derived above is the possibility to re-
duce the problem to the description of three poloidal components only. The cancellation of
ψ
m+1/m+2
ω is reasonable and weakly depends on the main mode numbers. Indeed, it comes
from Eq. C.5 of the Appendices, that the cancellation of an mi (i ∈ (m,m + 1,m + 2)) mag-
netic fluctuation is valid when qR0kmi‖ /β is large . Since qR0k
mi
‖ ≈ ±1 or ± 2, regardless on
the main mode poloidal component, it is reasonable to take ψm+1,m+2ω = 0.
Consequently, four fields remain
ψmω , Emω , Em+1ω , Em+2ω , (4.56)
and our model for BAEs considers Emω = 0, whereas GAM electrostaticity leads to ψmω = 0.
What we verified, is that the cancellation of one of these two components leads to same final
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dispersion equation.
However, these cancellations can break.
• Emω = 0 relies on the fast (massless) response of the electrons (see Eq. C.5), to the
m = 0, n = 0 fields. This cannot hold for GAMs (in the opposite). For BAEs, it
may also be questioned because electron adiabaticity cannot really be considered to
any order, in particular close to a resonant surface. Electron inertia may lead to
some corrections of the BAE dispersion relation which do not behave the same way
for (n=0,m=0) modes and for finite n modes. These ideas have been developed in
Ref. [117].
• ψmω = 0 relies on the importance of qR0km‖ /β which is not verified for an (n = 0,m = 0)
component. It means that the electrostaticity of GAMs is not enforced.
Electromagnetic GAMs were found in JET experiments described in Ref. [109]. To the
extent of our analysis, there is no garanty that they may have the same dispersion as the
one we derived for BAEs. In Ref. [109] however, the classical MHD BAE dispersion relation
was used, and we already said that it was in agreement with our calculation. The reason for
this agreement is simply that the authors of this article started from an MHD formalism...
hence with Emω = 0 assumed a priori.
4.5.2 The GAM eigenmodes
We already discussed the locality of the BAE/GAM degeneracy. In particular, the GAM
eigenmodes do not need to be the same as the one we described above. The GAM chara-
teristic equation 4.25 can be rewritten (Λ2ρ2i∇2x + σρ4i∇4x)ψmω = 0, which simply leads to a
wave-like solution
ω2 ≈ ω2BAE + ω2Aσ(ωBAE)ρ2i k2r (4.57)
characterized by the group velocity
vgr =
∂ω
∂kr
=
Ti
eBR
√
7
2
+ 2τe
ω2A
ω2BAE
σ(ωBAE)ρikr (4.58)
In general standard conditions (for which σ(ωBAE) ≥ 0), this means an outward propagation,
but it is interesting to note that a change of sign of σ(ωBAE) ≥ 0 is a priori not impossible
for special conditions.
So, contrary to BAEs, GAMs are not localized to our order of approximation. In reality,
a radial shearing effect similar to the one described in section 2.2.2 can take place (leading
in particular to conversion to kinetic waves), if the radial variation of equilibrium profiles is
not neglected. In this case, the continuous spectrum is simply Λ2 = 0, or ω2 = ω2BAE(r) and
similarly as for usual gap modes with a main m poloidal component, localization is possible
where (ω2BAE)
′ = 0 [109, 113].
4.5.3 Distinguishing BAEs from GAMs
If we are to believe the BAE/GAM degeneracy, distinguishing them based on their oscillation
frequency may be an issue, since both modes eigenfrequencies are expected be dominated
by ωBAE whereas the distinguishing corrections kr, δWˆMHD are experimentally subject to
strong errorbars.
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Hence, instead of considering their frequency to distinguish BAEs and GAMs, it is more
relevant to look at their structure.
With our definitions, the main difference between BAEs and GAMs is their toroidal
mode number, but unfortunately the latter cannot be accessed in Tore-Supra, as explained
in section 2.3.2.
The radial structure of the BAEs and GAMs also differs. We showed in this paper that
BAEs are radially localized, whereas GAMs tend to have a wave structure. This property
of the GAMs, which we found here in the electrostatic limit, is intrisically linked to the
cancellation of the field line bending term, and could consequently be relevant for GAMs
with a magnetic component. It makes sense as long as equilibrium profiles do not present a
localizing extremum.
Finally, we explained that the chosen symmetry Eq. 4.10 was relevant to the acoustic
frequency range, when the shear is limited. It indicates that both the structure of electro-
static GAMs and the inertial structure of BAEs are characterized by a poloidal symmetry
ψω ≈ ψmω + 2iψm+1ω sin θ..., and this property was also found to be relevant to GAMs with
electromagnetic fluctuations (in Ref. [114]). For BAEs however, this symmetry does no
longer hold in the MHD ideal region, where interchange starts being effective and implies
a coupling to the cos θ parity. A consequence of this difference in poloidal polarization is
that the observation of fluctuations in the torus equatorial plane (where θ = 0) can only be
caused by BAEs, which are sensitive to diamagnetic or interchange terms, in particular in
the ideal MHD region.
4.6 Identification of acoustic modes observed in Tore-Supra
Our previous analysis makes possible the analysis of the acoustic oscillations measured
in Tore-Supra.
4.6.1 Characteristics of Tore-Supra acoustic modes
First acoustic fluctuations of the density [88, 118] and the temperature [87] were performed
in 2005. During the PhD work, new experiments were conducted which will be reported on
in this thesis.
Tore-Supra modes have been observed in the presence of ICRH Heating in the hydrogen
minority heating scheme (see section 2.3.1), in various equilibrium conditions. Typical ob-
servation conditions were for a central toroidal field B0 ∈ [2.8, 3.8] T, a central density n0 ∈
[4.8e19, 5.5e19] m−3, a hydrogen minority fraction fmin (fraction of the hydrogen density
to the main ion density, deuterium) ∈ [3, 10] %, and an ICRH power PICRH ∈ [1.5, 5.0] MW.
We represented in Fig. 4.4 a typical observation performed with X-mode reflectometry, in
mode 2 (see section 2.3.2) using 15ms windows for each radius. We also represented in this set
of figures the central temperature T0 which is subject to a series of crashes and relaxations,
called sawtooth oscillations. Sawtooth oscillations are well known macroscopic tokamak
MHD oscillations which systematically occur in Tore-Supra standard dicharges (in the
presence of ICRH power or not) on which we will be spending some more time in the next
chapter. As will be shown, the stability of BAEs has been observed to depend on the
sawtooth dynamics, which calls for some caution when describing the modes.
With the parameters given above, Tore-Supra modes have been found to belong to the
frequency range [45, 65] kHz, in agreement with the acoustic frequency ∝ vti/R0, as
illustrated in the left hand side of Fig. 4.4.
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Shot #41925: B0 = 3.80T , n0 = 5.04e19m
−3, Ip = 0.95MA, PLH = 0.0MW , PICRH = 3.9MW , fmin = 4.8%
Figure 4.4: In the left hand side figure, the time spectrum of density oscillations has been plotted, for the
different radii successively targetted by the reflectometer. -/+ are used to distinguish high field side radii
from low field side radii.
In the right hand side figure, the mode radial structure is obtained from the determination of the maximum
density fluctuation level measured at each radius, in the acoustic frequency range. The picked maximum
acoustic fluctuations (full lines) and average ambient fluctuation level (dotted lines) are obtained from two
reflectometry channels, C1 (squares) and C2 (circles). The MHD displacement corresponding to the fluctua-
tions given by C1 is derived using Eq. 2.71. Horizontal error-bars correspond to a reflectometer in X-mode.
Unbounded vertical errorbars indicate a prohibitive uncertainty at the plasma center.
A typical mode structure, derived from the measure of the acoustic fluctuation level is
represented on the right of Fig. 4.4, as a function of the normalized radius r/a, where a is
the plasma radius.
In order to get rid of the role of the sawtooth dynamics (which can be expected to play
a role in the mode amplitude), two channels of the reflectometer have been used, targetting
different radii at different times. The main features of the observed are well illustrated by
the figure: a macroscopic scale of several centimeters (in general 1 to 15cm), a central
localization bounded by the q = 1 surface (identified in these figures by the sawtooth
inversion radius) and a relatively low amplitude (with an estimated maximum MHD dis-
placement of the order of one millimeter) even for large ICRH power input (PICRH = 3.9MW
in shot #41925). In several shots, we could find some indications that the mode fluctuations
were stronger in the torus high field side, but this was not a systematic observation.
4.6.2 Identification
Analysis of the frequency spectrum
Let us now examine the mode frequency spectrum. Our orderings for the acoustic
frequency range apply well to Tore-Supra, and it is consequently reasonable to expect dia-
magnetic effects to play a minor role. Hence, it makes sense to postulate that the measured
fluctuations are of the BAE/GAM type. To make this verification, we plotted in Fig. 4.5
the experimental frequency spectrum as a function of the dominant contribution to the
BAE/GAM frequency, ωBAE (Eq. 4.28), using the (ECE) experimental measure of Te and
the assumption that Ti = 0.8Te. The latter assumption, verified for shot #42039 (a reference
shot for our subsequent analysis) using the CRONOS transport code [65] (which returned
Ti = 0.82Te for this shot), is reasonable in Tore-Supra for the densities covered in these
experiments (ie, large densities, which allow sufficient collisions between electrons and ions
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Figure 4.5: Comparison of ωBAE with the exper-
imental frequencies (averaged over 10ms windows,
to avoid the details of the mode frequency evolu-
tion faster than the temperature relaxation time) be-
tween 40kHz and 80kHz and exceeding a signal/noise
value of 3., for the full set of our experiments with
PLH = 0. Horizontal errorbars correspond to an as-
sumed 30% error on the value of Te/Ti.
Figure 4.6: Distance of experimental points to
ωBAE as a function of the Alfve´n velocity vA, and
the estimated normalized fast ion pressure βh.
to allow Ti to be no too far from Te). What this shows, is that ions are not cold in our
experiments. More precisely, an average over 10ms windows of the spectrum and values
of ωBAE has been used to avoid the details of the sawtooth dynamics (which could modify
δWˆMHD in the BAE dispersion relation), and simply portray the main tendencies of the
modes frequency.
Fig. 4.5 shows a good agreement between the experimental data and ωBAE , with an error
which does not exceed 10% in most cases and may be attributed to a 30% incertainty on
the knowledge of Te/Ti. In particular, the increase of the mode frequency with temperature
is well reproduced. This validates the assumption that the observed modes belong
the BAE/GAM family.
Note however that the fact that most experimental points are below ωBAE (as was also
found in [91] and [92]) may suggest the necessity to add some corrections to the BAE/GAM
formula 4.28: Alfve´nic [90], diamagnetic or finite Larmor radius corrections [92], or the effect
of energetic particles [37] (entering the BAE dispersion relation in δWˆMHD for example). To
investigate the role of such effects, the distance of the experimental points to ωBAE is plotted
in Fig. 4.6, as a function of the Alfve´n velocity vA, the normalized energetic ion pressure
βh = 2µ0nhTh/B20 (The estimate of βh used for this experimental work will be described
more clearly in the next chapter.). No obvious contribution of vA or βh is unveiled by this
analysis. In particular, it was shown in [37] that a new branch of the GAM family, called
Energetic Geodesic Acoustic Mode, and characterized by a much lower frequency (of
about half or a third of ωBAE) was reached for sufficiently high values of βh. No such be-
haviour in discriminated in Fig. 4.6, and we can consequently exclude the possibility that
the modes studied in here are purely energetic modes, similar to EGAMs.
GAMs or BAEs?
There remains to distinguish between BAEs and GAMs. As explained earlier, the toroidal
mode number of acoustic modes cannot be identified in Tore-Supra. However, following
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section 4.5.3, we can find some clues indicating that the observed are BAEs rather than
GAMs.
First, Tore-Supra reflectometry measurements are performed in the tokamak equatorial
plane, where GAM fluctuations are expected to be negligible.
Secondly, in all the conducted shots, modes were found to be localized with a (possibly
off-axis) maximum inside the q = 1 surface. This suggests a role of the rational q surfaces
(possibly resonant surface). Moreover, we know that GAM localization depends on the
existence of an extremum of ωBAE(r). Accordingly, in experiments showing GAMs with a
global structure or simulations of GAMs , the existence of GAMs was related to either a
non-monotic q profile [109], or non-monotonic temperature profile [86]. Such non-standard
conditions are not expected in our experiments, which correspond in most cases to discharges
with on axis ICRH heating (and without any off-axis current drive).
Finally, as will be clearer in the next chapter, the excitation of an n = 0,m = 0) mode by
energetic particles is a difficult process, and most experimental observations of GAMs with a
global structure performed until now, required specific heating conditions (counter injection
of Neutral Beam Ions [119] or high field ICRH heating [109]). In our experiments, the mode
excitation did not require such constraining heating characteristics.
As a conclusion, Tore-Supra acoustic modes are identified as BAEs.
4.7 Summary
In this chapter, we derived the dispersion relation and structure of Beta Alfve´n Eigen-
modes, in the absence of energetic particles, using a kinetic model for the plasma, which
retained high order Finite Larmor Radius effects and low order transit effects, corresponding
to the approximation ω  vti/qR0, but no diamagnetic effects.
• Our derivation of the BAE dispersion relation carried out using a decomposition of
the mode structure onto its poloidal Fourier components returned the same dispersion
relation as the one found in Ref. [77] using the ballooning formalism, if the latter is
taken in the high q-limit, without diamagnetic effects.
• The calculation of the mode structure was carried out explicitely, displaying the mode
two-scale radial structure, where one may distinguish an inertial region dominated
by strong radial gradients and a smoother region corresponding to MHD scales.
In particular, it allowed to determine the typical size of the inertial region (correctly
assessed with the kinetic formalism) as well as the geometric constants of relevance,
which enter the dispersion relation, both for modes with an even shape and modes with
an odd shape around the mode inertial layer.
• Next, we compared Beta Alfve´n Eigenmodes with Geodesic Acoustic Modes. We showed
that the eigenmode equation of both modes is degenerate, because of a formal
similarity between the electrostatic limit and the approximate cancellation the parallel
electric field for BAEs, the so-called MHD property.
• As a consequence of the BAE/GAM degeneracy, the two modes are not easy to distin-
guish in Tore-Supra. Thus, we studied the features that can be analyzed in experiment
for that purpose and concluded that the modes found in Tore-Supra are BAEs.
Let us now determine the effects of a fast particle population on the modes stability.
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Linear stability of Beta Alfve´n Eigenmodes in the
presence of energetic particles
Let us finally approach the problem of the role of energetic particles in the modification of
the stability properties of a plasma. We already mentioned the possibility of introducing
a contribution of the energetic particles in the mode dispersion relation to build up the
fishbone-like dispersion relation in Eq. 2.64, where we essentially replaced the tradi-
tional δWMHD of the MHD energy principle, by δWf + δWk, without much justification. It
is tempting to make the same manipulation in the BAE dispersion relation Eq. 4.47 which
obviously couples an inertial part and energy potential energy δWˆ . We already anticipated
some modifications of the mode behavior involved by such an additional contribution in the
previous chapters, such as the destabilization of MHD modes by the energetic particles, as
well as the emergence of new modes (such as the EGAMs mentioned in subsection 4.6.2)
when the energetic particle contribution becomes important. The aim of this chapter is to
study the linear stability of BAEs in the presence of energetic particles.
We start this chapter with an analytical computation of the BAE fishbone-like disper-
sion relation in a relevant way for the study of Tore-Supra modes, using a perturbative
approach to add damping mechanisms neglected so far, and the effect of en-
ergetic particles. For acoustic modes ∼ vti/R0, resonances with passing thermal ions
n∗·Ωi ∼ vti/qR0, the so-called ion Landau damping, are expected to be the main damping
process, whereas the energetic particle drive can provide the driving source. The perturbative
treatment of damping follows the small order expansion of the transit effects performed in the
previous chapter, and it makes some sense if ω2BAE = (Ti/mi)(7/2τe + 1)  (Ti/mi)(1/q2).
For stability studies (that is to say, when studying the closeness to marginal stability,
where damping and drive compensate), it is consistant to make use of a perturbative ap-
proach for the energetic population as well. Nevertheless, the form of the energetic particle
contribution provided below can be extended to the general case. From the competition of
driving and damping mechanisms, it is possible to deduce the BAE stability threshold.
Next, we compare the calculated threshold with experiments. In this work, experi-
ments were conducted in order to allow for a systematic and statistical analysis
of the experimental conditions and tunable parameters which favor the BAE
destabilization, in the presence of a population of ICRH heated ions. Earlier sta-
bility analysis were conducted for Toroidal Alfve´n Eigenmodes (TAEs) [39, 120] or fishbones
[94, 16]. For BAEs, the major point is the role of Landau damping, which can be important
and get close to the validity limit of the perturbative approach, for the type of experiments
performed. Landau damping was even thought to prevent the apparition of modes in the
acoustic frequency range. And indeed, in the tokamak JET, the observation of global GAMs
was reported to be possible only when thermal ions were “cold”, hence in a regime of low
Landau damping [109]. A legitimate question is whether the same is required for the excita-
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tion of BAEs. A second interesting point for BAEs is the localization of damping, which
depends on the mode structure and can differ significantly from TAEs.
In the experiments presented here, various global and local parameters have been varied
to determine the conditions for BAE excitation and the precise role of these parameters in
the excitation. In a first part, the role of global macroscopic parameters is studied,
based on a statistical analysis of various shots designed to keep homothetic plasma profiles.
Next, attention is given to the effects of a q profile and fast ion profile modification,
in order to estimate in particular the role of the fast population anisotropy.
5.1 Computation of the fishbone-like dispersion relation relevant
to Tore-Supra Beta Alfve´n Eigenmodes
5.1.1 The fishbone-like dispersion relation applied to Beta Alfve´n Eigen-
modes
In the absence of energetic particles and neglecting damping mechanisms, the BAE disper-
sion relation has been found in Eq. 4.47, to be divided into an inertia related part, and
an incompressible MHD-like region. This separation mimics the traditional MHD energy
relation Eq. 2.42, but contains an additional spatial information, according to which iner-
tial terms are concentrated where high radial gradient are present, that is, inside a layer of
typical size (see Eq. 4.44)
LI =
√
2Q/|kθs| ∼
(
ρi
kθs
ωBAE
ωA
)1/2
. (5.1)
The additive form of the Lagrangian Eq. 3.8, which is simply related to the traditional
MHD energy relation (by Eq. 3.68, −1/2Lω = −(ω2/2)
∫
dx3nmi|ξ|2 +δWMHD ) tells us that
if we now want to add energetic particles related effects, it makes sense to simply add the
energetic particle Lagrangian −1/2Lhω to the MHD dispersion relation.
In principle of course, the addition of an extra population of particles could modify both
the inertia and MHD structure, as well as the various orderings we made use of for the
calculations of the previous chapter. However, an estimate of LI given in Eq. 5.1 returns
values of the order of a few mm in Tore-Supra, whereas the gyroradius of suprathermal ions
(typically with energies between 100 keV and 1MeV) is of the order of ρh ∼10mm. For
this reason, energetic ions are not expected to interact with the mode inertial structure, as
was also argued in Ref. [75], and their contribution can simply be added to the larger scale
structure.
Traditionally, the non-resonant contribution of energetic particles is summed up to the
thermal plasma MHD part, to form a real energy potential δWf = δWMHD − (1/2)Lnon−ressω
which contains all the fluid-like contributions, whereas the resonant (kinetic) contributions
from the energetic particles is computed separately, δWk = −(1/2)Lreshω . Following Eq. 3.57,
an expression for the resonant Lagrangian of a species s can be taken to be 1
Lressω =
∑
n=(0,n2,n3)
∫
d3xd3p e2s
ω∂E|µ + n3Ω∗s/Ts
ω − n ·Ωs Fs
∣∣∣∣(vgs · ∇ψω−iω + Eω
)
n
∣∣∣∣2 (5.2)
and now have the three announced contributions of the fishbone-like dispersion relation
Eq. 2.64, an inertia ( / or generalized inertia) term which we can note δI, a fluid-like
contribution δWf and a kinetic energetic particle term, δWk.
1Note that the separation between between a non-resonant contribution and a resonant contribution is
not univocal, and that a different cut-off could have been made.
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For consistency with the previous notation and with the literature [16], we use a nor-
malized form of the generalized MHD relation, consistent with the normalizing constants of
Eq. 4.37 and Eq. 4.38, that is, we multiply the MHD relation by
Cˆ =
µ0
B20
R|kθ|
2pirs
q2
(
ω2B20s
2
k2θΨ
2
0
)
, (5.3)
to obtain the normalized fishbone-like dispersion relation
δWˆ ≡ −δIˆ + δWˆf + δWˆk = 0. (5.4)
where in particular, δWˆf = δWˆMHD− (Cˆ/2)Lnon−reshω , and δWˆMHD corresponds to the quan-
tity used in Eq. 4.47. Again, the quantities of Eq. 5.3, kθ = m/r, s, q, need to be assessed
close to the main resonant surface of the BAE, r = rs. Ψ0/s is a characteristic value of the
mode amplitude, whose relation to the mode MHD structure has been calculated in Eq. 4.41
and 4.42 for modes with a given parity. In particular, for the tearing parity, the last paren-
thesis of Eq. 5.3 can be rewritten 1/δξ0 where δξ0 represents the jump of the radial MHD
displacement close to the mode inertial region.
Let us calculate now determine the different terms involved in Eq. 5.4 more precisely.
5.1.2 The energetic particle term
In this section, we compute the resonant Lagrangian 5.2 for a population of energetic particles
(s = h), relevant to a Tore-Supra ICRH heated plasma.
Energetic particle equilibrium distribution functions
When ICRH heating is used in the hydrogen minority scheme, hydrogen ions are accelerated
in the perpendicular direction, where the resonance condition ωICRH = Ωc,h = eB(0)/mh
or R = eB0R0/(mhωICRH) is met, that is on a vertical surface of constant R. To the
lower approximation (and in particular in the absence of MHD activity), these hot ions
are thought to release their energy on electrons, via collisions, such that an equilibrium is
reached when the local ICRH input power, PICRH(r) is balanced by the energy released
on electrons ∝ νhenhTh, with νhe the collision frequency between the heated particles and
the electrons. Our formalism assumes the existence of an equilibrium distribution function
for the hot particles, which makes sense as long as the growth rate of the considered MHD
modes γ is smaller than νhe and than the typical particle characteristic frequency. In our
range of parameters (typically close to threhold, for stability analysis), it is a reasonable
assumption, γ  ωr <∼ Ωh,1...3 (for ω = ωr + iγ).
Following the heating, a tail of hot hydrogen ions is expected, and it has been found to
be well approximated by a Maxwellian of temperature Th > Ti ∼ Te [45]. Moreover, at the
location where resonance occurs, the energy of the resulting population of hot particles is
dominated by its perpendicular energy, such that the equilibrium invariant µ/E ∼ 1/B(0) is
almost independent on the hot particle.
Consistently, a traditional analytic fit for a population of ICRH heated ions is the
anisotropic Maxwellian,
Fh(r, λ,E) = n˜(r)fλ(λ− λ0)e−E/Th(r) (5.5)
where fλ is a highly picked function in 0 often taken to be a δ-function [45], and λ0 is a
constant defining the resonant surface R/R0 = λ0. As required, Fh has been expressed as
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a function of three equilibrium invariants, here chosen to be the radial coordinate r
(invariant with the assumption of small orbit width), the energy E, and λ = µB0/E. The
word anisotropic refers to the dependence in λ (or µ) of the distribution function.
Taking fλ such that
∫
dλfλ = 1, it is possible to rewrite the equilibrium distribution
function 5.5 as a function of the more traditional characteristic quantities of a distribution
function. From Appendix E.2.1, it comes
n˜(r) =
nh(r)
(2pimhTh)3/2
2
< Ω¯b(λ, r) >λ
with < ... >λ=
∫ 1+r/R
0
dλfλ. (5.6)
Derivation of the energetic particle term
When a mode oscillates with a real frequency ωr (ω = ωr + iγ), different populations of
particles can resonate with it. As a consequence, δWˆk is the sum of many resonances, which
are seen from Eq. 5.2 to be of the form ω − n∗ · Ωs = 0 with n∗ = (0, n2, n3). The latter
terms come from the the projection of the fields structure, typically expressed in the (r, θ, ϕ)
coordinate system, onto the particle relevant coordinates, the action-angle variables, and
they can be an infinite number. However, only a few of them are at the same time
relevant to the population of particles in place, and with a non-negligible field
component.
First, considering a BAE with a single finite n number, it can be shown that the only
field components which do not cancel verify n3 6= n (more details are given in Appendix
E.2.2). To determine the relevant values of n2, the BAE frequency ωBAE , estimated to be
an approximation for ωr, is plotted in Fig. 5.1, along with the typical numerical values of
the equilibrium characteristic frequencies (Ωs,b,Ωs,d) relevant to ICRH heated hydrogen ions
(with typical energies between 100keV and a few hundreds keV) and thermal ions, using
the expressions of the normalized drift and bounce frequencies (Eq. B.29) given in Appendix
B.2. It comes from Fig. 5.1 that the most effective resonance with hot ions are of the form
Figure 5.1: Equilibrium characteristic frequencies, calculated assuming R0 = 2.45m, q = 1, s = 0.1,
r = 0.14m, 400keV hot hydrogen ions, and 3keV thermal ions. Those quantities are given as function of the
pitch angle κ2 = 2(r/R)λ/ (1− (1− r/R)λ), such that κ > 1 corresponds to trapped particles, and κ < 1 to
passing particles.
ω − nΩh,d = 0, because Ωh,b  ωBAE . For ωrn > 0, trapped ions are the only candidates
for this excitation. Instead, for ωrn < 0, resonance may be achieved by all types of particles
presenting a drift reversal. For low shear, it means that passing ions (taking n2 = −n,
q ≈ 1) and marginally trapped ions can resonate with the mode. In the following, only the
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case with ωrn > 0 is considered. Indeed, it can be argued that for standard profiles with a
negative radial gradient (as expected in our experimental conditions), a mode with ωrn < 0
is damped and not excited by the energetic population. This argument will be made clearer
in the following paragraphs.
Following these remarks, it appears meaningful to simply keep resonances of the form
(n1 = n2 = 0, n3 = n) and fast trapped ions. As an addition, the MHD-constraint,
Eω = 0, which is verified out of the inertial region in the absence of the fast ions, is assumed
to be valid when fast ions are added as well. In the approximation of thin banana (krδb  1
with δb the particle banana widths) for the energetic ions, which is partly justified in the
MHD region, and after some calculations given in Appendix E.2, the energetic contribution
reduces to
δWˆk = −23/2pi2mq(rs)2m3/2h
µ0
B20
× (5.7)∫ a
0
1
r2s
rdr|ξ¯|2
∫ 1+r/R
1−r/R
dλΩ¯2dΩ¯b
∫ +∞
0
dE
E− EresE
5/2
(
Eres∂E|µ −
1
Ω¯d
R0∂r
)
Fh
where ξ¯ = ξ/(kθΨ0/B0ωs) with ξ = kθψmω /B0ω, is the normalized MHD displacement,
associated with the field main poloidal component. Eres is the necessary energy to meet the
resonant condition ω − nΩh,d = 0,
Eres =
r
nq(r)
ehB0R0
Ω¯d
ω. (5.8)
Eq. 5.8 is in agreement with Eq. 8 of Ref. [46].
It is already possible to make a few physical comments based on the form of Eq. 5.8, to
get a first feeling of the role of an energetic population in the drive of a mode. Assuming
a mode of frequency ω = ωr + iγ to be purely oscillating (γ = 0), resonance occurs for
E = Eres(ωr), which is at the origin of a discontinuity in Eq. 5.8. Solving this discontinuity
is traditional for the treatment of wave-particle interaction.
First, we note that the discontinuous function 1/(E− Eres) can be replaced by the well-
defined principal value distribution P · ∫ +∞0 dE/(E − Eres) to give a meaning to Eq. 5.8.
Nevertheless, in order for δWˆk(ω) to be analytic in the complex plane (ω ∈ C), the proper
substitution is 1/(E−Eres) −→ P ·
∫ +∞
0 dE/(E−Eres)± iδ, where the sign preceeding δ needs
to be defined. The traditional way to determine this sign is to make use of an argument of
causality [7]. Looking at a fluctuation field Fω = F(ω), as the Laplace transform of a time
dependent field F(t) = ∫ω=ωr+iγ dωrF(ω) exp(−iωt), cancellation of the signal at t = −∞
(the origin of time) requires γ > 0. This means that the function Fω needs to have a physical
meaning in the upper half plane only. Hence, if one wants to define an analytic function in
the whole complex plane, one first needs to define such dispersion relation in the upper half
plane and continue it in the lower half plane, analytically. In our case, the integration over
E is well defined in the upper half plane for ω = ωr + iγ, γ > 0. When now γ is sent to 0, it
comes
1
E− Eres(ωr + iγ)
γ  ωr
−→
1
E− Eres(ωr) +
iEres(γ)
(E− Eres(ωr))2 (5.9)
The imaginary part is positive, and so should be the sign in front of the delta function.
As expected, this resonant behavior is at the origin of a wave-particle energy transfer.
Indeed, we know from Eq. 3.10, that for ω ≈ ωr, ωrIm(δWˆk(ωr) is positively proportional to
the energy transfer from the hot particles to the wave (−2ωrImLsω), and it is the resonance
which allows this imaginary part to be finite.
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More precisely, we observe that the amplitude and sign of the energy transfer depend on
the existence of gradients of the equilibrium distribution function, ∂rFh and ∂EFh
2. For Eres ∼ Th (that is for the type of hot population expected to resonate with the
mode), the contribution of the radial gradient is dominant. Typically, the ratio
of the first to the second term in the second parenthesis of Eq. 5.8, is of the order of
ω/Ω∗h ∼ (Eres/Th)(R0/Lph) ∼ 1/ (neglecting anisotropy as a first approximation), where
Lph is a typical radial gradient of the hot particle distribution function. For this reason, the
localization extent of a heating mechanism is of importance in the drive of a mode.
In particular, keeping the hot ion radial gradient induced drive only, it follows that the
the sign of the energy transfer from the hot particles to the wave is given by
−Sgn(mωr∂rFh) = Sgn(nωr∂rFh). We recover the announced idea that only waves with
ωrn > 0 can be excited.
A second result announced in the previous chapter is the difficulty to excite GAMs. For
n = 0 modes, radial gradient induced excitation as well as resonance with the particle drift
motion are not possible. However, because of anisotropy, it was shown in Ref. [109], that
the energy derivative Eres∂E|µ could be larger than O(1) (For clarity, the contribution of
anisotropy to the energy derivative is the second term of the brackets in Eq. 5.11), and
such excitation is not inconsistent with a resonance with passing hot ions. It remains that
excitation of GAMs could only be found in very special conditions.
To make comparisons with Tore-Supra experiments, it is useful to apply further simpli-
fication. First, we assume the hot ion distribution to be an anisotropic Maxwellian, that
is, of the form defined in Eq. 5.5.
Secondly, in the absence of the observed modes toroidal and poloidal mode numbers, we
assume the mode MHD structure to be a kink with (m, n) = (−1, 1) poloidal component.
As explained earlier, a kink mode is an incompressible MHD instability driven by the
equilibrium current. In a tokamak and for discharges with a standard monotonic q-profile,
(m, n) = (−1, 1) kink modes are common modes, which are in particular at the origin of
sawtooth crashes. Such modes are usually recognized to have an odd step-like structure
[121] with a discontinuity localized at the mode resonant surface, ie ξ = ξ0 for radii q(r) < 1
and ξ = ξ0 for q(r) > 0.
We know from the previous chapter that the BAE inertial region can connect with both
an even or an odd step-like structure, and we showed that even modes with a frequency which
is close to the BAE accumulation point tend to be very localized. Because our experiments
(Fig. 4.4) show rather extended structures, in agreement with a localization inside the q = 1
surface, it is reasonable to expect the BAE to have an odd structure and an inertial layer
localized on the q = 1. A second argument to justify this choice is the remark that sawtooth
oscillations are found in our experiments (periodically excited before the sawtooth crashes).
It means that in the types of equilibria set up in our experiments, the kink typical structure
is to be associated with a small incompressible δWMHD, which again is in agreement with
the fact that BAE oscillations are found close to the BAE accumulation point. Finally,
observations of n = 1 modes oscillating with an acoustic frequency have been performed in
the JET tokamak, where the toroidal mode number could be measured [16]. It is reasonable
to postulate a similar physics here.
2Note that the lack of gradient along the third invariant ∂µ simply comes from the fact that our definitions
are gyroaveraged.
94
5.1. COMPUTATION OF THE FISHBONE-LIKE DISPERSION RELATION
RELEVANT TO TORE-SUPRA BETA ALFVE´N EIGENMODES
With the above assumptions, the energetic particle term takes the form
δWˆk = −piq(rs)2m
∫ a
0
1
r2s
rdr|ξ¯|2βh
∫ 1+r/R
1−r/R
dλ
Ω¯bΩ¯2d
< Ω¯b >λ
× (5.10){
−Eres
Th
Z5fλ − Eres
Th
Z3λf
′
λ
− 1
Ω¯d
[
R∂rnh
nh
Z5 − R0∂r < Ω¯b >
< Ω¯b >
Z5 +
R0∂rTh
Th
(
Z7 − 32Z5
)]
fλ
}
with βh = 2µ0nhTh/B20 , and Zp(y0) = (1/
√
pi)
∫ +∞
−∞ dyy
p+1 exp(−y2)/(y2 − y20), for y20 =
Eres/Th. In particular, the function Z, such that Z(y0) = y0Z−1(y0), is the Fried et Conte
function, and
Z3(y0) = 12 + y
2
0 + y
3
0Z(y0),
Z5(y0) = 34 +
y20
2 + y
4
0 + y
5
0Z(y0), Z7(y0) =
15
8 +
3
4y
2
0 +
y40
2 + y
6
0 + y
7
0Z(y0).
(5.11)
5.1.3 Inertia and Landau damping
A partial computation of inertia, δIˆ, was done in the previous chapter where resonance
related energy transfers were absent. In this approximation, δIˆ was found to be purely real
and of the form
δIˆ =
Cˆ
2
∫
inertia
d3x
ne2
Ti
ω2A
ω2
ψm∗ω
[
(qR0)2ρ2i∇‖∂2r∇‖ + Λ2ρ2i ∂2r +
(
Q
kθρis
)2
ρ4i ∂
4
r
]
ψmω
=
{
iΛ|s(rs)| for large Λ2
−2√Q Γ(3/4−Λ
2/4Q)
Γ(1/4−Λ2/4Q) |s(rs)| for Λ2 −→ 0
(5.12)
where Λ2 and Q2 two real functions of ω, representing generalized inertia and high order
finite Larmor radius effects, given by Eqs. 4.23, 4.24 and 4.26. When they are purely real,
Λ2 and Q2 can be also interpreted as a measure of the inertia length. Indeed, when Λ2 is
large such that the term in Q2 is negligible in Eq. 5.12, the balance of field line tension and
generalized inertia returns a typical inertia length, LI ∼ |Λ|/|kθs(rs)|. When Λ2 → 0, the
case considered in chapter 4, high order FLR come into play and are able to set up a new
relevant inertia length, given in Eq. 5.1, LI ∼
√
Q/|kθs(rs)|.
However, as mentioned in the chapter introduction, resonance (and resonance induced
energy transfers) with thermal ions can be expected in the acoustic frequency range, as also
suggested by Fig. 5.1, for very passing particles (κ2  1 in this figure). As will be shown,
resonance with passing thermal ions, can lead to a damping characterized by a resonance
of the form ω − n∗ ·Ωi = ω − k‖v‖, which has been given the name of Landau damping.
Landau damping explains the existence of a threshold for BAE excitation, even for modes
which are in the compressibility induced BAE gap (represented in Fig. 4.1 for a Tore-Supra
discharge) and escape continuum damping, or for modes which are close to the BAE gap
edge (ie, close to ωBAE) and likely to exhibit an undamped kinetic structure.
A precise calculation of δIˆ including a non-perturbative treatment of Landau damping
can be found in Refs. [77, 92]. In this analysis, a much simpler perturbative model is used,
valid for large ωqR/vti, and more tractable for statistical comparisons with experiments.
With this approximation, the real dispersion relation given in Eq. 5.12 is lower order, and
Landau damping can be introduced at the same order as the previous transit effects, corre-
sponding to the real part of the resonant term.
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For passing ions, Ωi,2 ≈ v‖/qR0, Ωi,3 ≈ v‖/R0. Relevant resonances are with the side-
bands, n2Ωi,2 + n3Ωi,3 = (m/q + n)(v‖/R0) = km±1‖ v‖ ≈ ±v‖/qR0, close to the main mode
resonant surface. The computation of Landau damping which results from the latter res-
onances follows the same logics as described for the resonances with energetic ions. It is
developed in Appendix E.3, starting from the resonant lagrangian 5.2. It returns
Cˆ
2 Im(Lresiω )(ω) = Cˆ2
∫
d3xne
2
Ti
(ρi∂rψmω )
2δI
with δI =
√
pi
2
√
2
(
q vtiRω
)
e
− 1
2
“
qRω
vti
”2 [
2 + 2
((
qRω
vti
)2
+ 2τe
)
+
((
qRω
vti
)2
+ 2τe
)2]
.
(5.13)
Let us analyze the expression 5.13. It is already clear that the calculated resonant
behavior implies an energy tranfer from the wave to the particles because Sgn(ωrIm(Lresiω )) >
0. A wave with a positive energy is consequently damped.
For ω ≈ ωr in the acoustic frequency range, δI is of the order of 1 (at the limit of the per-
turbative treatment) and should not vary significantly for high density ICRH experiments,
because the BAE frequency is proportional to vti/R0. A more important role may be ex-
pected from the mode radial gradient included in the term (ρi∂rψmω )
2. The presence of this
radial gradient gives a major importance to the inertial region characterized by high radial
gradients, and explains why Landau damping may be considered to be mainly an
inertial phenomenon and integration reduced to the inertia region
∫ −→ ∫inertia. Note
however that this reduction is consistent with the ordering of δWˆk (calculated in the MHD
region), only in the perturbative frame, that is for δI < 1. Beyond this limit, an argument of
localization of the Landau resonance condition should be invoked instead, to restrict Landau
damping to the inertial region. It results that Landau damping can be put in the form
Cˆ
2
Im(Lresiω ) ≈
ω2
ω2A
δI(rs)
2pi
kθ
∫
inertia
dr(∂r ξ¯)2 ≈ ω
2
ω2A
δI(rs)
c0
kθLI
(5.14)
where c0 is a constant of order 1 depending on the details of the inertia structure, and the
integration is approximated by c0/2piLI . In this form, the role of the mode inertia length
LI is clearly put forward. In particular, the precise computation of high order finite Larmor
radius effects, which is necessary for a correct estimate of LI when Λ2 → 0 finds a justification
here.
We may even be more precise, noticing that the addition of the resonant inertia imaginary
part Eq. 5.13 to the real inertia Eq. 5.12 allows the direct inclusion of Landau damping in
the “generalized inertia”:
Re(Λ2) −→ Λ2 = Re(Λ2) + i(ω2/ω2A)δI(rs). (5.15)
This way, a direct estimate of the inertial energy dIˆ is given by formulas 5.12, where now
Λ is to be understood as the square root of a complex function of ω. In particular, a direct
assessement of the c0 constant above follows,
Im(δIˆ) ≈

1
2
ω2
ω2A
δI(rs) 1kθLI , kθs(rs)LI = |Re(Λ)|, for large Λ2 andω < ωBAE√
pi
2
ω2
ω2A
δI(rs) 1kθLI , kθs(rs)LI = |
√
Q|, for Λ2 −→ 0+ .(5.16)
The estimate of Landau damping for the various models, that is formulas 5.12 with the
complexified inertia and formulas 5.16, is plotted in Fig. 5.2. The expressions of Landau
damping with the inertia length are observed to be good approximations in their validity
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Figure 5.2: Inertia localized damping, Im(δIˆ), as a function of the real frequency ωr for the different models
given by formulas 5.12 and 5.16. Below Re(Λ2) = 0 represented by the divergence of the blue dotted curve,
damping is to be attributed to Landau damping, whereas continuum damping dominates for Re(Λ2) > 0.
areas. The one including 2D order FLR effects diverges where Λ2 = 0 (slighty shifted from
ωBAE due to the high-q correction). More interestingly, the role of high order finite Larmor
radius effects clearly appears. Close to Λ2 = 0, the inclusion of 4th order finite Larmor
radius effects is shown to be necessary to compute Landau damping appropriately. Because
it is the frequency region where experimental points have been found, the 4th order FLR
model is used in our subsequent analysis, that is, the second equation of Eq. 5.12, with
the complexified inertia Eq. 5.15.
5.1.4 The fluid energy
The incompressible MHD energy corresponding to a kink structure has in toroidal geometry
has been calculated in Ref. [121] for discharges with a monotonic q-profiles. It reads
δWˆf = 3pi(1− q(0))
(
13
144
− β2p(rs)
)
r2s
R20
. (5.17)
5.2 Simplication of the threshold for comparison with experiments
The BAE excitation threshold can now be deduced from 5.4. Close to threshold (ω =
ωr + iγ with |γ|  |ωr|), the dispersion relation can be expanded to the first order: δWˆ (ωr +
iγ) = 0 = iγ(∂/∂ωr)δWˆ (ωr) + δWˆ (ωr) to the first order. It follows,
γ
∂
∂ωr
Re(δWˆ ) = −Im(δWˆ ) (5.18)
where we know that the right hand side is related to the wave-particle energy transfer
(Pwave→s = 2ωrIm(Lressω ) ), and hence not surprisingly determines if the wave is damped (γ <
0) or excited (γ > 0). For a wave with positive energy (see section 3.1.2), ωr∂Re(δWˆ )/∂ωr <
0 and in agreement with the causality constraint, the excitation condition simply becomes
ωrIm(δWˆ (ωr)) > 0. Since Sgn(Im(δWˆ )) = −Sgn(Im(Lω)), this simply means that instability
occurs for a positive energy transfer from the particles to the wave.
We now assume Re(δWˆ ) Im(δWˆ ), consistently with the above perturbative calculation
of Landau damping, such that the lower order solution of δWˆ (ωr) = 0 is well approximated by
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ωBAE . Hence, excitation occurs for Im(δWˆk)(ωBAE) > Im(δIˆ)(ωBAE). Under the simplifying
assumption that the mode is more localized than the fast ion distribution, such that global
characteristic values of the fast ion distribution (Th, nh...) may be considered instead of
precise radial distributions, and considering the effect of the radial pressure gradient to be
dominant in Eq. 5.11, this condition reduces to
βh
βi
(
R0
Lph
)(
LI
rs
)
>
c0(7/2 + 2τe)δI
pi3/2Ωh,d(λ0)δh(Th/Eres)
. (5.19)
Here Lph is again a typical radial gradient length of the hot ion distribution. δh is a function
of (Th/Eres) which takes the form δh(Th/Eres) = P(
√
Eres/Th) exp(−Eres/Th), with P a
polynomial derived from the imaginary part of the last bracket of 5.11. When only the
contributions of the radial density and temperature gradients are kept, P is equal to
P(
√
Eres
Th
) =
(
Eres
Th
)5/2{
Lph
∂rnh
nh
|rs + Lph
∂rTh
Th
|rs
(
Eres
Th
− 3
2
)}
. (5.20)
δh makes the excitation easier when Th <∼ Eres (The optimal values of Th/Eres is 0.24 for the
case of a dominating temperature gradient, as also illustrated in Fig. 5.9) and it is typically
of order 1 when the optimal value of Eres/Th is reached.
The form of Eq. 5.19 is similar to the TAE excitation threshold calculated in [39] but it
includes the additional role of the inertia length LI , which is to be related to the fact that
the frequencies of interest ω ∼ ωBAE are small compared to ωA. Interestingly, it appears
that for Th/Eres slightly below 1 (achievable in Tore-Supra) and for ω ∼ ωBAE (leading to
δI ∼ 1), the right hand side of 5.19 is of order 1. Hence, it seems possible to access the
threshold in Tore-Supra experimental conditions described subsection 4.6.1.
To allow for an easy comparison of the computed threshold with experimental observa-
tions, we now want to link the parameters of Eq. 5.19 with measurable quantities.
When it is possible to assume the plasma shape, the shape of the fast ion distribution (R0/Lph
in particular), the q profile (rs in particular) and Te/Ti to be constants, scalings can be used:
LI ∝
√
Q, ωBAE ∝
√
Te,
nhTh ∝ PICRH/νhe with νhe ∝ n0/T 3/2e
(5.21)
where the second line follows our previous description of the ICRH induced equilibrium dis-
tribution function given in section 5.1.2 and νhe is again the ion-electron collision frequency.
Taking the hot particle distribution to be mainly made out of hydrogen ions, it also comes
that nh ∝ fminn0, and Eq. 5.19 becomes
c1n
1/4
0
PICRH
n20
Te
B0
> c3/δh
(
c2
1
fmin
PICRH
n20
Te
B0
)
(5.22)
where we conserved the right and left hand sides of 5.19, such that c1, c2, c3 are unambigu-
ously defined as the proportionality coefficients between the physical quantities of Eq. 5.19
and the measurable quantities: Te (taken at the center), n0 (the central density) and fmin,
respectively measured by ECE, reflectometry and neutrals detection diagnostics.
In this formula, all tunable parameters are found to have an ambiguous role in the
excitation, depending on the distance to the resonance condition Th/Eres ∼ 1. In particular,
the B-field, known to favor the excitation of energetic particle modes such as
precessional fishbones (characterized by an excitation condition of the form βh >
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βh0 [45]) has a reduced role on the BAE excitation threshold. More precisely, if
we make use of the rough scaling law n0Te ∼ B0f(n0, PICRH) with f a given function, B0
disappears in the threshold for fixed values of n0 and PICRH . Note that the same is not
true for TAEs, for which a similar derivation shows a non-negligible but ambiguous impact
of the B-field. In particular, it is easy to see that taking ω ∝ B0/√n0 (for TAEs) in the left
hand side of 5.19 makes the resonance condition Th/Eres ∼ 1 harder to reach for higher B0.
One should notice however that the role of B0 in the left hand side of Eq. 5.22 depends on
the model chosen for the inertia. Again, a correct description of the inertia length appears
important to understand the mode excitation. This idea will be further discussed.
5.3 A solver for the dispersion relation
In order to evaluate and solve the fishbone-like dispersion relation, we wrote a c++ pro-
gram using the Matpack library [122] for the computation of integrals and special functions.
The program takes as input equilibrium parameters calculated from the CRONOS and PION
codes, to calculate the various terms of the fishbone like dispersion relation.
The program can assess the dispersion relation for a chosen value of the frequency ω0
and deduce the mode stability, or find the roots of the dispersion relation in a circle of center
ω0 ∈ C and radius |δω| given by the user, using Davies method [123]. The input and output
parameters of the solver are given in Tab. 5.1 .
Input • Equilibrium data reconstructed by -B0, R0, q(r), τe(rs), n(rs)
CRONOS or experimental diagnostics
• Hydrogen distribution function -nh, Th, λ0
computed by PION and projected -∆λ (the typical width of fλ)
onto an anisotropic Maxwellian is set up by the user
• User defined mode characteristics -(m, n), ω0 + δω
-Radial Structure: Kink/Numerical
• Model -Inertia: w/wo high order FLR
-δWˆk: w/wo anistropy drive f ′λ
-Value of δWˆMHD
Output • Simple estimate of stability δWˆk(ω0), δIˆ(ω0),
Re(ω0)Im(δWˆ (Reω0)) > 0 ?
• Search of dispersion relation roots Roots
in circle of center ω0 and radius |δω|
Table 5.1: Inputs and outputs of the dispersion relation root solver.
5.4 Comparison of the theoretical threshold with experiments car-
ried out in the Tore-Supra tokamak
5.4.1 Objectives of the experimental campaign
To analyze the BAE stability and in particular estimate the relevance of the thresholds
described by Eqs. 5.19 and 5.22, experiments were performed to determine the experimental
excitation thresholds of BAEs in Tore-Supra, for various equilibrium parameters. Two
aims were given to this study:
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• Identify the role of global parameters, B0, n0, fmin, when profiles are kept homothetic.
• Analyze some effects related to a profile modification, for example a modification of
the q-profile.
5.4.2 Experimental settings
Scenari and parameters
Experimental conditions were varied around the reference parameters: B0 = 3.8T, Ip =
1MA, n0 = 5e19m−3, PICRH = 2.5MW, fmin = 4%, for which earlier observations of BAEs
could be performed. To determine the thresholds for BAE excitation, ICRH power was
increased step by step with an attempt to keep the other parameters fixed (In reality, these
parameters cannot be kept fixed as explained in subsection 2.3.4, which limits the range
of parameters which can be explored), using long enough steps to allow for equilibrium
parameters to reach steady-state ∼ 3.5s. Fig. 5.3 displays a typical scenario used during our
set of experiments.
First, equilibrium conditions were modified, with an attempt to keep profiles homoth-
etic. For this, pure ICRH discharges were used, keeping the ratio Ip/B0 constant to limit
modifications of the q-profile. Three values were considered for the field, B0 = 2.8/3.2/3.8T,
three (target) values for the central density n0 = 4.5/5/5.5e19m−3. The minority fraction,
fmin was varied from 2.5% to 10%, whereas PICRH was increased from 0 to 5.5MW with
0.5MW steps. Next, additional experiments were conducted to determine a possible role of
the shape of the q profile, controlled by some input of LH power (already indicated to make
possible the generation of a localized current), PLH = 0.0/1.2/2.2MW.
Figure 5.3: Time evolution of the main plasma parameters in shot #41925.
Diagnostic set up
Various fluctuation diagnostics have been set up for the experiments: reflectometry, ECE
fluctuation diagnostics, interferometry, soft X rays, designed to measure fluctuations in the
last half second of each ICRH step. Even if some observations could be performed on the
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electron temperature (after a heavy post-treatment though, see Fig. 5.5), the best observa-
tions were achieved with reflectometry which proved high sensitivity. For this reason, most
of the following analysis is based on reflectometry. The two modes of the reflectometry di-
agnostics (described in subsection 2.3.2) were used to obtain the long time evolution of the
mode during a whole sawtooth period, as well as its radial structure and to allow for the
mode detection over a broad radial range.
5.4.3 General qualitative features of the mode stability
Before entering quantitave considerations, let us describe some features of the occurence of
BAEs in our discharges, qualitatively.
BAE stability and sawtooth dynamics
We already mentioned the existence of sawtooth oscillations in all of our discharges, that
is, oscillations of the central temperature characterized by a sudden crash and a slower
restoration of about 20s (Fig. 5.4 and 4.4). The reason for these crashes is that our equilibria
are inside the limit where pure MHD incompressible kink instabilities are unstable (that is
δWˆf < 0 in Eq. 5.17). Kink instabilities (which can be identified easily on fluctuation
diagnostics, with a real frequency of around 3kHz) grow such that central confinement gets
lost: it is the sawtooth crash. Following this drop of the central temperature, the plasma gets
MHD stable (δWˆf > 0) and the central temperature can be restored until MHD marginal
stability δWˆf = 0 is reached once again.
As a consequence, despite our attempts to reach steady-state conditions for each ICRH
step, sawtooth oscillations does not allow to rigorously talk about a constant central tem-
perature, or a constant density. Moreover, the presence of BAEs was found to be influenced
by the sawtooth oscillations. This influence is well illustrated in Fig. 5.4 and 5.5, which are
typical observations we made. As observed in these figures, the mode is more intense at the
beginning and at the end of the sawtooth period, where the mode frequency also appears to
grow (sometimes faster than the temperature relaxation time).
For the statistical analysis of the conditions for BAE destatbilization, we will not be
considering the details of the sawtooth dynamics. In particular, the so-called central tem-
perature will be a time average of the central temperature, whereas the presence of BAEs
will have to be understood as the presence of the mode at the end of each sawtooth period.
Because our statistical analysis makes use of “scalings”, this choice seems reasonable.
For more detailed analysis (the detailed analysis carried out for shot #42039 in the follow-
ing), the temperature and q profiles computed by CRONOS will be used, which corresponds
to the equilibria prior to the sawtooth crash.
BAE stability and LH Heating
A second striking feature which appeared during our experiments is the role of LH power. As
shown in Fig. 5.6, the mode amplitude is signicantly enhanced in the presence of LH heating
(PLH = 2.1MW ). This phenomenon was found to be particularly obvious close to marginal
stability, suggesting a reduction of the mode excitation threshold with the introduction of
LH heating. In some shots, the modes also appeared to be radially extended in the presence
of LH power.
Even if LH power implies some additional heating of the ion population, it is not expected
to produce ions with sufficient energies to excite acoustic modes. Hence, these observations
suggest that the addition of LH power modifies equilibrium properties in a way which favors
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Shot #42039, t ∼ 9.5s: B0 = 3.80T , n0 = 4.45e19m−3, Ip = 0.95MA, PLH = 0.0MW , PICRH = 3.1MW ,
fmin = 8%
Figure 5.4: Reflectometry spectrogram at the
plasma center for shot #42039. In this picture, the
time interval [9.56 9.62] corresponds to a typical saw-
tooth period.
Figure 5.5: Fluctuation spectra corresponding to
the time intervals shown in Fig. 5.4, taken at the
plasma center. The plotted ECE correlation spec-
trum results from the correlation of the 10 first ms of
each sawtooth period between t = 9s and 10s (neces-
sary to discrimate the mode) and the filtering of the
perturbations below 10 kHz.
Shot #42806: B0 = 3.86T , n0 = 4.65e19m
−3, Ip = 0.95MA, PLH = 0.0MW , PICRH = 1.7MW , fmin = 5.5%
Shot #42815: B0 = 3.86T , n0 = 4.75e19m
−3, Ip = 0.95MA, PLH = 2.2MW , PICRH = 1.7MW , fmin = 4.7%
Figure 5.6: Modification of the BAE density fluctuation spectrum with the introduction of LH power.
the mode excitation.
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5.4.4 Single case analysis
We first start the comparison with a particular case analysis to verify the above claim that
the threshold condition Eq. 5.19 is accessible for relatively standard parameters, using the
numerical tool described in section 5.3.
The studied case is shot #42039, analyzed at two different times, t ∼ 7s and t ∼ 14s,
corresponding to two different levels of ICRH power, but similar equilibrium parameters.
The main experimental parameters of the shot are given in Fig. 5.8. The q-profile was
found from a CRONOS simulation to be almost parabolic, with a q = 1 surface localized
at a normalized radius of 0.35, and a central value consistent with q=0.7 (within the code
errorbars). From an experimental point of view, modes were observed with reflectometry in
both cases, and the first set of experimental conditions (t ∼ 7s) was found to be close to
marginal stability (when increasing the power lever step by step).
The features of the fast ion distribution calculated by PION are given in Fig. 5.7, where
it appears that relatively large values of the fast ion pressure can be reached (for comparison,
βi ∼ 0.2 − 0.3%), and that the resonant condition Th/Eres ∼ 1 (more precisely optimal for
Th/Eres ∼ 0.25 for a dominant temperature gradient as illustrated in Fig. 5.9) is accessible,
which makes the resonant drive reasonable. As also appear in this figure, the localization
of fast particles is slightly off-sxis. Now, from the comparison of the two experimental
Shot #42039, t ∼ 7s: B0 = 3.80T , n0 = 4.37e19m−3, Ip = 0.95MA, PLH = 0, 0MW , PICRH = 2.3MW ,
fmin = 8%
Shot #42039, t ∼ 14s: B0 = 3.80T , n0 = 4.54e19m−3, Ip = 0.95MA, PLH = 0.0MW , PICRH = 4.6MW ,
fmin = 8%
Figure 5.7: Radial profiles of the fast ion normal-
ized pressure and resonance parameter Th/Eres, for
different power input.
Figure 5.8: Radial profile of the fast ion induced wave-
particle energy transfer, Im(dWˆk(r¯)), for different power
input. Im(dWˆk(r¯)) verifies
R
r¯
dr¯Im(dWˆk(r¯)) = Im(dWˆk)
with r¯ the normalized radius.
conditions, it appears that the introduction of ICRH power can have an effect on the two
free parameters involved in the threshold Eq. 5.19: the fast ion pressure βh and the resonance
condition which is better met a higher power (t ∼ 14s) between the normalized radii 0.2 and
0.35, where the fast ion pressure profile presents a negative slope.
The corresponding profiles for the drive are given in Fig. 5.8. The drive appears to be
very sensitive to the gradients of the fast particle radial pressure, as expected. Only regions
characterized by a negative radial gradient of the fast ion population (see the form of βh
in Fig. 5.7) lead to a drive, whereas positive gradients lead to damping. Consequently, a
103
CHAPTER 5. LINEAR STABILITY OF BETA ALFVE´N EIGENMODES IN THE
PRESENCE OF ENERGETIC PARTICLES
stronger off-axis heating could be expected to be stabilizing for the modes described here,
even for large values of PICRH . Finally, in agreement with the shapes of the fast particle
distribution functions, the drive at higher power is three times as strong as in the lower
power case.
Let us now compare drive and damping, calculated with the previously defined ex-
pressions of δIˆ (with 4th order FLR), and of δWˆk. (without anisotropy 3 ). For the
marginal conditions (t ∼ 7s) and the experimental value of the mode oscillation frequency
ωexpr /2pi = 55kHz, it comes
ImδIˆ(ωexpr ) = 0.024 ImδWˆk(ω
exp
r ) = 0.026 (5.23)
which seems to suggest a good agreement between theory and experiment. Indeed, from this
calculation, the mode appears to be rightfully excited, and close to marginal stability.
Note that the use of the dispersion relation solver of section of 5.3 as a root solver is
unfortunately much less conclusive at the moment. For a choice of δWˆMHD = 0 (consistent
with the assumption of an (−1, 1) kink structure for the BAE, a structure which is obviously
close to marginal MHD stability as proved by the presence of sawtooth oscillations), the
calculated solution of the dispersion relation (ωsolr , γ
sol) is
ωsolr /2pi = 66kHz γ
sol/ωsolr = −1.6× 10−3, (5.24)
which implies that the mode is damped, and that some corrections to the dispersion relation
needs to be provided to avoid the difference between the computed and the experimental
values of the oscillation frequency (In particular, the perturbative treatment of Landau
damping is questionable). Nevertheless, the root solver, being currently still under a testing
phase (for dispersion relations with multiple roots), caution is necessary at the moment.
In any case, the comparison between theory and experiments confirms the closeness to
marginal stability for the shot #42039 at t ∼ 7s. This case will be considered as a reference
in the following.
5.4.5 Statistical analysis of the role of global parameters
Procedure
In this part, we compare the observation of BAEs with the threshold calculated in Eq. 5.22,
taking the marginal experimental conditions described above as a reference to define the
constants c1, c2 and c3, defined there. Such analysis can be seen as an experimental proof-
check of the perturbative treatment of the excitation and damping of BAEs.
In the following, c1 and c2 are adjusted to match the experimental data of shot #42039
at time t ∼ 7s with the computed value of the fast ion distribution calculated by the code
PION at the normalized radius of maximum excitation, 0.25. c3 is made consistent with the
ratio of δIˆ and δWˆk computed for shot #42039, that is
c3 = c1n
1/4
0
PICRH
n20
Te
B0
δh × δIˆ
δWˆk
(5.25)
where δIˆ and δWˆk are the values given in Eq. 5.23.
The theoretical threshold is compared with the experimental mode onset, defined as the
existence of a time coherent signal/noise value exceeding 2, on the reflectometry diagnostic.
3Anisotropy is usually taken to be a limited effect and to be relevant only with very particular heating
conditions [109, 119] With the δ-function used as a model for the fast ion distribution, we do not want to
introduce an articially strong anisotropy induced excitation.
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Results
The results of the mode investigation are given in Fig. 5.9. On this plot, the onset of modes
Figure 5.9: BAE apparitions in Tore-Supra discharges, compared to the theoretical prediction. A “mode
observation”corresponds to a coherent signal/noise value exceeding 2. The pointed dot corresponds to the
case #42039, t ∼ 7s.
has been reported as a function of the two degrees of freedom involved in 5.22, based on
the scalings used to establish this formula and on the assumption that c1, c2 and c3 do not
significantly vary during the experiments. The horizontal error-bar stands for the relative
mismatch between the observed localization of the threshold (close to the dot representing
shot #42039 at time t ∼ 7s) and the numerical computation of it derive from Eq. 5.23.
Though quite small, it is observed to induce a possibly large error in the vertical direction
due to the sensitivity of δh(Th/Eres) in Eq. 5.25. The theoretical threshold has been plotted
assuming a dominating radial temperature gradient Lph = LTh. Keeping only the radial
temperature gradient in formula 5.20, the threshold curve reads
Y = c3/δh(X = Th/Eres) = c3/(Eres/Th)5/2(Eres/Th − 1.5)e−Eres/Th (5.26)
where (X ,Y) stand for the abcissa and ordinate of the graph. From the full PION com-
putation of the fast ion distribution carried out for shot #42039, the consideration of a
dominating temperature gradient is reasonable. Interestingly, the vertical shape of the
plotted theoretical curves close to Th/Eres ∼ 0.1 implies that a sufficiently high
hot ion temperature is the major necessary condition for the mode onset whatever
the hot ion pressure.
As can be seen in this figure, a good agreement appears between theory and experiment
for the fixed large magnetic field B0 = 3.8T , which gives some confidence in the computed
orders of magnitude of Landau damping and excitation. The agreement is particularly
striking considering the rather large extent of the investigated values of the minority fraction.
The role of the latter parameter is indeed well illustrated by the reference shot #42039 at time
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t ∼ 7s, experimentally observed to be marginally unstable in spite of a relatively large power
input PICRH = 2.3MW but a high minority fraction fmin = 8%. For similar equilibrium
parameters and for more standard minority fractions fmin ∼ 4%, modes could be observed
with a power input PICRH = 1.5MW . Hence, the perturbative framework appears to
have some relevance, at least to estimate the qualitative relative effect of global
macroscopic parameters.
For lower field, excitation is seen in Fig. 5.9 to be harder than expected by theory.
As explained in section 5.2, the model used in this threshold assessment does not imply a
clear role of the magnetic field, in contradiction with the experimental observation. This
may suggest the relevance of using a different model for the inertia length. In particular,
because the latter (very small) length may evolve significantly in the nonlinear regime, an
improvement of the stability analysis may be considered towards a nonlinear description
of the BAE structure. However, considering the important shift of the threshold for lower
fields, found experimentally in Fig. 5.9, this model modification is likely to be insufficient
and other possibilities such as a harder mode detection for lower magnetic field may provide
simpler explanations.
5.4.6 Detailed additional analysis
Though less systematically studied, some interesting phenomena were put forward in our
experiments, enhancing the role of additional parameters neglected so far. In the following,
attention is given to the role of the shear and fast ion distribution anisotropy.
The modification of the shear s is the best candidate to explain the drop of the exci-
tation threshold in the presence of LH heating, described in subsection 5.4.3. Indeed, the
level of LH heating is not expected to heat the fast ions to relevant energies for resonance
with an acoustic mode. Hence, the noted threshold reduction is more likely to be linked to a
modification of equilibrium parameters. Besides, this interpretation is in agreement with the
discontinuous presence of the mode in the course of the sawtooth period shown in 5.4. To
better understand this role, we computed numerically the values of the excitation and damp-
ing for different artificial q profiles. Starting from the parameters of shot #42039, t ∼ 7s,
we tested various parabolic q profiles with a fixed q = 1 surface, and different central values
and computed the resulting values of the drive and damping. The results of this analysis are
given in 5.10 and 5.11. As can be seen in Fig. 5.10, a flatter q profile tends to decrease both
the excitation dWˆk and damping dIˆ. This behaviour of the damping is easy to understand
noticing that LI ∝
√
s(rs)
−1
and hence δI ∝√s(rs). To understand the origin of the drop
of dWˆk, we plotted in Fig. 5.11, the parameters of Eq. 5.19 which are sensitive to a q profile
modification. The major parameter modified here is obviously the bounce frequency, which
is an affine function of s. The simultaneous drop of the drive Im(dWˆk) and of the damping
Im(dIˆ) with a flattened q profile does not allow to explain the decrease of the BAE excitation
threshold non ambiguously. However, as can be seen in Fig. 5.10, the graphs representing the
drive and the damping are characterized by different curvatures. δIˆ appears to be concave
and δWˆk to be convex, which is consistent with the interpretation of these behaviours. This
situation enables the two curves to cross twice, meaning that an increase of the shear may
induce either an easier or a harder mode excitation, depending on the starting point. Such a
situation can be postulated to explain the mode onset at the beginning (s ∼ 0 at the center)
and at the end of a sawtooth period.
The fast ion anisotropy may also play a role in the stability analysis. First, as can be
seen in (E.17), anisotropy may induce an energy gradient and hence a mode excitation. With
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Figure 5.10: Effect of modification of the shear
(taken at the resonance layer) on the drive and damp-
ing. In the main picture, fixed parameters correspond
to shot#42039, with PICRH = 2.3MW . The second
picture is a speculative schematic of a possible config-
uration, commented in the core of the paper.
Figure 5.11: Effect of a modification of the shear
on the drift frequency Ωh,d and resonance parameter
Th/Eres radial profiles.
the parameters of shot #42039 at time t ∼ 7s and taking a δ-function to model the fast
ion pitch angle fλ = δ(λ− λ0), anisotropy is seen to imply a factor of 2 on the mode drive.
Although the δ-function may seem to be a poor model, this important factor may reveal a
certain role of this excitation mechanism.
The fast ion anisotropy also gives some importance to the heating localization. As an
addition to the modification of the characteristic radial gradients of the fast ion population
noted above, a modification of the heating localization changes the particle pitch-angle λ0.
To assess this phenomenon, we plotted in 5.12 the values of Im(δWˆk) for different values
of λ0 (and artificially fixed radial gradients) starting from the parameters of shot #42039
at marginal stability. As can be seen in Fig. 5.12, a lower drive may be expected for a
Figure 5.12: Effect of modification of the anisotropy
parameter λ0 on the drive and damping. λ0 gives some
hint into the localization of the ICRH heating.
Figure 5.13: Effect of modification of the
anisotropy parameter λ0 on the drift frequency Ωh,d
and resonance parameter Th/Eres radial profiles.
high field side heating localization. The explanation of this behaviour is given in Fig. 5.13,
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where it appears that the resonance condition is better met when fast particles are more
strongly trapped and Ω¯h,d subsequently enhanced. Though not fully realistic, Figs. 5.12 and
5.13 show a non-negligible role of the particles pitch-angle and of the radial variation of the
precession frequency Ωh,d, often taken to be constant in the theoretical assessment of the
energetic particle drive. This idea of a role the heating localization was suggested to us by
experimental observations, but a cleaner experimental investigation of this phenomenon still
needs to be carried out.
5.5 Summary
In the present chapter, the BAE excitation threshold was calculated using analytic ex-
pressions for the energetic particle drive and for ion Landau damping, and it was compared
with experiments conducted on the Tore-Supra tokamak both qualitatively and quantitatively.
• In the perturbative framework, the calculation of the threshold was found to involve
different parameters relative to the energetic particle distribution as well as to equi-
librium parameters. These parameters could be reduced to two degrees of freedom
which depend on experimental macroscopic tunable parameters (the density, the mag-
netic field, the minority fraction and level of ICRH heating), under the assumption
that radial profiles are homothetic, from one experiment to the other.
• This made possible a statistical comparison of the calculated BAE threshold with ex-
periments. This comparison returned a fair agreement between theory and experiment,
which confirms the orders of magnitude of the computed damping and ex-
citation mechanisms involved in the BAE stability, and the rough global role of
the above macroscopic tunable parameters. The necessity to meet the res-
onant condition appeared to be the most determining factor for the mode
destabilization, in agreement with both theory and experiment.
• More surprisingly, the conducted analysis highlighted an ambiguous role of the shear
in the BAE excitation, which may give some explanation to the discontinous onset of
the mode in the course of a sawtooth period.
• Nevertheless, the threshold analysis as well as the theory/experiment comparison also
pointed out some missing physics of the threshold calculated here.
First, the strong role of the inertial layer (narrow) size in the assessment of Landau
damping suggests that the mode stability can be modified when moving to the nonlinear
framework, because strong gradients are usually not expected to survive nonlinearly.
Next, our model cannot explain the higher threshold for BAE destabilization at lower
B0-field. Neither can it explain the increase of the BAE frequency at the end of the
sawtooth periods. The perturbative treatment of Landau damping, used here,
should definitely be seen as weak point, considering the orders of magnitude involved.
Moreover, diamagnetic effects, neglected in this analysis, have recently been postu-
lated for the increase of the BAE frequency at the end of the sawtooth period, observed
in the Asdex Upgrade tokamak as well [124]. Although the latter effects are a priori
negligible in our experimental conditions, it may be interesting to assess such a claim.
Thus, both a non-perturbative treatment of Landau damping and diamagnetic effects are
currently being implemented in the BAE dispersion relation, following the derivations
given in Ref. [77]. Further theory-experiment comparisons are also planned in the next
experimental campaigns.
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One interesting point suggested by the analytic calculation of the BAE threshold is the
possibility of a nonlinear modification of stability. This is the motivation for the prelim-
inary nonlinear developments conducted in next chapter, where indeed one process for the
apparition of subcritical activity will be proposed.
However, one should note that the analysis to come is not directly suggested by the
theory-experiment comparison given here, which does not not advocate for the existence
of a subcritical activity.
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On doit exiger de moi que je cherche la ve´rite´, mais non que je
la trouve.
Denis Diderot (1713-1784) 6
Towards a nonlinear description
In this chapter, we address the problem of the nonlinear description of Beta Alfve´n Eigen-
modes, in order to get some ideas about their saturation mechanisms and the related
transport of energetic particles. The goal of the following presentation is not to pro-
vide a full picture of the nonlinear evolution of BAEs. It is an attempt to enlight some
difficulties related to the descripton of nonlinear kinetic behaviors, analyze the applicability
of the most classical interpretation of fast particle saturation, that is the nonlinear trap-
ping briefly outlined in subsection 2.2.4, and finally investigate some intrinsic difficulties of
BAEs. More specifically, two ideas are focused on. First, we consider the possible existence
of metastable saturated modes, related to the nonlinear trapping of resonant particles.
Next, some thoughts are given to the effects of a nonperturbative treatment of damping and
excitation.
In the first section, we explain how it is possible to extend the nonlinear energy principle
displayed in the previous chapters. Next, we come back to the theory of nonlinear trapping
in order to determine its meaning and validity for BAEs. Finally, the analysis of metastable
modes is carried out in section 6.3, whereas some observations and ideas related to the
consideration of non-perturbative damping and excitation are developed in section 6.4.
6.1 Formulation of a nonlinear energy principle
In linear analysis, perturbed solutions are eigenfunctions of eigenvalue ω, proportional
∝ exp(iωt). For such types of perturbations, we displayed in subsection 3.1.1 of chapter
3, an energylike dispersion relation, derived from the linear expansion of the low-frequency
Maxwell equation,
0 = Lω(φω,Aω, φ†ω,A†ω) = −
∫
d3x
B†ωBω
µ0
+
∑
s
∫
d3x
(
jsω ·A†ω − ρsωφ†ω
)
= −
∫
d3x
B†ωBω
µ0
−
∑
s
∫
d3xfsωh†sω. (6.1)
In linear studies, such a dispersion relation is sufficient to determine stability, accessed when
solving for the roots (ωr, γ) of the energylike relation.
When moving to the nonlinear frame, some additional difficulties arise.
• Several eigenmodes can couple together. Nonlinearities can couple multiple
eigenfrequencies, and consequently, the complete electromagnetic Lagrangian should
be written as a sum of several modes of various eigenfrequencies.
This difficulty is real, but it does not prevent the use of energylike relations of the
form Lω = 0. Indeed, it is easy to see that the linearity of Maxwell equations and
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of the Fourier transform, still gives a sense to the energylike relations 6.1, where
the fields Fω are taken to be Fourier-like transforms of the nonlinear solution, Fω =
(T/2pi)
∫ 2pi/T
0 dtF(t) exp(iωt) with T larger than any time period of interest. Making
use of an energylike relation of the form 6.1,
Lω ≡ L(ω) = 0 (6.2)
is simply equivalent to the choice of one single oscillation frequency ω and it is valid
nonlinearly, though now the nonlinear particle nonlinear responses need to be incorpo-
rated.
• The energylike relation is in general a time dependent equation. The non-
linear behavior of a ”mode”, cannot be reduced to a single frequency ω. Starting for
example from a linear eigenfrequency ω0 = ωr0 + γ0 (γ0 > 0), a mode can reach satu-
ration γ = 0, or its oscillation frequency can change. The shape of the eigenfunctions
can also evolve. In other words, the energy relation 6.2 is in general of the form
L(ωr0 + δωr(t) + iγ(t), t) = 0 (6.3)
For example, if the mode structure is conserved, and there is a smallness parameter ¯
such that δωr = O(¯ωr0), L = L(0) +L(1) with L(1) = O(¯L0), Eq. 6.3 can be expanded
in the form
(δωr + iγ)∂ωL(0)(ωr0) = −L(1)(ωr0) (6.4)
which can be seen as a time dependent energy equation on the mode real amplitude A
if δωr = 0,
ωr0∂ωL(0)(ωr0)
d
dt
A = −ωr0L(1)(ωr0,A). (6.5)
Moreover, such an equation may need to be coupled to a time dependent equation for
the nonlinear particle responses.
• The system may not remain close to threshold, or close to an attractor. In
order to display the energy equation 6.5, we needed to assume that the system remained
close to a given frequency point ωr0 (the threshold frequency for example, but it should
also be possible to consider a nonlinear attractor as well). In particular, when ωr0∂ωL
is almost real, such an assumption is equivalent to say that the mode energy density
is assumed constant for the studied process. However, such an expansion makes sense
only if |γ∂ωL| remains small, which may not be the case.
Some numerical situations have been found where a restoring force constrained a sys-
tem to remain close to the linear threshold, even for a strongly driven mode [125].
However, in some experiments, strong frequency sweeping was found, with δωr ∼ ωr0
(see Fig. 6.1), which does not seem to fit the framework. In particular, we may expect
∂ωL to be huge when resonances are included in the derivative.
A particular framework which avoids most of these difficulties is the kinetic perturba-
tive framework, which is traditionally used for the study of the kinetic nonlinear saturation
of gap modes (see section 2.2.4 and Refs. [55]).
In this framework and in analogy with our previous computation of the linear stabil-
ity analysis, a well defined linear eigenmode with a real eigenfunction and a real frequency
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Figure 6.1: Frequency spectrum of sweeping modes measured in NSTX [126].
ωr0 exists, which is perturbatively damped and driven by wave-particle resonances. Non-
linearly, it is assumed that this linear structure is not modified, and in particular that the
system remains close to the threshold linear eigenfrequency, δωr + iγ  ωr0. In this case,
an expansion of the form 6.4 is possible, where L(0) contains the linear thermal response
assumed unchanged, and L(1) contains the damping and driving resonant processes, treated
nonlinearly.
Moreover, when time decoupling is possible between the particle response and the wave
response, as it is the case in the most basic (but most studied) version of nonlinear trapping,
Eq. 6.4 does not even need to be expanded in the form of a time-dependent equation, or to
be coupled with additional equations [55].
Such a framework is useful and can find some applicability, but it cannot catch MHD
nonlinearities (see section 2.2.4) corresponding to the nonlinear modification of L(0), strongly
driven modes (EPMs) or experimental situations characterized by a strong frequency sweep-
ing.
It is worth noting that some other approaches exist and/or could be developed: the use
of a set of initial value time dependent equations [127, 63], the use of conjugate problems
where resonances are internalized in order to avoid strong derivatives in Eq. 6.4 and make
possible the use of expansions close to attractors [128], the use of alternate conservation
laws, such as the conservation of potential vorticity [129] as an addition to energy conserva-
tion laws. It can indeed be expected that a single equation cannot cover all the degrees of
freedom of the time evolution, in particular if an expansion of the form Eq. 6.4 is not possible.
In the following, and for this preliminary analysis of nonlinear theories, most ideas will
refer to this limited kinetic perturbative framework. More precisely, our focus will be on the
study of a scenario, where an energylike relation of the form
(δωr + iγ) ωr0∂ωL(0)(ωr0) = −ωr0Li(1) − ωr0Lh(1) (6.6)
is valid, where ωr0∂ωL(0) = ωr0∂ωrReL(0) is real and similar to the energy density de-
fined in section 3.1.2 of a well defined linear eigenmode (MHD nonlinearities are neglected),
−ωr0Li(1)(ωr0) and −ωr0Lh(1)(ωr0) respectively refer to the perturbative contribution of the
resonant thermal ions and hot ions.
This picture is the same as the one we developed for the linear analysis, where we
simply calculated the imaginary part of the resonant contribution in section 5.2 (with the
normalization 5.3) implied by the linear response of the particles. The aim is now to see how
the situation is changed in the presence of a nonlinear response of the particles.
113
CHAPTER 6. TOWARDS A NONLINEAR DESCRIPTION
For simplicity, the results of the previous linear analysis will be referred to using simple
notations
γl = −Im
(Li(1)(ωr0)) /∂ωrReL(0)(ωr0) > 0
γd = +Im
(Lh(1)(ωr0)) /∂ωrReL(0)(ωr0) > 0 (6.7)
with the linear particle response included. Until now, our linear analysis simply consisted in
determining the sign of γ = γl − γd.
6.2 Application of the nonlinear trapping theory to Beta Alfve´n
Eigenmodes and limits
Let us now focus on the nonlinear response of the resonating populations, in the light of
the nonlinear trapping theory, mainly developed in Refs. [54], [130] and [55], which is
currently the most used theory for the study of gap modes.
We start with a short review of it (in its most basic formulation), designed to enhance
its validy limits and to set up some notation for the subsequent analysis.
6.2.1 The nonlinear trapping model
Let us consider a population of particles of distribution function F , and a perturbation which
can be reduced to one single resonance in the particle action-angle space, that is to say
to a hamiltonian of the form
H = H(0)(J) + h(J, t) cos(n ·α− ωr0t−
∫
dtδωr(t) ) (6.8)
where a nonlinear time evolution of the oscillation frequency δωr(t) is allowed.
Linearly, resonant particles belong to a surface defined by ωr0 = n ·Ω(0)(J) ≡ n · ∂JH(0).
If, close to a point of the resonant curve JR, the Hamiltonian can be approximated by
H = H(0)(JR) +∂JH(0) · δJ+h(JR, t) cos(n ·α−ωr0t−
∫
dtδωr),with J = J0 + δJ (6.9)
(the J-dependence of h needs to be low), major geometric difficulties can be locally over-
looked. The dynamics is reduced to a 2D problem characterized by the variables
q = n ·α− ωr0t−
∫
dt δωr, p = n · ∂JH − ωr0 − δωr ≈ n · ∂JH(0) · δJ− δωr (6.10)
which are easily seen to be conjugate variables for the Hamiltonian
H = 1
2
p2 − Ch(t) cos q + ˙δωr q, (6.11)
with C = n · ∂JΩ0(JR) · n the Hamiltonian curvature at resonance, in the n-direction.
Physically, q is obviously similar to an angle variable. Noticing that the variations of
the action variables ˙δJ = −h sin(q)n simply occur in one direction defined by n (in the
action three dimensional phase-space) and could simply be described by a scalar δJ such
that δJ = δJn, the variable p can be simply related to δJ from its definition in Eq. 6.10,
p = CδJ − δωr. Hence, p can be seen as a measure along n in the action space.
In the absence of frequency sweeping ˙δωr = 0 and for a slow time dependence of the per-
turbation amplitude (h almost constant), Eq. 6.11 is the traditional Hamiltonian describing
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Figure 6.2: Equipotentials of the characteristic Hamiltonian of a pendulum (Eq. 6.11 without explicit time
dependence)
the motion of a pendulum and leading to the creation of a phase-space island. Indeed,
it is easy to see that under these conditions, particles are constrained to follow the energy
equipotentials (the constant-H lines), represented in Fig. 6.2 for the Hamiltonian 6.11. This
picture shows the creation of a (q, p) phase-space island where some particles are trapped
into the potential well created by the wave. Typical quantities describing this island can be
derived from Eq. 6.11
- the island width in the p direction: wp = 2
√
Ch
- the bounce frequency of very trapped particles in the well: ωB =
√
Ch
(6.12)
More generally, such a nonlinear trapping of the resonant particles inside the wave
potential well makes sense if the typical bounce frequency of a particle inside such a well
is large compared to the other typical frequencies of the problem: νeff, the frequency of
diffusive processes (collisions, turbulent diffusion...) which can decorrelate the particles
from the wave dynamics, or the characteristic frequencies of the mode evolution. The latter
processes include in particular the evolution of the mode amplitude related to ω˙B or
the rate of frequency sweeping, related to ˙δωr.
It is possible to be somehow more explicit, noticing that if the bounce motion is well
decoupled from the other time scales, the quantity J (H, t) = (1/2pi) ∮ dq p(q,H, t), where the
integral is taken along a bounce motion, is an adiabatic invariant, according to hamiltonian
theory. This invariance of J can be seen as the condition to be in the nonlinear trapping
regime. Calculating the time dependence of J , it comes J˙ = τ(H˙ − 〈H˙〉), where τ =
(1/2pi)
∮
dq/p and H˙ = qδ¨ω − ˙(ω2b ) cos q. Hence, sufficient conditions to be in the trapping
regime appear to be
δ¨ωr  ω3B , ω˙b  ω2B and νeff  ωB, (6.13)
As a result of this trapping, the distribution function gets flat in the p direction, which
simply stands for the creation of a phase-space coherent structure (the island), as already
mentionned and illustrated in Fig. 2.6. As such, resonant particles can no longer drive or
damp the wave resonantly, unless some collisions destroy the coherent structure (the upper
figure in Fig. 2.6), or the structure moves in phase-space, leading to the frequency sweeping
(the lower figure in Fig. 2.6).
The nonlinear response of particles trapped into a potential well can be calculated from
the full Boltzmann equation
dF
dt
= Q+ C · F (6.14)
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where Q is again a source, and we choose to include C any background dissipative process
which can break the island structure (not only collisions). Note that contrary to linear
theories, where these dissipative effects are usually neglected (νeff  γL, γd ∼ ωB), nonlin-
ear theories require their consideration, because nonlinear trapping can reduce driving and
damping rates to the same order as dissipative processes.
Such a calculation has been done in Ref. [55] for a driving resonant species, and
introduced in a perturbative energylike relation of the form 6.6, where a fixed
damping rate γd was considered, with the additional assumption that dissipative effects
are negligible in the computation of the linear drive which is correct for
(∂pF(0)/F(0))
−1  νeff, (6.15)
following Ref. [54]. This calculation shows that the drive is modified nonlinearly and depends
on both νeff and δωr. Different saturation regimes have been identified:
• A simple saturation at the given frequency occurs when νeff is ”large enough”.
Such saturation mechanisms are well known in plasma physics and result from a non-
linear reduction of the linear drive γl.
The corresponding reduction factors have been calculated explicitely for different dis-
sipative processes [54, 81]:
→ if Q+ C · F = −ν(F − F(0)) is a Krook operator, νeff = ν
then γl is nonlinearly replaced by 2.0 ν∗γl
→ if Q+ C · F = −Dp∂pp(F − F(0)) is a diffusive operator, νeff = 2Dp/w2p
then γl is nonlinearly replaced by 3.5ν∗γl
where ν in the Krook operator is a collision frequency, whereas Dp stands for a diffusion
coefficient along the p coordinate, and ν∗ = νeff/ωB  1 for nonlinear trapping theories
to apply.
Note that the calculation of the limit ν∗ → 1 is also tractable, and it is a
classical results of neoclassical theory. When ν∗ becomes large, it can be shown that
γl is nonlinearly conserved. In other words, the ”reduction factor” is equal to 1.
[81]. In the following, we will refer to this limit as the quasi-linear regime, but this
terminology should not be mixed with the quasilinear approximation used in turbulence
studies, where the quasilinear regime refers a to regime where several islands overlap
such that a stochastization of the particle trajectories is reached. Nevertheless, in
analogy to the latter regime, ”our” quasi-linear approximation assumes the existence
of a decorrelation process which is faster than the trapping frequency (ν in this
case, turbulent diffusion in the case of the the other regime).
• A sweeping of coherent structure associated to a frequency sweeping occurs
at low νeff [55], with a characteristic time evolution ∝
√
t.
• Intermediate oscillatory, chaotic, or excitation-relaxation regimes have also
been prediced and identified numerically [131, 130, 132].
Finally, the nonlinear trapping model displays several interesting behaviors, which are
thought to reproduce several experimental observation of gap modes [22]. Nevertheless,
it is useful to keep in mind some of its validity limits: the consideration of one single
resonance, and the necessity for the perturbation to be smoothly dependent on the
equilibrium invariants in Eq. 6.9, and finally the necessity of a time scale separation
between the kinetic nonlinear response of resonant particles and the wave time
evolution (Eqs. 6.13).
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6.2.2 Application to Beta Alfve´n Eigenmodes
Let us determine the relevant resonances and time scales involved in the dynamics of Beta
Alfve´n Eigenmodes, to determine the validity of the nonlinear trapping model.
In the following, we look at the case of energetic and thermal ions separately, neglecting
in a first approximation their non-resonant response.
Resonance with energetic ions
Linearly, we know from the previous chapters that the resonant behavior of particles can
be described by the resonant Lagrangian Eq. 5.2. For energetic ions, we already explained
in section 5.1.2 that it makes sense to focus on one single resonance given by (n1 = 0, n2 =
0, n3 = n). Keeping this single term only and recalling that Eω = 0 in the MHD region where
resonance with energetic ions is effective, the particle resonant response is seen to be the
same as the one derived from the equivalent perturbed Hamiltonian
h˜h = −
∫
dα1
2pi
∫
dα2
2pi
∫
dα3
2pi
(
eh
vgh · ∇ψω
−iω
)
e−in3α3 . (6.16)
With this single resonance considered, the problem is reduced to the form of Eq. 6.8.
Nonlinearly, we assume that Eq. 6.8 is still valid, such that the previous analysis can
be applied. This implies in particular that we consider the linear structure of the wave to
be conserved nonlinearly, or in other words that we neglect MHD nonlinearities. With this
assumption and following the nonlinear trapping model described above, an island is formed
in the 2D plane (q = nα3, p = nΩh,d − ωr0 ≈ ChehδΨ), that is, approximately in the radial
direction. Hence, the relevant frequencies associated with this behavior and a typical value
of the resonance invariants JR,
ω2Bh = Chh˜h(JR)
with the curvature Ch = n2∂J3Ωh,d(JR) ∼
n2q
ehrB0
1
LTh
Ωh,d(JR),
and the perturbed Hamiltonian calculated in Appendix E.12
h˜h(JR) = ehψmω (JR). (6.17)
νeffh =
1
2
Dph
(wph/2)2
=
1
2
Dph
ω2Bh
∼ 1
2
D0
ω2Bh
(nΩh,d)2
L2Th
with D0 the spatial diffusion coefficient (m2s−1), LTh a typical gradient of the equilibrium
fast ion population.
Resonance with thermal ions
We can make a similar assessment for the thermal ions. In this case, several resonances can
be of importance, and we kept the two resonances of the form ω = ±v‖/qR0 in the linear
computation of Landau damping. The previous framework assumes these two resonances
to be well separated in phase space, such that they can be considered one by one. Taking
for example the resonance of the form ω = v‖/qR0, or (n1 = 0, n2 = m + 1, n3 = n), the
equivalent Lagrangian can be derived from Eq. E.20 of the appendices. If we choose to
expand the perturbed hamiltonian around the point representing purely passing particles
(µ = 0) and at the location where Landau damping is stronger, that is at the mode resonant
surface, it comes
h˜i(JR) = e
(
1
2
(
ωqR0
vti
)2
+ τe
)(
vti
R0ω
)
ρi∂rψ
m
ω . (6.18)
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Let us calculate the Hamiltonian curvature Ci at this point. For passing particles and in
the large aspect ratio limit, the equilibrium motion invariants 2.32 can be approximated by
Ω2 ≈ v‖qR0 , J2 ≈ eΦ(Ψ),
Ω3 ≈ v‖R0 , J3 = eΨ +miR0v‖ = eΨ(J2) +miR0v‖ .
(6.19)
The Hamiltonian curvature at this point follows
Ci = n · ∂J(km+1‖ v‖) =
(km+1‖ )
2
mi
− (m + 1)
miq2R20
m + 1
r
sqR0
ρi
r
ωqR0
vti
≈ 1
miq2R20
, (6.20)
where the different quantities need to be assessed at the resonant surface rs, corresponding to
the direction of the new canonical system of coordinates (q, p = CiδJ). More precisely, com-
ing back to the natural space-velocity space, and making an expansion around the resonant
point JR using Eqs. 6.19, J = JR + δJn, we can relate the δJ variations to the variations of
the more natural variables δr and δv‖
δr
a
= − q
r2eB0
δ(eΨ) = − q
r2eB0
(
− n2
q(J2)
δJ
)
=
m + 1
r2eB0
δJ (6.21)
δv‖
vti
=
δ(miR0v‖)
miR0vti
=
1
miR0vti
(
n3 +
n2
q(J2)
)
δJ =
1
miR0vti
1
q
δJ (6.22)
It follows that the direction described by p = CδJ has components both in the radial and
velocity directions. Nevertheless, at the typical macroscales involved, the alignement along
the velocity direction dominates.
We can now display the characteristic frequencies involved. In velocity space, collisions
are the relevant dissipative process. It comes
ω2Bi =
(
vti
qR0
)2 hi(JR)
Ti
νeffi =
1
2
Dpi
(wpi/2)2
=
1
2
Dpi
ω2Bi
∼ 1
2
νii
v2ti
q2R20
1
ω2Bi
with νii is the ion-ion collision frequency.
Numerical application
Let us assess these various frequencies for Tore-Supra relevant parameters for the type of
shots described in chapter 5: R0 = 2.45m, R0/Lph = 30, and the mode structure is assumed
to verify ξ ∼ 1mm (the MHD displacement), ρikr ∼ (ρikθ)1/4 in the inertial region, ωr0/2pi ∼
(vti/R0)/2pi ∼ (vti/qR0)/2pi ∼ 5.104 Hz.
For the dissipative processes, we take a background spatial diffusion of D0 = 0.1m2s−1
and a collision frequency νei = 10Hz. It comes
For energetic ions:
2pi
ωBh
∼ 2.10−4s, ν∗h =
νeffh
ωBh
∼ 0.02 (6.23)
For thermal ions:
2pi
ωBi
∼ 1.10−4s, ν∗i = ν
eff
i
ωBi
∼ 0.3 if ρikθ ∼ 0.01 (6.24)
2pi
ωBi
∼ 6.10−5s, ν∗i = ν
eff
i
ωBi
∼ 0.02 if ρikθ ∼ 0.001 (6.25)
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6.2.3 Validity analysis
From the previous paragraph, the consideration of one single resonance fully makes sense
for the energetic ions, and it seems reasonable to separate the two resonances defined by
v‖ = ωr0qR0 and v‖ = −ωr0qR0. Indeed, a breaking of the latter condition would mean that
the thermal ion population is strongly modified by Landau damping, and we could expect
the nonlinear eigenmode to have much stronger nonlinear features (not the long-lived stable
frequency oscillations observed in Tore-Supra).
Moreover, the condition of nonlinear trapping seems valid for both the resonant en-
ergetic ions and the resonant thermal ions. First, ν∗h, ν
∗
i  1. Secondly, the nonlinear time
scale evolution which could possibly compete with the trapping frequencies ωBi and ωBh
needs to be faster than 10−4s, and we did not observe such very fast time scale evolutions
in our experiments.
These remarks seem to advocate for the use of the nonlinear trapping model, and it may
be tempting to apply the results briefly outlined above. However some caution is necessary
for the study of BAEs:
• The local expansion around JR in Eq. 6.9 may be questionned, because it implies the
disappearing of some geometry, and in particular the complete access to the mode
radial structure.
For energetic ions which resonate with the mode in the BAE MHD region (characterized
by smooth radial gradients), this may not be an issue. For resonant thermal ions, which
mainly resonate in the BAE inertial layer, the equivalent Hamiltonian is proportional to
ρi∂rψ
m
ω (see Eq. 6.18) and strongly varies in the inertial region, to match the smoother
MHD region. In particular, if a radial component of the perturbed hamiltonian needs
to be kept, a coupling of several dimensions occurs: the problem can not be reduced
to 2 dimensions only.
Note that a response to this argument could be that a smoother structure can be
expected for the mode in the nonlinear regime (either due to MHD nonlinearities or
resonant flattening...) than the one described in chapter 4. Such argument may be
relevant, but it does not allow a direct application of the above theory.
• We claimed the validity of nonlinear trapping based on the remark that Tore-Supra
experiments did not display fast dynamics, such as fast sweeping.
However, some other regimes could be possible where the nonlinear distortion of the
energetic particle drive is so strong that sweeping occurs on time scales of the order of
the bounce frequency, as claimed in Ref. [63].
• So far, the kinetic nonlinear saturation of Alfve´n gap modes has been mainly studied
using a fixed damping γd, such that saturation occurs due to the reduction of the
kinetic resonant drive only. For BAEs, which are both damped and driven via resonant
processes, it may be interesting to determine the effects of a simultaneous nonlinear
evolution of drive and damping.
• Finally, it has to be noted that most of the current results concerning the nonlinear
saturation of modes driven by fast particles, have been derived in the perturbative
framework, described in 6.1. It is in particular true for the different saturation regimes
outlined at the end of subsection 6.2.1, though some efforts are currently done to avoid
this approximation [127].
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This perturbative framework gives sense to the artificial separation between the main
bulk of the thermal ions made in Eq. 6.6, and the assumed small group of resonant
damping thermal ions (thought to be negligible for the mode linear structure). How-
ever, should the validity of this framework break, new regimes could be found and
a strong impact on the BAE structure may be expected because of the possibility of
resonance with thermal ions.
In the next two sections, we attempt to provide some response to the last two points.
6.3 Effects of a self-consistent nonlinear damping
6.3.1 Motivation: the possibility of subcritical behaviors
The most simple resonant saturation mechanism described by the nonlinear trapping theory
with a fixed damping γd, relies on the idea that the linear drive is nonlinearly subject to a
reduction:
γl → c0ν∗l γl with c0 a multiplying factor of order 1, (6.26)
where ν∗l < 1 is a decreasing function of the mode amplitude. We indicated in subsection
6.2.1 that ν∗l could be calculated as a function of the driving species bounce frequency ωBl
(l is used here to refer to the driving species) which can be seen as a measure of the mode
amplitude, ωBl =
√
Clhl.
Hence, above the linear threshold γl > γd, saturation can occur for the amplitude ωBl
verifying c0ν∗l (ωBl)γl = γd.
If damping is no longer taken fixed, but assumed to result from a resonant process as
well, we may wonder if a similar reduction factor ν∗d also applies for the damping, and if, in
this case, saturation is still possible.
The existence of these nonlinear reduction factors rises in particular the question of the
possibility of subcritical modes. Indeed, if ν∗l > ν
∗
d , one may question the existence of
linearly stable modes γl < γd which become unstable nonlinearly, ie: ν∗l γl > ν
∗
dγd, because
of the nonlinear reduction of the damping rate.
If such subcritical modes exist and correspond to the explanation given above, they
should be considered an issue for the stability of BAEs. Indeed, our rough computation of
the reduction factors corresponding to ion Landau damping and hot ion drive (in subsection
6.2.2) returned
ν∗d = ν
∗
i ∼ ν∗h = ν∗l (6.27)
which suggests that subcritical behaviors could be relevant to experimental conditions for
some particular range of parameters.
In the following, we verify the possibility of a subcritical activity using a simple elec-
trostatic 2D numerical model, and compare the behavior of these modes with the idea of
distinct reduction factors developed above. Our focus will be on the behavior of subcritical
modes with a well defined frequency, characterized by a ”simple saturation”. Such modes
will be referred to as metastable modes, and may be relevant to Tore-Supra experiments.
As will be obvious from the simulations to be presented, subcritical regimes characterized
by a sweeping/chirping oscillation frequency also exist. They will be studied in a different
PhD work.
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6.3.2 Model
The Bump On Tail (BOT) problem and its analogy to the BAE problem
In order to get some insight into the simultaneous nonlinear evolution of two competing
resonant phenomena, we make use of a simple variation of the traditional electrostatic 2D
Bump-on-Tail (BOT) problem [50], to which we add a self-consistent resonant
damping.
The 2D electrostatic BOT problem is a model for an electroneutral plasma, where an
electron population characterized by an equilibrium small bump in velocity space (see the red
curve in Fig. 6.3) is computed using the 2D Boltzmann equation, whereas the ion population
is considered fixed. In such plasmas, waves oscillating at the electron plasma frequency
ωpe =
√
nee2/(me0), (6.28)
the so-called Langmuir waves can develop, and the velocity bump can provide a linear res-
onant drive for them if resonance occurs in the positive slope of the bump. In order to
model the competition of two resonant mechanisms, we take advantage of a similar model
with a population presenting a bump on tail (F1), and add a second species (F2) to this
picture, intended to present a negative slope at the localization of resonance in order to
provide damping (the blue curve in Fig. 6.3). The idea is to substitute the BAE problem by
a simpler 2D problem, with the correspondence
BAE → Langmuir wave
Energetic particles → Bump of the first population
Damping thermal ions → Second populationBump of first population.
(6.29)
More precisely, we make use of two populations of particles of distribution functions F1
and F2 modelled using 2D Boltzmann equations with simple Krook collision operator, and
related using Poisson equation for the computation of the electrostatic field:
∂tF1 + v∂xF1 + (e1E/m1) ∂vF1 = −ν1(F1 − F1(0)),
∂tF2 + v∂xF2 + (e2E/m2) ∂vF2 = −ν2(F2 − F2(0)),
−∂xE = (1/0)
∫
dv [e1(F1 − F1(0)) + e2(F2 − F2(0))],
(6.30)
and we assume the first population to present a bump F1(0).
Why is this reduced 2D problem relevant to the BAE problem? Under the approximation
of the nonlinear trapping theory developed above, we know that the BAE model can be
reduced to a 2D Boltzmann equation for each of the two resonant species involved. Next,
their contribution to the wave can be taken into account using an energylike equation, which
is nothing but an expression of Maxwell equation. Hence, the problem presented above makes
sense for the BAEs as well (even if the two resonant processes at stake do not take place
in the same phase-space direction), as long as no interaction between the two populations
involved is needed outside of Maxwell equations (for example, collisions between the two
populations). The Hamiltonian curvature, Cs = k2/ms in the electrostatic problem (for a
wave number k and a species s), simply needs to be replaced by the BAE relevant curvatures,
and the Krook collision frequency by the relevant dissipative processes νeff given earlier in
subsection 6.2.2.
A weaker feature of this model is that we chose to fully separate the damping mechanism
from the bulk (in order to recover the traditional features of the fixed γd model), whereas
the thermal ions are the damping species in the case of BAEs. In a perturbative approach
(where the resonant thermal ions are not assumed to contribute significantly to the wave
structure itself) however, such a separation makes some sense.
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Numerical implementation
The model 6.30 was implemented using the CALVi plateform developed by the INRIA-
Calvi Team, which gathers several pre-compiled Fortran routines behind a Python interface,
designed to offer multiple schemes to solve the 2D Vlasov equation [133].
Simarly as in Ref. [132], we can notice that taking some reference quantities n0, T0, e0,m0
(T0 a temperature of the order of the bulk plasma, n0 a density of the order of the bulk
density, m0 = m1, e0 = e1) and using the normalized variables
x → (x/λD0) , t → ωp0t , v → v/V0
Fi → (V0/N0)Fi , ns → ns/N0 , ωps → ωps/ωp0
E → √0/(N0T0) E , ν1 → ν1/ωp0 (6.31)
with λD0 =
√
0T0/(n0e20), V0 =
√
T0/m0, ωp0 =
√
n0e20/(m00) (6.32)
(some reference Debye length, thermal velocity and plasma frequency),
the BOT problem can be rewritten with typical quantities of the order of 1. Such normal-
izations were used in the code and in the results displayed below.
Finally, the implemented model is the following
∂tF1 + v∂xF1 + E∂vF1 = −ν1(F1 − F1(0)) (6.33)
∂tF2 + v∂xF2 +
[
e2
e1
] [
m1
m2
]
E∂vF2 = −ν2(F2 − F2(0)) (6.34)
−∂xE =
∫
dv(F1 − F1(0)) +
e2
e1
∫
dv(F2 − F2(0)) (6.35)
with equilibrium distribution functions of the form
with F1(0)(v) =
nb√
2pivtb
exp
[
−1
2
(
v
vtb
)2]
+
nl√
2pivtl
exp
[
−1
2
(
v − v0
vtl
)2]
(6.36)
F2(0)(v) =
nd√
2pivtd
exp
[
−1
2
(
v
vtd
)2]
(6.37)
and the possibility to enforce an initial perturbation of the first species, of amplitude α and
wave number k
F1(x, v, t = 0) = F1(0)(v)(1 + α cos(kx)). (6.38)
Noticing that the problem could in fact be devided into three species, the bulk b, the
driving species l and the damping d species, the alternate notation νb = νl = ν1, νd = ν2
ed/el = e2/e1, md/ml = m2/m1, is used from now on.
The adiabatic/perturbative approximation
In order to allow for some analytic comparisons of the simulated results with the ideas
developed in subsection 6.3.1, a simple perturbative approach is used in the following,
and the bulk plasma is taken to be fully adiabatic in order to avoid any ambiguity on
the species responsible for the mode damping. More precisely, we take nb  nl ∼ nd,
and kvtb  ωpb, where ωpb is the normalized plasma frequency of the bulk species. Such
approximations are illustrated in Fig. 6.3 and allow for a non-ambiguous definition of the
linear drive γL and damping γd.
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Figure 6.3: Shape of the equilibrium distribution functions, for typical parameters of the simulations.
More precisely, the fixed parameters of q. 6.43 are used with nd = 0.03.
As an addition, we consider limited dissipations νb = νl  ωbp, (k∂vFl(0)/Fl(0))−1 νd 
(k∂vFd(0)/Fd(0))−1.
The calculation of the particle linear responses from the linear expansion of Boltzmann
equations 6.33, 6.34 for perturbation of frequency ω and wave number k, and their intro-
duction in Poisson equation 6.35 is a tractable problem which returns the general dispersion
relation
−k2 =
∑
s=b,l,d
ω2ps
v2ts
(
1 +
ω + iνs − δs=l kv0√
2 kvts
)
Z
(
ω + iνs − δs=lkv0√
2 kvts
)
. (6.39)
where Z is the plasma dispersion function, also called the Fried Et Conte function and
already defined before Eq. 5.11.
In general however, it is not possible to define independently the linear drive γl and the
linear damping γd, because the addition/removal of a non-perturbative species can signifi-
cantly modify the oscillation frequency, and hence of the localization and rate of resonant
energy transfers. In the perturbative adiabatic framework, this is possible. When the bulk
density dominates, the dispersion relation is almost real. At the lower order, the adiabatic
approximation ω  kvtb associated to the limited dissipation returns:
ω2 = ω2pb. (6.40)
To the next order, the bump is clearly found to induce a drive, and the second species a
damping. Assessing the first order modification of γ implied by the introduction of these
two species, it comes
γl =
−1
2
ωpb
k2
(
ω2pl
v2tl
)(
1 +
ωpb − kv0√
2kvtl
)
ImZ
(
ωpb − kv0√
2kvtl
)
(6.41)
γd =
−1
2
ωpb
k2
(
ω2pd
v2td
)(
1 +
ωpb√
2kvtd
)
ImZ
(
ωpb√
2kvtd
)
. (6.42)
Fixed and free parameters
The aim of the subsequent analysis is to study the stability of the BOT problem. For
that purpose, several stability diagrams are possible. In order to recover the features of the
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BOT problem with a fixed damping, we choose to vary parameters which are already present
there and are known to be crucial for stability as well as for the determination of the relevant
saturation regime [55]: the collisionality of the first species ν1 and the damping rate
γd ∝ ω2pd ∝ nd. An advantage of such stability diagrams is that they were already produced
for the BOT with a fixed damping in Refs. [132, 134].
Consequently, in all the following simulations, we keep fixed:
-the wave number, k = 0.3
-the equilibrium distribution function F1(0), nb = 1.0, vtb = 0.3, nl = 0.03,
vtl = 1.0, v0 = 4.5
-and some parameters of the damping species, vtd = 2.5, ed/el = 1.0.
(6.43)
Stability diagrams are ploted varying νb = νl and nd ∝ γd, whereas the mass ratio
md/ml and the collisionality of the damping species νd, which are both involved in the non-
linear dynamics (as will be clear in Eq. 6.44), are changed from one stability diagram to
another. Finally, to validate the metastable character of the found mode, the amplitude of
the initial perturbation is also varied, and expressed in terms of ωBb in the whole description.
This independent variation of the collisionality, density, and mass may thought to be
somehow artificial (in particular because these quantities are physically related). But it is
justified recalling that the aim of this analysis is not to provide a better understanding of
Langmuir waves, but to catch a piece of physics which may take place in different phase-space
directions. In particular, ν is not simply intended to represent collisions, but any dissipative
process.
6.3.3 Recovering the known saturation regimes of the perturbative non-
linear trapping model with a fixed damping
A first example of such type of diagram is given in Fig. 6.4 corresponding to md/ml = 2.0,
νd = 0.01, ωBb(t = 0) = 0.1. It has been represented along with the linear stability threshold,
numerically derived from the numerical resolution of Eq. 6.39 using the root solver described
in section 5.3.
In this picture, different regimes have been identified, also illustrated in Fig. 6.5.
• Simple saturation regimes correspond to field perturbations characterized by a well
defined oscillation frequency, whose amplitude converges to a fixed value (see Fig. 6.5)
• Damped modes correspond to a decrease of the field amplitude, much below 10% of
the initial amplitude.
• Chaotic regimes refer to behaviors characterized by some indetermination of the
oscillation frequency and associated to bounces of the perturbed field amplitude (see
Fig. 6.5). It includes in particular the existence frequency shifts, associated to the
creation of phase-space structures (as in the spectrogram of Fig. 6.5) [55].
• Intermediate regimes which do not clearly fall into the previous categories have been
distinguished. Most of them present an oscillatory behavior of the field amplitude,
or an excitation-relaxation dynamics. Similar oscillations and excitation-relaxation
phenomena have identified and explained in Refs. [131, 130].
Finally, the model presented here is found to reproduce the same regimes as those pre-
dicted in standard theories of nonlinear trapping with a fixed damping. The stability di-
agram presented in Fig. 6.4 reproduces the same qualitative features of the diagrams of
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Figure 6.4: Stability diagram without metastability,
obtained for the parameters md/ml = 2.0, νd = 0.01,
ωBb(t = 0) = 0.1. Four behaviors are distinguished:
simple saturations (red dots), chaotic regimes (pink tri-
angles), damped modes (blue crosses), and intermediate
oscillatory behaviors (black squares).
Figure 6.5: Some examples of nonlinear satura-
tion regimes, extracted from the stability diagram
Fig. 6.4. First, the field amplitude (expressed in
terms of ωBb) has been represented, correspond-
ing to three different types of saturation regimes:
simple saturation, chaotic behavior, or relaxation-
excitation dynamics. Next, a spectrogram of the
field signal is represented showing the existence of
frequency sweeping at low collisionality.
Refs. [132, 134], where similar parameters have been used for species 1 (though not a fully adi-
abatic model in Ref. [132], and a collisionality which only applies to the bump in Ref. [134]).
From a stability point of view, modes (/pseudo modes) are mainly found inside the linear
stability region, which seems to advocate for the validity of the linear analysis.
6.3.4 Metastability
The validity of the linear stability analysis breaks down when the characteristic parameters
of the damping species are varied.
Existence of metastable modes
When the collisionality νd or the mass of the damping speciesmd/ml are reduced, some modes
appear outside of the linear stability regions, which can only live if the initial perturbation
is large enough.
An example of such mode found formd/ml = 0.5, νd = 0.005, ω2pd = 0.21, νb = νl = 0.016,
is given in Fig. 6.6, where we represented the time evolution of its amplitude. The local-
Figure 6.6: Time evolution of the amplitude of a metastable mode, for various initial conditions.
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ization of this mode in a stability diagram is given in Fig. 6.7, and clearly shows that it is
localized outside of the stability window. This idea is confirmed by Fig. 6.6. In this figure,
the existence of the mode is seen to depend on the amplitude of the initial perturbation. In
any cases, the amplitude presents an initial decreasing phase, which can be interpreted as a
linear (stable) phase, and possibly grow in a later phase to reach a finite saturation level if
the initial perturbation is large enough. This behavior indicates that the simulated mode is
metastable.
The stability diagram corresponding to md/ml = 0.5, νd = 0.005, ωBb(t = 0) = 0.1, can
be simulated and it is represented in Fig. 6.7. It shows the existence of several modes outside
of the linear stability region. Again, when the initial perturbation amplitude is decreased,
Figure 6.7: Stability diagrams corresponding to md/ml = 0.5, νd = 0.005, for various magnitudes of the
initial perturbation: ωBb(t = 0) = 0.1 in Fig. (a), ωBb(t = 0) = 0.05 in Fig. (b), ωBb(t = 0) = 0.025 in
Fig. (c).
these subcritical modes disappear.
More precisely, we plotted in Fig. 6.7, the curve ωBd(t) = −γ (γ being the linear growth
rate). If the simulated modes are metastable, a condition for their existence is that they reach
the nonlinear regime. In particular, if our intuition of metastability developed in subsection
6.3.1 is correct, the damping species needs to reach the nonlinear regime to survive. A
measure of the necessary time to reach the nonlinear regime is the bounce frequency ωBd
(its inverse gives the necessary time for a particle trajectory to be significanlty modified by
the wave). Hence, in the subcritical region (where γ < 0), the curve ωBd(t) = −γ, gives
some indication of the possibility for a mode to reach the nonlinear regime before being
significanlty damped.
This curve somehow follows the boundary of the metastable region, and confirms the
idea that the observed subcritical activity depends on the possibilty for the damping species
to reach the nonlinear regime.
Note that the runs carried out in this analysis also clearly show the existence of subcritical
chaotic behaviors. However, we will not be considering them in the following.
Interpretation of metastability
Let us now determine if the observation of metastable modes is in agreement with the inter-
pretation given in subsection 6.3.1, that is to say with the idea that it results from different
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nonlinear reduction factors. In the following, the consequences of such an interpretation
are drawn and compared with the results of 6 stability diagrams, obtained using an initial
perturbation ωBb = 0.1, and the 6 possible combinations of the damping species parameters:
νd = 0.001, 0.005, 0.01 and md/ml = 0.5, 2.0.
The reduction factors ν∗l and ν
∗
d (or more precisely 2.0ν
∗
l and 2.0ν
∗
d ) can be easily
calculated for the BOT problem, for which the curvature of the Hamiltonian is equal to
Cs = k2/ms for a species s. Using ωBb as a reference amplitude, it comes
ν∗l =
νl
ωBb
, ν∗d =
νd
ωBb
√
md
ml
=
νl
ωBb
(
νd
νl
√
md
ml
)
. (6.44)
In the framework of the nonlinear trapping theory, the role of the damping species collision-
ality (compared to νl) and of the mass ratio md/ml which were both decreased when moving
from Fig. 6.4 to Fig. 6.7 is clear: their drop leads to a smaller nonlinear reduction factor and
agrees with the idea that metastability results from the nonlinear reduction of damping.
Using the perturbative framework summarized by Eq. 6.6 and the nonlinear trapping
reduction, one could expect
metastability for ν∗l γl > ν
∗
dγd and saturation for ν
∗
l γl = ν
∗
dγd. (6.45)
Unfortunately, because both sides of the latter equality are proportional to 1/ωBb, such
a model does not lead to saturation. This is in contradiction with our simulations which
clearly displayed well defined saturation levels, which could be reproduced under variations
of the initial conditions (see for example the saturation levels of the two metastable modes
in Fig. 6.6). This suggests that some corrections are needed.
The assessment of the reduction factors based on the simulated saturation levels for our
6 sets of parameters (and for both linearly unstable modes and metastable modes) returns
ν∗l ∈ [0, 0.25] and ν∗d ∈ [0, 0.20]. Two remarks follow.
• The computed values of ν∗l , ν∗d show that the use of the nonlinear trapping model is
legimate, but that some large ν∗ effects play a role. In subsection 6.2, we indicated
that for large ν∗ (in particular for a negligible mode amplitude ωBb → 0), the resonant
response almost remained linear (it is the quasilinear response, of ”reduction factor”
1.0). Hence the idea to fit the two regimes to take into account some large-ν∗ effects.
This can be done making an inverse average of the multiplying factors involved in
the nonlinear trapping and quasilinear regimes. In other words, a more reasonable
reduction factor may be
2.0ν∗
1.0 + 2.0ν∗
→ 2.0ν∗ for small ν∗
→ 1.0 for a null amplitude of the mode (6.46)
• In the energy balance Eq. 6.6, the contribution of the background dissipation was
not considered, which is valid if the values of the driving and damping species exceed
any lower background dissipation. Linearly, such an assumption can be reasonable
(γl = 0.12 with our parameters), but this fully breaks down when moving to the
nonlinear regime, where both the drive and damping are multiplied by their reduction
factor ν∗  1.
The effect of the bulk collisions on the energy balance Eq. 6.6 can be calculated in a
simple way, noticing that they simply imply a frequency shit ω → ω + iνb is the BOT
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dispersion relation, compared to the non-collisional case. In other words, writing Lb
the contribution of the bulk, it comes
Lb(ω) = L(0)(ω− iνb) = ∂ωL(0)(ωr0)(ω− iνb − ωr0) = i∂ωL(0)(ωr0)(γ − νb) (6.47)
The background damping is simply given by the dissipation frequency νb.
Finally the two previous remarks suggest a saturation for
2.0νl
ωBl + 2.0νl
γl =
2.0νd
ωBd + 2.0νd
γd + νb or again, (6.48)
0.25∗νbω2Bb−0.5
(
νl(−νb + γl) + νd
√
md/ml(−νb − γd))
)
ωBb−νlνd(−νb+γl−γd) = 0 (6.49)
If this model is valid, the existence of saturated modes depends on the existence of positive
roots for the mode amplitude ωBb. The present equation is a second order equation, and
we can notice that the product of its two roots is directly related to the condition for linear
stability, whereas the sum of them is the same as the criterion given in Eq. 6.45 (modulo the
corrections resulting from the introduction of bulk dissipation).
It follows that linearly unstable modes can allways reach saturation. The situa-
tion is different in the subcritical region of course. But metastability is possible. When
solutions exists, they are (both) positive if the generalized version of Eq. 6.45 is
verified
νl(−νb + γl) > νd
√
md/ml(−νb − γd)) (6.50)
In this case however, only one of the two roots is stable, as illustrated in Fig. 6.8, where
we represented the nonlinear driving rate and the dissipation rate as a function of the mode
amplitude. The latter stable roots are represented in Fig. 6.9 (when they exist).
Figure 6.8: Illustration of the different situations
offered by the proposed nonlinear model, which may
lead to a saturation.
Figure 6.9: Stable saturation level predicted by the
proposed nonlinear model, for the stability diagram of
parameters md/ml = 0.5, νd = 0.01.
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Figure 6.10: Stability diagram without metasta-
bility, obtained for the parameters md/ml = 0.5,
νd = 0.01, ωBb(t = 0) = 0.1.
Figure 6.11: Stability diagram without metasta-
bility, obtained for the parameters md/ml = 0.5,
νd = 0.005, ωBb(t = 0) = 0.1.
Figure 6.12: Simulated nonlinear saturation levels compared to prediction, for linearly unstable and
metastable modes.
Model verification
In the next three plots, the existence criteria (Figs. 6.10) and saturation levels (6.12 where
our 6 sets of parameters are represented) derived from Eq. 6.49 are compared with the
simulations.
A clear agreement appears, which confirms the possibility and relevance of metastability,
due to kinetic nonlinear saturation. In particular, this study confirms that dissipative effects
become particularly important in nonlinear regimes, even when they are negligible in a linear
analysis.
Because of the order of magnitudes computed in subsection 6.2.2, metastability via kinetic
resonant saturation should be seen as a serious candidate for the existence of subcritical
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activity.
6.4 Breaking of the condition perturbative-adiabatic approach...
towards a BAE relevant description
In this section, we simply want to make a few concluding comments on the perturbative-
adiabatic approach, a lot used in past theories (which we also used in this thesis...), starting
from a BAE relevant non-adiabatic run, with:
A non-perturbative bump, with nl = 0.15, vtl = 1.0
A non adiabatic species - damping species, with md/ml = 0.5, nd = 1.0,
vtd = 1.2 = ωpd/k, νd = 0.01.
(6.51)
and the initial condition ωBd(t = 0) = 0.14. In particular, the bulk is not adiabatic
ωpd/kvtd = 2.7(∼
√
7/2 + 2).
In this figure, various cases corresponding to different values of the bump collisionality
are represented. The time evolution of the mode amplitude is shown as well as the frequency
spectrum for some of these cases, where the blue lines represent the frequency ωpb = ωpd.
Figure 6.13: Some nonlinear states obtained from a non-adiabatic model for the bulk plasma, and for
different values of the driving species collisionality.
What this set of figures shows is that moving to the non perturbative/non-adiabatic case
may lead to very different saturation regimes, as the one described above, and traditionally
considered in theory/experiment comparisons. The oscillatory regimes shown in these figures
are different and topologically separated from the chirping or chaotic structures mentionned
earlier. They seem to correspond to a cycle between two stable solutions.
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A second point is that nonlinear saturation may not be such a smooth, stabilizing pro-
cess, as suggested by the current the nonlinear trapping theory presented here. In this case,
sweeping is clearly associated to a growth.
A lot remains to be understood by the author of the present manuscript. But our aim is
definitely to go further in this direction. This was simply to finish with nice pictures...
6.5 Summary
In this chapter, we analyzed some difficulties related to the nonlinear description of en-
ergetic particles with the attempt to catch their relevance for Beta Alfve´n Eigenmodes, and
we analyzed one particular problem in details: the possible existence of metastable modes due
to resonant saturation.
• We found that the time scales involved in the modes observed in Tore-Supra were con-
sistent with the approximations of the nonlinear trapping theory.
• We raised the question of a possible nonlinear modification of stability, and sug-
gested one process leading to metastable modes: the possibility for the driving and
damping mechanisms at stake, to saturate at different levels, because kinetic resonant
nonlinearities.
• We developed a 2-D model (based on pre-compiled routines), catching the kinetic fea-
tures of the wave-particle interaction, to check the proposed idea of metastability. Sim-
ulations confirmed the proposed mechanism, both qualitatively and quan-
titatively.
• Again, the analysis puts forward the necessity to avoid the perturbative treatment of
energetic particles.
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Conclusion
One of the major scientific goals for ITER is to reach and explore the burning plasma
regime, in which significant amounts of energy are generated by the DT fusion reactions.
Such a regime is characterized by a large population of fusion-produced alpha particles, born
with a largely suprathermal energy, 3.5 MeV. As a consequence of their interaction with the
plasma, such energetic particles may not only be redistributed and lost, they can also endan-
ger the whole plasma stability and impact on turbulence and plasma confinement properties.
In this thesis, we studied one type of interaction which can take place between energetic
particles and the main plasma: the destabilization of a meso-scale acoustic mode by
energetic particles, the Beta Alfve´n Eigenmode (BAE). For this, we made use of
a framework which applies more generally to a large class of energetic particle phenomena,
with an effort to keep the presentation general whenever the particular physics of BAEs was
not involved.
The first part of the work was devoted to the building of the latter framework, a varia-
tional gyrokinetic framework, based on previous formulations [68]. The effort done here was
to define the physical meaning of the instabilities such dispersion relation can display, offer a
clean and compact formulation of the gyrokinetic equation relevant for both geometric and
particle variables and appropriate for the modelling of resonant behaviors, and finally draw
the link between well-established formulations used in this field: a traditional set of gyroki-
netic equations used for the study of shear Alfve´n waves, and the Magneto-HydroDynamic
formalism. Finally, the applicability of such a variational framework to nonlinear kinetic
regimes was assessed.
The second part was devoted to the characterization of BAEs, with two goals. A first goal
was to determine the eigenmode properties which can be of interest in the destabilization of
the mode. For this, we proposed a derivation of the BAE dispersion relation using a Fourier
decomposition, and limited to a perturbative computation of transit effects, which could
recover previous derivations, conducted in the so-called ballooning representation. We also
calculated the BAE structure explicitely. A second goal was to distinguish BAEs from other
modes belonging to the acoustic frequency range, and we showed in particular what were
the similarities and differences between BAEs and the so-called Geodesic Acoustic Modes, in
the light of our derivation. This analysis allowed us to identify Tore-Supra modes as BAEs.
Finally, we entered the core of the analysis in a third part, that is the problem of the
destabilization of BAEs by a population of energetic particles. Such a problem can be
seen as a competition between the mode thermal damping, called Landau damping, and
the drive by energetic particles making necessary the determination of a threshold for BAE
destabilization. We first started such a determination with a perturbative linear analysis
designed to offer an intuitive understanding of the experimental tunable parameters at stake
in the threshold, and we compared this analysis with experiments carried out in the Tore-
Supra tokamak. The latter comparison displayed qualitative and quantitative agreement,
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allowing to build some confidence in the mechanisms at stake in the BAE destabilization
as well as the on the rough role of global macroscopic parameters involved. We could also
provide some explanation for more detailed behaviors such as an obvious role of the shear in
the destabilization. However, some caution is needed for the latter interpretations because
of two aspects: the use of a perturbative approach and the apparition of a set of phenomena
which cannot fit our framework, such as the frequency upshift of the BAE frequency during
the course of a sawtooth period or the harder observations of BAEs at low magnetic field.
Among other interpretations, the mismatch between linear theory and experiments could
be associated with a nonlinear modification of stability. In the thesis, we proposed one sce-
nario, appropriate for BAEs, which makes possible the existence of metastable modes and
we verified it numerically.
Though it can provide some intuitive, tractable understanding of the physics at stake,
the most questionable feature of the thesis is the use of the perturbative approach.
In the near future, we would like to improve the linear model used in the thesis to include
diamagnetic effects [124] as well as a non-perturbative treatment of Landau damping based on
Ref. [41], to make a test of the relative role of each component for Tore-Supra parameters, and
provide some explanations for the shift between the BAE basic formula and the experiments.
Another point which needs to be addressed, is the reason for the stable frequency behavior
of BAEs in Tore-Supra, compared to other tokamak devices characterized by frequency
sweeping [95], which is not fully clarified at the moment. Following the nonlinear sweeping
model predicted in Ref. [55], phase-space structures associated frequency chirping occurs for
negligible dissipative phenomena, and the Tore-Supra shots we conducted are indeed highly
collisional. However, there may exist other situations leading to frequency sweeping. Some
more analysis needs to be made for this issue.
Finally, the investigation of a nonlinear modification of stability displayed interesting and
conclusive results, which could be relevant in tokamak conditions. Again, a non-pertubative
treatment may be more realistic and could lead not only to a nonlinear modification of the
amplitude of the driving and damping mechanisms at stake, but also to a strong modification
of the mode structure itself. Also, such nonlinear effects need an experimental investigation.
On a broader scale, we can note that recent research in the field of energetic particles has
definitely fallen into nonlinear studies, which are necessary for the computation of energetic
particle losses. It may be important to fit in a consistant picture the different regimes
considered for the nonlinear evolution: the so-called MHD nonlinearities and kinetic resonant
nonlinearities, low scale and large scale chirping regimes possibly associated to a wave growth,
and to add some effects of geometry, which are often overlooked.
Ideally, such studies should go in the direction of a control of the unwanted phenomena
related to fast particles.
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A
Notions of Hamiltonian mechanics
We recall in this section some fundamentals of hamiltonian mechanics necessary for our
subsequent derivation of the gyrokinetic equation. Those are largely described in the review
paper by Brizard et al.[10].
A.1 Hamilton’s equations in general coordinates
The motion of a single charged particle in an electromagnetic field can be described using
the differential one-form particle Lagrangian:
Γˆ(x,p) = p · dx− Hˆdt (A.1)
where (x,p) = (x,mv + eA) are the particle canonical coordinates in 6 dimensional phase-
space, Hˆ is the electromagnetic hamiltonian Hˆ = |p−eA|2/2m+eφ, and d denotes an exterior
derivative. (Contrary to Brizard et al.[10], we simply use the usual 6 dimensional phase-space,
more practical for our subsequent derivations.) More generally, we can use an arbitrary 6
dimensional phase-space system of indepedent coordinates Z = (Za)a=1...6 associated with a
Lagrangian of the form Γ(Z, t) = Γ(Z, t) · dZ −H(Z, t)dt verifying Γ(Z, t) = Γˆ(x,p) + dS,
with S a scalar field depending on phase space coordinates and time.
Hamilton’s principle asserts that the dynamically allowed paths in a time interval
[t1, t2] with given initial and final conditions are stationary points of the action integral
A = ∫ t2t1 Γ for the class of phase space paths, ie δA = 0, where :
δA = δ
∫ t2
t1
(
Γ · dZ
dt
−H
)
dt =
∫ t2
t1
(
∂Γb
∂Za
· dZ
b
dt
δZa + Γa
dδZa
dt
− ∂H
∂Za
δZa
)
dt (A.2)
Integrating Eq. A.2 by parts and using the invariance of the initial and final conditions
(δZa = 0 at the end points), we get:
δA =
∫ t2
t1
(
ωab
dZb
dt
− ∂Γa
∂t
− ∂H
∂Za
)
δZa (A.3)
where the ωab’s are defined as:
ωab =
∂Γb
∂Za
− ∂Γa
∂Zb
, a, b = 1...6 (A.4)
and correspond to the matrix coefficients of the two-form ω = d (Γ(Z, t) · dZ). And finally,
δA = 0 returns [12]:
ωab
dZb
dt
=
∂H
∂Za
+
∂Γa
∂t
(A.5)
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For regular Lagrangian systems, ω is invertible with inverse J ≡ ω−1, and equations A.5 can
be rewritten in the following form, known as Hamilton’s equations:
dZa
dt
= Jab
(
∂H
∂Zb
+
∂Γb
∂t
)
= [Za, H] + [Za, Zb]
∂Γb
∂t
(A.6)
where Poisson brackets are defined by the relations:
[f, g] =
∂f
∂Za
[Za, Zb]
∂g
∂Zb
(A.7)
[Za, Zb] = Jab(Z) (A.8)
A.2 Hamiltonian formulation of the Vlasov equation
Based on an averaging of the individual particles behaviors, the Vlasov equation suggests
a description of the collective behavior of a dense set of charged particles, which states that
the full time derivative of the particles phase-space distribution function F cancels. Its
Hamiltonian formulation reads:
dF
dt
=
∂F
∂t
+
∂F
∂Za
dZa
dt
=
∂F
∂t
− [H,F ]− ∂Γ
∂t
· [Z, F ] (A.9)
A.3 Coordinate Transformations
Coordinate transformations are appropriate means to simplify the six dimensional Vlasov
equation. Gyrokinetic theory in particular, is based on their use.
Let’s consider a time-dependent coordinate transformation Z to Z¯ = Z¯(Z, t). Under such
a coordinate transformation, both the expressions of the phase-space distribution function
and of the particle Lagrangian are modified. Of course, the new distribution function F¯ has
to verify F¯ (Z¯, t) = F (Z, t) to describe the same population of particles. As for the particle
Lagrangian, one more degree of freedom is offered by the variational form of Hamilton’s
principle, and the physics of the charged particle motion is simply conserved if the new
Lagrangian verifies a gauge transformation [12], ie: Γ¯(Z¯, t) = Γ(Z, t) + dS with S a scalar
field depending on phase space coordinates and time. This latter condition relates the
hamiltonians and the so-called symplectic components of the Lagrangian Γ = (Γa)a=1...6 of
the two coordinate systems, and it shows the conservation of Poisson brackets in a coordinate
transformation. Indeed, Γ¯ · dZ¯− H¯dt = Γ · dZ−Hdt+ dG implies:
Γ¯a(Z¯, t) = Γb(Z, t)
∂Zb
∂Z¯a
+
∂G
∂Z¯a
(A.10)
H¯(Z¯, t) = H(Z, t) + Γa
∂Za
∂t
+
∂G
∂t
(A.11)
and hence:
ω¯ab =
∂Γ¯b
∂Z¯a
− ∂Γ¯a
∂Z¯b
=
∂Zc
∂Z¯a
(
∂Γd
∂Zc
− ∂Γc
∂Zd
)
∂Zd
∂Z¯b
=
∂Zc
∂Z¯a
ωcd
∂Zd
∂Z¯b
(A.12)
which can be inverted to yield:
[¯f, g¯] =
∂f
∂Z¯a
J¯ab
∂g
∂Z¯b
=
∂f
∂Z¯a
∂Z¯a
∂Zc
Jcd
∂Z¯b
∂Zd
∂g
∂Z¯b
= [f, g], for anyf and g (A.13)
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For perturbative treatments ot the Vlasov equation, a particular class of coordinate
transformations is used, the class of Lie near-identity transformations, defined as:
Tδ : Z −→ Z¯ = exp
( ∞∑
1
Gn · d
)
Z (A.14)
where the Gn(Z, t)’s, or generator vector fields of the transformation, verify Gn = O(δn), and
δ << 1 is a dimensionless ordering parameter. Under such a transformation, the conservation
of the values taken by a given scalar function f, ie : f¯(Z¯, t) = f(Z, t), or by a given 1-form
Γ, ie Γ¯(Z¯, t) = Γ(Z, t), fully defines the new functions f¯ and Γ¯ which can be expressed
using a so-called push-forward operator T−1δ (the inverse operator of the so-called pull-back
operator Tδ): T−1δ : f −→ f¯ , T−1δ : Γ −→ Γ¯. For near-identity transformations, Lie-transform
perturbation theory shows that [10]:
T±1δ = exp
(
±
∞∑
1
Ln
)
(A.15)
where Ln is a Lie derivative:
Lnf ≡ Gn · df = Gan
∂f
∂Za
for a scalar function f (A.16)
LnΓ ≡ Gn · dΓ + d(Gn · Γ) =
[
Gan(
∂Γb
∂Za
− ∂Γa
∂Zb
) +
∂ GanΓa
∂Zb
]
dZb for a 1−form Γ(A.17)
Note that in the latter equation Eq. A.17, we simply wrote : Γ = ΓadZa (without separating
the symplectic components Γ · dZ and the hamiltonian part −Hdt). Hence, a and b should
be taken from 1 to 7 to describe the 7-dimensional space: (Za=1...6, Z7 = t). This equation
makes sense if we use: G7n = 0, Γ7 = −H,Γa=1...6 = Γa=1...6.
Identity A.15 simply results from the development of the expressions f¯(Z¯, t) = f(Z, t) and
Γ¯(Z¯, t) = Γ(Z, t). To the first order in δ (of interest to us in this paper), it is easily shown:
f¯(Z¯, t) = f(Z¯−G1, t) = f(Z¯)−G1 · ∇f = f(Z¯)−G1 · df (A.18)
Γ¯(Z¯, t) = Γ(Z¯−G1, t)d(Z¯−G1) = Γ(Z¯)−
(
Ga1
∂Γb
∂Za
+ Γa
∂Ga1
∂Zb
)
dZb (A.19)
Let’s now see the benefit of such a transformation for perturbative analysis. Assume a
first order perturbation of an initial state Γ = Γ0 + Γ1 (Γ1 = O(δ)). Such a perturbation
modifies the charged particle equations of motion, and may have an impact on both the
Poisson bracket structure given by ω = ω0 + ω1, and the Hamiltonian H = H0 + H1.
Hence, it may be desirable to use a near-identity coordinate transformation to simplify the
new equations of motion. As explained before, the transformed Lagrangian has to verify
Γ¯(Z¯, t) = Γ(Z, t) + dS, or Γ¯ = T−1δ Γ + dS. If we apply identity Eq. A.15 and separate the
hamiltonian part of the Lagrangian (so that Z now lives in the 6 dimensional phase-space),
the first order order of this equality reads:
Γ¯1 · dZ− H¯1dt = Γ1 · dZ−H1dt−G1 · ω0 +
(
G1 · dH0 + G1 · ∂Γ0
∂t
)
dt+ dS1 (A.20)
where we included in S1 both the first order of S and the field G1 · Γ resulting from the
application of the Lie derivative Eq. A.17. The components of this equation may be separated
to give:
Ga1 = [S1, Z
a]0 + (Γ1b − Γ¯1b)Jba0 (A.21)
149
APPENDIX A. NOTIONS OF HAMILTONIAN MECHANICS
and:
H¯1 = H1 −G1 · dH0 −G1 · ∂Γ0
∂t
− ∂S1
∂t
= H1 − [S1, H0]− [S1,Z] · ∂Γ
∂t
− (Γa1 − Γ¯a1)
(
[Za, H0] + [Za,Z] · ∂Γ
∂t
)
− ∂S1
∂t
= H1 − (Γ1 − Γ¯1) · d0Z
dt
− d0 S1
dt
(A.22)
where d0/dt is the full time derivative along the unperturbed particle trajectory. Then, two
degrees of freedom clearly appear in the transformation: the choice of G1 and the choice of
S1, which allow to fix both the new Poisson bracket structure derived from Γ¯1 using Eq. A.21,
and the new Hamiltonian H¯1 using Eq. A.22.
In modern Gyrokinetic theory, near-identity transformations are used to simplify the
Poisson bracket structure and to remove the fast gyromotion of the particle from the new
Hamiltonian. Hence, a new particle trajectory or “gyrocenter” trajectory, which is indepen-
dent from the fast gyromotion, is determined, whereas the complexity of the fast gyromotion
gets fully included in the coordinate transformation itself.
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Charged particle motion
B.1 Derivation of action-angle variables
We derive in the following section the system of action-angle variables used in the thesis,
starting from the guiding-center coordinates defined in Ref. [12]. For this, we will make a
large use of the Hamiltonian formulas recalled in Eq. 2.24, and use similar procedure and
arguments as can be found in Refs. [13, 14].
We start from the the guiding-center Lagrangian given by Littlejohn [12] presented in
the thesis core 2.26,
Γgc(Z) = (eA(0)(X)+mv‖b(0)) ·dX+
m
e
µdγ−
(
1
2
mv2‖ + µB(0)(X) + eφ(0)(X)
)
dt (B.1)
To make use of the configuration todoidal and poloidal periodicities, it is appropriate to
write the fields using their covariant representation. Noticing from Eq. 2.2 that B(0) =
∇Ψ×∇ϕ+∇Φ×∇θ, it directly comes a convenient choice for the vector potential A(0)
A(0) = Ψ∇ϕ+ Φ∇θ. (B.2)
Next, we use Eq. 2.7 to write the magnetic field covariant representation
B(0) = BΨ∇Ψ +Bθ∇θ + I(Ψ)∇ϕ. (B.3)
The Lagrangian becomes
Γgc(Z) =
(
mv‖
B(0)
Bθ + eΦ
)
dθ+
(
eΨ +
mv‖
B(0)
I
)
dϕ+
m
e
µdγ +
mv‖
B(0)
BΨdΨ−Hgcdt (B.4)
In order to display a canonical system of variables, we need to remove one coordinate.
Noticing that a change of coordinate X→ X+X′ leads to additional terms in the Lagrangian
Γ→ Γ + A(0) · dX′ + (mv‖/B(0))B(0) · dX′ the Ψ-dependence is found to disappear with
- the second order in ρ∗ change of coordinates: dX′ = − BΨ
B2
(0)
B(0)dΨ
- a choice of a Gauge for A(0)such that: A(0) ·B(0) = 0
(B.5)
Finally the Lagrangian is expressed in a system of canonical coordinates (γ, θ, ϕ, Pγ , Pθ, Pϕ)
Γ = Pθdθ + Pϕdϕ+
m
e
µdγ −H(0)dt, (B.6)
with
Pγ =
m
e
µ (B.7)
Pθ =
mv‖
B(0)
Bθ + eΦ (B.8)
Pϕ = eΨ +
mv‖
B(0)
I(Ψ). (B.9)
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Here, Pγ is directly associated to the traditional adiabatic invariant µ, and Pϕ, P˙ϕ =
∂ϕH(0) is clearly an exact motion invariant associated with axisymmetry (at equilibrium).
A priori, Pθ has no reason to be an invariant and we need additional work to display a set
of action-angle variables. Noticing that H(0)(θ, Pγ , Pθ, Pϕ), where H(0) is an invariant at
equilibrium, we can rewrite Pθ = Pθ(θ,H(0), Pγ , Pϕ), and we can cancel the θ-dependence
using a θ-averaging, at constant invariants, ie: along a particle trajectory. For this, we define
J2 =
∮
dθ
2pi
Pθ(θ,H(0), Pγ , Pϕ) (B.10)
which is an invariant by definition.
Let us now show that J2 can be used as invariant in a set of action-angle variables. The
clean way to proceed is to use a coordinate transformation, as described in Eq. 2.24. We
make the transformation (γ, θ, ϕ, Pγ , Pθ, Pϕ) → (α1, α2, α3, J1, J2, J3), using the following
transformation generating function
G(γ, θ, ϕ, J1, J2, J3) = γJ1 + ϕJ3 +
∫ θ
0
dθ′Pθ(θ′, J1, J2, J3). (B.11)
Such generating function implies the following requirements for the new coordinates
Pγ = ∂γG = J1; Pθ = ∂θG = Pθ; Pϕ = ∂ϕG = J3 (B.12)
α = ∂JG = (γ, 0, ϕ) +
∫ θ
0
dθ′ ∂JPθ(θ′, J1, J2, J3). (B.13)
Hence, we obtain a set of canonical variables characterized by three motion invariants, J1,
J2 and J3.
We can be more explicit and derive the physical meaning of the associated angles using
Eq. B.13. For this, let us define the bounce frequency,
1
Ωb
=
∮
dθ
2pi
1
θ˙
=
∮
dθ
2pi
∂Pθ
∂H(0)
|J1,J3 . (B.14)
The derivation of Eq. B.10 according to J2 with the definition Ω2 = ∂J2|J1,J3H(0) directly
shows that Ω2 = Ωb, and it follows from B.13 that
α2 = Ωb
∫ θ
0
dθ′
θ˙′
α3 = ϕ+ ϕˆ (B.15)
where
∮
ϕˆ = 0
Ω3 = Ωb
∮
dθ
2pi
1
θ˙
Ω3 = Ωb
{∮
dθ
2pi
1
θ˙
ϕ˙+ ∂J3
∮
dθ
2pi
Pθ(θ, J1, J2, J3)
}
= Ωb
∮
dθ
2pi
1
θ˙
ϕ˙ (B.16)
(α2,Ω2) and (α3,Ω3) are clearly found to be associated respectively with the bounce and
toroidal drift motion of particles.
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FOR SOME WELL DEFINED GEOMETRIES
∼ Approximate calculation of the bounce and drift motion ∼
Let us be a little bit more explicit on the bounce and drift motion involved, using our
knowledge of the equilibrium particles drifts 1. We know from subsection 2.1.2 that the
motion of a charged particle in the tokamak geometry can be divided into a parallel and
lower order drift motion v = v‖b + vg, such that
Ψ˙ = vg · ∇Ψ (B.17)
θ˙ = v‖b · ∇θ + vg · ∇θ (B.18)
ϕ˙ = v‖qb · ∇θ + vg · ∇ϕ (B.19)
At the lower order, θ˙ is dominated by the parallel velocity and the bounce frequency can be
rewritten
Ω−12 =
∮
dθ
2pi
1
b · ∇θ v‖
. (B.20)
The drift motion remains relevant in the drift frequency. Indeed, noticing
ϕ˙− q(Ψ¯)θ˙ = v‖
B(0)
(q(Ψ)− q(Ψ¯))B(0) · ∇θ + vg · ∇(ϕ− q(Ψ¯)θ)
≈ q′δΨθ˙ + vg · ∇(ϕ− q(Ψ¯)θ)
it comes
Ω3 = Ωb
∮
dθ
2pi
1
θ˙
ϕ˙ = Ωb
∮
dθ
2pi
1
θ˙
(
−q′Ψ˙θ + vg · ∇(ϕ− q(Ψ¯)θ)
)
+ q(Ψ¯)Ωb
∮
dθ
2pi
(B.21)
where the last term in Eq. B.21 cancels for trapped particles in the small radial drift approxi-
mation, such that the particle drift is the main contribution in Ω3. In this study, the particle
radial drift has been neglected and the last term of Eq. B.21 was consequenlty rewritten
q(Ψ¯)Ωbδpassing in Eq. 2.33.
B.2 Expressions of the equilibrium characteristic frequencies for
some well defined geometries
Circular geometry
We now derive the expression of the normalized bounce and drift frequencies, such that
Ω2 = Ωb = ± 1
qR0
√
2E
m
Ω¯b, Ω3 = Ωd + δpassingq(r)Ωb =
q(r)
r
E
eB0R0
Ω¯d + δpassingq(r)Ωb
(B.22)
in a simple circular equilibrium, without Grad-Shafranov shift and in the large aspect ratio.
In such a geometry, b · ∇θ ≈ 1/qR. It directly comes
Ω¯b =
(∮
dθ
2pi
1√
1− λ(1 +  cos θ)
)−1
(B.23)
1Note that these drift should normally be accessed directly from the action-angle formulation, but that
such a formulation of the drifts is much less tractable.
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with λ = µB0/E,  = r/R0. Using κ2 = 2λ/[1− (1−)λ], and keeping only first order effects
in , it follows
Ω¯−1b =
√
2+ (1− )κ2
2
∮
dθ
2pi
1√
1− κ2 sin2(θ/2)
(B.24)
where we recall that by convention, we take for passing particles (κ < 1),
∮
=
∫ 2pi
0 , and for
trapped particles (κ > 1),
∮
=
∫ θ0
−θ0 .
Using the change of variable sinu = κ sin(θ/2) for the trapped particles θ ∈ [−θ0, θ0], the
normalized bounce frequency is given explicitely by the formulas
Ω¯−1b =
√
2+ (1− )κ2
2
2
pi
{
K(κ) for circulating particles
(1/κ)K(1/κ) for trapped particles
. (B.25)
where K(κ) is the firs elliptic integral of the first kind, K(κ) =
∫ pi/2
0
√
1 + κ2cosθ
−1
dθ, for
κ < 1.
Similarly,
Ω¯d = Ω¯b
∮
dθ
2pi
(2− λB)(cos θ + sθ sin θ)√
1− λ(1 +  cos θ) , (B.26)
returns
Ω¯d = Ω¯b
κ2√
2+ (1− )κ2
1√
2
∮
dθ
2pi
cos θ + sθ sin θ√
1− κ2 sin2(θ/2)
(B.27)
=
κ2
2+ (1− )κ2

1 + 2
κ2
(E
K
− 1) + 4s
κ2
E
K
for circulating particles
2E(1/κ)
K(1/κ) − 1 + 4s
[
E(1/κ)
K(1/κ) −
(
1
κ2
− 1)] for trapped particles .(B.28)
where E is the elliptic integral of the second kind, E =
∫ pi/2
0
√
1 + κ2cosθ dθ.
Circular geometry with shift
For the analysis performed in the thesis, we made use of slightly more general expressions
of the bounce and drift frequencies, which we found in Ref. [16] and include the existence of
a Grad-Shafranov shift, characterized by α = −q2R0∂rβ.
Ω¯−1b =
√
2+ (1− )κ2
2
2
pi
{
K(κ) for circulating particles
(1/κ)K(1/κ) for trapped particles
Ω¯d =
κ2
2+ (1− 2)κ2

1 + 2
κ2
(E
K
− 1)− 4α
2κ2
(
2(1− 1
κ2
)− (1− 2
κ2
)E
K
)− α
2q2
+ 4s
κ2
(
E
K
− pi2K
√
1− κ2
)
for circulating particles
2E
K
− 1 + 4s [E
K
+
(
1
κ2
− 1)]− α
2q2
−4α3
[
1− 1
κ2
+ ( 2
κ2
− 1)E
K
)
]
for trapped particles
(B.29)
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C
Field orderings in the BAE inertial layer
We derive in this appendix the orderings claimed in Eq. 4.11, starting from the expressions of
electroneutrality and vorticity derived from the Lagrangian in the acoustic frequency range
−
(
1 +
1
τe
)
Eω + (1− Γ0)ψω = −
〈( −iω
−iω + v‖∇‖ + vgi · ∇
)
J20
(
vgi · ∇
−iω ψω + Eω
)〉
(C.1)
−v
2
A
ω2
∇‖(ρ2i∇2⊥)∇‖ψω + (1− Γ0)(ψω − Eω)−
〈(
vgi · ∇
−iω
)
(1− J20 )
〉
ψω
= +
〈(
vgi · ∇
−iω
)( −iω
−iω + v‖∇‖ + vgs · ∇
)
J20
(
vgi · ∇
−iω ψω + Eω
)〉 (C.2)
In a cylidrical equilibrium, the curvature verifies b(0) × κ = − 1R0 [sin (θ) er + cos (θ) eθ]
and implies a coupling of poloidal components via the vgi · ∇ operator such that for any
poloidal number m′,
(vgi · ∇ψω)m
′
= i
∑
=±1
ωgi,ψ
m′+
ω (C.3)
where ωgi, is an operator defined as ωgi, = 12vgi(+ikr +
m′+
r ) ≈ i
vgikr
2 ≡ +iωdi. ikr
stands for the ∂r operator and vgi = −1eB(0)R
(
miv
2
‖ + µiB(0)
)
.
We make the expansion of the resonance operator: (−iω)(−iω + v‖∇‖ + vgi · ∇)−1 =
1− v‖∇‖−iω −
vgi·∇
−iω +O((k⊥ρi)
2), and assume ψm+1 = −ψm−1, ψm+2 = ψm−2 Em+1 = −Em−1,
Em+2 = Em−2. If follows from electroneutrality, expanded to the leading order in the different
harmonics, that
1
τe
Emω =
〈−iωdi
ω
〉
(ψm+1ω − ψm−1ω ) +
(
1− Γ0 − 2
〈(ωdi
ω
)2〉)
ψmω
+
〈(ωdi
ω
)2〉
(ψm+2ω + ψ
m−2
ω )
+O
(
(ρik⊥)ψm+1ω , (ρik⊥)
2ψm+2ω , (ρik⊥)
−2Λ2ψmω , (ρik⊥)
3ψmω
)
1
τe
Em+1ω =
〈
−iωdi
ω
〉
(ψm+2ω − ψmω ) = O ((ρik⊥)ψmω ) (C.4)
1
τe
Em+2ω =
〈
−iωdi
ω
〉
(−ψm+1ω ) +
(
1− Γ0 − 2
〈(ωdi
ω
)2〉)
ψm+2ω −
〈(ωdi
ω
)2〉
(ψm+2ω + ψ
m
ω )
= O
(
(ρik⊥)ψm+1ω , (ρik⊥)
2ψmω
)
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where Λ2 = (ω2/ω2BAE)(1− ω2/ω2BAE), ω2BAE = (vti/R0)2(7/2 + 2τe) (the last expression of
Eq. 4.2 is recovered). Next, noticing that for the sidebands qRkm+l‖ = l + qRk
m
‖ ∼ 1, for
l = 1 or 2, vorticity yields
(ρik⊥)2
β ψ
m+l
ω ∼ (1− Γ0)Em+lω +
〈
iωdi
ω
〉
(Em+1ω − Em−1ω ), for l = 1, 2 (C.5)
From Eq. (C.5), it appears that ψm+1/m+2 = O((ρik⊥)4ψm), and we can combine this
result with the previous equations to show: Emω = O((ρik⊥)−2Λ2ψmω ), Em+1ω = O((ρik⊥)ψmω )
and Em+2ω = O((ρik⊥)2ψmω ). With the assumption of closeness to the BAE gap edge relevant
to the consideration of fourth order terms Eq. 4.8, the main poloidal component appears to
be negligible, Emω = O((ρik⊥)5ψmω ).
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D
Ballooning representation
Once one has chosen a toroidal field number n, the calculation of a perturbation structure
is reduced to a 2D problem, ie: the determination of the perturbation radial and poloidal
dependences. The ballooning representation [135] makes use of the anisotropy of tokamak
instabilities k⊥  k‖, which is especially true for high-n modes, to reduce the problem to
one dimension only. It is based on an expansion with 1/n as a small parameter.
The starting point is a coordinate transformation from the traditional geometric variables
(θ, ϕ) to the coordinates
α = ϕ− q(r)θ standing for a flux surface perpendicular coordinate (D.1)
ϑ ∈ [−∞,+∞] a field align coordinate. (D.2)
where ϑ = θ in [0, 2pi].
In the ballooning representation, a field is represented in the form
δφ(r, θ, φ, t) → φˆω(r, ϑ) exp {in (ϕ− q(r)(ϑ− ϑk))− iωt} (D.3)
where ϑk = −(i/2pinq′)∂r|η,α.
Such a representation can be obtained following the procedure
φω =
∑
m
eimθ+inϕφmω (r) =
∑
m
einαe
iqR0km‖ θφω(r,m) (D.4)
=
∑
m
einαe
iqR0km‖ θ
∫ +∞
−∞
dϑe
−qR0km‖ ϑφˆω(r, ϑ) (D.5)
where the Fourier transform of φ(r,m) seen as a continuous function of m has been taken.
At the lower order of the ballooning expansion, the r-dependence of φˆ can be neglected,
whereas ϑk can be seen as a pure parameter (It is implicit in the lower order equations).
Three consequences follow
• The problem is reduced to a 1D problem in ϑ, for φˆ(ϑ).
• From Eq. D.5, and using the expansion qR0km‖ = kθsx, φˆ(ϑ) is found to the Fourier
transform of the radius dependent function φωm(x/kθs).
• The transformed equations can be accessed from the mode structure equation in (r, θ)
space, making the following substitutions:
∇‖ →
1
qR0
∂ϑ (D.6)
ou plus general: B/2piJ (D.7)
∂r → −inq′(ϑ− ϑk) (D.8)
∂θ → −inq (D.9)
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E
Some details on the derivation of the fishbone-like
dispersion relation
In this Appendix, we give some details on the calculation of the integrals which appear in
the fihsbone-like dispersion relation.
E.1 Volume elements
To compute the integrals of the fishbone dispersion relation, it is useful to express the
traditional canonical variables (x,p) as a function of the equilibrium invariants chosen for
this analysis: r, E and λ = µB0/E. It comes
dΓ = d3xd3p = (R0dϕrdθdr)
(
2pim2s
√
2E
ms
dE d
(
v‖
v
))
= 2
√
2 pi m3/2s (R0dϕrdr)
√
EdE
∑
±
b(0)(r,θ)dλ
2
√
1−λb(0)(r,θ)
.
(E.1)
Noticing that volume elements are conserved when moving from one canonical set of coor-
dinate, the same result can be recovered from the action-angle variables,
dΓ =
∑
± d
3αd3J =
∑
± d
3α
(
ms
es
dµ
)(
dE
Ωb
)
(esdΨ)
=
∑
± d
3α m
3/2
s
1
B0
dλ(
√
E
2dE)
∫
dθ
2pi
1
b(0)·∇θ
1√
1−λb(0)(r,θ)
(
B0
q rdr
)
.
(E.2)
Note however that the two calculations are useful in general.
E.2 Energetic particle term
E.2.1 Normalization of the anisotropic Maxwellian
Assume we have a distribution function of the form,
Fh = n˜(r)fλ(λ)e−E/Th(r). (E.3)
For consistency, Th needs to have the dimensions of an energy and can be understood as a
temperature. Let us link n˜ to the more traditional density of the hot population nh.
By definition n =
∫
d3pFh, such that the average density corresponding to the radius r,
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n(r), is
n(r) =
∫
dθ
2pi
d3p Fh =
√
2pim3/2s n˜(r)
∫
dλ
∫
dθ
2pi
b(0)(r, θ)√
1− λb(0)(r, θ)
=
√
2pim3/2s n˜(r)
∫ √
EdEe−E/Th(r)
∑
±
∫
dλfλ(λ)
∫
dθ
2pi
b(0)(r, θ)dλ√
1− λb(0)(r, θ)
. (E.4)
n(r) can be interpreted as the average density in the radial shell, when the approximation
of very thin banana is made.
Finally, the correct normalization for Fh is given by
n˜(r) =
nh(r)
(2pimhTh)3/2
2
< Ω¯b(λ, r) >λ
. (E.5)
E.2.2 Projection onto the action-angle basis
The main difficulty for the computation of resonances is the necessity to make the projection
of the fields, naturally expressed in the geometric variables, onto the particle coordinates, the
action-angle variables. This projection can a priori lead to an infinite number of components
in the action-angle space.
For the resonant excitation of BAEs, it is explained in subsection 5.1.2 that one main
component was relevant for resonance: the resonance with trapped particles for the triplet
(n1, n2, n3) = (0, 0, n).
So we need to to compute
− h˜ = eh
∫
dα1
2pi
∫
dα2
2pi
∫
dα3
2pi
(
vgh · ∇ψω
−iω + Eω
)
e−in3α3 (E.6)
for the fast trapped particles, with the additional assumption that the hot particles simply
interact with the mode in the MHD-like region where Eω = 0 (This is argued in subsection
5.1.2).
In the following, we simply use the main poloidal component ψω = ψmω exp(imθ + inϕ),
which is dominant for our derivation of the BAE structure. For strong perpendicular gradi-
ents compared to parallel gradients, the results of the ballooning representation can be used,
and return an integrand of the form
vgh · ∇ψω = −vgh
(
sin θ∂r +
cos θ
r
∂θ
)
ψω (E.7)
= −ikθvgh
(
s(θ − θd) sin θ + cos θ
r
)
ψmω (r)e
in(ϕ−qθ−α3)eiqR0k
m
‖ θ. (E.8)
We may now make the projection onto the action-angle variables. For this, we need to
be able to express the angle variables as a function of the geometric variables (θ, ϕ). It is
possible to choose a description such that α2 simply depends on θ, and the ϕ-dependence is
fully included in α3. More precisely, we can write
ϕ = α3 + αˆ+ q(Ψ¯)θˆ (E.9)
θ = δpassingα2 + θˆ (E.10)
It follows that in(ϕ− qθ − α3) = inαˆ.
To compute the integrals, we now make a few assumptions.
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• For the gyroaverage, we simply choose J0(k⊥ρ⊥) = 1 in the MHD region, and J0(k⊥ρ⊥) =
0 in the inertia region.
• For the α2 integrand, we neglect the θ-dependence of αˆ and θˆ, which makes some sense
for sufficiently trapped particles.
Moreover, we use closeness to the resonant (in agreement with the ballooning repre-
sentation), such that qR0k‖ = 0.
Finally, we do not take into account the banana width of the particle (assumption of
thin bananas), such that no θ dependence does not appear ψm(r). This is meaningful
in the MHD region where radial gradients are smooth, such that the radial drift is less
important.
• The later integration is the easiest because of the cancellation of the ϕ dependence in
the integrand.
From the definition of the drift frequency (Ω3 = Ωd for the trapped particles), where we
take vgh · ∇ϕ = 0 (B(0) almost in the ϕ direction), it finally comes
−h˜ = J0(ρh⊥k⊥)ehm
q
Ωh,d
ω
ψmω (r) (E.11)
where the θd dependence disappeared with parity.
h˜ can be understood as a modified Hamiltonian. In particular, where resonance with the
particles occurs,
m/q = −n, nΩh3 = ω, h˜ = ehψmω . (E.12)
E.2.3 Complete form the energetic particle term used in the thesis
In this subsection, we simply make more explicit the derivation of Eq. 5.11 and give some
details on the distribution function used in our analysis of the BAE linear stability.
We start from Eq. 5.8 and assume the fast ion population to be a anisotropic Maxwellian
of the form Fh = n˜h(r)fλ(λ) exp(−E/Th(r) ) where fλ is chosen to be a peaked function
fλ = δ(λ− λ0) or fλ = 1√
pi∆λ
exp
(−(λ− λ0)2/∆λ2) (E.13)
n˜(r) =
nh(r)
(2pimhTh)3/2
2
< Ω¯b(λ, r) >λ
(E.14)
with the notation < ... >λ=
∫ 1+r/R
0 dλfλ. It directly comes
δWˆk =
√
pi(q(rs)
2m)
∫ a
0
1
r2s
rdr|ξ¯|2βh
∫ 1+r/R
1−r/R
dλ
Ω¯bΩ¯2d
< Ω¯b >λ
×∫ +∞
0
dE
E − Eres
(
E
Th
)5/2
e−E/Th
{
−Eres
Th
fλ − Eres
Th
Th
E
λf ′λ −
1
Ω¯d
R∂rFh
Fh
fλ
}
. (E.15)
The two first terms are related to the energy gradient (the traditional Maxwellian term and
the anistropy induced energy gradient [109]) and the last one to the radial gradient. More
precisely,
∂rFh
Fh
=
∂rnh
nh
− ∂r < Ω¯b >
< Ω¯b >
+
(
E
Th
− 3
2
)
∂rTh
Th
. (E.16)
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Hence,
δWˆk = pi(q(rs)
2m)
∫ a
0
1
r2s
rdr|ξ¯|2βh
∫ 1+r/R
1−r/R
dλ
Ω¯bΩ¯2d
< Ω¯b >λ
×{
−Eres
Th
Z5fλ − Eres
Th
Z3λf
′
λ
− 1
Ω¯d
[
R∂rnh
nh
Z5 − R∂r < Ω¯b >
< Ω¯b >
Z5 +
R∂rTh
Th
(
Z7 − 32Z5
)]
fλ
}
(E.17)
with Zp = Zp(y0) such that y20 = Eres/Th, and Z, such that Z(y0) = y0Z−1(y0), is the Fried
et Conte or plasma dispersion function,
√
piZp(y0) =
∫ +∞
−∞
dyyp+1 exp(−y2)/(y2 − y20), Z3(y0) =
1
2
+ y20 + y
3
0Z(y0), (E.18)
Z5(y0) =
3
4
+
y20
2
+ y40 + y
5
0Z(y0), Z7(y0) =
15
8
+
3
4
y20 +
y40
2
+ y60 + y
7
0Z(y0). (E.19)
E.3 Details for the computation of inertia
In this Appendix subsection, ψω and Eω refer to the full electromagnetic fields including all
poloidal components, and each poloidal component is clearly indicated by its wave numbers
(n,m’), whereas the main mode poloidal mode number is m.
Passing thermal ions are expected to resonate with BAEs, which leads to Landau damp-
ing. To calculate the value of the energy transfer, we compute the imaginary part of Eq. 5.2,
considered for thermal ions (s = i). For passing particles, resonances are of the form
n2Ωi,2 + n3Ωi,3 ≈ (v‖/qR)(m′ + nq) = km
′,n
‖ v‖, for any poloidal component (n2, n3) = (m
′, n).
Hence close to the BAE inertial region, resonances are expected to involve the mode side-
bands characterized by the poloidal mode numbers m′ = m± 1 (where m now stands for the
main poloidal component mode number) and to be of the form km±1,n‖ ≈ ±1/qR.
From Eqs. 4.16, we know the fields involved. Eq. 5.2 (or equivalent resonant Hamiltonian)
reads(
vgi · ∇ψω
−iω + Eω
)
(m+1,n)
=
1
2
vgi
ω
∂rψ
m
ω −
Te
Ti
( vti
Rω
)
ρi∂rψ
m
ω (E.20)
to the lower order, with vgi = −(miv2‖ + µB)/eBR, vti =
√
Ti/mi the ion thermal velocity.
Hence, noticing that for thermal ions, diamagnetic effects may be neglected (nΩ∗i/ω  1),
the imaginary part of the thermal ion resonant contribution becomes
Im (Lresiω ) = Im
(
−
∫
d3x
ne2
Ti
(ρi∂rψmω )
2
( vti
Rω
)2 ×
∑
=±1
∫
d3p
Fi
n
ω
ω + v‖/qR
(
1
2
(
v‖
vti
)2
+
1
4
(
v⊥
vti
)2
+
Te
Ti
)2 (E.21)
=
∫
d3x
ne2
Ti
(ρi∂rψmω )
2
√
pi
2
√
2
q
( vti
Rω
)
exp
(
−1
2
(
qRω
vti
)2)
×2 + 2((qRω
vti
)2
+ 2
Te
Ti
)
+
((
qRω
vti
)2
+ 2
Te
Ti
)2 . (E.22)
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