The characteristic polynomials of the adjacency matrix of line graphs of caterpillars and then the characteristic polynomials of their Laplacian or signless Laplacian matrices are characterized, using recursive formulas. Furthermore, the obtained results are applied on the determination of upper and lower bounds on the algebraic connectivity of these graphs.
Introduction
In this paper we consider undirected simple graphs G (that is, without loops and parallel edges), simply called graphs. The vertex set of G is denoted V (G) and its cardinality is called the order of G. The edge set of G is denoted E(G).
Two vertices x, y ∈ V (G) are adjacent when they are connected by an edge xy ∈ E(G). A complete graph of order n, K n , is a graph where each pair of vertices are adjacent. The graph K 1 is the trivial graph (with just one vertex) and in this text K 0 denotes the graph without vertices. The neighbors of a vertex are the vertices adjacent to it. The set of neighbors of a vertex v ∈ V (G) (the neighborhood of v) is denoted N G (v) and its cardinality, that is, the degree by d (v). A p-regular graph is a graph where each vertex has degree p. A pendant vertex of G is a vertex of degree 1.
The adjacency matrix of the graph G is the n × n symmetric matrix A (G) = (a ij ) where a ij = 1 if ij ∈ E(G) and a ij = 0 otherwise. The Laplacian (sign-
less Laplacian) matrix of G is the matrix L(G) = D(G) − A(G) (Q(G) =

D(G) + A(G)), where D(G) is the n × n diagonal matrix of vertex degrees of
G. Since all these matrices are real and symmetric, their eigenvalues are all real (nonnegative in the Laplacian and signless Laplacian cases). The spectrum of a square matrix M of order n, that is, the multiset of its eigenvalues, λ 1 (M ), . . . , λ n (M ), is denoted σ M . In the particular cases of L(G) and Q(G), their spectra are denoted by σ L (G) and σ Q (G), respectively. Throughout the paper σ L (G) = {µ r }) means that µ j (q j ) is a Laplacian (signless Laplacian) eigenvalue with multiplicity i j (k l ), for j = 1, . . . , p (l = 1, . . . , r). As usually, we denote the eigenvalues of L (G) (Q (G)) in non increasing order by µ 1 (G) ≥ · · · ≥ µ n (G) (q 1 (G) ≥ · · · ≥ q n (G)).
For details on the spectral properties of L(G) and Q(G) we refer the reader to [4, 5, 6, 10] and [1, 3] , respectively. A path with k vertices, P k , of G is a sequence of k vertices v 1 , . . . , v k , such that v i v i+1 ∈ E(G) for i ∈ {1, . . . , k − 1} and all vertices are distinct except eventually v 1 and v k . When v 1 = v k , P k is a closed path which is called cycle. The length of a path P k , is the number of its edges, that is, k − 1. A graph is connected when there is a path between each pair of vertices. A tree is a connected graph without cycles. For k ≥ 0, a star with k + 1 vertices, S k , is a tree with a central vertex with degree k and all remaining vertices are pendant. A caterpillar is a tree of order n ≥ 5 (notice that a tree of order less than 5 is a path or a star) such that removing all the pendant vertices produces a path with at least two vertices. In particular, the caterpillar T (q 1 , . . . , q k ) is obtained from a path P k , with k ≥ 2, attaching the central vertex of the star S qi (1 ≤ i ≤ k) to the ith vertex of the path P k . Then, the order of the caterpillar is n = q 1 + · · · + q k + k. For a graph G, the line graph of G, L(G), is a graph with vertex set V (L(G)) = E (G) and edge set E (L(G)) = {e i e j : e i , e j ∈ E(G) and these edges have a common vertex in G} .
Let I(G) be the (vertex-edge) incidence matrix of the graph G defined as the n × m matrix whose (i, j)-entry is 1 if the vertex v i is an end-vertex of the edge e j and 0 otherwise. Consider the following well known identities:
where I m denotes the identity matrix of order m and A L (G) is the adjacency matrix of the line graph L(G) of the graph G (see, for instance, [7] ). Since when A and B are matrices of orders t × s and s × t, respectively, AB and BA have the same nonzero eigenvalues [8] , we may conclude that the nonzero eigenvalues of Q(G) and A L (G) are shifted by 2. On the other hand, as it is well known, the spectra of L(G) and Q(G) coincide if and only if G is a bipartite graph (see [4, 6] ). Therefore, the nonzero eigenvalues of Q(G) and L(G) can be obtained from A L (G), when G is bipartite, as it is the case of caterpillar graphs. Assuming that G is a connected graph, we may synthesize all of these conclusions in the following result.
where σ(A L (G)) + 2 denotes the spectrum of A L (G) with each eigenvalue added
It should be noted that, if G has no cycles, −2 is not an eigenvalue of
Some results on the Laplacian and signless Laplacian eigenvalues of a caterpillar were obtained in [12, 13, 14] . In particular, in [12] , the caterpillars with maximum and minimum algebraic connectivity (concept introduced in [9] ) were found and the algebraic connectivity of symmetric caterpillars are characterized by the smallest eigenvalue of a 2 × 2 block tridiagonal matrix; in [13] the caterpillars of type T (1, . . . , 1, q i , 1, . . . , 1, q k+1−i , 1, . . . , 1), where q i ≤ q k+1−i and 1 ≤ i ≤ ⌊ k 2 ⌋ were studied and in [14] the eigenvalues and the energy of L (T (q 1 , . . . , q k )) are characterized, taking into account that this line graph becomes a sequence of complete graphs
that two consecutive complete graphs have in common exactly one vertex. Furthermore, explicit formulas are given when q 1 = · · · = q k .
In this paper, a recursive formula for the characteristic polynomial of the Laplacian matrix of a caterpillar T (q 1 , . . . , q k ) is obtained by means of a recursive formula for the characteristic polynomial of the adjacency matrix of the line graph L (T (q 1 , . . . , q k )) , using the concept of H-join [2] (generalized composition in [16] ). Additionally, some upper and lower bounds on the algebraic connectivity of caterpillars are introduced and a few computational experiments are presented.
Characterization of Laplacian eigenvalues of caterpillars using H-joins
We start this section with the definition of H-Join of a family of k graphs.
Definition 2 [2]
Consider a family of k graphs, F = {G 1 , . . . , G k }, where each graph G j has order n j , for j = 1, . . . , k, and a graph H such that
Notice that when H = K 2 , the H-join of G 1 and G 2 is the usual join oper-
Consider a caterpillar T (q 1 , . . . , q k ). From the above definition, it is immediate that L(T (q 1 , . . . , q k )) is the H-join of the family of graphs
where, defining the function δ(q) = 1, if q > 0 0, otherwise , the graph H is the line graph of the caterpillar T (δ(q 1 ), . . . , δ(q k )). Therefore, we have the following result.
Theorem 3 Consider a caterpillar
where
is the path defined by the sequence of k + 1 vertices
Example 4 Consider the caterpillar
is the H-join of the family of graphs
The graph H is depicted in Figure 1 . 
The graph H of Example 4
The graph H such that L(T (q 1 , q 2 , 0, 0, 0, q 6 , q 7 , q 8 , q 9 )), with q 1 > 0, q 2 > 0, q 6 > 0 q 7 > 0, q 8 > 0 and q 9 > 0, is the H-join of the family F of graphs of Example 4. Now, it is worth pointing out the following previous result.
where the symmetric matrix C is as follows:
otherwise, for all i ∈ {1, . . . , k − 1} and j ∈ {i + 1, . . . , k}.
Corollary 6 Consider the caterpillar
where q
is the spectrum of the matrix obtained from C(q 1 , . . . , q k ) after deleting the all zeros rows and columns.
Example 7
Consider the graph H such that L(T (q 1 , q 2 , q 3 , q 4 )), with q 1 = 4, q 2 = 9, q 3 = 0 and q 4 = 1, is the H-join of the family of graphs F =
according to Corollary 6, the matrix C(4, 9, 0, 1) is as follows:
the particular cases of k ∈ {1, 2, 3}, we obtain:
Taking into account Corollary 6, we may conclude the following result.
Lemma 8 Consider the caterpillar
Proof. Consider the matrix C = C(q 1 , . . . , q k ) of Corollary 6 and apply the generalized Laplacian theorem to the first two rows of the matrix
− det
+ det q
Let us denote the determinant of type (8) 
and the determinant of type (9) by h(q i , . . . , q k ; λ), for 2
Since the determinant in (7) is equal to p(q 2 , . . . , q k ; λ), it follows that
Expanding g(q 2 , . . . , q k ; λ), we obtain
Thus the result is derived.
As a consequence of Corollary 6 and Theorem 1, applying Lemma 8, we are able to determine the characteristic polynomial of the Laplacian matrix of a caterpillar T (q 1 , . . . , q k ).
Theorem 9
Consider a caterpillar T (q 1 , . . . , q k ), with k ≥ 4. Then the Laplacian eigenvalues of T (q 1 , . . . , q k ) are roots of the polynomial
On the other hand, by Corollary 6, the eigenvalues of A L (T ) are −1 with multiplicity q = k r=1 (q r − δ(q r )) and the eigenvalues of the matrix C = C(q 1 , . . . , q r ), after deleting its all zero rows and columns. That is,
Notice that the power of λ in the denominator corresponds to the number of all zero rows (columns) of the matrix C that should be eliminated. Then, since det (C − (µ − 2)I) = p(q 1 , . . . , q k ; µ − 2), taking into account (10), the result follows.
Lower and upper bounds on the algebraic connectivity of caterpillars
Since, when G is bipartite, the nonzero eigenvalues of the Laplacian matrix of G are the eigenvalues of its line graph, L(G), plus 2, and when the graph is a tree, T , with at least two edges (that is, T is not complete), the least eigenvalue of L(T ) is greater than −2 and less than or equal −1, it follows that the algebraic connectivity of T is greater than 0 and less than or equal 1. Therefore, if T is a caterpillar, T (q 1 , . . . , q k ), taking into account (10) and (11), its algebraic connectivity is the least eigenvalue of the matrix C(q 1 , . . . , q k ) plus 2, that is, the minimal root of the polynomial p(q 1 , . . . , q k ; λ − 2). From now on, the algebraic connectivity of the caterpillar T (q 1 , . . . , q k ) is denoted µ(q 1 , . . . , q k ).
In the next subsections, we use two approaches in order to obtain bounds on the algebraic connectivity of caterpillars. In the first approach, taking advan-tage of the structure of the matrix C(q 1 , . . . , q k ), we determine an upper bound on the algebraic connectivity of the caterpillar T (q 1 , . . . , q k ), from the spectrum of caterpillars T (q j , q j+1 ), 1 ≤ j ≤ k − 1. In this approach, the spectrum of these caterpillars are presented in an explicit form and the upper bound on µ(q 1 , . . . , q k ) is produced with low computational effort. The second approach is based on a result published in [15] and, despite to need more computational effort than the previous approach, accordingly with the computational experiments presented in the end of the paper, the produced lower and upper bounds are very accurate.
Upper bounds on the algebraic connectivity of caterpillars determined using Cardano's formula
Considering a caterpillar T (q 1 , . . . , q k ), with k ≥ 4 and q 1 = 0 = q k , and deleting the fourth column and the fourth row of the matrix C = C(q 1 , . . . , q k ),
we obtain a submatrix C ′ with two diagonal blocks, C(q 1 , q 2 ) and C(q 3 , . . . , q k ).
The spectrum of C ′ is the union of the spectrum of C(q 1 , q 2 ) with the spectrum of C(q 3 , . . . , q k ). By interlacing, it follows that
Theorem 10 Let T (q 1 , . . . , q k ) be a caterpillar, with k ≥ 4. Then the least eigenvalue of the matrix C = C(q 1 , . . . , q k ), λ 2k−1 (C), has the upper bound:
where λ 3 (C(q j , q j+1 )) is the least eigenvalue of C(q j , q j+1 ).
Proof. If j = 1 the result follows from the above analysis. If j > 1, we may consider the line graph of the graph formed by a pair of caterpillars obtained by deleting the edge v qj−1 v qj . The spectrum of this line graph includes the union of the spectrum of the matrices C(q 1 , . . . , q j−1 ) and C(q j , . . . , q k ). If k = j + 1, then C(q j , . . . , q k ) = C(q j , q j+1 ) and the result holds. If k > j + 1, the above procedure must be repeated to the matrix C(q j , . . . , q k ), and the obtained matrix C ′ has the diagonal blocks C(q j , q j+1 ) and C(q j+2 , . . . , q k ). In any case, we have
Corollary 11 If T (q 1 , . . . , q k ) is a caterpillar, with k ≥ 4 and
The next theorem characterizes the three eigenvalues of a matrix C(q 1 , q 2 ).
Theorem 12 Let T (q 1 , q 2 ) be a caterpillar such that q 1 + q 2 > 0 and C = C(q 1 , q 2 ).
1. If q 2 = 0, then λ 3 (C) = λ 2 (C) = −1 and λ 1 (C) = q 1 .
If q
determined as follows:
Proof. Let us prove each part of this theorem independently.
1. Assuming q 1 = 0 = q 2 , it follows that L(T (q 1 , 0) ) is a complete graph of order q 1 + 1 and then its adjacency eigenvalues are −1 and q 1 . Therefore the matrix C(q 1 , 0) has the eigenvalues −1 with multiplicity 2, and q 1 with multiplicity 1.
2. Consider that q 1 = 0 = q 2 . From (5), since q + 1 = q 1 and q + 2 = q 2 , we obtain the monic polynomial,
which obviously has the same roots as p(q 1 , q 2 , ζ). As it is well known,
, we obtain the depressed form of the cubic equation
where r and s are defined as stated in the theorem. Now, applying the Cardano's formula for the depressed cubic equation (13) , it follows that
The discriminant of the depressed cubic equation (13) is ∆ = −4r 3 − 27s 2 and the cubic equation (13) has three real roots if and only if ∆ ≥ 0 (see [17] ). In this case, since the roots of p(q 1 , q 2 ; λ) are real, the roots of (13) are also real.
However, since (
108 < 0, (14) must be determined in C (recall that when we add complex conjugates, we get double their real part) and
, the three roots are:
Therefore, since the roots of p(q 1 , q 2 ; ζ) are ζ j = γ j − 2−q1−q2 3
, j = 0, 1, 2,
It should be noted that λ 3 (C(q 1 , q 2 )) = min j∈{0,1,2} ζ j .
Example 13 Let us determine an upper bound (12) for the algebraic connectiv-
ity of the caterpillar T (4, 9, 0, 1) of Example 7 (which is µ(4, 9, 0, 1)) = 0.1862).
Since λ 3 (C(4, 9)) = −1.3955 and λ 3 (C(9, 0)) = λ 3 (C(0, 1)) = −1, then µ(4, 9, 0, 1) ≤ −1.3955 + 2 = 0.6045.
Accurate upper and lower bounds on the algebraic connectivity of caterpillars
First, we recall the following result published in [15] , where tr(M ) denotes the trace of the square matrix M (this notation is used throughout this section).
Theorem 14 [15] Let
A be an n×n symmetric matrix with only positive eigen- Let X (λ) be an n × n matrix whose entries are real functions of λ. Then
where X i j denotes the (n − 1) × (n − 1) matrix obtained of X deleting the i-th row and the j-th column of X (λ) (see [11] ).
Corollary 15 [11] Let A be an n × n nonsingular matrix and λ / ∈ σ(A). Then
where Adj (B) denotes the adjugate or classical adjoint of the square matrix B
(that is, the transpose of the cofactor matrix).
As immediate consequence, if λ / ∈ σ(A) and π (λ) = det (A − λI) , from (16), we may conclude that
In particular, if 0 / ∈ σ (A) , we find
For 1 ≤ i ≤ k − 1, let us denote by C (i) (q 1 , . . . , q k ) the submatrix obtained from C(q 1 , . . . , q k ), deleting its 2i-th row and column, respectively. If
of the matrices C(q 1 , . . . , q i ) and C(q i+1 , . . . , q k ).
Theorem 16 Consider a caterpillar
Proof. We will prove each inequality, starting with the proof of the right one.
Before that, it should be noted that the least eigenvalue of the matrix C is greater than −2 and, therefore, the eigenvalues of 2I b + C and 2I b−1 + C (i) are all positive.
1. The matrix 2I b + C(q 1 , . . . , q k ) is permutational similar to a matrix where
. . , q k ) is its principal submatrix. Therefore, by applying Theorem 14, the upper bound is obtained.
2. Now, we use (17) to obtain the lower bound on µ. Since the eigenvalues
Recalling that p(q 1 , . . . , q k ; λ) = det(C(q 1 , . . . , q k ) − λI), and defining
it follows that π(q 1 , . . . , q k ; 0) = p(q 1 , . . . , q k ; −2) and π ′ (q 1 , . . . , q k ; 0) = p ′ (q 1 , . . . , q k ; −2). Now, taking into account that from (17) we obtain
using Lemma 8 we may introduce the following algorithm for the determination
Algorithm for the determination of tr (2I b + C(q 1 , . . . , q k )) 
3. Determine, sequentially, the numerators of (18): 
5. End of the algorithm. and using (18), we obtain tr((2I b−1 + C (i) (q1, . . . , q k )) −1 = − p′(q1, . . . , qi; −2) p(q1, . . . , qi; −2) − p′(qi+1, . . . , q k ; −2) p(qi+1, . . . , q k ; −2) .
