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Abstract: In this manuscript, we study the problem of robust synchronization in networks of diffusively
time-delayed coupled nonlinear systems. In particular, we prove that, under some mild conditions on the
input-output dynamics of the systems and the network topology, there always exists a unimodal region in
the parameter space (coupling strength γ versus time-delay τ), such that if γ and τ belong to this region,
the systems synchronize. Moreover, we show how this unimodal region scales with the network topology,
which, in turn, provides useful insights on how to design the network topology to maximize robustness
against time-delays. The results are illustrated by extensive simulation experiments of time-delayed cou-
pled Hindmarsh-Rose neural chaotic oscillators.
Keywords: Robustness, delays, synchronization, control of networks, network topology, nonlinear sys-
tems, semipassive systems, convergent systems.
1 Introduction
The emergence of synchronization in networks of coupled dynamical systems is a fascinating topic in various
scientific disciplines ranging from biology, physics, and chemistry to social networks and technological
applications. For instance, in biology, it is well known that thousands of fireflies light up simultaneously
[30], and that groups of Japanese tree frogs (Hyla japonica) may show synchronous behavior in their calls
[1]. In medicine and neuroscience, clusters of synchronized pacemaker neurons regulate our heartbeat [21],
synchronized neurons in the olfactory bulb allow us to detect and distinguish between odors [8], and our
circadian rhythm is synchronized to the 24-h day-night cycle [4]. In engineering, elements of synchronization
are present in power networks [6], in the velocity of platoons of vehicles [23], and in robotics, where multiple
robots carry out tasks that cannot be achieved by a single one [17]. Several more examples of synchronous
behavior in science and engineering can be found in, for instance, (Refs. [2, 22, 30, 12, 11, 29]) and
references therein.
One of the first technical results regarding synchronization of coupled nonlinear systems is presented
in (Refs. [7, 20]). In these papers, the authors show that coupled chaotic oscillators may synchronize
in spite of their high sensitivity to initial conditions. After these results, considerable interest in the
notion of synchronization of general nonlinear systems has arisen. Here, we focus on synchronization in
networks of identical nonlinear systems interacting through diffusive time-delayed couplings on networks
with general topologies. Diffusive time-delayed couplings arise naturally for interconnected systems since
the transmission of signals is expected to take some time. Time-delays caused by signal transmission and/or
faults in the communication channels affect the behavior of the interconnected systems (e.g., in terms of
stability and/or performance).
This manuscript follows the same research line as (Refs. [24, 26, 28, 13, 14]), where sufficient conditions
for synchronization of diffusively time-delayed coupled semipassive systems with and without time-delays
are presented. In particular, the authors in Ref. [26] prove that under some mild conditions, there always
exists a region S in the parameter space (coupling strength γ versus time-delay τ), such that if (γ, τ) ∈ S
then the systems synchronize. In order to derive their results, the authors assume that the individual systems
are semipassive [25] with respect to the coupling variable (the measurable output) and the corresponding
internal dynamics has some desired stability properties (convergent internal dynamics [19]). In the same
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spirit, here we prove that the region S is always bounded by a unimodal function ϕ(γ) defined on some
set J ⊂ R; and consequently, that there always exists an optimal coupling strength γ∗ that leads to
the maximum time-delay τ∗ = ϕ(γ∗) that can be induced to the network without compromising the
synchronous behavior. Therefore, for γ = γ∗ and for any τ ≤ τ∗, the systems synchronize, i.e., the gain
γ = γ∗ leads to the best tolerance against time-delays of the closed-loop dynamics. Moreover, we analyze
the effect of the network topology on the values of both the optimal γ∗ and the maximum time-delay τ∗,
i.e., we show how the eigenvalues of the corresponding Laplacian matrix affect ϕ(γ), γ∗, and τ∗. This, in
turn, gives insights into designing the network topology in order to enhance robustness against time-delays.
The results of this manuscript are based on our preliminary conference paper Ref. [15].
The remainder of the paper is organized as follows. In Section 2, we recall some important definitions
needed for the subsequent sections. The notion of semipassivity, convergent systems, and some basic
terminology of graph theory are introduced. The class of systems under study, the definition of diffusive
time-delayed couplings, and the problem formulation are given in Section 3. The main results are presented
in Section 4. Simulation experiments of coupled Hindmarsh-Rose neurons are given in Section 5 to illustrate
our results. Finally, concluding remarks are presented in Section 6.
2 Preliminaries
Throughout this paper, the following notation is used: the symbol R>0(R≥0) denotes the set of positive
(nonnegative) real numbers. The Euclidian norm in Rn is denoted simply as | · |, |x|2 = xTx, where T
defines transposition. The notation col(x1, ..., xn) stands for the column vector composed of the elements
x1, ..., xn. This notation will be also used in case the components xi are vectors. The induced norm of a
matrix A ∈ Rn×n, denoted by ‖A‖, is defined as ‖A‖ = maxx∈Rn,|x|=1 |Ax|. The n × n identity matrix
is denoted by In or simply I if no confusion can arise. Likewise, the n × m matrices composed of only
ones and only zeros are denoted as 1n×m and 0n×m, respectively. The spectrum of a matrix A is denoted
by spec(A). For any two matrices A and B, the notation A ⊗ B (the Kronecker product [3]) stands for
the matrix composed of submatrices AijB , where Aij , i, j = 1, ..., n, stands for the ijth entry of the
n × n matrix A. Let X ⊂ Rn and Y ⊂ Rm. The space of continuous functions from X to Y is denoted
by C(X ,Y). If the functions are (at least) r ≥ 0 times continuously differentiable, then it is denoted by
Cr(X ,Y). If the derivatives of a function of all orders (r = ∞) exist, the function is called smooth and if
the derivatives up to a sufficiently high order exist the function is named sufficiently smooth. For simplicity
of notation, we often omit the explicit dependence of time t.
2.1 Communication Graphs
Given a set of interconnected systems, the communication topology is encoded through a communication
graph. The convention is that system i receives information from system j (and viceversa) if and only
if there is a link between node j and node i in the communication graph. Let G = (V, E , A) denote a
weighted undirected graph, where V = {v1, v2, ..., vk} is the set of nodes, E ⊆ V × V is the set of edges,
and A is the weighted adjacency matrix with nonnegative elements aij = aji ≥ 0. The neighbors of vi is
the set of edges to a node vi and it is denoted as Ei. If the graph does not contain self-loops, it is called
simple. Throughout this manuscript, it is assumed that the communication graph is strongly connected,
i.e., for every two nodes (i, j) ∈ V, there is at least one path connecting i and j. If two nodes have an edge
in common, they are called adjacent. Assume that the network consists of k nodes, then the adjacency
matrix A ∈ Rk×k := aij with aij > 0, if {i, j} ∈ E and aij = 0 otherwise. Finally, we introduce the degree
matrix D ∈ Rk×k := diag{d1, ..., dk} with di =
∑
j∈Ei
aij , and L := D−A, which is called the Laplacian
matrix of the graph G, see Ref. [3] for further details.
2.2 Semipassive Systems
Consider the system
x˙ = f(x, u), (1a)
y = h(x), (1b)
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with state x ∈ Rn, input u ∈ Rm, output y ∈ Rm, sufficiently smooth functions f : Rn ×Rm → Rn, and
h : Rn → Rm.
Definition 1 [Ref. [25]]. The dynamical system (1) is called Cr-semipassive if there exists a nonnegative
storage function V ∈ Cr(Rn,R≥0) such that the differential inequality V˙ (x, u) ≤ y
Tu−H(x) is satisfied,
where the function H ∈ C(Rn,R) is nonnegative outside some ball, i.e., ∃ ϕ > 0 s.t. |x| ≥ ϕ→ H(x) ≥
̺(|x|), for some continuous nonnegative function ̺(·) defined for |x| ≥ ϕ. If the function H(·) is positive
definite outside some ball, then the system (1) is said to be strictly Cr-semipassive.
Remark 1 System (1) is Cr-passive (strictly Cr-passive) if it is Cr-semipassive (strictly Cr-semipassive)
with H(·) being positive semidefinite (positive definite).
In light of Remark 1, a (strictly) Cr-semipassive system behaves like a (strictly) passive system [31]
for sufficiently large |x|. The concept of semipassivity allows us to find simple conditions which ensure
bounded trajectories of the interconnected systems. The class of strictly semipassive systems includes, e.g.,
the chaotic Lorenz system [24], and many models that describe the action potential dynamics of individual
neurons [27].
2.3 Convergent Systems
Consider the system (1a) and assume that f(·) is Lipschitz in x, u(·) is piecewise continuous in t and takes
values in some compact set u ∈ U ⊆ Rm.
Definition 2 System (1a) is said to be convergent if and only if for any bounded signal u(t) defined on the
whole interval (−∞,+∞) there is a unique bounded globally asymptotically stable solution x¯u(t) defined
in the same interval for which it holds that, limt→∞ |x(t)− x¯u(t)| = 0 for all initial conditions.
For a convergent system, the limit solution is solely determined by the external excitation u(t) and not by
the initial condition. A sufficient condition for a system to be convergent is obtained in Ref. [5] and later
extended in Ref. [19] is presented in the following proposition.
Proposition 1 [Refs. [5] and [19]]. If there exists a positive definite symmetric matrix P ∈ Rn×n such
that all the eigenvalues λi(Q) of the symmetric matrix
Q(x, u) =
1
2
(
P
(
∂f
∂x
(x, u)
)
+
(
∂f
∂x
(x, u)
)T
P
)
, (2)
are negative and separated from zero, i.e., there exists a constant c ∈ R>0 such that λi(Q) ≤ −c < 0, for
all i ∈ {1, ..., n}, u ∈ U , and x ∈ Rn, then system (1a) is globally exponentially convergent. Moreover,
for any pair of solutions x1(t), x2(t) ∈ R
n of (1a), the following is satisfied
d
dt
((
x1 − x2
)T
P
(
x1 − x2
))
≤ −α |x1 − x2|
2 ,
with constant α := c
λmax(P )
and λmax(P ) being the largest eigenvalue of the symmetric matrix P .
3 System Description and Problem Statement
Consider k identical nonlinear systems of the form
ζ˙i = q(ζi, yi), (3)
y˙i = a(ζi, yi) + CBui, (4)
with i ∈ I := {1, ..., k}, state xi := col(ζi, yi) ∈ Rn, internal state ζi ∈ Rn−m, output yi ∈ Rm, input
ui ∈ R
m, sufficiently smooth functions q : Rn−m ×Rm → Rn−m and a : Rn−m × Rm → Rm, matrices
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Figure 1: Synchronization Region S.
C ∈ Rm×n and B ∈ Rn×m, and the matrix CB ∈ Rm×m being similar to a positive definite matrix. For
the sake of simplicity, it is assumed that CB = Im (results for the general case with CB being similar to
a positive definite matrix can be easily derived). It is assumed that (3)-(4) is strictly C1-semipassive and
the internal dynamics [18] (3) is an exponentially convergent system. Let the k systems (3)-(4) interact
on simple strongly connected graph through the diffusive time-delayed coupling
ui(t) = γ
∑
j∈Ei
aij (yj(t− τ)− yi(t− τ)) , (5)
where τ ∈ R≥0 denotes a constant time-delay, yj(t − τ) and yi(t − τ) are the time-delayed outputs
of the j-th and i-th systems, γ ∈ R≥0 denotes the coupling strength, aij ≥ 0 are the weights of the
interconnections, and Ei is the set of neighbors of system i. It is assumed that the graph is undirected, i.e.,
aij = aji. Moreover, since the coupling strength is encompassed in the constant γ, it is assumed without
loss of generality that maxi∈I
∑
j∈Ei
aij = 1. Note that all signals in coupling (5) are time-delayed. Such
a coupling may arise, for instance, when the systems are interconnected through a centralized control law.
Coupling (5) can be written in matrix form as follows
u = −γ (L⊗ Im) y(t− τ), (6)
with u := col(u1, . . . , uk), y := col(y1, . . . , yk), and Laplacian matrix L = LT ∈ Rk×k. The authors in
Ref. [26] prove that the k coupled systems (3)-(5) asymptotically synchronize provided that γ is sufficiently
large and the product of the coupling strength and the time-delay γτ is sufficiently small. It follows that
there exists a region S in the parameter space, such that if (γ, τ) ∈ S, the systems synchronize. In this
manuscript, we go one step further by showing that this region S is actually bounded by a unimodal
function ϕ : J → R≥0, γ 7→ ϕ(γ). Therefore, there exists an optimal coupling strength γ∗ that leads
to the maximum delay τ∗ = ϕ(γ∗) that can be induced without compromising the synchronous behavior.
Moreover, we characterize the function ϕ(γ), the optimal γ∗, and the maximum time-delay τ∗ in terms of
the spectrum of the Laplacian matrix L and the vector fields q(·) and a(·).
4 Main Results
In this section, we give sufficient conditions for synchronization in networks of the diffusively time-delayed
coupled semipassive systems. However, before we start thinking about synchronization, it is necessary to
ensure that the solutions of the closed-loop system (3)-(5) are well defined, i.e., the solutions exist and
are bounded. In the following lemma (adapted from Ref. [26]), we give sufficient conditions for ultimate
boundedness [10] of the solutions of the coupled systems interacting on simple strongly connected graphs.
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Lemma 1 Consider k coupled systems (3)-(5) with coupling strength γ ∈ R≥0 and time-delay τ ∈ R≥0
on a simple undirected strongly connected graph G. Assume that:
(H4.1) Each system (3)-(4) is strictly C1-semipassive with input ui, output yi, radially unbounded storage
function V (xi), and the functions H(xi) are such that there exists a constant R ∈ R>0 such that |xi| > R
implies that H(xi)− δ|yi|
2 > 0 for some constant δ ∈ R>0.
Let δ¯ be the largest δ that satisfies (H4.1). Then, the solutions of the coupled systems (3)-(5) are ultimately
bounded for any finite τ ∈ R>0 and γ < δ¯/2.
Proof : By assumption, each system (3)-(4) is strictly C1-semipassive with input ui, output yi, and radially
unbounded function V (xi). Define the functional
W (xt(θ)) :=
k∑
i=1
νi
(
V (xi) + γ
∑
j∈Ei
aij
0∫
−τ
|yi(t+ s)|
2 ds
)
,
where x = col(x1, ..., xk), xt(θ) = x(t+θ) ∈ C, θ ∈ [−τ, 0], C = [−τ, 0]→ Rkn being the Banach space of
continuous functions mapping the interval [−τ, 0] into Rkn, and the constants νi denoting the entries of the
left eigenvector corresponding to the simple zero eigenvalue of the Laplacian matrix L, i.e., ν = (ν1, ..., νk)
T
and νTL = νT (D −A) = 0. Note that L is singular by construction and since it is assumed that the
graph is strongly connected, then the zero eigenvalue is simple. Using the Perron-Frobenius theorem, it
can be shown that the vector ν has strictly positive real entries, i.e., νi > 0 for all i ∈ I, see Ref. [3].
Then, by assumption
W˙ ≤
k∑
i=1
νi
(
yTi ui −H(xi) + γ
∑
j∈Ei
aij
(
|yi|
2 − |yτi |
2
))
.
Consider the term
k∑
i=1
νiy
T
i ui = γ
k∑
i=1
∑
j∈Ei
νiaijy
T
i (y
τ
j − y
τ
i ), (7)
using Young’s inequality, it follows that
k∑
i=1
νiy
T
i ui ≤
γ
2
k∑
i=1
∑
j∈Ei
νiaij
(
2|yi|
2 + |yτi |
2 + |yτj |
2
)
.
Combining the previous results and using the fact that νTL = 0, and maxi∈I
∑
j∈Ei
aij = 1, the following
is satisfied W˙ ≤
∑k
i=1 νi(−H(xi) + 2γ |yi|
2). By assumption (H4.1), there exist positive constants R, δ ∈
R>0 such that |xi| > R implies that H(xi) − δ|yi|2 > 0. Let δ¯ be the largest δ that satisfies (H4.1) for
arbitrarily large R <∞. Then, for γ satisfying 2γ ≤ δ¯ and for sufficiently large |x|, it follows that W˙ < 0.
By construction, the functional W is lower and upper bounded by some K∞-functions [10]. Hence, there
exists a constant σ ∈ R>0 such that W˙ < 0 for σ and x satisfying W (x) ≥ σ. Then, solutions starting
in the set {W (x) ≤ σ} will remain there for future time since W˙ is negative on the boundary W (x) = σ.
Moreover, for any x in the set {W (x) ≥ σ∗} with σ∗ > σ, the function W˙ (x) is strictly negative, which
implies that, in this set, W (x) decreases monotonically until the solutions enter the set {W (x) ≤ σ} again;
and therefore, we can conclude that the solutions of the closed-loop system (3)-(5) exist and are ultimately
bounded for any finite τ ≥ 0 and γ ≤ δ¯2 . 
Remark 2 The result stated in Lemma 1 is independent of the time-delay. Therefore, if the conditions
stated in Lemma 1 are satisfied, the solutions of the closed-loop system (3)-(5) are ultimately bounded for
arbitrary large time-delays.
Next, we give sufficient conditions for global synchronization of the coupled systems. Define the stacked
state x := col(x1, . . . , xk) (xi := col(ζi, yi)) and the synchronization manifold M := {x ∈ Rkn |xi =
xj , ∀ i, j ∈ I}. The coupled systems (3)-(5) are said to synchronize if the synchronization manifold M
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Figure 2: Synchronization Regions Ss, s = 1, 2. Left: Case (a) in Corollary 2. Right: Case (c) in Corollary
2.
is invariant under the closed-loop dynamics and contains an asymptotically stable subset. Clearly, if the
systems are interconnected through (5), the coupling functions vanish on M; hence, the manifold M is
positively invariant under the dynamics (3)-(5), see Ref. [28] for details. In the following theorem, we
give conditions for the existence of an asymptotically stable subset of the synchronization manifold. In
particular, we prove that under some mild assumptions, there exists a region S bounded by a unimodal
function such that if (γ, τ) ∈ S, the systems synchronize.
Definition 3 A function ϕ : J → R≥0, γ 7→ ϕ(γ) is called unimodal if for some value γ∗ ∈ J , it is
monotonically increasing for γ ≤ γ∗ and monotonically decreasing for γ ≥ γ∗. Hence, the maximum value
of ϕ(γ) is given by ϕ(γ∗) and there are no other maxima.
Theorem 1 Consider k coupled systems (3)-(5) with coupling strength γ ∈ R≥0 and time-delay τ ∈ R≥0
on a simple undirected strongly connected graph G. Let the conditions of Lemma 1 be satisfied and assume
that:
(H4.2) The internal dynamics (3) is an exponentially convergent system, i.e., there is a positive definite
matrix P such that the eigenvalues of the symmetric matrix
1
2
(
P
(
∂q
∂ζi
(ζi, yi)
)
+
(
∂q
∂ζi
(ζi, yi)
)T
P
)
, (8)
are uniformly negative and bounded away from zero for all ζi ∈ R
n−m and yi ∈ R
m.
Then, there exist a constant γ′ ∈ R>0 and a unimodal function ϕ : J := [γ
′,∞)→ R≥0, γ 7→ ϕ(γ), where
ϕ(γ′) = 0 and limγ→∞ ϕ(γ) = 0, such that if (γ, τ) ∈ S := {γ, τ ∈ R≥0 | γ <
δ¯
2 , γ > γ
′, τ < ϕ(γ)},
then there exists a globally asymptotically stable subset of the synchronization manifold M.
The proof of Theorem 1 can be found in the appendix. The result stated in Theorem 1 amounts to the
following. The solutions of (3)-(5) are ultimately bounded and the systems asymptotically synchronize
provided that the coupling strength γ is sufficiently large and the time-delay τ is smaller than some
unimodal function ϕ(γ), see Figure 1. Therefore, there exists a region S (colored area in Figure 1) such
that if (γ, τ) ∈ S, there exists a globally asymptotically stable subset of the synchronization manifold M.
Estimates of both the constant γ′ and the unimodal function ϕ(γ) are derived in the proof of Theorem 1,
in (30) and (33), respectively. They depend on the network topology (more specifically on the eigenvalues
of the Laplacian matrix), the dynamics of the individual subsystems, i.e., the vector fields q(·) and a(·), and
the bounds on the solutions of the closed-loop system. Note that our results are meant to prove existence
of the synchronization region S and to provide a qualitative analysis of the unimodal bound ϕ(γ); the
estimates of γ′ and ϕ(γ) given in appendix may be conservative.
Corollary 1 Consider k coupled systems (3)-(5) with coupling strength γ ∈ R≥0 and time-delay τ ∈ R≥0
on a simple undirected strongly connected graph G. Assume that the conditions stated in Theorem 1 are
satisfied. Then, for every γ¯ ∈ J , there exists a maximum time-delay τ¯ ∈ R≥0, such that if γ = γ¯, the
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systems synchronize for all τ ≤ τ¯ . Moreover, there exists an optimal coupling strength γ = γ∗ ∈ J and
its corresponding maximum time-delay τ∗ := max(τ ∈ S) such that τ¯ < τ∗ for all γ 6= γ∗.
Proof: The assertion follows from unimodality of the function ϕ(γ).
The result stated in Corollary 1 implies that for every strongly connected graph G, there exists an
optimal coupling strength γ∗ that leads to the maximum time-delay τ∗ = ϕ(γ∗) = max(τ ∈ S) that
can be induced to the network without compromising the synchronous behavior, i.e., there exists a gain
γ = γ∗ that leads to the best tolerance against time-delays of the closed-loop system, see Figure 1. In the
following corollary, we characterize the effect of the network topology on the values of both the optimal γ∗
and the maximum time-delay τ∗, i.e., we study the effect of the eigenvalues of the Laplacian matrix L on
the unimodal function ϕ(γ).
Let G¯ := {Gs | s ∈ N } denote the set of all simple strongly connected undirected graphs. For each
graph Gs, consider k = ks coupled systems (3)-(5) with coupling strength γ = γs ∈ R≥0 and delay
τ = τs ∈ R≥0 interacting on Gs. Assume that the conditions stated in Theorem 1 are satisfied, then from
Theorem 1, there exist constants γ′s ∈ R>0 and unimodal functions ϕs : Js → R≥0, s ∈ N, such that if
(γs, τs) ∈ Ss, where
Ss := {γs, τs ∈ R≥0 | γs < δ¯/2, γs > γ
′
s, τs < ϕs(γs)},
the ks systems of each Gs asymptotically synchronize. Let γ∗s and τ
∗
s = max(τs ∈ Ss) be the optimal
coupling strength and the corresponding maximum time-delay of Gs and define τ¯∗ := {τ∗s | s ∈ N }, i.e.,
the set of all maximum time-delays of G¯, and
τ∗max := max(τ¯
∗). (9)
Corollary 2 For s = 1, 2. Consider k = ks interconnected systems (3)-(5) with coupling strength γ =
γs ∈ R≥0 and time-delay τ = τs ∈ R≥0 on a simple undirected strongly connected graph Gs, i.e., two
independent diffusively time-delayed coupled networks. Assume that G1 6= G2 and the conditions stated in
Theorem 1 are satisfied. Then, by Theorem 1, there exists a region Ss such that if (γs, τs) ∈ Ss the ks
systems of Gs asymptotically synchronize. Let γ
∗
s and τ
∗
s = max(τs ∈ Ss) be the optimal coupling strength
and the corresponding maximum time-delay of Gs. Additionally, let Ls ∈ R
ks×ks be the Laplacian matrix
of Gs with real positive eigenvalues λj(Ls), j = 2, . . . , ks, and λ2(Ls) ≤ . . . ≤ λks(Ls). Then:
(a) If
λk1
λ2
(L1) =
λk2
λ2
(L2) > 1, then τ
∗
1 = τ
∗
2 . In addition, λ2(L1) ≥ λ2(L2) implies γ
∗
1 ≤ γ
∗
2 .
(b) If
λk1
λ2
(L1) =
λk2
λ2
(L2) = 1, then τ
∗
1 = τ
∗
2 = τ
∗
max. In addition, λ2(L1) ≥ λ2(L2) implies γ
∗
1 ≤ γ
∗
2 .
(c) If
λk1
λ2
(L1) >
λk2
λ2
(L2), then τ
∗
1 < τ
∗
2 . In addition, λ2(L1) ≥ λ2(L2) implies γ
∗
1 ≤ γ
∗
2 .
The proof of Corollary 2 can be found in the appendix. The result stated in Corollary 2 amounts to the
following. The effect of the network topology on the maximum time-delay τ∗ is solely determined by the
quotient (λk
λ2
). Case (a): implies that any two strongly connected networks with the same quotient (λk/λ2)
have the same maximum time-delay τ∗. Additionally, in this case, the value of the optimal coupling strength
γ∗ is also determined by λ2, i.e., if the two networks have the same quotient, then the larger the λ2 the
smaller the γ∗, and vice versa. Case (b): implies that networks with quotient equal to one have the best
tolerance against time-delays, i.e., if λk
λ2
= 1, then τ∗ = τ∗max with τ
∗
max as defined in (9). Finally, case (c)
implies that the larger the quotient λk
λ2
the smaller the τ∗, and vice versa. See Figure 2.
5 Simulation Experiment
A. Network Topology, Strict Semipassivity, and Convergence. Consider a network of ks, s ∈
{1, . . . , 7}, systems coupled according to the graphs Gs depicted in Figure 3. For each network, the
weights of the interconnections are set to aij = 1/ks if {i, j} ∈ Es and aij = 0 otherwise. The networks
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are strongly connected and undirected. Each system in the networks is assumed to be a Hindmarsh-Rose
neuron[9], of the form 

ζ˙1i = 1− 5y
2
i − ζ1i,
ζ˙2i = 0.005(4yi + 6.472 − ζ2i),
y˙i = −y
3
i + 3y
2
i + ζ1i − ζ2i + 3.25 + ui,
(10)
with output yi ∈ R, internal states ζi1, ζi2 ∈ R, state xi = col(ζi1, ζi2, yi) ∈ R3, input ui ∈ R, and
i ∈ I = {1, . . . , ks}. It is well known that the Hindmarsh-Rose neuron (10) has a chaotic attractor for
ui = 0, see Ref. [9]. Furthermore, in Ref. [27], the authors prove that the Hindmarsh-Rose neuron is
strictly C1-semipassive with storage function V (ζ1i, ζ2i, yi) := 12y
2
i + σζ
2
1i+25ζ
2
2i, constants ς1, ς2 ∈ (0, 1),
0 < σ < 4ς1(1−ς2)25 , and
H(ζ1i, ζ2i, yi) = ς1y
4
i − 3y
3
i −
1
4σ(1− ς2)
y2i
+
(
σς2 −
25σ2
4(1− ς1)
)
ζ21i +
1
4
ζ22i − 1.618ζ2i
+ σ(1− ς2)
(
ζ1i −
1
2σ(1− ς2)
yi
)2
− σζ1i
+ (1− ς1)
(
y2i +
5σ
2(1 − ς1)
ζ1i
)2
− 3.25yi. (11)
Moreover, the (ζ1i, ζ2i)-dynamics (the internal dynamics) is exponentially convergent (in the sense of
Definition 2), i.e., it satisfies the Demidovich condition (8) with P = I2; hence, assumption (H4.2) in
Theorem 1 is satisfied. This particular experiment is taken from Ref. [16], where a detailed experimental
study is presented.
B. Bounded Solutions and Synchronization. It can be easily verified that the function H(xi) in (11)
satisfies the boundedness assumption (H4.1) for arbitrary large coupling strength γ. Therefore, by Lemma
1, the solutions of the coupled systems (10),(5) with γ = γs and τ = τs are ultimately bounded for any
finite coupling strength γs and time-delay τs. Finally, given that all the graphs in Figure 3 are strongly
connected and (H4.1) and (H4.2) are satisfied, then, by Theorem 1, there exist regions Ss, s = 1, . . . , 7,
(as depicted in Figure 1), such that if (γs, τs) ∈ Ss, the systems synchronize.
C. Simulation Results. In Figure 4, we show results obtained through extensive computer simulations. We
depict the synchronization regions Ss, s = 1, . . . , 7 for each network topology Gs. These regions are clearly
bounded by unimodal functions; and therefore, for each network, there exists an optimal coupling strength
γ∗s and its corresponding maximum time-delay τ
∗
s that can be induced to the network without compromising
the synchronous behavior. These maximum time-delays are strongly influenced by the network topology,
(see the proofs of Theorem 1 and Corollary 2). In Table 1, we show the numerical values of the optimal
coupling strengths, the maximum time-delays, and the quotients λks/λ2. These values match with the
theoretical predictions given in Corollary 2.
6 Conclusions
We have presented a result on network synchronization of coupled nonlinear systems in the case when the
coupling functions are subject to constant time-delays. Using the notions of semipassivity and convergent
systems, we have provided sufficient conditions which guarantee ultimate boundedness of the solutions of
the coupled systems and (global) state synchronization. In particular, we have proved that, under some
mild assumptions, there always exists a region S in the parameter space (coupling strength γ versus time-
delay τ), such that if γ, τ ∈ S, the systems synchronize. We proved that this region S is always bounded
by a unimodal function ϕ(γ); and consequently, that there always exists an optimal coupling strength γ∗
which leads to the maximum time-delay τ∗ = ϕ(γ∗) that the network can tolerate without breaking the
synchrony. In Corollary 2, we have provided tools for selecting the network topology in order to enhance
robustness against time-delays of the coupled systems. Case (b) in Corollary 2 implies that networks with
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Figure 3: Network topologies.
Figure 4: Synchronization regions Ss computed for different topologies Gs, s = 1, . . . , 7. See Ref. [16] for
comparison with experimental results.
quotient (λk/λ2) equal to 1 have the best tolerance against time-delays. This is the case for all-to-all
networks. Finally, we have presented a simulation example using networks of Hindmarsh-Rose neurons to
illustrate the results.
A Proofs
A.1 Proof of Theorem 1
Let ζ = col(ζ1, . . . , ζk) ∈ Rk(n−m) and y = col(y1, . . . , yk) ∈ Rkm. Define M ∈ R(k−1)×k as
M :=
(
1k−1 −Ik−1
)
, (12)
Introduce the set of coordinates ζ˜ = (M⊗In−m)ζ and y˜ = (M⊗Im)y. Note that, y˜1 = y1−y2, . . . , y˜k−1 =
y1− yk and ζ˜1 = ζ1− ζ2, . . . , ζ˜k−1 = ζ1− ζk. Then, it follows that y˜ = ζ˜ = 0 implies that the systems are
synchronized. Assumption (H4.2), Proposition 1, smoothness of the vector fields, and boundedness of the
solutions imply the existence of a positive definite function V2 : R(k−1)(n−m) → R≥0, ζ˜ 7→ V2(ζ˜) such that
V˙2(ζ˜ , y˜) ≤ −α|ζ˜|
2 + c0 ˜|ζ| |y˜| , (13)
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Table 1: Simulation results: Optimal coupling strength γ∗s , maximum time-delay τ
∗
s , eigenvalues λks and
λ2 of the corresponding Laplacian matrices Ls, and their quotient (λks/λ2).
γ∗s τ
∗
s [ms] λks λ2 λks/λ2
G1 2.00 4.25 1 1 1
G2 5.70 1.10 1 13 3
G3 1.95 4.25 1 1 1
G4 10.6 0.33 0.8536 0.1464 5.8306
G5 3.85 2.55 1 12 2
G6 3.75 2.50 1 12 2
G7 1.90 4.15 1 1 1
for some constants α, c0 ∈ R>0, see Section 5 in Ref. [24] for further details. Note that
M˜ =
(
1 0k−1
1k−1 −Ik−1
)
⇒ M˜LM˜−1 =
(
0 ∗
0k−1 L˜
)
, (14)
where L denotes the Laplacian matrix. By assumption, the communication graph is strongly connected
and undirected. Then, the Laplacian matrix is symmetric and its eigenvalues are real. Moreover, the
matrix L has an algebraically simple eigenvalue λ1 = 0 and 1k is the corresponding eigenvector [3]. Since
spec(L˜) = spec(L)\{0}, then from Gerschgorin’s disc theorem, it can be concluded that the eigenvalues of
L˜ are positive real, i.e., the matrix L˜ has eigenvalues λ2, ..., λk ∈ R>0 with 0 < λ2 ≤ · · · ≤ λk. Coupling
(5) can be written in matrix form as follows
u(t) = −γ (L⊗ Im) y(t− τ), (15)
where u = col(u1, ..., uk) ∈ Rkm. Denote u˜ = col((u1 − u2), ..., (u1 − uk)); then
u˜(t) = −γ(L˜⊗ Im)y˜(t− τ), (16)
with L˜ as in (14). In the new coordinates, the closed-loop system can be written as
˙˜ζ = q˜(y˜, ζ˜, y1, ζ1), (17)
˙˜y = a˜(y˜, ζ˜ , y1, ζ1)− γ(L˜⊗ Im)y˜(t− τ), (18)
where
a˜(y˜, ζ˜ , y1, ζ1) =


a(y1, ζ1)− a(y1 − y˜1, ζ1 − ζ˜1)
...
a(y1, ζ1)− a(y1 − y˜k−1, ζ1 − ζ˜k−1)

 , (19)
and
q˜(y˜, ζ˜ , y1, ζ1) =


q(y1, ζ1)− q(y1 − y˜1, ζ1 − ζ˜1)
...
q(y1, ζ1)− q(y1 − y˜k−1, ζ1 − ζ˜k−1)

 . (20)
Using Leibniz’s rule and continuity of the solutions, the variable y˜(t− τ) can be written as
y˜(t− τ) = y˜(t)−
∫ 0
−τ
˙˜y(t+ s)ds. (21)
It follows that the dynamics (18) can be written as
˙˜y = a(y˜, ζ˜ , y1, ζ1)− γ(L˜⊗ Im)y˜ + γ(L˜⊗ Im)
∫ 0
−τ
˙˜y(t+ s)ds, (22)
substitution of (18) in (22) yields
˙˜y = a(y˜, ζ˜, y1, ζ1)− γ(L˜⊗ Im)y˜ (23)
− γ2(L˜2 ⊗ Im)
∫ 0
−τ
y˜(t− τ + s)ds
+ γ(L˜⊗ Im)
∫ 0
−τ
a(y˜, ζ˜ , y1, ζ1)(t+ s)ds.
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The matrix L˜ is nonsingular and symmetric, then there exists a transformation matrix U ∈ R(k−1)×(k−1)
such that ‖U‖ = 1 and UL˜U−1 = Λ, where Λ denotes a diagonal matrix with the nonzero eigenvalues
of L on its diagonal. Introduce the change of coordinates y¯ = (U ⊗ Im)y˜ and for consistency of notation
ζ¯ = ζ˜. In the new coordinates, the closed-loop system can be written as
˙¯ζ = q¯(y¯, ζ¯ , y1, ζ1), (24)
˙¯y = a¯(y¯, ζ¯ , y1, ζ1)− γ (Λ⊗ Im) y¯(t) (25)
− γ2(Λ2 ⊗ Im)
∫ 0
−τ
y¯(t− τ + s)ds
+ γ(Λ⊗ Im)
∫ 0
−τ
a¯(y¯, ζ¯ , y1, ζ1)(t+ s)ds,
where q¯(y¯, ζ¯ , y1, ζ1) := q˜((U−1 ⊗ Im)y¯, ζ¯ , y1, ζ1), a¯(y¯, ζ¯ , y1, ζ1) := (U ⊗ Im)a˜((U−1 ⊗ Im)y¯, ζ¯ , y1, ζ1).
Notice that y¯ = ζ¯ = 0 implies that the systems are synchronized because U is nonsingular. Since stability
is invariant under a change of coordinates and ‖U‖ = 1, then from (13), there exists a positive definite
function V¯2 : R(k−1)(n−m) → R≥0, ζ¯ 7→ V¯2(ζ¯) such that
˙¯V2(ζ¯ , y¯) ≤ −α|ζ¯|
2 + c0 ¯|ζ| |y¯| , (26)
for some constants α, c0 ∈ R>0. Consider the function V3(y¯) = 12 y¯
T y¯. Then
V˙3 ≤− γλ2|y¯|
2 + y¯T a¯(y¯, ζ¯ , y1, ζ1)
+ γy¯T (Λ⊗ Im)
∫ 0
−τ
a¯(y¯, ζ¯ , y1, ζ1)(t+ s)ds
− γ2y¯T (Λ2 ⊗ Im)
∫ 0
−τ
y¯(t− τ + s)ds. (27)
Ultimate boundedness of the solutions and smoothness of the function a(·) imply that
y¯T a¯(y¯, ζ¯ , y1, ζ1) ≤ c1 |y¯|
2 + c2 |y¯| |ζ¯|,
for some positive constants c1, c2 ∈ R>0. Let the function V1(ζ¯ , y¯) := V2(ζ¯) + V3(y¯) be a Lyapunov-
Razumikhin function such that if V1(ζ¯(t), y¯(t)) > κ2V1(ζ¯(t + θ), y¯(t + θ)) for θ ∈ [−2τ, 0] and some
constant κ > 1, then
V˙1 ≤ −α
∣∣ζ¯∣∣2 + (κτλ2kγ2 + c1(1 + κγτλk)− γλ2) |y¯|2
+(c0 + c2(1 + κγτλk))
∣∣ζ¯∣∣ |y¯| . (28)
The constant κ can be arbitrarily close to one as long as it is greater than one. Then, for the sake of
simplicity, we take κ on the boundary κ = 1 for the rest of the analysis. Some straightforward algebra
shows that (28) is negative definite if(
λ2γ − γ
′
)
− λk
(
λkγ +
c¯1
c¯2
)
γτ −
λ2k
2c¯2
(γτ)2 > 0, (29)
with
γ′ :=
(c0 + c2)
2
4α
+ c1, (30)
c¯1 :=
2αc1 + c0c2 + c
2
2
c22
, c¯2 :=
2α
c22
. (31)
All the constants in (29) are positive by construction and γ and τ are nonnegative by definition. Then,
a necessary condition for (29) to be satisfied is λ2γ > γ′. After some straightforward computations,
inequality (29) can be rewritten as follows
τ < −
(
c¯2 +
c¯1
γλk
)
±
√(
c¯2 +
c¯1
γλk
)2
+
2c¯2(λ2γ − γ′)
λ2kγ
2
. (32)
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The time-delay τ is nonnegative by definition. Hence, in order to satisfy (32), it is sufficient to consider
the possible positive values of the right-hand side of (32), i.e., the positive square root. Then, inequality
(32) boils down to 

τ < ϕ(γ),
ϕ(γ) := −
(
c¯2 +
c¯1
γλk
)
+
√(
c¯2 +
c¯1
γλk
)2
+ 2c¯2(λ2γ−γ
′)
λ2
k
γ2
.
(33)
We are only interested in possible values of γ, τ ∈ R≥0 such that (33) is satisfied. Then, we restrict the
function ϕ(γ) to the set J := [ γ
′
λ2
,∞). Next, we prove that the function ϕ : J → R≥0 is unimodal. The
function ϕ(·) is continuous and real-valued on J . Moreover, it is strictly positive on the interior of J , it
has a root at γ = γ
′
λ2
, i.e., ϕ( γ
′
λ2
) = 0, and limγ→∞ ϕ(γ) equals
lim
γ→∞
2c¯2
λ2
k
(
λ2
γ
− γ
′
γ2
)
(
c¯2 +
c¯1
γλk
)
+
√
(c¯2 +
c¯1
γλk
)2 + 2c¯2
λ2
k
(
λ2
γ
− γ
′
γ2
)
=
2c¯2
λ2
k
(0)
(c¯2 + 0) +
√
(c¯2 + 0)2 +
2c¯2
λ2
k
(0)
=
0
2c¯2
= 0.
The function ϕ(·) is differentiable on J , then we can compute its local extrema by computing its critical
points. It is easy to verify that ∂ϕ(γ)
∂γ
= 0 only for γ = γ∗ and γ = γ˜ with
γ
∗
=
(
1 +
λ2
λ2 + 2λk c¯1
)
γ′
λ2
+
√
2c¯2
1
c¯2γ′(λ22 + 2λ2λk c¯1 + 2λ
2
k
c¯2γ′)
c¯2λ2(λ2 + 2λk c¯1)
, (34)
γ˜ =
(
1 +
λ2
λ2 + 2λk c¯1
)
γ′
λ2
−
√
2c¯2
1
c¯2γ′(λ22 + 2λ2λk c¯1 + 2λ
2
k
c¯2γ′)
c¯2λ2(λ2 + 2λk c¯1)
. (35)
Then, γ = γ∗ and γ = γ˜ are the critical points of ϕ(γ) and ϕ(γ∗) and ϕ(γ˜) are the corresponding global
extrema. Notice that γ∗ > γ
′
λ2
; therefore, γ∗ belongs to the interior of J . It is difficult to visualize from
(35) whether γ˜ is contained in J . Then, we rewrite (35) in a more suitable manner
γ˜ =
2c¯2γ
′ − c¯21
c¯2 (λ2 + c¯1λk) + c¯1
√
c¯2(λ22+2λ2λk c¯1+2λ
2
k
c¯2γ′)
2γ′
. (36)
Note that the denominator of (36) is strictly positive, then the sign of γ˜ is solely determined by the
numerator. Substitution of (30) and (31) in the numerator of (36) yields
2c¯2γ
′ − c¯21 = −
4αc1 (c0c2 + αc1)
c22
, (37)
which is strictly negative. It follows that γ˜ is strictly negative as well; in consequence, γ˜ is not contained
in J , i.e., γ˜ /∈ J . Then, the function ϕ(·) has a unique extremum on J and it is given by ϕ(γ∗).
Moreover, given that ϕ(γ′) = 0, limγ→∞ ϕ(γ) = 0, φ(γ) is strictly positive on the interior of J , and
ϕ(γ∗) is the unique extremum on J , it follows that ϕ(γ∗) is a unique local maximum on J ; therefore,
it can be concluded that the function ϕ(·) is a unimodal function in the sense of Definition 3. Hence,
(28) is negative definite if λ2γ > γ′ and τ < ϕ(γ). Finally, ultimate boundedness of the solutions and
the Lyapunov-Razumikhin theorem imply that the set {ζ¯ = y¯ = 0} is a global attractor for λ2γ > γ′ and
τ < ϕ(γ). 
A.2 Proof of Corollary 2
From Theorem 1, the optimal coupling strength γ∗ for any strongly connected graph is given by (34).
Moreover, the corresponding maximum time-delay τ∗ is given by ϕ(γ∗) with unimodal function ϕ(·) given
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in (33). Then, after some straightforward algebra, γ∗ and τ∗ = ϕ(γ∗) can be written as follows
γ∗ =
γ′
λ2

1 + 11 + 2c¯1 λkλ2
+
√√√√√1 + 1(
1 + 2c¯1
λk
λ2
)2 + 2
(
c¯21 − c¯2γ
′
)
c¯2γ′
(
1 + 2c¯1
λk
λ2
)

, (38)
τ∗ =
c¯2
λk
λ2
(
c¯1 + 2c¯2γ′
λk
λ2
+
√
2c¯2γ′ + 4c¯2c¯1γ′
λk
λ2
+
(
2c¯2γ′
λk
λ2
)2) . (39)
Next, we analyze the cases stated in Corollary 2. Case (a): The maximum time-delay in (39) relies on the
constants c¯1, c¯2, γ′ ∈ R>0 and the quotient
λk
λ2
. The constants c¯1, c¯2, and γ′ do not depend on the network
topology (they depend on the vectorfields q(·) and a(·)), then the effect of network is solely determined by
λk
λ2
. From Gerschgorin’s disc theorem, it can be concluded that the eigenvalues λ2 and λk of any strongly
connected undirected graph are positive real, i.e., 0 < λ2 ≤ λk, and therefore
λk
λ2
≥ 1. Then, it is clear
from (39) that networks with equal λk
λ2
have the same maximum time-delay. Moreover, from (38), it is
clear that if two networks have the same quotient λk
λ2
, then the value of γ∗ is solely determined by λ2, the
larger the λ2 the smaller the γ∗, and vice versa. Case (b): The eigenvalues λ2 and λk of any undirected
strongly connected graph are positive real and 0 < λ2 ≤ λk; therefore,
λk
λ2
≥ 1. From (39), it is clear that
τ∗ has its maximum value at λk
λ2
= 1. The part regarding γ∗ follows from the same arguments of case (a).
Case (c): Clearly, from (39), the larger the quotient λk
λ2
the smaller the τ∗, and vice versa. Moreover, from
(38), it is clear that the larger the quotient λk
λ2
the smaller the γ∗ for a fixed λ2, and for a fixed quotient,
the larger the λ2 the smaller the γ∗ and the assertion follows. 
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