In this paper, we consider multiobjective optimization for obtaining the feature weights associated with structural image impairments and its application to wireless imaging quality assessment. The proposed framework supports optimization with respect to nding a trade-off between metric prediction accuracy and generalization to unknown images. Evaluation of optimal trade-off solutions for two representative scenarios reveal the bene ts of the proposed approach. In particular, quality prediction accuracy of an objective image metric can be strongly increased and negligible features are identied that can be discarded to save computational complexity.
INTRODUCTION
Lossy source coding and transmission over wireless channels induce a wide range of artifacts in image and video communication. It is desirable to measure the artifacts accurately and determine their impact on visual perception to de ne objective metrics that can automatically assess wireless imaging quality. The peak signal-to-noise ratio (PSNR) is not applicable here as it depends on the reference image to be available at the receiver. It also has been shown that the human visual system (HVS) is well adapted to extraction of structural information [1] . A favorable metric would hence be able to judge the quality of a received image using structural rather than pixel based measures, without the need for the reference image. A metric that belongs to this class of reduced-reference objective image quality metrics has been proposed in our earlier work [2, 3] . It is based on extraction and summation of a set of low-bandwidth structural image features. Each feature can be weighted according to its impact on the overall metric.
In contrast to this earlier work, in which the weights were obtained separately for each feature, we consider in this paper a multiobjective optimization approach [4] that facilitates nding the optimal weights of all features simultaneously and with respect to two objectives. In this way, interdependencies between the impact of artifacts on perceptual image quality can be accounted for and insights into the perceptual relevance of common artifacts observed in wireless imaging are gained. In addition, multiobjective optimization can be performed for a wide range of system constraints and scenarios of interest. In particular, optimal feature weights are obtained as a trade-off between metric prediction accuracy and generalization to unknown images. An exponential mapping function further increases the metric prediction performance by accounting for the non-linearities in the HVS.
The paper is organized as follows. Section 2 reviews the objective image quality metric and subjective quality experiments. Section 3 and 4, respectively, present and evaluate the multiobjective optimization. Section 5 concludes the paper.
PERCEPTUAL IMAGE QUALITY ASSESSMENT

Objective image quality metric
We brie y summarize our previously proposed objective metric [2, 3] which is based on extraction of ve structural featuresf i , in particular, blockingf 1 [5] , blurf 2 [6] , edge-based image activityf 3 and gradient-based image activityf 4 [7] , and intensity maskingf 5 . To obtain a de ned feature space, the features were scaled using an extreme value normalization
where the denominator is given as
Here, K is the number of images in the set and I is the number of features. Resulting from the normalization, we have ∀i,
The feature measures are then accumulated to form the Normalized Hybrid Image Quality Metric (NHIQM)
The weights w i represent the impact of an artifact on the overall quality metric and will be optimized according to the perceptual relevance of the corresponding feature. To measure structural degradation between a distorted image (d) and its corresponding reference (r), we de ne an absolute difference
Finally, an exponential function can be used to map Δ NHIQM to predicted mean opinion score (MOS) as follows
The exponential character of the prediction function has been found to account well for non-linearities in the HVS.
Subjective image quality experiments
The multiobjective metric optimization is supported by using MOS obtained in subjective quality experiments from two independent laboratories. One experiment was conducted at Blekinge Institute of Technology (BIT) in Ronneby, Sweden, and the other at the Western Australian Telecommunications Research Institute (WATRI) in Perth, Australia [2] . Each experiment involved 30 non-expert viewers. The experiments were designed according to ITU-R Rec. BT.500-11 [8] . A set I R of 7 reference monochrome images of dimensions 512 × 512 pixels was chosen to account for different textures and complexities. The images were encoded into Joint Photographic Experts Group (JPEG) format. A simulation model of a wireless system was used to generate two sets I B and I W of 40 distorted images each, for BIT and WATRI experiments, respectively. In particular, blocking, blur, ringing, and intensity masking artifacts were observed in different degrees of severity. The viewers were shown the distorted images along with their reference images. The experiments at BIT and WA-TRI resulted in two respective sets of MOS, M B and M W .
MULTIOBJECTIVE METRIC OPTIMIZATION
Multiobjective optimization
Optimization in general is concerned with minimization of an objective subject to a set of decision variables. However, the performance of a system cannot always be quanti ed by a single number. Therefore, multiobjective optimization (MOO) is concerned with the optimization of multiple, often con icting objectives [4] . Two objectives are said to be con icting when a decrease in one objective leads to an increase in the other. A MOO problem can be transformed into a single-objective optimization, for instance by de ning an objective as a weighted sum of multiple objectives. However, it is recommended to preserve the full dimension of the MOO and instead perform a two stage process [9] . In a rst step, the design space is reduced to a set of optimal trade-offs between the objectives by determining the Pareto optimal (noninferior) solutions, which have the characteristic that one objective can only be optimized on cost of another. However, although a Pareto optimal solution should always be a better compromise than the solutions it dominates, not all Pareto optimal solutions may be acceptable solutions. Therefore, in a second step the best trade-off solution is chosen from the set of Pareto optimal solutions under consideration of system design aspects [4] .
Determination of Pareto optimal weights
Considering the above, we conduct a two stage MOO with the rst step to nd the Pareto optimal solutions. We Objective O A de nes the metrics ability to predict MOS with minimal error and is measured as the Pearson linear correlation between metric Δ and MOS M on the training set
Optimizing the weights based only on objective O A would likely overtrain the metric, meaning, it would work very well on the training set but not on a set of unknown images. Therefore, objective O G de nes the metrics ability to perform quality prediction on a set of unknown images. We compute it as the absolute difference of ρ P on training and validation set
We thus de ne the objective vector as
The decision vector w is evaluated by assigning it an objective vector O in the objective space O: W → O ⊂ R 2 . This is illustrated in Fig. 1 for both two-dimensional decision space and objective space. A decision vector w is optimal in the Pareto sense if it is assigned a noninferior solution on the Pareto optimal front, which is enclosed byÔ A andÔ G as independent optimal solutions for each of the objectives.
We determine the noninferior solutions using goal attainment [10] . Here, goals
T are speci ed, which can be interpreted as the desired level of the corresponding objective. This requires suf cient intuitive understanding of the problem to know what values one would like to attain for each of the objectives. We then de ne the MOO problem as Fig. 2 . One can see that prediction accuracy on the training set improves as generalization is relaxed. The corresponding optimal weights are shown in Fig. 3 . The weights of three features are clearly dominating, namely, blocking, edge-based image activity, and intensity masking. The weights for gradient-based image activity are small over the whole range and the blur weights are all zero. This might be due to the nature of the JPEG codec that mainly produces blocking rather than blur artifacts. Also, blocking usually is perceived more annoying than blur.
Exponential mapping to predicted MOS
For all sets of Pareto optimal weights as in Fig. 3 , we conducted non-linear curve ttings of the respective Δ NHIQM on the training set and M T to obtain parameters a and b for the exponential mapping function in (5) . Subsequently, all Δ NHIQM of both training and validation set were mapped to predicted MOS M OS NHIQM . The Pearson linear correlation ρ P between M OS NHIQM and MOS for both training and validation set is shown in Fig. 4 over the range of Δρ P .
EVALUATION OF TRADE-OFF SOLUTIONS
In Chapter 3 we determined the Pareto optimal solutions as suggestions for optimal trade-offs between the objectives. We now discuss two representative solutions S1 and S2. The corresponding metrics Δ NHIQM,S1 and Δ NHIQM,S2 are compared to Δ NHIQM,U which is computed using uniform (U ) feature weights ∀i : w i = 1. For further comparison, a structural similarity index (SSIM) [1] , a reduced-reference image quality assessment (RRIQA) [11] , and the well known PSNR are computed. We derived predicted MOS for all metrics following the procedure in Section 3.3. The metrics are eval- uated with respect to prediction accuracies ρ P and ρ P , respectively, on the actual metric and the corresponding predicted MOS. Additionally, we provide the Spearman rank order correlation coef cient ρ S which measures monotonicity of a metric based on its rank and the rank of MOS. All results are provided in Table 1 for both training and validation sets.
Solution S1: Optimal trade-off for Δ NHIQM
Solution S1 was selected with respect to an optimal tradeoff for Δ NHIQM , disregarding the exponential mapping to M OS NHIQM . When consulting the Pareto optimal front in Fig. 2 , it can be seen that the gain in prediction accuracy |ρ P,T | is small in comparison to the loss in generalization Δρ P , as one proceeds along the abscissa. Accordingly, the optimal trade-off for Δ NHIQM optimization has been chosen at Δρ P = 0.001 representing the best generalization ability. The corresponding weights are then obtained as also provides direct insight into the perceptual relevance of wireless imaging artifacts, since we only considered the linear relationship of Δ NHIQM between the weights, rather than the non-linearity of M OS NHIQM . In Table 1 it is shown that Δ NHIQM,S1 strongly outperforms Δ NHIQM,U on both prediction accuracies ρ P,T and ρ P,V .
Solution S2: Optimal trade-off for M OS NHIQM
Given the previous results, solution S2 was chosen with respect to an optimal trade-off for M OS NHIQM . In Fig. 4 one can see that ρ P for the training set continuously increases with Δρ P . The validation set, however, has a maximum of ρ P at Δρ P = 0.026 and has thus been chosen as the best trade-off for M OS NHIQM . The corresponding weights are given by S1 . The improvement to the uniform case M OS NHIQM,U , however, is not as signi cant as one might have expected. This can be comprehended when analyzing the exponential curve tting in Fig. 5 . Even though the t of Δ NHIQM,S2 has a root mean square error of only 9.9 as compared to 12.2 for Δ NHIQM,U , it can be observed that both Δ NHIQM,S2 and Δ NHIQM,U produce similar mapping functions. However, it should be noted that M OS NHIQM,S2 delivers comparable prediction accuracy to M OS NHIQM,U without the blur metric and thus saves valuable computational complexity.
CONCLUSIONS
In this paper, multiobjective optimization has been utilized to determine feature weights related to common wireless imaging impairments. The optimized weights enabled us to improve the prediction accuracy of our objective image quality metric and to save computational complexity by discarding features associated with negligible weights. Additionally, insight was revealed into the perceptual relevance of common artifacts in wireless imaging. The paper may also serve as a guide to multiobjective optimization of image quality metrics. 
