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Abstract
This thesis deals with verification algorithms for inhomogeneous continuous time
Markov chains (ICTMC), discrete time stochastic hybrid systems (DTSHS) and
Markovian timed automata (MTA). For all of these three models we define the
notions of time-bounded and time-unbounded reachability. We use time-bounded
and time-unbounded reachability in order to compute the satisfiability probability
of an ω-regular property.
For ICTMCs we introduce the notions of time-bounded and time-unbounded
reachability as a solution of a system of integral equations. We show that for
the time-bounded case the reachability probability can be computed by solving
a system of ordinary differential equations. For the time-unbounded case we
consider two special classes of ICTMCs: periodic and uniform. For both classes
we develop efficient techniques based on discrete time Markov chains (DTMCs)
in order to compute the time-unbounded reachability. Using the time-unbounded
measure we can compute the satisfiability probability for an ω-regular property
against an ICTMC.
We introduce the notions of time-bounded and time-unbounded reachability
for DTSHS. We develop a discretization algorithm, where the DTSHS is dis-
cretized into a DTMC and the resulting reachability probabilities are computed
as a solution of a system of linear equations. We compute also an error bound
for the time-bounded reachability case. Using the notions of time-bounded and
time-unbounded reachability we are able to verify whether a DTSHS satisfies a
given ω-regular property. All obtained results are applied to a two-room heating
example.
We introduce MTA as an extension of timed automata with exponential distri-
butions. We define the maximum time-bounded and time-unbounded reachability
probabilities as a solution of a system of integral equations. We develop a dis-
cretization algorithm for the time-bounded reachability case. We discretize the
MTA into a Markov decision process and we compute an error bound. For MTAs
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with a single clock we introduce a system of linear equations which solves the
time-unbounded rechability case.
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Zusammenfassung
Diese Dissertation behandelt Verifikationsalgorithmen fu¨r inhomogene, zeit-
kontinuierliche Markov-Ketten (ICTMC), zeit-diskrete stochastische hybride Sys-
teme (DTSHS), sowie Markov’sche timed automata (MTA). Fu¨r diese drei Mod-
elle definieren wir die Begriffe der zeit-beschra¨nkten und -unbeschra¨nkten Erre-
ichbarkeit. Diese verwenden wir, um die Erfu¨llbarkeitswahrscheinlichkeiten von
ω-regula¨ren Eigenschaften zu berechnen.
Fu¨r ICTMCs definieren wir die Begriffe der zeit-beschra¨nkten und
-unbeschra¨nkten Erreichbarkeit als Lo¨sung eines Systems von Integralgleichun-
gen. Wir zeigen, dass fu¨r den beschra¨nkten Fall die Erreichbarkeitswahrschein-
lichkeiten durch Lo¨sen eines Systems gewo¨hnlicher Differentialgleichungen
hergeleitet werden ko¨nnen. Fu¨r den unbeschra¨nkten Fall betrachten wir zwei ver-
schieden Klassen von ICTMCs: periodische sowie uniforme. Fu¨r beide Klassen
entwickeln wir effiziente Methoden basierend auf zeit-diskreten Markov-Ketten,
um die unbeschra¨nkten Erreichbarkeitswahrscheinlichkeiten zu berechnen. Die
Ergebnisse im unbeschra¨nkten Fall werden benutzt, um die Erfu¨llbarkeitswahr-
scheinlichkeiten von ω-regula¨ren Eigenschaften zu berechnen.
Schließlich fu¨hren wir die Begriffe von zeit-beschra¨nkter und -unbeschra¨nkter
Erreichbarkeit fu¨r DTSHS ein. Wir entwickeln einen Diskretisierungsalgorith-
mus, der ein DTSHS in eine DTMC verwandelt und Erreichbarkeitswahrschein-
lichkeiten als Lo¨sung eines linearen Gleichungssystems berechnet. Wir berechnen
auch Fehlergrenzen fu¨r den beschra¨nkten Fall. Die Begriffe der zeit-beschra¨nkten
und -unbeschra¨nkten Erreichbarkeit versetzen uns in der Lage, die Erfu¨llbarkeit
einer ω-regula¨ren Eigenschaft zu bestimmen. Alle Ergebnisse werden anhand
eines Beispiels (das Beheizen zweier Ra¨ume) erla¨utert.
Wir fu¨hren MTA als eine Erweiterung von timed automata mit exponen-
tiellen Verteilungen ein. Wir definieren die maximalen zeit-beschra¨nkten und
-unbeschra¨nkten Erreichbarkeitswahrscheinlichkeiten als Lo¨sung eines Systems
von Integralgleichungen ein. Fu¨r den beschra¨nkten Fall entwickeln wir einen
iii
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Diskretisierungsalgorithmus, der einen MTA in einen Markov’schen Entschei-
dungsprozess umwandelt. Wir berechnen Fehlerschranken. Fu¨r MTAs mit einer
einzigen Uhr stellen wir ein System von linearen Gleichungen auf, dessen Lo¨sung
die zeit-unbeschra¨nkte Erreichbarkeit beschreibt.
iv
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Chapter 1
Introduction
What is verification? Let’s assume that there is a vehicle which is driven by wire.
In automotive engineering “drive-by-wire” is a technology which replaces the
traditional mechanical control, in the sense that the braking and steering systems
are electronically controlled. Now, when the driver presses the braking pedal or
turns the steering wheel a signal is sent to the main controller of the vehicle. Here
the main controller will decide whether to brake or turn the car. But, can one be
entirely sure that the controller will do exactly what the driver expects? What if
the driver presses the braking pedal and the car doesn’t stop? Every controller is
run by a piece of software. So, in order to ensure that the controller will behave
as expected we have to guarantee that the underlying software is correct and
reliable. Verification is a technique which checks whether a system (controller
software) fulfills a given set of properties. In this case the property is: when the
driver presses the braking pedal the car stops.
In order to apply the verification technique one needs three ingredients: a
system which has to be verified, a property which has to be checked against the
system and a verification algorithm. Here we focus on an automatic verifica-
tion technique which is known in computer science literature as model checking
[BK08]. The model checking technique requires only the model of the system.
Therefore, in order to model check a system one has to provide a model of the
system, a specification (property) and the model checking algorithm.
Modeling. There are many formalisms used to model a system. Each of them
reflects the actual behavior of the real system in different ways. Labeled transition
systems (LTS) is a modeling formalism which takes into account the functional
(qualitative) behavior of the system. In case of the vehicle examples one could
1
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build an LTS which describes the discrete states of the system like the brake is
pressed or not pressed. The model of LTS do not take into account the timing
(quantitative) behavior. Therefore, the case when the pedal is pressed for three
seconds can not be modeled by an LTS. In this situation, timed automata (TA)
[AD94] is the appropriate modeling formalism for quantitative behaviors. The
model of TA gives the possibility to consider the timing constraints given in the
modeled system. Besides, many systems are subject to uncertainties. Therefore,
the uncertainty or the probability is a crucial parameter when one wants the
model the situation when with probability 0.01 the vehicle will deviate from
its given course by 10◦. The models of discrete time Markov chains (DTMC)
and continuous time Markov chains (CTMC) [How60] are used to model the
probabilistic nature of the system in discrete or continuous time, respectively.
There are also formal specification languages which enhance the modeling
process. The most prominent are Statecharts [Har87], process algebras [Mil82],
Petri nets [Pet62] and queueing networks [Kle75]. For each of these modeling
formalisms there exists a semantics which in turn is used as a model that can be
used in the process of model checking.
Specifications. In order to verify a model one has to specify a property of
interest. A property can be specified as nondeterministic finite state automaton
(NFA) or as a Bu¨chi automaton. The properties defined by a Bu¨chi automaton
are also denoted as ω-regular properties. Besides automata specifications one
can also use logics as a property specification formalism. There is the well-
known linear time temporal logic (LTL) [Pnu77] and its timed variant metric
temporal logic (MTL) [Koy90]. Also a property can be specified in computational
tree logic (CTL) [CES86], in timed CTL (TCTL) [ACD93], in probabilistic CTL
(PCTL) [HJ94] and for continuous time systems in continuous stochastic logic
(CSL) [ASSB00].
Model checking. Given a model and a property, the model checker will verify
the validity of the property against the model. In general a model checking
algorithm depends on which specification formalism is used as well as on the
property. For properties specified using automata or linear time logics (LTL,
MTL) the verification algorithm consists of a product construction between the
model and the automaton (as well as the automaton obtained from LTL or
MTL) [VW86; AFH96]. The property will be satisfied when a given set of states
from the product are reached from the initial state. For properties specified by a
2
1.1 Verification of Stochastic Systems
time/paths diffusion nondiffusion
discrete DTSHS DTMC
continuous SHS PDP
Table 1.1: Classification of stochastic systems.
formula Φ in branching time logics (CTL, TCTL, PCTL, CSL) the verification
algorithm consists of checking the satisfiability of each sub-formula of Φ against
the model. The algorithms terminate when a fixpoint is reached. Currently there
are several successful model checkers: SPIN for LTL [Spi], MRMC [MRM] and
PRISM [Pri] for PCTL and CSL, and UPPAAL for a subset of TCTL [Upp].
1.1 Verification of Stochastic Systems
We will classify stochastic systems into two categories: diffusion and nondiffu-
sion processes. Diffusion processes are Markov processes with continuous sample
paths. On the other hand, nondiffusion processes are Markov processes with
piecewise continuous sample paths. Also we will characterize stochastic systems
by the nature of time, i.e., discrete or continuous. Table 1.1 summarizes the
classification of stochastic systems according to the nature of time and the type
of the sample paths.
• Discrete-time Markov chains (DTMC) are well studied stochastic processes
which are used in dependability and reliability analysis of systems as well
as in modeling of randomized algorithms.
• Discrete-time stochastic hybrid systems (DTSHS) [AKLP10] are basically
DTMCs with continuous state spaces. A DTSHS is defined as a stochastic
process with a set of discrete locations and a set of probabilistic kernels
defined on the continuous state space of the DTSHS.
• Piecewise deterministic Markov processes (PDP) [Dav93] are stochastic pro-
cesses with a set of discrete locations and a system of ordinary differential
equations (ODEs). For each location of the PDP there is an ODE which
defines the continuous evolution of the process. Also a location of a PDP
contains an exit rate which defines the expected waiting time in that loca-
tion. Here the exit rates are state-dependent as well as time-dependent.
3
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• Stochastic hybrid systems (SHS) [BL04] are stochastic processes defined
on continuous state spaces. Intuitively, a SHS is a PDP with stochastic
differential equations (SDEs) instead of ODEs.
Verification results are known for DTMCs, DTSHSs and some subclasses of
PDPs. For DTMCs, automata as well as PCTL model checking is well studied in
[CY95; HJ94]. A first verification algorithm for DTSHS was given in [AKLP10],
where the authors focus on the verification of probabilistic invariance properties.
In [RCSL10] the authors develop a PCTL model checking algorithm for DTSHS.
For various subclasses of PDPs there also exist verification algorithms. A con-
tinuous time Markov chain (CTMC) is a subclass of the PDP model where all
ODEs are of the form x˙ = 1 (it represents the evolution of time) and the rates
are constant, i.e., do not depend on the evolution of time. In [BHHK03], the
authors develop a CSL model checking algorithm for CTMCs. In this thesis, we
will extend the results from [AKLP10] to verification of more involved properties
like Bu¨chi automata and LTL. Also we will develop for the first time a verifica-
tion algorithm for inhomogeneous continuous time Markov chains (ICTMC) i.e.,
CTMCs with time-varying rates. It will allow us to compute the probability that
an ICTMC satisfies a given ω-regular property.
Every stochastic model can be extended to deal with nondeterminism or con-
trol. In this case one is interested to compute the optimal scheduler or control
policy that maximizes or minimizes a given cost function. Usually in verification
one is interested in maximizing the probability over all types of schedulers that
a given property holds. Verification algorithms were developed for Markov de-
cision processes (MDP) [BdA95; BK98], i.e., DTMCs with nondeterminism. In
[BHKH05] the authors develop the first model checking algorithm for a subclass of
continuous time Markov decision processes (CTMDP) (for any location of a CT-
MDP the rate is the same). The results from [BHKH05] were extended to more
general CTMDPs [NZ10]. In this thesis we will extend the results in [NZ10] to
Markovian timed automata (MTA). A MTA is a CTMDP with clock constraints.
Generally speaking, MTAs are a subclass of PDPs with nondeterminism.
1.2 Contributions of this Thesis
In this thesis we concentrate on developing verification algorithms for three mod-
els: ICTMCs, DTSHSs and MTAs. For all of these three models we define
time-bounded and time-unbounded reachability probabilities and we show how to
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compute these measures. Then we extend the verification algorithms to ω-regular
properties and develop procedures to compute the probability that an ICTMC or
DTSHS satisfies a given ω-regular property. More specifically,
• We define time-bounded and time-unbounded reachability probabilities
for ICTMCs. Both measures can be characterized as the solution of a
system of integral equations. We show that time-bounded reachability
probabilities can be computed efficiently by solving a system of ODEs
(Chapman-Kolmogorov equations) and give an algorithm for computing
time-unbounded reachability probabilities. We consider two subclasses of
ICTMCs: eventually periodic and eventually uniform. For each of the sub-
classes we develop an efficient algorithm to compute the time-unbounded
reachability probability. We tackle the problem of model checking ω-regular
properties against ICTMCs. The problem is solved by constructing the
product between an ICTMC and a Bu¨chi automaton corresponding to the
ω-regular property. To our knowledge this is the first result of this kind
concerning the verification of ICTMCs.
• We define time-bounded and time-unbounded reachability probabilities for
DTSHS. For time-unbounded reachability we derive a discretization algo-
rithm to compute the probability and provide a characterization of an er-
ror bound. We tackle the problem of model checking ω-regular properties
against DTSHS. Then we show that this probability can be computed in
the product between the DTSHS and the Bu¨chi automaton corresponding
to the ω-regular property.
• We define the novel model of MTA as an extension to timed automata with
exponential distributions or to CTMDPs with clocks. We introduce the
notion of maximum time-bounded and time-unbounded reachability proba-
bility for MTAs. The maximum time-bounded reachability probability can
be computed as a solution of system of integral equations. We develop a
discretization algorithm for the system of integral equations together with
an error bound. We derive a system of PDEs whose solution yields the
maximum time-bounded reachability probability. For the zero-clock case
we obtain a similar bound for CTMDPs. Time-unbounded reachability can
be solved efficiently for one-clock MTAs. In this case the system of integral
equations is reduced to a system of linear equations.
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1.3 Structure of the Thesis
The thesis is organized in six chapters.
• Chapter 2: We provide necessary background on automata and LTL spec-
ifications. We recall the notion of deterministic finite state automata (DFA)
as well as the notion of generalized Bu¨chi automata (GBA). We recall that
for any LTL-formula there exists an appropriate GBA.
• Chapter 3: We investigate the problem of verifying ω-regular properties or
GBA specifications against inhomogeneous continuous-time Markov chains
(ICTMC). First, we defined the notion of ICTMCs with time-bounded
and unbounded reachability probability. Second, we show how (for some
given subclasses of ICTMC) to compute the probability that an ICTMC
satisfies a given ω-regular specification.
• Chapter 4: As in Chapter 3, we investigate the verification problem for
discrete-time stochastic hybrid systems (DTSHS). The central question
is to compute the probability that a DTSHS satisfies a given ω-regular
specification. We provide some experimental results that show the efficiency
of the developed techniques.
• Chapter 5: We propose a stochastic extension of timed automata. We
introduce the notion of Markovian timed automata (MTA) and show how
to compute time-bounded and unbounded reachability probabilities. We
also consider some special cases of MTA for which the computation of
reachability probabilities becomes are efficient.
• Chapter 6: This chapter summarizes the main results of the thesis and
provides some future work.
Origins of the chapters. The results presented in the thesis are based on the
following published papers:
• Chapter 3: Taolue Chen, Tingting Han, Joost-Pieter Katoen, and Alexan-
dru Mereacre. LTL model checking of time-inhomogeneous Markov chains.
In 7’th International Symposium on Automated Technology for Verification
and Analysis (ATVA’09), pages 104–119, volume 5799 of LNCS, Springer-
Verlag, 2009.
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• Chapter 4: Alessandro Abate, Joost-Pieter Katoen, and Alexandru
Mereacre. Quantitative Automata Model Checking of Autonomous
Stochastic Hybrid Systems. In Hybrid Systems: Computation and Control
(HSCC), pages 83–92, ACM Press, 2011.
• Chapter 5: Taolue Chen, Tingting Han, Joost-Pieter Katoen, and Alexan-
dru Mereacre. Reachability Probabilities in Markovian Timed Automata.
In Proceedings of CDC’11, pages 7075–7080, IEEE Press, 2011.
Publications to which I contributed during my PhD studentship, but that are not
included in the thesis are:
• Tingting Han, Joost-Pieter Katoen, and Alexandru Mereacre. Composi-
tional Modeling and Minimization of Time-inhomogeneous Markov Chains.
In Hybrid Systems: Computation and Control (HSCC), pages 244–258, vol-
ume 4981 of LNCS, Springer-Verlag, 2008.
• Tingting Han, Joost-Pieter Katoen, and Alexandru Mereacre. Approximate
parameter synthesis for probabilistic time-bounded reachability. In Proceed-
ings of IEEE Real-Time Systems Symposium (RTSS), pages 173–182, IEEE
CS Press, 2008.
• Joost-Pieter Katoen and Alexandru Mereacre. Model Checking HML On
Piecewise-Constant Inhomogeneous Markov Chains. In Formal Modeling
and Analysis of Timed Systems (FORMATS), pages 203–217, volume 5215
of LNCS, Springer-Verlag, 2008.
• Taolue Chen, Tingting Han, Joost-Pieter Katoen, and Alexandru Mereacre.
Quantitative Model Checking of Continuous-Time Markov Chains Against
Timed Automata Specifications. In IEEE Symposium on Logic in Computer
Science (LICS), pages 309–318, IEEE CS Press, 2009.
• Marijn R. Jongerden, Alexandru Mereacre, Henrik Bohnenkamp,
Boudewijn R. Haverkort, and Joost-Pieter Katoen. Computing Optimal
Schedules for Battery Usage in Embedded Systems. IEEE Transactions on
Industrial Informatics, 6(3):276–286, 2010.
• Taolue Chen, Tingting Han, Joost-Pieter Katoen, and Alexandru Mereacre.
Model Checking of Continuous-Time Markov Chains Against Timed Au-
tomata Specifications. Logical Methods in Computer Science, 2011.
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• Benoit Barbot, Taolue Chen, Tingting Han, Joost-Pieter Katoen, and
Alexandru Mereacre. Efficient CTMC Model Checking of Linear Real-Time
Objectives. In Tools and Algorithms for the Construction and Analysis of
Systems (TACAS), LNCS, Springer-Verlag, 2011.
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Chapter 2
Preliminaries
This chapter provides an overview of automata and LTL specification. We recall
the notion of deterministic finite state automata (DFA) as well as the notion of
generalized Bu¨chi automata (GBA). We introduce separated GBA and we show
that for any LTL -formula there exists a separated GBA which accepts the same
language.
2.1 Automata Specifications
Here we will distinguish two types of specifications: deterministic finite state
automata and generalized Bu¨chi automata.
Definition 2.1 (DFA) A deterministic finite state automaton (DFA) is a
structure A = (Q, q0,Σ, F,∆), where:
• Q - is a finite set of locations;
• q0 ∈ Q - is the initial location;
• Σ - is a finite alphabet;
• F ⊆ Q - is a set of accept locations;
• ∆ : Q× Σ→ Q - is a transition function.
From here on we assume that Σ = 2AP, and let Σ∗ and Σω denote the set of all
finite and infinite words over Σ, respectively. A finite word w ∈ Σ∗ is accepted by
a DFA A, if there exists a finite run θ ∈ Q∗ such that θ[0] = q0, ∆(θ[i], w[i]) =
θ[i+1] for i > 0 and there exists a j ∈ N such that θ[j] ∈ F . Note that w[i] (resp.
9
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θ[i]) denotes the i-th letter (resp. state) on w (resp. θ). The accepted language
of A, denoted L(A), is the set of all words accepted by A. Notice that one could
define ∆ as a transition relation (as opposed to a function), which results in a
nondeterministic finite state automaton (NFA). It is well known that DFAs are
equally expressive as NFAs and that for any NFA a canonical minimal DFA
exists [RS59].
Example 2.2 The DFA in Fig. 4.3 models a light switch. The set of lo-
cations is Q = {q0, q1, q2}. The set of atomic propositions is AP =
{ON1,ON2,OFF1,OFF2}. The initial location is q0 and the set of final locations
is F = {q1}. Here the label OFF1∧ON2 stands for any set of atomic propositions
containing {OFF1,ON2}.
q0 q1q2
true
true
ON1 ∧ON2
ON1 ∧OFF2
OFF1 ∧OFF2
OFF1 ∧ON2
Figure 2.1: A DFA for Example 2.2.
Definition 2.3 (GBA) A generalized Bu¨chi automaton (GBA) is a structure
A = (Q,Q0,Σ,F ,∆), where
• Q - is a finite set of locations;
• Q0 ⊆ Q - is a set of initial locations;
• Σ - is a finite alphabet;
• F ⊆ 2Q - is a set of acceptance sets;
• ∆ ⊆ Q× Σ×Q - is a transition relation.
We sometimes write q σ−→ q′ if (q, σ, q′) ∈ ∆ for simplicity. An infinite word
w ∈ Σω is accepted by A, if there exists an infinite run θ ∈ Qω such that
θ[0] ∈ Q0, (θ[i], w[i], θ[i + 1]) ∈ ∆ for i > 0 and for each F ∈ F , there exist
infinitely many indices j ∈ N such that θ[j] ∈ F . The accepted language of A,
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denoted Lω(A), is the set of all infinite words accepted by A. Given a GBA
A and location q, we denote by A[q] the GBA A with q as the unique initial
location. Note that Lω(A) =
⋃
q∈Q0
Lω(A[q]).
Definition 2.4 (Separated GBA) A GBA A is separated if, for any locations
q, q′ ∈ Q, Lω(A[q′]) ∩ Lω(A[q′′]) = ∅.
An example of separated GBA is depicted in Fig. 2.2.
2.2 LTL Specifications
The set of LTL formulae over the set AP of atomic propositions is defined as
follows:
ϕ ::= a | ϕ ∧ ϕ | ¬ϕ | Xϕ | ϕ U ϕ,
where a ∈ AP. The semantics of LTL formulae is defined over the set of infinite
words Σω.
Definition 2.5 (LTL semantics) For an LTL formula ϕ, a word w ∈ Σω and
atomic proposition a ∈ AP the satisfaction relation |=⊆ Σω×LTL is the smallest
relation defined as
w |= a iff a ∈ w[0]
w |= ϕ1 ∧ ϕ2 iff w |= ϕ1 and w |= ϕ2
w |= ¬ϕ iff not w |= ϕ
w |= Xϕ iff w[1 . . . ] |= ϕ
w |= ϕ1 U ϕ2 iff ∃j ≥ 0. w[j . . . ] |= ϕ2 and w[i . . . ] |= ϕ1,
for all 0 ≤ i < j.
Here w[j . . . ] denotes the suffix word of w starting from the j’th symbol w[j].
An example LTL formula is a U (¬b ∧ (c U d)). Using the until operator we can
define the temporal modalities ♦ and  as ♦ϕ := true U ϕ and ϕ := ¬♦¬ϕ.
The operator ♦ϕ is satisfied on all paths where eventually in the future ϕ holds.
The operator ϕ characterizes all the paths that only contain states satisfying
ϕ. The formula ♦ϕ means that ϕ holds infinitely often, whereas ♦ϕ means
that from some moment on the formula ϕ will always hold. The set of all infinite
words w ∈ Σω which satisfy a given LTL - formula ϕ will be denoted as L(ϕ)
For the rest of the thesis we will not deal with LTL formulae direactly. Instead
we will consider only automata specifications. Therefore, for an LTL - formula ϕ
11
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will construct a separated GBA Aϕ such that L(ϕ) = Lω(Aϕ). The construction
is based on formulae in positive normal forms (PNF), which we define as follows:
the operator “release”, denoted R, is defined by ϕRψ = ¬(¬ϕU¬ψ). LTL formu-
lae in PNF are built starting from tt,ff, a and ¬a (where a ∈ AP), using ∧,∨,U
and R, that is, negations are only allowed to occur right in front of propositional
variables. It is standard that every LTL formula can be transformed into an
equivalent LTL formula in PNF which is not longer than the given one. For each
formula ϕ is PNF, we write ϕ̂ for ¬ϕ in its PNF. As usual we say ϕ and ϕ̂ are
dual formulae.
Definition 2.6 The closure of LTL -formula ψ, cl(ψ) consists of all subformu-
lae ϕ of ψ and their dual ϕ̂. (Note that we identify ϕ and ̂̂ϕ.)
Definition 2.7 Given any formula ϕ, Ψ ⊆ cl(ϕ) is maximal consistent if
1. ϕ1 ∧ ϕ2 ∈ Ψ iff ϕ1 ∈ Ψ and ϕ2 ∈ Ψ;
2. ϕ1 ∨ ϕ2 ∈ Ψ iff ϕ1 ∈ Ψ or ϕ2 ∈ Ψ;
3. ϕ1 ∈ Ψ iff ϕ̂1 /∈ Ψ.
Remark 2.8 The requirement (3) is crucial to make the obtained automaton
separated. We note that it entails that for any Ψ ⊆ cl(ϕ) and ψ ∈ cl(ϕ), either
ψ ∈ Ψ or ψ̂ ∈ Ψ.
Definition 2.9 Let AP be a finite set of atomic propositions and ϕ an LTL
formula over AP in PNF. The generalized (nondeterministic) Bu¨chi automaton
(GBA) Aϕ = (Q,Q0,Σ,F ,∆) is defined as
• Q ⊆ 2cl(ϕ) consists of all maximal consistent set of subformulae;
• (Ψ, σ,Ψ′) ∈ ∆ if the following conditions are satisfied:
– σ = Ψ ∩AP;
– Xϕ ∈ Ψ iff ϕ ∈ Ψ′;
– ϕ U ψ ∈ Ψ iff ψ ∈ Ψ or, ϕ ∈ Ψ and ϕ U ψ ∈ Ψ′;
– ϕ R ψ ∈ Ψ iff ψ ∈ Ψ and, ϕ ∈ Ψ′ or ϕ U ψ ∈ Ψ′;
• Q0 = {Ψ ⊆ cl(ϕ) | ϕ ∈ Ψ};
• F = {FψUχ | ψUχ ∈ cl(ϕ)} with FψUχ = {Ψ ⊆ cl(ϕ) | χ ∈ Ψ or ψUχ /∈ Ψ}.
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Let |ϕ| denote the length of the LTL - formula ϕ in terms of the number of
operators in ϕ.
Theorem 2.10 ([CSS03]) For any LTL - formula ϕ over AP, there exists a
separated GBA Aϕ = (Q,Q0,Σ,F ,∆), where |Q| 6 2O(|ϕ|), such that Lω(Aϕ) is
the set of computations satisfying the formula ϕ.
Proof: Following the standard argument (see e.g. [BK08]), it is easy to see that
the L(ϕ) = Lω(Aϕ). We show that it is indeed separated. We note that for
any state Φ of the GBA Aϕ, the word w ∈ Lω(A[Φ]) iff w |= ψ for each ψ ∈ Φ.
So assume, towards a contradiction, that there exist two states Φ,Φ′ ∈ Q with
Φ 6= Φ′ such that Lω(A[Φ]) ∩ Lω(A[Φ′]) 6= ∅. Since Φ and Φ′ are maximal
consistent, there must be some ψ ∈ cl(ϕ) such that ψ ∈ Φ and ψ̂ ∈ Φ′. It follows
that there exists some word w ∈ Σω such that w |= ψ and w |= ψ̂, which is a
contraction. 
Example 2.11 For the LTL - formula ϕ =  a ∨  b over AP = {a, b}, a
separated GBA is depicted in Fig. 2.2. Here F =
{
{q1, q2, q3, q4}, {q0, q1, q2, q4}
}
.
q0
q2
q1
q3
q4
a b
{a, b}
{a, b}
{a, b}
ba
{a, b} a b{a, b}
Figure 2.2: A separated GBA for the formula ϕ =  a ∨ b.
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Chapter 3
Verifying ω-Regular Properties
Against ICTMC
In this chapter we investigate the problem of verifying ω-regular properties against
inhomogeneous continuous-time Markov chains (ICTMCs). A fundamental ques-
tion we address is how to compute reachability probabilities. We consider two
variants: time-bounded and unbounded reachability. It turns out that both can
be characterized as the least solution of a system of integral equations. We show
that for the time-bounded case, the obtained integral equations can be trans-
formed into a system of ordinary differential equations; for the time-unbounded
case, we identify two sufficient conditions, namely the eventually periodic as-
sumption and the eventually uniform assumption, under which the problem can
be reduced to solving a time-bounded reachability problem for the ICTMC and
a reachability problem for a DTMC. These results provide the basis for a model
checking algorithm for ω-regular properties as well as LTL. Under the eventually
stable assumption, we show how to compute the probability of a set of ICTMC
paths which satisfy a given ω-regular property. By an automata-based approach,
we reduce this problem to the previous established results for reachability prob-
lems.
3.1 Inhomogeneous Continuous Time Markov
Chains
Given a set S, let Distr(S) denote the set of probability distributions over S.
Definition 3.1 (ICTMC) A (labeled) inhomogeneous continuous-time Markov
15
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chain (ICTMC) is a tuple C = (S,AP, L, α,R(t)), where
• S – is a finite set of states;
• AP – is a finite set of atomic propositions;
• L : S → 2AP – is a labeling function;
• α ∈ Distr(S) – is an initial distribution;
• R(t) : S × S ×R>0 → R>0 – is a rate matrix.
Let diagonal matrix E(t) = diag [Es(t)] ∈ R
n×n
>0 , where n = |S| and Es(t) :
S × R>0 → R>0 be defined as Es(t) =
∑
s′∈S Rs,s′(t) for all s ∈ S, i.e., Es(t)
is the exit rate of state s at time t. We require that all rates and exit rates, as
functions of time t, are integrable. If all rates (and thus exit rates) are constant,
we obtain a CTMC. A state s is absorbing if Rs,s′(t) = 0, for s
′ 6= s.
The underlying arrival process of an ICTMC is a non-homogeneous Poisson
process (NHPP). Consider an NHPP {Z(t)|t ≥ 0} with rate µ(t). The proba-
bility of k ∈ N arrivals in the time interval [t, t+∆t] is:
Prob{Z(t+∆t)− Z(t) = k} =
[∫ t+∆t
t
µ(τ)dτ
]k
k!
e−
R t+∆t
t
µ(τ)dτ .
The probability that there will be no arrivals in the time interval [t, t+∆t] is:
Prob{Z(t+∆t)− Z(t) = 0} = e−
R t+∆t
t
µ(τ)dτ = e−
R ∆t
0
µ(t+τ)dτ . (3.1)
Let the random variable Ws,s′(t) be the firing time of transition s→s′ (s, s′ ∈ S)
in ICTMC C with rate Rs,s′(t). From (3.1) we obtain the cumulative probability
distribution of the firing time of transition s→s′:
Prob {Ws,s′(t) ≤ ∆t} = 1− Prob{Z(t+∆t)− Z(t) = 0} = 1− e
−
R ∆t
0 Rs,s′ (t+τ)dτ .
Example 3.2 Fig. 3.1(a) shows a queue with capacity three and two servers
modeled by an ICTMC. The customers arrive according to a Poisson process
with rate λ and the service rate is a function µ(t) (see Fig. 3.1(b)). Initially the
service rate starts at µmax and decreases linearly until µmin at time t = a. From
that moment on, all customers are served with constant rate µmin.
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s1
s3
s2
λ
2µ(t)
λ 2µ(t)
s0
λµ(t)
(a) Example ICTMC
a t
µmin
µmax
µ(t)
0
(b) Service rate µ(t)
Figure 3.1: Queue with three capacities and two servers.
Semantics. The following measures characterizes the semantics of an ICTMC.
Consider the random variable Ws(t) which denotes the waiting time in state s.
Then the waiting time probability distribution in state s is given by the following
equation
Prob {Ws(t) ≤ ∆t} = 1− e
−
R ∆t
0 Es(t+ℓ)dℓ. (3.2)
When Es(t) = Es for all t ∈ R>0, i.e., the ICTMC is a CTMC, Ws(t) has
the distribution 1 − e−Es∆t. The waiting time probability distribution has the
memoryless property, i.e.,
Prob {Ws(t) ≤ t
′ +∆t|Ws(t) > t
′} = Prob {Ws(t+ t
′) ≤ ∆t} .
This can be shown as follows
Prob {Ws(t) ≤ t
′ +∆t|Ws(t) > t
′} =
e−
R t′
0 Es(t+ℓ)dℓ − e−
R t′+∆t
0 Es(t+ℓ)dℓ
e−
R t′
0 Es(t+ℓ)dℓ
= 1− e−
R t′+∆t
0 Es(t+ℓ)dℓ+
R t′
0 Es(t+ℓ)dℓ
= Prob {Ws(t+ t
′) ≤ ∆t} .
The probability Prob {s→s′, t} to select transition s→s′ with rate Rs,s′(t) at time
t is:
Prob {s→s′, t} =
∫ ∞
0
Rs,s′(t+ τ)e
−
R τ
0 Es(t+ℓ)dℓdτ. (3.3)
When rates are constant, the measure (3.3) takes the form Prob {s→s′} =
Rs,s′
Es
,
which corresponds to the transition probability in CTMCs. The cumulative
probability distribution Prob {s→s′, t,∆t} to move from state s to state s′ (s 6= s′)
with rate Rs,s′(t) in ∆t time units starting at time t:
Prob {s→s′, t,∆t} =
∫ ∆t
0
Rs,s′(t+ τ)e
−
R τ
0 Es(t+ℓ)dℓdτ. (3.4)
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Notice that (3.4) is the same as (3.3) except that the range of the outer-most
integral is [0,∆t]. For CTMCs equation (3.4) results in Prob {s→s′,∆t} =
Rs,s′
Es
(
1− e−Es∆t
)
.
Definition 3.3 (Timed paths) Let C be an ICTMC. An infinite path starting
at time x is a sequence ρx = s0
t0−−→ s1
t1−−→ s2 · · · such that for each i ∈ N, si ∈ S,
ti ∈ R>0 and Rsi,si+1(t) > 0 where t = x+
∑i
j=0 tj. A finite path is a prefix of an
infinite path ending in a state.
We will sometimes omit the subscript of ρx if the starting time x is irrelevant.
Let PathsC and PathsC(s, x) denote the set of (finite and infinite) paths in C
and those starting from state s at time x, respectively. The superscript C is
omitted whenever convenient. Let ρ[n] := sn be the n-th state of ρ (if it exists)
and ρ〈n〉 := tn the time spent in state sn. Let ρx@t be the state occupied in
ρx at time t ∈ R>0, i.e. ρx@t := ρx[n] where n is the smallest index such that
x +
∑n
i=0 ρx〈i〉 > t. We assume w.l.o.g. that the time to stay in any state is
strictly greater than 0. Given a path ρ ∈ PathsC we define the function lab(ρ)
which returns the word w = a1a2a3 . . . such that an = L(ρ[n]).
Let I denote the set of all nonempty intervals I ⊆ R>0 and let I ⊕ t (resp.
I ⊖ t) denote {x + t | x ∈ I} (resp. {x − t | x ∈ I ∧ x > t}). The definition of
a Borel space over paths through ICTMCs follows [BHHK03]. An ICTMC C
with initial state s0 (α(s0) = 1 and α(s) = 0 if s 6= s0) and initial time x yields
a probability measure ProbCs0,x on paths as follows: Let Cx(s0, I0, . . ., Ik−1, sk)
denote the cylinder set consisting of all paths ρ ∈ Paths(s0, x) such that ρ[i] =
si (i 6 k) and ρ〈i〉 ∈ Ii (i < k). Sometimes we will use C instead of Cx
when the starting time is irrelevant. F(Paths(s0, x)) is the smallest σ-algebra
on Paths(s0, x) which contains all cylinder sets Cx(s0, I0, . . ., Ik−1, sk) for all state
sequences (s0, . . ., sk) ∈ Sk+1 and I0, . . ., Ik−1 ∈ I. The probability measure
ProbCs0,x on F(Paths(s0, x)) is the unique measure recursively defined by:
ProbCs0,x {Cx(s0, I0, . . ., Ik−1, sk)} =
∫
I0⊕x
Rs0,s1(τ0)·e
−
R τ0
x
Es0 (v)dv
×ProbCs1,τ0 {Cτ0(s1, I1, . . ., Ik−1, sk)} dτ0
For k = 0 we have ProbCs0,x {Cx(s0)} = α(s0). We will use Prob
C when we don’t
explicitly define the initial state s0 and the starting time x.
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3.2 Reachability Analysis
In this section, we tackle reachability problems for ICTMCs. We distinguish
two variants: time-bounded reachability and time-unbounded reachability. To
solve both of them, we first give a characterization of Pr(s, x,♦IG), namely, the
probability of the set of paths Paths(s, x,♦IG) which reach a set of goal states
G ⊆ S within time interval I starting from state s at time point x. This is
done by resorting to a system of integral equations, which is a generalization of
a similar characterization for CTMCs [BHHK03].
Proposition 3.4 Let C = (S,AP, L, α,R(t)) be an ICTMC with s ∈ S, x ∈
R>0, G ⊆ S and interval I ⊆ R>0 with T1 = inf I and T2 = sup I. The function
S × R>0 × I → [0, 1], (s, x, I) 7→ Pr(s, x,♦
IG) is the least fixed point of the
operator
Ω : (S × R>0 × I → [0, 1])→ (S ×R>0 × I → [0, 1]) ,
where
Ω(f)(s, x, I) =

∫ T2
0
∑
s′∈S
Rs,s′(x+ τ)e
−
R τ
0Es(x+v)dv · f(s′, x+ τ, I ⊖ τ)dτ, if s/∈G (3.5)
e−
R T1
0 Es(x+v)dv+
∫ T1
0
∑
s′∈S
Rs,s′(x+τ)e
−
R τ
0Es(x+v)dv ·f(s′, x+τ, I ⊖ τ)dτ, if s∈G (3.6)
Proof: We first show that the function f(s, x, I) 7→ Pr(s, x,♦IG) is a fixed point
of Ω. Let s ∈ S and I be an arbitrary nonempty interval in R>0. Recall that
Paths(s, x,♦IG) denotes the set of all paths that start in s at time x and reach
a state in G within time interval I. We consider the following cases:
• s /∈ G. Then Paths(s, x,♦IG) consists of all paths ρ of the form s τ−→ ρ′
such that 06τ6T2 and ρ
′∈Paths(s′, x+τ,♦I⊖τG) for some state s′. Hence,
f(s, x, I) =
∫ T2
0
∑
s′∈S
Rs,s′(x+ τ)e
−
R τ
0 Es(x+v)dv · f(s′, x+ τ, I ⊖ τ)dτ.
• s ∈ G. In this case, Paths(s, x,♦IG) consists of all paths σ of the form
s τ−→ ρ′′, where (i) either τ > T1; (ii) or 0 6 τ 6 T1 and ρ′′ ∈ Paths(s′, x+τ,
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♦I⊖τG) for some state s′. Thus, f(s, x, I) is the sum of (i) the probability
to delay for more than T1 time units in state s, and (ii) the probability to
take a transition from s to s′ within τ time units and to reach a state in G
starting in s′ at x+ τ , where τ 6 T1. Hence,
f(s, x, I) =
e−
R T1
0 Es(x+v)dv︸ ︷︷ ︸
(i) delay
+
∫ T1
0
∑
s′∈S
Rs,s′(x+τ)e
−
R τ
0 Es(x+v)dv ·f(s′, x+τ, I ⊖ τ)dτ︸ ︷︷ ︸
(ii) transition
.
This completes the argument that f(s, x, I) 7→ Pr(s, x,♦IG) is a fixed point of
Ω. Following the same argument as in [BHHK03] (Theorem 1), we can show
f(s, x, I) 7→ Pr(s, x,♦IG) is the least fixed point of Ω. 
3.2.1 Time-Bounded Reachability
We now solve the time-bounded reachability problem, i.e., given ICTMC C, a set
of goal states G ⊆ S and a time bound T ∈ R>0, how to compute Pr(s, x,♦
6TG),
the probability of Paths(s, x,♦6TG) which is the set of paths that reach F within
T time units given the initial time x. To accomplish this, we first compute
Pr(s, x,♦=TG), where the slightly different property ♦=TG, in contrast to ♦6TG,
requires that states in G are reached at exactly time T . Note that ♦6TG and
♦=TG can also be written as ♦[0,T ]G and ♦[T,T ]G, respectively, where I = [0, T ]
or I = [T, T ] is a time interval. By instantiating (3.5), (3.6) in Prop. 3.4, we
obtain that
Pr(s, x,♦=TG) =

∫ T
0
∑
s′∈S
Rs,s′(x+ τ)e
−
R τ
0 Es(x+v)dv · Pr(s′, x+ τ,♦=T−τG)dτ, if s/∈G (3.7)
e−
R T
0 Es(x+v)dv+
∫ T
0
∑
s′∈S
Rs,s′(x+τ)e
−
R τ
0Es(x+v)dv ·Pr(s′,x+τ ,♦=T−τG)dτ, if s∈G (3.8)
Intuitively, (3.7) and (3.8) are justified as follows: If s /∈ G, the probability of
reaching an G-state from s after exactly T time units given the starting time x
equals the probability of reaching some direct successor s′ of s in τ time units,
multiplied by the probability of reaching an G-state from s′ in the remaining
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T − τ time units. If s ∈ G at time x, then it can either stay in s (i.e., delay) for
T time units (the first summand in (3.8)), or regard s as a non-G state and take
a transition (the second summand in (3.8)).
We now address the problem of solving (3.7) and (3.8), read as a system
of integral equations. We define Π(x, T ) as the matrix with entries Πi,j(x, T )
denoting the probability of the set of paths starting from state i at time x and
reaching state j at time x+ T . For any ICTMC, the following equation holds:
Π(x, T ) =
∫ T
0
M(x, τ)Π(x+ τ, T − τ)dτ︸ ︷︷ ︸
Markovian jump
+D(x, T )︸ ︷︷ ︸
delay
(3.9)
M(x, T ) is the probability density matrix where Mi,j(x, T ) = Ri,j(x + T ) ·
e−
R T
0 Ei(x+v)dv is the density to move from state i to j at exactly time T and
D(x, T ) is the diagonal delay probability matrix with Di,i(x, T ) = e
−
R T
0
Ei(x+v)dv.
Note that Π(x, T ) is actually the (equivalent) matrix form of (3.7) and (3.8).
For (3.8), it follows directly that each of its summands has a counterpart in
(3.9). For (3.7), note that D(x, T ) is a diagonal matrix where all the off-diagonal
elements are 0 and that (3.7) does not allow a delay transition from a non-
G state. This correspondence builds a half-bridge between Pr(s, x,♦=TG) and
Π(x, T ), whereas the following proposition completes the other half bridge be-
tween Π(x, T ) and the transient probability vector ~π(t) of ICTMCs:
Proposition 3.5 Given ICTMC C with initial distribution α and rate matrix
R(t). We have that Π(0, t) and ~π(t) satisfy the following two equations:
~π(t) = α ·Π(0, t), (3.10)
d~π(t)
dt
= ~π(t) ·Q(t), ~π(0) = α, (3.11)
where Q(t) = R(t)−E(t) is the infinitesimal generator of C.
Proof: The transition probability matrix Π(x, t) for an ICTMC C with state
space S is denoted by the following system of integral equations:
Π(x, t) =
∫ t
0
M(x, τ)Π(x+ τ, t− τ)dτ +D(x, t), (3.12)
whereM(x, t) = D(x, t)R(x+ t). Now we define, for the ICTMC C, a stochastic
process X(t). The probability Prob{X(x+ t) = sj} to be in state sj at time x+ t
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can be defined as:
Prob{X(x+ t) = sj} =
∑
si∈S
Prob{X(x) = si} · Prob{X(x+ t) = sj |X(x) = si}.
(3.13)
We can define Prob{X(x+ t) = sj} in vector form as follows:
~π(x+ t) = ~π(x)Π(x, t), (3.14)
where
~π(x) = [Prob{X(x) = s1}, . . . ,Prob{X(x) = sn}],
and
Πi,j(x, t) = Prob{X(x+ t) = sj|X(x) = si}.
Now we transform (3.14) as follows:
~π(x+ t) = ~π(x)Π(x, t)
=⇒ ~π(x+ t)− ~π(x) = ~π(x)Π(x, t)− ~π(x) = ~π(x)(Π(x, t)− I)
=⇒
d~π(x)
dx
= lim
t→0
~π(x+ t)− ~π(x)
t
= lim
t→0
~π(x)
Π(x, t)− I
t
=⇒
d~π(x)
dx
= ~π(x) lim
t→0
Π(x, t)− I
t
.
Now the task is to compute limt→0
Π(x,t)−I
t
. For this we rewrite the limit as:
lim
t→0
1
t
∫ t
0
M(x, τ)Π(x+ τ, t− τ)dτ + lim
t→0
1
t
(D(x, t)− I) .
By l’Hospital’s rule we get that
dt
dt
= 1 and
∂
∂t
(∫ t
0
M(x, τ)Π(x+ τ, t− τ)dτ
)
= M(x, t)Π(x, t)
+
∫ t
0
∂
∂t
M(x, τ)Π(x+ τ, t− τ)dτ.
By taking the limit we get:
lim
t→0
∂
∂t
(∫ t
0
M(x, τ)Π(x+ τ, t− τ)dτ
)
=M(x, 0)Π(x, 0) = R(x), (3.15)
where R(x) =M(x, 0) and I = Π(x, 0).
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Applying l’Hopital’s rule to limt→0
1
t
(D(x, t)− I) yields:
∂
∂t
(D(x, t)− I) = −
(
E(x+ t) +
∫ t
0
∂
∂t
E(x+ v)dv
)
D(x, t).
By taking the limit we get:
lim
t→0
∂
∂t
(D(x, t)− I) = −E(x) . (3.16)
Gathering these results, we obtain that
lim
t→0
Π(x, t)− I
t
= R(x)− E(x) = Q(x) ,
where Q(x) is the infinitesimal generator of the ICTMC C. The final result is
d~π(x)
dx
= ~π(x)Q(x). (3.17)

Intuitively, this proposition implies that solving the system of integral equa-
tions Π(x, t) boils down to computing the transient probability vector ~π(t) with
element ~πs(t) indicating the probability to be in state s at time t given the initial
probability distribution α = ~π(0). The transient probability is specified by a
system of ODEs (3.11), the celebrated Chapman-Kolmogorov equations.
Given ICTMC C, let C[G] be the ICTMC obtained by making the states in
G absorbing in C. We have the following theorem:
Theorem 3.6 For any ICTMC C, PrC(s, x,♦6TG) = PrC[G](s, x,♦=TG).
Proof: According to the semantics of ♦6TG, we have that
PrC(s, x,♦6TG) = Prob{ρ∈PathsC | ∃∆t6T. ρ@x=s, ρ@(x+∆t) ∈ G}. (3.18)
Since the G-states are absorbing in C[G], it is easy to see that once ρ reaches a
G-state at time x+∆t, it will stay in G at all later time instants. This reduces
(3.18) to
Prob{ρ ∈ PathsC | ρ@x = s, ρ@(T + x) ∈ G}. (3.19)
According to the semantics of ♦=TG, (3.19) equals PrC[G](s, x,♦=TG). 
One can also make all states s, which do not reach G, absorbing, by a simple
graph analysis. This will simplify the computation of PrC(s, x,♦6TG).
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To sum up, Proposition 3.4, 3.5 together with Theorem3.6 suggest that com-
puting time-bounded reachability probabilities in an ICTMC can be done, by
first making the G states absorbing (and thus obtaining C[G]) followed by solving
a system of homogeneous ODEs (3.11) for C[G]. By using standard numerical ap-
proaches, e.g., Euler method or Runge-Kutta method and their variants [Lam91],
this system of ODEs (i.e. the transient probability vector) can be solved.
3.2.2 Time-Unbounded Reachability
We now turn to the time-unbounded reachability problem, i.e., we are interested
in the probability to reach a state in G, while there are no constraints on the
time to reach the G-states. Let Pr(s, x,♦G) denote the reachability probability
from state s at time x to reach G within time interval [0,∞). Using Proposition
3.4, we can characterize the time-unbounded reachability probability as follows
Pr(s, x,♦G) =

∫ ∞
0
∑
s′∈S
Rs,s′(x+τ)e
−
R τ
0
Es(x+v)dv · Pr(s′, x+τ,♦G) dτ, if s /∈ G (3.20)
1, if s ∈ G. (3.21)
The case s ∈ G is derived from (3.6), where the probability to delay in an F -state
for zero units of time is 1 and the probability to leave (i.e. taking a Markovian
jump) an G-state in zero units of time is 0. When s /∈ G, Eq. (3.20) is similar to
(3.7) except that there is no bound on the time to leave a state s /∈ G. Note that
in contrast to the time-bounded case, in general it is not possible to reduce the
above system of integral equations to a system of ODEs since it has no unique
solution.
Solving a system of integral equations is generally time consuming and numeri-
cally instable, we propose to investigate some special cases (subsets of ICTMCs),
for which the reduction to ODEs is possible. Here we consider two such classes,
i.e. eventually periodic ICTMCs and eventually uniform ICTMCs. Their com-
mon feature is that rate functions of the given ICTMC exhibit regular behaviors
after some time T . This allows for computing time-unbounded reachability prob-
abilities efficiently (e.g., via DTMCs). In these cases, the problem turns out to
be reducible to computing the time-bounded reachability probabilities with time
bound T , which has been tackled in the previous section, and determining reach-
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Ts,s′
ns,s′ ·P
t0
Rs,s′(t)
Ts t0
Rs,s′(t)
Figure 3.2: Eventually periodic assumption (left) and eventually stable assump-
tion (right)
ability probabilities for DTMCs. Both these sub-problems, fortunately, enjoy
efficient computational methods.
Eventually periodic assumption. We consider eventually periodic ICTMCs.
Definition 3.7 (Eventually periodic assumption (EPA)) An ICTMC C
is eventually periodic if there exists some time P ∈ R>0 such that for any two
states s, s′ ∈ S, there exists some time Ts,s′ ∈ R>0 and ns,s′ ∈ N such that for all
t ≥ Ts,s′:
Rs,s′(t) = Rs,s′(t+ ns,s′·P ).
An example rate function satisfying the EPA is illustrated in Fig. 3.2 (left). Af-
ter time point Ts,s′, the function Rs,s′(t) becomes periodic with the period ns,s′·P ,
where P is the “common factor” of all the periods of rate functions Rs,s′(t), for
all s, s′ ∈ S. For any ICTMC C satisfying EPA, let TEP = maxs,s′∈S Ts,s′ and
PEP = (gcds,s′∈S ns,s′)·P . Intuitively, TEP is the time since from which all rate
functions are periodic and PEP is the period of all the periodic rate functions.
For instance, suppose Rs1,s2(t) = 2 + cos(
1
2
t) and Rs2,s3(t) = 3 − sin(
1
3
t), and
let Ts1,s2 = 10, Ts2,s3 = 15. Then TEP=max{10, 15}=15, P=π, ns1,s2=4 and
ns2,s3=6, and PEP=gcd{4, 6}·π=12π.
We will show that time-unbounded reachability probabilities for an ICTMC C
under the EPA can be computed according to Alg. 1 and justified by Theorem 3.8
(see below). Let us explain the idea in more detail. Due to (3.21), once F states
are reached, it is irrelevant how the paths continue. This justifies the model
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transformation from C to C[F ]. The reachability problem can be divided into two
subproblems: (I) first compute the probability to reach state s′ ∈ S at exactly
time TEP (the second term in (3.22), see below); and (II) then to compute the
time-unbounded reachability from s′ ∈ S to F (the third term in (3.22)).
Theorem 3.8 Let C = (S,AP, L, α,R(t)) be an ICTMC satisfying EPA with
time TEP and PEP, s ∈ S and F ⊆ S. Then:
PrCEP(s, 0,♦F ) =
∑
s′∈S
PrC[F ](s, 0,♦=TEPs′)·PrDC[F ](s′,♦F ) (3.22)
Proof: For any path ρ ∈ PathC(s, 0,♦F ), let t′ be the earliest time such that
ρ@t′ ∈ F . We distinguish t′ in the following two cases:
(a) If t′ 6 TEP, then ρ ∈ Paths
C(s, 0,♦6TEP F ). According to Theorem 3.6,
PrC(s, 0,♦6TEP F ) = PrC[F ](s, 0,♦=TEP F ). Moreover, in the DTMC DC
constructed in Alg. 1, step 3, since each state s′ ∈ F in C[F ] is absorbing,
clearly, PrDC[F ](s′,♦F ) = 1, for each s′ ∈ F . It follows that
PrC(s, 0,♦6TEPF ) =
∑
s′∈F
PrC[F ](s, 0,♦=TEPs′)·PrDC[F ](s′,♦F ). (3.23)
(b) If t′ > TEP, then it holds that i) ∀t′′ < t′. ρ@t′′ 6∈ F ; ii) let s′ = ρ@TEP and
n = ⌊ t
′−TEP
PEP
⌋, then ρ is of the following form:
ρ = ρ@0︸︷︷︸
s
· · · ρ@TEP︸ ︷︷ ︸
s′
· · · ρ@(TEP + PEP)︸ ︷︷ ︸
s′1
· · · ρ@(TEP + n · PEP)︸ ︷︷ ︸
s′n
· · · ρ@t′︸︷︷︸
sF
.
Consider states s, s′, s′i, sF with 1 6 i 6 n such that s
′, s′i /∈ F and sF ∈ F .
For notational simplicity, let s′0 = s
′ and s′n+1 = sF . We denote Λs,{s′i}06i6n+1
as the set of paths
Λs,{s′i}06i6n+1 = {ρ | ρ@0 = s, ρ@(TEP + i·PEP) = s
′
i for 0 6 i 6 n + 1} .
According to the Markovian property, it is not difficult to see that
Prs,0(Λs,{s′i}06i6n+1) =
PrC[F ](s, 0,♦=TEPs′0)·
∏
06i6n
PrC[F ](s′i, TEP+i·PEP,♦
=PEPs′i+1).
Since C[F ] is periodic after time TEP, we have that for each 0 6 i 6 n,
PrC[F ](s′i, TEP + i·PEP,♦
=PEPs′i+1) = P
DC[F ]
s′i,s
′
i+1
.
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Note that here P
DC[F ]
s′i,s
′
i+1
is the (one-step) transition probability of DTMC
DC[F ] from state s
′
i to state s
′
i+1.
Let Λ>TEP = {ρ | ρ@0 = s ∧ ρ@TEP = s
′ ∧ ∀t′′ < TEP. ρ@t
′′ 6∈ F}. For
each path ρ ∈ Λ>TEP , by Theorem 3.6, ρ ∈ Λs,{s′i}06i6n+1 , where s
′
i /∈ F for
0 6 i 6 n and s′n+1 ∈ F . It follows that (note that s
′
0 = s
′)
Prs,0
(
∞∑
n=0
Λs,{s′i}06i6n+1
)
=
∞∑
n=0
Prs,0(Λs,{s′i}06i6n+1)
=
∞∑
n=0
PrC[F ](s, 0,♦=TEPs′0)·
∏
06i6n
P
DC[F ]
s′i,s
′
i+1
=
∑
s′ /∈F
PrC[F ](s, 0,♦=TEPs′)·
∞∑
n=0
∏
06i6n
P
DC[F ]
s′i,s
′
i+1
=
∑
s′ /∈F
PrC[F ](s, 0,♦=TEPs′)·PrDC[F ](s′,♦F ).
In summary,
Prs,0(Λ>TEP) =
∑
s′ /∈F
PrC[F ](s, 0,♦=TEPs′)·PrDC[F ](s′,♦F ). (3.24)
Combining cases (a) and (b), since two path sets PathsC(s, 0,♦6TEP F ) and Λ>TEP
are disjoint and
PathsC(s, 0,♦F ) = PathsC(s, 0,♦6TEPF ) ∪ Λ>TEP,
we obtain, from (3.23) and (3.24), that
PrC(s, 0,♦F )=
∑
s′∈S
PrC[F ](s, 0,♦=TEPs′)·PrDC[F ](s′,♦F ).

In the following we will focus on (II): Recall that Pr(s, TEP,♦
=PEP s′) is the
probability to reach s′ from s after time PEP starting from time point TEP in C.
Since after time TEP all rate functions are periodic with period PEP, it holds that
Pr(s, TEP,♦
=PEPs′) = Pr(s, TEP + n · PEP,♦
=PEPs′),
for all n ∈ N. It then suffices to compute Pr(s, TEP,♦
=PEP s′) for any s, s′ ∈ S.
This is done as follows, given the ICTMC C with state space S, we build a
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DTMC DC = (S,P) with Ps,s′=Pr
C(s, TEP,♦
=PEP s′). Intuitively, Ps,s′ is the
one-step probability (one-step here means one period) to move from s to s′,
and the problem (II) is now reduced to computing the reachability probability
from s to F -states in arbitrarily many steps (since the time-unbounded case is
considered), i.e., PrDC[F ](s,♦F ). This can be done by standard methods, e.g.,
value iteration or solving a system of linear equations, see, among others, [BK08]
(Ch. 10).
Remark 3.9 To obtain PrCEP(s, x,♦F ), where the starting time is x, we define
an ICTMC C′ = (S,AP, L, α,R′(t)) such that R′(t) = R(t + x) and it follows
that C′ still satisfies EPA (with T ′EP = TEP − x if x 6 TEP and 0 otherwise;
P ′EP = PEP) and Pr
C
EP(s, x,♦F ) = Pr
C′
EP(s, 0,♦F ).
Algorithm 1 Time-unbounded reachability for ICTMCs satisfying EPA
Require: ICTMC C = (S,AP, L, α,R(t)), EPA time TEP, period PEP
Ensure: PrCEP(s, 0,♦F )
1: For any two states s, s′ ∈ S in C[F ], compute the time-bounded reachability proba-
bility with time bound TEP, starting from time point 0, i.e. Pr
C[F ](s, 0,♦=TEPs′);
2: For any two states s, s′ ∈ S in C[F ], compute the time-bounded reachability probabil-
ity with time bound PEP, starting from time point TEP, i.e. Pr
C[F ](s, TEP,♦
=PEPs′);
3: Construct a discrete-time Markov chain (DTMC for short) DC[F ] = (S,P) with
Ps,s′ = Pr
C[F ](s, TEP,♦
=PEPs′). We denote the reachability probability from s to F
in DC by Pr
DC[F ](s,♦F );
4: Return
∑
s′∈S Pr
C[F ](s, 0,♦=TEPs′) · PrDC[F ](s′,♦F ).
Eventually uniform assumption. The previous section has discussed rate
functions enjoying a periodic behavior. A different class of rate functions are
those which increase or decrease uniformly, e.g., an ICTMC in which all rates
are a multiplicative of the Weibull failure rate which is characterized by the
function f(t) = γ
α
(
t
α
)γ−1
, where γ ∈ R>0 and α ∈ R>0 are the shape and scale
parameters of the Weibull distribution, respectively. These distributions can e.g.,
characterize normal distributions, and are frequently used in reliability analysis.
This suggests to investigate eventually uniform ICTMCs.
Definition 3.10 (Eventually uniform assumption (EUA)) An ICTMC C
is eventually uniform if there exists TEU ∈ R>0 and an integrable function f(t) :
R>0 → R>0 such that limt→∞
∫ t
TEU
f(τ)dτ → ∞ and for any two states s, s′ ∈ S
and t > TEU, Rs,s′(t) = f(t) ·Rcs,s′, where R
c
s,s′ is a constant.
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In terms of the infinitesimal generatorQ(t) of the ICTMC C, EUA intuitively
entails that there exists some function f(t) and constant infinitesimal generator
Qc = Rc − Ec (Rc and Ec are the constant rate matrix and exit rate matrix,
respectively) such that Q(t) = f(t)·Qc for all t > TEU. We also define the
constant transition probability matrix Pc such that Pcs,s′ =
R
c
s,s′
Ecs
.
By restricting to the EUA, one can reduce the time-unbounded reachability
problem for an ICTMC C to computing the time-bounded reachability proba-
bility with time bound TEU and the reachability probability in a DTMC DCEU[F ]
with transition probability matrix Pc[F ], where Pc[F ]s,s′ = P
c
s,s′ for s /∈ F ;
Pc[F ]s,s = 1 and P
c[F ]s,s′ = 0, for s ∈ F and s′ 6= s. This is shown by the
following theorem.
Theorem 3.11 Let C = (S,AP, L, α,R(t)) be an ICTMC satisfying EUA with
s ∈ S and F ⊆ S. For TEU ∈ R>0 it holds that
PrC(s, 0,♦F ) =
∑
s′∈S
PrC[F ](s, 0,♦=TEUs′) · PrD
C
EU[F ](s′,♦F ), (3.25)
where DCEU[F ] is the DTMC with transition probability matrix P
c[F ].
Proof: Recall that the time-unbounded reachability in ICTMC C can be char-
acterized by (3.20) and (3.21). We now write them into a matrix form:
~p(x) =
∫ ∞
0
M(x, τ)~p(x+τ) dτ +~1F , (3.26)
where pi(x) is the probability to reach the set of states F starting from state si
and time x; and ~1F is defined as: if si ∈ F then ~1
(i)
F = 1 otherwise ~1
(i)
F = 0.
We now show that ~p(TEU), the time-unbounded reachability starting from
time TEU in C, can be characterized by the least solution of the following system
of linear equations
~ˆp = P˜c[F ] · ~ˆp+~1F , (3.27)
where pˆi is the probability to reach the set of states F from state si in a DTMC
DCEU[F ] with transition probability matrix P
c[F ], i.e., pˆi = Pr
DCEU[F ](si,♦F ).
Note that P˜c[F ] is Pc[F ] except that P˜c[F ]s,s = 0 for s ∈ F (while P
c[F ]s,s = 1).
For this purpose, we apply induction on the number of steps to reach a state F .
We write ~p(n)(x) and ~ˆp(n) as the probability to reach the set of states F in n-steps
in ICTMC C and DTMC DCEU, respectively.
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• Base case: By the definition of ~p and ~ˆp, ~p(0)(t) = ~ˆp(0) = ~1F for any t > TEU.
(Note that the probability to reach F in zero steps from a state s /∈ F is 0.)
• Induction step: The I.H., is ~p(n)(t) = ~ˆp(n) for any t > TEU. We need to
show that ~p(n+1)(t) = ~ˆp(n+1) for any t > TEU. By Eq. (3.26) we have that
for t > 0,
~p(n+1)(t+ TEU) =
∫ ∞
0
M(t+ TEU, τ)~p
(n)(t+ TEU + τ)dτ +~1F .
From the I.H. we obtain that
~p(n+1)(t+ TEU) =
∫ ∞
0
M(t+ TEU, τ)~ˆp
(n)dτ +~1F . (3.28)
As C satisfies EUA, we have that
M(t+ TEU, τ) = R(t+ TEU + τ) ·D(t+ TEU, τ)
= f(t+ TEU + τ) ·R
c ·D(t+ TEU, τ)
= f(t+ TEU + τ) · P˜c[F ] · E
c ·D(t+ TEU, τ). (3.29)
Substituting (3.29) into (3.28), yields
~p(n+1)(t+TEU) = P˜c[F ] ·
∫ ∞
0
f(t+TEU+ τ) ·E
c ·D(t+TEU, τ)dτ · ~ˆp
(n)+~1F .
Since limt→∞
∫ t
0
Es(τ + T )dτ →∞, we have 1− e−
R ∞
0 Es(τ+T )dτ = 1. Thus,
the probability to leave s in interval [0,∞) starting at time T is 1. On the
other hand, it follows that the above integral represents the probability to
leave any state s ∈ S in an interval of time [0,∞) starting at time t+ TEU.
Hence we obtain
~p(n+1)(t+ TEU) = P˜c[F ] · ~ˆp
(n) +~1F = ~ˆp
(n+1).
Since the matrix P˜c[F ] is stochastic, by the Perron-Frobenius theorem, we
have that limn→∞ ~p
(n)(t+TEU) and limn→∞ ~ˆp
(n) exist and are equal. We conclude
that for any t > 0,
~p(t+ TEU) = ~ˆp.
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It follows that
PrC(s, 0,♦F ) =
∑
s′∈S
PrC[F ](s, 0,♦=TEUs′) · PrC[F ](s′, TEU,♦F )
=
∑
s′∈S
PrC[F ](s, 0,♦=TEUs′) · ~ps′(TEU)
=
∑
s′∈S
PrC[F ](s, 0,♦=TEUs′) · ~ˆps′
=
∑
s′∈S
PrC[F ](s, 0,♦=TEUs′) · PrD
C
EU[F ](s′,♦F ).
This completes the proof. 
Remark 3.12 We note that the two assumptions, EUA and EPA are incompa-
rable. There are rate functions (e.g. polynomials) which can not be represented
as periodic functions but satisfy EUA; on the other hand, in case of EPA one
can, for instance, assign the same sort of rate functions (e.g. sin) with different
periods, and thus obtain an ICTMC which invalidates EUA.
3.3 Verifying ω-Regular Properties
In this section, we tackle the problem of model checking ω-regular properties
against ICTMCs. Model checking CTMCs against ω-regular properties is not very
difficult, since one can easily extract the embedded DTMC of the given CTMC,
and thus reduce the problem to the corresponding model checking problem of
DTMCs, which is well-studied, see, e.g. [CY95][Var85]. Then the probability that
the CTMC satisfies the ω-regular property is computed by tableu construction
in case when the ω-regular property is given by an LTL formula. However, this
approach does not work for ICTMCs, since the rates of the ICTMC are time-
dependent. Since we can express an ω-regular property as a separatedGBA below
we shall employ an automata-based approach. Let the quantity PrC(L(A)) =
ProbC{ρ ∈ PathsC|lab(ρ) ∈ L(A)} denote the probability that the ICTMC C
satisfies the GBA A. This probability can be computed in the product between
C and A.
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Definition 3.13 (Product) Given an ICTMC C = (S,AP, L, α,R(t)) and a
separated GBA A = (Σ, Q,∆, Q0,F), the product C ⊗ A is defined as
C ⊗ A = (Loc,AP, L˜, α˜, R˜(t)),
where
• Loc = S ×Q;
• L˜(〈s, q〉) = L(s);
• α˜(〈s0, q0〉) = α(s0) if α(s0) > 0 and q0 ∈ Q0, and undefined elsewhere;
• R˜〈s,q〉,〈s′,q′〉(t) = Rs,s′(t) if q
L(s)−−−→ q′.
For the sake of clarity, we refer to the states of a product as locations.
s0 s1 s2 s3
s4
r1(t) r2(t) r5(t)
r3(t)
r4(t)
r6(t)
{a} {b} {c} {a}
{b}
(a) ICTMC C
q0 q2 q4 q5
q1 q3
a a c
a
b
a
b
c c
(b) Separated GBA A
ℓ0 = 〈s0, q0〉 ℓ1 = 〈s1, q1〉 ℓ2 = 〈s2, q5〉
ℓ5 = 〈s4, q3〉
ℓ4 = 〈s3, q0〉
ℓ3 = 〈s4, q1〉
ℓ6 = 〈s1, q2〉
ℓ7 = 〈s2, q3〉ℓ8 = 〈s4, q5〉
r1(t) r2(t) r5(t)
ℓ9 = 〈s4, q2〉
r6(t)
r3(t)
r2(t) r4(t)
r4(t)
r6(t)
r3(t)r1(t)
(c) Product C ⊗ A
Figure 3.3: Example product construction of ICTMC C and separated GBA A
Example 3.14 Given ICTMC C (Fig. 3.3(a)) and separated GBA A
(Fig. 3.3(b)), the product C ⊗A is shown in Fig. 3.3(c).
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Remark 3.15 Note that in general the product itself is not an ICTMC. The
reason is two-fold: (1) If |Q0| > 1, then α˜ is not a distribution; (2) The sum
of the rates of outgoing transitions from a location might exceed the exit rate of
the location. For instance, in Example 3.14, the exit rate of ℓ0, as defined, is
E˜ℓ0(t) = Es0(t) = r1(t); while the sum of the rates of its outgoing transitions is
2r1(t). However, due to the fact that A is separated, as we will see later, this
does not pose a problem, cf. Proposition 3.20.
The generalized Bu¨chi acceptance condition, roughly speaking, requires to
visit some sets of states infinitely often. As for checking ω-regular properties
of Markov chains, we need to identify bottom strongly connected components
(BSCCs) of the product (when interpreted as a graph). A strongly connected
component (SCC for short) of the product denotes a strongly connected set of
locations such that no proper superset is strongly connected. A BSCC is an SCC
from which no location outside is reachable. Unfortunately, generally in ICTMCs,
there is no way to define a BSCC over the product since the rate of each transition
is a function of time instead of a constant and thus a BSCC at time t might not
be a BSCC at time t′. In other words, the topological structure (edge relation)
of the product might change at any moment of time, which is one of the main
difficulties of model checking ICTMCs.
To circumvent this problem, we make an (arguably mild) assumption, that is,
we assume that ICTMCs are eventually stable, in the following sense.
Definition 3.16 (Eventually stable assumption (ESA)) An ICTMC C is
eventually stable if for each state s ∈ S, there exists some time Ts such that for
any t > Ts and s
′ ∈ S, either Rs,s′(t) > 0 and limτ→∞Rs,s′(τ) > 0 or Rs,s′(t) = 0.
W.l.o.g., we assume Ts is the smallest time point that the above assumption holds
for state s. Let TES = maxs∈S Ts be the smallest time point that an ICTMC is
stable. Intuitively, an ICTMC is stable if its topological structure does not change
any more. More specifically, transitions can alter their rates, but not from positive
to zero or vice versa, i.e., no transitions will “disappear” or “newly created”. An
example rate function is illustrated in Fig. 3.2 (right), where after TES the rates
keep strictly positive (note the particular value is irrelevant here). It turns out
that ESA is essential for identifying stable BSCCs. A stable product as well as
stable BSCC are defined in the same way, relative to the time point TES. In
the sequel, when we refer to BSCCs, we implicitly refer to the stable BSCCs in
the stable product. In accordance with this, we will sometimes write s 7→ s′ for
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ICTMC C if Rs,s′(t) > 0 and limτ→∞Rs,s′(τ) > 0 with t > TES; and similarly for
ℓ 7→ ℓ′ in the product.
Definition 3.17 (aBSCC) Given the product C ⊗ A of an ICTMC C =
(S,AP, L, α,R(t)) satisfying ESA and a separated GBA A = (Σ, Q,∆, Q0,F),
we define
I. a SCC is a set of locations B ⊆ S×Q such that (i) B is strongly connected
meaning that for any two locations ℓ, ℓ′ ∈ B, ℓ 7→∗ ℓ′ where 7→∗ denotes the
reflexive and transitive closure of 7→, and (ii) no proper superset of B is
strongly connected;
II. a SCC B is accepting if ∀F ∈ F , there exists some 〈s, q〉 ∈ B such that
q ∈ F ;
III. a SCC B is an accepting bottom SCC (B ∈ aBSCC for short) if (i) B is
accepting; (ii) for each location ℓ ∈ B, there does not exist location ℓ′ such
that ℓ 7→ ℓ′ and ℓ′ is in any other accepting SCC; (iii) for each location
ℓ = 〈s, q〉 ∈ B, for any s′ with s 7→ s′, 〈s′, q′〉 ∈ B for some q′.
As an example, suppose that r4(t), r5(t), r6(t) > 0 when t > TES. Then an
accepting BSCC in the stable product in Fig. 3.3(c) is formed by ℓ2, ℓ3, ℓ4. Note
that {ℓ7} is not an (accepting) SCC, so condition III(ii) is not violated. {ℓ8} is
not an SCC either, since we would require that ℓ8 7→∗ ℓ8.
Recall that given an ω-regular property, one can obtain a corresponding sep-
arated GBA , which renders us very nice properties for the product defined in
Definition 3.13. A couple of lemmas, dedicated to illustrate these properties are
in order. The following two lemmas essentially exploit the fact that for each
accepted word of a separated GBA, there is a unique accepting path.
Lemma 3.18 Given the product C ⊗A, where A is separated. For any aBSCC
B of the stable product C⊗A, it holds 〈s, q〉 7→ 〈s′, q′〉 and 〈s, q〉 7→ 〈s′, q′′〉 implies
q′ = q′′ for any 〈s, q〉, 〈s′, q′〉, 〈s′, q′′〉 in B.
Proof: By contraposition. Then since 〈s′, q′〉 is in aBSCC B, there must exist
an accepting path 〈s′, q′〉 7→ 〈s1, q1〉 7→ · · · . It follows that there exists some
accepting path 〈s′, q′′〉 7→ 〈s′1, q
′
1〉 7→ · · · , such that for each i > 0, si 7→ si+1 and
s′i 7→ s
′
i+1. (We assume s0 = s
′
0 = s
′.) It follows from the definition of aBSCC
(in particular Definition 4.15, III(iii)) that the path 〈s′, q′′〉 7→ 〈s1, q
′
1〉 7→ · · ·
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is accepting as well. Hence we can construct a word L(s′)L(s1) · · · , which is
accepted by bothA[q′] andA[q′′]. This contradicts the fact thatA is separated. 
We say that two locations 〈s, q〉 and 〈s′, q′〉 in the product C ⊗ A are con-
nected, if q L(s)−−−→ q′. Note that we do not require that s 7→ s′. So “connected”
is purely a graph-theoretic notion where the time is irrelevant. We say that
from location 〈s, q〉 there is a path leading to a BSCC B, if there is a sequence
〈s0, q0〉, 〈s1, q1〉, . . . , 〈sn, qn〉 such that 〈s, q〉 = 〈s0, q0〉, 〈si, qi〉 and 〈si+1, qi+1〉 are
connected for 0 6 i < n and 〈sn, qn〉 ∈ B.
Lemma 3.19 Given the product C ⊗ A of an ICTMC C and a separated GBA
A, for any aBSCC B: if 〈s, q〉 and 〈s, q′〉 with q 6= q′ have a path leading to B
then q = q′.
Proof: By contraposition, i.e., let us assume that there exist 〈s, q〉 and 〈s, q′〉
which both have a path reaching an accepting BSCC, respectively. Namely,
there are two sequences 〈s, q〉〈s1, q1〉 · · · 〈sn, qn〉 and 〈s, q′〉〈s′1, q
′
1〉 · · · 〈s
′
n, q
′
n〉
such that 〈sn, qn〉 is located in B and 〈s′n, q
′
n〉 is located in B
′, where B and
B′ are aBSCCs. For simplicity, we let s0 = s and s
′
0 = s
′. For each i > 0,
since qi
L(si)−−−→ qi+1 and q′i
L(s′i)−−−→ q′i+1, according to the definition of the product,
〈s, q′〉〈s1, q
′
1〉 · · · 〈sn, q
′
n〉 is also a path leading to B
′′ where B′′ is an aBSCC. We
then focus on B and B′′. Following the similar argument of Lemma 4.16, we can
construct two accepting paths starting from 〈sn, qn〉 and 〈sn, q′n〉 respectively,
namely 〈sn, qn〉〈sn+1, qn+1〉 · · · and 〈sn, q′n〉〈sn+1, q
′
n+1〉 · · · . Since both B and
B′′ are accepting, we obtain that L(s)L(s1) · · ·L(sn)L(sn+1) · · · is an accept-
ing word of both A[q] and A[q′], which contradicts the fact that A is separated. 
As said, given the ICTMC C and the separated GBA A, the product C ⊗ A
itself is not an ICTMC (see Example 3.14). However, thanks to the fact that
A is separated, we can transform C ⊗ A into an ICTMC. Lemma 4.16 and 4.17
entail that in the product C⊗A, we can safely remove the locations which do not
lead to an accepting BSCC, and thus obtain an ICTMC model, denoted C⊗A.
Let us illustrate this by continuing Example 3.14. First note that the dashed
locations are the trap locations from which the accepted location ℓ2 cannot be
reached. These locations can safely be removed since the paths passing them
will never be accepted. It is not a coincidence that at most one of the outgoing
transitions from those “nondeterministic” locations (i.e., ℓ0, ℓ1, ℓ3, ℓ4) can reach
35
3. VERIFYING ω-REGULAR PROPERTIES AGAINST ICTMC
the accepted locations. This is guaranteed by the separated property of the
automaton (Lemma4.17). By deleting all the dashed locations, we obtain C⊗A.
The following proposition claims that C⊗A can be viewed as an ICTMC in
the sense that it defines a stochastic process exactly as an ICTMC. The crucial
point is that in C⊗A, for each location ℓ and time t, the sum of the rates of
the emanating transitions from ℓ does not exceed the exit rate of ℓ. (Note that
the sum could be strictly less than the exit rate as for ℓ1 in Fig. 3.3(c), thus
it is “substochastic”.) With little abuse of terminology, we call this model an
ICTMC. We define an accepting cylinder set Cax(s0, I0, . . ., Ik−1, sk) consisting
of all paths ρ ∈ Paths(s0, x) such that ρ[i] = si (i 6 k), ρ〈i〉 ∈ Ii (i < k) and
lab(ρ) ∈ L(A).
Proposition 3.20 C⊗A is an ICTMC. Moreover, for each accepting cylinder
set Ca of C and the corresponding one C˜a of C⊗A we have that ProbC{Ca} =
ProbC⊗A{C˜a}.
Proof: By Lemma 4.17, for each s0 ∈ S with α(s0) > 0, there exists at
most one q0 ∈ Q such that 〈s0, q0〉 is a location of C⊗A. It follows that∑
〈s,q〉∈C⊗A α˜(〈s, q〉) 6
∑
s∈S α(s) = 1. Moreover, for each location 〈s, q〉 of C⊗A,
since 〈s, q〉 has a path leading to an accepting BSCC B, there must exist some
〈s′, q′〉 such that s 7→ s′ and q 7→ q′ and 〈s′, q′〉 has a path leading to B. It
follows from the definition of aBSCC (in particular Definition 4.15, III(iii)) that∑
〈s′,q′〉 R˜〈s,q〉,〈s′,q′〉(t) 6
∑
s′ R˜s,s′(t) = Es(t) = E˜〈s,q〉(t).
For each accepting cylinder set Ca(s0, I0, . . . , sn−1, In−1, sn), clearly it gives
rise to a cylinder set C˜a(〈s0, q0〉, I0, . . . , 〈sn−1, qn−1〉, In−1, 〈sn, qn〉), where q0 ∈ Q0
and qi
L(si)−−−→ qi+1 for i > 0. Note that according to Lemma 4.17, each qi for i > 0
is unique. It is straightforward to verify that they have the same probability. 
Let C⊗A⋆ be obtained from C⊗A by making each location in the aBSCCs
absorbing, and define F ⋆ as the set of all locations of all aBSCC. Given an
ICTMC C with eventually stable assumption (with TES) and a separated GBA
A, the probability of the set of paths of C satisfying A, denoted PrC(L(A)), can
be computed by Alg. 2.
Theorem 3.21 For an ICTMC C we have
PrC(L(A)) =
∑
α˜(ℓ0)>0
∑
ℓ∈Loc
α˜(ℓ0) · Pr
C⊗A(ℓ0, 0,♦
=TESℓ) · PrC⊗A
⋆
(ℓ, TES,♦F
⋆).
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Algorithm 2 Model checking ICTMC against separated GBA
Require: ICTMC C, separated GBA A, ESA time TES;
Ensure: PrC(L(A))
1: Build the product C ⊗ A = (Loc,AP, L˜, α˜, R˜(t));
2: Find all accepting BSCCs in the (stable) product C ⊗ A;
3: Remove all the trap locations yielding C⊗A;
4: Compute the time-bounded reachability in C⊗A from initial location ℓ0 to each
ℓ ∈ Loc, PrC⊗A(ℓ0, 0,♦
=TES ℓ);
5: Make each location in the aBSCCs absorbing, thus obtaining C⊗A⋆ and F ⋆;
6: Compute the time-unbounded reachability probability in C⊗A⋆ from each ℓ ∈ Loc
to F ⋆, i.e., PrC⊗A
⋆
(ℓ, TES,♦F
⋆);
7: PrC(L(A)) =
∑
α˜(ℓ0)>0
∑
ℓ∈Loc α˜(ℓ0)·Pr
C⊗A(ℓ0, 0,♦
=TESℓ)·PrC⊗A
⋆
(ℓ, TES,♦F
⋆).
Proof: First of all, let us note that following the same argument of [BHHK03]
(Proposition 1), one can easily show that the set of zeno-paths of an ICTMC C
is of measure 0. So, given any path ρx and time point x, we assume that ρx is
nonzeno, i.e., for time TES, there exists some t > TES such that ρx@t = s for some
state s. It follows that we can divide ρx into two parts: ρx = ρ
′ · ρ′′ such that
ρ′ = s0
t0−−→ · · · tn−−→ s where s = ρx@TES and ρ′′ = s
tn+1−−−→ · · · . We assume that
the path ρx satisfies A, i.e., L(s0)L(s1) · · ·L(s) · · · is accepted by A, namely, the
(unique) augmented path of ρx w.r.t. the product C ⊗A, θ, is the concatenation
of θ′ and θ′′
θ = 〈s0, q0〉
t0−−→ · · · tn−−→〈s,︸ ︷︷ ︸
θ′
q〉 tn+1−−−→ · · ·︸ ︷︷ ︸
θ′′
.
Moreover, according to the ESA, after time point TES, one can define BSCCs of
C ⊗ A and θ will finally end up in an accepting BSCC B. Due to the property
of generalized Bu¨chi accepting condition, θ′′ will finally end up in B and let us
assume that θ′′ enters B through the location ℓF = 〈sF , qF 〉. We note that for
t > TES, we have that i) for two locations 〈s, q〉 and 〈s′, q′〉 in B, R˜〈s,q〉,〈s′,q′〉(t) > 0
and ii) for each 〈ℓ, q〉 in B, it follows from the definition of aBSCC (in partic-
ular, Definition 4.15, III(iii)) that
∑
〈s′,q′〉 R˜〈s,q〉,〈s′,q′〉(t) =
∑
s′ R˜s,s′(t) = Es(t) =
E˜〈s,q〉(t). Therefore, we get that
ProbC⊗A{θ′′ | θ′′ is accepted} = ProbC⊗A
⋆
{θ′′ | θ′′ |= ♦F ⋆}.
37
3. VERIFYING ω-REGULAR PROPERTIES AGAINST ICTMC
Due to the Markovian property of ICTMC,
ProbC⊗A{θ | θ@0 = ℓ0 and θ@TES = ℓ and θ is accepted}
= PrC⊗A(ℓ0, 0,♦
=TESℓ) · ProbC⊗A{θ | (θ, TES) is accepted}
= PrC⊗A(ℓ0, 0,♦
=TESℓ) · ProbC⊗A
⋆
{θ | (θ, TES) |= ♦F
⋆}).
It follows from Proposition 3.20 (PrC(s0, 0,L(A)) - is the probability of the lan-
guage L(A) given that C has the initial state s0 and starting time 0) that
PrC(L(A)) =
∑
α(s0)>0
α(s0) · Pr
C(s0, 0,L(A))
=
∑
α˜(ℓ0)>0
∑
ℓ∈Loc
α˜(ℓ0) · Pr
C⊗A(ℓ0, 0,♦
=TESℓ) · PrC⊗A
⋆
(ℓ, TES,♦F
⋆).
This completes the proof. 
Note that PrC⊗A(ℓ0, 0, ♦
=TESℓ) and PrC⊗A
⋆
(ℓ, 0,♦ ℓF ⋆) can be computed by
the approaches in Section 3.2.1 and 3.2.2, respectively. Computing the former
relies on solving a system of ODEs, whereas computing the latter, as stated in
Section 3.2.2, one has to solve a system of integral equations in general.
Remark 3.22 (EPA, EUA and ESA) EPA and ESA are incomparable, i.e.,
there are ICTMCs that are eventually periodic but not stable (see e.g., the
ICTMC with one rate function in Fig. 3.2 (left)), and vice versa (see, e.g., that
in Fig. 3.2 (right)). When both assumptions are applied, we obtain ICTMCs that
are “eventually positive periodic”, i.e., eventually periodic and all rate function
values in the periods are either strictly positive or being zero. For this subset of
ICTMCs, one can resort to solving a system of ODEs and linear equations, as
presented in Theorem 3.8 as well as Alg. 1.
EUA and ESA are incomparable as well. The counterexamples for both direc-
tions can be easily constructed. When both assumptions are applied, as in the pre-
vious case, the subset of ICTMCs (where f(t) is eventually strictly positive) can
be dealt with by solving a system of ODEs and linear equations (Theorem 3.11).
The comparison of EPA and EUA can be found in Remark 3.12. We empha-
size once again that ESA is of most importance in ω-regular property verification,
in order to find stable BSCCs. However EPA or EUA are certain subsets of
ICTMCs that we can efficiently deal with (meaning by solving a system of ODEs
and linear equations). As a final note in order to check that an ICTMC satisfies
EPA or EUA one can achieve this symbolically, i.e., by using computer algebra
techniques or in the process of modeling of the system by an ICTMC.
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Example 3.23 We continue Example 3.14 to show how to compute the set of
paths of ICTMC C accepted by A. Let the rate functions be defined as: ri(t) = i
for t > 0 and 3 6 i 6 6; and
r1(t) =

t x ∈ [0, 9.5)
0 x ∈ [9.5, 10)
2 + cos(1
2
t) x ∈ [10,∞)
r2(t) =
{
4.1 x ∈ [0, 15)
7.6− sin(1
3
t) x ∈ [15,∞)
It is not difficult to see that this ICTMC satisfies both the ESA and EPA
and TES = 10, TEP = 15 and PEP = 12π. To compute Pr
C(L(A)), Alg. 2
is applied. We consider the first Pr appearing in step 7, namely, to compute
PrC⊗A(ℓ0, 0,♦
=10 ℓ) for all ℓ in C⊗A. This is actually to compute the transient
probability vector in C⊗A at time TES = 10, which can be done by solving a sys-
tem of ODEs. We then consider the second Pr appearing in step 8, namely, to
compute PrC⊗A
⋆
(ℓ, 10,♦ ℓ2) (note that F ∗ = {ℓ2}). Finally, we wrap them up as
follows:
PrC(L(A)) =

PrC⊗A(ℓ0, 0,♦
=10 ℓ0) · Pr
C⊗A⋆(ℓ0, 10,♦ ℓ2)
PrC⊗A(ℓ0, 0,♦
=10 ℓ1) · Pr
C⊗A⋆(ℓ1, 10,♦ ℓ2)
PrC⊗A(ℓ0, 0,♦
=10 ℓ2) · 1
PrC⊗A(ℓ0, 0,♦
=10 ℓ3) · 1
PrC⊗A(ℓ0, 0,♦
=10 ℓ4) · 1
(3.30)
The left column of (3.30) is the transient probability vector; we then show how to
compute the elements in the right column. For this purpose, generally we have to
solve a system of integral equations. Here we obtain the following one:
fℓ0(x) =
∫ ∞
0
r1(x+ τ)e
−
R τ
0
r1(x+v)dv·fℓ1(x+ τ)dτ
fℓ1(x) =
∫ ∞
0
r2(x+ τ)e
−
R τ
0 r2(x+v)+r3(x+v)dv·fℓ2(x+ τ)dτ
fℓ2(x) = 1
In this case, one obtains that fℓ2(x) = 1,
fℓ1(10) =
∫ 15
10
4.1e−
R τ
10
(4.1+3)dvdτ
+
∫ ∞
15
(7.6− sin(
1
3
τ)) · e−
R 15
10
(4.1+3)dv−
R τ
15
(7.6−sin( 1
3
(x+v))+3)dvdτ
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and fℓ0(10) can be computed accordingly. It follows that Pr
C⊗A⋆(ℓ0, 10,♦ ℓ2) =
fℓ0(10) and Pr
C⊗A⋆(ℓ1, 10,♦ ℓ2) = fℓ1(10). Hence (3.30) can be obtained.
Alternatively, let us note that fortunately in this case, the EPA is satis-
fied. So one can apply Alg. 1 to compute PrC⊗A
⋆
(ℓ, 10,♦ ℓ2). Let us illustrate
for the case that ℓ = ℓ0. (The case that ℓ = ℓ1 is similar.) For the first
Pr in Alg. 1, step 3, it is again to compute the transient probability matrix
PrC⊗A
⋆
(ℓ, 10,♦=15−10 ℓ′), for ℓ, ℓ′ ∈ {ℓi | 1 6 i 6 4} (note that ℓ2 is already made
absorbing in C⊗A⋆); and for the second Pr, we need to construct the DTMC D
with Pℓ,ℓ′ = Pr
C⊗A⋆(ℓ, 15,♦=12π ℓ′). It follows that
Pr
C⊗A⋆
EP (ℓ0, 10,♦ ℓ2)
P
=

PrC⊗A
⋆
(ℓ0, 10,♦
=15−10 ℓ0) · Prob
D(ℓ0,♦ ℓ2)
PrC⊗A
⋆
(ℓ0, 10,♦
=15−10 ℓ1) · Prob
D(ℓ1,♦ ℓ2)
PrC⊗A
⋆
(ℓ0, 10,♦
=15−10 ℓ2) · 1
The P matrix of the DTMC D is as follows (let Θ denote C⊗A⋆):
P =
 PrΘ(ℓ0, 15,♦=12π ℓ0) PrΘ(ℓ0, 15,♦=12π ℓ1) PrΘ(ℓ0, 15,♦=12π ℓ2)0 PrΘ(ℓ1, 15,♦=12π ℓ1) PrΘ(ℓ1, 15,♦=12π ℓ2)
0 0 1
 .
Hence Pr
C⊗A⋆
EP (ℓ0, 10,♦ ℓ2) can be easily computed.
3.4 Conclusions and Related Work
In this chapter, we have studied the problem of verifying ω-regular properties
against ICTMCs. It was shown that the verification problem can be reduced to
the time-unbounded reachability problem in the product ICTMC. Given two suffi-
cient conditions: eventually periodic assumption and eventually uniform assump-
tion the time-unbounded reachability problem can be efficiently solved. Future
work consists of identifying more classes of ICTMCs for which efficient compu-
tational methods exist such that the approach studied in this chapter can be
applied. Other specifications like (D)TA, M(I)TL, will also be investigated.
Related work. An account of some exact methods of transient analysis of
ICTMCs where given [RWVT95]. The authors present a review of some tech-
niques used for computing the transient distribution in ICTMCs with periodic
rates. These ”periodic” ICTMCs are transformed into CTMCs by making use
of the Floquet theorem [Flo83]. Then in CTMCs the transient distribution is
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computed by using the standard uniformization technique [Jen53]. In [vD92] has
proposed a uniformization technique for ICTMCs. Basically, this technique is
an extension of the original uniformization technique by Jensen [Jen53]. The
author obtains a series of integral equations which represent the uniformization
equations. The uniformization equation denotes the Poisson probabilites and
the jump probabilites generated by the embedded DTMC associated with the
ICTMC. In the same direction van Moorsel et al. [MW98] have devised a series
of more efficient discretization algorithms for the series of integral equations de-
veloped by van Dijk [vD92]. Recently, Arns et al. [ABP10] have extended the
uniformization techniques of van Dijk. The authors compute some strict bounds
for the transient distribution of ICTMCs. The technique is very similar to one
used in [Jen53] except that the time domain is discretized as in [MW98]. In
general the verification of ICTMCs has not yet been investigated in depth, with
notable exception [KM]. The work in [KM] considers the verification problem of
Hennessy-Milner logic (without fixed points) on ICTMCs with piecewise-constant
rates.
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Chapter 4
Verifying Automata Against
DTSHS
This paper considers the quantitative verification of discrete-time stochastic hy-
brid systems (DTSHS) against linear-time objectives. The central question is
to determine the likelihood of all trajectories in a DTSHS that are accepted
by an automaton on finite or infinite words. This verification covers regular
and ω-regular properties, and thus comprises the linear temporal logic LTL. We
show that these quantitative verification problems can be reduced to comput-
ing reachability probabilities over the product of an automaton and the DTSHS
under study. The computation of reachability probabilities can be done in a
backward-recursive manner, and quantitatively approximated by procedures over
discrete-time Markov chains.
4.1 Discrete Time Stochastic Hybrid Systems
We consider the model of discrete-time stochastic hybrid systems (DTSHS) from
[AKLP10], which is an autonomous (uncontrolled) version of that in [APLS08]. A
DTSHS is a stochastic model with a hybrid state space S = ∪ℓ∈Loc{ℓ}×Sℓ, Sℓ ⊆
Rd(ℓ), given by the disjoint union of continuous domains Sℓ (each of which with
its own dimension, specified by d : Loc→ N) associated to discrete locations Loc,
also referred to as the “modes”. A point in the hybrid state space s = (ℓ, x) is
thus made up of two components: a discrete one ℓ ∈ Loc and a continuous one
x ∈ Rd(ℓ). Unlike [AKLP10; APLS08], here discrete labels are associated with
locations. Let B(S) denote the σ-algebra generated by the subsets A of S of the
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form A = ∪ℓ∈Loc{ℓ} ×Aℓ, where Aℓ ∈ B(Rd(ℓ)) is a Borel set in Rd(ℓ). Sometimes
we use the notation dom(ℓ) to denote the domain associated to location ℓ.
Definition 4.1 (DTSHS) A DTSHS is a structure H = (Loc, AP, L, d, α,
Tx, Tℓ, Tr), where:
• Loc - is a finite set of locations;
• AP - is a finite set of atomic propositions;
• L : Loc→ 2AP - is the labeling function, which acts on the discrete locations;
• d : Loc→ N - is the dimension assigned to the continuous domains Rd(ℓ) of
each location ℓ ∈ Loc;
• α : S→ [0, 1] - is the initial probability distribution;
• Tℓ : Loc × S → [0, 1] - is a conditional discrete stochastic kernel, which
assigns to each s ∈ S a probability distribution, Tℓ(·|s), over Loc;
• Tx : B(Rd(·))× S→ [0, 1] - is a continuous stochastic kernel on Rd(·), condi-
tional on S. It assigns to each s = (ℓ, x) ∈ S a probability measure, Tx(·|s),
on the Borel space (Rd(ℓ),B(Rd(ℓ))). The function Tx(Aℓ|(ℓ, ·)) is assumed
to be Borel measurable, for all ℓ ∈ Loc and all Aℓ ∈ Rd(ℓ);
• Tr : B(Rd(·))× S× Loc→ [0, 1] - is a stochastic kernel on Rd(·), conditional
on S × Loc. It assigns to each s ∈ S and ℓ′ ∈ Loc, a probability measure,
Tr(·|s, ℓ′), on the Borel space (Rd(ℓ
′),B(Rd(ℓ
′))). The function Tr(Aℓ′ |(ℓ, ·), ℓ′)
is assumed to be Borel measurable for all ℓ, ℓ′ ∈ Loc, ℓ 6= ℓ′, and all Aℓ′ ∈
B(Rd(ℓ
′)).
Example 4.2 Fig. 4.1(a) depicts the DTSHS H1 with the set of locations Loc =
{ℓ0, ℓ1, ℓ2, ℓ3} and the set of atomic propositions AP = {ON1, ON2, OFF1, OFF2}.
Each location ℓi is associated with a continuous two-dimensional bounded rect-
angular domain Sℓi = [0, x
′
1] × [0, x
′
2] ⊂ R
2 (thus d(li) = 2), and is labeled with
an element from 2AP, for instance L(ℓ0) = {ON1, ON2}. The initial distribution
is α(·) = δ(ℓ0,0)(·). Here δ(ℓ0,0)(·) is the Dirac delta function. Each continuous
domain Sℓi is partitioned into (the same) four non-overlapping sub-regions G0,
G1, G2 and G3 (see Fig. 4.1(b)). The conditional discrete stochastic kernel Tℓ is
given by
Tℓ(ℓi|(ℓ, x)) =
Leb(Gi)
Leb(Sℓ)
,
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where Leb is the Lebesgue measure. The discrete graphical structure of H1 is
represented in Fig. 4.1(a). An edge represents a positive transition probability
between pairs of modes. In particular, each self-loop denotes the likelihood of
dwelling within Gi, for any location ℓi. The conditional stochastic kernel Tx
corresponds to a Gaussian distribution
Tx(·|(ℓ, x)) = N (·;µ(ℓ, x),Σ(ℓ, x)),
where µ(ℓ, x) and Σ(ℓ, x) are the mean and the covariance, respectively, and are
functions of the hybrid state (ℓ, x). For ℓ 6= ℓ′ the stochastic kernel Tr is given by
Tr(·|(ℓ, x), ℓ′) = δ(ℓ,x)(·), which denotes a (deterministic) identity map.
{ON1, ON2} {ON1, OFF2}
{OFF1, OFF2}{OFF1, ON2}
ℓ0 ℓ1
ℓ2 ℓ3
(a) The discrete structure of H1.
x1
x2
x′1
x′2
G1
G3
G0
G2
(b) The (partitioned) continuous do-
mains Sℓi of H1.
Figure 4.1: Discrete-time stochastic hybrid system.
Semantics. To simplify the notation, let us introduce a conditional stochastic
kernel T : B(S)× S→ [0, 1] defined by
T ({ℓ′}×Sℓ′ |(ℓ, x))=
 Tx(Sℓ′|(ℓ, x)) · Tℓ(ℓ
′|(ℓ, x)), if ℓ′ = ℓ
Tr(Sℓ′|(ℓ, x), ℓ′) · Tℓ(ℓ′|(ℓ, x)), if ℓ′ 6= ℓ,
(4.1)
for all Sℓ′ ∈ B(Rd(ℓ
′)), ℓ′ ∈ Loc, and (ℓ, x) ∈ S. We consider the evolution of
the DTSHS either over a finite time horizon T ⊂ N, or over an infinite one
T = N. The underlying stochastic process of a DTSHS is {s(k), k ∈ T}, where
s(k) = (l(k),x(k)) represents the process at step k ∈ T (we denote processes with
bold font, in order to emphasize the difference from simple points over the state
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space). The executions of {s(k), k ∈ T} are obtained according to Algorithm 3.
The conditional discrete stochastic kernel Tℓ is the probability to jump to any
Algorithm 3 Execution of a DTSHS
Require: DTSHS H, T
1: set k := 0
2: select (ℓk, xk) ∈ S for (l(k),x(k)) according to α(·)
3: while k ∈ T do
4: select ℓk+1 for l(k+1) according to Tℓ(·|(ℓk, xk))
5: if ℓk+1 = ℓk, then
6: select xk+1 for x(k+1) according to Tx(·|(ℓk, xk))
7: else
8: select xk+1 for x(k+1) according to Tr(·|(ℓk, xk), ℓk+1)
9: end if
10: k := k + 1
11: end while
location ℓ′, given the current state (ℓ, x). If Tℓ samples a location ℓ
′ = ℓ, the
conditional stochastic kernel Tx characterizes the probability for the next point
inside the continuous domain Sℓ of ℓ. If instead Tℓ samples a location ℓ
′ 6= ℓ, the
conditional stochastic kernel Tr induces a probability distribution for the process
over another domain Sℓ′ for the location ℓ
′.
Definition 4.3 (Paths) Let H be a DTSHS. An infinite path starting at state
(ℓ0, x0) is a sequence
ρ = (ℓ0, x0)→ (ℓ1, x1)→ (ℓ2, x2) · · · ,
such that for every k ∈ N, sk = (ℓk, xk) ∈ S. A finite path is a prefix (ending in
a state) of an infinite path.
We define PathsHf and Paths
H
ω as the set of all finite paths and infinite paths in
H, respectively. Let also the sets PathsH and PathsH(ℓ, x) denote all finite and
infinite paths in H and those starting from state (ℓ, x), respectively. For any k
less than the length of path ρ, let ρ[k] := (ℓk, xk) be the k-th state of ρ. Given
a path ρ, the function lab(ρ) returns the word w = a1a2a3 . . . (sequence of state
labels corresponding to path ρ) such that ak = L(ρ[k]).
A DTSHS H with initial probability distribution α is associated to a prob-
ability measure PrHα on paths as follows. Consider the canonical sample space
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Ω = Sk+1, endowed with its product topology B(Ω). Let C(G(0), G(1), . . . , G(k))
denote the cylinder set consisting of all paths ρ ∈ PathsH such that ρ[i] = si,
where G(i) ∈ B(S), si ∈ G(i) for any i ≤ k. The probability measure Pr
H
α on
B(PathsH) is the unique measure defined as:
PrHα (C(G(0), G(1), . . . , G(k))) =∫
G(0)
∫
G(1)
· · ·
∫
G(k)
T (dak|ak−1) · · ·T (da1|a0)α(da0).
Notice that for k = 0, PrHα (C(G(0))) =
∫
G(0)
α(da0). Further details on the
topological and semantical properties of the DTSHS model can be found in
[APLS08].
4.2 Reachability Analysis
This section formally introduces the following problem over a DTSHS H: deter-
mine the probability of reaching a certain “goal” or “target” set within a given
time horizon, starting from any state in S. More precisely, select any compact
Borel set G ∈ B(S), representing the goal set. We are interested in determining
the probability that the execution associated with the initial condition s0 ∈ S
will intersect G within the time horizon T:
ps0(♦G) := Ps0{s(k) ∈ G for some k ∈ T}, (4.2)
where Ps0 denotes the probability measure for an event over the solution of H,
conditional on s(0) = s0: the value of ps0(♦G) depends on the initial state s0. If
ps0(♦G) ≥ ǫ, ǫ ∈ (0, 1], we say that the system initialized at s0 reaches G with
an ǫ probabilistic guarantee (the case ǫ = 0 is trivially satisfied by all states in
S). For a given ǫ ∈ (0, 1], we define the ǫ-probabilistic reachability set by
R(ǫ, G) = {s0 ∈ S : ps0(♦G) ≥ ǫ} (4.3)
of those initial states s0 that are associated with a process that reaches set G with
an ǫ probabilistic guarantee. We show that the problem of computing ps0(♦G)
can be solved through a backward iterative procedure by representing ps0(♦G)
as a max function.
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4.2.1 Characterizing Probabilistic Reachability
Step-bounded reachability probability. Let us consider T = [0, N ] ⊂ N.
Let 1C : S→ {0, 1} denote the indicator function of set C ⊆ S: 1C(s) = 1 if and
only if s ∈ C. Observe that
max
k∈[0,N ]
1G(sk) =
{
1, if ∃k ∈ [0, N ] : sk ∈ G
0, otherwise,
where sk ∈ S, k ∈ [0, N ]. Then, the quantity ps0(♦G) in (4.2) can be expressed
as the expectation with respect to the probability measure Ps0 of the Bernoulli
random variable maxk∈T 1G(s(k)), conditional on s(0) = s0:
ps0(♦G) = Es0
[
max
k∈[0,N ]
1G(s(k))
]
. (4.4)
Denote with G = S \G, the complement of G over S. Consider the sequence
of functions Wk : S × B(S) → [0, 1], k ∈ [0, N ], defined for s ∈ S and G ∈ B(S)
by WN(s,G) = 1G(s), and for k < N :
Wk(s,G) = 1G(s) + 1G(s)
∫
SN−k
max
n=k+1,...,N
1G(sn) ·
N−1∏
m=k+1
T (dsm+1|sm)T (dsk+1|s).
(4.5)
It is easily seen that for any k ∈ [0, N ], Wk(s,G) represents the probability that
an execution of the DTSHS enters the target set G over the residual time horizon
[k,N ], starting from s at time instant k [APLS08]: we name Wk(s,G) the value
function at time k. In particular, W0(s,G) = Es[maxk∈[0,N ] 1G(s(k))], s ∈ S, eval-
uated at s = s0 returns the quantity of interest ps0(♦G), and the ǫ-probabilistic
reachability set defined in (4.3) equals R(ǫ, G) = {s0 ∈ S : W0(s0, G) ≥ ǫ}.
The following result states that the value functions can be determined through
a backward-recursive procedure.
Theorem 4.4 ([APLS08], Lemma 2) The value functions Wk : S × B(S) →
[0, 1], defined in (4.5) can be computed for s ∈ S through the following backward
recursion for k < N :
Wk(s,G) = 1G(s) + 1G(s)
∫
S
Wk+1(sk+1, G) · T (dsk+1|s) (4.6)
initialized with WN(s,G) = 1G(s).
In conclusion, given an initial distribution α, the related step-bounded rechability
probability is simply
∫
S
α(ds)ps(♦G).
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Step-unbounded reachability probability. Let us consider now the case
T = N. We denote by
p∞s0 (♦G) := Ps0{s(k) ∈ G for some k ≥ 0} (4.7)
the step-unbounded reachability probability. It can be computed as the least
fixpoint W (s,G) of the following system of integral equations:
W (s,G) = 1G(s) + 1G(s)
∫
S
W (s′, G) · T (ds′|s). (4.8)
Lemma 4.5 Let us denote with V the set of measurable and bounded functions
from S× B(S) to R. Introduce the operator F : S× B(S)×V → R as follows:
(FV )(s,G) = 1G(s) + 1G(s)
∫
S
V (s′, G) · T (ds′|s),
for any s ∈ S, G ∈ B(S), V ∈ V. Then F is locally contractive over a neighborhood
of s ∈ S.
Proof: Consider a neighborhood N (s, r) of radius r ∈ R+ of the point s ∈ S,
N (s, r) = {t ∈ S : ‖t− s‖ ≤ r}. Select any two V1, V2 ∈ V and compute, for any
s ∈ G, ∣∣∣∣∫
N (s,r)
V1(s
′, G)T (ds′|s)−
∫
N (s,r)
V2(s
′, G)T (ds′|s)
∣∣∣∣
≤
∫
N (s,r)
|V1(s
′, G)− V2(s
′, G)|T (ds′|s)
≤ sup
t∈N (s,r)
|V1(t, G)− V2(t, G)|
∫
N (s,r)
T (ds′|s)
≤ Leb(N (s, r)) sup
t∈N (s,r)
|V1(t, G)− V2(t, G)| ,
which is thanks to the measurability assumption of the stochastic kernel T needed
for the last inequality. The bound holds trivially also for the complementary
case of s ∈ G. Introduce F|N (s,r) : N (s, r)× B(S)×V → R as (FV )(s,G)|N (s,r),
the restriction of the operator (FV )(s,G) over N (s, r). We obtain that a proper
selection r∗ of the parameter r guarantees the contractivity of (FV )(s,G)|N (s,r),
and thus the local contractivity of (FV )(s,G) around point s. 
Here we will take p∞s0 (♦G) as the least fixpoint of the Eq. (4.8).
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4.2.2 Discretization
In most cases, the solution of Equations (4.6) or (4.8) can’t be computed analyti-
cally. In this chapter we will use discretization techniques in order to approximate
the solution for the time-bounded and time-unbounded reachability probability.
Consider S =
⋃
ℓ∈Loc{ℓ}×Sℓ and assume it is compact. We introduce a finite
partition for each domain Sℓ ⊂ Rd(ℓ), ℓ ∈ Loc, by taking Sℓ =
⋃mℓ
i=1 Sℓ,i, where
Sℓ,i ∈ B(Rd(ℓ)) with Sℓ,i ∩ Sℓ,j = ∅, for all i 6= j. Here mℓ represents the finite
number of partitions for the domain in location ℓ. Denote by hℓ,i the diameter of
the set Sℓ,i as hℓ,i = sup{||x− x
′|| : x, x′ ∈ Sℓ,i} (here we are using the Euclidean
norm), and define the grid size parameter by h := maxi=1,...,mℓ;ℓ∈Loc hℓ,i. Let us
additionally introduce a function rℓ : B(Rd(ℓ))→ Rd(ℓ) which, given a partition set
Sℓ,i ∈ B(Rd(ℓ)) and location ℓ ∈ Loc, returns a “representative point” rℓ(Sℓ,i) of
Sℓ,i. Notice that the discretization can in general be tailored to the target set G,
so that G =
⋃mg
ℓ
i=1 S
g
ℓ,i, where ∀ℓ ∈ Loc,m
g
ℓ ≤ mℓ. Using the grid size parameter h
we can define the discretized DTMC of a DTSHS as follows:
Definition 4.6 (DTMC approximation of DTSHS) For the DTSHS H =
(Loc,AP, L, d, α, Tx, Tℓ, Tr), the DTMC Dh = (Sh,AP, Lh, αh, Ph) is defined as
follows:
• Sh = {(ℓ, i)|ℓ ∈ Loc, i ∈ {1, . . . , mℓ}} - is the state space;
• Lh(ℓ, i) = L(ℓ) - is the labeling function;
• αh(ℓ, i) =
∫
Sℓ,i
α(ℓ, x)dx - is the initial probability distribution;
• Ph((ℓ, i), (ℓ
′, i′)) = T (ℓ′ × Sℓ′,i′|(ℓ, rℓ(Sℓ,i))) - is the transition probability
function.
Notice that the state space Sh of the discretized DTMC Dh is given by pairs
(location, partition index). The probability Ph((ℓ, i), (ℓ
′, i′)) to jump from state
(ℓ, i) to state (ℓ′, i′) is the probability to jump from rℓ(Sℓ,i), the representative
point of partition Sℓ,i, to the partition set Sℓ′,i′ in location ℓ
′.
Let us denote with Gh ∈ Sh the set of states of Dh corresponding to the
original target set G of H. Similarly, Gh = Sh \Gh. We define the step-bounded
and step-unbounded reachability probabilities by introducing functions W hk and
W h respectively, both of which are defined on Sh×B(Sh) and take value in [0, 1]:
W hk (v,Gh) = 1Gh(v) + 1Gh(v)
∑
vk+1∈Sh
W hk+1(vk+1, Gh)Ph(v, vk+1), (4.9)
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for k < N , initialized with W hN(v,Gh) = 1Gh(v) and
W h(v,Gh) = 1Gh(v) + 1Gh(v)
∑
v′∈Sh
W h(v′, Gh)Ph(v, v
′). (4.10)
W hk and W
h approximate the original functions Wk and W – in the next Section
we derive explicit approximation bounds.
Notice that step-bounded and step-unbounded reachability probability is
given by a system of linear equations for which solutions can be computed ef-
ficiently. If αh(v0) = 1, the solutions to Eq. (4.9) and (4.10) will be denoted as
p̂v0(♦Gh) and p̂
∞
v0
(♦Gh), respectively, whereas for an arbitrary initial distribution
we get
∑
v∈Sh
α̂h(v)p̂v(♦Gh) and
∑
v∈Sh
α̂h(v)p̂
∞
v (♦Gh), respectively.
4.2.3 Error Bounds
The quantities W hk (v,Gh), W
h(v,Gh), p̂v(♦Gh), and p̂
∞
v (♦Gh) are all defined
on Sh. We can extend them over S by piecewise constant interpolation – for
instance, W hk (s,Gh) = W
h
k (rℓ(Sℓ,i), Gh), ∀s ∈ Sℓ,i, i = 1, . . . , mℓ, ℓ ∈ Loc. In the
remaining of this section, we shall refer to the quantities extended over S. We
now derive explicit error bounds between the quantities in Equations (4.6)-(4.8)
and the corresponding quantities in Equations (4.9)-(4.10) (again, extended over
S).
We assume that the kernels Tℓ, Tx and Tr satisfy the following Lipschitz
continuity assumptions:
Proposition 4.7 For any state (ℓ, x), (ℓ, x′), (ℓ, x′′), and (ℓ′, x′′) ∈ S:
|Tℓ(ℓ′|(ℓ, x))− Tℓ(ℓ′|(ℓ, x′))| ≤ h1||x− x′||,
|Tx(x′′|(ℓ, x))− Tx(x′′|(ℓ, x′))| ≤ h2||x− x′||,
|Tr(x′′|(ℓ, x), ℓ′)− Tr(x′′|(ℓ, x′), ℓ′)| ≤ h3||x− x′||, ℓ 6= ℓ′,
where h1, h2 and h3 are finite Lipschitz constants.
Let us introduce the discretized operator
(FhV )(s,G) = 1G(ξ(s)) + 1G(ξ(s))
mℓ∑
ℓ∈Loc,i=1
∫
Sℓ,i
V (r(Sℓ,i), G)T (ds
′|ξ(s)),
where ξ(s) = r(Sℓ,i) if s ∈ Sℓ′,i′ for a particular choice of ℓ′ ∈ Loc and i′ =
1, . . . , mℓ′. This operator, acting on the hybrid state space S and on V ∈ V,
corresponds to the extension of the iteration in (4.10) to the continuous space S.
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We define K = |Loc|h1+λ(G)·(h2+(|Loc|−1)h3), where λ(G) is the Lebesgue
measure of the set G and |Loc| is the number of discrete locations. The follow-
ing results derive a bound on the distance between the original and discretized
operators.
Theorem 4.8 Given a DTSHS H and a DTMC Dh obtained with discretiza-
tion level h, for any s ∈ S, G ∈ B(S), V ∈ V, the following holds:
|(FV )(s,G)− (FhV )(s,G)| ≤ 2Kh.
Proof: To begin with, let us observe that if s ∈ G, the two operators yield the
same value, thus their difference is equal to zero. If instead s ∈ G, let us leverage
the triangular inequality as follows:
|(FV )(s,G)− (FhV )(s,G)| ≤
|(FV )(s,G)− (FV )(ξ(s), G)|+ |(FV )(ξ(s), G)− (FhV )(s,G)| .
The first summand can be bounded by the following argument:
|(FV )(s,G)− (FV )(ξ(s), G)|
≤
mℓ∑
ℓ∈Loc,i=mg
ℓ
∫
S
g
ℓ,i
V (s′, G) |T (ds′|s)− T (ds′|ξ(s))| .
Similarly, the second summand can be bounded by:
|(FV )(ξ(s), G)− (FhV )(s,G)|
≤
mℓ∑
ℓ∈Loc,i=mg
ℓ
∫
S
g
ℓ,i
|V (s′, G)− V (ξ(s), G)|T (ds′|ξ(s)).
Leveraging [AKLP10, Theorem 1], we obtain:
|(FV )(s,G)− (FhV )(s,G)| ≤ 2Kh.
The conclusion follows. 
As for the case of p∞s0 (♦G) the probability p̂
∞
v0
(♦Gh) will denote the least
fixpoint of Eq. (4.10).
Theorem 4.9 Given a DTSHS H, the DTMC Dh obtained with discretization
step h, a finite time horizon N and a target set G ∈ B(S), the following holds:
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1) |ps0(♦G)− p̂v0(♦Gh)| ≤ NKh,
2) |p∞s0(♦G)− p̂
∞
v0
(♦Gh)| ≤ 2Kh,
where v0 = (ℓ, i) and s0 ∈ Gℓ,i.
Proof: The proof of the first claim is derived from [AKLP10, Theorem 2], by
adapting it to the recursion for reachability from the dual recursion defined for
invariance. For the second claim, we directly leverage the bound derived in
Theorem 4.8 and apply it to Equations (4.8) and (4.10). Here we also have to
pick the representative point ξ(s) for a state s such that it maximizes the integral∫
S
g
ℓ,i
T (ds′|ξ(s)) for any ℓ ∈ Loc and i = mgℓ . Notice that by directly working on
the structure of Eqns. (4.8)-(4.10) we greatly relax the result provided for the
step-bounded case which, being derived recursively in time, grows linearly with
the time horizon. 
4.3 Automata Model Checking
In this section we study the problem of model checking a property specified
as a DFA or as a separated GBA against a DTSHS. Recall that the main
difference between a DFA-property and a separated GBA-property is that the
former reasons over the finite paths whereas the latter reasons over infinite paths.
Since every LTL-formula ϕ can be expressed as a separated GBA (see Section
5.1), LTL model checking boils down to automata model checking. Let the
quantity PrH(L(A)) := PrH(ρ ∈ PathsHf |lab(ρ) ∈ L(A)) (and Pr
H(Lω(B)) :=
PrH(ρ ∈ PathsHω |lab(ρ) ∈ Lω(B))) denote the probability that the DTSHS H
satisfies the DFA A (and GBA B, respectively). The measurability of the sets
{ρ ∈ PathsHf |lab(ρ) ∈ L(A)} and {ρ ∈ Paths
H
ω |lab(ρ) ∈ Lω(B)} can be shown
as in [VW86]. We will show later that this probability can be computed in the
product between H and A (and B).
DFA Specifications. We start considering properties expressed as DFA.
Definition 4.10 (Product between DTSHS and DFA) Consider a DT-
SHS H = (Loc,AP, L, d, α, Tx, Tℓ, Tr) and a DFA A = (Q, q0,Σ, F,∆). Let
H⊗A = (V,AP, L̂, α̂, d̂, T̂x, T̂ℓ, T̂r) be the product DTSHS, where V := Loc×Q,
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L̂(〈ℓ, q0〉) = L(ℓ), α̂(〈ℓ, q0〉, x) := α(ℓ, x), d̂(〈ℓ, q〉) := d(ℓ) and the kernels are
defined by:
Tℓ(ℓ
′|(ℓ, x)) = p ∧ ∆(q, L(ℓ, x)) = q′
T̂ℓ(〈ℓ′, q′〉|(〈ℓ, q〉, x)) = p
,
Tx(Sℓ|(ℓ, x)) = p ∧ ∆(q, L(ℓ, x)) = q′
T̂x(S〈ℓ,q′〉|(〈ℓ, q〉, x)) = p
,
Tr(Sℓ′|(ℓ, x), ℓ′) = p ∧ ∆(q, L(ℓ, x)) = q′
T̂r(S〈ℓ′,q′〉|(〈ℓ, q〉, x), 〈ℓ′, q′〉) = p
(ℓ 6= ℓ′).
Here S〈ℓ,q′〉 and S〈ℓ′,q′〉 denote the continuous domains assigned to the product lo-
cations 〈ℓ, q′〉 and 〈ℓ′, q′〉, respectively. The definition of the conditional stochastic
kernel T̂ for the product H⊗A is the same as in Eq. (4.1). We define the set of
final locations of H⊗A as VF := Loc× F .
Theorem 4.11 For any DTSHS H and DFA A,
PrH(L(A)) = PrH⊗A(♦VF ),
where PrH⊗A(♦VF ) is the probability to reach the set of final locations VF in the
product H⊗A.
Proof: Consider the path ρ = (ℓ0, x0)→ (ℓ1, x1)→ · · · → (ℓn, xn) in the DTSHS
H which is accepted by the DFA A. Given ρ there exists a path
θ = q0
L(ℓ0,x0)−−−−−→ q1
L(ℓ1,x1)−−−−−→ · · · L(ℓn−1,xn−1)−−−−−−−−→ qn
in A such that qn ∈ F . As A is deterministic there exists a unique path
ρ′ = (〈ℓ0, q0〉, x0) → (〈ℓ1, q1〉, x1) → · · · → (〈ℓn, qn〉, xn) in H ⊗ A which
corresponds to ρ. Therefore, the probability of all accepted paths ρ is equal to
the probability of all corresponding paths ρ′ in H⊗A. 
Given the fact that H⊗A is a DTSHS, the probability PrH⊗A(♦VF ) can be
computed by Eq. (4.8). In this case, PrH⊗A(♦VF ) is the least fixpoint of Eq. (4.8).
Notice that in order to make the computation of PrH⊗A(♦VF ) more efficient we
can make all the states corresponding to the set of locations VF absorbing.
Example 4.12 Consider a DTSHS H with the discrete structure of H1, as in
Fig. 4.1(a). The size of the continuous domains is one (d(ℓ) = 1, ℓ ∈ Loc) and the
continuous domains are defined as Sℓ = R+, ℓ ∈ Loc. The initial distribution is
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α(·) = δ(ℓ0,0)(·). The dynamics depend on the kernel T ((ℓ
′, x′)|(ℓ, x)) = 1
4
λe−λx
′
,
λ ∈ R+, x ∈ Sℓ, x′ ∈ Sℓ′ , ℓ, ℓ′ ∈ Loc. Fig. 4.2 depicts the product between the DT-
SHS H and the DFA A in Fig. 4.3. The reachable part of H⊗A is represented in
Fig. 4.4. (In the H⊗A from Fig. 4.4 we did omitted all final locations that are not
one-step reachable, and the states that do not reach a final location.) All the final
locations in H⊗A are made absorbing, whereas for all other states (〈ℓ, q〉, x) we
have that T̂ (·|(〈ℓ, q〉, x)) = T (·|(ℓ, x)) – this yields H ⊗A∗. PrH(L(A)) is equiv-
alent to PrH⊗A
∗
(♦VF ), where VF = {〈ℓ0, q1〉, 〈ℓ1, q1〉, 〈ℓ3, q1〉}. Using Eq. (4.8)
we can compute the probability PrH⊗A
∗
(♦VF ) by solving the following system of
integral equations:
W1=
∫ ∞
0
1
4
λe−λτ (W ((〈ℓ0, q0〉, τ))+W ((〈ℓ1, q0〉, τ))) dτ+
1
4
,
W2=
∫ ∞
0
1
4
λe−λτ (W ((〈ℓ1, q0〉, τ))+W ((〈ℓ0, q0〉, τ))) dτ+
1
4
,
where W1 := W ((〈ℓ0, q0〉, x)), W2 :=W ((〈ℓ1, q0〉, x)) and W ((〈ℓ3, q0〉, x)) = 1.
〈l0, q0〉 〈l1, q0〉
〈l2, q0〉 〈l3, q0〉
〈l0, q2〉 〈l1, q2〉 〈l3, q2〉
〈l2, q2〉
〈l0, q1〉 〈l1, q1〉 〈l3, q1〉
〈l2, q1〉
Figure 4.2: The product H⊗A for Example 4.12.
GBA Specifications. In order to compute the probability that a DTSHS H
satisfies a separated GBA -property A we consider two steps. First, we construct
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q0 q1q2
true
true
ON1 ∧ ON2
ON1 ∧ OFF2
OFF1 ∧ OFF2
OFF1 ∧ ON2
Figure 4.3: A DFA for Example 4.12.
〈l0, q0〉 〈l1, q0〉 〈l3, q0〉
〈l0, q1〉 〈l1, q1〉 〈l3, q1〉
Figure 4.4: The reachable and absorbing part of H⊗A (Fig. 4.2).
the product between H and the separated GBA A. Second, in the productH⊗A
we compute the probability PrH(Lω(A)).
Definition 4.13 (Product between DTSHS and GBA) Consider a DT-
SHS H = (Loc,AP, L, d, α, Tx, Tℓ, Tr) and a GBA A = (Q,Q0,Σ,F ,∆). Their
product is defined as H⊗A = (V,AP, L̂, α̂, d̂, T̂x, T̂ℓ, T̂r) and is constructed as in
Definition 4.10, except that α̂(〈ℓ, q0〉, x) := α(ℓ, x) for all q0 ∈ Q0.
In general when one takes the product between a generalized deterministic
Bu¨chi automaton (GDBA) and a DTSHS, the resulting product is a DTSHS.
The product between a generalized (nondeterministic) Bu¨chi automaton (GBA)
and a DTSHS is not always a DTSHS. This can be seen from the fact that for
a location q in A and a symbol σ ∈ Σ, {(q, σ, q′), (q, σ, q′′)} ⊆ ∆ for q′ 6= q′′, it
follows that for a transition ℓ → ℓ′ in H with Tℓ(ℓ′|(ℓ, x)) = 1 the product will
contain two transitions: 〈ℓ, q〉 → 〈ℓ′, q′〉 and 〈ℓ, q〉 → 〈ℓ′, q′′〉. In this case we get
that
T̂ℓ(〈ℓ
′, q′〉|(〈ℓ, q〉, x)) + T̂ℓ(〈ℓ
′, q′′〉|(〈ℓ, q〉, x)) = 2.
In this chapter we consider GBA, which are strictly more expressive than GDBA
[BK08]. The property of separability will give us the possibility to transform the
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product into a DTSHS.
Example 4.14 Fig. 4.6 shows the product H ⊗ A between the DTSHS H of
Fig. 4.5(a) and the separated GBA A of Fig. 4.5(b). (For each location of the
DTSHS H we pick a continuous kernel Tx and kernel Tr, which can resemble an
exponential or a Gaussian distribution.) Notice that the product in its original
form does not define a DTSHS as the automaton A is nondeterministic (all
dashed transitions in Fig. 4.6 are nondeterministic). For instance in the product
location v0 there are two transitions to the dashed product locations v1 and v2. To
each product locations v1 and v2 correspond the location ℓ0 from the DTSHS H.
ℓ0
ℓ1 ℓ2 ℓ3
ℓ4
{a}
{b} {c} {a}
{b}
(a) DTSHS H.
q0
q2 q4
q5
q1 q3
a
a
c
a
b
a
b
c
c
(b) Separated GBA A.
Figure 4.5: DTSHS and GBA for Example 4.14.
In order to compute the probability PrH(Lω(A)), we consider the probabil-
ity to reach an accepting bottom strongly connected component (aBSCC) in the
product H⊗A.
Definition 4.15 (aBSCC) Given the product H ⊗ A, a BSCC B ⊆ Loc × Q
is accepting if for all F ∈ F of A, there exists some 〈ℓ, q〉 ∈ B such that q ∈ F .
Let the set of final locations be V ωF = {v ∈ B | B ∈ aB}, where aB is the set of
all aBSCC in H⊗A.
Now the task is to compute PrH(Lω(A)). Using the separability property of
GBA A we obtain a DTSHS out of H ⊗ A. The following lemma asserts that
for each accepted word of the separated GBA A there exists a single accepting
path in H⊗A.
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v0 = 〈ℓ0, q0〉 v4 = 〈ℓ1, q1〉 v10 = 〈ℓ2, q5〉
v7 = 〈ℓ4, q3〉
v12 = 〈ℓ3, q0〉
v16 = 〈ℓ4, q1〉v2 = 〈ℓ0, q2〉 v9 = 〈ℓ4, q5〉
v5 = 〈ℓ1, q3〉 v14 = 〈ℓ3, q2〉v1 = 〈ℓ0, q1〉
v3 = 〈ℓ1, q2〉
v6 = 〈ℓ1, q5〉
v8 = 〈ℓ2, q3〉 v15 = 〈ℓ4, q2〉
v13 = 〈ℓ3, q1〉
v11 = 〈ℓ2, q0〉
Figure 4.6: H⊗A for Example 4.14.
Lemma 4.16 Given the product H⊗A, where A is a separated GBA. For any
aBSCC B of the product H ⊗ A, it holds 〈ℓ, q〉 → 〈ℓ′, q′〉 and 〈ℓ, q〉 → 〈ℓ′, q′′〉
implies q′ = q′′, for any 〈ℓ, q〉, 〈ℓ′, q′〉, 〈ℓ′, q′′〉 in B.
Proof: By contraposition. Since 〈ℓ′, q′〉 is in aBSCC B, there must exist an
accepting path 〈ℓ′, q′〉 → 〈ℓ1, q1〉 → · · · . It follows that there exists some
accepting path 〈ℓ′, q′′〉 → 〈ℓ′1, q
′
1〉 → · · · , such that for each i > 0, ℓi → ℓi+1
and ℓ′i 7→ ℓ
′
i+1 (we assume ℓ0 = ℓ
′
0 = ℓ
′). It follows from the Definition 4.15 of
aBSCC that the path 〈ℓ′, q′′〉 → 〈ℓ1, q′1〉 → · · · is accepting as well. Hence we
can construct the word L(ℓ′)L(ℓ1) · · · , which is accepted by both A[q
′] and A[q′′].
This contradicts the fact that A is separated. 
We say that from location 〈ℓ, q〉 there is a path leading to a aBSCC B,
if there is a sequence 〈ℓ0, q0〉, 〈ℓ1, q1〉, . . . , 〈ℓn, qn〉 such that 〈ℓ, q〉 = 〈ℓ0, q0〉,
〈ℓi, qi〉 and 〈ℓi+1, qi+1〉 are connected (if ∃G′ ⊆ dom(〈ℓi, qi〉)\{∅} such that
∀x ∈ G′.T̂ ((〈ℓi+1, qi+1〉, ·)|(〈ℓi, qi〉, x)) > 0) for 0 6 i < n and 〈ℓn, qn〉 ∈ B.
Lemma 4.17 Given the product H⊗A of a DTSHS H and a separated GBA
A, for any aBSCC B: if 〈ℓ, q〉 and 〈ℓ, q′〉 with q 6= q′ have a path leading to B
then q = q′.
Proof: By contraposition, i.e., let us assume that there exist 〈ℓ, q〉 and 〈ℓ, q′〉
which both have a path reaching an accepting BSCC, respectively. Namely,
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there are two sequences 〈ℓ, q〉〈ℓ1, q1〉 · · · 〈ℓn, qn〉 and 〈ℓ, q′〉〈ℓ′1, q
′
1〉 · · · 〈ℓ
′
n, q
′
n〉
such that 〈ℓn, qn〉 is located in B and 〈ℓ′n, q
′
n〉 is located in B
′, where B and
B′ are aBSCCs. For simplicity, we let ℓ0 = ℓ and ℓ
′
0 = ℓ
′. For each i > 0,
since qi
L(ℓi)−−−→ qi+1 and q′i
L(ℓ′i)−−−→ q′i+1, according to the definition of the product,
〈ℓ, q′〉〈ℓ1, q′1〉 · · · 〈ℓn, q
′
n〉 is also a path leading to B
′′ where B′′ is an aBSCC. We
then focus on B and B′′. Following the similar argument of Lemma 4.16, we can
construct two accepting paths starting from 〈ℓn, qn〉 and 〈ℓn, q′n〉 respectively,
namely 〈ℓn, qn〉〈ℓn+1, qn+1〉 · · · and 〈ℓn, q′n〉〈ℓn+1, q
′
n+1〉 · · · . Since both B and
B′′ are accepting, we obtain that L(ℓ)L(ℓ1) · · ·L(ℓn)L(ℓn+1) · · · is an accept-
ing word of both A[q] and A[q′], which contradicts the fact that A is separated. 
Using the above lemmas we can conclude that each location ofH⊗A that does
not lead to an aBSCC can be safely removed. The resulting product is denoted
H⊗A. With reference to Example 4.14, by removing all dashed transitions and
dashed locations in Fig. 4.6 we obtain the DTSHS H⊗A.
In general, when searching for an aBSCC one relies on the topological discrete
structure (which hinges on the conditional discrete stochastic kernels) of H⊗A.
Still, an aBSCC in H⊗A might not be accepting. To illustrate this fact, consider
the product H⊗A from Fig. 4.7(a) and the set of accepting conditions F =
{{q0}, {q1}}.
v0 = 〈ℓ0, q0〉
v1 = 〈ℓ1, q1〉
(a) Product H⊗A with
aBSCC.
x1
x2
x′1
x′2
S0
G1
G2
(b) Domain with two absorbing subregions:
the aBSCC may not be accepting.
Figure 4.7: Non-recurrent aBSCC.
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It is easy to see that when the conditions T̂ ((v1, ·)|(v0, x)) > 0 and
T̂ ((v0, ·)|(v1, y)) > 0 are satisfied for every x ∈ Rd(v0) and y ∈ Rd(v1) then the
set B = {v0, v1} is an aBSCC. Now let us assume that the domain S0 from
Fig. 4.7(b) is associated to location v0. The domain S0 contains two subdomains
G1 and G2, which are such that T̂ (v0 × S|(v0, x)) = 0 and T̂ ((v1, ·)|(v0, x)) = 0,
for all x ∈ G1 ∪ G2 and S ⊆ S0\(G1 ∪ G2). This means that when we are in
the subdomain G1 or G2 there is no way to jump back to S0\(G1 ∪ G2), nor to
jump to location v1. As a result we get that the aBSCC B is not accepting.
The problem is that when searching for accepting BSCCs it is not enough to
look at the conditional discrete stochastic kernels — one has to consider also the
continuous stochastic kernels.
Given an aBSCC B inH⊗A and a set of accepting conditions F we introduce
acc(B) = {〈ℓ, q〉 ∈ B|F ∈ F , q ∈ F}, the function returning the set of accepting
locations in the aBSCC B. For a given set of states G ⊆ S we define the random
variable η(G) =
∑∞
k=0 1G(s(k)), where s(k) is the stochastic process associated
with H⊗A, and Es(η(G)) is the expected value of η(G) over all executions of s(k)
starting from s(0) = s.
Definition 4.18 (Recurrent aBSCC) An aBSCC B is recurrent if for the
set G = {v ×G′|v ∈ acc(B), G′ ⊆ dom(v)}, Es(η(G)) =∞, for all s ∈ G.
Here recall dom(v) to denote the domain associated to location v. The above
definition says that every state from G can reach all other states in G infinitely
often.
In order to check whether an aBSCC is recurrent one has to look at the
conditional stochastic kernel T̂ . For instance, in Fig. 4.7(b) one has to find all
subsets Gi, i > 0 of the domain S0 such that T̂ (v0 × S0\(∪i>0Gi)|(v0, x)) = 0,
x ∈ Gi. This is equivalent to searching for all absorbing regions of the domain
S0. In case one such region S
′ does exist, one can assign a new location v′ to the
absorbing region S ′ and a transition v → v′, such that v′ has the domain S ′ and v
has the new domain S0\S ′. In general searching for absorbing regions is hard as
one has to analyse the kernel T̂ for every x (uncountable many) in a continuous
domain S. We propose to solve the problem of absorbing regions by discretizing
the aBSCC into a DTMC and then searching for absorbing states. Notice that
the discretization approach will not guarantee the absence of absorbing states as
it relies on the size of the discretization step.
Theorem 4.19 For any separated GBA A and DTSHS H:
PrH(Lω(A)) = Pr
H⊗A(♦V ωF ).
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Proof: From Lemma 4.17 we know that for any two locations 〈ℓ, q〉 and 〈ℓ, q′〉
with q 6= q′ and q, q′ ∈ Q0 it is not the case that both of them have a path reaching
an aBSCC. This means that the function αˆ defined for the product H⊗A (loca-
tion set is V ) is an initial probability distribution, i.e.,
∑
〈ℓ,q〉∈V ∗ αˆ((〈ℓ, q〉, x)) ≤∑
ℓ∈Loc α(ℓ, x). Also from Lemma 4.17 it follows that for three locations 〈ℓ, q〉,
〈ℓ′, q′〉 and 〈ℓ′, q′′〉 such that 〈ℓ, q〉 → 〈ℓ′, q′〉 and 〈ℓ, q〉 → 〈ℓ′, q′′〉, q′ 6= q′′ it is
not the case that from both of the locations 〈ℓ′, q′〉 and 〈ℓ′, q′′〉 there is a path
reaching an aBSCC. This means that∑
〈ℓ′,q′〉∈V
Tˆℓ(〈ℓ
′, q′〉|(〈ℓ, q〉, x)) ≤
∑
ℓ′∈Loc
Tℓ(ℓ
′|(ℓ, x)).
We get that H⊗A is a DTSHS. The equality PrH(Lω(A)) = Pr
H⊗A(♦ V ωF ) can
be shown in a similar way as in Theorem 4.11 except that acceptance over infinite
paths has to be considered. 
Notice that for the above theorem we only need to compute the probability to
reach a set of absorbing final locations V ωF . This is enough due to the fact that
as long as we are in an aBSCC the DTSHS H satisfies the GBA-property A
with probability one.
4.4 Case Study
In this section, we will show the applicability of our theoretical results to a case
study.
4.4.1 Model Description
The following computational study for a two-room heating benchmark was in-
troduced in [Fc04] and further elaborated in [AKLP10]. Consider a model for
the temperature evolution in a building with two rooms. Each room is equipped
with a heater and each heater switches between the ON and OFF conditions de-
pending on the temperature in the room. The state of the system is hybrid,
with the discrete state component representing the status of the two heaters and
the continuous state component representing the average temperature in the two
rooms. The discrete state space is given by Loc = {ON, OFF}2. The transitions
between the locations are depicted in Fig. 4.1(a). The continuous state space is
R2, irrespectively of the discrete state value (that is, d(ℓ) = 2).
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We suppose that the average temperature of each room, say room i, evolves
according to the following stochastic difference equation (SDE):
xi(k + 1) = xi(k) + bi(xa − xi(k)) + aij,j 6=i(xj(k)− xi(k))
+ci1Loci(ℓ(k)) +wi(k),
where xa represents the ambient temperature (assumed to be constant and equal
for both rooms) and 1Loci(·) is the indicator function of set Loci = {(ℓ1, ℓ2) ∈
Loc : ℓi = ON}. The quantities bi, aij , and ci are non-negative real constants
representing the average heat transfer rate from room i to the ambient (bi) and
to room j 6= i (aij), and the heat rate supplied to room i by the heater in room i
(ci). The disturbance {wi(k), k = 0, . . . , N} affecting the temperature evolution
in room i is assumed to be a sequence of independent identically distributed
Gaussian random variables with zero mean and variance ν2. Furthermore, with
no loss of generality we suppose that the disturbances wi and wj affecting the
temperature of different rooms (i 6= j) are independent.
The continuous transition kernel Tx describing the evolution of the continuous
state x = (x1,x2) can be easily derived from the SDE above. Tx : B(R2)× S →
[0, 1] can be expressed as
Tx(· |(ℓ, x)) = N (·; x+ Zx+ Γ(ℓ), ν
2I), (4.11)
where Z ∈ R2×2, Γ(ℓ) ∈ R2, and I ∈ R2×2 is the identity matrix. For i = 1, 2, the
element in row i and column j of matrix Z is given by [Z]ij = aij , if j 6= i, and
[Z]ij = −(bi+
∑
k 6=i,k∈Loc aik), if j = i. For i = 1, 2, the i
th element of vector Γ(ℓ),
ℓ = (ℓ1, ℓ2) ∈ Loc, is given by [Γ(ℓ)]i = bixa + ci, if ℓi = ON, and [Γ(ℓ)]i = bixa,
if ℓi = OFF. The reset kernel is set to coincide with the transition kernel in the
current mode, irrespectively of the status to which the heaters possibly switch:
Tr(· |(ℓ, x), ℓ′) = Tx(· |(ℓ, x)), for any ℓ, ℓ′ ∈ Loc, and any x ∈ R2.
As for the discrete state evolution, we suppose that each heater switches status
based on the temperature of the room where it is located, and independently of
the other heaters. This is modeled taking the discrete transition kernel Tℓ : Loc×
S → [0, 1] as the product of two conditional stochastic kernels Tℓ,i : {ON, OFF} ×
({ON, OFF}×R)→ [0, 1] governing the switching of each heater i. More precisely,
we set
Tℓ(ℓ
′|(ℓ, x)) =
2∏
i=1
Tℓ,i(ℓ
′
i|(ℓi, xi)), (4.12)
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ℓ = (ℓ1, ℓ2), ℓ
′ = (ℓ′1, ℓ
′
2) ∈ Loc, x = (x1, x2) ∈ R
2, where
Tℓ,i(ℓ
′
i|(ℓi, xi)) =
{
σi(xi), ℓ
′
i = OFF,
1− σi(xi), ℓ′i = ON
(4.13)
with σi : R→ [0, 1] a sigmoidal function given by
σi(y) =
ydi
αdii + y
di
, y ∈ R. (4.14)
Function σi(y), y ∈ R, is parameterized by a “threshold” parameter αi and a
“steepness” parameter di > 0. αi is the value of y at which the probability of the
heater changing status becomes equal to 0.5, whereas di is related to the slope
of the sigmoidal function at y = αi (which amounts to di/(4αi)). We shall refer
to the three possible values for the steepness parameter di respectively as di = 1
(flat), di = 10 (gradual), and di = 100 (steep), in increasing order. The values
for the threshold αi are determined as a convex combination of the temperatures
xli and x
u
i , x
l
i < x
u
i , defining the desired temperature range [x
l
i, x
u
i ] in room i.
4.4.2 Property Specification
We will consider two properties. The first one is a DFA and the second one is
an LTL-formula. Recall that the difference between a DFA property and an
LTL-formula is that the former reasons over the finite paths whereas the latter
reasons over the infinite paths.
DFA property. The property specified as a DFA A is depicted in Fig. 4.8(a).
Intuitively, A describes all the paths which can reach the region labeled with
D (see Fig. 4.8(b)) by first visiting the region labeled with G while avoiding the
regions labeled with B. Region S is given by ([xl1, x
u
1 ] × [x
l
2, x
u
2 ])\(G ∪ B ∪ D).
Notice that no equivalent CTL formula can be formulated for property A.
We specify the heating system as a DTSHS H with 16 locations: to every
subset S, G, D and B of each continuous domain we assign a location, each of
which has the conditional discrete stochastic kernel Tℓ specified as in Fig. 4.1(a)
and Eq. (4.13). The parameter di is taken to be equal to 10 (gradual) and
the parameter αi is equal to
1
4
xli +
3
4
xui for i ∈ {1, 2}. The regions within the
continuous domains are specified by the parameters from Table 4.1. The set of
atomic propositions is AP = {S,G,D,B}. Every location is labeled with a single
element from the set AP. The continuous transition kernels Tx and R are given
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q0 q1
q2
S
q3
DB
B
S
G
G
(a) DFA A.
x2
x1
B D
G
xl1
S
x11 x
2
1 x
3
1 x
u
1x
4
1
xl2
x32
x12
x22
x42
xu2
(b) Domains for DFA A of Fig. 4.8(a).
Figure 4.8: DFA property.
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10\10 15\15 20\20 25\25 30\30 35\35
Table 4.1: Parameters characterizing continuous domains.
by Eq. (4.11), and depend on the parameters a12 = a21 = 0.25, b1 = b2 = 0.1,
c1 = 2.6, c2 = 2.4, xa = 6 and ν = 0.5. We partition the continuous domains
[xl1, x
u
1 ]× [x
l
2, x
u
2 ] into square regions, uniformly dividing each interval [x
l
1, x
u
1 ] into
l slots. We leverage the discretization technique from Section 4.2.2 in order to
obtain the discretized DTMC from the product H⊗A. The discretized DTMC
is highly connected, namely most of the transition probabilites are non zero.
The results reported in this section refer to computations performed on a AMD
Athlon 64 Dual Core Processor with 2GB RAM. The product construction and
the discretization algorithm were implemented in MATLAB. Table 4.2 shows the
Slots l 5 10 20
DTMC states 400 1600 6400
Time (sec) 29.5 466.7 5694.6
Table 4.2: Verification time for the DFA A in (Fig. 4.8(a)) over the DTMC
obtained from the DTSHS H.
verification time and the DTMC size for different number of slots. The obtained
verification times critically depend on the discretization procedure, rather than
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the model checking algorithms: the time spent on the product construction and
solving the system of linear equations is much more smaller compared to the time
spent for the generation of the DTMC. Fig. 4.9 displays the probability that the
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Figure 4.9: Satisfiability probability for the DFA A over the DTSHSH (through
its DTMC discretization).
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Figure 4.10: 2D plot for the satisfiability probability for the DFA A over the
DTSHS H (through its DTMC discretization).
two-room DTSHS satisfies the DFA property A given that the initial location
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is {OFF1, OFF2} and the continuous state is chosen in any of 4 domains S, G, B
and D. (The surface is obtained at the representative points.) The number of
discretization slots l is 10. A similar plot is reported in Fig. 4.10 in 2D for a
parameter choice of di of 100 and of αi of
1
2
xli +
1
2
xui , respectively — all other
parameters are as before. Here warmer colors denote higher probabilities. In
both the described instances, the probability is higher for all the state from the
domain G or nearby. This is due to the fact that the property A is satisfied only
for the paths of DTSHS that reach D by starting anywhere in G or S and having
crossed G.
LTL - formula. We consider the formula ϕ = ♦(D∧¬S ∧¬F ) on the set of
atomic propositons AP = {S,D, F} and sets S and D = ([xl1, x
u
1 ]× [x
l
1, x
u
1 ])\S for
the continuous domain [xl1, x
u
1 ] × [x
l
1, x
u
1 ], as depicted in Fig. 4.11. The formula
signifies that all paths should eventually reach domain D and then stay there
forever.
x2
x1x
l
1 x
u
1
xl2
xu2
xm2
xm1
D
S
Figure 4.11: Composition of the continuous domains for the LTL-formula ϕ.
We compute the satisfiability probability of the formula ϕ on the DTSHS
H2 modeling the two-room heating benchmark, where we consider a slightly
different discrete structure, as specified in Fig. 4.12. For all locations Loc of
the DTSHS H2, the behavior of the discrete stochastic kernel Tℓ is defined in
Eq. (4.12). The kernels Tℓ, Tx and Tr for locations Loc\{ℓ4} are normalized,
whereas in ℓ4 we introduce a new location F : this location models a failure
mode, possibly obtained as both heaters in the two rooms are switched on. F is
an abstract locations containg four sublocations F1, F2, F3 and F4 denoting the
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{ON1, ON2}
ℓ3
ℓ4
ℓ1
ℓ2
ℓ5
ℓ6
ℓ7
ℓ8
F
{OFF1, ON2}
{OFF1, OFF2}{ON1, OFF2}{OFF1, OFF2}
{ON1, ON2}{OFF1, ON2}
{ON1, OFF2}
Figure 4.12: Discrete structure of the DTSHS H2.
following hybrid set of states {ON1, ON2} × D, {ON1, OFF2} × D, {OFF1, ON2} × D
and {OFF1, OFF2}× (S∪D), respectively. The transitions kernels Tℓ and Tx to the
four sublocations are defined accordingly to Eq. (4.11) and (4.12) as Tℓ(Fi|(ℓ4, x))
for Fi ∈ {{ON1, ON2}, {ON1, OFF2}, {OFF1, ON2}, {OFF1, OFF2}}. The reset transition
kernel is defined as Tr(x
′|(ℓ4, x), Fi) = Tx(x′|(ℓ4, x)) for two cases Fi ∈ {F1, F2, F3}
and x′ ∈ D, or Fi = F4 and x′ ∈ S ∪D. All locations ℓ1, ℓ2, ℓ3 and ℓ4 are labeled
with S (domain S), locations ℓ5, ℓ6, ℓ7 and ℓ8 are labeled with D (domain D)
and locations Fi are labeled with F . We select the boundary for the continuous
domains as xl1 = x
l
2 = 5 and x
u
1 = x
u
2 = 45. Table 4.3 displays the verification
Slots l 4 8 16
DTMC states 49 193 769
Time (sec) 66.4 142.4 1723.8
Table 4.3: Verification time for the LTL-formula ϕ over the DTMC obtained
from the DTSHSH2.
time and the DTMC size for different number of partitioning slots l. Fig. 4.13
depicts the probability that the two-room DTSHS H2 satisfies the LTL-formula
ϕ given that the initial location is {OFF1, OFF2} and the continuous state is cho-
sen anywhere within the sets S,D of the continuous domains. Notice that the
probability is higher for continuous states that are closer to the domain D. All
continuous states in domain D satisfy the formula ϕ with probability one.
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Figure 4.13: Satisfiability probability for the LTL-formula ϕ over the DTSHS
H2 (through its DTMC discretization).
4.5 Conclusions and Related Work
In this chapter, we have considered the quantitative verification of DTSHS
against linear time objectives. A linear time objective was specified as a DFA
or as an LTL -formula (Bu¨chi automaton). We have shown that the probabil-
ity that a DTSHS satisfies a linear time property can be reduced to computing
reachability probabilities in the product of the DFA (or the Bu¨chi automaton)
and the DTSHS. Future work will include verification of nonautonomous DT-
SHS and the development of more efficient techniques for the general verification
of DTSHS.
Related work. Automated verification of stochastic hybrid systems is en vogue,
and several quite recent works have appeared focusing on safety properties and
temporal logics. Abate et al. [AKLP10] propose a model checking algorithm for
stochastic hybrid system with provable approximation guarantees. The model
used by the authors is the same as the model of DTSHS studied in this chapter.
The authors approximate the stochastic hybrid system by a finite state Markov
chain and then the obtained chains is model checked for probabilistic invari-
anace. The work in this chapter is an extension of [AKLP10] in two points: a
characterization of step-unbounded reachability probability and a model checking
algorithm for a wider class of properties (finite automata and ω-regular proper-
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ties). Zhang et al. [ZSR+10] propose a technique for verifying safety properties
on probabilistic hybrid systems. The model used is a combination between hy-
brid automata [Hen96] and Markov decission processes. The authors compute
safe over-aproximations of the probabilistic hybrid automata via abastraction in
order to obtain a value for the validity of the safety property. The work on this
chapter has a major difference to [ZSR+10] in the fact that the model of DT-
SHS is fully probabilistic, i.e., the dynamics can be described by a system of
SDEs. Compared to [ZSR+10] this chapter studies a larger class of properties
which includes as well the probabilistic safety property. Fra¨nzle et al. [FHT08]
apply stochastic satisfiability modulo theory (SSMT) to the symbolic analysis
of probabilistic bounded reachability problems of probabilistic hybrid automata.
The model used in [FHT08] is the same as in [ZSR+10]. The authors [FHT08]
compute in a fully symbolical way the step-bounded reachability probability by
enconding the reachability problem into a SSMT problem. The SSMT-approach
has recently been extended to computing expected values of probabilistic hy-
brid systems, for instance mean-times to failure [FTE10]. Compared to [FHT08],
the work in this chapter deals with discretization techniques, i.e., the probalistic
reachability problem results into a discretizatioon problem for which exact error
bounds are provided. This chapter complements the verification techniques of
Ramponi et al. [RCSL10], where the authors develop a model checking algorithm
for PCTL. In [RCSL10] the authors specify the properties in PCTL and check
their validity over DTSHSs. The difference between the work in this chapter
and [RCSL10] is that we consider linear-time properties specified as an LTL-
formula or an finite state automaton whereas in [RCSL10] the authors consider
branching-time properties specified in PCTL.
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Chapter 5
Markovian Timed Automata
In this chapter we propose a stochastic extension of timed automata, i.e. Marko-
vian Timed Automata (MTA). We study the problem of optimizing the reach-
ability probabilities in this model. Two variants are considered, namely, time-
bounded and unbounded reachability. For both cases we propose a Bellman
equation to characterize the reachability probability. For the former, we provide
two approaches to solve the Bellman equations, namely, a discretization technique
and a reduction to Hamilton-Jacobi-Bellman equations. For the latter, we show
that in the single-clock case, the problem of determining maximal reachability
probabilities can be reduced to solving a system of linear equations, whose co-
efficients are time-bounded reachability probabilities in continuous time Markov
decision processes.
5.1 Markov Decision Processes
Given a set H , let Pr : F(H)→ [0, 1] be a probability measure on the measurable
space (H,F(H)), where F(H) is a σ-algebra over H . Let Distr(H) denote the
set of probability measures on this measurable space.
Definition 5.1 (MDP) A (continuous-state) Markov decision process is a tuple
D = (Act, S, s0,P) where
• Act is a denumerable set of actions;
• S is a set of states;
• s0 ∈ S is the initial state;
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• P : S × Act × F(S) → [0, 1] is the transition probability function, where
P(s, α, ·) is a probability measure over F(S) for any s ∈ S and α ∈ Act,
such that P(·, ·, A) is measurable for any A ∈ F(S).
The measure P(s, α, A) is the one-step transition probability from state s ∈ S to
the set of states A ∈ F(S) by taking action α ∈ Act. We assume w.l.o.g. that
only internal nondeterminism is allowed, i.e., the actions enabled at each state
are pairwise different. Notice that in general one can extend the MDP model
to uncountably many actions (see [Put94]). In this chapter we will consider only
MDPs which have finitely many actions. This means that the MDP is finitely
branching.
Piecewise-deterministic Markov decision processes. The model of piece-
wise - deterministic Markov processes(PDPs) [Dav84] constitutes a general class
for virtually any stochastic system without diffusions [Dav93] and has been ap-
plied to a variety of problems in engineering, operations research, management
science, and economics. Powerful analysis and control techniques for PDPs have
been developed [LL85; LY91; CD88]. We introduce an extension of PDPs with
action-dependent transition probabilities.
A piecewise-deterministic (Markov) decision process (PDDP) [Dav93] is a
PDP with decisions where the exit rate function, the flow function and the tran-
sition probability function depend on a set of parameters (actions). Generally a
PDDP does not define a stochastic process, since it is inherently nondetermin-
istic. By resolving the nondeterminism (i.e., specifying all actions in PDDP), a
PDP is obtained. In this chapter, we consider a simple version of PDDPs where
only the transition probability function depends on a given action.
Let us first introduce some notions. Let X={x1, ..., xn} be a set of variables in
R. An X -valuation is a function η:X→R assigning to each variable x a value η(x).
Let V(X ) denote the set of all valuations over X . A constraint over X , denoted by
g, is a measurable subset of Rn. Let B(X ) denote the set of constraints over X . An
X -valuation η satisfies constraint g, denoted η |= g, if (η(x1), ..., η(xn)) ∈ g. For
g∈B(X ), a constraint over X={x1, ..., xn}, let g be the closure of g, g˚ the interior
of g, and ∂g = g \ g˚ the boundary of g, e.g., for g=x21−2x261.5 ∧ x3>2, we have
g˚=x21−2x2<1.5∧x3>2, g=x
2
1−2x261.5∧x3>2, and ∂g equals x
2
1−2x2=1.5∨x3=2.
APDDP is a hybrid stochastic decision process involving discrete control (i.e.,
locations) and continuous variables. To each location z of a PDDP, an invariant
Inv(z) is associated, a constraint over X which bounds the values of the variables
associated to z. A state of a PDDP is a pair (z, η) with control location z and η a
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variable valuation. For the set Z of locations, let S = { (z, η) | z ∈ Z, η |= Inv(z) }
be the state space of the PDDP. The notions of closure, interior and boundary
can be lifted to S in a straightforward manner, i.e., ∂S =
⋃
z∈Z{z} × ∂Inv(z) is
the boundary of S; S˚ and S are defined in a similar way.
Definition 5.2 (PDDP [Dav93]) A PDDP is a tuple Z = (Act, Z, X , Inv ,
φ, Λ, µ) where
• Act is a finite set of actions;
• Z is a finite set of locations;
• X is a finite set of variables;
• Inv : Z → B(X ) is an invariant function;
• φ : Z × V(X )×R→ V(X ) is a flow function1;
• Λ : S → R>0 is an exit rate function satisfying for any ξ ∈ S:
∃ǫ(ξ) > 0. function t 7→ Λ(ξ⊕ t) is integrable on [0, ǫ(ξ)), where (z, η)⊕ t =(
z, φ(z, η, t)
)
and
• µ : (˚S ∪ ∂S) × (Act ∪ {⊥}) × F(S) → [0, 1] is a transition probability
function satisfying2: µ(ξ, α, {ξ}) = 0, where F(S) is a σ-algebra generated
by the union
⋃
z∈Z{z} × Az with Az ⊆ F(Inv(z)).
Let us explain the behavior of a PDDP. A PDDP can reside in a location z
as long as Inv(z) holds. On entering state ξ = (z, η), the PDDP can either delay
or take a Markovian jump. By delaying, the next state ξ′ = ξ⊕ t, i.e., the PDDP
remains in location z while all its continuous variables are updated according to
φ(z, η, t) provided ξ ⊕ t satisfies Inv(z). The flow function φ defines the time-
dependent behavior in a single location, in particular, how the variable valuations
change when time elapses. State ξ ⊕ t is the timed successor of state ξ (on the
same location) given that t time units have passed. In case of a Markovian jump,
the next state ξ′′ = (z′′, η′′) ∈ S is reached with probability µ(ξ, α, {ξ′′}) by taking
action α. (As we will see later, for MTA discrete transition probability functions
are mostly adopted, and thus the probability would be positive.) The residence
time of a state is exponentially distributed; this is defined by the function Λ. A
1The flow function is the solution of a system of ODEs with a Lipschitz continuous vector
field.
2µ(ξ, α,A) is a shorthand for (µ(ξ, α))(A).
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third possibility for a PDDP to evolve is by taking a boundary jump. When the
variable valuation η satisfies the boundary, i.e., η |= ∂Inv(z), the PDDP is forced
to take a boundary jump (using ⊥ /∈ Act to denote a boundary action), i.e., it
has to leave location z. With probability µ(ξ,⊥, {ξ′′}) it then moves to state ξ′′.
Example 5.3 Fig. 5.1 depicts a 6-location PDDP with one variable x, where e.g.
Inv(z0) is x ∈ [0, 1). For each location zi ∈ Z solving the corresponding ODE gives
the flow function φ(zi, η(x), t). The states of z0 are S0 = {(z0, η) | η(x) ∈ [0, 1)}.
Let µ((z0, η), α1, (z2, η)) = 1 and µ((z0, η), α2, (z3, η)) = 0.2 for η(x) ∈ [0, 1). Let
Λ(ξ) = r0 for ξ ∈ S0. The boundary state of z0 is ∂S0 = {(z0, η) | η(x) = 1}
and the probability of the boundary jump is µ((z0, η),⊥, (z1, η)) = 1 for η(x) = 1.
Note that in location z4 there are two possibilities: a Markovian jump is taken
with probability µ((z4, η), γ1, (z0, 0)) = 0.5 or a boundary jump is taken to location
z5. In location z5, there are no boundary (the size of the boundary is infinite) and
Markovian jumps, i.e., all states corresponding to z5 are absorbing. Here all
missing probabilities from locations z0, . . . , z4 lead to an absorbing state.
z0
x∈[0, 1)
x˙=2x
α2, 0.2
z3
x∈[0, 1)
x˙=3
z2
x∈[0, 1)
x˙=1
α1, 1β, 0.5
⊥, 1
α2, 0.2
⊥, 1
γ1, 0.5
z1
x∈[1, 2)
x˙=3x
z4
x∈[1, 2)
x˙=1
⊥, 1
⊥, 1
⊥, 1
x∈[2,∞)
z5
x˙=x
Figure 5.1: A PDDP Z
The PDP is piecewise-deterministic because in each location (one piece) the
behavior is deterministically determined by φ. The decision process is Markovian
as the current state contains all the information to determine the future progress
of the process.
74
5.2 Markovian Timed Automata
5.2 Markovian Timed Automata
Our central model of study is a Markovian extension of timed automata. We use
a special case of nonnegative variables, called clocks. A clock constraint on X ,
denoted by g, is a conjunction of expressions of the form x ⊲⊳ c for clock x ∈ X ,
comparison operator ⊲⊳ ∈ {<,6, >,>} and c ∈ N. Let CC(X ) denote the set of
clock constraints over X . An X -valuation η satisfies constraint x ⊲⊳ c, denoted
η |= x ⊲⊳ c, if and only if η(x) ⊲⊳ c; it satisfies a conjunction of such expressions if
and only if η satisfies all of them. Let ~0 denote the valuation that assigns 0 to all
clocks. For a subset X ⊆ X , the reset of X, denoted η[X := 0], is the valuation
η′ such that ∀x ∈ X. η′(x) := 0 and ∀x /∈ X. η′(x) := η(x). For δ ∈ R>0 and
X -valuation η, η+δ is the X -valuation η′′ such that ∀x ∈ X . η′′(x) := η(x)+δ,
which implies that all clocks proceed at the same speed.
Definition 5.4 (MTA) A Markovian timed automaton is a tuple M = (Act,
X ,Loc, ℓ0, E, ), where
• Act is a finite set of actions;
• X is a finite set of clocks;
• Loc is a finite set of locations;
• ℓ0 ∈ Loc is the initial location;
• E : Loc→ R>0 is the exit rate function and
•  ⊆ Loc× Act× CC(X )×Distr(2X × Loc) is the edge relation.
For simplicity we abbreviate (ℓ, α, g, ζ) ∈ by ℓ
α,g
 ζ , where ζ is a probability
distribution over 2X × Loc. Here we don’t use location invariants and we don’t
require edge relation  to be total, i.e., there might be some clock constraints g
for which  is not defined.
Example 5.5 An example MTA is shown in Fig. 5.2, where there are 6 locations
with ℓ0 the initial location. In ℓ0 (resp. ℓ2), there is a nondeterministic choice
between actions α1 and α2 (resp. γ1 and γ2) when the clock valuation is η(x) ∈
[0, 1) (resp. η(x) ∈ (1, 2)). ℓ3 is the goal location, which will be used later. For
edge ℓ0
α1,x<1
 ζ, ζ(∅, ℓ1) = 1.
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ℓ1 ℓ0 ℓ2 ℓ3
r1 r0
r2
r3
∅, 1 α1, x<1
∅, 0.5β, x < 1
α2, x > 0 ∅, 0.2
γ2, 1 < x < 2 ∅, 0.2
γ1, 1 < x < 2{x}, 0.5
ℓ4
∅, 0.5
{x}, 0.5 ∅, 0.8
ℓ5
∅, 0.8
r4
r5
Figure 5.2: An example MTA
Semantics. Intuitively, an MTA behaves as follows. Consider location ℓ1 in
Fig. 5.2. As soon as location ℓ1 is entered with clock valuation η the waiting time
τ in ℓ1 is sampled with probability distribution E(ℓ1)e
−E(ℓ1)τ . If η + τ |= x < 1
then there will be a jump to location ℓ0 with probability 0.5 or to location ℓ4
with probability 0.5, otherwise no jump occurs and MTA remains in location ℓ1.
When the next location ℓ0 is entered with clock valuation η, the new waiting time
τ in ℓ0 is sampled with probability distribution E(ℓ0)e
−E(ℓ0)τ . If both guards are
enabled, i.e., η + τ |= x < 1 (action α1) and η + τ |= x ≥ 0 (action α2) then one
of them is chosen nondeterministically and the MTA jumps to the next location
according to the probability distribution corresponding to the chosen action. If
only one guard is enabled, in this case η + τ |= x ≥ 0 then MTA jumps to
location ℓ2 with probability 0.2 and to location ℓ5 with probability 0.8. Notice
that in location ℓ0 there doesn’t exist a waiting time for which there is no enabled
guard.
The semantics of an MTA with clock set X is given as a continuous-state
MDP, where states are of the form (ℓ, η) where ℓ ∈ Loc and η ∈ V(X ) is a clock
valuation.
Definition 5.6 (MTA semantics) Let M = (Act,X , Loc, ℓ0, E, ) be an
MTA. The MDP associated with M is D(M) = (Act, S, s0,P) where
• S = Loc× V(X );
• s0=(ℓ0,~0) and
• for each edge ℓ
α,g
 ζ in M with ζ(X, ℓ′) = p > 0, we have:
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P((ℓ, η), α, A) :=
∫
R>0
E(ℓ)e−E(ℓ)τ · 1g(η + τ) · p dτ, (5.1)
where A = {(ℓ′, η′) | ∃τ∈R>0. η′ = (η+ τ)[X:=0] and η+ τ |= g} and 1g(·) is the
characteristic function, i.e., 1g(η + τ) = 1 if η + τ |= g; 0, otherwise.
Compared to the DMTA in [CHKM09], where the edge relation is defined
as  ⊆ Loc×CC(X )×2X×Distr(Loc) i.e., there is no nondeterminism, the MTA
model allows for each set of transitions to reset their clocks differently. This has
also been used in probabilistic timed automata (PTA, [KNSS02]). In this sense,
our model can be considered as a continuous-time extension of PTA, due to the
presence of continuous exponential distributions. Any MTA for which the exit
rate of any location is zero is a PTA. Locally uniform continuous-time MDPs
(CTMDPs) [NSK09] (the exit rate of a location doesn’t depend on the set of
actions) with finite state space are zero-clock MTAs (i.e., X = ∅). As in MDPs,
we assume that action labels from any location in MTA are pairwise different.
This entails that MTA is a Markovian model with decisions instead of a pure
stochastic model like DMTA studied in [CHKM09]. To state it alternatively, any
DMTA coincides with an MTA with |Act| = 1. We also note that in Def. 5.2
the exit rate is defined on states, while here it is defined on locations. This is a
special case where all the states of a location have the same exit rate.
Probability space. Finite paths in MTA M are of the form
ℓ0
α0,t0−−−→ ℓ1
α1,t1−−−→ · · · αn−1,tn−1−−−−−−−→ ℓn, where for each edge ℓi
αi,gi
 ζi of M
with ζi(Xi, ℓi+1) > 0 (ℓi ∈ Loc, αi ∈ Act, ti ∈ R≥0, Xi ⊆ X and 0 6 i < n), we
have that ηi is a valid clock valuation on entering location ℓi satisfying η0 = ~0,
(ηi + ti) |= gi, and ηi+1 = (ηi + ti)[Xi := 0]. Let Paths(M) (resp. Pathsℓ,η(M))
denote the set of finite paths (resp. starting in ℓ with initial clock valuation η) in
M. We also define Pathsn(M) (resp. Pathsnℓ,η(M)) as the set of paths of length
n. To simplify notation, we omit the references to M whenever possible. For
ρ ∈ Paths(M), let ρ[n]:=ℓn be the n-th location of ρ and ρ〈n〉:=tn be the time
spent in ℓn. We define the following sets: Ω = Act × R≥0 × Loc, B as the Borel
σ-field over R≥0, JLoc = 2Loc, JAct = 2Act and the σ-field J = σ(JAct×B×JLoc).
The σ-field over the subsets of meassurable paths of length n of Pathsn is defined
as JPathsn = σ({Loc0×M0×· · ·×Mn−1|Loc0 ∈ JLoc,Mi ∈ J }). A set B ∈ JPathsn
is a base of a cylinder set C if C = Cyl(B) = {ρ ∈ Paths|ρ[0 . . . n − 1] ∈ B},
where ρ[0 . . . n − 1] is the prefix of length n of path ρ. The σ-field JPaths of
measurable subsets of Paths is defined as JPaths = σ(∪
∞
n=0{Cyl(B)|B ∈ JPathsn}).
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Schedulers. MTA incorporate nondeterminism, which is resolved by sched-
ulers (a.k.a, adversaries, policies, strategies, etc) [Var85]. For deciding which of
the next actions to take, generally a scheduler may “have access” to the current
location and clock valuation (memoryless/positional schedulers), or to the path
from the initial to the current location (history dependent schedulers). We use
I(ℓ) ∈ Act to denote the set of actions enabled in location ℓ.
Definition 5.7 (Schedulers) Let M = (Act,X , Loc, ℓ0, E, ) be an MTA. A
scheduler for M is a function θ : Paths(M) × R>0 → Act such that for n ∈ N
and t ∈ R>0
θ(ℓ0
α0,t0−−−→ ℓ1
α1,t1−−−→ · · · αn−1,tn−1−−−−−−−→ ℓn, t) ∈ I(ℓn). (5.2)
In above definition we assume that the scheduler decides which action to take
upon leaving a location, i.e., besides the history it will consider also the waiting
time.
Probability measure. For an MTA M we define the following operators.
Given a path ρ ∈ Paths(M) and m ∈ Ω the concatenation of ρ and m is the path
ρ′ = ρ ◦m. Given a finite path ρ, ll(ρ) return the last location of ρ. Given an
initial clock valuation η ∈ V(X ) and a finite path ρ, ηρ is the clock valuation η
′ on
entering location ll(ρ) and for m ∈ Ω, mα returns the action associated to triple
m. Given two locations ℓ, ℓ′ and an action α, g(ℓ, α, ℓ′) and p(ℓ, α, ℓ′) returns the
guard and probability associated to transition from ℓ to ℓ′ under the action α,
respectively. We also define an initial distribution ν : Loc → [0, 1]. Notice that
in Def.5.4 ν(ℓ0) = 1. Now we can define the probability of measurable subsets of
finite paths under a scheduler θ.
Definition 5.8 (Probability measure) LetM = (Act,X , Loc, ℓ0, E, ) be an
MTA, η an initial clock valuation, ν an initial probability distribution, n ∈ N and
θ a scheduler. Let Prnν,η,θ : JPathsn → [0, 1] be the probability of a set of paths of
length n > 0. Prnν,η,θ is defined inductively as follows
Prn+1ν,η,θ(B) =
∫
Paths
n
Prnν,η,θ(dρ)
∫
Ω
1B(ρ ◦m)
∫
R≥0
E(ll(ρ))e−E(ll(ρ))τ
×
∑
ℓ′∈Loc
1m(θ(ρ, τ), τ, ℓ
′)1g(ll(ρ),θ(ρ,τ),ℓ′)(ηρ + τ)p(ll(ρ), θ(ρ, τ), ℓ
′)dmdτ,
where
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• B ∈ Pathsn+1 and for n = 0 we define Pr0ν,η,θ(B) =
∑
ℓ′∈B ν(ℓ
′),
• 1B(ρ ◦m) = 1 when ρ ◦m ∈ B, otherwise 0,
• 1m(θ(ρ, τ), τ, ℓ′) = 1 when m = (θ(ρ, τ), τ, ℓ′), otherwise 0,
• 1g(ll(ρ),θ(ρ,τ),ℓ′)(ηρ + τ) = 1 when ηρ + τ |= g(ll(ρ), θ(ρ, τ), ℓ′), otherwise 0.
Intuitively Prn+1ν,η,θ(B) is the probability of the set of paths ρ
′ of lenght n+1 defined
as a product between the probability of the set of paths ρ of lenght n (ρ′ = ρ◦m)
and the one-step transition probability to go from location ll(ρ) to ll(ρ′).
For a measurable base B ∈ JPathsn(M) and cylinder set C = Cyl(B) we define
Prν,η,θ(C) = Pr
n
ν,η,θ(B) as the probability of subsets of paths from Paths(M).
Maximum reachability. We are interested in computing the maximum prob-
ability to reach a set of goal locations G ⊆ Loc from the initial location ℓ0.
Definition 5.9 Let M = (Act,X , Loc, ℓ0, E, ) be an MTA and Θ the set of
all schedulers. The maximum probability to reach a set of goal locations G ⊆ Loc
from a location ℓ and clock valuation η is the function pM,Gmax : Loc×V(X )→ [0, 1]
defined as
pM,Gmax (ℓ, η) = sup
θ∈Θ
Prν,η,θ(♦G),
where {♦G} ∈ Pathsℓ,η(M) is the set of paths reaching G and ν(ℓ) = 1.
We can also define the time-bounded maximum reachability probability denoted
as ♦[0,T ]G, T ∈ N as a special case of ♦G. This is achieved by adding a new clock
constraint y ≤ T to all edges of MTA M which lead to the set of goal locations
G. Here we choose T to be a natural number due to the structure of the clock
constraints of MTAs.
Theorem 5.10 (Reachability in MTA) Let M = (Act,X , Loc, ℓ0, E, ) be
an MTA and G ⊆ Loc a set of goal locations. The maximum reachability prob-
ability pM,Gmax is the least fixed point of the integral operator F : (Loc × V(X ) →
[0, 1])→ (Loc× V(X )→ [0, 1]), where for the function Pr : Loc× V(X )→ [0, 1],
location ℓ ∈ Loc and clock valuation η, F(Pr)(ℓ, η) = 1 if ℓ ∈ G, F(Pr)(ℓ, η) = 0
if ∄ρ ∈ Pathsℓ,η(M) such that ρ ∈ {♦G}. For all other ℓ /∈ G we have
F(Pr)(ℓ, η) =
∫ ∞
0
E(ℓ)e−E(ℓ)τ · max
α∈I(ℓ)
{ ∑
ℓ
 α,g
p,X
// ℓ′
1g(η + τ) · p · Pr(ℓ
′, η′)
}
dτ,
(5.3)
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where transition ℓ
 α,g
p,X
// ℓ′ is defined by transition ℓ
α,g
 ζ, ζ(X, ℓ′) = p and
η′ = (η + τ)[X := 0].
Proof: In Eq.(5.3) the max function is outside the integral due to the fact that we
consider only the early schedulers, i.e., the schedulers that don’t chose an action
depending on the waiting time in a location. First, we show that pM,Gmax is a fixed
point of F .
• If ℓ ∈ G then pM,Gmax (ℓ, η) = 1 = F(p
M,G
max )(ℓ, η)
• If ℓ /∈ G and ∄ρ ∈ Pathsℓ,η(M) such that ρ ∈ {♦G} then pM,Gmax (ℓ, η) = 0 =
F(pM,Gmax )(ℓ, η).
• If ℓ /∈ G and ∃ρ ∈ Pathsℓ,η(M) such that ρ ∈ {♦G} then we have to show
that by using Eq.(5.3)
pM,Gmax (ℓ, η) = F(p
M,G
max )(ℓ, η).
We have that
F(pM,Gmax )(ℓ, η) =
∫ ∞
0
E(ℓ)e−E(ℓ)τ
× max
α∈I(ℓ)
{ ∑
ℓ
 α,g
p,X
// ℓ′
1g(η + τ) · p · sup
θ∈Θ
Prν′,η′,θ(♦G)
}
dτ,
where ν ′(ℓ′) = 1.
In the above equation, there are two decisions that are being made: over
the set of action I(ℓ) and the over the set of schedulers Θ. We can combine
both decisions into a single one given the fact that the set of schedulers Θ
are more general.
F(pM,Gmax )(ℓ, η) =
∫ ∞
0
E(ℓ)e−E(ℓ)τ
× sup
θ∈Θ
{ ∑
ℓ
 α
′,g
p,X
// ℓ′
1g(η + τ) · p · Prν′,η′,θ(♦G)
}
dτ,
where θ(ρ, τ) = α′ for ρ = ℓ0
α0,t0−−−→ ℓ1
α1,t1−−−→ · · · αn−1,tn−1−−−−−−−→ ℓn, ℓn = ℓ and
n ∈ N. Therefore, we obtain
F(pM,Gmax )(ℓ, η) = sup
θ∈Θ
Prν,η,θ(♦G) = p
M,G
max (ℓ, η).
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Now we show that pM,Gmax (ℓ, η) is the least fixed point of F . We define p
M,G,n
max (ℓ, η)
as the probability to reach G in n steps. Using the same reasoning as from above
one can show that
pM,G,n+1max (ℓ, η) = F(p
M,G,n
max )(ℓ, η).
By induction on n, we show pM,G,nmax (ℓ, η) ≤ Pr(ℓ, η) for another fixed point Pr(ℓ, η)
of F .
• Base case: pM,G,0max (ℓ, η) = 1 = Pr(ℓ, η) for ℓ ∈ G and p
M,G,0
max (ℓ, η) = 0 =
Pr(ℓ, η) if ℓ /∈ G and ∄ρ ∈ Pathsℓ,η(M) such that ρ ∈ {♦G}.
• Induction step:
pM,G,n+1max (ℓ, η) =
∫ ∞
0
E(ℓ)e−E(ℓ)τ
× max
α∈I(ℓ)
{ ∑
ℓ
 α,g
p,X
// ℓ′
1g(η + τ) · p · p
M,G,n
max (ℓ
′, η′)
}
dτ
pM,G,n+1max (ℓ, η) ≤
∫ ∞
0
E(ℓ)e−E(ℓ)τ
× max
α∈I(ℓ)
{ ∑
ℓ
 α,g
p,X
// ℓ′
1g(η + τ) · p · Pr(ℓ
′, η′)
}
dτ
= F(Pr)(ℓ, η) = Pr(ℓ, η).
It follows that Pr(ℓ, η) ≥ limn→∞ pM,G,n+1max (ℓ, η) = p
M,G
max (ℓ, η). 
Remark 5.11 One could transform Theorem 5.10 to deal with the class of sched-
ulers that do not take into account the current waiting time. This could be obtained
by moving the ”max” term outside the integral of Eq.(5.3), more precisely
Pr(ℓ, η) = max
α∈I(ℓ)
{∫ ∞
0
E(ℓ)e−E(ℓ)τ ·
∑
ℓ
 α,g
p,X
// ℓ′
1g(η + τ) · p · Pr(ℓ
′, η′)
}
dτ.
It is not difficult to show that the solution obtaine from solving Eq.(5.3) is bigger
than the solution obtained from solving the above equation.
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Region construction for MTA. A main step in computing maximum reach-
ability probability or the least fixpoint of the operator defined in Theorem 5.10
is to apply the region construction [AD94] in a similar way as for standard TA.
Let us briefly recall the concept of a region. Formally, a region is an equiv-
alence under ∼=, an equivalence relation on clock valuations. A region is charac-
terized by a specific form of a clock constraint. Let cxi be the largest constant
with which xi ∈ X is compared in some guard in the MTA. Clock evaluations
η, η′ ∈ V(X ) are clock-equivalent , denoted η ∼= η′, if and only if either
1. for any x ∈ X it holds that η(x) > cx and η
′(x) > cx, or
2. for any xi, xj ∈ X with η(xi), η′(xi) 6 cxi and η(xj), η
′(xj) 6 cxj it holds:
⌊η(xi)⌋ = ⌊η
′(xi)⌋ and {η(xi)} 6 {η
′(xi)} iff η(xj) 6 η
′(xj),
where ⌊d⌋ and {d} are the integral and fractional part of d ∈ R, respectively.
This clock equivalence is coarser than the traditional definition by merging
the “boundary” regions (those with point constraints like “x = 0”) into the “non-
boundary” regions (those only with interval constraints like “0 < y < 1”). For
instance, for X = {x1, x2}, the boundary regions (x1 = 0, x2 = 0), (0 < x1 <
1, x2 = 0) and (x1 = 0, 0 < x2 < 1) are merged with the non-boundary region
(0 < x1 < 1, 0 < x2 < 1) yielding (0 6 x1 < 1, 0 6 x2 < 1). The reason for this
slight change will become clear later.
Let Re(X ) be the set of regions over the set X of clocks. For Θ,Θ′ ∈ Re(X ),
Θ′ is the successor region of Θ if for all η |= Θ there exists δ ∈ R>0 such that
η+δ |= Θ′ and ∀δ′ < δ. η+δ′ |= Θ ∨ Θ′. The region Θ satisfies the guard g,
denoted Θ |= g, iff ∀η |= Θ. η |= g. The reset operation on region Θ is defined as
Θ[X := 0] :=
{
η[X := 0] | η |= Θ
}
.
Definition 5.12 (Region graph of MTA) The region graph of MTA M =
(Act,X , Loc, ℓ0, E, ) with the set of goal locations G ⊆ Loc is G(M) =
(Act, V, v0, GF ,Λ, →֒), where
• V = Loc×Re(X ) is a finite set of vertices with initial vertex v0 = (ℓ0,~0);
• GF =
{
v ∈ V | v⇂1 ∈ G
}
is the set of goal vertices;
• Λ : V → R>0 is the exit rate function where:
Λ(v) =
 E(v⇂1) if v
α,p,X
→֒ v′ for some v′ ∈ V
0 otherwise.
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• →֒ ⊆ V ×
((
Act× [0, 1]× 2X
)
∪ {δ}
)
× V is the transition (edge) relation,
such that:
◮ v
δ
→֒ v′ if v⇂1 = v′⇂1, and v′⇂2 is the successor region of v⇂2;
◮ v
α,p,X
→֒ v′ if v⇂1
 α,g
p,X
// v′⇂1 with v⇂2 |= g, and v⇂2[X := 0] = v
′⇂2.
Any vertex in the region graph is a pair consisting of a location and a region.
Edges of the form v
δ
→֒ v′ are called delay edges, whereas those of the form
v
α,p,X
→֒ v′ are called Markovian edges. Note that Markovian edges emanating
from a boundary region do not contribute to the reachability probability as the
time to hit the boundary is always zero. Therefore, we can safely remove all
the Markovian edges emanating from boundary regions and combine each such
boundary region with its unique non-boundary (direct) successor. In the sequel,
by slight abuse of notation, we refer to this simplified region graph as G(M).
Note that then v⇂2[X := 0] ⊆ v′⇂2 in the last item of Definition 5.12. An example
region graph is shown in Fig. 5.3.
Example 5.13 For the MTA M in Fig. 5.2, the reachable part (forward reach-
able from the initial vertex and backward reachable from the accepting vertices)
of the region graph G(M) is shown in Fig. 5.3.
The following result asserts that the region graph G(M) of MTA M is in fact
a PDDPZ(M). Intuitively, the sets of actions, locations and clocks as well as the
exit rate function in G(M) remain the same in the Z(M); the region constraint
is the location invariant; the Markovian and the boundary jump in Z(M) can be
captured by the Markovian and delay transitions in G(M), respectively.
Lemma 5.14 Given any MTA M = (Act,Loc,X , ℓ0, E, ) with the set of goal
locations G ⊆ Loc, the region graph G(M) = (Act, V, v0, GF ,Λ, →֒) ofM induces
a PDDP Z(M) = (Act, V,X , Inv , φ,Λ, µ).
Proof: Define Z(M) = (Act, V,X , Inv , φ,Λ, µ) where
• for any v ∈ V : Inv(v) := v⇂2 and the state space S :=
{
(v, η) | v ∈ V, η |=
Inv(v)
}
is defined in the standard way;
• φ(v, η, t) := η + t;
• Λ(v, η) := Λ(v);
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ℓ1, 06x<1
ℓ0, 06x<1 ℓ0, 16x<2
ℓ2, 06x<1 ℓ2, 16x<2
ℓ3, 16x<2 ℓ3, x > 2
v2,r1
v0, r0
v1, r0
v3, r2
v4, r2
v5, r3 v6, r3
α1, 1,∅β, 0.5,∅
γ2, 0.2,∅
δ
δ
α2, 0.2,∅
δ
α2, 0.2,∅
γ1, 0.5, {x}
G0 G1 G2
Figure 5.3: Reachable region graph G(M)
• for each delay transition v
δ
→֒ v′ in G(M) and any α ∈ Act we have
µ(ξ, α, {ξ′}) := 1, where ξ = (v, η), ξ′ = (v′, η) and η |= ∂Inv(v);
• for each Markovian transition v
α,p,X
→֒ v′ in G(M) we have µ(ξ, α, {ξ′}) := p,
where ξ = (v, η), η |= Inv(v) and ξ′ = (v′, η[X := 0]).
It follows directly that Z(M) is a PDDP. 
Now we define a system of integral equations on PDDP Z(M) which will
help to compute the maximum reachability probability from Theorem 5.10.
Definition 5.15 Given the region graph Z(M) = (Act, V,X , Inv , φ,Λ, µ) of the
MTA M = (Act,Loc,X , ℓ0, E, ) and the set of goal vertices GF , for the func-
tion Probv(η) : S → [0, 1] let the operator F˜ : (S → [0, 1]) → (S → [0, 1])
be defined as F˜(Probv(η)) = 1 if v ∈ GF , F˜(Probv(η)) = 0 if v /∈ GF and
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v |= ¬∃♦G and for v /∈ GF we have
F˜(Probv(η)) = Probv,δ(η) + Probv,a(η),
Probv,a(η) =
∫ ♭(v,η)
0
Λ(v)·e−Λ(v)τ max
α∈I(v⇂1)
{ ∑
v
α,p,X
→֒ v′
p·Probv′
(
(η+τ)[X:=0]
)}
dτ,
Probv,δ(η) = e
−Λ(v)♭(v,η) · Probv′
(
η + ♭(v, η)
)
,
where Probv,a(η) denotes the probability to reach GF by taking a Markovian jump
and Probv,δ(η) the probability to reach GF through vertex v
′ by taking the boundary
jump v
δ
→֒ v′.
Theorem 5.16 Let M = (Act,Loc,X , ℓ0, E, ) be an MTA with the set of goal
locations G and Probv(η) be the least fixed point of the operator F˜ , then for
v⇂1 = ℓ we get
Probv(η) = p
M,G
max (ℓ, η).
Proof: Let Probv(η) = F˜(Probv(η)) and Pr(ℓ, η) = F(Pr)(ℓ, η)) be two fixpoints
from Definition 5.15 and Theorem 5.10, respectively. In order to prove the theo-
rem we have to show that Probv(η) = Pr(ℓ, η) for v⇂1 = ℓ.
From here on we will assume that the MTA has the clock constraints of the
form x E c, where c ∈ N>0 and E∈ {≤, <,≥, >}. For a transition ℓ
 α,g
p,X
// ℓ′
with guard g and clock valuation η we get that
F(Pr)(ℓ, η) =
∫ t2
t1
Λ(ℓ)e−Λ(ℓ)τ · max
α∈I(ℓ)
{ ∑
ℓ
 α,g
p,X
// ℓ′
p · Pr(ℓ′, η′)
}
dτ,
where η + τ |= g and τ ∈]t1, t2[, t1, t2 ∈ Q>0 ∪ {∞}. We define Pr
n(ℓ, η) as the
probability to reach the set of goal locations G in n > 0 steps
F(Prn)(ℓ, η) =
∫ t2
t1
Λ(ℓ)e−Λ(ℓ)τ · max
α∈I(ℓ)
{ ∑
ℓ
 α,g
p,X
// ℓ′
p · Prn−1(ℓ′, η′)
}
dτ.
For n = 0, Pr0(ℓ, η) = 1 if ℓ ∈ G and Pr0(ℓ, η) = 0 for ℓ /∈ G. In the same way we
define Probnv (η) as the probability to reach the set of goal vertices GF in n > 0
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steps
F˜(Probnv (η)) = Prob
n
v,δ(η) + Prob
n
v,a(η),
Probnv,a(η) =
∫ ♭(v,η)
0
Λ(v)·e−Λ(v)τ max
α∈I(v⇂1)
{∑
v
α,p,X
→֒ v′
p·Probn−1v′
(
(η+τ)[X:=0]
)}
dτ,
Probnv,δ(η) = e
−Λ(v)♭(v,η) · Probnv′
(
η + ♭(v, η)
)
.
For n = 0, Prob0v(η) = 1 if v ∈ GF and Prob
0
v(η) = 0 for v /∈ GF . Now the task
is to show that for all n ∈ N>0 and v⇂1 = ℓ,
Prn(ℓ, η) = Probnv (η). (5.4)
Notice that limn→∞ Pr
n(ℓ, η) = Pr(ℓ, η) and limn→∞ Prob
n
v (η) = Probv(η).
· · · · · ·v0=(ℓ,Θ0)
♭(v0,ηˆ0)61
vm−1=(ℓ,Θm−1)
♭(vm−1,ηˆm−1)=1
δ δ vm=(ℓ,Θm)
♭(vm,ηˆm)=1
vk=(ℓ,Θk)
♭(vk,ηˆk)=1
δ δδ
v′m=(ℓ
′,Θm)
♭(v′m,ηˆ
′
m)61
α, p,X
v′k=(ℓ
′,Θk)
♭(v′k,ηˆ
′
k)61
α, p,X
· · · · · ·
Figure 5.4: The sub-region graph Zˆ(M) for the transition from ℓ to ℓ′
We will show the validity of Eq.(5.4) by induction on n.
• Base case n = 0: Eq.(5.4) trivially holds.
• Induction step: we have to show the validity of Eq.(5.4) for n + 1. We
consider the MTA transition ℓ
α,g
 ζ and its corresponding region graph
Zˆ(M) shown in Fig. 5.4. For simplicity we consider that location ℓ induces
the vertices {vi = (ℓ,Θi) | 0 6 i 6 k} with v0 = v. Note that for Markovian
transitions, the regions stay the same. We denote ηˆi as the entering clock
valuation in vertex vi, for i the indices of the regions. Here ηˆ0 = η and
ηˆi = ηˆi−1 + ♭(vi−1, ηˆi−1) for 1 ≤ i ≤ k. For any ηˆ ∈
⋃m−1
i=0 Θi ∪
⋃
i>kΘi,
ηˆ 6|= g; or more specifically,
t1 =
m−1∑
i=0
♭(vi, ηˆi) and t2 =
k∑
i=0
♭(vi, ηˆi).
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For notation simplicity we define
Ξnv (η) = Prob
n
v,δ(η) + Prob
n
v,a(η).
Given the fact that from v0 the process can only execute a delay transition
before time t1, it holds that
Ξn+1v0 (η) = e
−t1Λ(v0) · Ξn+1vm (ηˆm),
Ξn+1vm (ηˆm) = Prob
n+1
vm,δ
(ηˆm) + Prob
n+1
vm,a(ηˆm).
Notice that Λ(v0) = Λ(vi) for all i ≤ k. Therefore, by substitution we
obtain:
Ξn+1v0 (η)
= e−t1Λ(v0)·Probn+1vm,δ(ηˆm) + e
−t1Λ(v0)·Probn+1vm,a(ηˆm)
= e−t1Λ(v0)·Probn+1vm,δ(ηˆm) + e
−t1Λ(v0)·
∫ ♭(vm,ηˆm)
0
Λ(vm)·e
−Λ(vm)τ
× max
α∈I(vm⇂1)
{ ∑
vm
α,p,X
→֒ v′m
p·Probnv′m
(
(ηˆm + τ)[X := 0]
)}
dτ
= e−t1Λ(v0)·Probn+1vm,δ(ηˆm) +
∫ t1+♭(vm,ηˆm)
t1
Λ(vm)·e
−Λ(vm)τ
× max
α∈I(vm⇂1)
{ ∑
vm
α,p,X
→֒ v′m
p·Probnv′m
(
(ηˆm + τ − t1)[X := 0]
)}
dτ.
Evaluating each term Probn+1vm,δ(ηˆm) we get the following sum of integrals:
Ξn+1v0 (η)
=
k−m∑
i=0
∫ t1+Pij=0 ♭(vm+j ,ηˆm+j)
t1+
Pi−1
j=0 ♭(vm+j ,ηˆm+j)
Λ(vm+i)·e
−Λ(vm+i)τ · max
α∈I(vm⇂1)
{ ∑
vm+i
α,p,X
→֒ v′
m+i
p
×Probnv′m+i
(
(ηˆm+i + τ − t1 −
i−1∑
j=0
♭(vm+j , ηˆm+j))[X := 0]
)}
dτ.
Notice that I(vm⇂1) = I(vm+i⇂1) for all i ≤ k. Now we will rewrite the
function Ξn+1v0 (η) into an equivalent and simpler form by using the auxiliary
function F na (t). We define the function F
n
a (t) : [t1, t2] → [0, 1], such that
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when t ∈ [t1 +
∑i−1
j=0 ♭(vm+j , ηˆm+j), t1 +
∑i
j=0 ♭(vm+j , ηˆm+j)] for i 6 k −m
then
F na (t) =
max
α∈I(vm⇂1)
{ ∑
vm+i
α,p,X
→֒ v′m+i
p·Probnv′m+i
(
(ηˆm+i + t− t1 −
i−1∑
j=0
♭(vm+j , ηˆm+j))[X := 0]
)}
Using F na (t) we can rewrite Ξ
n+1
v0
(η) to an equivalent form as:
Ξn+1v0 (η) =
∫ t2
t1
Λ(v0)·e
−Λ(v0)τ ·F na (τ)dτ. (5.5)
Here notice that
ηˆm+i = η +
m−1∑
j=0
♭(vj, ηˆj) +
i−1∑
j=0
♭(vm+j , ηˆm+j).
Therefore, for any t ∈ [t1 +
∑i−1
j=0 ♭(vm+j , ηˆm+j), t1 +
∑i
j=0 ♭(vm+j , ηˆm+j)],
i 6 k −m we obtain
ηˆm+i + t− t1 −
i−1∑
j=0
♭(vm+j , ηˆm+j) = η + t.
From the I.H. we know that Prn(ℓ, η) = Probnv0(η) such that v0⇂1 = ℓ.
Therefore, for any t ∈ [t1 +
∑i−1
j=0 ♭(vm+j , ηˆm+j), t1 +
∑i
j=0 ♭(vm+j , ηˆm+j)]
and v′m+i⇂1 = ℓ
′, i 6 k −m, we get
F nα (t) = max
α∈I(vm⇂1)
{ ∑
vm+i
α,p,X
→֒ v′m+i
p·Probnv′m+i
(
(ηˆm+i + t− t1
−
i−1∑
j=0
♭(vm+j , ηˆm+j))[X := 0]
)}
= max
α∈I(vm⇂1)
{ ∑
vm+i
α,p,X
→֒ v′m+i
p·Probnv′m+i
(
(η + t))[X := 0]
)}
= max
α∈I(vm⇂1)
{ ∑
vm+i
α,p,X
→֒ v′m+i
p·Prn(ℓ′, (η + t))[X := 0])
}
= max
α∈I(vm⇂1)
{ ∑
ℓ
 α,g
p,X
// ℓ′
p·Prn(ℓ′, (η + t))[X := 0])
}
.
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Eq.(5.5) results in
Ξn+1v0 (η) =
∫ t2
t1
Λ(ℓ)·e−Λ(ℓ)τ max
α∈I(ℓ)
{ ∑
ℓ
 α,g
p,X
// ℓ′
p·Prn(ℓ′, (η + τ))[X := 0])
}
dτ.
As Probn+1v0 (η) = Ξ
n+1
v0
(η) (for v0⇂1 /∈ GF ) we get that Prob
n+1
v0
(η) =
Prn+1(ℓ, η).

Based on this theorem, we will focus on efficient computation of the maximal
reachability probabilities in PDDPs (instead of in MTAs) in the following two
sections. We will study two cases: time-bounded and time-unbounded reachabil-
ity probability.
5.3 Time-Bounded Reachability
In this section, we concentrate on maximizing time-bounded reachability proba-
bilities in a PDDP Z(M) = (Act, V,X , Inv , φ,Λ, µ), namely, given a set GF of
goal locations and time bound T ∈ N (bound T defines a clock constraint), we
are interested in maximizing the probability to reach GF within T time units. To
this end, we first transform the PDDP by adding t 6 T to each of its invariants.
Namely, the global time t is read as an extra clock which is initialized to zero and
never reset. Let ♭(v, η, t) be the minimal time for state (v, η) to hit the bound-
ary ∂Inv(v) at time t. For instance, let ∂Inv(v) be x = 1 ∧ y = 2 and suppose
η(x) = 0.5 and η(y) = 1.7 at time t. Then ♭(v, η, t) = min{1−0.5, 2−1.7} = 0.3.
The following Bellman (dynamic programming) equations [CD88] for contin-
uous state spaces play an essential role in solving the time-bounded reachability
problem. Let P (v, η, t) be the maximal probability at time t for state (v, η) to
reach GF within time bound T . P (v, η, t) = 1 if v ∈ GF and t 6 T , 0 if t > T or
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v |= ¬∃♦G; and otherwise
P (v, η, t) =
∫ ♭(v,η,t)
0
Λ(v)e−Λ(v)τ︸ ︷︷ ︸
(⋆)
· max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pP (v′, η′, t+τ)
}
dτ
︸ ︷︷ ︸
(I)
(5.6)
+ e−Λ(v)♭(v,η,t)︸ ︷︷ ︸
(⋆⋆)
P
(
v′′, η + ♭(v, η, t), t+ ♭(v, η, t)
)
︸ ︷︷ ︸
(II)
,
where I(v) is the set of actions enabled in v, η′ = (η + τ)[X := 0] and v
δ
→֒ v′′,
where v′′ is the time successor of v. Note that I(v) = I(v, η) in a region graph.
Term (I) represents the maximum reachability probability (among all enabled
actions) by taking a Markovian jump v
α,p,X
→֒ v′ and (II) represents the probability
of taking the boundary jump v
δ
→֒ v′′. Note that (⋆) is the density function of the
waiting time and (⋆⋆) is the probability not to leave location v within ♭(v, η, t)
time units.
We will now provide two ways to solve (5.6): one by discretizing (5.6) and the
other based on the Hamilton-Jacobi-Bellman equation which is a partial differ-
ential equation.
5.3.1 Discretization
Our first approach is to discretize the continuous variables in the Bellman equa-
tion. Using a discretization step h = 1
N
(N ∈ N>0), the aim is to obtain a finite
state MDP D(M) from the PDDP Z(M). For this MDP, a similar Bellman
equation can be derived and solved efficiently e.g. by value iteration [Ber95]. In-
tuitively, h is the length of time in which a single Markovian jump takes place
from a given location.
Lemma 5.17 For any discretization step h, P (v, η, t) can be characterized as
follows:
P (v, η, t) =

∫ h
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pP (v′, η′, t+ τ)
}
dτ
︸ ︷︷ ︸
(∗)
+ e−Λ(v)hP (v, η + h, t+ h)︸ ︷︷ ︸
(∗∗)
, if h < ♭(v, η, t)
e−Λ(v)♭(v,η,t)P
(
v′′, η+♭(v, η, t), t+♭(v, η, t)
)
, o/w
(5.7)
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Proof: We study two cases:
• h > ♭(v, η, t): In this case we get that P (v, η, t) is determined by the
probability to take the delay transition v
δ
→֒ v′′. Notice that as soon as
h > ♭(v, η, t) holds, the boundary ∂Inv(v) is hit and therefore a delay
transition is taken. We obtain that
P (v, η, t) = e−Λ(v)♭(v,η,t)P (v′′, η+♭(v, η, t), t+♭(v, η, t));
• h < ♭(v, η, t):
P (v, η, t) =
∫ ♭(v,η,t)
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pP (v′, η′, t+τ)
}
dτ
+e−Λ(v)♭(v,η,t)P (v′′, η + ♭(v, η, t), t+ ♭(v, η, t))
=
∫ h
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pP (v′, η′, t+τ)
}
dτ
+
∫ ♭(v,η,t)
h
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pP (v′, η′, t+τ)
}
dτ
+e−Λ(v)♭(v,η,t)P (v′′, η + ♭(v, η, t), t+ ♭(v, η, t)).
Let A(v, η, t) =
∫ ♭(v,η,t)
0
Λ(v)e−Λ(v)τ maxα∈I(v)
{∑
v
α,p,X
→֒ v′
pP (v′, η′, t+τ)
}
dτ .
Then we get
P (v, η, t) = A(v, η, t) + e−Λ(v)♭(v,η,t)P (v′′, η + ♭(v, η, t), t+ ♭(v, η, t))
}
+
e−Λ(v)h
∫ ♭(v,η,t)−h
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pP (v′, η′ + h, t+h+τ)dτ
P (v, η, t) = A(v, η, t) + e−Λ(v)(♭(v,η,t)−h)e−Λ(v)h ×
P (v′′, η + ♭(v, η, t), t+ ♭(v, η, t)) +
e−Λ(v)h
∫ ♭(v,η+h,t+h)
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{∑
v
α,p,X
→֒ v′
pP (v′, η′ + h, t+h+τ)
}
dτ.
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P (v, η, t) = A(v, η, t) + e−Λ(v)h
{
e−Λ(v)♭(v,η+h,t+h)P (v′′, η + ♭(v, η, t), t+ ♭(v, η, t)) +
∫ ♭(v,η+h,t+h)
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pP (v′, η′ + h, t+h+τ)
}
dτ
}
.
P (v, η, t) = A(v, η, t) + e−Λ(v)hP (v, η + h, t+ h).

This lemma states that the two characterizations (5.6) and (5.7) of the Bell-
man equation coincide. Note that the term (I) from (5.6) can be divided into
two parts (∗) and (∗∗) in (5.7), where the first (resp. second) summand in (5.7)
is for a single Markovian jump taking place within [0, h) (resp. [h, ♭(v, η, t))). h is
chosen to be 1
N
(instead of T
N
) since the length of any bounded region is 1, which
is crucial to obtain a finite-state MDP as defined in Def. 5.18.
Using h, each Markovian jump in the PDDP can be approximated by a
Markovian jump which only takes place at time point {0, h, . . . , NT}. This gives
rise to an MDP:
Definition 5.18 For PDDP Z(M)= (Act, V,X , Inv , φ,Λ, µ), and discretization
step h= 1
N
(N∈N>0), the MDP Dh(M)=(Act ∪ {⊥}, S, s0,P) is as follows:
• S = {(v, η, t) | v ∈ V ∧ η |= Inv(v) ∧ t 6 T};
• s0 = (v0,~0, 0);
• ⊥ is a fresh action encoding the “delay” in G(M);
For each (v, η, t) ∈ S we distinguish three cases:
(i) If h < ♭(v, η, t) and v
α,p,X
→֒ v′ then
P
(
(v, η, t), α, (v′, (η + h)[X := 0], t+ h)
)
=p · (1− e−Λ(v)h);
P
(
(v, η, t), α, (v, η + h, t+ h)
)
=e−Λ(v)h;
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(ii) If h < ♭(v, η, t) and Act(v) = ∅ then
P
(
(v, η, t),⊥, (v, η + h, t+ h)
)
=e−Λ(v)h;
(iii) If h > ♭(v, η, t) and v
δ
→֒v′ then
P
(
(v, η, t),⊥, (v′, η + ♭(v, η, t), t+ ♭(v, η, t))
)
= e−Λ(v)♭(v,η,t).
Each state in the MDP Dh(M) has an outgoing transition of type (i), (ii) or (iii).
Let G(v, η, t) be the maximal reachability probability in the MDP Dh(M).
Then
G(v, η, t) =

e−Λ(v)♭(v,η,t)G
(
v′′, η+♭(v, η, t), t+♭(v, η, t)
)
, if h > ♭(v, η, t)
max
α∈I(v)
{∑
v
α,p,X
→֒ v′
(1− e−Λ(v)h)p ·G(v′, η˜′, t+ h)
}
+e−Λ(v)hG(v, η+h, t+h) o/w,
(5.8)
where η˜′ = (η + h)[X := 0] and v
δ
→֒ v′′.
Example 5.19 Figure 5.5 depicts the first half (till 2h) of the reachable part of
the MDP Dh(M) for the region graph G(M) in Fig. 5.3 with the step size h =
1
2
and time bound T = 2.
By using the discretization step h, the regions of Z(M) contain finitely many
points (one point is a state in the MDP). To be more exact, each region has
maximally h points for each clock. Together with the fact that there are only
finitely many regions of interest in Z(M), the number of states in the MDP is
finite.
Lemma 5.20 Given PDDP Z(M) and its approximated MDP Dh(M) with
h = 1
N
(N ∈ N>0), the state space of Dh(M) is finite and is of size O(|V | ·
N (|X |+1)).
Proof: On can easily see that in (5.8) the value of the global time t as well as of
the clock valuation η is a multiple of 1
N
, i.e., k
N
, k ∈ N and k ≤ N . Notice when
t or η is k
N
then the time to hit the boundary ♭(v, η, t) is also a multiple of 1
N
,
i.e., N−k
N
. Given a vertix v ∈ V and its corresponding region Inv(v) the number
of discretization points induced by h is N
(|X|+1)
2
, where |X| + 1 represents the
number of clocks |X | plus the global time and the denominator 2 is due to the
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(v0, 0, 0)
(v3, h, h) (v4, 3h, 3h)
α2, 0.2·(1−e−r0h)
(v2, 0, 0)
α
1
,1
−
e−
r 0
h
(v0, h, h)
α2, e
−r0h
α1, e
−r0h (v1, 2h, 2h)
⊥, e−r0h
(v3, 2h, 2h)
⊥, e−r2h ⊥, e−r2h
α2, 0.2·(1−e−r0h)
(v2, 2h, 2h)
α1
α2
⊥, e−r1h
Figure 5.5: MDP of the PDDP with discretization step h.
fact that Inv(v) represent a tetrahedron. 
Based on Eq.(5.7) we define two integral operators
F : (S× R>0 → [0, 1])→ (S×R>0 → [0, 1]),
F˜ : (S× R>0 → [0, 1])→ (S× R>0 → [0, 1]),
where
(FH)(v, η, t) =

∫ h
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pH(v′, η′, t+ τ)
}
dτ+
e−Λ(v)hH(v, η + h, t+ h), if h < ♭(v, η, t)
e−Λ(v)♭(v,η,t)H(v′′, η + ♭(v, η, t), t+ ♭(v, η, t)), if h ≥ ♭(v, η, t)
and
(F˜H)(v, η, t) =

∫ h
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pH(v′, η˜′, t+ h)
}
dτ+
e−Λ(v)hH(v, η + h, t+ h), if h < ♭(v, η, t)
e−Λ(v)♭(v,η,t)H(v′′, η + ♭(v, η, t), t+ ♭(v, η, t)), if h ≥ ♭(v, η, t)
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such that η′ = (η + τ)[X := 0] and η˜′ = (η + h)[X := 0]. The integral operators
act on measurable functions H : S×R>0 → [0, 1] such that (FH)(v, η, t) = 1 and
(F˜H)(v, η, t) = 1 if v ∈ GF and t ≤ T . Notice the operator F˜ underapproximates
the actual time-bounded reachability probability.
Lemma 5.21 Let H : S × R>0 → [0, 1] be the least fixpoint for the integral
operator F . It holds
sup
v∈V \GF ,η|=Inv(v),t∈[0,T ]
(
(FH)(v, η, t)− (F˜H)(v, η, t)
)
≤ (1− e−λh)(1− e−λT ),
where λ = maxv∈V {Λ(v)}.
Proof: We concentrate on the case h < ♭(v, η, t). Because F˜ underapproximates
F we have that
sup
v∈V \GF ,η|=Inv(v),t∈[0,T ]
(
(FH)(v, η, t)− (F˜H)(v, η, t)
)
≤
sup
A
( ∫ h
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pH(v′, η′, t+ τ)
}
−
max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pH(v′, η˜′, t+ h)
}
dτ
)
,
where A := (v ∈ V \GF , η |= Inv(v), t ∈ [0, T ]). AsH(v′, η′, t+τ) ≥ H(v′, η˜′, t+h)
we have that
sup
v∈V \GF ,η|=Inv(v),t∈[0,T ]
(
(FH)(v, η, t)− (F˜H)(v, η, t)
)
≤
sup
A
∫ h
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pH(v′, η′, t+ τ)
}
dτ ≤
sup
A
∫ h
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
p sup
v′′∈V \GF ,η′′|=Inv(v′′),t∈[0,T ]
H(v′′, η′′, t)
}
dτ.
As H(v′′, η′′, t) ≤ (1− e−λT ) for v′′ ∈ V \GF we have that
sup
v∈V \GF ,η|=Inv(v),t∈[0,T ]
(
(FH)(v, η, t)− (F˜H)(v, η, t)
)
≤
sup
A
∫ h
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
p
}
dτ · (1− e−λT ) ≤
sup
A
(1− e−Λ(v)h)(1− e−λT ) = (1− e−λh)(1− e−λT ).
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
We can rewrite the integral operator F˜ into an equivalent form as follows
(F˜H)(v, η, t) =
∫ T−t
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pH(v′, η˜′, t+ 1h(τ))
}
dτ,
where 1h(τ) = (k + 1)h if τ ∈ [kh, (k + 1)h) for k < ⌊
T−t
h
⌋ and η˜′ = (η′ +
1h(τ))[X := 0].
Lemma 5.22 Let H : S × R>0 → [0, 1] be the least fixed point of the integral
operator F and Y : S × R>0 → [0, 1] be the least fixed point of the integral
operator F˜ . Then it holds
sup
v∈V \GF ,η|=Inv(v),t∈[0,T ]
(
(F˜H)(v, η, t)− (F˜Y )(v, η, t)
)
≤
(1− e−λT ) sup
v∈V \GF ,η|=Inv(v),t∈[0,T ]
(
H(v, η, t)− Y (v, η, t)
)
.
Proof:
sup
v∈V \GF ,η|=Inv(v),t∈[0,T ]
(
(F˜H)(v, η, t)− (F˜Y )(v, η, t)
)
≤
sup
A
(∫ T−t
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pH(v′, η˜′, t+ 1h(τ))
}
−
max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pY (v′, η˜′, t+ 1h(τ))
}
dτ
)
,
where A := (v ∈ V \GF , η |= Inv(v), t ∈ [0, T ]). As H(v′, η˜′, t + 1h(τ)) ≥
Y (v′, η˜′, t+ 1h(τ)) we have that
sup
v∈V \GF ,η|=Inv(v),t∈[0,T ]
(
(F˜H)(v, η, t)− (F˜Y )(v, η, t)
)
≤
sup
A
(∫ T−t
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
pH(v′, η˜′, t+ 1h(τ))−
pY (v′, η˜′, t+ 1h(τ))
}
dτ
)
≤
sup
A
(∫ T−t
0
Λ(v)e−Λ(v)τ max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
p sup
A′
(H(v′′, η′′, t)− Y (v′′, η′′, t))
}
dτ
)
,
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where A′ := (v′′ ∈ V \GF , η′′ |= Inv(v′′), t ∈ [0, T ]). As a result we get
sup
v∈V \GF ,η|=Inv(v),t∈[0,T ]
(
(F˜H)(v, η, t)− (F˜Y )(v, η, t)
)
≤
sup
A
(1− e−Λ(v)(T−t)) sup
A′
(
(H(v′′, η′′, t)− Y (v′′, η′′, t))
)
≤
(1− e−λT ) sup
A′
(
(H(v′′, η′′, t)− Y (v′′, η′′, t))
)

Theorem 5.23 Let H : S × R>0 → [0, 1] be the least fixed point of the integral
operator F and Y : S×R>0 → [0, 1] be the least fixed point of the integral operator
F˜ . Then it holds
sup
v∈V \GF ,η|=Inv(v),t∈[0,T ]
(
H(v, η, t)− Y (v, η, t)
)
≤
(1− e−λT )(1− e−λh)
e−λT
.
Proof: We define A as in the previous lemmas. We have that
sup
A
(
H(v, η, t)− Y (v, η, t)
)
= sup
A
(
(FH)(v, η, t)− (F˜Y )(v, η, t)
)
=
sup
A
(
(FH)(v, η, t)− (F˜H)(v, η, t) + (F˜H)(v, η, t)− (F˜Y )(v, η, t)
)
.
Using Lemmas 5.21 and 5.22 we get
sup
A
(
(FH)(v, η, t)− (F˜H)(v, η, t) + (F˜H)(v, η, t)− (F˜Y )(v, η, t)
)
≤
(1− e−λT )(1− e−λh) + (1− e−λT ) sup
A
(
H(v, η, t)− Y (v, η, t)
)
.
As a result we get that
e−λT sup
A
(
H(v, η, t)− Y (v, η, t)
)
≤ (1− e−λT )(1− e−λh).
Therefore, we obtain
sup
v∈V \GF ,η|=Inv(v),t∈[0,T ]
(
H(v, η, t)− Y (v, η, t)
)
≤
(1− e−λT )(1− e−λh)
e−λT
.

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5.3.2 Hamilton-Jacobi-Bellman Equations
As in traditional control theory [Ber95], the dynamic programming principles
lead to a first-order integro-differential equation, which is the Hamilton-Jacobi-
Bellman (HJB) partial differential equation (PDE).
For a PDDP Z(M) with state space S, let f(v, η, t) := P (v, η, t) be the
maximal time-bounded reachability probability at time t. For every (v,η) ∈ S
and t 6 T , f(v, η, t) is defined as follows
∂f(v,η,t)
∂t
+
|X |∑
i=1
∂f(v,η,t)
∂η(i)
= max
α∈I(v)
{
Λ(v)
∑
v
α,X,p
→֒ v′
p (f(v,η,t)−f (v′,η[X := 0],t))
}
,
where η(i) is the i’th clock variable. The initial conditions of the above PDE are
f(v, η, T ) = 1GF (v, η) for any v∈V and η∈Inv(v). Moreover, for every η∈∂Inv(v)
and transition v
δ
→֒v′, the boundary conditions take the form f(v, η, t)=f(v′, η, t).
Example 5.24 For the PDDP Z(M) (region graph) in Fig. 5.3 and subgraph
G0 we can define the following system of PDEs with the boundary conditions:
∂f(v0,x,t)
∂t
+
∂f(v0,x,t)
∂x
= max
{
r0 · (f(v0, x, t)− f(v2, x, t)),
0.2 · r0 · (f(v0, x, t)− f(v3, x, t))
}
,
∂f(v2,x,t)
∂t
+
∂f(v2,x,t)
∂x
= 0.5 · r1 · (f(v2, x, t)− f(v0, x, t)),
f(v0, 1, t) = f(v1, 1, t),
f(v3, 1, t) = f(v4, 1, t).
Several methods can be used to solve the above HJB equation, e.g., the finite
volume method [WJT03] or the time and state space discretization technique
[Cam97]. Note that for zero-clock MTA, i.e., CTMDPs, we may obtain a system
of ODEs instead of PDEs.
5.4 Zero-Clock MTA
Following the same reasoning, for CTMDPs, i.e., zero-clock MTA, we can obtain
similar results, except that instead of a system of PDEs we obtain a system of
ODEs. As CTMDPs have no clocks, the resulting state space is finite. In the
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above section we have defined f(v, η, t) as the maximum reachability probability.
Given a finite state space, f(v, η, t) can be simplified to Pi,j(t), which is the
probability to reach state ℓj at time T starting from state ℓi at time t. For any
two states ℓi and ℓj we obtain the ODE:
dPi,j(t)
dt
= max
α∈I(ℓi)
{
Ei
∑
k
pi,k(α) (Pi,j(t)− Pk,j(t))
}
,
where Ei := E(ℓi) and pi,k(α) := p such that ℓi
α,p
 ζi and ζi(∅, ℓi) = ℓk. The
system of ODEs can be also rewritten in the following matrix form:
dΠ̂(t)
dt
= − max
α∈Act
{
Q(α)Π̂(t)
}
, t 6 T, (5.9)
where Π̂(t) is the transition probability matrix at time t (the element (i, j) of
Π̂(t) is Pi,j(t)), Π̂(T ) = I, Q(α) = R(α)−E is the infinitesimal generator where
R(α) is the rate matrix (its element (i, j) is Eipi,j(α)) and E is the exit rate
matrix (all diagonal elements are the exit rates whereas the off-diagonal elements
are zero). A recent work [BS11] reveals that the above system of ODEs can be
solved more efficiently than the general system of PDEs by adopting adaptive
uniformization.
5.5 Time-Unbounded Reachability
In this section, we focus on maximizing timed-unbounded reachability probabil-
ities in a PDDP. In contrast to the time-bounded case, there is no constraint
on the time to reach the goal states GF . We first fix a PDDP Z(M) =
(Act, V,X , Inv , φ,Λ, µ) and then provide Bellman (dynamic programming) equa-
tions as follows. Let P (v, η) be the maximal probability to reach GF starting
from vertex v and clock valuation η.
P (v, η) = max
α∈I(v)
{ ∑
v
α,p,X
→֒ v′
∫ ♭(v,η)
0
Λ(v) e−Λ(v)τp · P (v′, η′)dτ
}
(5.10)
+e−Λ(v)♭(v,η)P
(
v′′, η + ♭(v, η)
)
,
where η′ = (η + τ)[X := 0], v
δ
→֒ v′′ and P (v, η) = 1 for v ∈ GF . Notice, we use
the Remark 5.11 meaning that the above equation describe all schedulers which
do not take into account the current waiting time in a state.
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Compared to (5.6), time does not play a role here, i.e., the decision completely
depends on the (continuous) state space. We can solve the above system of
integral equation by using the same discretization approach as for the bounded
case, except that there is a minor difficulty, namely, the number of solutions
of the system of integral equations is in general infinite, which means that the
derived error-bounds can not be used directly. Therefore, one has to consider only
ergodic PDDP (the ergodicity of a PDDP can be similarly as for DTMC, but
on the continuous state space of the PDDP). We proceed by considering some
special cases, depending on the number of clocks in the model. For the zero-clock
MTA (i.e.CTMDPs), it is trivial since one can use the embedded MDP of the
CTMDP and solve the reachability probability optimization problem. Note that
in time-bounded case the embedded MDP does not suffice. We now move to the
single-clock case.
5.5.1 Single-Clock Case
For single-clock MTA, we will show that the (general) Bellman equation (5.10)
can be simplified to a system of linear equations where the coefficients are either
maximal time-bounded reachability probabilities for CTMDPs, which serve as a
special case and have been solved in Section 5.3; or maximal unbounded reach-
ability probabilities of CTMDPs, which by using the embedded MDP can be
calculated quite efficiently.
Given an MTA M, we denote the set of constants appearing in the clock
constraints of M as {c0, . . . , cm} with c0 = 0. We assume the following order:
0 = c0 < c1 < · · · < cm. Let ∆ci = ci+1 − ci for 0 6 i < m. Note that for one
clock MTA, regions in the region graph G(M) (cf. Section 5.2) can be represented
by the following intervals: [c0, c1), . . . , [cm,∞). We partition the region graph
G(M) = (Act, V, v0, GF ,Λ, →֒), or G for short, into a set of subgraphs
Gi = (Act, Vi, VFi,Λi, {M
α
i , B
α
i , Fi}α∈Act) ,
where 0 6 i 6 m and Λi(v) = Λ(v), if v ∈ Vi, 0 otherwise. These subgraphs are
obtained by partitioning V , GF and →֒ as follows:
• V =
⋃
06i6m{Vi}, where Vi = {(ℓ,Θ) ∈ V | Θ ⊆ [ci, ci+1)};
• GF =
⋃
06i6m{VFi}, where v ∈ VFi iff v ∈ Vi ∩GF ;
• →֒=
⋃
06i6m
(⋃
α∈Act{M
α
i ∪B
α
i }
)
∪ Fi, where for each α ∈ Act, Mαi is
the set of Markovian transitions (without reset) between vertices inside Gi
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labeled by α; Bαi is the set of Markovian transitions (with reset) from Gi to
G0 (Backward) labeled by α; and Fi is the set of delay transitions from the
vertices in Gi to that in Gi+1 (Forward). It is easy to see that Mαi , Fi, and
Bαi are pairwise disjoint.
Example 5.25 We may partition the region graph G in Fig. 5.3 into G0,G1,G2
as in respective ovals. For G1, the set of non-reset Markovian transitions is M1 =
Mα21 ∪ M
γ2
1 = {v1
α2,0.2,∅
→֒ v4} ∪ {v4
γ2,0.2,∅
→֒ v5}; the set of reset transitions is
B1 = B
γ1
1 = {v4
γ1,0.5,{x}
→֒ v0} and the set of delay transitions is F1 = {v5
δ
→֒ v6}.
Given a subgraph Gi (0 6 i 6 m) with ki states, define the probability vector
~Ui(x) = [u
1
i (x), . . . ,u
ki
i (x)]
T ∈ R(x)ki×1, where uji (x) is the maximal probability
to go from vertex vji ∈ Vi to some vertex in GF (in G) at time point x. We
distinguish two cases:
# Case 0 6 i < m. We first introduce some definitions as follows:
• Pα,Mi ∈ [0, 1]
ki×ki and Pα,Bi ∈ [0, 1]
ki×k0 are probability transition matrices
for Markovian and backward transitions respectively, parameterized by ac-
tion α. Namely, for each vertex v and action α ∈ I(v), Pα,Mi [v, v
′] = p,
if v
α,p,∅
→֒ v′; 0 otherwise. Similarly Pα,Bi [v, v
′] = p if v
α,p,{x}
→֒ v′; 0 other-
wise. Note that
∑
v′ P
α,M
i (v, v
′) +
∑
v′′ P
α,B
i (v, v
′′) = 1. Moreover, we write
Pαi =
(
Pα,Mi P
α,B
i
)
, and note Pαi ∈ [0, 1]
ki×(ki+k0); and each row of Pαi
sums up to 1.
• Di(x) ∈ Rki×ki is the delay probability matrix, i.e. for any 1 6 j 6 ki,
Di(x)[j, j] = e
−E(vji )x. The off diagonal elements are zero;
• Ei ∈ Rki×ki is the exit rate matrix, i.e. for any 1 6 j 6 ki, Ei[j, j] = E(v
j
i ).
(The off-diagonal elements are zero);
• Mαi (x) = Ei·Di(x)·P
α,M
i ∈ R
ki×ki is the probability density matrix for
Markovian transitions inside Gi (i.e. for Markovian edges M
α
i ); Namely,
Mαi (x)[j, j
′] indicates the probability density function to take the Markovian
jump without reset from the j-th vertex to the j′-th vertex in Gi;
• Bαi (x) = Ei·Di(x)·P
α,B
i ∈ R
ki×k0 is the probability density matrix for the
reset edges Bai . Namely, B
α
i (x)[j, j
′] indicates the probability density func-
tion to take the Markovian jump with reset from the j-th vertex in Gi to
the j′-th vertex in G0;
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• Fi ∈ Rki×ki+1 is the incidence matrix for delay edges Fi. More specifically,
Fi[j, j
′] = 1 indicates that there is a delay transition from the j-th vertex
in Gi to the j′-th vertex in Gi+1; 0 otherwise. Recall that for each action
the delay edge is the same.
By instantiating (5.6), we obtain the following vector form for x ∈ [0,∆ci]:
~Ui(x) = max
α∈Act
{∫ ∆ci−x
0
Mαi (τ)
~Ui(x+ τ)dτ︸ ︷︷ ︸
(∗)
+
∫ ∆ci−x
0
Bαi (τ)dτ · ~U0(0)︸ ︷︷ ︸
(∗∗)
}
+Di(∆ci − x) · Fi~Ui+1(0),
(5.11)
Let us explain the above equation. First of all, ♭(v, x) = ∆ci−x for each state
v ∈ Vi. Note that this only holds for one clock. Terms (∗) (resp. (∗∗)) reflects
the case where clock x is not reset (resp. is reset and returning to G0). Note that
Mαi (τ) and B
α
i (τ) are the matrix forms of the density function (⋆) in (5.6). The
matrix Di(∆ci− x) indicates the probability to delay until the “end” of region i,
and Fi~Ui+1(0) denotes the probability to continue in Gi+1 (at relative time point
0), and Di(∆ci − x)Fi is the matrix form of the term (⋆⋆) in (5.6).
Example 5.26 (Continuing Example 5.25) According to the definitions, we
have the following matrices for G1, with which the vector ~U1(x) can be obtained:
Mα21 (x) =
 r0 0 00 r2 0
0 0 0

︸ ︷︷ ︸
E1
·
 e−r0x 0 00 e−r2x 0
0 0 1

︸ ︷︷ ︸
D1(x)
·
 0 0.2 00 0 0
0 0 0

︸ ︷︷ ︸
P
α2,M
1 (x)
=
 0 0.2r0e−r0x 00 0 0
0 0 0

Mγ21 (x) =
 0 0 00 0 0.2r2e−r2x
0 0 0
 ·Bγ11 (x)
=
 0 0 00.5r2e−r2x 0 0
0 0 0
 ·D1(∆c1 − x) · F1 =
 00
1
 .
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# Case i = m. ~Um(x) is simplified as follows:
~Um(x) = max
α∈Act
{∫ ∞
0
M̂αm(τ)
~Um(x+ τ)dτ + 1˜F +
∫ ∞
0
Bαm(τ)dτ · ~U0(0)
}
(5.12)
where M̂αm(τ)[v, ·] = M
α
m(τ)[v, ·] for v /∈ GF , 0 otherwise. 1˜F is an indicator
vector such that 1˜F [v] = 1 if v ∈ GF , 0 otherwise. Note that as the last subgraph
Gm involves infinite regions, it has no delay transitions.
Our task is to solve the system of integral equations (5.11)-(5.12). We first
observe that:
(i) Due to the fact that inside Gi there are only Markovian jumps with neither
resets nor delay transitions, Gi with (Vi,Λi,Mi) forms a CTMDP Ci. For
each Gi we define an augmented CTMDP C⋆i with state space Vi ∪V0, such
that all V0-vertices are made absorbing in C
⋆
i . The edges connecting Vi to V0
are kept and all the edges inside C0 are removed. The augmented CTMDP
is used to calculate the probability to start from a vertex in Gi and take a
reset edge in a certain time.
(ii) Given any (finite state) CTMDP, let Π(x)[ℓ, ℓ′] be the probability to start
in location ℓ at time 0 and reach ℓ′ at time x. Note that the CTMDP
coincides with its region graph and PDDP. By instantiating (5.6), we have
the following equation (in the matrix form):
Π(x) = max
α∈Act
{∫ x
0
M˜α(τ)Π(x− τ)dτ
}
+D(x), (5.13)
where M˜α(τ)[ℓ, ℓ′] = E(ℓ)e−E(ℓ)τ ·p if there is a transition ℓ
α,∅
 ζ and p =
ζ(∅, ℓ′); 0 otherwise. Note that Π(T ) = Π̂(0) (from (5.9)). Moreover, for
augmented CTMDP C⋆i , M˜
α(τ) has the following relationship with Mαi (τ)
and Bαi (τ): M˜
α(τ) =
(
Mαi (τ) B
α
i (τ)
0 I
)
, where 0 ∈ Rk0×ki is the matrix
with all 0’s and I ∈ Rk0×k0 is the identity matrix.
Prior to exposing how to solve the system of integral equations by solving a system
of linear equations by the next theorem, we define Π¯⋆i ∈ R
ki×k0 for an augmented
CTMDP C⋆i to be part of Π
⋆
i , where Π¯
⋆
i only keeps the probabilities starting from
Vi and ending in V0. As a matter of fact, Π
⋆
i (x) =
(
Πi(x) Π¯
⋆
i (x)
0 I
)
. The
milestone of this section is the following theorem:
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Theorem 5.27 For subgraph Gi of G with ki states, it holds that:
• For 0 6 i < m, ~Ui(0) = Πi(∆ci) · Fi~Ui+1(0) + Π¯⋆i (∆ci) · ~U0(0), (†)
and where Πi(∆ci) and Π¯
⋆
i (∆ci) are for (augmented) CTMDP Ci and C
⋆
i ,
respectively.
• For i = m, ~Um(0) = maxα∈Act
{
P̂αm · ~Um(0) + ~1F + B̂
α
m · ~U0(0)
}
, (‡)
where P̂αm(v, v
′) = Pαm(v, v
′) if v /∈ GF ; 0 otherwise and B̂αm =
∫∞
0
Bαm(τ)dτ .
Proof: We first deal with the case i < m. If in Gi, for some action α there
exists some backward edge, namely, for some j, j′, Bαi (x)[j, j
′] 6= 0, then we shall
consider the augmented CTMDP C⋆i with k
⋆
i = ki + k0 states. In view of this,
the augmented integral equation ~Vi(x) is defined as:
~V ⋆i (x) = max
α∈Act
{∫ ∆ci−x
0
Mα,⋆i (τ)
~V ⋆i (x+ τ)dτ +D
⋆
i (∆ci − x) · F
⋆
i ·
~̂
V i(0)
}
,
where
• ~V ⋆i (x) =
(
~Vi(x)
~V ′i (x)
)
∈ Rk
⋆
i×1, where ~V ′i (x) ∈ R
k0×1 is the vector represent-
ing reachability probability for the augmented states in Gi;
• Mα,⋆i (τ) =
(
Mαi (τ) B
α
i (τ)
0 0
)
∈ Rk
⋆
i×k
⋆
i . For the augmented states, we
assume that their exit rates are 0.
• D⋆i (τ) =
(
Di(τ) 0
0 I
)
∈ Rk
⋆
i×k
⋆
i .
• F⋆i =
(
F′i B
′
i
)
∈ Rk
⋆
i×(ki+1+k0) such that F′i =
(
Fi
0
)
∈ Rk
⋆
i×ki+1 is
the incidence matrix for delay edges and B
′
i =
(
0
I
)
∈ Rk
⋆
i×k0,
~̂
V i(0) =(
~Ui+1(0)
~U0(0)
)
∈ R(ki+1+k0)×1.
In the sequel, we shall prove two claims:
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Claim 1. For each 0 6 j 6 ki,
~Ui[j] = ~V
⋆
i [j] .
Proof of Claim 1. According to the definition, we have that
~V ⋆i (x) = max
α∈Act
{∫ ∆ci−x
0
(
Mαi (τ) B
α
i (τ)
0 0
)
· ~V ⋆i (x+ τ)dτ
+
(
Di(∆ci − x) 0
0 I
)
·
(
Fi 0
0 I
)
·
(
~Ui+1(0)
~U0(0)
)}
.
It follows immediately that ~V ′i (x) =
~U0(0). For ~Vi(x), we have that
~Vi(x)
= max
α∈Act
{∫ ∆ci−x
0
Mαi (τ)
~Vi(x+ τ)dτ +
∫ ∆ci−x
0
Bαi (τ)
~V ′i (x+ τ)dτ
+Di(∆ci − x) · Fi · ~Ui+1(0)
}
= max
α∈Act
{∫ ∆ci−x
0
Mαi (τ)
~Vi(x+ τ)dτ +
∫ ∆ci−x
0
Bαi (τ)dτ · ~U0(0)
+Di(∆ci − x) · Fi · ~Ui+1(0)
}
= ~Ui(x)
Claim 2.
~V ⋆i (x) = Π
⋆
i (∆ci − x) · F
⋆
i
~̂
V i(0) ,
where
Π⋆i (x) = max
α∈Act
{∫ x
0
Mα,⋆i (τ)Π
⋆
i (x− τ)dτ +D
⋆
i (x)
}
. (5.14)
Standard arguments yield that the optimal probability corresponds to the least
fixpoint of a functional and can be computed iteratively from set ci,x = ∆ci − x.
~V
⋆,(0)
i (x) = ~0
~V
⋆,(j+1)
i (x) = max
α∈Act
{∫ ci,x
0
Mαi (τ)~V
⋆,(j)
i (x+τ)dτ +D
⋆
i (ci,x) · F
⋆
i
~̂
V i(0)
}
.
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and
Π
⋆,(0)
i (ci,x) = 0
Π
⋆,(j+1)
i (ci,x) = max
α∈Act
{∫ ci,x
0
M⋆i (τ)Π
⋆,(j)
i (ci,x−τ)dτ +D
⋆
i (ci,x)
}
.
By induction on j, we prove the following relation:
~V
⋆,(j)
i (x) = Π
⋆,(j)
i (ci,x) · Fi
~̂
V i(0) .
• Base case: ~V ⋆,(0)i (x) = ~0 and Π
⋆,(0)
i (ci,x) = 0.
• Induction hypothesis:
~V
⋆,(j)
i (x) = Π
⋆,(j)
i (ci,x) · F
⋆
i
~̂
U i(0) .
• Induction step j → j + 1. We
~V
⋆,(j+1)
i (x) = max
α∈Act
{∫ ci,x
0
M⋆,αi (τ)
~V
⋆,(j)
i (x+ τ)dτ +D
⋆
i (ci,x) · F
⋆
i
~̂
U i(0)
}
.
(5.15)
By induction hypothesis it follows that
~V
⋆,(j+1)
i (x) = max
α∈Act
{∫ ci,x
0
M⋆,αi (τ)
~V
⋆,(j)
i (x+ τ)dτ +D
⋆
i (ci,x) · F
⋆
i
~̂
V i(0)
}
= max
α∈Act
{∫ ci,x
0
M⋆,αi (τ) ·Π
⋆,(j)
i (ci,x−τ) · F
⋆
i
~̂
V i(0)dτ
+D⋆i (ci,x) · F
⋆
i
~̂
V i(0)
}
= max
α∈Act
{(∫ ci,x
0
M⋆,αi (τ)Π
⋆,(j)
i (ci,x − τ)dτ +D
⋆
i (ci,x)
)
×F⋆i
~̂
V i(0)
}
= max
α∈Act
{∫ ci,x
0
M⋆,αi (τ)Π
⋆,(j)
i (ci,x − τ)dτ +D
⋆
i (ci,x)
}
×
F⋆i
~̂
V i(0)
= Π
α,(j+1)
i (ci,x) · F
⋆
i
~̂
V i(0)
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Clearly,
Π⋆i (ci,x) = lim
j→∞
Π
⋆,(j)
i (ci,x)
and
~V ⋆i (x) = lim
j→∞
~V
⋆,(j)
i (x).
Let x = 0 and we obtain
~V ⋆i (0) = Π
⋆
i (ci,0) · Fi
~ˆ
Vi(0).
We can also write the above relation for x = 0 as:(
~Vi(0)
~V ′i (0)
)
= Π⋆i (∆ci)
(
F′i B
′
i
)( ~Ui+1(0)
~U0(0)
)
=
(
Πi(∆ci) Π¯
⋆
i (∆ci)
0 I
)(
Fi 0
0 I
)(
~Ui+1(0)
~U0(0)
)
=
(
Πi(∆ci)Fi Π¯
⋆
i (∆ci)
0 I
)(
~Ui+1(0)
~U0(0)
)
=
(
Πi(∆ci)Fi~Ui+1(0) + Π¯
⋆
i (∆ci)~U0(0)
~U0(0)
)
.
As a result we can represent ~Vi(0) in the following matrix form
~Vi(0) = Πi(∆ci)Fi~Ui+1(0) + Π¯
a
i (∆ci)~U0(0)
by noting that Πi is formed by the first ki rows and columns of matrix Π
⋆
i and
Π¯⋆i is formed by the first ki rows and the last k
⋆
i − ki = k0 columns of Π
⋆
i . The
conclusion follows from Claim 1.
For i = m, i.e., the last graph Gm, the region size is infinite, therefore delay
transitions do not exist. Recall that
~Um(x) = max
α∈Act
{∫ ∞
0
M̂αm(τ)~Um(x+ τ)dτ +~1F +
∫ ∞
0
Bαm(τ)dτ · ~U0(0)
}
We first prove the following claim:
Claim. For any x ∈ R>0, ~Um(x) is a constant vector function.
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Proof of the claim. We define
~U (0)m (x) = ~0
~U (j+1)m (x) = max
α∈Act
{∫ ∞
0
M̂αm(τ)~U
(j)
m (x+ τ)dτ +~1F +
∫ ∞
0
Bαm(τ)dτ · ~U0(0)
}
It is not difficult to see that ~Um(x) = limj→∞ ~U
(j)
m (x). We shall show, by induction
on j, that ~U
(j)
m (x) is a constant vector function.
• Base case: ~U (0)m (x) = ~0, which is clearly constant.
• I.H.: ~U (j)m (x) is a constant vector function.
• Induction step: (j → j + 1)
~U (j+1)m (x) = max
α∈Act
{∫ ∞
0
M̂am(τ)
~U (j)m (x+ τ)dτ +~1F
+
∫ ∞
0
Bαm(τ)dτ · ~U0(0)
}
I.H.
= max
α∈Act
{∫ ∞
0
M̂am(τ) · ~U
(j)
m (x)dτ +~1F +
∫ ∞
0
Bαm(τ)dτ · ~U0(0)
}
= max
α∈Act
{∫ ∞
0
M̂am(τ)dτ · ~U
(j)
m (x) +~1F +
∫ ∞
0
Bαm(τ)dτ · ~U0(0)
}
The conclusion follows trivially.
Since ~Um(x) is constant vector function, we have that
~Um(x) = max
α∈Act
{∫ ∞
0
M̂αm(τ)dτ · ~Um(x) +~1F +
∫ ∞
0
Bαm(τ)dτ · ~U0(0)
}
More than that
∫∞
0
M̂αm(τ)dτ boils down to P̂
α
m and
∫∞
0
Bam(τ)dτ to B̂
α
m. Also
we add the vector ~1F to ensure that the probability to start from a state in GF
is one. 
Recall that we intend to solve the system of integral equations (5.11)-(5.12)
to obtain vectors ~Ui(0) for 0 ≤ i ≤ m. Theorem 5.27 entails that instead of
accomplishing this directly, one could alternatively appeal to linear equations
(†)-(‡), where ~Ui(0) (0 ≤ i ≤ m) can be regarded as a family of variables and
the coefficients of the linear equations can be obtained by computing the corre-
sponding maximal time-bounded reachability probabilities of CTMDPs C⋆i . It is
not difficult to see that one can use standard value iteration algorithms to solve
(†)-(‡).
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5.6 Conclusion
In this chapter we have defined an extension of timed automata with exponen-
tial durations. We have shown that the region graph of such automata is a
decision variant of PDPs. Two approaches were presented to determine maxi-
mal time-bounded reachability probabilities in MTA. For one-clock MTA, un-
bounded reachability probabilities were characterized as the solution of a linear
equation whose coefficients are reachability probabilities in CTMDPs, i.e., zero-
clock MTA.
Related work. [BBB+07; BBB+08; BBBM08] provides a probabilistic seman-
tics for timed automata. In their (quantitative) interpretation, delays of un-
bounded clocks are governed by exponential distributions like in CTMCs. Decid-
ability results have been obtained for almost-sure properties [BBB+08] and quan-
titative verification [BBBM08] for (a subclass of) single-clock timed automata.
This class requires that on every strongly connected component of the single-
clock timed automata the clock is reset. This probabilistic semantics roughly
corresponds to DMTA, as considered in [CHKM09]. This stems from the fact
that in every location with any clock valuation only a single action is enabled.
In [BF09] the authors consider stochastic timed games which extend the clas-
sical two-timed games with probabilities. The studied model contains two types
of locations: probabilistic and locations belonging to one of the players. The
authors have addresed the reachability problem for this model, i.e., what is the
strategy that ensures that the probability to reach a given set of states is equal
to a certain number. It was shown that the quantitative reachability problem is
undecidable in general (for 21
2
-player games), and becomes decidable if restricting
to single-clock 11
2
-player games. More than that it was shown that for 11
2
-player
games with a single clock, the qualitative question ”= 0” or ”= 1” can be solved
in PTIME. MTA are essentially 11
2
-player stochastic timed games. Our focus is
on approximate quantitative analysis rather than on decidability issues.
As a by product of our work we obtain two procedures to compute maxi-
mal time-bounded reachability probabilities in localy uniform CTMDPs. This
problem has also been treated in [BHKH05; BFK+09], but for the class of time-
abstract schedulers. We consider history dependent schedulers which can be re-
duced to total-time positional schedulers [NSK09]. In [BHKH05] the authors use
the uniformization technique in order to compute the maximum time-bounded
reachability. On the other hand in our work we discretize the time and the state
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space. More than that a system of PDE and ODE was derived in order to char-
acterize the maximal reachability probability.
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Conclusions
In this thesis we have introduced new verification algorithms for ICTMCs, DT-
SHSs and MTAs. As specifications we have used ω-regular properties. This
means that the general procedure was to construct the product between the
stochastic model and the Bu¨chi automaton corresponding to the ω-regular prop-
erty. Here it was crucial to use separated Bu¨chi automata. This allowed us
to obtain a product which under a specific transformation is a stochastic pro-
cess. A crucial task for every verification algorithm developed in the thesis is
the computation of time-bounded and time-unbounded reachability probabili-
ties. These two measures were very important in computing the satisfiability
probability of an ω-regular property. For ICTCMs we have introduced time-
bounded and time-unbounded reachability probabilities as a solution of a system
of integral equations. Then we have shown that for the time-bounded case the
probability can be efficiently computed by solving a system of ODEs. On the
other hand the case of time-unbounded reachability was more involved. We had
to define two classes of ICTMCs for which we derived a system of linear equa-
tions, which solved the original system of integral equations. Basically the two
classes were different in the sense that one of them had periodic rates whereas
the other one had uniform rates. For an ICTMC with periodic rates we have
obtained a DTMC which solves the original system of integral equations. The
same holds for the case of uniform rates. We have also introduced time-bounded
and time-unbounded reachability for DTSHS. For the time-unbounded case we
have introduced a discretization algorithm. More precisely we have discretized
the DTSHS into a DTMC. On the obtained DTMC we have defined a system of
linear equations which solved the original system of integral equations. By using
the Lipschitz continuity property of the probabilistic kernels we have obtained an
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error bound for the time-unbounded reachability probability. We have shown the
efficiency of the obtained results on the two-room heating benchmark example.
The case study revealed that the largest part of the verification time is spent on
the discretization part of the algorithm.
Finally, we have introduced the MTA model. It is an extension of timed
automata with exponential distributions. We have defined the maximum time-
bounded and time-unbounded reachability probability as a solution of a system
of integral equations. For the time-bounded case we have derived a discretization
approach. More precisely the MTA was discretized into a MDP and for the
resulting MDP we have defined the dynamic programming equations. We have
also obtained an error bound for the time-bounded case. The value of the error
bound decreases exponentially by decreasing the discretization step. For the time-
unbounded case an efficient solution has been obtained only when the MTA has
a single clock. In this case, the system of integral equations results in a system
of linear equations.
Future work.
• Our verification techniques for ICTMCs are limited only to several classes.
A possible future work is to identify more classes for which efficient com-
putational methods do exist. In this case new techniques to solve the time-
unbounded reachability probability are crucial. In general one could be in-
terested in verifying not only ω-regular properties but also properties which
describe the quantitative nature of the model like deterministic timed au-
tomata or MTL.
• Our verification technique for DTSHS have a major drawback: they do not
scale. A possible future work is to apply abstraction techniques on the
DTSHS in order to improve the verification time. As most of the time it
takes to generate the discretized DTMC it would be desirable to minimize
this time by for instance generating not the whole DTMC but only the
relevant part it. Another interesting problem is to extend the developed
verification technique to DTSHS with control.
• For MTA it would be interesting to develop a verification technique which
will check deterministic TA properties or MTL. The current model of MTA
has constant rates, a possible future work is to extend the MTA to time-
varying rates. Another interesting problem is to define costs on the MTA
112
model and then the task will be to minimize or maximize the given total
cost function.
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