For each non-commutative ring R, the commuting graph of R is a graph with vertex set R \ Z(R) and two vertices x and y are adjacent if and only if x = y and xy = yx. In this paper, we consider the domination and signed domination numbers on commuting graph Γ(R) for non-commutative ring R with Z(R) = {0}. For a finite ring R, it is shown that γ(Γ(R)) + γ(Γ(R)) = |R| if and only if R is non-commutative ring on 4 elements. Also we determine the domination number of Γ(∏ t i=1 R i ) and commuting graph of non-commutative ring R of order p 3 , where p is prime. Moreover we present an upper bound for signed domination number of Γ(∏ t i=1 R i ).
Introduction
L et R be a non-commutative ring, Z(R) denoted the center of R and for a ∈ R, C(a) denotes the centeralizer of a in R. The commuting graph of R, denoted by Γ(R), is a graph with vertex set R \ Z(R) and joined two vertices x and y if and only if x = y and xy = yx. This graph was introduced by Akbari et al. [2] , and the complement of commuting graph of R is denoted by Γ(R). See [1] , [2] , [3] , [4] and [14] for more details. Let G = (V, E) be a simple graph comprising a set V(G) of vertices together with a set E(G) of edges. A graph G is said to be connected if each pair of vertices are joined by a walk. The number of edges of the shortest walk joining v and u is called the distance between v and u and denoted by d(v, u). The maximum value of the distance function in a connected graph G is called the diameter of G and denoted by diam(G). The neigbours of a vertex v ∈ V(G) is the set of edges incident to the v and denoted by N(v) and |N(v)| = deg (v) . The maximum degree of a graph G denoted by ∆(G), and the minimum degree of a graph G denoted by δ (G) , are the maximum and minimum degree of its vertices. The complete graph, K n , is a graph with n vertices in which each pair of vertices are adjacent. A complete bipartite graph is a graph whose vertices can be divided into two disjoint set A and B such that each edge is incident to a vertex in A and a vertex in B and denoted by K n,m where |A| = n and |B| = m. The strong product, G H, of graphs G and H is a graph whose structure is as follows: i) The vertex set of G H is the Cartesian product V(G) × V(H). ii) Any two distinct vertices (v, v ) and (u, u ) are adjacent in G H if and only if v is adjacent to u in G and v = u , or v = u and v is adjacent to u in H, or v is adjacent to u in G and v is adjacent to u in H. The corona G = G 1 • G 2 is the graph formed from one copy of G 1 and |V(G 1 )| copies of G 2 where the ith vertex of G 1 is adjacent to every vertex in the ith copy of G 2 . A dominating set of G is a subset D of V(G) such that every vertex not in D is adjacent to at least one vertex in D. The domination number of G is the number of vertices in a minimal dominating set for G and denoted by γ(G). See [8] , [9] and [15] for more details. (v) . The weight of f , denoted f (G), is the sum of the function value of all vertices in G, i.e., f (G) = ∑ x∈V(G) f (x) . The signed domination number of G, denoted γ s (G), is the minimum weight of signed dominating functions of G. Also the set of vertices with function value −1 is denoted by V − (G). In this paper, we consider the domination and signed domination numbers on commuting graph Γ(R) for non-commutative ring R with Z(R) = {0}. For a finite ring R, it is shown that γ(Γ(R)) + γ(Γ(R)) = |R| if and only if R is the non-commutative ring on 4 elements. Also we determine the domination number of Γ(∏ t i=1 R i ) and commuting graph of non-commutative ring R of order p 3 , where p is prime. Moreover we present an upper bound for the signed domination number of
The main results in this paper are the following.
Theorem A. Let R be a non-commutative ring of order n and Z(R) = {0}. Then i) γ(Γ(R)) + γ(Γ(R)) = n if and only if R is isomorphic with one of the following rings:
Theorem B. Let R be a non-commutative ring of order p 3 and 
, be noncommutative ring of order n i and Z(R i ) = {0}.
Theorem D. Let R be a non-commutative ring of order n and Z(R) = {0}. i) Let n be even. Then γ s (Γ(R)) = n − 1 if and only if R is isomorphic with one of the following rings: E = x, y | 2x = 2y = 0, x 2 = x, y 2 = y, xy = x, yx = y F = x, y | 2x = 2y = 0, x 2 = x, y 2 = y, xy = y, yx = x . ii) Let n be odd. Then γ s (Γ(R)) = n − 1 if and only if Γ(R) is the union of n−1 2 copies of P 2 .
Preliminaries
First we give some facts that are needed in the section III.
On commuting graph
Lemma 2.1.1 Let R be a non-commutative ring of order n and Z(R) = {0}. If Γ(R) contains a vertex of degree k, then k > n−1 2 .
Proof. On the contrary, let v be a vertex of
Lemma 2.1.2 Let R be a non-commutative ring of order n and Z(R) = {0}. Then Γ(R) is not a cycle. Also, Γ(R) does not have C 4 as a component.
Proof. On the contrary, let Γ(R) = C n−1 and v 1 , . . . ,
, which is a contradiction. Therefore Γ(R) is not a cycle. Also let Γ(R) has C 4 as a component and let
Lemma 2.1.3 Let R be a non-commutative ring of order n and Z(R) = {0}. Then Γ(R) does not have both an isolated vertex and a vertex of degree one.
Proof. On the contrary, let x be an isolated vertex and y be a vertex of degree 1 in Γ(R). So C(x) = {0, x} and C(y) = {0, y, −y}. If C(x) + C(y) = H, then H is a subgroup of (R, +) and |H| = 6. Since x + y ∈ H and O(x + y) = 6, (H, +) is a cyclic group. Thus C(x + y) = H. It follows that K 5 is a subgraph of commuting graph. So x is not an isolated vertex, which is contradiction. Theorem 2.1.4 [14] Let R be a non-commutative finite ring with |R| > 4. Then diam(Γ(R)) = 2. Theorem 2.1.5 [14] Let R be a non-commutative ring. Then Γ(R) is not a complete bipartite graph. Lemma 2.1.6 Let R be a non-commutative ring of order n and Z(R) = {0}. Then n = 6.
Proof. On the contrary, let n = 6. By Lemma 2.
Since there is no 3−regular graph on 5 vertices, ∆(Γ(R)) = 4. Hence Γ(R) is one of the graphs that are shown in figure 1.
In both graphs, Γ(R) is a union of isolated vertices and copies of P 2 , contrary to Lemma 2.1.3. Therefore n = 6. Corollary 2.1.7 Let R be a non-commutative ring of order n and Z(R) = {0}. Then n = 4 or n ≥ 8. Lemma 2.1.8 Let R be a ring of order p, where p is prime. Then R is a commutative ring.
Proof. The proof is straightforward. Theorem 2.1.9 [14] Let R be a non-commutative ring of order p 2 , where p is a prime number. Then R is one of the following rings.
Theorem 2.1.10 [14] Let R be a non-commutative finite ring with diam(Γ(R)) = 1. Then R is of type E or F (see Theorem 2.1.9). Theorem 2.1.11 [2] For any non-commutative ring R and x, y ∈ V(Γ(R)), there is a path between x and y in Γ(R) whose length is at most two.
Lemma 2.1.12 Let R be a finite ring of order p 2 and Z(R) = {0}. Then R is commutative.
Proof. On the contrary, let R be a noncommutative ring. It follows immediately that
Lemma 2.1.13 Let R be a non-commutative ring and x, y ∈ V(Γ(R)) such that C(x) and C(y) are commutative. If y ∈ C(x), then C(x) = C(y).
Proof. The proof is straightforward. 
On domination number
Lemma 2.2.1 [12] Let G be a graph on n vertices. Then γ(G) = 1 if and only if ∆(G) = n − 1. Theorem 2.2.2 [13] Let G be a graph on n vertices. Then
Theorem 2.2.3 [7] Let G be a graph without isolated vertices on n vertices such that n is even. Then γ(G) = Theorem 2.2.5 [5] , [18] For any graph G,
Theorem 2.2.6 [16] If a graph G has no isolated vertices, then
γ(G) ≤ n+2−δ(G) 2 .
On signed domination number
Lemma 2.3.1 [10] A graph G has γ s (G) = n if and only if every v ∈ G is either isolated, an endvertex or adjacent to an endvertex.
Lemma 2.3.2
Let G be a graph on n vertices and α be an odd number. Then γ s (G) = n − α.
Proof. The proof is straightforward.
Theorem 2.3.3 [11] Let K n be a complete graph on n vertices. Then
Lemma 2.3.4 Let G be a graph with
Lemma 2.3.5 Let R be a non-commutative ring of order 8 and Z(R) = {0}. Then γ s (Γ(R)) = 1.
is a 4-regular graph on 7 vertices, which are depicted in figure 2.
In both graphs, Γ(R) = C 7 , contrary to Lemma 2.1.2. Let ∆(Γ(R)) = 6. Then Γ(R) has at least two vertices v and u of degree 4. We consider the following two cases.
. This case will be divided into 2 subcases.
. Then by the above argument, z 1 and z 2 have exactly two common neigbours. But v, u, y 2 , x 2 ∈ N(z 1 ) ∩ N(z 2 ), which is a contradiction. Hence
, which is impossible. Therefore this case will not happen.
We claim that deg(z i ) = 6, where 1 ≤ i ≤ 4. On the contrary, let there exist 1 ≤ i ≤ 4 such that deg(z i ) = 4. Since z i ∈ N(v), as in the Case 1, z i and v should have two common neigbours. Hence deg(z i ) = 5, which is a contradiction.
If g is a signed domination function on Γ(R) and |{w; g(w) = −1}| > 3, then g[ ] = −1 for some ∈ {z 1 , z 2 , z 3 , z 4 }, which is a contradiction. Therefore |V − (Γ(R))| = 3, and this completed the proof. Lemma 2.3.6 Let R be a non-commutative ring of order 2p, where p is an odd prime and Z(R) = {0}. Then γ s (Γ(R)) = 2.
is a complete graph, contrary to Theorem 2.1.4. If ∆(Γ(R)) = p, then we have a p-regular graph on 2p − 1 vertices, which is impossible. So ∆(Γ(R)) = 2p − 2 and Γ(R) has at least two vertices v and u of degree p. The following two cases will be considered. {0, v, x 1 , . . . , x p−2 } and C(u) = {0, u, y 1 , . . . , y p−2 }. Thus |C(v) ∩ C(u)| = 1 and so |C(v) + C(u)| = p 2 > 2p, which is impossible. Therefore this case will not happen.
We claim that induced subgraph on {z 1 , z 2 , . . . , z p−3 } is empty. On the contrary, let z 1 ∈ N(z 2
If g is a signed domination function on Γ(R) and |{w; g(w) = −1}| > p − 1, then g[ ] = −1 for some ∈ {α 1 , . . . , α p }, which is contradiction. Therefore |V − (Γ(R))| = p − 1 and this completed the proof.
Main Results
In this section we prove our main results. Proof. On the contrary, let γ(Γ(R)) < 3. If γ(Γ(R)) = 1, then there exist x ∈ R \ Z(R) such that C(x) = R, which is impossible. Let γ(Γ(R)) = 2 and D = {x, y} be a dominating set in Γ(R). Then R = C(x) ∪ C(y). Hence C(x) ⊆ C(y) or C(y) ⊆ C(x). Without loss of generality, let C(x) ⊆ C(y). Then R = C(y) and so y ∈ Z(R), which is a contradiction. Lemma 3.1.4 Let R be a non-commutative ring of order n and Z(R) = {0}. Then γ(Γ(R)) = 3 if and only if R is isomorphic with one of the following rings: E = x, y : 2x = 2y = 0 , x 2 = x , y 2 = y , xy = x, yx = y F = x, y : 2x = 2y = 0 , x 2 = x , y 2 = y , xy = y, yx = x .
Domination number in Γ(R)
Theorem
Proof. It is not hard to see that γ(Γ(E)) = γ(Γ(F)) = 3. Conversely, let γ(Γ(R)
= 3 and D = {x, y, z} be a dominating set in Γ(R). Then R = C(x) ∪ C(y) ∪ C(z). By Theorem 2.1.14, (R, +) ∼ = Z 2 ⊕ Z 2 . On the other hand, exactly E and F are non-commutative rings between all rings of order four. Proof. Let D = {x} be a dominating set in Γ(R). So x is an isolated vertex in Γ(R), and so O(x) = 2. Hence n = 2k. On the contrary, let p | n, where p is an odd prime. So there exist y ∈ R such that O(y) = p. Hence py = 0, px = x and 2y = 0. So 2ypx = 0. Thus 2y ∈ C(x) and so 2y = x. It follows that O(y) = 4, which is a contradiction. Therefore n = 2 t . Lemma 3.1.7 Let R be a non-commutative ring of order odd number n, Z(R) = {0} and 3 n. Proof. On the contrary, let γ(Γ(R)) = 1 and D = {x} be a dominating set in Γ(R). So C(x) = Z(R) ∪ {x}. Let 0 = y ∈ Z(R). So x(y + x) = (y + x)x, and so y + x ∈ C(x). If y + x = x, then y = 0, which is impossible. Also if y + x ∈ Z(R), then x ∈ Z(R), which is a contradiction. Therefore γ(Γ(R)) ≥ 2. 
. Thus γ(Γ(R)) +
γ(Γ(R)) ≤ n − 1, which contradicts the assumption. Hence Γ(R) has at least one isolated vertex. Thus γ(Γ(R)) = 1 and so γ(Γ(R)) = n − 1. Therefore Γ(R) = (n − 1)K 1 and Γ(R) = K n−1 . By Theorem 2.1.10, R is of type E or F. The proof of converse is clear.
2 , contrary to Lemma 3.1.8. Hence Γ(R) has at least one isolated vertex and so γ(Γ(R)) = 1. Thus γ(Γ(R)) = n − 2. It is easy to see that Thus Γ(R) has at least one isolated vertex and so γ(Γ(R)) = n − 3. Let D = {x 1 , x 2 , . . . , x n−3 } be a dominating set in Γ(R). Then there exist unique vertices x i , x j ∈ D such that x n−1 ∈ N(x i ) and x n−2 ∈ N(x j ) in Γ(R). It is clear that induced subgraph on D \ {x i , x j } is empty. Let A = {x i , x j , x n−1 , x n−2 }. The proof will be divided into 2 cases. Case 1. If x i = x j , then by Lemma 2.1.3, induced subgraph on A is C 4 , contrary to Lemma 2.1.2. Case 2. If x i = x j , then by Lemma 2.1.3, induced subgraph on A is K 3 and so Γ(R) = K 3 ∪ (n − 4)K 1 . Also we has C(x n−1 ) = {0, x n−1 , x n−2 , x i = x j }. So 4 | n. Hence |R| = n is even. The proof of converse is clear. Lemma 3.1.12 Let R be a non-commutative ring of order p 3 and Z(R) = {0}. If x, y ∈ V(Γ(R)) and xy = yx, then C(x) ∩ C(y) = {0}.
Proof. Let z ∈ V(Γ(R)). Since C(z) is the addition subgroup of R, |C(z)| ∈ {p, p 2 }. The following 3 cases will be considered.
. By Lemmas 2.1.12 and 2.1.13, C(x) = C(z) and
. By Lemma 2.1.12, C(y) is commutative. So for every z ∈ C(y), zx = xz. Thus z ∈ C(x) and so C(y) ⊆ C(x). Hence C(y) = C(x), which contradicts the fact that y / ∈ C(x). This completes the proof.
Proof of Theorem B. Let x, y ∈ V(Γ(R)) and y / ∈ C(x). Then |C(x)|, |C(y)| ∈ {p, p 2 }. Also by Lemma 3.1.12, C(x) ∩ C(y) = {0}. Let |C(x)| = |C(y)| = p. If z ∈ C(x), t ∈ C(y) and zt = tz, then by Lemma 2.1.13, C(x) = C(z), C(y) = C(t) and C(z) = C(t). So C(x) = C(y), which is impossible. Therefore Γ(R) is the disjoint union of copies of the complete graph of size p − 1. So |V(Γ(R))| = (p − 1). On the other hand we have |V(Γ(R))| = p 3 − 1.
, t ∈ C(y), then zt = tz. Therefore Γ(R) is the disjoint union of 1 copies of the complete graph of size p − 1 and 2 copies of the complete graph of size p 2 − 1.
, which is impossible.
Proof of Theorem C. Let γ(Γ(R
Theorem 3.1.13 Let R 1 be a non-commutative ring of order n 1 and Z(R 1 ) = 0. Also, let R 2 be a commutative ring of order n 2 . Then
K n 2 such that the members of V(K n 2 ) are the elements of R 2 . It is easy to see that G ∼ = G .
It is sufficient to prove that
This contradicts the fact that D is a dominating set in Γ(R 1 ). Thus D is a dominating set in G , as claimed. Hence γ(G ) = γ(Γ(R 1 )). proof. Let γ s (Γ(R)) = n − 1. By Lemma 2.3.1, every v ∈ V(Γ(R)) is either isolated, an endvertex or adjacent to an endvertex. If x is an isolated vertex in Γ(R), then C(x) = Z(R) ∪ {x}.
Signed domination number in Γ(R)
Since n is an odd number, u = −v and so deg(u) = 1. Therefore Γ(R) is the union of n−c 2 copies of P 2 . The proof of converse is simple. 
proof. i) On the contrary, let v ∈ V(Γ(R)) and
. So f is a signed dominating function. This implies that |V − (Γ(R))| ≥ t + 1, contrary to assumption. ii) On the contrary, let |R| ≥ 4t + 3. By Lemma 2.1.1, δ(Γ(R)) ≥ 2t + 2, which is a contradiction. Theorem 3.2.4 Let R be a non-commutative ring of order n and Z(R) = {0}. Then γ s (Γ(R)) / ∈ {n − 1, n − 5}.
proof. On the contrary, let γ s (Γ(R)) ∈ {n − 1, n − 5}. We consider the following two cases. Case 1. Let γ s (Γ(R)) = n − 1. If n = 4, then Γ(R) = K 3 and so γ s (Γ(R)) = n − 1. By corollary 2.1.7, n ≥ 8. Since Γ(R) is a connected graph, by Lemma 2.3.1, every v ∈ Γ(R) is an endvertex or adjacent to an endvertex. We claim that Γ(R) have exactly one vertex with degree greater than 1. Suppose that deg(u), deg(v) > 1. So there are x, y ∈ V(Γ(R)) such that x ∈ N(u) and y ∈ N(v). Since Γ(R) is a connected graph and by theorem 2.1.4, diam(Γ(R)) = 2, v = u and x − v − u. Hence Γ(R) ∼ = K 1,n , contrary to Theorem 2.1.5. Therefore γ s (Γ(R)) = n − 1.
Case 2.
Let γ s (Γ(R)) = n − 5. Then |V − (Γ(R))| = 2. By Lemma 3.2.3, δ(Γ(R)) ≤ 5 and n ≤ 10. By Corrolary 2.1.7, n ≥ 8. By Lemmas 2.3.5 and 2.3.6, n / ∈ {8, 10}. Let n = 9 and v ∈ V(Γ(R)) such that deg(v) = k = δ(Γ(R)). By Lemma 2.1.1, k ≥ 5 and so δ(Γ(R)) = 5. Hence |C(v)| 9, a contradiction. Therefore γ s (Γ(R)) = n − 5. Theorem 3.2.5 Let R be a non-commutative ring of order n and Z(R) = {0}. Then γ s (Γ(R)) = n − 3 if and only if R is isomorphic with one of the following rings E = x, y | 2x = 2y = 0, x 2 = x, y 2 = y, xy = x, yx = y F = x, y | 2x = 2y = 0, x 2 = x, y 2 = y, xy = y, yx = x .
Proof.
Let γ s (Γ(R)) = n − 3. Then |V − (Γ(R))| = 1. By Corrolary 2.1.7 and Lemma 3.2.3, n = 4 and δ(Γ(R)) = 2. Thus Γ(R) = K 3 . Hence by Theorem 2.1.10, R is one of the following rings E = x, y | 2x = 2y = 0, x 2 = x, y 2 = y, xy = x, yx = y F = x, y | 2x = 2y = 0, x 2 = x, y 2 = y, xy = y, yx = x . The proof of converse is straightforward. Hence |V − (Γ(∏
We consider the following two cases. Case 1. Let δ be odd. Then γ s (Γ(∏
It follows that 
