





















Attention mechanism has been widely used for the interpretation of the text analysis tasks. However, the 
attention-based method is sensitive to noise and perturbations. Also, rank-based correlation metrics have been 
used to analyze the relationship between attention and gradients; but using such rank-based metrics often yields 
inaccurate results. Therefore, the questions of how to train attention robust to perturbation and how to correctly 
evaluate the relationship between attention and gradients remain open. Inspired by interpretable adversarial 
training (iAdvT), I propose Attention iAdvT, which provides attention robust to perturbations. For evaluationg 
the proposed method and other methods, I rethought the evaluation metric and evaluated it through experiments 
on various NLP tasks, using four open datasets. These experiments confirmed that the proposed Attention iAdvT 
not only demonstrated the best performance on almost all tasks, but their attention was also most highly 
correlated with those of gradient-based methods on all tasks. 








の 2 つの方法が用いられている． 































せるために，adversarial training (AdvT) [6]と呼ばれる正則
化手法が提案されている．また，この AdvT を NLP タス
クに導入する Word AdvT では，単語ベクトルに対して摂
動を入力し，誤分類に対する頑健性を向上させている [7]．
さらに，より解釈しやすい摂動を導入する interpretable 
adversarial training (iAdvT) を単語ベクトルに適用した
Word iAdvT が提案され，成果を上げている [8]． 
本研究では頑健な注意機構の学習を達成する普遍的な
手法の提案として，単語ベクトルに対してではなく，注意



















語彙を𝑉としたときに𝑥% ∈ 𝑉を𝑡番目の単語として，𝑋 =
(𝑥*,⋯𝑥-) = (𝑥%)%/*- のように表すことができる．また𝑌は
出力のクラス数とする． 
次に𝑥%に対応する𝐷次元の単語ベクトル𝒘 ∈ ℝ4を考え
る．単語列𝑋に対応する単語ベクトル列  𝑋5は𝑋5 = (𝑤%)%/*-
と書ける．このとき，𝑌5は𝑌におけるクラスラベルに対応
する．したがって，𝑁個の訓練データ𝒟は𝑋5と𝑌5のペアから
なる集合𝒟 = 9:𝑋5;, 𝑌5;<=;/*
>
として表すことができる． 
ベースライン Jain ら [4] にしたがって，注意機構を持
つ LSTM ベースのエンコーダ Enc を用いて入力𝑋5をエン






𝛼I = softmax:𝜙(𝒉,𝑸)< ∈ ℝ-. 
ここで，𝜙は additive attention [1] を考慮した． 
最終的に，パラメータ𝑊を持つ全結合層は予測𝒒を𝒒 =






















単語に対する敵対的摂動 単語に対する adversarial 
training (Word AdvT) [7] は提案手法である Attention 

























interpretable adversarial training (Word iAdvT) [8] 




































本研究では，解釈可能な adversarial training を注意機構
に適用することにより，より頑健な注意の訓練を目指す．




























,where	𝑔% = ∇ − log:𝑌5[𝑋5
uv(),𝑊<. 
４． 実験 





Jain ら [4] と厳密に比較するために，同様のデータセ
ットの使用および前処理の適用を行い評価に用いた．デ
ータセットは train : valid: test = 6 : 2 : 2 の割合で分割を行
った．提案手法である Attenton iAdvT の有効性を確認す
るために，比較実験ではベースラインのモデルとして Jain
らのモデルを使用し，敵対的摂動学習を用いている Word 




適化には Adam を使用し，すべての実験において𝜆 = 1と












手法である Attention iAdvT が他のモデルよりも強い相関
を示した． 
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