The nonlinear formalism developed by Zwanzig and Mori is utilized to derive a kinetic equation for the distribution of monomer phase space coordinates and a coarse-grained momentum density. Several simplifying approximations are then introduced into the exact kinetic equation. The resulting approximate description is shown to be closely related to the starting equations of the Freed-Edwards theory. The former differs, however, due to the presence of a non-Stoke's frictional term which accounts for dissipation of monomer momentum fluctuations relative to the local velocity field of the solvent. Two applications of the approximate description are considered. A derivation of an equation for the two-time configuration space distribution function ljI(y, y', t) is presented, where y denotes the collection of monomer position vectors. It is demonstrated that ljI(y,y', t) satisfies an equation similar to the Kirkwood-Riseman equation. Nonlinear couplings of the polymer distribution function to monomer momenta and the momentum density of the solvent lead to a diffusion tensor in which hydrodynamic interactions are characterized by a coarse-grained Oseen tensor. The correlation function formulation of the intrinsic viscosity proposed by Stockmayer et al. is extended to finite wavevectors and polymer concentrations. The specific viscosity is identified as the sum of two terms involving the mechanical contribution to the polymer momentum flux tensor and the diffusion current of chain segments.
I. INTRODUCTION
It is well known in polymer dynamics that one must account for the excitation of hydrodynamic modes in a solvent in order to correctly predict the transport properties of a polymer solution. 1 -7 Traditionally, hydrodynamic interactions have been accounted for phenomenologically within the context of the 5, 6 theories. These theories treat these interactions in terms of Oseen's expression for the velocity field produced by a point source [assuming laminar flow, Eq. (4. 1)].
During the past several years, considerable effort has been devoted to the derivation of dynamical equations for a polymer solution from a microscopic viewpoint. 9 -13 These equations are applicable to the calculation of various transport coefficients characterizing the solution. Furthermore, such derivations should clarify the underlying assumptions in the well-known phenomenological theories of polymer dynamics. Yamakawa et al. and Curtiss et al. have derived Fokker-Planck equations for the polymer configuration space distribution function. 9 -11 In each of these derivations a term corresponding to a diffusion tensor is identified. However, the relationship between these diffusion tensors and those of the phenomenological theories remains unclear.
There has also been some speculation regarding the correlation function formulation of the intrinsic viscosity proposed by Stockmayer et al. 14 Linear response theory predicts that the frequency dependent shear viscosity may be calculated according to the following expres- where ~-1 is the temperature of the system (in units of energy); V is the volume of the system, and the brackets refer to an eqUilibrium average. 1S J(t) is the x-y contribution to the momentum flux tensor. Starting with Eq. (1.1), Doi and Okano and Yamakawa et al. have derived correlation function formulas for the intrinsic viscosity in terms of the reduced polymer dynamics. 9, 10, 18 Although these formulations are similar to that proposed by Stockmayer et aI., hydrodynamic interactions must still be introduced phenomenologically.
The previous derivations indicate that developing a theory in terms of reduced polymer dynamics alone may be insufficient to understand the microscopic origin of the hydrodynamic interactions. On the other hand, a coupled description of the polymer-solvent dynamics, as pointed out by Freed and Edwards, automatically gi ves rise to interactions of the Oseen type. 6 Recently, Kapral et al. have successfully incorporated hydrodynamic interactions into a microscopic calculation of the dynamic structure factor, S(k, w), for a polymer molecule. 1 ! This was done using the modecoupling theory of Kawasaki and Fixman. 17, 16 Kapral et al. considered the bilinear coupling of the local monomer density for a chain to the coarse-grained [see Eq. (3.2)J, transverse momentum density of the entire solution. Their result is in agreement with the calculation of Akcasu and GUrol. 19 The latter started with the Kirkwood-Riseman equation.
The objective of this paper is the development of a dynamical theory of dilute polymer solutions from a microscopic viewpoint which takes full account of hydrodynamic excitations. The origin of these excitations is conveniently discussed in terms of the nonlinear formalism developed by Zwanzig and MorL 20, 21 A brief review of the nonlinear formalism will be presented in Sec. II. In Sec. III, a kinetic equation will be derived for the collection of monomer phase space coordinates and a coarse -grained transverse momentum density. This choice of variables is in close analogy with that of the Freed-Edwards theory. Some simple approximations are introduced into this equation. The resulting description is then shown to have a similar structure to the starting equations of the Freed-Edwards theory (for discrete chain models). In Sec. IV, the approximate description is used to derive equations for the polymer two-time configuration space distribution function and the transverse momentum density autocorrelation function. When times much longer than collisional time scales are considered, the former reduces to a Kirkwood-Riseman-like equation. Hydrodynamic interactions are represented by a coarse-grained Oseen tensor. The frequency and wave-vector dependent specific viscosity is identified by observing the equation for the momentum density autocorrelation function. This will be written as the sum of two terms. The first of these involves only the mechanical contribution to the polymer momentum flux tensor. The second term is related to the diffusion flow of individual chain segments. A summary is presented in Sec. V.
II. THE NONLINEAR FORMALISM
Consider a system, in the absence of external fields, which evolves according to the laws of classical mechanics. Let (2.1) denote the collective set of phase coordinates of the system, where XI and PI denote the position and momentum coordinates of the ith particle, respectively. Furthermore, suppose that the ith particle experiences a force Fl' The latter may be written in terms of a potential U by the relation
Since we will be interested in the interaction of particles with a field, it will be instructive to develop the formalism using a functional notation. 22 Let {A "'(x)} ={A "(x, r)} represent a set of real fields parameterized by x. The time evolution of A" (x) is determined by the classical Liouville operator (2.4) and m} is the mass of partic Ie j. A'" (x) will be assumed to have an expansion in terms of an orthonormal basis
The set {«PI (x)} satisfy the usual properties of orthonormality and completeness:
Define a distribution on the space of functionals of {A "(x) } by the relation
' " ~~ The collection {af} represent a countable infinite set of real numbers which may take on values between ± 00. Thus, the time evolution of any functional of the form (2.10) where the operation
Mori has shown that S[alt] satisfies the following equation 20 :
The quantities appearing in Eq. (2. 11) are defined as follows: JC is the system Hamiltonian.
In order to interpret the terms appearing in Eq. (2.11) it is helpful to regard the state vector A as consisting of a ~et of local macroscopic fie Ids (i. e., the conse rved densities). w [a] represents the equilibrium distribution in a-space. Indeed, the equilibrium average of any functional FG4] may be written as
The set {xa} may then be regarded as a set of generalized thermodynamic forces. The tensor L[a, a' It] is a kinetic tensor which will be responsible for dissipation in the system. It is related to the force density Rg [a] Two physical assumptions about the nature of the fields {A a (x)} will be made:
(i) The time scales associated with the variation of {Aa(x)} are much larger than the correlation times of {Ra(x, t)}.
(ii) A smallness is associated with the time derivatives A (x) =iLA(x) (Le., in the case of the conserved densities, smallness is associated with the magnitude of a restricted set of wave vectors). [a,a'lx,x',t] 
into which the Markov assumption has also been introduced. Consistent with Eq. (2.23) one also has 
where it is noted that ( 
Equation (2.32) provides a convenient starting point for the application of projection operators onto dynamical variables of interest. Similar starting points have been used in connection with the polymer problem by Bixon, Zwanzig, Akcasu, and GiirolandFreed ef al. Z5 -27 ,19 However, these authors have used the adjoints of the Kirkwood and Rouse (i.e., nondraining and free-draining) operators.
Although Eq. (2.32) bears a formal resemblance to original Liouville equation, there are two major advantages of having first gone to the nonlinear formalism: 
III. APPLICATION TO POLYMERS
In this section, the nonlinear formalism will be applied to a solution of identical polymer molecules satisfying nNm/c «1 , (3.1) where n is the polymer number density, N is the number of segments per molecule, m is the segment mass, and c is the solvent mass concentration. The system will be contained in a large volume V.
The polymer solution will be characterized by the collective set of monomer phase space coordinates and a transverse momentum density. This set of variables will be taken as sufficient to describe the full polymersolvent dynamics. When it is necessary to distinguish between microscopic variables and their realizations, the former will include r as part of their argument. Thus, microscopic position and momentum coordinates and their realizations shall be denoted by {xj{r), Pl(r)} and {Xj, PI}, respectively.
A coarse-grained, transverse momentum density will be defined byz8
where
The length scale l will be taken to be much larger than any solvent correlation length. This restriction allows the treatment of the solvent as a viscous continuum. We will also see that the presence of S(k) is equivalent to , considering only incompressible modes of the solvent.
The realization of g~(k, r) is g~(k).
The dynamical vector to be considered will consist of {xl(r), PI (r)} and g~(k, r) ,
( 3.5) and (3.6) The dynamical vector A, Eq. (3.5), is of a more general form than that discussed in the previous section. However, this generalization will not affect the structure of the dynamical equations for A [i. e., Eq. (2.25)]. The functional notation may be applied directly to g~(k) for systems of infinite volume. However, one must keep track of the restrictions on g~ and k. This is done most easily with the help of Eqs. (3.3)-(3.4). For example,
Having discussed the relevant variables of the system, an equation will be obtained for
In terms of Eq. (3.6), Eqs. (2.12)-(2.14) become where (" )==iL(). Using a property of the 6-function results in
Since the momentum density gl is a conserved variable, Substituting Eqs. (3.12) and (3.13) into (3.11) yields (3.14)
The expression for R, Eq. (2.15), may now be evaluated:
Let us write PI (r) as the sum of two terms:
• a
where U, involves only monomer coordinates, and U I is I the polymer-solvent interaction. Thus, a ( a ) -11
or 6 1 is determined by the polymer-solvent interaction.
6 1 is analogous to the fluctuating force which appears in the theory of Brownian motion.
As discussed earlier, the approximate form of the kinetic tensor involves a Markov assumption and requires that [oloa. QA] be small. 24 The former relies on the assertion that collisional time scales within the solvent, and those of the solvent with monomers, are much shorter than the time scales characterizing {x, p, gl}' The latter, however, requires that we discuss the contributions of x, p, and gl to L separately. polymer solution E: -1.9 In order to justify this expansion, therefore, note that each monomer is coupled to its neighbors through strong bonding potentials. Clearly, the energy associated with bonding is much larger than that associated with polymer-solvent interactions. Let (u(t)6, R,S)
Substituting Eqs. (3.8)-(3.10), (3.14)-(3.16) into Eq. (2.25) results in the following equation for S[x,P,glltj:
Two additional assumptions will now be introduced. We expect that the only parameters needed to describe dissipation in a polymer solution are the solvent viscosity and a friction coefficient per monomer. This situation may be achieved in Eq. (3.17) by supposing that L[a] w-1 is quite insensitive to changes in a and that cross effects are unimportant. Therefore, L[a] w-1 will be replaced by its average and the cross effects neglected:
From symmetry consideration one has (3.19 ) and
where ~ and 7)(k) are chosen to have dimensions of a friction coefficient and viscosity, respectively. For simplicity we shall also approximate 7)(k) "" 7)(0) = 17. Equation (3.17) will still be rather complicated due to terms like w[x, p, g~], (PI ,g) w-1 and (rr~, S) w-1 • These terms will, however, be amenable to a set of simple approximations which retain the basic physics of the problem (i. e., hydrodynamic coupling).
Note that w [x, p, g~] may be expressed as the product of two terms: conditional to a set of fixed monomer coordinates. fo(x, p) is the polymer equilibrium distribution:
where U(x) consists of Up plus the average effect of the solvent on a set of fixed monomers.
Since a dilute system is being considered, the coupling of p(rsollx, p) to monomer coordinates may be ignored to zeroth order in the polymer concentration. Thus, the conditional average in Eq. (3.21) may be replaced by an average over the pure solvent distribution, p(r Sol )' Secondly, the restriction placed on the wave vector k, Eq. (3.4), and the fact that g~(r.OI) consists of a large number of contributions allows one to approximate the remaining average by
(3.24)
as a consequence of the central limit theorem. The appropriate normalization for <I> may be absorbed into the measure D[g~]. Equation (3.24) is not surprising, since for a structureless medium one would expect the distribution of U to depend only on the kinetic energy of the solvent.
The thermodynamic forces, Xp,~, X" are computed using Eqs. (3.10), (3.21)-(3.24). As a result, one obtains a a 
In order to check the stationarity of w = foiP with respect to;m:, it will be sufficient to look at the effect of the streaming operator alone. The action of the nonstreamingcontribution to ;m: on w vanishes by construction:
Some physical understanding of the terms appearing in Eq. (3.31) may be gained by observing the moments of this equation with respect to xi> Pi> u(k) and gi(k). Taking moments with respect to the first three variables results in These equations have a structure similar to the starting equations of the Freed-Edwards theory.6 However, they differ due to the presence of a non-Stokes frictional force, ~[m-lpj -c-1u(x J )], and the absence of the no-slip boundary condition at the polymer-solvent interface. The latter condition would result from averaging Eqs. (3.32)-(3.34) with respect to an appropriately constrained momentum distribution. The non-I'tokes term would then vanish, and the average of 6'(t) would play the role of the Lagrange multiplier which enters the Freed-Edwards theory.
Furthermore, note that only incompressible modes of the solvent are being treated since indicating a clear separation between polymer and solvent contributions to the solution viscosity.
(3.37)
IV. RELATION TO PREVIOUS THEORIES
In this section, tne approximate Fokker-Planck description, Eq. (3.31), will be used to discuss two aspects of polymer dynamics: the Kirkwood-Riseman equation and the correlation function expression for the specific viscosity. Hydrodynamic interactions enter into these equations through the Oseen tensor: (4.1 ) Kapral et al. have shown that T may be accounted for in the dynamic structure factor for a chain by considering a bilinear coupling of the local monomer density to the momentum density of the solution.
12 A similar type of coupling will enter into the full configurational dynamics of a chain. This is seen by noting the equivalence of the entropic force appearing in the Kirkwood-Riseman theory to a consideration of bilinear couplings of the monomer momenta and solvent fluid velocity to the polymer configuration space distribution. The specific viscosity is then obtained from the relation As discussed earlier, hydrodynamic interactions can be related to bilinear couplings of the form {PJh(y)} and {u(k)h(y)}. However, due to the nonorthogonality of these variables to g~(k), it will be convenient to introduce and (4.13) <PI> is the projection operator onto the set {JJ(Y)}' Its form will be given below. 
Let us define

:t T"'(t)=AT"(t) •
The projection operator onto T, <P r , is given by Equations (4.24)-(4.26) are in a different form than usually presented due to the nonexistence of (T, T)"l. The evaluation of {l. T, q and qJ' T requires a knowledge of AT. For the purpose bf obtaining AT, however, it will be sufficient to look at the following quantities:
The components of {l. T are calculated in Appendix A with the aid of Eq. (4.27)-(4.30) and the defining relations for the components of T, Eqs. (4.3), (4.12), and (4.19).
In what follows, a restriction to times t »m/ ~ will be considered. The importance of the memory matrix qJ will, therefore, be determined by the characteristic time scaleS that are introduced into the equation for (T(t), T) for times t»m/~. It will first be necessary to consider the form of q(t), Eq. Thus, the contribution of the memory terms are determined by the evolution of {(P,Pk -15'k I(m/{:l))h(y)} and {u(k) P, h(y)} with respect to the modified evolution operator
One such contribution will be
Note that
where Eq. (4.2) has been used. In the last equation, it may be argued that ~m-I a;r'PrPIp,h(y)_m-I~-1 nPIPJh(Y) , where t:. is -bond length. 32 The streaming term has been neglected on the basis that In other words, the collision frequency is much larger than the frequency associated with the hopping of individual chain segments. For the purpose of estimating I, only diagonal terms will be retained in (4.33):
The other contributions to rp, having a similar structure to I, will contribute to roughly the same order. The effect of the memory matrix may, therefore, be neglected in Eq. (4.23) provided that we assume the validity of Eq. (4.34) and A second simplification that occurs is the neglect of time derivatives like (a/ at) (";(y, t), T), (a/at) (.1..(k, y, t), T) as compared to terms -~/m. These considerations lead to the following approximate description: 
Equations (4.37)-(4.39) may be used to solve for <i/y,t), T). This is done in Appendix B. According to Eq. (B5), <~(y,t), T) is given by We are now in a position to obtain equations for l/i(y, y', t) and C(k, t) defined by Eqs. One may apply similar considerations in obtaining an equation for C(k, t):
where the operator £. is defined by the following relations:
Comparing Eqs. (4.45) and (4.6) enables one to identify [T/(k, t»), Eq. (4.8) : The time evolution of polymer variables is determined by :C y in which hydrodynamic interactions enter through the modified Oseen tensor, T:k(y,Z). In the limit of infinite dilution and small k, f. t. approaches the form postulated by Stockmayer et al. 14, 33 Physically, f. t. represents that part of the viscosity which is due to mechanical forces acting on individual chain segments. The second term (s. t. ) is of a very different nature. For the purpose of understanding the presence of this term, consider an infinitely dilute system. Let us introduce the following notation: 1jJ(y, t) = one chain distribution function, VI(y, t) = average velocity of monomer i, u(k, t) = average solvent momentum denSity with wave-vector k, g~(k,t)=average momentum density of the solution.
Recall that the solvent contribution to the equation for gl(k, t) [1. e., Eq. (3.37) ] enters through a term like (k 2 7)/c)u(k, t). u(k, t) may be expressed in terms of gl and the polymer contribution to the momentum density:
YI . VI(y, t)1jJ(y, t).
(4.50) Equation (4.50) is obtained from the following considerations:
(i) 1~'1 S(k)A(k). me lt ' YI Vj(Y, t) = transverse and coarse-grained momentum density for one chain given the configuration y at time t.
(ii) Now average (i) with respect to 1jJ(y, t) and multiply the result by the total number of polymers, n V.
The diffusion approximation corresponds to setting There is, however, one important difference due to the presence of a non-Stokes frictional force. The former occurs when monomers are allowed to have velocity fluctuations relative to the solvent fluid velocity. Therefore, the present theory allows for slip, whereas the Freed-Edwards theory employs a no-slip boundary condition at the polymer-solvent interface.
The approximate Fokker-Planck description was then used to discuss the Kirkwood-Riseman equation and the correlation function formulation of the specific viscosity. This involved obtaining equations for the two-time configuration space distribution function, 1jJ(y, y' ,0, and the momentum density autocorrelation function, C(k, t). The former was seen to obey an equation similar to the Kirkwood-Riseman equation in which hydrodynamic interactions are present in the form of a coarse-grained Oseen tensor, T/k. The coarse-graining parameter 1 appears as a minimum length over which the solvent may be treated as a structureless continuum. It was demonstrated that T:" is related to nonlinear couplings of the polymer distribution function to the monomer momenta and the coarse-grained, transverse momentum density.
The equation for C(k, t) enabled one to identify the specific viscosity. This was expressed as the sum of two terms. The first term involved an autocorrelation function of the polymer momentum flux tensor. In the limit of infinite dilution and small wave vectors, this term reduces to the correlation function expression for the intrinsic viscosity proposed by Stockmayer et al.
The second term could be rel~ted to the diffusion flow of chain segments. Its effect vanishes in the small k Limit. It should be noted that the operator governing the time evolution of polymer variables in the expression for the specific viscosity approaches the Kirkwood-Riseman operator only in the limit of infinite dilution .
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