Abstract-We analyze the technology shocks identified by two different structural VAR models and compare them with classical and refined Solow residuals. The measures of technology are reasonably highly correlated. Alternative identifying restrictions in the VARs, however, have different theoretical as well as empirical consequences for the technology shocks. King et al.'s (1991) model and the classical Solow residual capture a mixture of technology and labor supply shocks, whereas the technology shocks from Galí's model and the refined Solow residuals are robust to the latter phenomenon. Moreover, we find that the two robust measures of technology are negatively correlated with hours worked.
I. Introduction
T HE identification of unobservable technology shocks plays a central role in several areas of macroeconomics. For example, Basu, Fernald, and Kimball (1998) and Galí (1999) evaluate the empirical merits of different business cycle models by investigating the relation between technology shocks and labor input. Both studies find that a positive technology shock has a contractionary short-run effect on hours worked, which is inconsistent with the predictions of the canonical real business cycle (RBC) model. 1 Because technology shocks cannot be observed, such evidence is necessarily conditioned on the particular method used to extract a measure of technology from the data.
A second field where empirical evidence on technology shocks is important is structural VAR studies of the sources of fluctuations in key economic variables. For example, King et al. (1991) , henceforth KPSW, study the extent to which technology shocks contribute to the variability of output, consumption, and investment. Similarly, Dolado and Jimeno (1997) investigate the sources of fluctuations in unemployment. A relevant question is then to what extent the different approaches for identifying technology shocks actually capture the true underlying phenomenon. This issue has been frequently debated in the literature on structural VAR models, but it has not been systematically studied empirically. Because structural shocks are inherently unobservable, there is no true measure against which the outcome of a VAR can be evaluated. However, technology shocks can also be extracted using the production function approach, a methodology pioneered by Solow (1957) and subsequently refined by Hall (1988 Hall ( , 1990 , Basu and Kimball (1997) , and others.
In this paper, we apply two different approaches for identifying technology shocks to coherent U.S. data in order to compare the measures of technology with each other and investigate whether they display similar cyclical behavior. To what extent do structural VAR models capture the same unobservable phenomenon as the production function approach? Does the evidence about the relationship between technology shocks and (for example) labor input differ between the methods used to capture the unobservable technological progress? If the implications for macroeconomic theory are similar across the approaches, potential differences between them are less consequential than if the empirical validity of RBC models depends on how technology shocks are identified.
We use two versions of the production function approach and two structural VAR models to estimate technological change for the U.S. nonfarm private economy: the classic Solow residual, a refined Solow residual constructed according to Basu and Kimball (1997) using data on hours per employee to control for varying factor utilization, a cointegrated three-variable VAR model à la KPSW, and a twovariable VAR in first differences as in Galí (1999) .
Our main findings can be summarized as follows:
(i) When the methods are supplied with coherent data, structural VAR models produce measures of technology shocks that are reasonably highly correlated with the production function residuals. (ii) Though we replicate the standard finding of a strongly procyclical Solow residual, the technology measures emerging from the Galí VAR and the refined Solow residuals are uncorrelated with output and negatively correlated with input. The KPSW technology shocks display a significant positive correlation with output, however. (iii) The exact formulation of the long-run restrictions used to identify technology in the structural VAR models appears to have a major effect on the results in the direction suggested by economic theory. The Galí (1999) specification is robust to labor supply shocks and demand shifts, whereas the KPSW measure is not.
The paper is organized as follows. Section II is devoted to data issues. Sections III and IV describe the structural VAR methodology and the production function approach. In section V, aggregation issues are discussed. Section VI presents the main results and studies various robustness issues. In section VII, we analyze the differences between the identifying restrictions of the VARs and present empirical evidence on what kind of noise the measures capture. Section VIII concludes.
II. The Data
The two approaches proposed to identify technology shocks require data aggregated to different levels. To avoid the aggregation bias created by heterogeneous parameters across industries, the production function approach requires disaggregated data. Industry data on gross output and inputs are only available at annual frequency. On the other hand, large cointegrated VAR models focus on the endogenous interaction between macroeconomic aggregates. Furthermore, the KPSW specification is preferably applied to quarterly rather than annual data, due to the large number of parameters to be estimated. Therefore, two U.S. data sets are used in this paper: annual disaggregate industry data and quarterly aggregate data. We try to render comparison between the approaches as exact as possible by constructing coherent data sets.
The disaggregate data set is developed by Dale Jorgenson and consists of a panel of 33 industries (roughly two-digit SIC level), covering the entire U.S. nonfarm private economy. It contains annual observations on gross output and inputs of capital, labor, energy, and materials for the period 1948 to 1991. The Jorgenson data set has been widely used, for example by Basu et al. (1998) and . Further details can be found in Jorgenson, Gollop, and Fraumeni (1987) . For comparability with the former two references, we focus on the sample period 1950-1989. Aggregate data on consumption, investment, and population for the period 1948:1 to 1989:4 were collected from the Bureau of Economic Analysis (see the data appendix for details). The aggregate quarterly output series used in the KPSW specification is constructed by imposing the quarterly pattern from the BEA data on the aggregated (annual) Jorgenson data. The small VAR in first differences of Galí (1999) is estimated on annual data using the aggregate output and hours series constructed from the Jorgenson data set (see section V).
III. Identification of Technology Shocks:
The VAR Approach VAR models can be used to extract a measure of technology by imposing restrictions on the long-run effects of the unobservable structural shocks. KPSW, Galí (1999) , and others present theoretical arguments to motivate their identifying restrictions. VAR studies typically employ similar restrictions based on characteristics that are shared by most macroeconomic models. Monetary shocks are identified using the long-run neutrality of money, that is, by assuming that monetary shocks do not affect real variables in the long run. Technology shocks are assumed to be the sole long-run driving force of real per capita output in the KPSW specification and of labor productivity in the Galí (1999) specification. The apparently subtle difference between the identifying assumptions of the KPSW and Galí (1999) models turns out to be potentially important, and we will return to this issue in section VII. King, Plosser, Stock, and Watson KPSW estimate a three-variable VAR containing the logs of output per capita, (y), consumption per capita (c), and investment per capita (i), where lowercase letters denote the log of the variable. We follow their approach and estimate the following cointegrated VAR:
A. A large VAR Model à la
where ⌬ is the first-difference operator, z ϭ [y, c, i]Ј, is a vector of drift terms, ⌸ is a reduced-rank matrix containing the error-correction parameters times the cointegrating vectors, ⌫ i denotes coefficient matrices i ϭ 1, . . . , L (where L is the number of lags), and t is a vector of white-noise disturbances. The cointegrated VAR in equation (1) can be rewritten as a common-trends model (see for example Hylleberg & Mizon, 1989) :
where
Here, z 0 is a vector of initial conditions, t is a vector of white-noise disturbances, and (L) is a matrix lag polynomial. Hence, the term (L) t constitutes the transitory component of z t . Given the dimension n of the VAR, the number of cointegrating vectors, r, in equation (1) determines the number of independent stochastic trends, k, in the common-trends model (2) as k ϭ n Ϫ r. The stochastic trends are denoted t , which is a k-dimensional vector of random walks with drift Ј and innovations t . Thus, the I(1) component of z t is captured by the term t , where the n ϫ k loading matrix ⍜ determines how the endogenous variables are affected by the permanent shocks t in the long run. The permanent shocks are also included in t as the first k elements, which allow them to affect the transitory or cyclical component of z t . The empirical model is hence consistent with the RBC notion that technology shocks can cause business cycle fluctuations. We estimate the KPSW specification for quarterly U.S. aggregate data. 2 As in all other empirical models in the paper, the estimation starts in 1950:1. Starting values and lags are constructed using earlier observations. The main features of the estimated KPSW specification, such as the cointegrating rank r and hence the number of stochastic 2 See KPSW for a more detailed description of the identification and the estimation procedure. The main difference between the data we use and KPSW's (besides a slightly different sample period, 1950:1-1989:4 instead of 1949:1-1988:4 ) is that we use the nonfarm business GDP corrected to match annual Jorgenson industry data instead of the private gross national product. trends, are consistent with KPSW's findings. Information criteria and misspecification tests indicate that three lags are appropriate.
The test statistics indicate two cointegrating vectors. 3 Following KPSW, the cointegrating vectors are normalized as long-run equilibrium relationships between consumption and output on one hand and investment and output on the other. The parameters of the cointegrating vectors have the expected signs and magnitudes. The coefficients on output are Ϫ1.176 and Ϫ1.389 in the long-run relationships for consumption and investment, respectively. We use unrestricted cointegrating vectors, because plausible sets of restrictions are rejected by the data. Given a three-variable VAR and two cointegrating vectors, we are left with a single common trend that drives output, investment, and consumption. Following KPSW, we interpret this stochastic trend as a technology trend. Galí (1999) Galí (1999) separates the influence of technology shocks from that of nontechnology shocks using a two-variable VAR-model containing the (stationary) first differences of labor productivity, lp t A , defined as output per hour, and hours worked, h t A . 4,5 Following Galí (1999), we focus on the following structural representation (suppressing drift terms):
B. A Small VAR Model à la
where C i,j (L), i ϭ 1, 2, j ϭ 1, 2 are lag polynomials, t t are the technology shocks, and t nt are the nontechnology shocks. Defining C(1) as the matrix of long-run multipliers, the identifying assumption that only technology affects labor productivity in the long run implies that C 12 (1) ϭ 0. This restriction allows us to recover the parameters, and in turn the structural shocks, as functions of the estimated parameters from the reduced-form VAR representation (see, for example, Blanchard & Quah, 1989) . To make the comparison across the approaches as exact as possible, we estimate the Galí specification on annual aggregate data constructed from the Jorgenson data. 6
IV. The Production Function Approach
The idea behind the production function approach is that technological change can be measured as the residual from a production function, taking increases in production factors and the intensity with which they are used into account. Basu and Kimball (1997) show that hours per employee can be used as a proxy for the unobservable utilization of both capital and labor. The intuition behind this idea is that in optimum, firms should be indifferent between different margins of adjustment. In particular, the costs of increasing output by increasing the number of hours per employee, enticing more effort given the number of hours per employee, or using capital more intensely should all be equal. Then, if adjusting on any of these margins is associated with a convex cost, hours per employee can be used as a proxy for the intensity with which the firm uses labor as well as capital. More specifically, Basu and Kimball (1997) derive the following specification:
where ⌬y it is the growth rate of gross output, is overall returns to scale, ⌬x it is a cost-share-weighted index of input growth rates (in terms of capital, labor, energy, and intermediate materials), ⌬hpe it is the growth rate of hours per employee, and i is an index over industries. 7 This specification has been employed by Basu et al. (1998) and to estimate technology growth. Under the assumptions of Basu and Kimball (1997) , ⌬hpe it will be a proxy for factor utilization growth. When implementing Basu and Kimball's (1997) specification empirically, we follow the strategy outlined by . First, we treat the cost shares in ⌬x it as constants and estimate them as the time averages of the respective cost shares. Second, we assume that firms make zero profit in the steady state. 8 Taking total costs as approximately equal to total revenues, we can infer the cost shares from factor shares in total revenues. The cost share of capital is then given as 1 minus the sum of the cost shares for other factors than capital. Finally, the growth rate of technology is modeled as ⌬a it ϭ ␣ i ϩ ε it , where ␣ i is the deterministic growth rate of technology and ε it a random disturbance. Because the firm is highly likely to consider the current state of technology when making its input choices, instrumental variable techniques are required to credibly identify the residuals from the robust production function specifications above as technology. We use the following standard instruments: the lagged Federal Reserve policy shock derived from an estimated reaction function of the Federal 3 The three trace statistics are 45.86, 21.34, and 0.07. The three max statistics are 24.53, 21.27, and 0.07.
4 Altig et al. (2002) and Christiano, Eichenbaum, and Vigfusson (2003) argue that hours are overdifferenced in the Galí specification. However, in as much as the debate on this issue is far from settled, we use the standard specification in this paper. 5 In a related paper Chang and Hong (2003) use a Solow residual instead of labor productivity in equation (4). 6 The construction of the annual aggregate value added (⌬y t A ) and the aggregate hours (⌬h t A ) series that we use to estimate the Galí model is described in section V.
Reserve, and the lagged growth rates of the real oil price and real defense spending. 9 Following Basu et al. (1998) and , we combine industries into four groups and restrict the hours-per-employee parameter ␥ in equation (5) to be equal across industries within the group. However, we do allow for industry-specific constants and heterogeneous returns to scale within each group. Each group is then estimated with standard 3SLS methods using the instruments discussed above.
The results presented in table 1 show that the null hypothesis of the Sargan tests of valid instruments and a correctly specified model cannot be rejected at the 5% level in any of the estimated systems. Table 1 also presents relevance measures of the instrument sets, namely, R 2 and partial R 2 (defined as in Shea, 1997) , averaged over industries. The challenge here is to find demand shift instruments that identify exogenous and linearly independent variation in the two endogenous right-side variables in equation (5). As reflected in the partial R 2 values, this is not an easy task. The relevance of the instrument set is low, and the results are somewhat sensitive to the exact specification of the instrument set. These problems are often encountered when estimating production function regressions, because it is difficult to find good instruments (see Burnside, 1996 , for a discussion). However, in as much as the comovements of technology and other variables as well as the mean and standard deviation for the technology series are similar to what is found in Basu et al. (1998) and , our approach appears to yield a typical estimate of technology (see table 1).
V. Aggregation Issues
To obtain an economy-wide robust production function technology measure, we need to aggregate the industrylevel series of technology change that we estimate with the Basu-Kimball (1997) specification to an aggregate measure for the nonfarm private economy. Following Basu et al. (1998) and , we define the aggregate technology change ⌬a t A as
where i is industry i's share of aggregate nominal value added, i is the returns to scale, and C V,i and C M,i are the time averages of the cost shares of energy and materials, respectively. The denominator in equation (6) converts gross output technology change to a value-added measure, which allows us to compare the aggregate technology measure from the robust production function approach to the technology measures from the structural VAR models, estimated using value-added data. To compare technology measures at different frequencies, we convert quarterly series to annual series by creating an annual technology levels series, taking the annual average of the four quarters of the year, and then calculating the annual growth rate.
Other aggregate variables that we will use in the following sections are aggregate real value-added growth, calculated as the weighted sum of industry-level Divisia value added:
where ⌬v i,t and ⌬m i,t denote the growth rates of energy and materials, respectively. The aggregate total hours growth, ⌬h t A , is defined as the log difference of the sum of total hours across industries, and the aggregate primary input index is defined as
where S H A is defined as the time average of the share of labor expenditures in aggregate nominal value added, and ⌬k t A is the first log difference of the sum of capital across industries. Given the definitions above, the classic Solow residual is defined as 10
9 The specification of the reaction function of the Federal Reserve follows Burnside (1996) and uses the three-month T-bill rate as the policy instrument. 10 We have also experimented with constructing the Solow residual by aggregating industry-level Solow residuals. This yields a very similar series. . The ARTS column presents the average returns to scale by group. The ␥ column gives point estimates of the hours per employee coefficient (heteroskedasticity-robust s.e. in parentheses). The Sargan column presents the P-value of the Sargan test of overidentfying restrictions. Average R 2 and Average partial R 2 correspond to averages of R 2 and partial R 2 's (defined as in Shea, 1997 ) across all industries. The BFK (1998)/BF (2001) row corresponds to the results for the Basu-Kimball specification presented in the papers by Basu et al. (1998) and . The BK row corresponds to the results from the Basu-Kimball specification as applied in this paper. Bold type denotes correlation significantly different from 0 at the 5% level.
VI. Do the Methods Capture the Same Phenomenon?
To study whether the different approaches capture the same unobservable phenomenon, we calculate correlations between the resulting technology shocks. In table 2 we compare four different measures of technology from the two main approaches: the classic Solow residual, the BasuKimball (1997) refined production function residual with hours per employee as proxy for factor utilization, structural technology shocks from the cointegrated three-variable VAR (KPSW), and structural technology shocks from the small two-variable VAR in first differences (Galí, 1999) . 11 Focusing first on the correlations between the VAR technology shocks and the production function residuals in the columns labeled SR (Solow residual) and BK (BasuKimball residual) in table 2, we see that all four measures of technology are positively related to each other, and generally significantly so. The correlations between the Galí (1999) VAR technology shocks and the classic and refined Solow residuals are 0.28 and 0.58, respectively. The correlations are somewhat lower in case of the KPSW measure: 0.57 and 0.18 for the Solow and Basu-Kimball (1997) production function residuals. There is thus a reasonably high correspondence between the two main approaches for identifying technological changes at the economy level. These results can be compared with those of KPSW and Kiley (1998) . The former find correlations between their measure of technology and the classical and refined Solow residuals of Hall (1988) equal to 0.48 and 0.19, respectively. Kiley documents an average correlation between his Galí-style industry-specific VAR technology shocks and refined (BK) Solow residuals of 0.23. 12 We also document a reasonable degree of coherence within each main approach for identifying technology shocks. The correlation between the technology shocks identified by the two structural VAR models is 0.23. These two specifications are estimated using different input data, hours worked, and labor productivity in the Galí (1999) case, and output, consumption, and investment in the KPSW case. Furthermore, the statistical setup differs between the two models [cf. equations (1) and (4)], as do the restrictions used to identify technology. The two VAR models nevertheless produce reasonably similar technology shocks. The classic and refined Solow residuals are even more closely related to each other: they have a correlation of 0.46.
A third observation from table 2 is that there is a tendency toward dichotomy among our four baseline measures of technology. The technology shocks emerging from the Galí (1999) model are highly correlated with the Basu-Kimball (1997) refined production function residuals, whereas the KPSW specification produces technology shocks that display a higher correlation with the classic Solow residual than with the Basu-Kimball (1997) measure. The correlation between the Galí (1999) VAR technology shocks and the refined production function residuals is higher than the correlations between the different measures belonging to the same approach. We will return to possible reasons for this phenomenon in section VII.
To study whether the different approaches for identifying technology shocks have similar properties in terms of cyclical behavior, we calculate correlations between the measures of technology and changes in output, input, and hours worked. The results are presented in table 2. First, it is clear that we replicate the standard finding of a strongly procyclical Solow residual. It has been argued that this is due to firms' responses to demand changes in the presence of phenomena such as imperfect competition, increasing returns to scale, and variable factor utilization rather than to truly procyclical technology shocks [see and the references therein]. We find that the cyclical 11 A potential difference between the VAR and the production function technology change measures is that the former are white noise, or shocks, by construction, whereas the latter are not subject to this constraint a priori. However, we do not find any evidence of autocorrelation in the classic Solow residual or in the Basu-Kimball (1997) refined production function residual.
12 Both Kiley (1998) and KPSW compare their own VAR technology shocks with production function residuals provided from other studies. However, neither study applies the methods to a common data set. behavior of the technology measures changes dramatically when these phenomena are allowed. The Basu-Kimball measure is uncorrelated with output growth (Ϫ0.00), but significantly negatively related to both the input index (Ϫ0.59) and changes in hours worked (Ϫ0.41).
An interesting finding is that the cyclical pattern of the technology measure derived from the Galí (1999) VAR model is very similar to what we observe for the BasuKimball measure. It is uncorrelated with output (Ϫ0.06), and significantly negatively related to changes in input (Ϫ0.46) and hours worked (Ϫ0.56). Technological improvements are associated with at least contemporary contractions in input and hours growth, whereas output growth does not increase significantly on impact. These results are at odds with RBC models' prediction of a positive contemporaneous response of output and inputs in response to a technology improvement. Moreover, the similarities in the cyclical behavior between the measures of the BasuKimball specification and the Galí VAR model confirm that these two measures reflect the same underlying unobservable phenomenon. The classic Solow residual leads to a different conclusion about the relationship between technology shocks and the business cycle. The technology shocks from the KPSW VAR display a less distinct procyclical behavior: the correlation with output is significantly positive, and the correlations with changes in input and hours worked are insignificant.
To study the robustness of the results, we have varied the number of lags included in the two VAR models. This has small effects on the results. Similarly, whether restrictions are imposed on the cointegrating space or not makes little difference to the resulting technology series captured by the KPSW model. We have also estimated the specification due to Burnside, Eichenbaum, and Rebelo (1995) , where energy consumption is used as proxy for capital utilization. Because energy is likely to be a good proxy only for the service flow of heavy equipment, we focus on manufacturing data. The correlation between the measures from the BasuKimball and Burnside specifications is as high as 0.76, and the qualitative relationships between technological changes and cyclical variables are the same for the two approaches (see Alexius & Carlsson, 2002) .
VII. Do the Methods Capture Technology?
A pattern that can be observed in table 2 is that the KPSW technology measure is more similar to the classic Solow residuals than to the refined production function residual of Basu and Kimball. The Galí technology measure is characterized by the opposite behavior and displays a higher correlation with the Basu-Kimball measure than with the Solow residual.
A first indication of what noise the technology shocks from the two structural VAR models capture can be extracted from the two production function residuals. The difference between the Solow residual and the BasuKimball measure is that the latter is purged of nontechnology-induced variation. Hence, the component of the Solow residual that is orthogonal to the Basu-Kimball measure consists of non-technology-related variation. It can be isolated by regressing the Solow residual on a constant and the Basu-Kimball residual. This nontechnology component (NTC) of the Solow residual is highly procyclical (its correlation with changes in real output is 0.93). As shown in table 3, the technology shocks from the two structural VARs pick up these nontechnology shocks to varying extent. The KPSW measure is significantly positively related to the nontechnology component, whereas the corresponding correlation for the Galí measure is only 0.01. Thus the results indicate that the technology measure derived from the Sample 1951 Sample -1989 . Bold type denotes correlation significantly different from 0 at the 5% level. P-values in parentheses. KPSW denotes the KPSW model with three lags; Galí, the the Galí model with one lag; SW, the Shapiro-Watson model with one lag. The KPSW model is estimated on quarterly data. All other models are estimated on annual data. NTC is the nontechnology component of the Solow residual derived by regressing the Solow residual on a constant and the BK measure. The prefix ⌬ denotes the first log difference, and (Ϫ1) indicates the first lag.
KPSW model mixes technology shocks with nontechnology phenomena. The Galí model, on the other hand, appears to be much more robust to nontechnology variation.
Possible reasons for the systematic difference between the technology measures identified by the two structural VARs can be extracted by considering the restrictions used to separate technology shocks from other structural shocks. In the KPSW specification, technology shocks are identified by assuming that no other shocks have permanent effects on real output per capita. Galí (1999) , on the other hand, uses the assumption that only technology shocks have long-run effects on labor productivity (output per hour). The implications of these identifying assumptions can be analyzed in the context of a dynamic general equilibrium (DGE) model. For instance, Shapiro and Watson (1988) consider a reducedform DGE model where long-run movements in output are due both to changes in technology and to permanent shocks to labor supply. The KPSW specification will interpret permanent shifts in per capita labor supply as changes in technology. However, permanent shifts in labor supply have no long-run effect on output per hour (labor productivity) in a standard DGE model [see Francis and Ramey (2001) for a discussion]. 13 Thus, the identifying assumption of Galí (1999) is robust to the presence of permanent labor supply shocks. Shapiro and Watson (1988) show empirically that a permanent labor supply shock has a positive effect on output, both initially and in the long run. As output rises, we also expect the Solow residual to rise, due for example to procyclical factor utilization. Thus, the Solow residual may also misinterpret the permanent labor supply shock as a positive technology shock. Permanent labor supply shocks are thus likely to have a positive effect on the correlation between the classic Solow residual and the technology measure of KPSW as well as on the correlation between these two measures and output. Basu and Kimball's (1997) approach should be neutral to labor supply shocks, because the approach controls for factor utilization as well as factor accumulation. Hence, labor supply shocks could drive a wedge between the technology measures of KPSW and the Solow residual on one hand and the Galí (1999) and the Basu-Kimball measure on the other.
To investigate how the different measures of technology are related to labor supply shocks, we estimate Shapiro and Watson's (1988) four-variable VAR on our data. 14 Shapiro and Watson (1988) identify labor supply shocks and technology shocks by assuming that though both structural shocks affect output in the long run, only the former have long-run effects on hours worked. The correlations between our four measures of technology on the one hand and Shapiro and Watson's (1988) shocks to technology and labor supply on the other are shown in table 3. As expected, the Galí measure is insignificantly correlated with the labor supply shocks (Ϫ0.10), whereas the corresponding correlation for the KPSW technology shocks is significantly positive (0.63). Hence, the results support our conjecture that labor supply shocks drive a wedge between the KPSW and Galí measures of technology. Second, the production function residuals display a similar pattern as the Solow residual is positively correlated with labor supply shocks (0.48) whereas the Basu-Kimball (1997) measure is insignificantly correlated (Ϫ0.22). Both the KPSW measure and the classic Solow residual appear to capture a mixture of changes in technology and changes in labor supply.
A final observation from table 3 is that the technology shocks emerging from the Shapiro-Watson (1988) model are almost perfectly correlated with the Galí measure. This is not surprising, given that the Galí model is a subset of the Shapiro-Watson specification in that the long-run effects of labor supply shocks on output and hours are restricted to be equal in the latter model. Thus, the Galí specification includes the ratio of output to hours as the input variable, whereas output and hours enter separately in the ShapiroWatson model. The restriction above would however force output and hours to enter as a ratio. The unrestricted estimates of the long-run effects of labor supply shocks on ⌬h t A and ⌬y t A are 0.015 and 0.014: they are almost identical. One further step to investigate the extent to which our four measures really capture technological progress is, in the spirit of Evans (1992) , to calculate the correlations between technology and the demand shift instruments used in the production function regressions: the lagged monetary policy shock, the lagged change in real defense spending, and the lagged change in the real oil price. The results are shown in table 3. All significant correlations concern the monetary policy shock, which is negatively related to the Solow residual, the KPSW structural technology shock, and the nontechnology component of the Solow residual. We have thus identified a second source of mismeasurement that the classic Solow residual has in common with the KPSW model. Once again the Basu-Kimball and Galí measures appear to be empirically more robust measures of technology.
VIII. Conclusions
We have estimated technological change by applying two versions of the production function approach and two structural VAR models to coherent data. A first issue is the extent to which they capture the same phenomenon. Structural VAR models produce technology measures that are reasonably highly correlated with the classic and the refined Solow residuals, thus confirming that the VAR methodology for disentangling structural shocks makes sense. In particular, the small VAR à la Galí (1999) produces technology shocks 13 This is due to the fact that when the labor supply increases, capital will be accumulated until factor prices and labor productivity return to their previous values.
14 The Shapiro and Watson (1988) that have a correlation of 0.58 with the refined Solow residual of Basu and Kimball (1997) .
A second issue is whether the different measures of technology display similar cyclical behavior. The results for the Galí approach and the refined version of the Solow residual are almost identical. Technological improvements are associated with contemporary contractions in input and hours, whereas there is no significant increase in output. In contrast, the classical Solow residual is found to be strongly procyclical, as in other studies. The KPSW cointegrated VAR produces a measure of technology that is less procyclical than the classical Solow residual but still significantly positively related to changes in output.
The Galí (1999) specification captures technology shocks that are closely related to the refined Solow residual of Basu and Kimball (1997) , whereas the technology shocks from the large, cointegrated KPSW model resemble the classic Solow residual. This systematic difference between the results from the two structural VAR models appears to be a consequence of the differences in the identifying restrictions. The KPSW measure includes permanent changes in per capita labor supply and therefore captures supply shocks in general rather than pure technological progress. The technology measure produced by the Galí (1999) specification is, however, robust to the presence of permanent shocks to the labor supply. This theoretical implication of the long-run identifying restrictions is supported by empirical evidence in that the KPSW technology shocks display a significant correlation with the labor supply shocks identified in Shapiro and Watson's (1988) structural VAR. The Galí (1999) measure of technology, on the other hand, appears empirically as well as theoretically robust to changes in labor supply and is also uncorrelated with proxies for changes in demand. The exact formulation of the restrictions used to identify technology shocks hence appears to have important effects on the results in the direction suggested by economic theory.
DATA APPENDIX
The output (value added) volume index and current price series for the nonfarm business sector are collected from the U.S. National Income and Product Accounts (NIPA), downloaded from the BEA Web site. These series are then used to construct a chained 1987 dollar series (matching the Jorgenson data using 1987 as reference year) and the implicit deflator.
The investment series is defined as gross private fixed investment. The investment volume index and current price series are collected from the NIPA, downloaded from the BEA Web site. These series are then used to construct a chained 1987 dollar series.
The total population series is collected from the NIPA, downloaded from the BEA Web site.
The consumption series is defined as personal consumption expenditures. Consumption volume index and current price series are collected from the NIPA, downloaded from the BEA Web site. These series are then used to construct a chained 1987 dollar series.
The price level is measured as the implicit deflator discussed above.
The nominal interest rate series is measured as the three-month U.S. Treasury bill rate, and is collected from the Federal Reserve Board of Governors Web site. Monthly observations are averaged to annual observations.
The disaggregate U.S. data set is fully described in Jorgenson et al. (1987) and was downloaded from Dale Jorgenson's Web site. Total hours worked and employment were kindly provided by Jon Samuels. The growth rate of hours per employee series, ⌬hpe, used to estimate equation (5) is de-meaned. The instruments used in the production function regressions are constructed as follows:
The Federal Reserve policy shocks are measured as the residuals from an estimated reaction function of the Federal Reserve as in Burnside (1996) [see Alexius and Carlsson (2002) for details], using the threemonth T-bill rate as the policy instrument.
The real oil price is measured as the producer price index for crude petroleum, taken from the BLS Web site, deflated with the GDP deflator collected from the NIPA, downloaded from the BEA Web site.
The real defense spendings series is measured as national defense outlays deflated with the GDP deflator. Both series are collected from the NIPA, downloaded from the BEA Web site.
