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Abstract
In multi-target tracking (MTT), we are often interested not only in finding the position of the multiple objects,
but also allowing individual objects to be uniquely identified with the passage of time, by placing a label on each
track. While there are many MTT algorithms that produce uniquely identified tracks as output, most of them make
use of certain heuristics and/or unrealistic assumptions that makes the global result suboptimal of Bayesian sense.
An innovative way of performing MTT is the so-called joint multi-target tracking, where the raw output of
the algorithm, rather than being already the collection of output tracks, is a multi-target density calculated by
approximating the Bayesian recursion that considers the entire system to have a single multidimensional state. The
raw output, i.e. the calculated multi-target density, is thereafter processed to obtain output tracks to be displayed to
the operator. This elegant approach, at least in theory, would allow us to precisely represent multi-target statistics.
However, most joint MTT methods in the literature handle the problem of track labelling in an ad-hoc, i.e.
non-Bayesian manner. A number of methods, however, have suggested that the multi-target density, calculated using
the Bayesian recursion, should contain information not only about the location of the individual objects but also
their identities.
This approach, that we refer as joint MTTL (joint multi-target tracking and labelling), looks intuitively advan-
tageous. It would allow us, at least in theory, to obtain an output consisting of labelled tracks that is optimal in
Bayesian sense. Moreover, it would allow us to have statistical information about the assigned labels; for instance,
we would know what is the probability that track swap may have occurred after some approximation of targets (or,
in simpler words, we would know how much we can believe that a target is what the display says that it is).
However, the methods proposed in the still emerging joint MTTL literature do not address some problems that
may considerably reduce the usefulness of the approach. These problems include: track coalescence after targets
move closely to each other, gradual loss of ambiguity information when particle filters or multiple hypotheses
approaches are used, and dealing with unknown/varying number of targets. As we are going to see, each of the
previously proposed methods handles only a subset of these problems. Moreover, while obtaining a Bayes-optimal
output of labelled tracks is one of the main motivations for joint MTTL, how such output should be obtained is a
matter of debate.
This work will tackle the joint MTTL problem together with a companion memorandum. In this work, we
look at the problem from a theoretical perspective, i.e. we aim to provide an accurate and algorithm-independent
picture of the aforementioned problems. An algorithm that actually handles these problems will be proposed in the
companion memorandum.
As one of the contributions of the memorandum, we clearly characterize the so-called “mixed labelling”
phenomenon that leads to track coalescence and other problems, and we verify that, unlike implied in previous
literature, it is a physical phenomenon inherent of the MTTL problem rather than specific to a particular approach.
We also show how mixed labelling leads to nontrivial issues in practical implementations of joint MTTL. As another
of the contributions of the memorandum, we propose a conceptual, algorithm-independent track extraction method
for joint MTTL estimators, that gives an output with clear physical interpretation for the user.
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2ABBREVIATIONS
ATC Air Traffic Control
EAP Expected a Posteriori
FISST Finite Set Statistics
JMP Joint Multi-target Probability
JoM estimate Joint Multi-target estimate
JPDA Joint Probabilistic Data Association
MAP Maximum a Posteriori
MHT Multiple Hypothesis Tracking
MMOSPA Minimum Mean Optimal SubPattern Assignment
MMSE Minimum Mean Square Error
MTT Multi-Target Tracking
MTTL Multi-Target Tracking and Labelling
MeMBer filter Multi-target Multi-Bernoulli filter
NN Nearest-Neighbor
OJMP Ordered Joint Multi-target Probability
OSPA Optimal SubPattern Assignment
PHD Probability Hypothesis Density
PPI Partition-Permutation-Invariant
RFS Random Finite Set
rms root mean square
SMC Sequential Monte Carlo
I. INTRODUCTION
EARLY multi-target tracking approaches consisted of treating the problem as a set of separate single-targettracking problems, each solved using a suitable Bayesian estimator, with the results of single-object estimation
integrated by a separate process to form a global result. This process could involve one-to-one association of
observations to tracks (corresponding to the Nearest-Neighbor (NN) algorithm), update of tracks according to the
measurement-to-track association probabilities (corresponding to the Joint Probabilistic Data Association (JPDA)), or
maintenance of multiple hypotheses of measurement-to-track associations (corresponding to the Multiple Hypothesis
Tracking (MHT)). This approach was referred by Mahler [1] as “bottom-up” multi-target tracking, in the sense that
it consists of proposing a solution to a considerably simpler (i.e. “lower”) problem, and then using complementary
steps to extend the solution to a more general (i.e. “higher”) problem.
An alternative approach to MTT is based on the calculation of the posterior density functions that statistically
represent the entire multi-target scenario, i.e. based on direct multi-target Bayesian estimation. Since the exact
solution of this highly general problem is generally not tractable, additional approximations and assumptions have to
be made. This approach, referred by Mahler [1] as “top-down” multi-target tracking, includes techniques such as the
Joint Multi-target Particle Filter [2], the Probability Hypothesis Density (PHD) filter [3] and the multi-target multi-
Bernoulli (MeMBer) filter [4, ch. 17]. The approach is referred as top-down because it consists of first describing
the most general and complex problem, and thereafter making successive approximations and simplifications until
the problem becomes solvable. Since these approaches treat the entire multi-target scenario as having a single
multi-dimensional state, they are sometimes also referred as “joint multi-target tracking” (joint MTT) approaches.
Typically, “bottom-up” methods can be considered point estimators, in the sense that they directly compute the
output tracks to be displayed to the operator. In contrast, “top-down” methods are density estimators, since their raw
output is an approximation of the multi-target density. Obtaining the track output from this approximated density
requires an additional step, referred as “track extraction”. There are some exceptions to this division: for instance,
the Hypothesis-Oriented MHT is derived as a “bottom-up” method, but it computes some sort of multi-target density,
which also requires a posterior step of track extraction. To facilitate our discussion, when we refer to “joint MTT”,
we are considering MTT density estimators in general.
In the “basic” MTT problem, we are only interested in knowing where the targets are (or more generally, their
kinematic states), without caring about their identities. An extension of the “basic” problem is the track labelling
3problem, where we are also required to assign a label to each track, such that we can identify the same object
across different time steps.
In general, MTT point estimators already produce uniquely identified tracks, so the track labelling problem
is solved together with tracking itself. However, since these methods do not attempt to implement the rigorous
Bayesian framework, track labelling – just like tracking itself, is suboptimal in the sense that it does not match the
true posterior probabilities of the multi-target scenario, i.e. the true probabilities given all available observations
and prior information.
In joint MTT, there are two possible approaches:
1) To not include target identity information in the multi-target density, as done in [5]–[7]. From that density we
may extract either unlabelled or labelled tracks. However, since the information about identities is missing
from the densities, track labelling must be done ad-hoc, generally by looking only at the last computed density
and the tracks extracted in the previous iteration. Therefore, we can say that although these methods take a
“top-down” approach to tracking, they handle track labelling in a “bottom-up” manner;
2) To include target identity (i.e. labels) information in the multi-target density, turning the MTT density estimator
into a MTTL density estimator. This can be made explicitly or implicitly as we are going to explain later.
This approach may be described as “top-down” tracking, “top-down” labelling, that we hereby refer as joint
multi-target tracking and labelling (joint MTTL).
A summary of the three approaches to multi-target tracking and labelling is shown in Fig. 1.
Fig. 1. A summary of the three approaches to multi-target tracking and labelling (“MT density” is used as abbreviation for “multi-target
density”)
As remarked by Mahler [4, p. 506], optimal joint MTTL is generally computationally unfeasible, except perhaps
for small numbers of targets. However, there are two good reasons that make us interested on it. First, the formulation
of computationally unfeasible methods may, with some extra work, lead to feasible approximations that do not lose
too much in performance – after all, that is the principle of the “top-down” approach. Second, for some applications,
MTT point estimation and joint MTT (without labelling) may simply not be sufficient.
An example is shown in Fig. 2. Let us assume that, at some initial time, we track a target with well-known
identity. After some time, other three targets appear, and they move as a group together with the original target
for some time. After that, the targets, and hence the tracks, separate. However, due to process and measurement
noises, no multi-target tracker will be able to tell accurately which track corresponds to the original target. Still, in
many situations, the following information may be useful:
1) Which track is more likely to correspond to the original target?
2) How much confidence do we have that this track indeed corresponds to the original target?
3) What other tracks have considerable chance of corresponding to the original target?
The first question is not optimally addressed (in Bayesian sense) by MTT point estimators, neither by joint MTT
(without labelling) approaches. And these approaches do not address questions 2 and 3 at all! Joint MTTL, at least
in principle, is able to provide accurate answers for all these questions.
4Fig. 2. Motivating example to perform joint MTTL
This idea of estimating track labels jointly with states is known for some time in the literature. An early work
of Salmond, Fisher and Gordon [8] considered track labels to be implicitly included in the multi-target state. More
precisely, if the multi-target state is a vector of form
[
X
′(1)
k , X
′(2)
k
]′
, where k denotes the time index and ′ denotes
the transpose operator, they considered that the sub-state X
(1)
k always correspond to the same actual target (also
across different times), and the same applies for the sub-state X
(2)
k .
Naturally, this idea can be easily extended to 3+ targets, by assuming that for a multi-target state
[
X
′(1)
k , . . . , X
′(t)
k
]′
formed by concatenating the states of t targets, there is a one-to-one relationship between vector indices 1, . . . , t
and actual target identities. This approach has led to some interesting insights about the joint MTTL problem, in
particular, over the situation where targets move for a while in close proximity to each other and thereafter separate
(i.e. precisely the situation shown in Fig. 2). Blom, Bloem, Boers and Driessen [9] identified that this situation
causes the resulting multi-target distribution to become multi-modal, causing the Minimum Mean Square Error
(MMSE) estimate to result in track coalescence1. The situation, referred as “mixed labelling” [10], is illustrated in
Fig. 3 using a particle filter.
Fig. 3. Particle representation of the multi-target distribution in a situation where mixed labelling occurs. The squares show the particles
for the state of target t1, and the circles for the state of t2. The “+” and “X” symbols denote the resulting tracks if the MMSE estimate is
used. Source: [11]
Another interesting phenomenon, identified by Boers, Sviestins and Driessen [10], is the effect of the so-called
“self-resolving” property of particle filters on mixed labelling. Self-resolving causes the information about existing
ambiguities (like mixed labelling) to gradually disappear with time. Since this elimination of ambiguity happens
only because of a limitation of the particle filter approximation, rather than inherently due to the Bayesian recursion,
1This is not the same type of track coalescence identified by Mahler in [4, p. 496], as we are going to explain in Section III-D1.
5it would give us a deceptively high confidence that the assigned labels are the correct labels, when in reality a large
uncertainty may be associated with them.
As we are going to see in Section II-A1, assuming that each vector index corresponds to a particular target
identity does not allow us to handle scenarios where targets may appear and disappear. A more general approach,
mentioned by Musick, Kastella and Mahler [12], is to add track labels explicitly as state elements to the multi-target
state. This idea seems to have been first applied by Ma, Vo, Singh and Baddeley [13], to a problem of detecting
speakers in a room.
However, while some recent methods [14], [15] based on implicit inclusion of labels to the multi-target state
have mechanisms to deal with the aforementioned track coalescence and self-resolving problems, no method based
on explicit inclusion of labels has implemented such mechanisms. A possible explanation is the belief, indirectly
implied in [10], that mixed labelling would only happen in joint MTTL approaches using vector representations
of the multi-target state, and would thus not affect approaches that represent multi-target states in finite set form.
As we are going to see later, this is not true; mixed labelling (and its consequences) can happen regardless of the
state representation.
Another point of interest, rarely mentioned in the literature, is whether the proposed methods for track extraction
have clear physical interpretation. As illustrated in Fig. 1, joint MTTL consists of two steps: multi-target density
calculation and track extraction. Thus, even if the calculated multi-target density is a good approximation of the
true posterior density, we must still ask ourselves whether our method of track extraction can correctly answer our
previous questions over the example from Fig. 2. This is obviously not the case when there is track coalescence,
but we cannot say that any method that avoids track coalescence automatically provides the correct answer to our
questions – after all, different methods are going to give different answers. Note that even in the literature about
joint MTT (that does not take labelling into account), there is no unanimous choice of track extraction method (see
e.g. [16]–[19]).
In this work, together with a companion memorandum, we will make an in-depth discussion of the joint MTTL
problem. This work will focus on a theoretical analysis of the difficulties associated with the problem, whereas
the companion memorandum will propose an algorithm to address these difficulties. The reason of this division,
other than obvious space limitations, is to avoid obfuscating the algorithm-free theoretical results with a specific
practical implementation. Our work attempts to look at the MTTL problem from a physical point of view, rather
than looking at a particular mathematical formulation or an algorithm (such as the Joint Multi-target Particle Filter),
that could lead to results that only make sense in the context of this particular approach/algorithm
The contributions of this work are:
1) We describe, link an review the three joint MTTL mathematical formulations that have been considered in
previous literature;
2) We provide mathematical characterization of the mixed labelling phenomenon, explain its physical interpre-
tation, and its consequences to track extraction;
3) We describe the “self-resolving” property of particle filters (and other approaches based on hypothesis
pruning), with emphasis on its consequences to the joint MTTL problem;
4) We identify the desirable properties of a track extraction method for joint MTTL;
5) We review the existing track extraction methods for joint MTTL;
6) We propose a track extraction scheme (together with a theoretically sound definition of “track labelling
probabilities”) that can be used with general joint MTTL algorithms. We show how to implement this scheme
using the set MHT algorithm described by Crouse, Willet, Svensson, Svensson and Guerriero [11].
This work is organized as follows. This Section is concluded by presenting notation conventions that will be
used throughout this work. Section II presents a detailed review of the different mathematical formulations of the
joint MTTL problem available in the literature. Section III presents a mathematical analysis of the mixed labelling
phenomenon and its practical consequences for joint MTTL algorithms. Section IV discusses track extraction for
joint MTTL, and proposes a new method. Finally, Section V draws conclusions and discusses future work.
NOTATION CONVENTIONS
An upper-case letter (like X) will denote a vector-valued random variable, and its lower-case counterpart (like x)
will, as usual, denote a particular realization. An upper-case bold-faced letter (like X) will denote a finite set-valued
random variable, and its lower-case counterpart will denote the corresponding realization.
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HOW THE SAME REAL-WORLD MULTI-TARGET SCENARIO IS MATHEMATICALLY REPRESENTED IN THE THREE FORMULATIONS OF THE
JOINT MTTL PROBLEM
Physical state OJMP FISST JMP
p
([
2
4
]
,
[
3
1
])
f






2
4
A

 ,


3
1
B






p




2
4
A

 ,


3
1
B



 and
p




3
1
B

 ,


2
4
A




The letter P will be specifically used to denote a probability distribution that describes the problem of interest,
and p to denote a general probability density function (i.e. a Radon-Nikodym derivative of P w.r.t. an appropriate
reference measure). For RFS densities (described in Section II-A2) we will use the letter f instead of p, with similar
conventions.
If a vector-valued realization x of a multi-target state has form
[
x′(1), x(2), . . . , x′(t)
]′
(where t is the number of
targets and ′, as earlier mentioned, denotes the transpose operator), x∗ will be used to denote a realization that is
obtained by performing an arbitrary sequence of permutations on the target states that compose x, such that x 6= x∗.
For the expectation of a function g(x), we will use the notation Ep(x)[g(X)], where the subscript p(x) denotes
the probability density (or RFS density) that the expectation is taken over.
II. MATHEMATICAL FORMULATIONS OF THE JOINT MTTL PROBLEM
Formulating the single-target tracking problem is straightforward. We define a stochastic process Xk (with k
being the time index), consisting in a random vector with continuous and sometimes also discrete state elements.
We thereafter attempt to calculate the posterior probability density p(xk|Z
k), where Zk denotes the set of all
available observations until and including time k. If yk denotes the last observation, at each iteration, the posterior
may be recursively calculated by the well-known Bayes formula
p(xk|Z
k) =
1
c
p(yk|xk)
∫
p(xk|xk−1)p(xk−1|Z
k−1)dxk−1 (1)
where c does not depend on xk. The Markov density p(xk|xk−1) and the likelihood function p(yk|xk) should be
designed to replicate respectively the actual target dynamics and observation.
Unfortunately, there is no “obvious” way to extend this approach to the MTTL problem. In Section II-A, we
describe the three mathematical formulations that have been previously proposed, and in Section II-B, we compare
them and show how they are related to each other. A summary of them, in terms of how a real-world multi-target
scenario is represented in each of them, is shown in Table I.
A. Description of formulations
1) The Ordered Joint Multi-target Probability (OJMP) formulation: If we assume that there are no target births
and deaths, the simple single-target approach can be easily extended to the MTTL problem. The multi-target
state may be represented by a regular random vector formed by concatenating the individual target states, i.e.
Xk =
[
X
′(1)
k , . . . , X
′(t)
k
]′
, where t is the total number of targets, and we assume that each single-target target state
X
(i)
k corresponds always to the same target (across multiple realizations of Xk and across different times k). In
other words, we assume that there is a one-to-one correspondence between vector indices an actual target identities.
The posterior probability density on this state would be given by p
(
x
(1)
k , . . . , x
(t)
k
∣∣Zk). We refer to this approach
as Ordered Joint Multi-target Probability (OJMP).
Unfortunately, this approach is unable to handle the situation where targets may appear or disappear. To illustrate
that, let us assume that at time k − 1 there are two targets, say A and B, and the multi-target density is given
7by p
(
x
(1)
k−1, x
(2)
k−1
∣∣Zk−1), where we assume that state x(1)k−1 corresponds to target A and state x(2)k−1 corresponds
to target B. Now, assume that at time k, there is a 20% chance that either target A or B disappears (with equal
probability) and a new target C arrives. What would a realization of the posterior p
(
x
(1)
k , x
(2)
k
∣∣Zk) thereafter mean?
A state of form
[
x
′(1)
k , x
′(2)
k
]′
simply does not tell us whether it refers to targets A or B, B or C, or A and C. For
this reason, target birth and death problems are typically not considered in the OJMP approach.
Joint MTTL algorithms based on the OJMP approach, other than the straightforward particle filter implementation
proposed in [8], include the set MHT [11], the decomposed particle filter [14], and the auxiliary variable marginal
particle filter with mirror particles [15].
2) The Finite Set Statistics (FISST) formulation: In the FISST formulation (originally described by Mahler [20]),
the multi-target state, rather than being represented by a random vector, is represented by a random finite set (RFS)
of form Xk =
{
X
(1)
k , . . . , X
(Tk)
k
}
, where k denotes the time index, X
(i)
k is a random vector denoting the state of
a single target i, and Tk, the number of targets, is also a random variable. A detailed description of FISST and its
application to the multi-target tracking problem can be found in [4]; in this work, we will just emphasize a few
aspects relevant to our discussion.
In order to perform joint MTTL with the FISST formulation, we need to explicitly add labels to the multi-target
state. In other words, the single-target state X
(i)
k should have form
X
(i)
k =
[
S
(i)
k
L
(i)
k
]
(2)
where S
(i)
k denotes the target state itself (position, velocity, etc.) and L
(i)
k denotes its assigned label. In FISST, the
statistical information about this RFS state is represented by a RFS density2:
f(xk|Z
k) = f
({[
s
′(1)
k , l
(1)
k
]′
, . . . ,
[
s
′(tk)
k , l
(tk)
k
]′} ∣∣Zk) . (3)
The RFS density is a special function that takes a finite set as an argument and returns a scalar. It is not a regular
probability density, in the sense that it is not a Radon-Nikodym derivative of a probability measure, rather being
a set derivative of a Belief measure (these concepts are not strictly necessary to our discussion, but the interested
reader may look at [4, ch. 11]). However, what matters to us is that it can be used to calculate the posterior multi-
target probability distribution P . For instance, assuming that the single-target state (without label information) S
(i)
k
is a continuous random variable, the probability that there are tk targets with labels l
(1)
k , . . . , l
(tk)
k , with target l
(1)
k
being confined in a region Θ
(1)
k , target l
(2)
k being confined in a region Θ
(2)
k , etc., is given by
P
({
Tk = tk, S
(1)
k ∈ Θ
(1)
k , L
(1)
k = l
(1)
k , . . . , S
(tk)
k ∈ Θ
(tk)
k , L
(tk)
k = l
(tk)
k
} ∣∣Zk)
=
∫
Θ
(1)
k
. . .
∫
Θ
(tk)
k
f
({[
s
′(1)
k , l
(1)
k
]′
, . . . ,
[
s
′(tk)
k , l
(tk)
k
]′} ∣∣Zk) ds(1)k . . . ds(tk)k . (4)
The Bayesian recursion for the RFS density has a form quite similar to the recursion for a regular probability
density (see [4, pp. 483–484]). Although for a single target, the label information is time-invariant, labels for the
entire state Xk may change with time due to target birth and death. This behavior must be taken in account when
designing the Markov RFS density f(xk+1|xk).
Proposed joint MTTL algorithms based on the FISST approach include the Sequential Monte Carlo (SMC)
multi-target Bayes filter extended with track labels [13], the particle Markov chain Monte Carlo filter [21], and the
particle labelling PHD filter [22].
2The RFS density is referred as “multi-object density” in [4]. It should not be confused with the PHD; the relationship between these two
quantities is described in [4, pp. 576–577].
83) The Joint Multi-target Probability (JMP) formulation: In the JMP formulation, originally described by Kastella
[16], the multi-target state is represented by a regular random vector formed by concatenating the individual target
states, i.e. Xk =
[
X
′(1)
k , . . . , X
′(tk)
k
]′
.
Since a vector has fixed cardinality, to handle scenarios with varying number of targets it is necessary to use
a family of conventional probability densities, consisting of one density for each possible number of objects, i.e.
p
(
x
(1)
k
∣∣Zk) for a single target, p(x(1)k , x(2)k ∣∣Zk) for two targets, up to p(x(1)k , . . . , x(tmax)k ∣∣Zk) for some upper
limit on the number of targets tmax. The probability that no targets exist P (∅|Z
k) needs also to be included in the
family. This family of densities is collectively referred as Joint Multi-target Probability Density (JMPD).
An important aspect of the JMP approach (and also what fundamentally distinguishes it from the OJMP approach)
is that although it uses a vector representation, it does not actually assume any relation between the vector indices
of Xk and the target actual identities. For instance, assuming that there are two targets with one-dimensional states,
one realization of the multi-target state [5,−1]′ and another one [−1, 5]′ mean exactly the same thing: that there is
one unidentified target located at 5 and another one at −1.
As remarked in Kreucher, Kastella and Hero [18], this implies that the JMPD (or more precisely, its composing
densities) must be symmetric w.r.t. to permutations of target indices (or in other words, the JMPD is “permutation-
invariant”), i.e. p(xk|Z
k) = p(x∗k|Z
k).
Since the vector indices are unrelated to identities, in order to perform joint MTTL, labels must be explicitly
included as part of the state, just like in the FISST approach. As pointed out in [18], doing that does not change
the fact that the JMPD is permutation-invariant. The probability measure considered in (4) can also be calculated
from the JMPD, being given by
P
({
Tk = tk, S
(1)
k ∈ Θ
(1)
k , L
(1)
k = l
(1)
k , . . . , S
(tk)
k ∈ Θ
(tk)
k , L
(tk)
k = l
(tk)
k
} ∣∣Zk)
= tk!
∫
Θ
(1)
k
. . .
∫
Θ
(tk)
k
p
([
s
′(1)
k , l
(1)
k
]′
, . . . ,
[
s
′(tk)
k , l
(tk)
k
]′ ∣∣Zk) ds(1)k . . . ds(tk)k . (5)
Joint MTTL approaches based on the JMP approach include the joint multi-target particle filter extended with
track labels [23], and the joint multi-track particle filter [24].
B. A conceptual analysis of the three joint MTTL approaches
1) Relation between the alternative formulations: The equivalence between the JMPD and the RFS density is
known for quite some time, being remarked by Musick, Kastella and Mahler [12], who noted that
p
(
x
(1)
k , . . . , x
(tk)
k
∣∣Zk) = 1
tk!
f
({
x
(1)
k , . . . , x
(tk)
k
} ∣∣Zk) . (6)
To find the relation between the FISST/JMP approaches and the OJMP, observe first that assuming that target
indices have one-to-one correspondence with actual target identities is the same as extending the target state with
labels and assuming that one particular assignment of labels to states is the “correct” one. The probability density
considered in the OJMP approach (that we denote as “q
l
(1)
k ,...,l
(tk)
k
” to avoid confusion and emphasize its dependence
on the assumption of well-known target identities) is therefore related to the JMPD:
q
l
(1)
k ,...,l
(tk)
k
(
s
(1)
k , . . . , s
(tk)
k
∣∣Zk) = p(s(1)k , . . . , s(tk)k ∣∣l(1)k , . . . , l(tk)k , Zk) (7)
=
p
([
s
′(1)
k , l
(1)
k
]′
, . . . ,
[
s
′(tk)
k , l
(tk)
k
]′ ∣∣Zk)
p
(
l
(1)
k , . . . , l
(tk)
k
∣∣Zk) (8)
=
p
(
x(1), . . . , x(tk)
∣∣Zk)
p
(
l
(1)
k , . . . , l
(tk)
k
∣∣Zk) (9)
where p
(
l
(1)
k , . . . , l
(tk)
k
∣∣Zk) is the posterior density of the label information. This probability density, just as its
RFS counterpart f
({
l
(1)
k , . . . , l
(tk)
k
} ∣∣Zk), are related to the posterior probability of the number of targets and the
9target identities existing at time k:
P
({
Tk = tk, L
(1)
k = l
(1)
k , . . . , L
(tk)
k = l
(tk)
k
} ∣∣Zk)
= tk!p
(
l
(1)
k , . . . , l
(tk)
k
∣∣Zk)
= f
({
l
(1)
k , . . . , l
(tk)
k
} ∣∣Zk) . (10)
For instance, if f({A,B,C}|Zk) = 0.6, f({A,B}|Zk) = 0.3 and f({A,C}|Zk) = 0.1, this means that at time
k there is a 60% chance that all three targets A, B and C are present in the scene, a 30% chance that only targets
A and B are present, and a 10% chance that only targets A and C are present.
To relate the OJMP and FISST approaches, we are going to make use of the following definition:
Definition 2.1: Let
{
X(1), . . . , X(T )
}
be a RFS variable, such that the state of each element of the set is given
by X(i) =
[
M ′(i), N ′(i)
]′
(or, alternatively, X(i) =
[
N ′(i),M ′(i)
]′
). We then define the M (·)|N (·)-split density of
the RFS variable
{
X(1), . . . , X(t)
}
as
fM (·)|N (·)
({
x(1), . . . , x(t)
})
,
f
({
x(1), . . . , x(t)
})
f
({
n(1), . . . , n(t)
}) . (11)
where x(i) =
[
m′(i), n′(i)
]′
(or x(i) =
[
n′(i),m′(i)
]′
as appropriate).
Remark Note that fM (·)|N (·)
({
x(1), . . . , x(t)
})
is not the same as f
({
m(1), . . . ,m(t)
} ∣∣ {n(1), . . . , n(t)}), since
the latter does not keep the correspondence between the elements of sets
{
m(1), . . . ,m(t)
}
and
{
n(1), . . . , n(t)
}
. In
fact, the M (·)|N (·)-split density is equivalent to a conventional conditional probability density. Let
[
x′(1), . . . , x′(t)
]′
be an arbitrary ordering of
{
x(1), . . . , x(t)
}
. By applying (6), we have
fM (·)|N (·)
({
x(1), . . . , x(t)
})
=
f
({
x(1), . . . , x(t)
})
f
({
n(1), . . . , n(t)
})
=
p
(
x(1), . . . , x(t)
)
p
(
n(1), . . . , n(t)
)
= p
(
m(1), . . . ,m(t)
∣∣n(1), . . . , n(t)) . (12)
By using (7) and (12), we can then relate the OJMP and FISST approaches:
q
l
(1)
k ,...,l
(tk)
k
(
s
(1)
k , . . . , s
(tk)
k
∣∣Zk) = fS(·)|L(·) ({x(1)k , . . . , x(tk)k } ∣∣Zk) . (13)
We are now able to see the mathematical interpretation of the inability of the OJMP approach to handle target
births and deaths. By substituting (13) in (4), we verify that the probability that there are tk targets with labels
l
(1)
k , . . . , l
(tk)
k , with target l
(1)
k being confined in a region Θ
(1)
k , target l
(2)
k being confined in a region Θ
(2)
k , etc., is
given by
P
({
Tk = tk, S
(1)
k ∈ Θ
(1)
k , L
(1)
k = l
(1)
k , . . . , S
(tk)
k ∈ Θ
(tk)
k , L
(tk)
k = l
(tk)
k
} ∣∣Zk)
=
∫
Θ
(1)
k
. . .
∫
Θ
(tk)
k
q
l
(1)
k ,...,l
(tk)
k
(
s
(1)
k , . . . , s
(tk)
k
∣∣Zk) f ({l(1)k , . . . , l(tk)k } ∣∣Zk) ds(1)k . . . ds(tk)k . (14)
Since f
({
l
(1)
k , . . . , l
(tk)
k
} ∣∣Zk) is not calculated in the OJMP approach, we are unable to construct the multi-
target probability distribution P from the density. An exception, as one may expect, is when we assume that there
are no targets births and deaths; in this case, trivially f
({
l
(1)
k , . . . , l
(tk)
k
} ∣∣Zk) is either 0 or 1.
In theory, we could extend the OJMP approach to include the calculation of f
({
l
(1)
k , . . . , l
(tk)
k
} ∣∣Zk). It is
questionable, however, whether such “extended OJMP” approach would be practical. The probability density
q
l
(1)
k ,...,l
(tk)
k
is associated not with a fixed number of targets, but with a fixed set of labels. Therefore, in order
to represent our physical problem, we may require a family of densities much larger than the JMPD. Assuming
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that there is some maximum number of labels lmax that may “possibly” exist at time k, where naturally lmax ≥ tmax,
the number of densities contained in the family would be
tmax∑
i=1
lmax!
(lmax − i)!i!
(15)
plus, obviously, P (∅|Zk).
2) The importance of physical interpretation in multi-target models and statistics: Although both the FISST and
JMP approaches allow us to construct the multi-target probability distribution, choosing one of these approaches
is actually only the beginning of our work. In order to design a practical joint MTTL algorithm, we are required
to design Markov transition models, observation models, and derive statistics relevant to the user such as point
estimates or performance metrics.
The main difficulty of the FISST approach lies in the fact that the RFS density is not a conventional probability
density, so we cannot always use the same concepts that we can use for conventional probability densities. For
instance, the Maximum a Posteriori (MAP) estimate is not well-defined for a RFS density (see discussion in [4,
pp. 494–497]). Nevertheless, many concepts used in conventional statistics have analogous versions in FISST; see
[4, ch. 11–14], for various examples. For instance, the Joint Multi-Target (JoM) estimate described in [17] can be
considered a FISST analogous of the MAP estimate.
The JMP approach, on the other hand, allows us to describe the joint MTTL using conventional probability
densities. However, the JMP approach has two unusual properties:
1) Rather than a single probability density, we need tmax densities of form p(xk|Z
k), plus P (∅|Zk), to represent
the physical system;
2) As we can see in Table I, each probability density p(xk|Z
k) has tk! realizations corresponding to the same
physical state.
These properties are unusual in the sense that they do not appear in most practical Bayesian estimation problems,
and for good reason. To make an analogy, let us consider the real-world problem of the outcome of an unfair coin,
modeled by a probability space (Ω,F , P ), denoting respectively the sample space, the σ-algebra and the probability
measure. Let Ω = {heads, tails}, and let P ({heads}) = 0.4 and P ({tails}) = 0.6.
Now, for the same physical problem, suppose that someone attempts to define an “alternate” probability space
(Ω˜, F˜ , P˜ ), where Ω˜ = {heads, tails1, tails2}, with the outcomes “tails1” and “tails2” corresponding both to the
same physical event “tails”. Since these outcomes have the same physical meaning, it may seem reasonable to give
them identical probabilities, such that P˜ ({heads}) = 0.4, P˜ ({tails1}) = 0.3 and P˜ ({tails2}) = 0.3.
Since P ({heads}) = P˜ ({heads}), and P ({tails}) = P˜ ({tails1}∪{tails2}), one may believe that both probability
spaces are “equivalent” statistical representations of the physical problem. However, if we attempt to find the
outcome with highest probability for both mathematical formulations, we obtain “tails” for (Ω,F , P ), and “heads”
for (Ω˜, F˜ , P˜ )!
Clearly, the outcome “tails” is the solution to a physical problem, i.e. which side of coin is more probable. In
contrast, in the “alternate” probability space, the outcome “heads” just gives the solution to a purely mathematical
problem, i.e. which element of Ω˜ has a larger corresponding value of P˜ . This contradiction happens because
(Ω˜, F˜ , P˜ ) has an unusual property – it has multiple mathematical events corresponding to the same physical event.
Ideally, a probability measure should have exactly one mathematical outcome for each real world outcome, and
a probability density should have exactly one mathematical state for each real world state. Similar problems may
arise when one attempts to describe a single physical system using multiple probability measures or densities.
Note that this does not disqualify the use of the JMP approach, but it shows that it requires some extra care. When
deriving a model or statistic for the joint MTTL problem, it is always worth to ask ourselves whether the model
represents a physical behavior, or whether the statistic gives the solution to a clearly stated physical problem. We
say that a behavior or problem is “physical” when it is inherent of the physical system composed by the multi-target
scenario and the observers, rather than being defined only for a particular mathematical formulation of the problem
or algorithm.
An example of statistic that has no physical interpretation for both the joint MTT/MTTL problems is the root mean
square (rms) error metric between two multi-target states. As we have seen in Section II-A3, a single realization xk
of the JMPD represents the same physical state as its permuted realization x∗k. However, the value of the rms error
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between two states, say xk and xˆk, will change if we replace xk by x
∗
k. The metric is also undefined in the FISST
formulation, as there is no concept of Euclidean distance between two sets. In contrast, the Optimal Subpattern
Assignment (OSPA) metric described by Schuhmacher, Vo and Vo [25] has clear physical interpretation, and it is
properly defined for both the JMP and FISST approaches. This metric will be further mentioned in the context of
track extraction in Section IV-B.
III. THE MIXED LABELLING PHENOMENON
In [10], the mixed labelling phenomenon represented in Fig. 3 is attributed to the permutation-invariance prop-
erty of the JMPD. Taken literally, this would imply that the phenomenon and its consequences (including track
coalescence and self-resolving) would exist only if the JMP approach is used. However, their work assumes a
correspondence between the vector indices of Xk and the actual target identities, which implies that the approach
considered was actually the OJMP and not the JMP. As we know, the posterior density q(xk|Z
k) considered in the
OJMP approach is not necessarily permutation-invariant. In this section, we will make an in-depth analysis of the
mixed labelling phenomenon, and verify that it is actually a physical phenomenon that may arise regardless of the
approach.
Let X
(i)
k be the state of a single target extended with label information, i.e. given by (2). Now, let Sk =[
S
′(1)
k , . . . , S
′(tk)
k
]′
denote the multi-target state excluding the label information, and Lk =
[
L
(1)
k , . . . , L
(tk)
k
]′
denote
only the multi-target label information contained in Xk. We are going to analyze the behavior of the conditional
density p(sk|lk, Z
k) (in JMP context), i.e. the posterior probability density of the multi-target state assuming that
both number and identities of the targets are known. It is easy to see, by using (9) and (13), how the same density
is represented in the OJMP and FISST approaches:
p(sk|lk, Z
k) = qlk(sk|Z
k) = fS(·)|L(·)(xk|Z
k) (16)
where
xk =
{[
s
(1)
k
l
(1)
k
]
, . . . ,
[
s
(tk)
k
l
(tk)
k
]}
. (17)
The reason that we prefer to base our analysis on p(sk|lk, Z
k), rather than on p(xk|Z
k) or f(xk|Z
k), is that it is
both a conventional probability density and it has one-to-one correspondence between mathematical and physical
states. This makes easy to understand the physical interpretation of its properties.
To analyze the mixed labelling phenomenon, for the sake of simplicity, we will consider only the two-target
case, with no target births or deaths occurring during the considered time period (i.e. we can represent the entire
trajectory {Lk} by a single random variable L). We will also consider that the individual target state S
(i)
k contains
only kinematic states, such as position, velocity and turn rate; the case where the target state contains non-kinematic
elements (such as target classification or Air Traffic Control (ATC) code) will be discussed in Section III-D3.
In Section III-A we will look the Bayesian recursion of p(sk|l, Z
k) and derive some interesting properties. Section
III-B explains how the mixed labelling phenomenon originates. Section III-C discusses the physical interpretation
of mixed labelling. Section III-D describes the practical consequences of mixed labelling and the difficulties that
it raises in the joint MTTL problem.
A. A look at the Bayesian recursion of p(sk|l, Z
k)
1) Basic assumptions: Let us first assume that, during the considered time period
p(sk|sk−1, l, Z
k−1) =
2∏
i=1
p
(
s
(i)
k
∣∣s(i)k−1) (18)
where p
(
s
(i)
k
∣∣s(i)k−1) represents the single-target dynamics. Note that this corresponds to the common assumption
that the dynamics of the targets are partially observed Markov and independent if their identities are known. With
yk denoting an observation at time k, we will also assume that
p(yk|xk, Z
k−1) = p(yk|sk) = p(yk|s
∗
k) (19)
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which corresponds to the partially observed Markov assumption for observations, and also uses the fact that
observations are not informative w.r.t. target identities.
Under these conditions, the Bayesian recursion for p(sk|l, Z
k) is given by
p(sk|l, Z
k) =
p(yk|sk)
p(yk|Zk−1, l)
p(sk|l, Z
k−1) (20)
with
p(sk|l, Z
k−1) =
∫
p(sk|sk−1, l, Z
k−1)p(sk−1|l, Z
k−1)dsk−1. (21)
2) The prediction step: We will first look at the prediction step of the Bayesian recursion given by (21). Let
us partition the state space of Sk−1 into two sets Θk−1 and Θ
∗
k−1, such that for every sk−1 ∈ Θk−1, we have
s∗k−1 ∈ Θ
∗
k−1 and vice-versa. Additionally, Θk−1 and Θ
∗
k−1 are chosen such that
p(sk−1|l, Z
k−1) ≥ p(s∗k−1|l, Z
k−1) (22)
where sk−1 ∈ Θk−1 (and thus obviously s
∗
k−1 ∈ Θ
∗
k−1). Observe that this choice of Θk−1 and Θ
∗
k−1 is the one that
maximizes ∣∣∣P ({Sk−1 ∈ Θk−1}|l, Zk−1)− P ({Sk−1 ∈ Θ∗k−1}|l, Zk−1)∣∣∣ . (23)
We can then rewrite (21) as
p(sk|l, Z
k−1) =
∫
Θk−1
p(sk|sk−1, l, Z
k−1)p(sk−1|l, Z
k−1)dsk−1
+
∫
Θ∗k−1
p(sk|sk−1, l, Z
k−1)p(sk−1|l, Z
k−1)dsk−1. (24)
Lemma 3.1: Let us consider two subsets of the state space of Sk, Θk and Θ
∗
k, chosen such that for every
sk ∈ Θk, we have s
∗
k ∈ Θ
∗
k and vice-versa. Additionally, Θk ∩ Θ
∗
k = ∅. Then the difference in prior probability
(i.e. conditioned on Zk−1 and not Zk) between the two sets satisfies∣∣∣P ({sk ∈ Θk}|l, Zk−1)− P ({sk ∈ Θ∗k}|l, Zk−1)∣∣∣
≤
∫
Θk−1
|qΘk(sk−1)|
(
p(sk−1|l, Z
k−1)− p(s∗k−1|l, Z
k−1)
)
dsk−1 (25)
where
qΘk(sk−1) =
∫
Θk
p(sk|sk−1, l, Z
k−1)dsk −
∫
Θ∗k
p(sk|sk−1, l, Z
k−1)dsk. (26)
This lemma will be crucial in Section III-B, where we will identify how mixed labelling arises.
Proof: See Appendix A.
Corollary 3.2: Let us consider the same subsets Θk and Θ
∗
k described in Lemma 3.1. Their difference in
probability also satisfies ∣∣∣P ({sk ∈ Θk}|l, Zk−1)− P ({sk ∈ Θ∗k}|l, Zk−1)∣∣∣
≤ P ({sk−1 ∈ Θk−1}|l, Z
k−1)− P ({sk−1 ∈ Θ
∗
k−1}|l, Z
k−1). (27)
Proof: Let us define
qmaxΘk , maxsk−1∈Θk−1
|qΘk(sk−1)| (28)
where qΘk(sk−1) is given by (26). Observe that q
max
Θk
≤ 1 since qΘk(sk−1) is a difference between probability
measures. From Lemma 3.1, we have∣∣∣P ({sk ∈ Θk}|l, Zk−1)− P ({sk ∈ Θ∗k}|l, Zk−1)∣∣∣
≤ qmaxΘk
∫
Θk−1
(
p(sk−1|l, Z
k−1)− p(s∗k−1|l, Z
k−1)
)
dsk−1
= qmaxΘk
(
P ({sk−1 ∈ Θk−1}|l, Z
k−1)− P ({sk−1 ∈ Θ
∗
k−1}|l, Z
k−1)
)
≤ P ({sk−1 ∈ Θk−1}|l, Z
k−1)− P ({sk−1 ∈ Θ
∗
k−1}|l, Z
k−1). (29)
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Definition 3.3: Let now Θk and Θ
∗
k, as described in Lemma 3.1, form a partition on the state space of Xk, and
have the property
p(sk|l, Z
k−1) ≥ p(s∗k|l, Z
k−1). (30)
We say that p(sk|l, Z
k−1) is partition-permutation-invariant (PPI) if and only if
P ({sk ∈ Θk}|l, Z
k−1) = P ({sk ∈ Θ
∗
k}|l, Z
k−1). (31)
for every partition {Θk,Θ
∗
k} with the aforementioned properties.
An analogous definition should be considered for the posterior density p(sk|l, Z
k).
Lemma 3.4: The density p(sk|l, Z
k−1) is permutation-invariant (i.e. p(sk|l, Z
k−1) = p(s∗k|l, Z
k−1)) almost ev-
erywhere (a.e.), if and only if it is PPI.
Proof: See Appendix B.
Remark Taken together, Corollary 3.2 and Lemma 3.4 show us that, in the absence of observations, the posterior
density p(sk|l, Z
k) can only move towards permutation-invariance as time passes. This is easy to see, as Corollary
3.2 implies that p(sk|l, Z
k) can only move towards partition-permutation-invariance with time, and Lemma 3.4
states that partition-permutation-invariance implies in permutation-invariance. This behavior is quite intuitive: if at
some time, we cannot precisely determine whether a track corresponds to a certain target A or a certain target B,
we will never raise this confidence if thereafter we do not get observations anymore.
3) The correction step: Now, let us look at the effect of observations on permutation-invariance. From (19) and
(20), we have
p(sk|l, Z
k)
p(s∗k|l, Z
k)
=
p(sk|l, Z
k−1)
p(s∗k|l, Z
k−1)
(32)
which implies that the measurement update step (20) by itself does not bring the density neither closer neither further
away from permutation-invariance. It does not, however, say anything about partition-permutation-invariance, which
may affect permutation-invariance on later steps.
Lemma 3.5: If p(sk|l, Z
k−1) is permutation-invariant a.e., then for any k′ ≥ k, p(sk′ |l, Z
k′) and p(sk′+1|l, Z
k′)
are also permutation-invariant a.e..
Proof: The fact that p(sk|l, Z
k) is permutation-invariant a.e. comes from (32). From Lemma 3.4, p(sk|l, Z
k)
is also PPI, which implies, from Corollary 3.2, that p(sk+1|l, Z
k) is also PPI. Finally, from Lemma 3.4 we have
that p(sk+1|l, Z
k) is permutation-invariant a.s., and the proof for k′ > k is completed by induction.
Remark In summary, Corollary 3.2 and Lemma 3.5 mean that the ambiguity in the association between kinematic
states and labels (or, to make short, the “label-to-location” association) generally increases or remain constant
with time. We say “generally” because this does not always hold during the measurement update step (20) of the
Bayesian recursion, in case p(sk|l, Z
k−1) is still not permutation-invariant.
This situation is illustrated in Figs. 4 and 5. In both figures the concerned distributions are represented by
particles, where each particle represents two one-dimensional targets, with states x1 and x2, and with each of these
states assumed to consistently correspond to the same label (i.e. we are expressing the probability densities using
the OJMP formulation described in Section II-A1. Observe that the prior distribution p(x1, x2) is divided between
both sides of the symmetry axis (which means that there is a region of ambiguity in label-to-location association),
whereas the posterior distribution p(x1, x2|y) is entirely in one side of the axis (which means that the ambiguity
is suppressed during the correction stage).
A practical situation where the phenomenon shown in Figs. 4 and 5 may occur is when the targets are considerably
well-separated, but due to high process/measurement noises, there is some intersection in the regions where one of
the targets may be present. If the targets move to a region where measurement noises are smaller, this region of
intersection may disappear and ambiguity in label-to-location association will be resolved.
This example is illustrated in Fig 6. Two two-dimensional targets move in parallel in the x axis, with the
measurement noise in the y axis decreasing with time (this may correspond, for instance, to a situation where the
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Fig. 4. Particle representation of the prior density and the inverse likelihood function, where y denotes the observation. The symmetry in
the inverse likelihood function is due to (19)
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Fig. 5. Particle representation of the posterior density
targets are observed by a radar, and the targets are moving towards the radar). Fig. 7 shows the particles computed
by a particle filter for this scenario3.
Observe that, in the beginning, there is a region where both targets T1 and T2 may be present, i.e. a region with
high ambiguity in label-to-location association. However, later and more accurate observations gradually eliminate
the probability of targets existing in the region, leading the ambiguity contained in the distribution to also disappear.
B. How mixed labelling originates?
We have explained how the recursion of the conditional density p(sk|l, Z
k) behaves. However, we have not
explained yet how a situation of high ambiguity in label-to-location association, that we refer as “mixed labelling”,
arises in the situation where targets move close to each other and then separate, for instance as shown in Fig. 3.
This is actually easy to do given the mathematical basis that we just established.
From Lemma 3.1 we can see that, in order to make
∣∣P ({sk ∈ Θk}|l, Zk−1)− P ({sk ∈ Θ∗k}|l, Zk−1)∣∣ as low
as possible (i.e. to have as much as ambiguity as possible), |qΘk(sk−1)| should have lower values in regions
3In reality, each particle of the particle filter is formed by a combination of a “red particle” and a “blue particle” in the figure, since a
particle represents a multi-target state.
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Fig. 7. Results of a particle filter applied to the scenario in Fig. 6.
of the state space with higher values of p(sk−1|l, Z
k−1) − p(s∗k−1|l, Z
k−1). Assuming that there is no prior
ambiguity, i.e. p(sk−1|l, Z
k−1) ≫ p(s∗k−1|l, Z
k−1), it is sufficient that |qΘk(sk−1)| has lower values in regions
of high p(sk−1|l, Z
k−1).
Now, let us expand the qΘk(sk−1) function given by (26):
qΘk(sk−1) =
∫
Θk
p
(
s
(1)
k
∣∣s(1)k−1) p(s(2)k ∣∣s(2)k−1) dsk −
∫
Θ∗k
p
(
s
(1)
k
∣∣s(1)k−1) p(s(2)k ∣∣s(2)k−1) dsk
=
∫
Θk
p
(
s
(1)
k
∣∣s(1)k−1) p(s(2)k ∣∣s(2)k−1) dsk −
∫
Θk
p
(
s
(2)
k
∣∣s(1)k−1) p(s(1)k ∣∣s(2)k−1) dsk. (33)
We can see that, if sk−1 ≈ s
∗
k−1, we have q(sk−1) ≈ 0. Hence, if the region of high probability is where
sk−1 ≈ s
∗
k−1 (which happens when targets are moving closely to each other and in parallel), we may expect
ambiguity in label-to-location association to quickly increase. Precisely, this is situation represented by Figs. 2 and
3.
As we have discussed in Section III-A, this ambiguity generally only increases or remain constant with time.
This means that when the targets separate, the conditional distribution p(sk|l, Z
k) tends to remain ambiguous; and
if it ever becomes permutation-invariant, it will indefinitely remain as such due to Lemma 3.5.
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C. The physical interpretation of mixed labelling
It should be clear to the reader that mixed labelling is a physical phenomenon, i.e. a phenomenon inherent
of the physical problem, that manifests regardless of the approach. We clearly see, by looking at (16), that any
ambiguity present in p(sk|l, Z
k) will manifest in the OJMP, JMP and FISST approaches.
The interpretation of mixed labelling can also be seen intuitively. Let us consider a scenario where there are two
one-dimensional targets, with labels A and B (i.e.
{
L(1), L(2)
}
= {A,B}). Now, let us consider the realization
sk = [5,−1]
′, and assume that due to mixed labelling, p(sk|l, Z
k) is permutation-invariant. From (16), this implies
that
f
({
[5, A]′, [−1, B]′
}
|Zk
)
= f
({
[−1, A]′, [5, B]′
}
|Zk
)
(34)
i.e. the event where target A has location 5 and target B has location −1, is equally probable to the event where
locations of targets A and B are switched.
These two events obviously are different from a physical perspective. This shows clearly that, unlike previously
thought, mixed labelling bears no relationship with the permutation-invariance of the JMPD, which as we have
seen in Section II-A3, arises due to the corresponding formulation associating multiple mathematical states to the
same physical event. More precisely, mixed labelling refers to the permutation-invariance of p(sk|l, Z
k) (which
arises in certain circumstances), whereas the permutation-invariance of the JMPD refers to p(xk|Z
k) (and exists by
construction).
D. Practical implications of mixed labelling
1) Ambiguity in track extraction and track coalescence: We can identify two important practical consequences of
mixed labelling to extraction of labelled tracks from the multi-target density: the “unavoidable” one is the ambiguity
in track extraction, and the “avoidable” one is track coalescence.
In single-target tracking, there is a common paradigm that given the Markov/observation models and the history
of measurements, there is a “correct” or “optimal” track to be obtained, and this is generally what we seek when
we propose an algorithm for this problem. In joint MTTL, in the presence of mixed labelling, a “correct” set
of tracks may simply not exist. The most drastic case is when p(sk|lk, Z
k) is permutation-invariant; in this case,
someone cannot claim that any algorithm can find the “correct” label-to-location assignment, since from a Bayesian
perspective, all assignments have the same probability and are thus equally correct. Even if p(sk|lk, Z
k) is not
permutation-invariant, it may be ambiguous enough such that from an user perspective, there may be more than
one relevant hypothesis on label-to-location association. Essentially, the problem of ambiguity in selection of tracks
is unavoidable; in Section IV, we will make some suggestions on how to “cope” with the problem, rather than
attempting to “solve” it.
The phenomenon of track coalescence is well-known when the OJMP approach is used (see [9]), and it happens
when the MMSE estimate is used to obtain the tracks. In the JMP/FISST approaches for joint MTTL, however,
the phenomenon seems to be either unknown or ignored; in fact, most works based on these approaches do not
even describe a method to extract the labelled tracks from the multi-target density, let alone a method that prevents
track coalescence.
A method for track extraction for joint MTTL has been proposed by Ma, Vo, Singh and Baddeley [13], that
consists of finding the expected state vector for each assumed target identity. We will see how this approach fares
with respect to track coalescence4.
At time k, let A be an arbitrary label, and let Ωk(A) be the set of all possible sets of labels lk =
{
l
(1)
k , . . . , l
(tk)
k
}
such that A ∈ lk. Let sˆ
A
k be the Expected a Posteriori (EAP) estimate of the single-target state associated with label
A (assuming, naturally, that target A exists). Mathematically, we can express this quantity as
sˆAk , Ef(xk|{Lk∈Ωk(A)},Zk)
[
Tk∑
i=1
S
(i)
k δL(i)k A
]
. (35)
4Note that in [13], for easiness of implementation reasons, the PHD is used on the computation of the expected state vector instead of the
true multi-target posterior density. For the sake of generality, in our work we consider the expectation based on the true posterior density.
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It can be shown (see proof in Appendix C) that this estimate may be expressed as
sˆAk =
∑
lk∈Ωk(A)
wlkk sˆ
A|lk
k (36)
where
wlkk =
f(lk|Z
k)
P ({Lk ∈ Ωk(A)}|Zk)
(37)
and
sˆ
A|lk
k =
∫ ( tk∑
i=1
s
(i)
k δl(i)k A
)
p(sk|lk, Z
k)dsk. (38)
where sk and lk are vector counterparts of sk and lk (with arbitrary order).
Eq. (36) shows (as rather intuitively) that the global EAP estimate associated with label A is a weighted sum of
the conditional EAP estimates associated with each set of possible labels that include label A. Now, let us consider
a set of labels given by lk = {A,B}, and its vector counterpart lk = [A,B]
′ (with arbitrarily chosen order). From
(38), the conditional estimate sˆ
A|{A,B}
k is given by
sˆ
A|{A,B}
k =
∫ ∫ (
s
(1)
k δl(1)k A
+ s
(2)
k δl(2)k A
)
p
(
s
(1)
k , s
(2)
k
∣∣A,B,Zk) ds(1)k ds(2)k
=
∫ ∫
s
(1)
k p
(
s
(1)
k , s
(2)
k
∣∣A,B,Zk) ds(1)k ds(2)k . (39)
Now, if due to mixed labelling, p
(
s
(1)
k , s
(2)
k
∣∣A,B,Zk) is permutation-invariant, this implies that
sˆ
A|{A,B}
k =
∫ ∫
s
(1)
k p
(
s
(2)
k , s
(1)
k
∣∣A,B,Zk) ds(1)k ds(2)k
=
∫ ∫
s
(2)
k p
(
s
(1)
k , s
(2)
k
∣∣A,B,Zk) ds(1)k ds(2)k
= sˆ
B|{A,B}
k (40)
which means that the two tracks will be identical (i.e. total track coalescence). Since the global estimate sˆAk is just
a weighted sum of the conditional estimates, clearly it may suffer from track coalescence due to mixed labelling.
Track coalescence, however, is an “avoidable” problem because it results from the choice of the track extraction
method. This is also going to be discussed in Section IV.
We should note that the track coalescence that we just described is unrelated to the one described in [4, p. 496],
which would happen if one attempted to compute the MMSE estimate of p(xk|Z
k) in the JMP approach. This type
of coalescence happens due to the permutation-invariance of the JMPD, not due to mixed labelling.
2) The “self-resolving” property of particle filters and multiple hypotheses methods: On their analysis of the
mixed labelling phenomenon using a particle filter implementation of the OJMP approach, Boers, Sviestins and
Driessen [10] observed that, by looking only at the set of particles generated at each time k, one would have the
impression that the the ambiguity on label-to-location association disappears with time, i.e. that mixed labelling
“resolves” itself. This happen even if if originally there was total ambiguity (i.e. permutation-invariant p(sk|l, Z
k).
But as we have seen in Section III-A, this is not possible from a Bayesian perspective!
The explanation is that this disappearance of ambiguity, referred as “self-resolving”, has nothing to do with
the Bayes recursion, but it is actually a well-known phenomenon that occurs due to loss of information caused
by the resampling step of particle filters. Vermaak, Doucet and Pe´rez [26] have previously observed that, when a
multi-modal distribution arises in a particle filter, the information loss caused by resampling will cause all modes,
with exception of one, to eventually disappear. As remarked by Crouse, Willet and Svensson [11], self-resolving
also happens when using the MHT as multi-target tracking algorithm, since the hypothesis pruning step of the
MHT results in information loss akin to the resampling step of a particle filter.
Self-resolving is easy to understand when we understand how a particle filter works. For practical purposes,
we usually assume that at each time k, the particle filter produces a set of particles {xk(1), . . . , xk(NP )} where
NP is the number of particles (where, without loss of generality, we consider the particle weights to be equal,
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TABLE II
THE MECHANISM OF SELF-RESOLVING IN AN EXAMPLE WITH NP = 5
Particles
k Result of previous resampling uk(1) uk(2) uk(3) uk(4) uk(5)
1 — [x1(1)] [x1(2)] [x1(3)] [x1(4)] [x1(5)]
2 u1(1) ⇐ u1(2), u1(3) ⇐ u1(4)
[
x1(2)
x2(1)
] [
x1(2)
x2(2)
] [
x1(4)
x2(3)
] [
x1(4)
x2(4)
] [
x1(5)
x2(5)
]
3 u2(2) ⇐ u2(4), u2(5) ⇐ u2(3)


x1(2)
x2(1)
x3(1)




x1(4)
x2(4)
x3(2)




x1(4)
x2(3)
x3(3)




x1(4)
x2(4)
x3(4)




x1(4)
x2(3)
x3(5)


4 u3(1) ⇐ u3(5)


x1(4)
x2(3)
x3(5)
x4(1)




x1(4)
x2(4)
x3(2)
x4(2)




x1(4)
x2(3)
x3(3)
x4(3)




x1(4)
x2(4)
x3(4)
x4(4)




x1(4)
x2(3)
x3(5)
x4(5)


i.e. resampling is performed at every iteration). In other words, we assume that each particle xk(i) represents an
hypothesis on the state Xk. This set of particles can be then used to approximate expectations over the posterior
probability density of Xk (p(xk|Z
k) or f(xk|Z
k)).
However, from the derivation of the particle filter [27], the set of particles produced at every iteration may be
better described as {uk(1), . . . , uk(NP )}, where
uk(i) = [x
′
0(i), . . . , x
′
k(i)]
′ (41)
i.e. each particle represents an hypothesis on the entire trajectory, not only the current state. The MHT algorithm
has a similar behavior: each hypothesis is based on a series of assumptions over measurement-to-track associations
made since the initial time.
Therefore, at least in theory, the set of particles could be used to approximate expectations over the posterior
probability density of the entire trajectory p(x0, . . . , xk|Z
k) (or f(x0, . . . , xk|Z
k), as appropriate). The reason that
we emphasize “in theory” is that information about older states gradually degenerates due to the periodic resampling
(or the hypothesis pruning, in case of the MHT). Table II shows how self-resolving works, for an hypothetical particle
filter with 5 particles. At time step 1, there are multiple hypotheses over the value of the state X1. At time step
4, however, all these hypotheses have degenerated into a single hypothesis, as if the probability density of X1 had
become a Dirac delta.
Effectively, instead of representing p(x0, . . . , xk|Z
k), the particle set of a particle filter tends to become biased
towards p(xjsr+1, . . . , xk|x0(isr), . . . , xjsr(isr), Z
k), for some 0 ≤ jsr ≤ k and some particle isr. Increasing the number
of particles may postpone the degeneration, but cannot prevent it from occurring, since the particle filter mechanism
can only decrease the diversity of information over past states.
In filtering, we are interested in the expectation of some function g of the current state, i.e. E[g(Xk)]. If for
0 ≤ jsr ≪ k, we have
Ep(x0,...,xk|Zk)[g(Xk)] ≈ Ep(xjsr+1,...,xk|x0,...,xjsr ,Zk)[g(Xk)],
self-resolving will not have significant impact. Unfortunately, this is not the case of the mixed labelling situation.
To illustrate that, consider the case of two one-dimensional targets, as described in Section III-C. Let us assume
that at time jsr, there are only two possibilities: that the targets are either near the hypothesis {[5, A]
′, [−1, B]′},
or near the switched hypothesis {[−1, A]′, [5, B]′}. Let us assume also that the probabilities of both hypotheses
are equal, corresponding to a situation of full ambiguity in label-to-location association, which as we know, is
irreversible.
However, f(xjsr+1, . . . , xk|x0(isr), . . . , xjsr(isr), Z
k) assumes “perfect knowledge” of the target states at time jsr.
More precisely, it assumes that they are equal to xjsr(isr), which for instance could be close to {[5, A]
′, [−1, B]′}.
Therefore, unless some situation that could create again mixed labelling happened between times jsr and k, the
density f(xjsr+1, . . . , xk|x0(isr), . . . , xjsr(isr), Z
k) will not contain ambiguity in label-to-location association, and the
same applies to a particle set that is biased towards the density.
We should keep in mind that self-resolving is an undesirable phenomenon in joint MTTL. When it occurs,
we did not get rid of the ambiguity in label-to-location, it still exists but it is being misrepresented. In other
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words, the estimator is giving the user a false confidence over the target identities. Not being able to give the user
correct information (in probabilistic sense) about these identities removes one important theoretical advantage of
joint MTTL, and may make its extra computational cost (in comparison to joint MTT without labelling) unworthy
paying. To the best of our knowledge, only two very recent works [14], [15] in the area have proposed mechanisms
to prevent self-resolving.
3) Interaction with non-kinematic state elements: Until so far, we have considered that with exception of the
label, the target state S
(i)
k contains only kinematic elements. More generally, however, it may include non-kinematic
parameters such as target classification, ATC code, target size or electromagnetic signature. What happens to mixed
labelling when such parameters are present?
To answer this, we will now now assume that the single-target state X
(i)
k has form
X
(i)
k =
[
C
(i)
k
N
(i)
k
]
(42)
where C
(i)
k denotes the kinematic part of the state and N
(i)
k denotes the non-kinematic part, which we assume to
contain the label L
(i)
k . Let, as usual, Ck =
[
C
′(1)
k , . . . , C
′(tk)
k
]′
and Nk =
[
N
′(1)
k , . . . , N
′(tk)
k
]′
.
Let us now recall the two model properties (18) and (19) that would lead to the the mixed labelling in the
situation where targets move closely and in parallel to each other. If the single-target state is given by (42), given
similar assumptions that we did in Section III (i.e. two-target case and no target births and deaths, such that we
can represent the entire trajecotry {Nk} by a single random variable N ), these properties should be replaced by
p(ck|ck−1, n, Z
k−1) =
2∏
i=1
p
(
c
(i)
k
∣∣c(i)k−1) (43)
and
p(yk|xk, Z
k−1) = p(yk|ck). (44)
If these properties hold, a situation where targets move closely to each other and thereafter separate (like in
Fig. 3) will result in the conditional density p(ck|n,Z
k) having ambiguity in the association between the kinematic
components C
(1)
k , . . . , C
(tk)
k and the non-kinematic components N
(1), . . . , N (tk), which include the labels.
Without these assumptions, mixed labelling may never occur, or its effect may be considerably attenuated. This
should be quite intuitive for (44). Let us assume that (44) is not true, i.e. we can measure directly N . For instance, a
measurement may contain not only information about the position of a target, but also its ATC code. In a situation
where targets move closely to each other for some time, intuitively, after the target separation, we can use the
ATC codes to match the new target locations with their original target locations before the target approximation.
Therefore, we will have no ambiguity on label-to-location association.
Similarly, let us assume that (43) is not true, i.e. that the dynamics of an individual target depend on the value
of N . This is a common assumption when the parameter to be estimated is the target classification. If after target
separation, we can observe maneuvers specific to some classification for only one of the apparent target locations,
clearly we can trace it back to the target location (before the target approximation) that was associated with the
same classification.
IV. TRACK EXTRACTION FOR JOINT MTTL
A. Basic considerations for track extraction
Before either discussing existing methods for track extraction in joint MTTL, or proposing a new method, it is
of capital importance that we first identify their desirable properties. On the basis of our previous discussion, let
us try to identify the most important desirable properties:
1) As we discussed in Section II-B2, the output of the track extraction method (i.e. the set of labelled tracks)
should have clear physical interpretation: it should give us the answer to a well-formulated physical problem,
rather than a purely mathematical problem that can only be understood in the context of a particular approach
or algorithm;
20
2) The method should have general application: we should be able to use it for scenarios with arbitrary number
of targets, with target birth and death, and with estimation of non-kinematic parameters together with kinematic
states/labels;
3) The output should be user-friendly. First, track coalescence should be avoided, so the effect of mixed labelling
described on Section III-D1 needs to be taken in account. Second, labelled tracks should not make huge and
unrealistic “jumps” from one time step to another; the occurrence of this is a common cause of complaints
from radar operators (see [7]);
4) The method should be computationally feasible, at least, when compared to the computational cost of
calculating the multi-target density.
Note that dealing with the self-resolving problem described in Section III-D2 does not appear in this list. This
is because self-resolving is a property of the MTTL density estimator, not of the track extraction process (see Fig.
1), so it needs to be handled before track extraction is performed.
We could certainly say that the output of track extraction has clear physical interpretation if it allow us to answer
the questions that we formulated about Fig. 2: 1. Which track is more likely to correspond to a previously identified
target? 2. How much confidence do we have that this track corresponds to the target? 3. What other tracks have
considerable chance of corresponding to the target?
The second and third questions cannot be answered by a track extraction method based on “hard-decision”, i.e. a
method that produces an output based on a single hypothesis of label-to-location assignment. In reality, due to the
possible “complete ambiguity” situation explained in Section III-D1, not even question 1 may be properly answered.
An alternative would be a method that is able to provide as output, together with the labelled tracks, some
statistics that can be used to answer these questions. Note that these statistics do not need to be entirely shown to
the user; we can have something as simple as generating an alert in case there is a considerable probability that
the displayed labels are actually switched. This “soft-decision” track extraction would be a compromise solution
between “hard-decision” track extraction (that does not answer the aforementioned questions) and just providing
the entire multi-target posterior density as output (which is certainly not “user-friendly” at all!).
B. An overview of existing approaches on track extraction for joint MTTL
With the considerations that we have done in Section IV-A, we can now look at the existing track extraction
approaches, and analyze their advantages and disadvantages. We should make clear that we are going to discuss
only methods for joint MTTL, i.e. methods based on the assumption that the multi-target density contains, either
explicitly or implicitly, the target identity information. Due to the theoretical focus of our work, considerations for
computational feasibility will not be addressed here.
• The JoM estimate [17], [28] has clear physical interpretation and general application. Since it is a MAP-like
estimator, it avoids track coalescence, but it may suffer from tracks jumps from one time-step to another,
specially when the multi-target density is approximated by particles or hypotheses. This has yet to be verified
empirically. The only obvious drawback of the JoM estimate is that it does not allow soft-decision track
extraction to be carried on;
• The EAP estimate conditioned on a single label [13] has clear physical interpretation and general application.
As we have seen in Section III-D1, however, it will result in track coalescence in the presence of mixed
labelling;
• The methods presented in [14], [15], that partially rely on the Minimum Mean Optimal Subpattern Assignment
(MMOSPA) estimate, avoid track coalescence, and they produce statistical information about label-to-location
assignments that make them suitable for soft-decision track extraction. The basic problem of these methods is
that they lack general application as they can only be used in two-target scenarios. The MMOSPA estimate,
as well as the OSPA metric, are described in Appendix D;
• The method presented in [11], that also partially relies on the MMOSPA estimate, avoids track coalescence, and
also produce “labelling probabilities” that would make it suitable for soft-decision track extraction. However,
as we demonstrate in Appendix E, this method lacks general application as it cannot handle target births and
deaths, and the labelling probabilities that it computes seem not to have clear physical interpretation;
• A recent work of Ristic, Vo, Clark and Vo [29] has proposed a generalization of the OSPA metric that takes
label information into account. Although not done before, one can readily propose a generalized MMOSPA
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estimate that uses this generalized OSPA metric. An apparent disadvantage of such approach is that it adds a
new tuning parameter α to the estimation problem, giving us a total of three tuning parameters (including the
parameters c and p of the regular MMOSPA). We can also not use it for soft-decision track extraction.
C. A new estimator for joint MTTL
We are now ready to propose a new estimator for the joint MTTL problem, that has clear physical sense and
general application, may be used for both hard-decision and soft-decision, and in certain conditions, it is also
“user-friendly”. This method bears resemblance to the method proposed in [11], in the sense that it partially relies
on the MMOSPA estimate and is based on the concept of “labelling probabilities”.
Let Xk =
{
X
(1)
k , . . . , X
(tk)
k
}
denote the set of all target states (including label information), Sk =
{
S
(1)
k , . . . , S
(tk)
k
}
denote the set of all target states excluding label information, and Lk =
{
L
(1)
k , . . . , L
(tk)
k
}
denote all label
information. If the state of each target includes non-kinematic parameters, i.e. if it has form (42), we should
replace S
(1)
k , . . . , S
(tk)
k with C
(1)
k , . . . , C
(tk)
k , and L
(1)
k , . . . , L
(tk)
k with N
(1)
k , . . . , N
(tk)
k .
Definition 4.1: We define labelling probability as the posterior probability mass of a sequence of labels
[
l
(1)
k , . . . , l
(tk)
k
]′
,
conditioned on the sequence of kinematic states
[
s
(1)
k , . . . , s
(tk)
k
]′
and assuming one-to-one correspondence between
the elements of both sequences. The labelling probability can be mathematically represented as
p
([
l
(1)
k , . . . , l
(tk)
k
]′ ∣∣ [s(1)k , . . . , s(tk)k ]′ , Zk
)
(45)
= fL(·)|S(·)
({[
s
′(1)
k , l
(1)
k
]′
, . . . ,
[
s
′(tk)
k , l
(tk)
k
]′} ∣∣Zk) . (46)
where the right side corresponds to a L(·)|S(·)-split density (see Definition 2.1).
Remark The L(·)|S(·)-split density representation allows us to clearly see that the labelling probability depends
on the relative order between the sequence of labels and the sequence of kinematic states, but not on the absolute
order of each sequence.
We can then propose the estimate xˆk as the solution of the problem given by{
sˆ
(1)
k , . . . , sˆ
(tk)
k
}
= arg inf
sk
∫ (
ǫ(c)p (sk, sk)
)p
f(sk|Z
k)δsk (47){
xˆ
(1)
k , . . . , xˆ
(tk)
k
}
= arg max{
[sˆ′(1)k ,l
(1)
k ]
′
,...,
[
sˆ
′(tk)
k ,l
(tk)
k
]
′
} fL(·)|S(·)
({[
sˆ
′(1)
k , l
(1)
k
]′
, . . . ,
[
sˆ
′(tk)
k , l
(tk)
k
]′} ∣∣Zk) (48)
where the ǫ
(c)
p is the OSPA metric (described in Appendix D). We can choose any value for the parameters p and
c.
The rationale of the estimate given by (47)–(48) is quite simple. The estimate of multi-target state excluding label
information, given by (47), corresponds to the MMOSPA estimate described in Appendix D, hence corresponding
to an optimal choice (in some sense) of unlabelled tracks.
The estimate of the entire multi-target estimate, given by (48), is then obtained by using the previously obtained
MMOSPA estimate and choosing the assignment of labels that maximizes the labelling probability according to
Definition 4.1.
The labelling probability can also be used for both soft-decision track extraction. We can, as an example, select
all assignments with labelling probability higher than a certain threshold, show in the display only the assignment
with highest probability, but generate alerts for the tracks which have alternate labellings appearing in the set of
selected assignments.
An algorithm to compute the labelling probabilities using the Set MHT algorithm presented in [11] is described
in Appendix F. This method is an alternative to the method presented in [11], which apparently lacks physical
interpretation and is discussed in Appendix E.
One may ask if the track extraction method that we just proposed is “user-friendly”. While this is a difficult
question that requires further experimental investigation, our method seems to have some nice properties in that
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sense. First, it is based on the MMOSPA estimate, that by itself avoids the track coalescence problem. Second,
since the method can be used for soft-decision track extraction, the actual assignment of labels to track may not be
critically important as long as we provide information about the ambiguity in label-to-track association to the user.
Therefore, instead of assigning the labels by maximization of the labelling probability, we may instead assign the
labels using a method that ensures track smoothness. An example is the minimization of approximated Mahalanobis
distances proposed in [7]. A similar idea is applied in the soft-decision track extraction method described by Blom
and Bloem [14].
V. CONCLUSIONS
In this work, we aimed to provide a solid theoretical basis for future developments in the emerging field of joint
MTTL. The contribution can be summarized in finding non-trivial issues associated of the problem, which have
been partially neglected in the various works available in the literature. A possible reason for that is the joint MTTL
problem has been considered in independent series of works based on different formulations of the problem (OJMP,
FISST and JMP), making difficult to generalize results obtained for a certain formulation to another formulation.
To avoid that, we explicitly showed how the three alternate formulations are related to each other.
The issues include:
1) The “self-resolving” property of particle filters and multiple hypotheses methods, which causes the ambiguity
in label-to-location association (“mixed labelling”) to be misrepresented;
2) The ambiguity in track extraction, and possibility of track coalescence, also associated with the mixed labelling
phenomenon;
3) The need of physical interpretation of estimates and statistics produced by track extraction methods for joint
MTTL.
The first issue should be addressed in the step of MTTL density estimation (see Fig. 1), while the other two
should be addressed in the step of track extraction.
A natural continuation of this work is to propose a algorithm that fully addresses these issues, which as we
mentioned before, appears in a companion memorandum. Future work consists in finding suitable approximations
that makes the algorithm computationally feasible for realistic scenarios with large number of targets.
APPENDIX A
PROOF LEMMA 3.1
From (24) and (21), we obtain
P ({sk ∈ Θk}|l, Z
k−1)− P ({sk ∈ Θ
∗
k}|l, Z
k−1)
=
∫
Θk
p(sk|l, Z
k−1)dsk −
∫
Θ∗k
p(sk|l, Z
k−1)dsk
=
∫
Θk
∫
Θk−1
p(sk|sk−1, l, Z
k−1)p(sk−1|l, Z
k−1)dsk−1dsk
+
∫
Θk
∫
Θ∗k−1
p(sk|sk−1, l, Z
k−1)p(sk−1|l, Z
k−1)dsk−1dsk
−
∫
Θ∗k
∫
Θk−1
p(sk|sk−1, l, Z
k−1)p(sk−1|l, Z
k−1)dsk−1dsk
−
∫
Θ∗k
∫
Θ∗k−1
p(sk|sk−1, l, Z
k−1)p(sk−1|l, Z
k−1)dsk−1dsk
=
∫
Θk−1
p(sk−1|l, Z
k−1)
∫
Θk
p(sk|sk−1, l, Z
k−1)dskdsk−1
+
∫
Θ∗k−1
p(sk−1|l, Z
k−1)
∫
Θk
p(sk|sk−1, l, Z
k−1)dskdsk−1
−
∫
Θk−1
p(sk−1|l, Z
k−1)
∫
Θ∗k
p(sk|sk−1, l, Z
k−1)dskdsk−1
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−
∫
Θ∗k−1
p(sk−1|l, Z
k−1)
∫
Θ∗k
p(sk|sk−1, l, Z
k−1)dskdsk−1. (49)
Now, observe that due to property (18), we have
p(sk|sk−1, l, Z
k−1) = p
(
s
(1)
k
∣∣s(1)k−1) p(s(2)k ∣∣s(2)k−1)
= p(s∗k|s
∗
k−1, l, Z
k−1) (50)
which implies that ∫
Θk
p(sk|sk−1, l, Z
k−1)dsk =
∫
Θ∗k
p(sk|s
∗
k−1, l, Z
k−1)dsk. (51)
Let us now define the function
qΘk(sk−1) ,
∫
Θk
p(sk|sk−1, l, Z
k−1)dsk −
∫
Θ∗k
p(sk|sk−1, l, Z
k−1)dsk (52)
and observe that from (51), qΘk(sk−1) = −qΘk(s
∗
k−1). Hence, we can rewrite (49) as
P ({sk ∈ Θk}|l, Z
k−1)− P ({sk ∈ Θ
∗
k}|l, Z
k−1)
=
∫
Θk−1
p(sk−1|l, Z
k−1)qΘk(sk−1)dsk−1 +
∫
Θ∗k−1
p(sk−1|l, Z
k−1)qΘk(sk−1)dsk−1
=
∫
Θk−1
p(sk−1|l, Z
k−1)qΘk(sk−1)dsk−1 −
∫
Θk−1
p(s∗k−1|l, Z
k−1)qΘk(sk−1)dsk−1
=
∫
Θk−1
qΘk(sk−1)
(
p(sk−1|l, Z
k−1)− p(s∗k−1|l, Z
k−1)
)
dsk−1 (53)
and by taking the absolute value of both sides, we have∣∣∣P ({sk ∈ Θk}|l, Zk−1)− P ({sk ∈ Θ∗k}|l, Zk−1)∣∣∣
≤
∫
Θk−1
|qΘk(sk−1)|
∣∣∣p(sk−1|l, Zk−1)− p(s∗k−1|l, Zk−1)∣∣∣ dsk−1 (54)
and since p(sk−1|l, Z
k−1) ≥ p(s∗k−1|l, Z
k−1) (due to (22)), we have∣∣∣P ({sk ∈ Θk}|l, Zk−1)− P ({sk ∈ Θ∗k}|l, Zk−1)∣∣∣
≤
∫
Θk−1
|qΘk(sk−1)|
(
p(sk−1|l, Z
k−1)− p(s∗k−1|l, Z
k−1)
)
dsk−1 (55)
APPENDIX B
PROOF LEMMA 3.4
If p(sk|l, Z
k−1) is permutation-invariant a.e., it is also PPI since every set in which p(sk|l, Z
k−1) > p(s∗k|l, Z
k−1)
will have zero probability. As for p(sk|l, Z
k−1) being PPI implying that is also permutation-invariant a.e., we will
carry a proof by contradiction. Let us assume that p(sk|l, Z
k−1) is PPI, and consider two intervals Ωk ⊂ Θk and
Ω∗k ⊂ Θ
∗
k such that for every sk ∈ Ωk, we have s
∗
k ∈ Ω
∗
k and vice-versa.
Let us now assume that p(sk|l, Z
k−1) is not permutation-invariant a.e., i.e. for some Ωk with non-zero Lebesgue
measure, p(sk|l, Z
k−1) > p(s∗k|l, Z
k−1) for every sk ∈ Ωk. This implies that
P ({sk ∈ Ωk}|l, Z
k−1) > P ({sk ∈ Ω
∗
k}|l, Z
k−1). (56)
But since P ({sk ∈ Θk}|l, Z
k−1) = P ({sk ∈ Θ
∗
k}|l, Z
k−1), there must exist another pair of sets Γk ⊂ Θk and
Γ∗k ⊂ Θ
∗
k (with their elements distributed in the same way as Ωk and Ω
∗
k), such that
P ({sk ∈ Γk}|l, Z
k−1) < P ({sk ∈ Γ
∗
k}|l, Z
k−1). (57)
However, (57) implies that p(sk|l, Z
k−1) < p(s∗k|l, Z
k−1) for some sk ∈ Θk, which violates condition (30).
Therefore, p(sk|l, Z
k−1) must be permutation-invariant a.e..
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APPENDIX C
PROOF EQ. (36)
Since the expectation given by (35) is taken over a RFS density, it needs to be written using a set integral (see
definition in [4, pp. 361–362]), i.e.
sˆAk ,
∫ ( tk∑
i=1
s
(i)
k δl(i)k A
)
f
(
xk
∣∣{Lk ∈ Ωk(A)}, Zk) δxk (58)
where xk =
{
l
(1)
k , . . . , l
(tk)
k
}
. By using the definition of set integral, we may rewrite (58) as
sˆAk =
∞∑
tk=0
1
tk!
∑
lk∈Γk(tk)
∫ ( tk∑
i=1
s
(i)
k δl(i)k A
)
f
(
xk
∣∣{Lk ∈ Ωk(A)}, Zk) dsk (59)
where Γk(tk) denotes all ordered sequences of labels lk that may exist at time k and with cardinality tk. We may
immediately rewrite (59) as
sˆAk =
∞∑
tk=0
∑
lk∈Πk(tk)
∫ ( tk∑
i=1
s
(i)
k δl(i)k A
)
f
(
xk
∣∣{Lk ∈ Ωk(A)}, Zk) dsk (60)
where Πk(tk) denotes all unordered sequences of labels lk that may exist at time k and with cardinality tk. Since
f
(
xk
∣∣{Lk ∈ Ωk(A)}, Zk) = 0 for any xk that does not include A as a label, we may rewrite (60) as
sˆAk =
∑
lk∈Ωk(A)
∫ ( tk∑
i=1
s
(i)
k δl(i)k A
)
f
(
xk
∣∣{Lk ∈ Ωk(A)}, Zk) dsk
=
∑
lk∈Ωk(A)
tk!
∫ ( tk∑
i=1
s
(i)
k δl(i)k A
)
p
(
xk
∣∣{Lk ∈ Ωk(A)}, Zk) dsk
=
∑
lk∈Ωk(A)
tk!
1
P ({Lk ∈ Ωk(A)}|Zk)
∫ ( tk∑
i=1
s
(i)
k δl(i)k A
)
p(xk|Z
k)dsk
=
∑
lk∈Ωk(A)
tk!
p(lk|Z
k)
P ({Lk ∈ Ωk(A)}|Zk)
∫ ( tk∑
i=1
s
(i)
k δl(i)k A
)
p(sk|lk, Z
k)dsk
=
∑
lk∈Ωk(A)
f(lk|Z
k)
P ({Lk ∈ Ωk(A)}|Zk)
∫ ( tk∑
i=1
s
(i)
k δl(i)k A
)
p(sk|lk, Z
k)dsk. (61)
APPENDIX D
THE MINIMUM MEAN OPTIMAL SUBPATTERN ASSIGNMENT (MMOSPA) ESTIMATE
A relatively recent but increasingly popular estimate for the problem of joint MTT (without labelling) is the
MMOSPA estimate described in [19]. It corresponds to the estimate that minimizes the expectation of a function
of the Optimal Subpattern Assignment Metric (OSPA) defined in [25].
The OSPA metric between the finite set state xk = {x
(1)
k , . . . , x
(tk)
k } and some estimate xk = {x
(1)
k , . . . , x
(tk)
k }
(where the single-target states x
(i)
k and x
(i)
k may have arbitrary composition) is defined as follows. Let 1 ≤ p <∞
be an order parameter that penalizes estimated objects far away from objects of the ground truth, and c > 0 be a
cut-off parameter that penalizes cardinality errors. Let also Πtk be the set of all permutations on {1, . . . , tk}, and
d(c)(a, b) be defined by
d(c)(a, b) = min (‖a− b‖, c) . (62)
The OSPA metric between xk and xk, parameterized by p and c, is then defined by
ǫ(c)p (xk, xk) ,

 1
tk

 min
π∈Πtk
tk∑
j=1
d(c)
(
x
(j)
k , x
(π(j))
k
)p
+ cp(tk − tk)




1
p
(63)
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for tk ≤ tk, and
ǫ(c)p (xk, xk) , ǫ
(c)
p (xk, xk) (64)
otherwise. The MMOSPA estimate can be then defined as
xˆk , arg inf
xk
∫ (
ǫ(c)p (xk, xk)
)p
f(xk|Z
k)δxk. (65)
The OSPA metric and MMOSPA estimate can also be described with the JMP formulation. In particular,
ǫ
(c)
p (xk, xk) = ǫ
(c)
p (xk, xk) (where xk and xk are respectively formed by some arbitrary ordering of the elements of
xk and xk), and the MMOSPA estimate xˆk for the posterior density p(xk|Z
k) corresponds to all possible orderings
of the tˆk elements of xˆk (which means that p(xk|Z
k) has tˆk! MMOSPA estimates, all of them corresponding to
the same physical state). Clearly, the MMOSPA estimate is well-defined regardless of the approach.
The OSPA metric, being based on Euclidean distances, is not readily defined when there are discrete state
elements (such as labels). For purposes of track extraction in joint MTTL, we can just ignore these state elements,
but if we do that, we need a complementary step that takes the label information into account. This “two-step”
track extraction approach has been considered in [11], [14], [15].
APPENDIX E
ANALYSIS OF THE EXTENSION OF THE TRACK EXTRACTION SCHEME DESCRIBED IN [11]
On the basis of our considerations in Section IV-A, the track extraction method presented in [11] is particularly
interesting because it may provide labelling probabilities together with the output tracks. This means that the method
may be used for soft-decision track extraction.
However, although the paper claims that these labelling probabilities are “correct” given the MMOSPA estimate,
it is not clear in which sense they are correct, i.e. which mathematical problem they solve. This is because the
mathematical definition of the quantities referred as “labelling probabilities” is not given in the paper; only a
numerical algorithm to compute them is provided.
To shed some light upon this method, we will obtain the mathematical definition of the “labelling probabilities”
considered in paper by performing reverse engineering on the presented numerical algorithm. Let, as before, Sk ={
S
(1)
k , . . . , S
(tk)
k
}
denote the set of all target states excluding the label information, and Lk =
{
L
(1)
k , . . . , L
(tk)
k
}
denote all label information.
At every time step k, the Set MHT algorithm described in [11] produces a set of NH hypotheses on the multi-
target state xk, with each hypothesis i being composed of a triple
{sk(i), wk(i), ok(i)} (66)
where sk(i) corresponds to the multi-target state (without label information), wk(i) is a scalar corresponding to
the weight of the hypothesis, and ok(i) is a vector with t! elements, each corresponding to one of the labelling
hypotheses lk, such that each element ok(i, lk) is given by
ok(i, lk) = p(lk|sk(i), Z
k) (67)
i.e. the probability of the sequence of labels lk =
[
l
(1)
k , . . . , l
(tk)
k
]′
, with the elements of the sequence assumed
to correspond to the respective elements of sk(i). We have then f(xk|Z
k) approximated by the set of hypotheses
{sk(i), wk(i), ok(i)}
NH
i=1.
The first step of the algorithm is to find the MMOSPA estimate (with p = 2 and c → ∞), of the multi-target
state excluding the label information, i.e. it approximately computes
sˆk = arg inf
sk
∫ (
ǫ
(∞)
2 (sk, sk)
)2
f(sk|Z
k)δsk. (68)
Now, let us consider that the number of targets is fixed and known, i.e. Tk = t. During the calculation of the MMO-
SPA, the algorithm reorders the state hypotheses {sk(i), wk(i), ok(i)}
NH
i=1. The result is {s˜k(i), wk(i), o˜k(i)}
NH
i=1,
calculated such that the MMSE of {s˜k(i), wk(i)}
NH
i=1 corresponds to one of the vector-valued MMOSPA estimates
sˆk of {sk(i), wk(i), ok(i)}
NH
i=1 (or, in other words, to one ordering of the set-valued MMOSPA estimate sˆk).
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Clearly, this procedure is a numerical implementation of the analytical procedure for computing the MMOSPA
estimate described in [19]. For some ordering sˆk of the MMOSPA estimate sˆk, this analytical procedure consists of
finding a “permutation-asymmetric” density (which will denote as psˆk , with the property psˆk(sk|Z
k)psˆk(s
∗
k|Z
k) = 0)
with a MMSE estimate equal to sˆk. According to Theorem 1 of [19], this permutation-asymmetric density is given
by
psˆk(sk|Z
k) =

f(sk|Z
k), 1
t
∑t
j=1
∥∥∥s(j)k − sˆ(j)k ∥∥∥2 = (ǫ(∞)2 (sk, sˆk))2
0, otherwise
Therefore, {s˜k(i), wk(i)}
NH
i=1 corresponds actually to an approximation of the permutation-asymmetric density
psˆk(sk|Z
k). This makes easy to show that the so-called “labelling probabilities” produced by the algorithm from
[11] are numerical approximations of the following expectation:
Epsˆk (sk|Zk)
[
p(lk|Sk, Z
k)
]
=
∫
p(lk|sk, Z
k)psˆk(sk|Z
k)dsk. (69)
The expectation given by (69) can be approximated as
Epsˆk (sk|Zk)
[
p(lk|sk, Z
k)
]
≈
NH∑
i=1
wk(i)p(lk|s˜k(i), Z
k)
=
NH∑
i=1
wk(i)o˜k(i, lk) (70)
which is exactly the expression for labelling probabilities that appears in [11]. From that, it comes trivially that in
[11], the proposed estimate of the sequence of labels lˆk (which refers to the elements of the chosen ordering sˆk),
is a numerical approximation of
lˆk = argmax
lk
Epsˆk (sk|Zk)
[
p(lk|Sk, Z
k)
]
. (71)
Therefore, it seems like this track extraction gives a solution to a well-formulated mathematical problem, i.e.
the problem given by (68), (69) and (71). However, does the output have physical interpretation, i.e. is it also a
solution of a well-formulated physical problem?
Note that the quantities defined by (69) depends explicitly on the permutation-asymmetric density psˆk(sk|Z
k). This
probability density may be a valuable tool to help calculating the MMOSPA estimate sˆk, but does it have physical
meaning by itself? This seems hardly to be the case, since psˆk(sk|Z
k) attributes different values to mathematical
states corresponding exactly to the same physical state – after all, in the absence of target identity information,
two multi-target states sk and s
∗
k correspond to the same real-world event. Going back to our unfair coin example
in Section II-B2, it is like a probability space that assigns different probabilities to the “tails1” and “tails2” states,
even though both correspond to the same real-world event “tails”.
Moreover, the “labelling probability” as defined by (69) is not defined for the case where there may be target
births and deaths. This is because to address the possibility of target birth and death, the support of the multi-target
posterior f(xk|Z
k) must have varying cardinality. Hence psˆk(sk|Z
k) cannot be defined, and even we attempt to
define it as a “family of densities”, it would not have a MMSE estimate. However, in the presence of target birth
and death, it is intuitive that a notion of labelling probabilities will still exist. As a simple example, let us consider
that we initially had two targets, say A and B, and at some point there is a 40% chance that target A dies and 20%
that target B dies. If in the subsequent time step we get only one track as output, we can certainly say that this
track has more chance to correspond to target B than A!
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APPENDIX F
A NUMERICAL METHOD TO COMPUTE THE LABELLING PROBABILITIES p(lk|sˆk, Z
k) FOR THE SET MHT
ALGORITHM DESCRIBED IN [11]
First, observe that
p(lk|sˆk, Z
k) =
p(yk|lk, sˆk, Z
k−1)p(lk|sˆk, Z
k−1)
p(yk|sˆk, Zk−1)
=
p(yk|lk, sˆk, Z
k−1)p(sˆk|lk, Z
k−1)p(lk|Z
k−1)
p(yk|sˆk, Zk−1)p(sˆk|Zk−1)
=
p(yk|lk, sˆk, Z
k−1)p(lk|Z
k−1)
∫
p(sˆk|sk−1, lk, Z
k−1)p(sk−1|lk, Z
k−1)dsk−1
p(yk|sˆk, Zk−1)p(sˆk|Zk−1)
. (72)
Since the Set MHT algorithm does not consider the possibility of target births and deaths, Tk = t and Lk = l,
so (72) becomes
p(l|sˆk, Z
k) =
p(yk|l, sˆk, Z
k−1)
∫
p(sˆk|sk−1, l, Z
k−1)p(sk−1|l, Z
k−1)dsk−1
t!p(yk|sˆk, Zk−1)p(sˆk|Zk−1)
=
p(yk|l, sˆk, Z
k−1)
∫
p(sˆk|sk−1, l, Z
k−1)p(l|sk−1, Z
k−1)p(sk−1|Z
k−1)dsk−1
t!p(l|Zk−1)p(yk|sˆk, Zk−1)p(sˆk|Zk−1)
=
p(yk|l, sˆk, Z
k−1)
∫
p(sˆk|sk−1, l, Z
k−1)p(l|sk−1, Z
k−1)p(sk−1|Z
k−1)dsk−1
p(yk|sˆk, Zk−1)p(sˆk|Zk−1)
∝ p(yk|l, sˆk, Z
k−1)
∫
p(sˆk|sk−1, l, Z
k−1)p(l|sk−1, Z
k−1)p(sk−1|Z
k−1)dsk−1 (73)
Now, recall that in the Set MHT algorithm, at the previous time k − 1, the posterior density f(xk−1|Z
k−1) is
assumed to be approximated by a set of NH hypotheses on the multi-target state, with each hypothesis described
by a triple of form (66). Since {sk−1(i), wk−1(i)} is an approximation of the distribution f(sk−1|Z
k−1), and
ok−1(i, l) = p(l|sk−1(i), Z
k−1), we may approximate (73) as
p(l|sˆk, Z
k) ∝ p(yk|l, sˆk, Z
k−1)
NH∑
i=1
p(sˆk|sk−1(i), l, Z
k−1)wk−1(i)ok−1(i, l). (74)
If Markov/decoupling assumptions ((18) and (19)) hold, (74) can be written as
p(l|sˆk, Z
k) ∝ p(yk|sˆk)
NH∑
i=1
t∏
j=1
p
(
sˆ
(j)
k |s
(j)
k−1(i)
)
wk−1(i)ok−1(i, l). (75)
Since the product
∏t
j=1 p
(
sˆ
(j)
k |s
(j)
k−1(i)
)
does not depend on l, it needs to be computed just once for each particle
i. As consequence, the computational cost of the proposed track extraction method will be approximately the same
of the method proposed in [11], which is described in Appendix E.
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