We investigate the behavior of a simple majority dynamics on network topologies that exhibit a clustered structure. By leveraging on recent advancements in the analysis of dynamics, we prove that, when the initial states of the nodes are randomly initialized or when they satisfy a slight bias condition, the network rapidly and stably converges to a configuration in which the clusters maintain internal consensus on two different states. This is the first analytical result on the behavior of dynamics for non-consensus problems on non-complete topologies, based on the first symmetry-breaking analysis in such setting.
Introduction
Dynamics are simple stochastic processes on graphs, in which the nodes update their own state according to a symmetric function of the state of their neighbors and of their current state, with no dependency on time or on the topology of the graph [Ema17, MT17] . While in previous decades, in the context of automata networks, this kind of systems has been investigated from a computability point of view, attracting the interest of mathematicians and physicists, recently it has been subject to a renewed interest from the theoretical computer science community, as new algorithmic techniques for analyzing this class of processes have made possible to answer questions regarding their efficiency and capability as distributed algorithms [ . We provide an overview on dynamics in Section 2.2 (due to space limitations, the section is deferred to the Appendix).
In this work, we consider the 2-Choices dynamics (Definition 3), in which at each discrete-time step each node samples two random neighbors with replacement and if the two sampled neighbor have the same state the node adopts that state (see Figure 1 ). In [CER + 15, CRRS16], the authors show that this process rapidly converges to consensus (i.e., all nodes having the same state), if the proportion of nodes supporting a given state exceeds a given function of the second eigenvalue of the graph. Their proofs leverage on an interesting property of the 2-Choices dynamics, namely the fact that the expected number of nodes supporting a given state can be expressed as a quadratic form of the transition matrix of a simple random walk on the graph, for an inner product given by the stationary distribution of such random walk. In turn, the previous relation between the dynamics and the transition matrix allows to relate the behavior of the process to the eigenspaces of the graph. The node updates its current state only if the two randomly chosen neighbors share the same state; in all other cases, the node keeps its current state.
Motivated by questions arising in different domains that we discuss in the following subsections, we exploit the aforementioned relation to show a more fine-grained understanding of the consensus behavior of the 2-Choices dynamics, which should also extend to similar dynamics. CRRS16] , to obtain the first symmetry-breaking analysis for dynamics on non-complete topologies.
Qualitative description of Theorem 1. If the underlying network has a clustered structure 1 and the process is initialized in a slightly asymmetric way w.r.t. the clusters (for example, this is the case with constant probability if initial states are determined by fair coin flips), then with some significant probability the network will converge to a configuration in which almost all nodes within each cluster share the same state, but the predominant states are different between clusters. In other words, with constant probability, after a short time, the states of the nodes constitute a labeling which reveals the cluster structure of the network.
The aforementioned probability for the labeling to reveal the clustering structure can be amplified via Community-Sensitive Labeling [BCN + 17a], as showed in Section 5.
Our theoretical findings pave the way to future investigation that we discuss in Section 7. In the rest of this section, we individually discuss three implications of our analysis, two of which are of biological interest and contribute to the research direction on Biological Distributed Algorithms (a brief overview of the latter research area is given in Section 2).
Towards a Rigorous Understanding of Label Propagation Algorithms
Label propagation algorithms (LPAs) are a widely used class of heuristics for graph clustering, which match the following general pattern:
1. At the outset, each node is assigned a color, tipically independently from the others and uniformly at random; 2. Then, each node starts updating its current color according to a simple local majority-based rule based on the colors of its neighbors; 3. After a relatively short number of rounds, the coloring of the graph is expected to stabilize, i.e. to reach a regime in which few nodes change their color at each round; the coloring given by such configurations are declared to be the clustering.
We provide an overview of label propagation algorithms in Section 2.1 (due to space limitations, the section is deferred to the Appendix). As we discuss there, the line of research on label propagation algorithms is essentially empirical, except for the work of Kothapalli et al. [KPS13] . They analyze Max-LPA, an instance of LPA where the initialization is performed assigning labels uniformly at random from a large set; the local majority-based update rule is synchronous and consists of considering the deterministic majority among the values of the neighbors; finally, ties are broken in favor of the largest label in lexicographical order. Their results hold on the stochastic block model [HLL83] , a clustered version of Erdős-Rényi random graphs where the communities are dense and the cut sparse. By defining a as the expected number of neighbors of each node in its own community, b as the expected number of neighbors of each node in the other community and d = a + b as the expected degree of each node, their results essentially require a ≥ n 3/4− and b ≤ ca 2 /n, for some arbitrary constant and some positive constant c.
The absence of substantial theoretical progress in the analysis of LPAs is largely due to the lack of techniques for handling the interplay between the non-linearity of the local update rules and the topology of the graph. In this work we look at the 2-Choices dynamics as an LPA algorithm. The randomized nature of the 2-Choices dynamics introduces a major challenge with respect to deterministic rules such as the one of Max-LPA. On the other hand, this work addresses these difficultes by combining the new analysis techniques discussed in Section 1. Our analysis requires that λ ≤ n −1/4 , where λ is the maximum eigenvalue, in absolute value and different from one, of the transition matrices induced by the communities (see Section 3). Because of the extremality of Ramanujan graphs [LPS88] , the previous condition implies that a ≥ n 1/2 . Thus, compared to the analysis of Max-LPA, our Theorem 1 holds for much sparser communities, at the price of a stricter condition on the cut, which has to satisfy
, community detection is performed by Max-LPA in a constant number of rounds as a result of the high-density of the edges and of the fact that the majority rule is applied to the whole neighborhood of a node. Hence, the total work per node (message complexity) of Max-LPA is Ω(m), where m is the number of edges in the graph, which is at least n 7 4 . The 2-Choices dynamics needs instead O(log n) rounds to converge to a clustering, but the local update rule requires that each node receives the label from only two neighbours at each round. Hence, the total work of our LPA is only O(n log n) regardless of the actual density of the edges on the graph. In other words, the algorithm performs an implicit sparsification of the graph. The latter property is of interest within the context of recent efforts to design sparse clustering algorithms [SZ17] , in particular for opportunistic network settings [BCM + 17].
An Evolutionary-Graph-Theoretic Explanation for Speciation
Evolutionary dynamics is the branch of genetics which studies how populations evolve genetically as a result of the interactions among the individuals [Dur11] . In their seminal paper on evolutionary graph theory [LHN05] , Lieberman et al. initiated the study of evolutionary dynamics on graphs by investigating the fixation probability of the Moran process on different families of graphs (see Figure  2 ), namely the probability that a new mutation with increased fitness eventually spreads across all individuals in the population. The Moran process has since then attracted the attention of the computer science community due to the algorithmic questions associated to its fixation probability [Gia16, GGG + 17, GGG + 17]. However, no simple dynamics has so far been proposed in the context of evolutionary graph theory for explaining one of evolution's fundamental phenomena, namely speciation [rO04] . We hereby report an excerpt from the seminal perspective article by S. Gavrilets [Gav03] .
"Theoretical studies of speciation have been dominated by numerical simulations [...] . What is needed now is a shift in focus to identifying more general rules and patterns in the dynamics of speciation. The Assuming equal fitness for all individuals, at each time step an individual is chosen uniformly at random (u.a.r.) for reproduction, and a second neighboring individual is chosen u.a.r. for death; the offspring of the first individual then replaces the second. When the underlying graph is regular, the process is equivalent to the Voter dynamics [BGKMT16] .
crucial step in achieving this goal is the development of simple and general dynamical models that can be studied not only numerically but analytically as well. The waiting time to speciation driven by mutation and drift is typically very long. Selection for local adaptation (either acting directly on the loci underlying reproductive isolation via their pleiotropic effects or acting indirectly via establishing a genetic barrier to gene flow) can significantly decrease the waiting time to speciation. In the parapatric case the average actual duration of speciation is much shorter than the average waiting time to speciation. Speciation is expected to be triggered by changes in the environment. Once genetic changes underlying speciation start, they go to completion very rapidly."
Two fundamental classes of driving forces for speciation can be distinguished: allopatric speciation and sympatric/parapatric speciation. Allopatric speciation, which refers to the divergence of species resulting from geographical isolation, is nowadays considered relatively well understood [SAL + 06]; on the contrary, sympatric and parapatric speciation, namely divergence without complete geographical isolation, are still controversial [SAL + 06, BNS07, BF07]. In several evolutionary settings, the spread of a mutation appears nonlinear with respect to the number of interacting individuals carrying the mutation, exhibiting a drift towards the most frequent phenotypes [rO04, Gav03] . In this work, we look at the 2-Choices dynamics as a quadratic evolutionary dynamics on a clustered graph representing sympatric and parapatric scenarios. We regard the random initialization of the 2-Choices process (Section 4) as two intermixed populations of individuals with different genetic pools. The interactions for reproduction purposes between the two populations can be categorized in frequent interactions among individuals within a equal-size bipartition of the populations (the communities), and less frequent interactions between these two communities (which, in later stages of the differentiation process, may be interpreted as genetic admixture, i.e. interbreeding between two geneticallydiverging populations [MDN + 13] ). Within the aforementioned framework, our Theorem 1 provides an analytical evolutionary-graph-theoretic proof of concept on how speciation can emerge from the simple nonlinear underlying dynamics of the evolutionary process on the population level.
The result may also be of interest in the context of analogous explanations in terms of multi-agent interaction models for the diversification of lexicon in the study of evolution of languages [LMT12] .
On the Process of Innervation in Muscular Junctions
During mammalian development neuromuscular junctions and some other postsynaptic cells transition from having multiple neurons innervating onto them into being subject to innervation from a single neuron only [GL98, TWK + 12, TL12]. This process takes place as synaptic sites are exchanged between different axons: Locations on the cell surface of the cell, on which neurons innervate, transition from being freed by the current innervating neuron to be occupied again by a new one [TL12] (see Figure 4) .
In [TL12] , it is shown that soon-to-be-eliminated axons rapidly reverse fate and grow to occupy vacant sites at a neuromuscular junction after they are artificially damaged in laboratory. Such evidence is argued to support the hypothesis that the process is driven by a form of competition at the level of neural terminations: "This reversal supports the idea that axons take over sites that were previously vacated. Indeed, during normal development we observed withdrawal followed by takeover. The stimulus for axon growth is not postsynaptic cell inactivity because axons grow into unoccupied sites even when target cells are functionally innervated. These results demonstrate competition at the synaptic level and enable us to provide a conceptual framework for understanding this form of synaptic plasticity." -Turney et al. [TL12] .
The authors then provide a simplistic model for the aforementioned process based on evolutionary graph theory (which we discuss in Section 1.2). Their model, illustrated in Figure 5 , is equivalent to the Voter dynamics when the underlying graph is assumed to be regular.
In this section we argue that our Theorem 1 provides evidence for the fact that, in order for a model based on dynamics 2 to comply with experimental evidence on the outcome of the innervation process, either the innervation sites do not exhibit spatial bottlenecks or the dynamics cannot be based on majority-like mechanism.
Theorem 1 shows that, when the 2-Choices dynamics takes place on a clustered graph from a random initial configuration, there is a constant probability that the system will converge to a configuration in which the two clusters maintain 2 We remark that we did not find any decisive evidence in the experimental literature that the process could not be better explained through other factors such as communication among axons via molecular clues (similarly to other developmental neural process such as [AAB + 11]). Table 1 : Results of the experiments on y-degree majority dynamics on clustered graphs sampled from the stochastic block model with two communities G n,p,q . Each experiment has been repeated 50 times. The parameters used for the experiments are: n = 10000, p = n −1/4 , q = n −3/4 . The value M represents the percentage of runs for which an almost-clustered configuration is reached in less than √ n = 100 iterations; the value ρ represents the average number of rounds for the process to converge to an almost-clustered configuration (in which the two communities maintain an almost-consensus on different colors, conditioning on such state being reached in the current run). , where the outcome is a consensus configuration in which the whole neuromuscular junction is innervated by a single axon only. Hence, our Theorem 1 suggests that, if the competition among axons for innervating a postsynaptic cell follows a local behavior akin to the 2-Choices dynamics, the topology of the sites as formalized in [TL12] (Figure 5 ), should not exhibit a clustered structure, i.e. a partition in two communities with good expansion properties while being separated by a sparse cut as in the regular clustered graphs of Theorem 1. On the other hand, if experimental evidence would confirm that the graph associated to the innervation site can indeed exhibit a structure similar to the graphs of Theorem 1, then the dynamics implemented by axons should qualitatively differ from a super-linear majority dynamics such as the 2-Choices one.
We complement our previous argument with simulations on stochastic block models with two communities [HLL83] , on a class of dynamics which generalizes the 2-Choices dynamics. We call the latter class y-degree majority dynamics.
Definition 1 (y-degree majority dynamics). In the y-degree majority dynamics, for a real value y ≥ 1, a generic node u updates its current color with color i with probability
, where S i is the set of nodes supporting color i, N (u) is the set of neighbors of u, and d u is the degree of u.
Observe that the node stays of its current color with probability
As a special case, for y = 2 we get the 2-Choices dynamics and for y = 1 we get the Voter dynamics. The stochastic block model (with two communities) is generated by dividing the nodes in two sets of equal size, called communities, and including each edge with probability p if its two endpoints are in the same community, and with probability q if instead the two endpoints belong to different communities. To match the parameters of Theorem 1, we set p = n Table 1 .
For each run (50 in total) the y-degree majority dynamics is run until the number of rounds exceeds √ n = 100. The outcome of the simulations is illustrated in Table 1 and Figures 3a and 3b. The results show that, as y decreases from 2 to 1.5, the probability that the dynamics converges (and maintains) a non-consensus configuration in which the two clusters support different colors deteriorates from roughly 1 2 to circa 1 3 , with a steeply decreasing derivative, while the time to converge to the almost-consensus (for the run for which that happens) starts increasing rapidly towards y = 1.5. Below y = 1.5, no convergence to an almost-clustered configuration occurs in any of the 50 runs before exceeeding the time limit.
We remark that, as a byproduct, our numerical experiments also show the low sensitivity of Theorem 1 to the regularity assumption.
Further Related Work
Because of the biological applications discussed in this work, we start this section by briefly discussing the general recent research direction on biological distributed algorithms (BDAs) [FK13, NBJ14] .
The research community 3 on BDAs follows the recent effort from theoretical computer scientists to address natural phenomena from an algorithmic perspective [Cha09, BBD ). An illustration from [TL12] showing the competition among different axons for innervating receptive areas during development. Shown are four views of a multiply innervated neuromuscular junction from the sternomastoid muscle of a living mouse viewed over two days (scale of 10 micrometers). At the first view (0 h) the orange-colored axon occupied the lower part of the junction and a small branch at the top. Insets below show axons (left) and receptors (right, in gray) of the bottom region of the junction. To more clearly see the extent of the territory occupied by the yellow axon, the fluorescent protein in orange-colored input was bleached at the nerve entry zone for several minutes without damaging the axon, using visible continuous wave laser light. A day later (22 h) the orange-colored input is no longer at the junction, but a remnant of the retracting axon is visible (arrow). Several sites that had previously been occupied by the orange axon are now vacant (dashed ellipse). However, by 45 h, the remaining input grew into the vacated territory. The delay between the withdrawal of the orange axon and the takeover by the yellow one is similar to time course observed following removal of an input by laser irradiation (approximately 1 day).
General Overview on Label Propagation Algorithms
Label Propagation Algorithms are a class of algorithms used for graph clustering and inspired by epidemic processes on networks. The generic pattern of such algorithms can be described as follows: First, a label taken from a finite set is assigned to each node according to some initialization; then the nodes are activated following some activation rule; active nodes interact with their neighbors and update their labels according to some local update rule. The activation rule can be synchronous or asynchronous: In the former, all the nodes are activated simultaneously at each time step; in the latter, only one node (or a pair of nodes connected by an edge) is active at a time. As for the local update rule, it can be any monotone function of the states of the neighbors of a node.
Raghavan et al. [RAK07] proposed the first of such algorithms, known in literature as LPA. The initialization is performed assigning unique labels to the nodes; the activation rule selects nodes sequentially according to a random permutation, which is different at each iteration; the local update rule is a deterministic majority among the values of the neighbors, i.e. each node update its state to the most frequent label in its neighborhood (ties are broken randomly). . The simple graphical model gives rise to many of the features that have previously been experimentally observed. A junction is represented by a set of synaptic sites that are randomly distributed among six innervating axons each with a different color (leftmost panel). Based on the findings in this article showing that synaptic vacancies can induce nearby axonal branches of either the same or a different axon to grow, synaptic competition is simulated in [TL12] as an iterative process of axon withdrawal from a randomly selected site followed by takeover of the vacated site. As shown in the first two panels the process starts with the pink axon losing a synaptic contact. The vacated site is subsequently reoccupied by one of the immediately neighboring axons (in this case the dark blue one; see right panel). This stepwise process is repeated approximately 1000 times until all the sites become innervated by the same axon and the junction is in its mature singly innervated state. Over the course of this simulation, the synaptic contacts of each axon become progressively clustered, and eventually, when the junction has only two remaining inputs, the axons become completely segregated as has been seen in normal development [GL98] .
They showed with experiments on small networks that LPA is able to correctly classify 95% of the nodes in just 5 iterations. Later [LHLC09] , it has been conjectured and experimentally showed that the number of iterations needed to perform community detection grows logarithmically with the size of the network.
LPA started a new line of research started with the goal of improving the stability of the results among different runs, the quality of the produced clusters, and the efficiency of the algorithm. Many variants with small variations on initialization, activation rule, and local update rule have been proposed, but they have only been validated experimentally [ [TK08] showed that LPA is equivalent to find the local minima of a simple zero-temperature kinetic Potts model, a generalization of the Ising model used in statistical mechanics to describe the spin interaction of electrons on a crystalline lattice.
Barber and Clark [BC09] formulated LPA as an optimization problem and discovered that LPA maximizes a function close to the modularity.
4 With a suitable modification of the update rule of LPA, that needs some global information on the labels of non-adjacent nodes, they proposed LPAm, a graph clustering algorithm that maximizes the modularity induced by the identified communities.
The first rigorous analysis of a deterministic LPA on planted partition graphs has been carried out by Kothapalli et al. [KPS13] . They propose and analyze Max-LPA (synchronous LPA with deterministic majority rule) on G 2n,p,q graphs with parameters p = Ω(n −1/4+ ) and q = O(p 2 ), i.e. on graphs that, with high probability, present very dense clusters of constant diameter separated by a sparse cut. They also conjecture a logarithmic bound for sparser network topologies.
Clementi et al.
[CDIG + 15] investigated the problem of distributed community detection on evolving random graphs [AKL08] with a planted partition [Abb17] . They propose a LPA-based distributed protocol and proved that when the cut is sparser than the community by a polynomial factor (i.e. p/q > n b for an arbitrarily small constant b), their protocol is able to reconstruct the planted partition with high probability, even when the graph becomes disconnected over time. They are the first to formally prove a logarithmic bound on the convergence time of a LPA-based protocol on sparse topologies.
Research on Computational Dynamics
Dynamics are rules to update an agent's state according to a function which is invariant with respect to time, graph topology, and the identity of an agent's neighbors, and whose arguments are only the agent's current state and those of its neighbors [Ema17] .
Simple models of interaction between pairs of nodes in a network have been studied since the first half of the 20th century in statistical mechanics [Lig06] and in the second half in diverse sciences, such as economics and sociology, where averaging-based opinion dynamics such as the DeGroot model have been investigated [Fre05, Har59, Deg74, GJ10, Jac21] .
The seminal work by Hassin and Peleg [HP01] introduced for the first time the study of a synchronous-time version of the Voter dynamics in computer science. In this model, in each discrete-time round, each node looks at a random neighbor and copies its opinion. The Voter Model can be regarded as the simplest dynamics, in the sense that there is arguably no simpler rule by which nodes may meaningfully update their state as a function of their neighbors' states.
Examples of other dynamics are the Undecided-State, the 2-Choices, the We now focus on the 2-Choices dynamics [CER14] , which is the subject of this work. The 2-Choices dynamics can arguably be considered the simplest type of dynamics after the Voter one and, until now, it constitutes one of the few processes whose behavior has been characterized on non-complete topologies [CER14, CER + 15, CRRS16]. The authors of [CER14] consider any initial configuration in which each node is supporting one out of two possible opinions. They proved that in such a configuration, under the assumption that the initial bias (i.e. advantage of an opinion) is greater than a function of the network's expansion (measured in terms of the second eigenvalue of the network) [HLW06] , the whole network will support the initially most frequent opinion with high probability after a polylogarithmic number of rounds. The results of [CER14] on the 2-Choices dynamics were later refined with milder assumptions on the initial bias with respect to the network's expansion [CER + 15] and generalized to more opinions [CRRS16] . In [CNNS18] , it is shown that depending on the strength of the cut between the core and the periphery in core-periphery networks, a phase-transition phenomenon occurs: Either one of the colors rapidly spreads over the rest of the network, or a metastability phase takes place, in which both the colors coexist in the network for superpolynomial time. (Figure 6 ) and that when a > αb, for some constant α > 1, the graph G exhibit a well-clustered structure, in the sense that each node has more neighbors in its community than in the other one.
Preliminaries and Notation
2. every node has degree d;
3. every node in V 1 has b neighbors in V 2 and every node in V 2 has b neighbors in V 1 .
For each node u ∈ V let c (t)
u ∈ {red, blue} be the color representing the state of u at time t; we will use the words color and state interchangeably. We call B (t) the set of nodes colored blue at time t and R (t) the set of nodes colored red at time t. For each community i ∈ {1, 2} we define B
i | the bias in community i towards color red. We denote the vector of states of all nodes in G at time t as the configuration vector c (t) . Given some initial configuration c (0) , we let the nodes of G run the 2-Choices dynamics (Definition 3).
Definition 3 (2-Choices dynamics). The 2-Choices dynamics is a local synchronous protocol that works as follows: In each round, each node u chooses two neighbors v, w uniformly at random with replacement; if v and w support the same color, then u updates its own color to their color, otherwise u keeps its previously supported color.
Notice that the random sequence of configurations {c (t) } t∈N generated by multiple iterations of the 2-Choices dynamics on G is a Markov Chain with state space Ω, where Ω is the set of all possible configurations of the process.
We refer to the set of almost-clustered configurations (Definition 4) as Ω * ⊆ Ω. Intuitively, this is the set of configurations such that a vast majority of the nodes in one community is supporting one of the two colors, and a vast majority of nodes in the other community is supporting the other color.
Definition 4 (Almost-clustered configuration). We call a configuration c
log n log log n for each i ∈ {1, 2} and s 1 · s 2 < 0, i.e. the signs of the biases are different.
In the rest of the section we introduce the notation that we use for the spectral properties of transition matrix of the underlying graph G: the analysis in expectation of the process (Lemma 4.2) exploits such spectral properties and our main result (Theorem 1) makes assumptions on the spectrum of the transition matrix of G.
Let P = d −1 A be the transition matrix of a simple random walk on G, where we denote with d the degree of the nodes and with A the adjacency matrix of G.
a-regular
The transition matrix P can be decomposed as follows:
where C is the transition matrix of the communities if we disconnect them, while M is the transition matrix of the cut, i.e. of the bipartite graph connecting the two communities. Notice that since the cut is regular M is symmetric and P 1,2 = P 2,1 . We denote with λ 1 ≥ . . . ≥ λ n the eigenvalues of the transition matrix of the subgraph induced by the first communityP 1,1 := d a P 1,1 and with v 1 , . . . , v n their corresponding eigenvectors; we denote with µ 1 ≥ . . . ≥ µ n the eigenvalues of the transition matrix of the subgraph induced by the second community and with w 1 , . . . , w n their corresponding eigenvectors. Notice that both the sets of eigenvectors are orthonormal, being the matrices real and symmetric. Since bothP 1,1 andP 2,2 are stochastic matrices we have that λ 1 = µ 1 = 1 and that
1, where 1 is the vector of all ones. Moreover we consider the case in which both the subgraphs induced by the communities are connected and not bipartite; thus it holds that λ 2 < 1, µ 2 < 1 and that λ n > −1, µ n > −1.
We define λ := max(|λ 2 |, |λ n |, |µ 2 |, |µ n |). The value of λ is essentially a representative of the second largest eigenvalues for both the subgraphs induced by the communities.
In addition to the analysis in expectation, we also provide concentration bounds for the behavior of the process. In this context, we say that an event E happens with high probability (w.h.p. in short) if
Consider a clustered regular graph G = (V, E) (Definition 2) and let each node u ∈ V initially pick a color c (0) u ∈ {red, blue} uniformly at random and independently from the others. Let the nodes of G run the 2-Choices dynamics (Definition 3). The variance of such initialization suggests that with constant probability the distribution of the two colors will be slightly asymmetric w.r.t. the two communities, i.e. the first community will have a bias toward a color, while the second community will have a bias toward the other color. Informally, we show that when the initialization is "lucky" there is a significant probability that the process will rapidly make the distribution more and more asymmetric until converging to an almost-clustered configuration (Definition 4), i.e. a configuration in which, apart from a small number of outliers, the nodes in the two communities support different colors.
Let c ∈ N be a constant. We define the two following events about the 2-Choices dynamics on G: ξ: ": Starting from a random initialization the process reaches an almost-clustered configuration within O(log n) rounds." ξ c ": Starting from an almost-clustered configuration the process stays in almost-clustered configurations for n c rounds."
Then, for every constant c, it holds that
for two suitable positive constants γ 1 and γ 2 .
The proof of Theorem 1 is divided in the following steps:
1. The bias in each community is initially |s i | = Θ( √ n), for each i ∈ {1, 2}, with constant probability and the biases are different in sign (Lemma 4.1); 2. The bias in each community becomes |s i | = Θ( √ n log n), for each i ∈ {1, 2}, with constant probability, in O(log log n) rounds and the signs of the biases are preserved (Lemma 4.4); 3. The bias in each community becomes s i ≥ n − O(log n), for each i ∈ {1, 2}, with high probability, in O(log n) rounds and the signs of the biases are preserved (Lemma 4.5);
4. The process enters an almost-clustered configuration and lies in Ω * for the next n c rounds with high probability (Lemma 4.6).
Proof of Theorem 1. Before starting with the actual proof we introduce some extra notation. When clear from the context we use the name of a set as its cardinality, e.g., we refer to |B , and we omit the superscript when we refer to the current round t, e.g., we refer to B We start the analysis of the process by looking at the initialization phase. In particular, in Lemma 4.1 we show that there is a constant probability that the initialization is "lucky", i.e. that the biases in the two communities are Θ( √ n) toward different colors.
Lemma 4.1 (Lucky initialization). Let G = (V, E) be a (2n, d, b)-clustered regular graph and let each node choose a color in {blue, red} uniformly at random and independently from the others. Let c 1 and c 2 be two positive constants. Then, there exists a constant γ 1 such that
Then, considering a configuration c (t) at a generic time t, we look at the expected evolution of the process observing the behavior of one single community (taking into account the influence of the other community). Roughly speaking, Lemma 4.2 shows a bound to the number of nodes supporting the minority color in community i as a function of all the parameters involved in the process: The number of nodes supporting the minority color in the community i, at the current round; The number of supporters of the same color in the other community, at the current round; The expansion of the communities λ ≤ c 2 · n −1/4 ; The cut density
Lemma 4.2 (Expected decrease of the minority color). Let G be a (2n, d, b)-clustered regular graph. For any configuration c (t) we have that
where σ i is the number of nodes supporting the minority color in community i and σ j is the set of nodes supporting the same color in community j, for each i, j ∈ {1, 2} such that i = j.
Proof. For every set Z ∈ {B, B 1 , B 2 , R, R 1 , R 2 } and for every node v ∈ V , we define Z(v) = N (v) ∩ Z, where N (v) is the set of neighbors of v. W.l.o.g we assume that we are working on Community 1 and that the minority color is blue. This implies that σ i = B 1 and σ j = B 2 in the notation of the theorem. Thus, by definition of 2-Choices dynamics (Definition 3) we can write the expected number of nodes supporting the minority color in community 1 at round t + 1 as the sum of the probabilities, for each node supporting the other color, of picking two blue nodes (and thus becoming blue) and the sum of the probabilities for each blue node of not picking two red nodes (and thus remaining blue).
where in (1) we used the fact that
, since it is a concave function and its maximum is , and that λ ≤ c 2 · n −1/4 . In particular, we split the quantity into three terms as follows:
We upper bound the first of the terms by using λ := max(|λ 2 |, |λ n |, |µ 2 |, |µ n |), which gives a measure of the internal expansion of the graphs induced by the clusters. LetP 1,1 = and 1 B (t) (v) = 0 otherwise. When clear from the context we will omit the time t. This allows us to write the matrix in its spectral decomposition, i.e. P 1,1 = n i=1 λ i v i v i , and the indicator vector of the blue nodes in the first cluster as a linear combination of the eigenvectors ofP 1,1 , i.e.
The second of the terms can be bounded using the Cauchy-Schwarz inequality and the fact that the fraction of neighbours in the other community is
where in the last inequality we combined Corollary 1 with the two following observations:
, since each node in the first community has exactly b neighbors in the second community; (ii) P 1,2 ∞ := max 1≤i≤n m j=1 |b ij | = b d , since each node in the second community has exactly b neighbors in the first community and P 1,2 = P 2,1 .
For the third and last term, which equals twice the product of the first two, we use the previously derived bounds and get the following quantity:
Before combining the three bounds, we recall that by hypothesis G is such that
We have seen that, assuming that the minority color in community 1 is blue, we get
It follows directly from Lemma 4.2 that, when in a certain range of values, the bias in each cluster increases in expectation at each round, because the minority color decreases and consequently the majority color increases. With Lemma 4.3, we prove that the increase of the bias we have shown in expectation is multiplicative w.h.p. whenever the bias s i satisfies s i ∈ [h, n 2 ]. Lemma 4.3 (Probability of multiplicative growth of the bias). Let c (t) be a configuration such that h √ n ≤ s i ≤ n 2 for each i ∈ {1, 2}. Then, it holds that
Proof. W.l.o.g. we assume that we are computing s 1 and that s 
where in (a) we used that n by hypothesis. Using the additive form of the Chernoff Bound and that s 1 ≤ n 2 , we get that
Since it holds that s 1 = n−2B 1 , then with probability 1−exp (−2(s 1 ) 2 /(32 2 n)) it holds that
At this point we know that there is a constant probability that the process starts with a "lucky" initialization (Lemma 4.1); moreover we know that the bias in each cluster will increase in expectation (consequence of Lemma 4.2) and that, when in a given range, it will rapidly increase with high probability (Lemma 4.3) . Thus, in a first phase, we show that the bias s i , for each i ∈ {1, 2}, with constant probability will rapidly increase up to a configuration such that it is Θ( √ n log n). More formally, with Lemma 4.4 we prove such behavior by applying once Lemma 4.1, then by iterating the application of Lemma 4.3 for O(log log n) rounds (to get a large enough bias), and finally by handling the stochastic dependency between the two biases during their respective increase in opposite directions.
Lemma 4.4 (Clustering -Breaking symmetry). Starting from an initial configuration where each node chooses a color uniformly at random and independently from the others, it holds with constant probability that within O(log log n) rounds the process reaches a configuration c (t) such that s
1 ≥ √ n log n and s
Proof. Let I be the event "the initial configuration has the property that s
In Lemma 4.1 we proved that I happens with a probability that is at least constant. Then, starting from such configuration, we use Lemma 4.3 in order to show that both the biases become at least √ n log n within O(log log n) rounds, with constant probability.
We define a round r to be successful w.r.t. community j if one of the two following conditions hold:
• either the process has not reached yet a configuration in which the bias is large enough and the bias is multiplicatively increasing, namely s (r−1) 1 < √ n log n and s , or • the bias was already large enough in a previous round, i.e. there exists a round r < r such that s
) and let us define the events
The round i is successful w.r.t. community j."
K j : "The first log β log n rounds are successful w.r.t. community j."
Note that, after i consecutive successful rounds w.r.t. community j, the stochastic process reaches a configurationc such that s j ≥ h √ n(1 + 1/16) i and then the probability that also the next round is successful is at least 1 − exp (−2h 2 (1 + 1/16) 2i /(32 2 )). Conditioning to the event I, and letting α = 2(h/32) 2 and β = (1 + 1/16), for any community j it holds that
where in the fourth line we expanded log(1
3 − . . . using the Taylor series, and subsequently we upper bounded the "exponential series" with a geometric one; the term C appearing in the last bound is a constant due to the smaller order terms coming from the Taylor approximation.
Notice that the bias, after O(log log n) successful rounds and starting from O( √ n), reaches a value of O( √ n log n). This implies that the bias reaches a value of at least √ n log n within O(log log n) rounds with probability at least e β . Now we compute the probability P (K 1 , K 2 | I) using the fact that, conditioning on the previous configuration, the events that a round is successful w.r.t. both the communities are independent:
In a second phase, we show that the bias s i , for each i ∈ {1, 2}, continues to increase and rapidly reaches, with high probability, a configuration in which the minority color (different in the two communities) has at most logarithmic size. This behavior is formally proved in Lemma 4.5, using again Lemma 4.2 and Lemma 4.3.
Lemma 4.5 (Convergence). Starting from a configuration c (t) such that |s i | ≥ √ n log n for each i ∈ {1, 2}, there exist two rounds i, j = O(log n) such that |s Proof. The proof has the following structure: We focus only on one of the biases and we show, in two different phases, that it will grow until it reaches the value n − log n within O(log n) rounds, w.h.p. Then we apply the Union Bound and we show that this holds for both the biases, w.h.p.
W.l.o.g. we assume that both the biases are positive. For any i ∈ {1, 2} we define τ i as the first round such that s i ≥ n 2 starting from a configuration such that s i ≥ √ n log n. Using Lemma 4.3 and the hypotheses s i ≥ √ n log n we get that, for each round t such that s
for any positive constant a 1 . By iteratively applying the Union Bound we get that w.h.p. we have O(log n) consecutive rounds of this multiplicative grow and thus it holds
for two suitable positive constants a 2 , b 2 . Now we define, for any i ∈ {1, 2}, τ i as the first round such that s i ≥ n − log n starting from a configuration such that s i ≥ n 2 . Our assumption on the sign of the biases implies that the minority color is blue and thus in Lemma 4.2 we have σ i = B i and σ j = B j . This, with the fact that s i ≥ n 2 implies B i ≤ n 4 . The following bounds is proved, without loss of generality, for Community 1.
Consider a configuration such that 2 log n ≤ B 1 ≤ n 4 . Then it holds
Indeed, using that 
where the last inequality holds for a sufficient large n. Then, using the multiplicative form of the Chernoff Bound, we get that:
for a positive constant γ 2 . Let τ i be the first round such that s i ≥ n − log n, starting from a configuration such that s i ≥ n 2 . Equation (2) implies that, by an application of the Union Bound,
for two suitable positive constants a 3 , b 3 . Thus, if we define τ i as the first round such that s i ≥ n − log n, starting from a configuration such that s i ≥ √ n log n, we get
for a suitable positive constant a 4 .
Finally, with Lemma 4.6 we show that the number of wrongly colored nodes in each cluster drops to O(log n/ log log n) in one round and then, with high probability, the process enters a metastable phase in which the only possible configurations are almost-clustered which will last for a polynomial number of rounds. In other words, even if a few nodes in each community will continue to change color, almost all the nodes in one community will support one color while almost all the nodes in the other community will support the other color.
Lemma 4.6 (Metastability). Starting from a configuration c (t) such that |s i | ≥ n − log n for each i ∈ {1, 2}, for any constant c, for the next n c rounds the process lies in the set of configurations such that |s i | ≥ n − O log n log log n and the sign of the bias is preserved, w.h.p.
Proof. Let us define X u as an indicator random variable such that X u = 1 if node u will support the minority color of community i at the next round and X u = 0 otherwise; let p u be the probability of having X u = 1. We approximate u∈V X u with a Poisson random variable using Le Cam's Theorem (Theorem 3). Thanks to Le Cam's Theorem, if u∈Vi p 2 u ≤ 1 n , for some positive constant , then any result that holds on the Poisson random variable with high probability will hold with high probability also for u∈Vi X u . 
Let us analyze the two terms separately. As for the first term we have that u∈Ci, u∈σ
≤ a log 4 n + 4ab log 3 n + 6ab 2 log 2 n + 4ab 3 log n + 
where in (a) we used again that a ≥ √ n. Finally, by combining the two bounds together, we get
We now show that a Poisson(λ) random variable is upper bounded by O log n log log n w.h.p. as long as λ is constant w.r.t. n.
Claim 2. Let X ∼ Poisson(λ) where λ is a positive real number, that is
If t = c log n/ log log n for some constant c > 0 and λ is constant w.r.t. n, then
Proof. We have
log n log log n c log n log log n e −λ = e log(λe)−log c−log log n+log log log n c log n log log n e −λ = e −λ+c log n log log n (log λe c −log log n+log log log n) = e −c log n(1−o(1)) = n −c+o(1) ,
where in (a) we used t ≥ 2λ, and in (b) we used Stirling's formula t! ≥ t e t .
The last step is to show that λ = u∈Vi p u is bounded by a constant w.r.t. n. 
Let us analyze the two terms separately. As for the first term, similarly to Claim 1, we have that u∈Ci, u∈σ
where in (a) we used that at most a nodes can have all the log n nodes belonging to σ 
We showed that the number of wrongly colored nodes u∈V X u is well approximated by a Poisson random variable and such random variable, thanks to Lemma 2, will be O log n log log n w.h.p.
From a LPA to a Community-Sensitive Labeling
We showed that, starting from a random initialization, the 2-Choices dynamics reaches an almost-clustered configuration within O(log n) rounds with constant probability. This result is tight, given that there is constant probability that the two communities converge to the same color. Indeed, using the same technique of Lemma 4.1 it is immediate to show that with constant probability both the biases are unbalanced toward the same color, i.e. s
1 ≥ h √ n and s
2 ≥ h √ n. Then Lemma 4.4 shows that the system reaches a configuration where almost all the nodes have the same color. This means that, because of the symmetric nature of the process, we need some luck in the initialization to reach an almostclustered configuration. In order to get an algorithm that works w.h.p. we sketch how to use the results of the previous sections to build a Community-Sensitive Labeling [BCM + 17] within Θ(log n) rounds. A Community-Sensitive Labeling is made up by a labeling of the nodes and a predicate, that can be applied to pairs of labels in such a way that, for all but a small number of outliers, the labels of any two nodes within the same community satisfy the predicate, whereas the converse occurs when they belong to different communities.
Lemma 5.1. Let c (0) be the initial configuration where each c u is a binary vector of colors generated independently and uniformly at random, of dimension c log n for some positive constant c. Let c ( ) be the resulting vector after Θ(log n) rounds of independent parallel runs of the 2-Choices dynamics, each one working on a different bit. For all the pairs of nodes but a poly(log n) number, it holds that the vectors of nodes in different communities are different, and vectors of nodes in the same communities are equal.
Proof. As for the first part of the predicate, it is a simple application of Theorem 1. Indeed, at least one of the Θ(log n) runs of the 2-Choices dynamics ends in an almost-clustered configuration with probability 1 − γ −Θ(log n) = 1 − n −Θ(1) . As for the second part we show that no matter if the process reaches an almostclustering, nodes in the same community will have the same color w.h.p. This is consequence of Lemma 4.5 and the following one (due to space limitations, the proof is deferred to the Appendix):
Lemma 5.2 (Consensus -Breaking symmetry). Starting from any initial configuration c (0) , within O(log n) rounds the system reaches a configuration c (t) such that |s
1 | ≥ √ n log n and |s
Proof. We are interested in bounding the hitting times τ 1 and τ 2 defined as, respectively, the first round such that |s 1 | ≥ √ n log n and the first round such that |s 2 | ≥ √ n log n. In order to bound one of the two hitting times we use Lemma 1, a general tool for Markov chains (see [CGN + 17, Lemma 4.5]). Let Ω be the the configuration space of the process and m = √ n log n the target value. We need to show that the following two properties hold for each i ∈ {1, 2}:
• For any positive constant h, there exists a positive constant c 1 < 1 such that for every x ∈ Ω : s i < m we have
• There exist two positive constants and c 2 such that for every x ∈ Ω :
As for the first point, its proof is analogous to the proof of Lemma 4.1 since it is a consequence of the Berry-Esseen Theorem and of the variance of the process. As for the second point, we already proved it in Lemma 4.3, for = 1 16 and c 2 = 2 32 2 . Thus we can conclude that P (τ 1 > a log n) < n −b for two positive constants a, b. Using the Union Bound, it is immediate to show that both the hitting times are lower bounded by a log n, w.h.p.:
Note that, once a bias has reached a value of at least √ n log n, by an application of Lemma 4.3 and using the hypothesis s i ≥ √ n log n and of the Union Bound, it follows that the bias remains above that value for Ω(log n) rounds w.h.p. This means that the system reaches a configuration such that both the biases have value at least √ n log n within O(log n) rounds w.h.p.
We have thus proved that pair of nodes can locally distinguish if they are in the same community or in two different ones, w.h.p., by checking whether their vectors differs on any component.
Future Work and Open Problems
In this section we discuss future directions to be explored. A limitations of our approach is the restriction to regular topologies. The regularity assumption greatly simplifies the calculations, which are still quite involved. However, it has been shown in [CER + 15] that a similar analysis can be performed for general topologies. Thus, it should be possible to extend our analysis to the irregular case, at the price of a much greater amount of technicalities. For example, it should be possible to prove a generalization of our result to the class of (2n, d, b, γ)-clustered graphs investigated in [BCN + 17b], which relaxes the class of (2n, d, b)-clustered graphs by assuming that each node has d ± γd neighbors of which b ± γd belongs to the other cluster. In fact it is possible to bound the second eigenvalue of the graph in a way which approximates (depending on γ) the (2n, d, b)-clustered graphs case considered here using [BCN + 17b, Lemma C.2].
Another limitation is the considered rule. An interesting direction is the use of domination arguments, perhaps based on coupling techniques, to generalize our result to more general dynamics which interpolates between the quadratic 2-Choices dynamics and the linear Voter dynamics [BCE + 17]. In particular, this latter direction would have more general implications in the practical contexts discussed in this work, namely label propagation algorithms, evolutionary dynamics, and neural innervation. Another important issue is to get a denser cut, at least parametrized w.r.t. the number of edges inside each community. This cannot be achieved by slightly changing the analysis of this paper. Indeed it is possible to show that after our very first bound in (1) (that is tight w.r.t. the right term alone) the analysis inevitably brings to a sparse cut. It appears necessary to consider a different approach that takes into account both the terms of the expression before the bound in (1) as a whole. Finally, a natural question is the role of parallelism in our result, and to which extent the analysis would carry over in the asynchronous setting in which only one node updates its state at each step. Previous work has successfully extended results for the parallel 2-Choices dynamics to its variant in asynchronous settings [EFK + 16] (in fact, even to the population protocol setting in which only one edge is activated at each round). We don't see, in principle, any point in which the analysis of the sequential variant could not be addressed using analogous arguments to that employed for the parallel process.
Conclusions
In this work we focused on providing a proof of concept on how spectral techniques and concentration of probability results can be combined to provide a rigorous analysis of the behavior of dynamics converging to metastable configurations that reflects structural properties of the network. In turns, we identified three important implications of our result, which we discussed in Section 1 and we briefly recall here.
First, it constitute the first analytical result for efficient Label Propagation Algorithms. Second, within the framework of evolutionary dynamics on graph, it provides a simplistic model of how species differentiation may occur as the result of the interplay between the local interaction rule at the population level and the underlying topology of such interaction. Third, it shows that either the spacial arrangement of the post-synaptic sites on muscular junctions exhibit a good expansion property, or the innervation mechanism is not compatible with a majority-driven rule.
A Useful Bounds
Corollary 1 (Hölder). Given M ∈ R n×m it holds that M 2 ≤ M 1 · M ∞ .
Proof. We have that M 2 := sup x 2 =1 M x 2 , with M x = (m 1 , . . . , m n ) . Notice that
Thus, taking the square root, it follows that M 2 ≤ M 1 · M ∞ for any vector x.
The proof is a special case of Hölder's inequality, with p = 1 and q = ∞.
Theorem 2 (Berry-Esseen). Let X 1 , . . . , X n be independent and identically distributed random variables with mean µ = 0, variance σ 2 > 0, and third absolute moment ρ < ∞. Let Y n = 1 n n i=1 X i ; let F n be the cumulative distribution function of
Yn
√ n σ ; let Φ the cumulative distribution function of the standard normal distribution. Then, there exists a positive constant C < 0.4748 (see [She14] for details) such that, for all x and for all n,
Theorem 3 (Le Cam). Let X 1 , . . . , X n be independent Bernoulli random variables and let p i the probability of having X i = 1. Let λ = Lemma 1. Let {X t } t∈N be a Markov Chain with finite state space Ω and let f : Ω → [0, n] be a function that maps states to integer values. Let c 3 be any positive constant and let m = c 3 √ n log n be a target value. Assume the following properties hold:
1. For any positive constant h, a positive constant c 1 < 1 exists such that for any x ∈ Ω : f (x) < m, P f (X t+1 ) < h √ n X t = x < c 1 , 2. Two positive constants , c 2 exist such that for any x ∈ Ω : h √ n ≤ f (x) < m, P (f (X t+1 ) < (1 + )f (X t ) | X t = x) < e −c2f (x) 2 /n .
Then the process reaches a state x such that f (x) ≥ m within O(log n) rounds, w.h.p.
Theorem 4 (Chernoff -Additive). Let X 1 , . . . , X n be independent Bernoulli random variables, let X = n i=1 X i , and let E [X] = µ. Then the following bounds hold:
2 /n , 0 < λ < n − µ;
• P (X ≥ µ + λ) ≤ e −2λ 2 /n , 0 < λ < µ.
Theorem 5 (Chernoff -Multiplicative). Let X 1 , . . . , X n be independent Bernoulli random variables, let X = n i=1 X i , and let E [X] = µ. Then the following bounds hold:
• P (X ≤ (1 − δ)µ) ≤ e −δ 2 µ/2 , 0 ≤ δ ≤ 1;
• P (X ≥ (1 + δ)µ) ≤ e −δ
