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Abstract
The purpose of this note is to correct an error in an earlier paper by the
author about the level sets of the Takagi function (Monatsh. Math. 167
(2012), 311-331), and to prove a stronger form of one of the main results of
that paper.
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Takagi’s continuous nowhere differentiable function is defined by
T (x) =
∞∑
n=0
1
2n
φ(2nx), (1)
where φ(x) = dist(x,Z), the distance from x to the nearest integer. In [1], a number
of results were proved about the level sets
L(y) := {x ∈ [0, 1] : T (x) = y}, y ∈ R. (2)
The purpose of this note is two-fold: First, to point out an error in [1], which leads to
the loss of some statements pertaining to the set-theoretic complexity of certain sets.
A few other results require new proofs, which are given here; Second, to strengthen
the last main result of [1] concerning the number of local level sets contained in a
‘typical’ level set.
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1 Preliminaries
We first recall some definitions and lemmas from [1]. To avoid confusion with cross-
referencing, definitions, lemmas, etc. in this note are labeled by a single number.
Thus, for instance, “Proposition 5” refers to Proposition 5 of the present note,
whereas “Theorem 4.6” refers to a theorem in [1]. We shall let N denote the set
of positive integers, and Z+ the set of nonnegative integers.
We write the binary expansion of x ∈ [0, 1) as
x =
∞∑
n=1
εn
2n
= 0.ε1ε2 . . . εn . . . , εn ∈ {0, 1},
choosing the representation ending in all zeros if x is dyadic rational. For k ∈ Z+
and x written as above, let
Dk(x) :=
k∑
j=1
(−1)εj .
Define an equivalence relation on [0, 1) by
x ∼ x′
def
⇐⇒ |Dj(x)| = |Dj(x
′)| for each j ∈ N.
Definition 1 (Lagarias and Maddock [4]). The local level set containing x ∈ [0, 1)
is defined by
Llocx := {x
′ ∈ [0, 1) : x′ ∼ x}.
It was shown in [4] (see also [1, Lemma 2.1]) that
x ∼ x′ =⇒ T (x) = T (x′). (3)
Thus, each local level set is a subset of a level set. The local level set Llocx is finite
if Dj(x) = 0 for only finitely many j, and is a Cantor set otherwise. (Lagarias
and Maddock defined local level sets slightly differently, essentially treating them as
subsets of the Cantor space {0, 1}N. Our definition here is simpler, and the difference
in definitions does not affect which local level sets are finite, or how many local level
sets are contained in a level set. See [1, Remark 3.10] for more detail.)
Definition 2. A dyadic rational of the form x = 0.ε1ε2 . . . ε2m is called balanced
of order m if D2m(x) = 0. If there are exactly n indices 1 ≤ j ≤ 2m such that
Dj(x) = 0, we call n the generation of x. By convention, we consider x = 0 to be
a balanced dyadic rational of generation 0. For n ∈ Z+, the set of balanced dyadic
rationals of generation n is denoted by Bn, and we put B :=
⋃
∞
n=0 Bn.
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Let
GT := {(x, T (x)) : 0 ≤ x ≤ 1}
denote the graph of T over the unit interval [0, 1]. The next result is Lemma 2.3 of
[1].
Lemma 3. Let m ∈ N, and let x0 = k/2
2m be a balanced dyadic rational of order
m. Then for x ∈ [k/22m, (k + 1)/22m], we have
T (x) = T (x0) +
1
22m
T
(
22m(x− x0)
)
.
In other words, the part of GT above the interval [k/2
2m, (k + 1)/22m] is a similar
copy of GT itself, reduced by a factor 2
2m and shifted up by T (x0).
Definition 4. For a balanced dyadic rational x0 = k/2
2m as in Lemma 3, define
I(x0) := [k/2
2m, (k + 1)/22m],
J(x0) := T (I(x0)),
H(x0) := {(x, T (x)) : x ∈ I(x0)}.
By Lemma 3, H(x0) is a similar copy of GT ; we call it a hump. If Dj(x0) ≥ 0 for
every j ≤ 2m, we call H(x0) a leading hump.
We recall here that the range of T is [0, 2
3
]. Thus, if x0 = k/2
2m is balanced of
order m, then diam(J(x0)) =
2
3
(1
4
)
m
.
Next, define a subset X∗ of [0, 1] by
X∗ := [0, 1]\
⋃
x0∈B1
I(x0). (4)
The importance of X∗ lies in the following result; see [1, Proposition 3.2].
Proposition 5. We have T (X∗) = [0, 1
2
], and T is strictly increasing on X∗∩ [0, 1
2
).
For x0 ∈ Bn, define a subset X
∗(x0) of I(x0) similarly by
X∗(x0) := I(x0)\
⋃
x1∈Bn+1
I(x1).
We call the graph of T restricted to X∗(x0) a truncated hump, and denote it by
H t(x0). Let J
t(x0) be the orthogonal projection ofH
t(x0) onto the y-axis, so J
t(x0) =
T (X∗(x0)). Proposition 5 and Lemma 3 imply that J
t(x0) is an interval; in particular,
if J(x0) = [a, a+
2
3
(1
4
)
m
], then J t(x0) = [a, a +
1
2
(1
4
)
m
].
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2 Correction and a new result
Section 4 of [1] concerns in particular the sets
Sco∞ := {y : L(y) is countably infinite},
Suc∞ := {y : L(y) is uncountably infinite}.
Lemma 4.3 gives an explicit representation of Suc∞ . However, there is a logical flaw in
lines 2-4 of its proof, and the author does not know at this point whether the lemma
is true. The main impact on the results of [1] is that Theorem 4.6, which states that
Suc∞ is the union of a dense Gδ set and a countable set, can no longer be justified.
The same is true for the conclusion, in Theorem 4.6 and Corollary 4.7, that the
sets Sco∞ and S
uc
∞ are ∆
0
3 in the Borel hierarchy. The author does not know whether
these statements are true, or whether Sco∞ and S
uc
∞ are even Borel sets. However, the
explicit description of Suc∞ is not needed to prove the following:
Theorem 6. The set Suc∞ is residual in the range of T .
Proof. Since T is nowhere differentiable, it is monotone on no interval. Thus, the
result follows from Theorem 1 of Garg [3], which states that for any continuous
function f which is monotone on no interval, the level set at level y is perfect (and
hence uncountable) for a set of y-values residual in the range of f .
Since Lemma 4.3 was used to prove Theorem 5.1, we provide here an alternative
argument for this result. In what follows, let ly denote the horizontal line at level y.
That is,
ly := {(x, y) : x ∈ R}.
Theorem 7. Every uncountable level set contains an uncountable local level set.
Proof. In the proof of Theorem 3.11, a bijection was constructed between the collec-
tion of finite local level sets in L(y) and the collection of truncated leading humps
which intersect ly. Since there are only countably many truncated humps, it follows
that each level set contains only countably many finite local level sets, so if a level
set is uncountable then it must contain an uncountable local level set.
We end this note with a strengthening of Theorem 5.2 of [1] about the propensity
of level sets containing infinitely many local level sets. Let
Sloc∞ := {y : L(y) contains infinitely many distinct local level sets},
Sloc,uc∞ := {y : L(y) contains uncountably many distinct local level sets}.
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Lagarias and Maddock [4] asked whether Sloc∞ is countable. Theorem 5.2 of [1] gives a
negative answer to this question by showing that Sloc∞ is residual in [0,
2
3
], and Sloc,uc∞
is dense in [0, 2
3
] and intersects each subinterval of [0, 2
3
] in a continuum. Using Garg’s
theorem, we can now prove an even stronger result:
Theorem 8. The set Sloc,uc∞ is residual in the range of T .
The proof uses the following lemma, in whichM denotes the set of right endpoints
of the intervals J(x0), x0 ∈ B.
Lemma 9. (i) If 0 ≤ y < 2
3
, then the line ly intersects a truncated leading hump.
(ii) If y 6∈ M and ly intersects a leading hump H, then ly intersects a truncated
leading hump contained in H.
Proof. Let x0 = y0 = 0, and xn =
∑n
i=1 (
1
4
)
i
, yn =
∑n
i=1 (
1
2
)
i
for n ∈ N. Then
xn ∈ B and Dj(xn) ≥ 0 for each j, so H(xn) is a leading hump. Furthermore, a
direct calculation or a look at the graph of T reveals that J t(xn) = [yn, yn+1]. Since⋃
∞
n=0[yn, yn+1] = [0,
2
3
), it follows that if 0 ≤ y < 2
3
, then y ∈ J t(xn) for some n, and
by Proposition 5 and Lemma 3, ly intersects the truncated hump H
t(xn). This proves
(i). Statement (ii) follows from (i) and the following, easily verified fact: IfH1 andH2
are leading humps and S1, S2 : R
2 → R2 are orientation-preserving similitudes such
that Si(GT ) = Hi for i = 1, 2, then H3 := S1
(
S2(GT )
)
is also a leading hump.
Proof of Theorem 8. Let Sp∞ := {y ∈ [0,
2
3
] : L(y) is a perfect set}, let D be the set
of dyadic rationals in [0, 1], and let M be as in Lemma 9. Let
E := Sp∞\
(
M ∪ T (D)
)
.
By Garg’s theorem [3, Theorem 1], Sp∞ is residual in [0,
2
3
], and since M and D are
countable, E is residual in [0, 2
3
] as well. Let
X0 := {x ∈ [0, 1) : Dn(x) ≥ 0 for every n}.
We will show that
for each y ∈ E,L(y) ∩X0 is a perfect set. (5)
This will clearly yield the theorem, since it implies that L(y)∩X0 is uncountable for
all y ∈ E, and different members of X0 represent different local level sets.
Let y ∈ E, and let x ∈ L(y) ∩ X0. We must show that x is a limit point of
L(y) ∩X0. To this aim, consider two cases:
5
Case 1: Llocx is finite. Since x ∈ L(y) and y ∈ S
p
∞, there is a sequence {xn} in L(y)
such that xn 6= x for each n, and xn → x. Replacing this sequence with a subsequence
if necessary, we may assume that x, x1, x2, . . . all represent different local level sets,
because Llocx is finite and local level sets are closed. Since y ∈ E, x 6∈ D and so for
each m ∈ N there is an integer Nm such that the binary expansion of xn agrees with
that of x up to and including the mth digit for all n ≥ Nm. For given n, let x
′
n be
the point such that Dj(x
′
n) = |Dj(xn)| for every j; then x
′
n ∈ L(y) ∩X0 by (3), x
′
n
belongs to the same local level set as xn, and if n ≥ Nm then |x
′
n − xn| ≤ 2
−m since
x ∈ X0. Hence, x
′
n → x, and clearly, x
′
n 6= x for each n.
Case 2: Llocx is a Cantor set. Then Dj(x) = 0 for infinitely many j, and for each
n ∈ N there is a balanced dyadic rational xn ∈ Bn in such a way that I(xn+1) ⊂ I(xn)
for all n, and
⋂
∞
n=1 I(xn) = {x}. Since x ∈ X0, H(xn) is a leading hump for each
n. Since y 6∈ M , Lemma 9 implies that for each n, the line ly intersects a truncated
leading hump H tn contained in H(xn). By Proposition 5 and Lemma 3, it does
so in exactly two points; let zn be the leftmost of these. Then zn ∈ L(y), and
|zn − x| ≤ diam(I(xn)) → 0, so zn → x. Furthermore, since (zn, y) is the leftmost
point of ly∩H
t
n and H
t
n is a truncated leading hump, we have zn ∈ X0 and Dj(zn) = 0
for only finitely many j, so zn 6= x.
We have shown in both cases that x is a limit point of L(y) ∩X0. Thus we have
proved (5), and the theorem.
Theorem 8 is quite remarkable, since the average number of local level sets con-
tained in a level set (with respect to Lebesgue measure on the range of T ) is 3/2; see
[4] or [1, Theorem 3.11]. This implies that at least ‘half’ of all level sets consist of
just one local level set. Yet the ‘typical’ level set contains uncountably many local
level sets.
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