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 4We consider the free C-algebra B with N generators j , togetherq i is1, . . . , N
 4with a set of N differential operators › that act as twisted derivations oni is1, . . . , N
Ž .B according to the rule › j s d q q j › ; that is, ; x g B, › j x s d x qq i j i j i j j i i j i j
 4q j › x, and › C s 0. The subscript q on B stands for q and isi j j i i q i j i, j g 1, . . . , N 4
 4 N 2interpreted as a point in parameter space, q s q g C . A constant C g B isi j q
a nontrivial element with the property › C s 0, i s 1, . . . , N. To each point ini
parameter space there corresponds a unique set of constants and a differential
complex. There are no constants when the parameters q are in general position.i j
We obtain some precise results concerning the algebraic surfaces in parameter
space on which constants exist. Let I denote the ideal generated by the constants.q
We relate the quotient algebras BX s B rI to Yang]Baxter algebras and, inq q q
particular, to quantized Kac]Moody algebras. The differential complex is a gener-
alization of that of a quantized Kac]Moody algebra described in terms of Serre
generators. Integrability conditions for q-differential equations are related to
pŽ X X .Hochschild cohomology. It is shown that H B , B s 0 for p G 1. The intimateq q
relationship to generalized, quantized Kac]Moody algebras suggests an approach
to the problem of classification of these algebras. Q 2000 Academic Press
INTRODUCTION
A recent study of the universal R-matrix of quantum groups led to the
study of a type of free differential algebras. The positive Serre generators
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generate an algebra with certain relations, Drinfeld's quantized Serre
relations, and the action of the other generators can be expressed in terms
of q-differentiation operators. But the Serre relations can be replaced by
others, and wide generalizations are possible. This leads to the study of
free differential algebras and their ideals. In this paper we obtain results
that bear on the classification of ideals in quantum groups and Kac]Moody
algebras and on the classification of a new series of quantum Hopf
Ž .algebras generalized quantum groups .
To illustrate the type of generalization that is encompassed here, con-
sider the generalized Cartan matrix
2 y1 n
, n s y1, 0, 2.y1 2 y1ž /n y1 2
For n s 0 this corresponds to a simple Lie algebra and to a finite quantum
group. For n s y1 it is the Cartan matrix of a Kac]Moody algebra of
affine type, also quantizable. The quantized Serre ideals include genera-
tors of the type
w xn s 0, e , e [ e e y qe e ,q1 3 1 3 3 1
w xn s y1, e , e , e .q1 1 3 q9
For n s 2, there is no generator of this type, constructed from e and e ,1 3
but instead there is a generator of a new type, namely,
w x w xn s 2, e , e , e q e , e , e .q q2 1 3 2 3 1q9 q9
The parameters q, q9 tend to 1 in the ``classical'' limit. As this example
shows, generalized quantized Kac]Moody algebras of indefinite type are
characterized by unexpected Serre-type ideals.
Section 1 begins with the abstract definition of a family of free algebras
with q-differential structure. The connection with quantum groups and
universal R-matrices is reviewed in Section 2. We demonstrate the advan-
Ž .tage of our methods by evaluating the highest root vectors for U Aq l
Ž w x. Ž .already found by Jimbo J and for U C .q l
Let B be the C-algebra freely generated by j , . . . , j . A q-differential1 N
structure is a set of operators › , . . . , › that act on B by the rulei N
› j x s › x q q j › x , › C s 0.Ž .i j i j i j j i i
 4This action involves a set q of complex parameters. We denote by Bi j q
the algebra B endowed with the q-differential structure. An interesting
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property of B is that, when the parameters are in general position,q
q-differential equations of the form › x s y , i s 1, . . . , N, can be solvedi i
 4for x, for any choice of the ``1-form'' y ; all 1-forms are exact. Let us calli
``exceptional'' those points in parameter space for which this is not true.
These are precisely the same as those for which there exist homogeneous
elements in B , of degree higher than zero, satisfying › C s 0, i sq i
1, . . . , N; such elements are called constants. The constants in B generateq
an ideal I in B and allow us to define the quotient algebra BX s B rI .q q q q q
Quantized Kac]Moody algebras are a particular case that is the subject of
Section 2. A main goal is the complete classification of all special points in
parameter space, in the following sense. Two points q and q9 in the space
of parameters are said to be equivalent if the ideals I and I of B andq q9 q
Ž .B coincide as subalgebras of B . An alternative and probably moreq9
fundamental classification, where equivalence is instead based on isomor-
phism of the respective quotient algebras, is not contemplated in this
paper. The complete classification of BX-algebras would provide, in partic-q
ular, a partial classification of quantized Kac]Moody algebras of the most
general type.
The existence of constants in B is revealed by the reduction in rank, atq
exceptional points in parameter space, of the matrix S defined by
S j1 ? ? ? j p [ › ??? › j ??? j .Ž .i ? ? ? i i i j j1 p p 1 1 p
The projection of this matrix on BX is invertible and the components ofq
the inverse matrix appear as coefficients of the expansion of the universal
R-matrix in terms of Serre generators. Here we make contact with the
w xwork of Varchenko V on quantum groups.
An action of BX on BX is defined via the homomorphism that sends jq q i
pŽ X X .to › , i s 1, . . . , N. It is shown that H B , B , defined via this action, isi q q
zero for p G 1. The meaning of this result in the case of quantized
ÃKac]Moody algebras is as follows. Let A be the algebra freely generatedq
Ã 4by e , identified with B . Serre-type ideals in A are generatedi is1, . . . , N q q
by elements annihilated by the f 's; they are precisely the constants in B .i q
One can therefore draw the conclusion that the generalized, quantized
Kac]Moody algebra associated to BX is rigid with respect to deformationsq
that respect the Cartan decomposition.
Triviality of cohomology in this algebraic setting is not surprising.
Interesting, nontrivial cohomology depends on completion. A particular
type of completion is implied by the interpretation of the differential
structure in terms of finite difference operators, possibly related to differ-
w xence equations of the type studied by Smirnov S, FR .
Ž .The advantages of the Serre formulation of quantized Kac]Moody
algebras are obvious. It is natural to ask whether some aspects of the
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Ž .cohomology of these algebras as generalized can be formulated in terms
of linear forms on the span of the Serre generators. We show, in Section
3.5, that the natural definition of ``Serre cohomology'' is in terms of
multilinear p-cochains restricted to closed chains. For cochains valued in
BX the differential is the projection on closed chains of the map that sendsq
Ž .a p-cochain z to the p q 1 -cochain dz according to the formula
dz j m j m ??? m j s › z j m ??? m j .Ž . Ž .i i i i i i0 1 p 0 1 p
The cohomology is not trivial, but z is exact iff it is ``strongly closed,'' that
is, iff 1
i iC › ??? › s 0 « C › ??? › z j m j m ??? m j s 0.Ž .Ý Ýi i i i i j j1 k 1 ky1 k 1 p
i i
iWe must explain this statement. If there are coefficients C such that
i i ? ? ? i1 kC j ??? j [ C j ??? j g BÝ Ýi i i i q1 k 1 k
i i , . . . , i1 k
is a constant, then
iC j ??? j s 0Ý i i1 k
i
X Ž .is a relation in B , and as is shown in Section 1.3.3 the operatorq
iC › ??? ›Ý i i1 k
i
is identically zero. The cohomology is nontrivial if there are irreducible
constants of polynomial order higher than 2. For more details please turn
to Section 3.5.
Section 4 contains results pertaining to the classification of the algebras
BX ; more precisely, we try to determine the exceptional points in parame-q
Ž .ter space at which constants occur in B . Let Q s 1, . . . , n and Q sq i
Ž .1 . . . ı . . . n . Let B s B be the space of polynomials linear inÃ 1 . . . n Q
j , . . . , j separately. It is shown that if the parameters associated with Q ,1 n i
  4 4 Ži s 1, . . . , n, namely q , j, k ; Q , are in general position more pre-jk i
.cisely, if there are no constants in B , i s 1 ??? n , then constants exist inQi
B if and only if1 . . . n
1 y q s 0, 1Ž .Ł i j
i/jgQ
1Here and in the formulas that follow, the summation is over all repeated indices, running
 4independently over 1, . . . , N . We use a multi-index notation where i stands for i , ??? i .1 k
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and that the dimension of the subspace of constants in B is then1 ??? n
Ž . Ž .n y 2 !. Analogous results, for arbitrary sets Q with repetitions , will be
reported elsewhere.
Physical applications of hyperbolic Kac]Moody algebras appear in con-
w xnection with dimensional reduction of general relativity N . In other
contexts it is interesting to look for finite-dimensional representations. It
seems likely that finite representations of quantized Kac]Moody algebras
of hyperbolic or more general type exist only for parameters at roots of
unity. It is interesting to notice that all the constraints turn out to imply a
factorization of unity. In this connection it may be productive to take
another point of view. Instead of regarding the q as complex parameters,i j
one may regard them as generators of a commutative algebra, and replace
the field C by the ring of polynomials in q , i, j s 1, . . . , n. In thisi j
interpretation there is a unique algebra generated by q , j , and thei j i
Ž .left-hand side of Eq. 1 generates an ideal. The problem is then one of
w xclassification of certain ideals of a commutative algebra. Compare V .
Completion of the work contained in Section 4 would go some way
towards the classification of the algebras BX . For more complete resultsq
w xwe expect that geometrical methods, such as those of Varchenko V , may
be the most powerful. We suggest, in particular, that a study of the
holonomy of the arrangement of surfaces defined by the exceptional points
in parameter space may be useful and interesting.
Section 5 gives a complete account of constants in the subspace B of123
polynomials separately linear in three generators.
1. Q-DIFFERENTIAL ALGEBRAS
In this section we present the principal players: the freely generated
algebra B with its q-differential structure and the symmetric form S, with
their most basic properties.
1.1. Free Algebra and q-Differential Structure
1.1.1. Let B denote the unital C-algebra freely generated by j , . . . , j ,1 N
Ž . Ž .with its natural grading, B s [ B n , where B n contains homoge-nG 0
neous polynomials of degree n. Suppose we are given a map
w x w x w x  4q : N = N “ C, i , j ‹ q , N [ 1, . . . , N .Ž . i j
The q 's are the parameters; a choice of parameters will be interpreted asi j
selecting a point in the space V s C N 2.
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1.1.2. For a fixed choice of parameters, let › , . . . , › be the set of1 N
linear, q-differential operators
› : B n “ B n y 1 , n G 1, B 0 “ 0, i s 1, . . . , N ,Ž . Ž . Ž .i
defined by
› j x s d x q q j › x , ; x g B.Ž .i j i j i j j i
In particular,
r w x ry1 w x ry1› j s r j , r [ 1 q q q ??? qq .Ž . q qi i ii i
Let B denote the algebra B endowed with this q-differential structure.q
Thus B , as an algebra, is identified with B.q
Ã Ã Ã1.1.3. Let B denote the unital C-algebra freely generated by › , . . . , › ,1 N
with the natural grading. There is a unique homomorphism
ÃD : B “ End B,q
Ã U Ãsuch that › “ › , i s 1, . . . , N. Let B denote the image of B in End B;i i q
it is the algebra of linear differential operators generated by › , . . . , › ,1 N
Ãbut unlike B it is not always freely generated.
Ž .1.1.4. EXAMPLE. If q q s 1, then › › y q › › x s 0, for all x12 21 1 2 21 2 1
in B , and hence › › y q › › s 0 is a relation of BU.q 1 2 21 2 1 q
Proof. For all y g B , if q q s 1, we haveq 12 21
› › y q › › j y s q q j › › y q › › y , i s 1, 2, . . . , N.Ž . Ž . Ž .1 2 21 2 1 i 1 i 2 i i 1 2 21 2 1
Hence for all homogeneous x g B there is f g C such thatq x
› › y q › › x s f x › › y q › › 1 s 0.Ž . Ž .1 2 21 2 1 x 1 2 21 2 1
1.1.5. EXAMPLE. If q / 1 is an nth root of unity, then › n x s 0 for all11 1
x in B .q
1.1.6. THEOREM. For generic q, D is an isomorphism. The exceptionalq
 4¤alues of q, for which Ker D / 0 , are determined by polynomial equationsq
in q , i s 1, . . . , N and in s s q q , i F j s 1, . . . , N.i i i j i j ji
The proof is in 1.3.
1.2. Constants
To prepare for the proof of the theorem we introduce the constants
of B .q
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Ž .1.2.1. DEFINITION. For a fixed set of parameters, let B s [ B nq qnG 0
denote the algebra B endowed with the differential structure 1.1.2. A
Ž .constant in B is an element C / 0 in [ B n that satisfies › C s 0,q q inG1
i s 1, . . . , N. A homogeneous constant is a constant that is homogeneous in
each generator.
Ž .Note the exclusion of B 0 . Every constant is a sum of homogeneous
Ž . 2constants. The simplest examples are 1 if q s y1, then j is a11 1
Ž .constant; 2 if q q s 1, then j j y q j j is a constant.12 21 1 2 21 2 1
1.2.2. LEMMA. For q in general position there are no constants in B . Theq
set of exceptional points in V is determined by polynomial equations in the q ,i j
i, j s 1, . . . , N.
Proof. It is enough to consider homogeneous constants. A homoge-
neous constant is an element
iC s X j ??? j g B n ,Ž .Ý i i q1 n
i
iwith complex coefficients X , where the sum is over effective permutations
of the indices. The condition › C s 0, i s 1, . . . , N, is equivalent toi
N
MC s 0, M [ j › .Ý i i
is1
Ž .On the monomial basis for B n , the operator M is a matrix withq
coefficients that are monomials in the q 's. Nonzero solutions exist if andi j
only if the determinant of this matrix is equal to zero. This condition is a
polynomial equation in the q 's.i j
1.2.3. LEMMA. The exceptional set in 1.2.2 is determined by polynomial
equations in q , i s 1, . . . , N, and in s s q q , i F j s 1, . . . , N.i i i j i j ji
Proof. A change of monomial basis leads to
j ??? ji i1 niC s Y ,Ý Łqi ii k l
where the product includes a factor q for each occurrence of the pairi j
Ž .i, j , i - j, in the order j before i, in the index set i s i , . . . , i . The1 n
iconditions › C s 0 reduce to linear equations for the coefficients Y .i
After multiplying each equation by a monomial in the q 's, one obtains ai j
set of equations that involve only the q 's and the s 's.i i i j
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1.3. Proof of Theorem 1.1.6
 41.3.1. Fix the parameters q s q and let B denote the algebra Bi j q
endowed with the differential structure 1.1.2. Let › t, i s 1, . . . , N, bei
another set of differential operators, defined in the same way but with q
replaced by qt, where qt [ q for i, j s 1, . . . , N. Let B t denote thei j ji q
algebra B endowed with this new differential structure.
Ã1.3.2. Let B B be the universal, unital algebra generated by j , . . . , j ,q 1 N
Ã Ã 2› , . . . , › , with relations1 N
Ã Ã› j s d q q j › .i j i j i j j i
Ã tLet B B be the same, but with q replaced by q . There is a uniqueq i j ji
anti-isomorphism
Ã Ã tF : B B “ B B ,q q
Ãt Ãsuch that j ‹ › , › ‹ j , i s 1, . . . , N.i i i i
1.3.3. Now suppose that there is a homogeneous constant in B . Thenq
 4 t  t 4 tq s q is exceptional, and so is q s q , q s q , by 1.2.3. Hence therei j i j i j ji
is a homogeneous constant C g B t . This implies that there are f g C,q i
i s 1, . . . , N, such that
Ãt Ãt Ã t› C s f C› g B B .i i i q
Applying Fy1 one gets
y1 y1 ÃF C j s f j F C g B B .Ž . Ž .i i i q
This implies that, ; x g B , homogeneous in each variable, there is f g Cq x
such that
y1 y1 ÃF C x s f xF C g B B ;Ž . Ž .x q
y1Ž .hence F C / 0 belongs to Ker D . Conversely, any element of Ker Dq q
Ãis a sum of homogeneous elements. Let C9 be a homogeneous element of
Ker D , of total degree p. There are complex coefficients f X, i s 1, . . . , N,q i
Ã ÃX X Ã Ã ÃXsuch that C9j s C q f j C9 g B B , with C g Ker D of total orderi i i i q i q
ÃXp y 1. Iterating this by evaluating C j and so on, one eventually obtainsi j
Ã Žan element C9 g Ker D , of order m G 2 since there are no elements ofq
Ã Ã Ã.order 1 in Ker D , such that C9j s f j C g B B .q i i i q
2 w x w xThis algebra appears in work of Lusztig L and Kashiwara K , in the context of quantized
Kac]Moody algebras.
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Ãt Ã Ã Ãt t ÃŽ . Ž . Ž .Applying F one obtains › F C9 s f F C9 › and thus › F C s 0.i i i i
Ž .By 1.2.3 it follows that there is C / 0 in B m such that › C s 0,q i
i s 1, . . . , N. Hence q is exceptional, in the sense of both lemmas, and the
theorem is proved.
1.3.4. Comments. The proof of the direct part of the theorem demon-
strates the existence of a monomorphism from the space of constants in
B into Ker D . In the proof of the converse, however, the reduction toq q
elements of minimal degree is essential; there is no degree preserving
vector space isomorphism between the two spaces.
1.3.5. EXAMPLE. If q q s 1, then A [ j j y q j j is a con-12 21 1 2 21 2 1
stant of B , and so is A9 [ Aj y q q j A. Generically, the space ofq 3 31 32 3
Ã Ã Ãconstants of degree 1 in each generator j , j , j is C A9. But A [ › ›1 2 3 1 2
Ã Ã ÃÃ Ã Ãy q › › belongs to Ker D and therefore so do A› and › A. So21 2 1 q 3 3
Ker D is bigger than the space of constants. We shall show that Ker D isq q
isomorphic to the ideal in B generated by the constants.q
1.4. More about Constants
The significance of the constants lies in their relation to problems of
integrability.
1.4.1. PROPOSITION. Fix q and a positi¤e integer n. The following state-
ments are equi¤alent:
Ž . Ž .a There are no constants in B n ,q
Ž .b The equations
› x s y , i s 1, . . . , N ,i i
Ž . Ž .ha¤e a solution x g B n for arbitrary y , . . . , y g B n y 1 . In this caseq 1 N q
the solution is unique.
Proof. A straightforward extension of the proof of Lemma 1.2.2.
1.4.2. PROPOSITION. Let C be a homogeneous constant and let x g B beq
any monomial of total degree k. There exists a constant of the form
k k
C9 s j ??? j a i s Cx q j ??? j Ca i ,Ž . Ž .Ý Ý Ý Ýi i i i1 m 1 m
ms0 i ms1 i
Ž .where a i is a monomial of degree k y m.
Proof. There is a simple construction, using induction on the degree k
Ž .of x, that leads to a generally unique constant of this form.
IDEALS OF FREE DIFFERENTIAL ALGEBRAS 717
1.4.3. DEFINITION. Let I denote the two-sided ideal of B generatedq q
by the constants in B . Let BX be the quotient algebra B rI and let pq q q q
be the projection of B on BX . Since I is invariant under differentiation,q q q
there is a natural action of › on BX , namely › p x s p› x. Thus BXi q i i q
inherits the differential structure of B .q
Ã Ã Ã1.4.4. Let J be the isomorphism B “ B such that j ‹ › , and leti i
Ã UJ s D ( J: B “ B be the unique homomorphism that maps j to › ,q q q q i i
i s 1, . . . , N.
Ã Ã1.4.5. THEOREM. The mapping J: B “ B induces an isomorphism Iq
“ Ker D , and J induces an isomorphism BX “ BU. Hence BU is theq q q q q
topological dual of BX .q
The proof is in 1.6.
1.5. The Symmetric Form S
This will prepare the way for a proof of Theorem 1.4.5.
1.5.1. DEFINITION. Denote by S the 2-form on B defined by 3q q
S x , y s J x y , x , y g B .Ž . Ž .Ž .q q q0
Ž . Ž .Here is the projection B “ B 0 .0 q q
1.5.2. PROPOSITION. The form S is symmetric.q
Proof. It is enough to consider the case when x and y are monomials
of the same degree. Pairing the operator › with each j in turn we havea r
??? › › › j j j ??? s d ??? › › j j ???Ž . Ž .g b a a b c a a g b b c0 0
q d q ??? › › j j ???Ž .a b a a g b a c 0
q d q q ??? › › j j ??? q ??? .Ž .ac a a a b g b a b 0
A similar pairing of j with each › givesa r
› › › ??? j j j s d › › ??? j j q d q › › ??? j jŽ . Ž . Ž .a b c g b a a a b c g b a b b a a c g b0 0 0
q d q q › › ??? j j q ??? .Ž .ac ca cb a b g b 0
The result follows by induction on the degree.
3 w xThis form was studied by Kashiwara K , and by Varchenko, both in the context of
Kac]Moody algebras. It appears in the present, wider context in a study of the standard
w xuniversal R-matrix F .
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1.6. Proof of Theorem 1.4.5
1.6.1. Let x g I be a sum of homogeneous polynomials each of whichq
Ãcontains a constant factor. It was shown that J maps constants into
Ker D ; it defines a monomorphism from I into Ker D .q q q
Ã Ã1.6.2. Conversely, let x9 g B. Then there is x g B such that x9 g Jx.
ÃIn particular, let Jx g Ker D be homogeneous of degree k. Then for allq
Ž .y g B of the same degree, J x y s 0, and by the symmetry of S,q q
ÃJ y x s 0, ;Jx g Ker D , deg y s deg x .Ž . Ž .Ž .q q
It remains to be shown that this result implies that x belongs to I .q
Ž . X1.6.3. LEMMA. a There are no constants in B .q
Ž .b If x g B is homogeneous of degree k, and if x is annihilated by allq
differential operators of degree k, then x g I .q
Ž .c E¤ery x g B can be expressed as a ``Taylor series,''
i i sx s c x q A › ??? › x , A s A j ??? j ,Ž . Ý Ý Ýi i i i1 n s 1 s n
snG1 i
Ž .where › c x s 0, i s 1, . . . , N; the second sum is o¤er the permutations ofi
s Ž1, . . . , n, and A g C. The coefficients are uni¤ersal, independent of x; they
.are calculated in 1.6.5 and examples are gi¤en in 1.6 and 1.7.
Ž .Proof. a means that if › p x s 0, then p x s 0; that is, if p annihi-i
lates the derivatives of x, then p annihilates x. Suppose that x is
homogeneous of degree k, and that all derivatives of order k are zero,
Ž .› ??? › x s 0. Then p› ??? › x s › ??? › p x s 0. Assuming a , theni i i i i i1 k 1 k 1 k
Ž . Ž . Ž .it follows that p x s 0. Hence a implies b . On the other hand, c
Ž . Ž .implies a as is seen by applying p to both sides of the formula so it is
Ž .enough to prove c .
iŽ .To prove c , it is enough to prove that the coefficients A can be chosen
so that both sides of the equation have the same first derivatives, which
means that
› Ai1 ? ? ? i n q d q ??? q Ai2 ? ? ? in › ??? › s 0, n s 1, 2, . . . .Ý Ž .k k , i i i i i i i1 1 2 1 n 1 n
i
1.1Ž .
Here Ai1 ??? in is defined to be equal to y1 for n s 0. This looks like a
sequence of equations of the form › x s y , to the solution of which thei i
presence of constants represents an obstruction. But the obstructions are,
Ž .in fact, circumvented. Consider the operator that sends A g B n to the
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Ž . Ž . Ž .B 1 1-form › A , valued in B n y 1 . On suitable bases, denotek ks1, . . . , N
by M the associated square matrix. The obstructions to solving
› Ai1 ??? in q d q ??? q Ai2 ??? in s 0 1.2Ž .k k , i i i i i1 1 2 1 n
Ž .are the constants in B n , the null vectors of M. To the null space of M
there corresponds the null space of the transposed matrix of the same
dimension. Indeed, the map J defined in 1.4.4 induces a natural bijectionq
from one to the other. Let
j1 ? ? ? jn jC s C j ??? j s C j ??? jÝ Ýj j j j1 n 1 n
i j
be a constant. Then
jJ C s C › ??? ›Ýq j j1 n
j
vanishes identically and this represents a null vector of the transpose
of M:
jC › ??? › › A s 0. 1.3Ž .Ý Ž .j j j1 ny1 n
j
Ž . Ž .Now assume that Eq. 1.1 can be solved for n s 1, . . . , m y 1. Then 1.2
is valid for n s 1, . . . , m y 1, not identically, but as a substitution under
Ž . Ž .Ý› ??? › . Equation 1.3 says that the 1-form › A is closed; thei i k1 n
Ž .obstruction to solving Eq. 1.2 consists of the fact that the second term is
Ž .not closed. However, using 1.2 for n s 1, . . . , m y 1, in the sense just
explained, we find that
j i ? ? ? i i2 nC › ??? › d q ??? q A A C f 0.Ý Ž .j j j , i i i i i1 ny1 n 1 1 2 1 n
j
Ž . Ž .Therefore, the obstructions to solving Eq. 1.2 do not affect Eq. 1.1 , and
Ž .we conclude that 1.1 is always solvable, giving a unique solution for
Ý yAi1 ? ? ? i n› ??? › . The lemma is established by induction in n, and withi i i1 n
that, Theorem 1.4.5 is proved.
1.6.4. COROLLARY. The radical of the form S is the ideal I . By theq q
projection p : B “ BX , we get a nondegenerate 2-form on BX that will alsoq q q
be denoted S ; it can be interpreted as an in¤ertible map S : BX “ BU.q q q q
1.6.5. We can actually determine the coefficients Ai explicitly. To this
end let q be in general position and set
nq1i ? ? ? i i ? ? ? i1 n 1 nA s y q T .Ž . Ł i iž /k l
k-l
FRùNSDAL AND GALINDO720
Ž .Then the zero-rank tensor T s 1, and the recursion relation 1.2 reduces
to
› T i1 ? ? ? i n s d T i2 ? ? ? in .k k , i1
Iteration gives
i› ??? › T s d ??? d .k k k , i k , in 1 1 1 n n
Setting
i iT s T j ??? jÝ j j j1 n
j
we obtain
i jT S s d ??? d ,Ý j k k , i k , i1 1 1 n
j
where the coefficients of the form S are defined by
S j1 ? ? ? jn s › ??? › j ??? j .Ž .i ? ? ? i i i j j1 n n 1 1 n
Hence T can be interpreted as the contragredient 2-form, inverse to S.
This interpretation survives at exceptional points in the space of parame-
X iters where S is a nondegenerate 2-form on B . The coefficients T are notq j
i iunique, but Ý T › ??? › is unique and so is pÝ T j ??? j .j j j j i j j j1 n 1 n
1.6.6. EXAMPLE. Suppose N s 1. If q [ q is not a root of unity,11
then, for all x g B ,q
n
.Ž n2qny1 n n w x w xx s x q j › x q y1 j › x , n ![ k ,Ž . q qÝ Ł0 1 1 1 1w xn !q ks1nG2
ky1
jw xk [ q ,q Ý
js0
Ž . mwhere x is the projection of x on B 0 . When q s 1, q / 1, the0
Ž .expansion truncates at n s m y 1, and x is replaced by c x , with0
Ž .› c x s 0.1
1.6.7. EXAMPLE. For N arbitrary, if q are in general position, then fori j
all x g B,
qii 2 2x s x q j › x y j › xÝ Ý0 i i i iw x2 !qiii i
qi jy j j y q j j › › x q ??? ,Ž .Ý i j ji j i i j1 y si ji/j
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Ž .where x is the projection of x on B 0 . When there is the constraint0
s s 1, the above expansion holds provided that x is replaced by some12 0
Ž . Ž .c x , with › c x s 0, i s 1, . . . , N. Terms that blow up due to the factori
Ž .1 y s in the denominators are replaced by expressions that can be12
Ž .obtained either solving 1.1 or from the generic expansion by a limiting
procedure; thus
qi jy j j y q j j › › xŽ .Ý i j ji j i i j1 y si ji/js1, 2
‹ a q j j q bj j › › x q gj j q d q j j › › x ,Ž . Ž .12 1 2 2 1 1 2 1 2 21 2 1 1 2
where a , b , g , d g C are arbitrary complex numbers satisfying a q b q g
q d q 1 s 0.
Ambiguities in these parameters are absorbed into the constant term.
2. YANG]BAXTER ALGEBRAS
Ž .Our interest now focuses in this section only on the exceptional values
of the parameters and on the quotient algebras BX . Here we shall connectq
all these algebras to Yang]Baxter algebras and some of them to quantized
Kac]Moody algebras.
To every BX corresponds a Yang]Baxter algebra. This family of alge-q
bras includes the quantized Kac]Moody algebras and completes them in a
natural way. They all admit coboundary Hopf structures with universal
Ž w x .R-matrices of a standard form. The Hopf structure is reviewed in F .
2.1. Generators
Ž .The generators j , › of B are related to the Chevalley]Serre genera-i i q
Ž .tors e , f of quantized Kac]Moody algebras. We first introduce thei i
``Cartan subalgebra.''
Ãi Ã2.1.1. Let K and K be the unique automorphisms of B such thati q
1
iÃ ÃK j s q j , K j s j .Ž . Ž .j i j j i j jqji
We expand the algebra B by including new generators K i, K , i sq i
1, . . . , N, that implement these automorphisms. Thus
1
i iK j s q j K , K j s j K , i , j s 1, . . . , N.j i j j i j j iqji
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⁄Ž .2.1.2. Let › be differential operators that act on x g Bi is1, . . . , N q
from the right, such that
⁄ ⁄
xj › s xd q xq › j .i j i j i j j i
w x2.1.3. PROPOSITION F . The ideal in B that is generated by the constantsq
with respect to the operators › coincides with the ideal generated by thei ⁄
constants with respect to the operators › .i
 42.1.4. For any q s q , seti j
⁄ ie s j , f s › K y K › .i i i i i i
Then the following relations hold for i, j s 1, . . . , N:
j i jw xK , K s K , K s K , K s 0,i j i
y1i iK e s q e K , K e s q e K ,Ž .j i j j i j ji j i
y1i iK f s q f K , K f s q f K ,Ž .j i j j i j ji j i
ie , f s d K y K , i , j s 1, . . . , N.Ž .i j i j i
Ž .These are the relations of the multiparameter version of Drinfel'd's
Ž .quantization of Kac]Moody algebras, except for i the omission of Serre
Ž .relations and ii certain conditions on q that we discuss next. Of course,
Ž . Ž .i and ii are very closely connected.
2.2. Serre Relations
The ideals I of B that appear for exceptional values of the parame-q q
ters have not yet been classified, but it is not difficult to find examples. We
specialize, temporarily, to quantized Kac]Moody algebras.
Ž .Suppose that for each ordered pair i, j there is a positivei, js1, . . . , N
integer k such thati j
s q k i jy1 s 1, s [ q q .i j i i i j i j ji
In this case the following elements of B are constants,q
ki j
m k ymi j i jQ j j j ,Ž . Ž .Ý k m i j i
ms0
w xk !qm kŽ .m my1 r2 ki j i jQ [ yq q , [ ,Ž . Ž .k m i j i i ž /ž / m q w x w xm m ! k y m !q q qii
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and the image of each one by J is identically zero. The correspondence inq
2.1.4 and passage to the quotient now yield the quantized Kac]Moody
algebra with Cartan matrix,
A s 1 y k .i j i j
2.3. An Alternati¤e Presentation
2.3.1. DEFINITION. Let M , N be two finite sets and let w, c be two
maps,
w : M m M “ C, a, b “ w ab ,
c : M m N “ C, a, i “ H i .Ž .a
Ž .Let A or A w, c be the universal, associative, unital algebra over C with
 4  4generators H , e , f , and relationsa ag M i i ig N
w xH , H s 0,a b
w x w xH , e s H i e , H , f s yH i f ,Ž . Ž .a i a i a i a i
wŽ i , ?. yw Ž?, i.e , f s d e y e ,Ž .i j i j
Ž . ab Ž . Ž . ab Ž . Ž . Ž .with w i, ? s Ý w H i H , w ?, i s Ý w H H i , w i, ? q w ?, ia, b a b a, b a b
Ž/ 0, i g N. The last condition on the parameters is included to avoid
. Hhaving to make some rather trivial exceptions. For H g A, e is the
1H n  4formal series e [ Ý H . We take N s 1, . . . , N .n n!
These relations imply those in 2.1.4 if we set
K i s ewŽ i , ?. , K s eyw Ž?, i. ,i
and choose w so that
ewŽ i , j. s q , w i , j [ w abH i H j .Ž . Ž . Ž .Ýi j a b
a, b
This alternative presentation is more cumbersome, but it seems to be
necessary for the introduction of a universal R-matrix.
 4 Ž  4 .2.3.2. The free subalgebra generated by e resp. fi is1, . . . , N i is1, . . . , N
q Ž y.will be denoted A resp. A . The Cartan subalgebra generated by
 4 0 XH is denoted A . The passage to the quotient B gives a quotienta ag M q
A9 with subalgebras A9", A90.
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Ž .2.3.3. Yang]Baxter Element Uni¤ersal R-Matrix . The universal R-ma-
w xtrix for A exists for parameters in general position and is given by F
‘
w jR s e t , t s T f ??? f m e ??? e .Ý Ýn n i i i j j1 n 1 n
ns0 i , j
The ``Cartan potential''
ew [ exp w abH m HÝ a bž /
a, b
satisfies the relations
ew e m 1 s e m K i ew , 1 m e ew s ew K m e .Ž . Ž . Ž .Ž .i i i i i
For exceptional values of the parameters the expression for R makes sense
in A9 m A9 and gives the standard universal R-matrix for the quotient
algebra A9.
2.3.4. Remark. For every set of parameters q , q / 1, i s 1, . . . , N,i j i i
there are A g C such that s s q A i j, i / j, A s 2, and such that thei j i j i i i i
Ž .matrix A is symmetrizable. Any such matrix may be called the Cartani j
matrix of B .q
2.4. Highest Root Vectors and Quantized Loop Algebras
2.4.1. We ask whether the quantized enveloping algebra of a finite-
Ž .dimensional Lie algebra, of standard multidimensional type, admits a
Ž .highest root generator, that is, an element E g U g , with the sameq
weight relative to the Cartan subalgebra as the highest root in g , and a set
Ž .of complex coefficients a , . . . , a l is the rank of g such that1 l
w xw [ e , E s 0, i s 1, . . . , l. 2.1Ž .ai i i
An affirmative answer is given for g in the series A and C , and al l
negative one for B , G . Proofs are included for the case of C only. When3 2 l
zŽ .E exists, let F be the corresponding negative root generator. Let U g sq
Ž . w xU g m C z, 1rz ; this algebra, generated by the set of generators of
Ž . y1U g , augmented by e [ zF and f [ z E, satisfies all the relations ofq 0 0
a quantized Kac]Moody algebra of affine type except, possibly, for the
w x H Ž0. yH Ž0.relation e , f s e y e .0 0
2.4.2. The Case of A . The constraints on the parameters arel
< <s s 1, i y j ) 1, s [ q q , i / j,i j i j i j ji
2.2Ž .
< <s q s 1, i y j s 1, i , j s 1, . . . , l ,i j j j
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and the ideal I is generated byq
< <j j y q j j , i y j ) 1, i , j s 1, . . . , l ,i j ji j i
1 1
2 2 < <w xC [ j j y 2 j j j q j j , i y j s 1. 2.3Ž .qi i j i j i j i j ii iq qji i j
w xFollowing Jimbo J , we introduce a sequence of ``root vectors''
1 n ny1X [ j , X s X , j , n s 2, . . . , l ,1 n an 2.4Ž .
a s q ??? q rq .n n1 n , ny2 ny1r n
PROPOSITION 2.4.3. Let X 0 s 1. Then
› X n A d X ny1 , i , n s 1, . . . , l ,i in
nX , j s 0, i s n q 2, . . . , l. 2.5Ž .q ??? qi i1 i n
The constants of proportionality are / 0.
PROPOSITION 2.4.4. With
a i , n s q ??? q , i / n , n q 1,Ž . i1 in
a n , n s q ??? q , n / 1, a 1, 1 s 1,Ž . Ž .n1 n , ny1 2.6Ž .
a n , n y 1 s a s q ??? q rq ,Ž . n n1 n , ny2 ny1, n
one has for i s 1, . . . , l,
n nq1X , j s d X . 2.7Ž .Ž .a i , ni i , nq1
COROLLARY 2.4.5. The element X l is a highest root ¤ector for A .l
2.4.6. The Cases of B , B . Here, we had intended to present our study2 3
of B , but when this case turned out to be more difficult we scaled backl
our ambition and attacked B and B instead. In the first case there is a2 3
Ž .unique up to normalization highest weight generator. The unexpected
negative result for B is stated as Theorem 2.4.8 below.3
We begin with B . The data encoded in the Cartan matrix are q s q22 11 22
s 1rs . The long simple root corresponds to j and E g B ; that is, E12 1 122
is of first order in j and of second order in j . The ideal I is generated1 2 q
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Ž .by C , Eq. 2.2 , and21
1
3 2 2 2 3 3w x w xC [ j j y 3 j j j q 3 q q j j j y q q j j .q q2221 2 1 2 1 2 12 22 2 1 2 12 22 1 222 22q12
2.8Ž .
As the space of constants in B is one-dimensional, we may set1222
w s C ; that is, we look for an element E such that2 2221
C A Ej y a j E.2221 2 2 2
Ž .There are exactly three linearly independent solutions of this equation.
They are
E s j j 2 y q q 1 q q j j j q q2 q3 j 2j , a s q ,Ž .1 2 21 22 22 2 1 2 21 22 2 1 2 21
E s j j 2 y q 1 q q j j j q q2 q2 j 2j , a s q q ,Ž .1 2 21 11 2 1 2 21 22 2 1 2 21 22
E s j j 2 y q 1 q q j j j q q2 q j 2j , a s q q2 .Ž .1 2 21 22 2 1 2 21 22 2 1 2 21 22
The task is finished if there is an element in I of the form w s Ej yq 1 1
a j E. It is easy to see that › w s 0 requires that › E s 0. The first two1 1 1 1 1
solutions satisfy this requirement. There remains to satisfy › w s 0, and2 1
this makes the solution unique:
2 2w xE s C s j , j , j , a s q q , a s q q .q221 1 2 2 1 12 22 2 21 22q q21 21 11
Note that C is not a constant in this case.221
On to B .3
Ž . w xRemark 2.4.7. A convenient basis for B ; so 7 may be found in J . If3
Ž .E is the 7 = 7 matrix that has 1 in position i, j and 0's elsewhere, then ai j
system of simple root generators is
e s E y E , e s E y E , e s E y E .1 12 67 2 23 56 3 34 45
The highest root is r q 2 r q 2 r , and r is the short root. The highest1 2 3 3
root generator can be expressed in several different ways, but if it is
w xwritten as A, e , A g B , then always i s 2,i 3
w xE s A , e . 2.9Ž .2
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In the quantized case, we would need an element E g BX , that is, a12233
sum of permutations of j j j j j , and constants a , a , a , such that1 2 2 3 3 1 2 3
w xw [ E, j s 0, i s 1, 2, 3. 2.10Ž .ai i i
Ž w x Ž . .We do not assume that E has the form A, j suggested by 2.9 .2 a
X Ž .THEOREM 2.4.8. There is no element E / 0 in B that satisfies 2.1012233
and that tends to the highest root generator of B in the Lie limit.3
2.4.9. The Case of C . The highest root of C , in terms of the simplel l
roots, is 2 r q ??? q2 r q r , where r is the long root. To the sequence1 ly1 l l
1, 2, . . . , l y 1 , l , l y 1 , . . . , 2, 1 2.11Ž . Ž . Ž .
we associate a sequence X 1, . . . , X l, X lq1, . . . , X 2 ly1 of root vectors de-
fined as
1 n ny1X s j , X s X , j , n s 2, . . . , l , 2.12Ž .1 n an
lqn lqny1X s X , j , n s 1, . . . , l y 1, 2.13Ž .lyn bn
with coefficients a , b to be chosen.n n
The constraints are
< <s s 1, i y j ) 1,i j
< <s q s 1, i y j s 1, i , j s 1, . . . , l y 1,i j i i 2.14Ž .
s q s 1, q s ??? s q \ q , q s q2 .l , ly1 l l 11 ly1, ly1 l l
Ž .The ideal is generated by 2.3 , except that C is replaced byly1, ly1, l
Ž .C defined in 2.8 .ly1, ly1, ly1, l
Ž . 1 l Ž .We take over the definition 2.4 of X , . . . , X , and the relations 2.5
Ž . w l xstill hold. Of the relations 2.7 , all but one remain valid; X , j ly1 aŽ ly1, l .
is no longer zero because the constraint s q s 1 no longerl, ly1 ly1, ly1
applies, since r is short. Thusly1
n nq1X , j sd X , n , is1, . . . , l , except for nsl , isl y 1.Ž .a i , ni i , nq1
2.15Ž .
Ž .This invites us to construct the sequence 2.13 , the properties of which we
shall now explore.
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PROPOSITION 2.4.10. For n s 1, . . . , l y 1, define
lqn lqny1X s X , j ,lyn bn
b s q ??? q q ??? qn lyn , 1 lyn , l lyn , ly1 lyn , lyn 2.16Ž .
\ q . . . , . . . q .lyn , 1 lyn , lyn
Then
› X lqn A d X lqny1 , n s 1, . . . , l y 1, i s 1, . . . , l. 2.17Ž .i i , lyn
Proof. For n s 1 we have
lq1 l l ly1 l› X s › X , j s › X , j q d q ??? q y b X .Ž .i i ly1 i ly1 i i1 i l 1b b q1 1 i , ly1
Ž .This is zero for i s 1, . . . , l y 2. With the help of 2.5 one gets
lq1 ly1› X A X , j .l ly1 b q1 l , ly1
The constraint q2 q q s 1 makesly1, ly1 ly1, l l, ly1
b q s q ??? q s a l y 1, l y 1Ž .1 l , ly1 ly1, 1 ly1, ly2
and
lq1 ly1› X A X , j s 0.l ly1 Ž .a ly1, ly1
Finally, › X lq1 A X l, as required. This establishes a base for inductionly1
in n. Suppose that the statement of the proposition is true for n s 1, . . . , m;
we have for n s 1, . . . , l y 1, i s 1, . . . , l,
lqmq1 lqm› X s › X , ji i lymy1 bmq 1
lqms › X , j qi lymy1 i , lymq1bmq 1
q d lymy1 q . . . , . . . q y b X lqm .Ž .i i1 i , lym mq1
By hypothesis this is zero for i / l y m y 1, l y m, while
lqmq1 lqm› X s › X , jlym lym lymy1 b qmq 1 lym , lymy1
lqmy1A X , j . 2.18Ž .lymy1 b qmq 1 lym , lymy1
For m s 0 this was already seen to vanish. For m s 1 it is zero because of
Ž .2.15 and
b q s q ??? q s a l y 2, l .Ž .2 ly1, ly2 ly2, 1 ly2, l
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Ž .For m ) 1 we again invoke the principle according to which 2.18 van-
ishes if and only if all its derivatives vanish. In fact,
lqmy1› X , j 2.19Ž .i lymy1 b qmq 1 lym , lymy1
vanishes for i / l y m " 1 by the induction hypothesis, so we have to
prove that it vanishes for i s l y m " 1 as well. First, taking i s l y
m y 1,
lqmy1› X , jlymy1 lymy1 b qmq 1 lym , lymy1
s q ??? q y b q X lqmy1 s 0,Ž .lymy1, 1 lymy1, lymq1 mq1 lym , lymy1
by virtue of the constraint s q s 1, m ) 0. Forlym , lymy1 lymy1, lymy1
Ž .i s l y m q 1, 2.19 becomes
lqmy1› X , jlymq1 lymy1 b qmq 1 lym , lymy1
lqmy2A X , j . 2.20Ž .lymy1 b q qmq 1 lym , lymy1 lymq1 , lymy1
For m s 2 it is
lX , j ly3 q . . . , . . . q q q q rq q qly 3 , 1 ly3 , l ly3 , ly1 ly3 , ly2 ly3 , ly3 ly3 , ly2 ly3 , ly3 ly3 , ly1
l ls X , j s X , j s 0.ly3 ly3 Ž .q ??? q a ly3, lly 3 , 1 ly3 , l
Ž . Ž .Now 2.20 looks like a shifted form of 2.18 and this suggests repeating
Ž .the steps that led from one to the other. Thus, to show that 2.20 is zero,
it is enough to verify that the expression is annihilated by › and bylymq2
› . That › gives zero is obvious since this operator quommuteslymy1 lymy1
Žwith › . Two operators A, B quommute if there is a in the fieldlymq1
w x .such that A, B [ AB y aBA s 0. So it is enough to considera
lqmy2› X , jlymq2 lymy1 b q qmq 1 lym , lymy1 lymq1 , lymy1
lqmy3A X , j .lymy1 b q q qmq 1 lym , lymy1 lymq1 , lymy1 lymq2 , lymy1
This vanishes for m s 3 since the coefficient is then
q ??? q q ??? q rq q q qly4, 1 ly4, l ly4, ly1 ly4, ly4 ly4, ly4 ly4, ly3 ly4, ly2 ly4, ly1
s a l y 4, l .Ž .
w lThe pattern is clear. After m y 1 iterations we end up with X ,
xj s 0. The theorem is proved.lymy1 aŽ l, lymy1.
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We collect all the relations obtained so far, and some new ones.
Ž . Ž . Ž .2.4.11. Properties of Root Vectors. a From 2.15 and 2.16 , now
valid for i, n s 1, . . . , l except for n s l, i s l y 1,
n nq1 nq1X , j s d X , 2.21Ž .Ž .a i , ni i
Ž . Ž .where a i, n is as in 2.6 .
Ž . Ž .b From 2.13 ,
lqny1 lqnX , j s X , n s 1, . . . , l y 1, 2.22Ž .lyn bn
Ž .where b is as in 2.16 .n
Ž .c For m s 0, . . . , l y 1, n s 2, 3, . . . , 2m,
lqmynX , j s 0, 2.23Ž .lym Ž .b m , n
Ž .with b m, n s q . . . , . . . q . See the proof of Propositionlym , 1 lym , lymqn
2.4.10.
Ž .d For m s 0, . . . , l y 1, n s 0, . . . , l y m y 1,
lqmqnX , j s 0, 2.24Ž .lym Ž .c m , n
with
c m , n s q . . . , . . . q , n / 0,Ž . lym , 1 lym , lymyn
c m , 0 s q . . . , . . . q .Ž . lym , 1 lym , lymq1
Ž . Ž .Proof of d . The special case m s n s 0 is included in part a , and
Ž . Ž .we check that c 0, 0 s a l, l . We shall verify that all the derivatives of
Ž .2.24 vanish. First, when n s 0, there is only one nontrivial case, namely
lqm lqm› X , j s › X , j Ž .lym lym lym lymŽ . c m , 0 qc m , 0 ly m , lym
q q . . . , . . . q y c m , 0 X lqm .Ž .Ž .lym , 1 lym , lym
2.25Ž .
To show that this vanishes we calculate
lqm› › X , jlym lym lym Ž .c m , 0
s 1 q q q y c m , 0 X lqm s 0,Ž . Ž .Ž .lym , lym ly1, 1 . . . , . . . qly m , lymq1
lqm› › X , jlymq1 lym lym Ž .c m , 0
lqmy1 lqmy2A › X , j A X , j s 0.Ž .lymq1 lym lym Ž .c m , 0 q b m , 2ly m , lym
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The statement is thus true for n s 0. For n / 0 there are two items,
lqmqn› X , jlym lym Ž .c m , n
s q . . . , . . . q y c m , n X lqmqn s 0,Ž .Ž .lym , 1 lym , lymyn
lqmqn lqmqny1› X , j A X , j .Ž .lymyn lym lymŽ . c m , n qc m , n ly myn , lym
Ž . Ž .We note that c m, n q s c m, n y 1 . When n / 1 this dependslymyn, lym
on the constraint s s 1. When n s 1, it makes use oflym , lymyn
Ž .s q s 1, always valid. The validity of 2.24 follows bylym , lymy1 lym , lym
induction on n.
COROLLARY 2.4.12. The element X 2 ly1 is a highest root ¤ector for C .l
3. COHOMOLOGY
To each point q in parameter space there correspond a free differential
algebra B , an ideal I generated by the irreducible constants in B , andq q q
a quotient algebra BX s B rI . In this section we shall introduce aq q q
differential complex generated by the constants. The first three subsec-
tions are tentative, exploratory, and motivational. The reader may prefer
to skip them.
3.1. The q-Differential Complex of a Quantum Plane
Ž . XUntil further notice, a 1-form is a map from B 1 to B or to B .q q q
3.1.1. Recall the notation s s q q , i, j s 1, . . . , N. Suppose firsti j i j ji
that s s 1, i / j s 1, . . . , N, and that these are the only constraints.i j
Then the polynomials
C s C k lj j s j j y q j j , i / j s 1, . . . , N ,Ýi j i j k l i j ji j i
k , l
Ãare constants and the operators D C are identically zero,q i j
Ã Ã Ã Ã Ã ÃC [ › › y q › › , D C s › › y q › › s 0, i / j s 1, . . . , N.i j i j ji j i q i j i j ji j i
Ž . Ž .A 1-form y s y , . . . , y on B 1 is called exact if there is x g B such1 N q
that y s › x, i s 1, . . . , N, and it is said to be closed ifi i
C y [ C k l› y s › y y q › y s 0, i / j s 1, . . . , N.Ž . Ýi j i j k l i j ji j i
k , l
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 Ž .4It is usual to look upon the collection C y as the components of ani j
exact 2-form, but that is a view that does not have a natural generalization.
Ž . Ž .Instead, we shall say that a 2-form z s z , z s z j , j , is exact ifi j i j i j
k l Ž .there is a 1-form y such that Ý C z s C y , i / j s 1, . . . , N, andk , l i j k l i j
that it is closed if for all complex coefficients C i jk, such that Ý C i jk j ji, j i j
s 0 s Ý C i jk j j in BX , Ý C i jk› z s 0. It is fairly clear how thisj, k j k q i, j, k i jk
development can be completed to a q-differential complex on quantum
planes.
3.1.2. We consider the case when there is just one condition on the
parameters, s s 1, and just one constant C s Ý C k l j j s j j y12 12 k , l 12 k l 1 2
Ž .q j j . Then it makes sense to say that y is closed if C y s › y y21 2 1 12 1 2
q › y s 0, with no conditions on the other components, and that z is21 2 1
k l Ž .exact if Ý C z s C y . One feels that, in this case as well, ank , l 12 k l 12
associated differential complex is lurking.
3.2. The q-Differential Complex of a Quantized Kac]Moody Algebra
3.2.1. The Serre constraints that define the quantization of A are2
s q s s q s 1.12 11 12 22
Ž .The ideal I is generated by two constants in B 3 ,q q
1 1
2 2C s j j y 1 q q j j j q j j ,Ž .112 2 1 11 1 2 1 1 2q q12 21
and C defined analogously. Define221
1 1
2 2Ã Ã Ã Ã Ã Ã Ã ÃC [ › › y 1 q q › › › q › › .Ž .112 2 1 11 1 2 1 1 2q q12 21
ÃThen the differential operator D C vanishes identically. A 1-formq 112
Ž .y s y , . . . , y may be called exact if y s › x, i s 1, . . . , N, and it is1 N i i
natural to say that it is strongly closed if it satisfies
1 1
i jk 2C y [ C › › y s › › y y 1 q q › › y q › yŽ . Ž .Ý112 112 i j k 2 1 1 11 1 2 1 1 2q q12 21i , j , k
s 0,
Ž .as well as C y s 0.221
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3.3. q-Differential Complex in General
Ã Ã Ž .3.3.1. If C g B is a constant, then C [ JC g Ker D and C y isq q
Ãobtained from the latter by replacing the rightmost › by y and the otheri i
Ã› 's by › 's operating on y .i i i
3.3.2. DEFINITION. PROPOSITION. A 1-form y is said to be exact if there is
Žx g B such that y s › x, i s 1, . . . , N, and it is called closed stronglyq i i
. Ž . Ž . Ž .closed if ;C g B 2 ;C g B , constant, C y s 0. E¤ery exact 1-formq 4
is strongly closed and e¤ery strongly closed 1-form is exact.
Proof. Only the last statement needs justification. It is a corollary of
Ž .Lemma 1.6.3, part c . For consider the expression
ix [ A › ??? › y .Ý Ý i i i1 ny1 n
nG1 i
Taking the derivatives of both sides of this equation we get
› x y y s › Ai1 ??? i n q d i1 q ??? q Ai2 ??? i n › ??? › y .Ý Ž .k k k k i i i i i i i1 2 1 n 1 ny1 n
i
This is equal to zero if y is strongly closed, as can be checked by
consulting Section 1.6.3.
Ž3.3.3. DEFINITION. A homogeneous constant a constant that is a sum
.of reorderings of a monomial, Definition 1.2.1 is irreducible if it does not
belong to the ideal generated by constants of lower order. A reducible
constant is a sum of polynomials of total degree k each of which contains a
constant factor of lower degree.
It is clear that the ideal I generated by all the constants is generatedq
by the irreducible constants. It is easy to check that a 1-form y is strongly
Ž .closed iff ;C g B , C an irreducible constant, C y s 0.q
3.3.4. Before proceeding to complete the construction of a differential
complex in the general case we present an example of a different kind,
beyond the context of Kac]Moody algebras. Suppose at first that the
parameters satisfy the condition s [ s s s s 1, but are otherwise123 12 13 23
in general position. Then there is just one irreducible constant, and it can
be written
1




s s s \ s s s s s s s s 1.12 23 13 123 124 134 234
This implies that either s s s or else s s ys , for i, j, k, l alli j k l i j k l
different. Now there are four irreducible constants. One can verify that, if
s s s , then there is an identityi j k l
q q21 13Ã Ã Ã Ã Ã Ã Ã Ã› C q q q q › C q › C q q q q › C4 123 14 13 34 1 234 2 134 34 32 24 3 124q q42 43
q q24 34Ã Ã Ã Ã Ã Ã Ã Ãy C › y C › y q q q C › y q q q C › s 0.412 3 423 1 13 32 34 413 2 14 24 34 123 4q q31 12
Consequently, for any 1-form y,
q q21 13
› C y q q q q › C y q › C yŽ . Ž . Ž .4 123 14 13 34 1 234 2 134q q42 43
q q q q › C y s 0,Ž .34 32 24 3 124
Ž . Ž .  4or, if dy s C y for each cyclic permutation i, j, k, l of 1, 2, 3, 4 ,i jk l
q q21 13
› dy q q q q › dy q › dy q q q q › dy s 0.Ž . Ž . Ž . Ž .4 1 2 34 14 13 34 1 2 34 32 24 3q q42 43
The equations dy s z , i s 1, 2, 3, 4, are not integrable unless the 2-form zi i
satisfies
q q21 13
› z q q q q › z q › z q q q q › z s 0.4 4 14 13 34 1 1 2 2 34 32 24 3 3q q42 43
We may ask whether this condition is sufficient to guarantee that z can be
expressed as dy. Complete answers to all these problems of integrability
will now be found within a study of the Hochschild cohomology of BX .q
3.4. Hochschild Complex
Here we shall see that the idea of constructing a differential complex
based on BX can be realized within the setting of the ordinary Hochschildq
complex of BX .q
3.4.1. Let E be an associative C-algebra. On p-chains a m ??? m a g1 p
Ž .C E , a g E , p G 1, define a linear boundary operator › : C “ C ,p i p py1
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p G 2, and C “ 0, by1
py1
iq1
› a m ??? m a s y a ma m ??? m a ma a m ??? m a .Ž .Ž . Ž .Ý1 p 1 2 iy1 i iq1 p
is1
One has › (› s 0.
3.4.2. EXAMPLES.
› a s 0,Ž .1
› a m a s a a ,Ž .1 2 1 2
› a m a m a s a a m a y a m a a .Ž . Ž . Ž .1 2 3 1 2 3 1 2 3
Ž .For a g C E we use the notationp
a s a m a m a m ??? m a s a m a .Ý ÝŽ1. Ž2. Ž3. Ž p. Ž1. Ž2 , . . . , p.
The formula in 3.4.1 applies with indices in parentheses and summation,
Ž .for example, › Ýa m a s Ýa a . The summation sign will usuallyŽ1. Ž2. Ž1. Ž2.
be omitted.
Ž . Ž .3.4.3. PROPOSITION. The C-algebra B q s Ý B n , freely gener-nG1
Ž Ž .. Ž .ated by j , . . . , j , has homology quotients H B q ; B 1 and1 N 1
Ž Ž ..H B q s 0, p G 2.p
Proof. All 1-chains are closed, and all homogeneous 1-chains of degree
i Ž i. Ž Ž ..higher than 1 are of the form a s S j a s › S j m a , so H B q ;i i i i 1
Ž . Ž Ž ..B 1 . Every a g C B q , p G 1,pq1
a s a m a m ??? m a , a g B q , i s 0, 1, . . . , p ,Ž .Ž0. Ž1. Ž p. Ž i.
is homologous to a chain of the form
N
i i i ia s j m b g C B q , b s b m ??? m b g C B q .Ž . Ž .Ž . Ž .Ã Ý i pq1 Ž1. Ž p. p
is1
Ž i. Ž i . i iHence › a s › a s › S j m b s S j b m b m ??? m b y S j mÃ i i i i Ž1. Ž2. Ž p. i i
› bi. The degree of j bi is greater than 1; therefore, if › a s 0, theni Ž1.
› bi s 0. Since there are no relations in B, bi s 0 and a is homologousi Ž1.
to zero.
As a corollary of the proof we have
Ž X Ž .. Ž . Ž X Ž ..3.4.4. PROPOSITION. One has H B q ; B 1 and H B q ;1 q p q
 i Ž X .4S j m b g Z B , p G 2.i i p q
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3.4.5. We introduce the spaces C p of linear maps from C to a leftp
E-module M and set C 0 s M. The action of a g E in M will be denoted
Ž . py1 pp a . A linear coboundary operator d: C “ C is defined by
dt a s p a t a m ??? m a y t › a , a s a m ??? m a .Ž . Ž . Ž .Ž .1 2 p 1 p
One has d( d s 0.
3.4.6. EXAMPLES.
dt a s p a t ,Ž . Ž .1 1
dt a m a s p a t a y t a a ,Ž . Ž . Ž . Ž .1 2 1 2 1 2
dt a m a m a s p a t a m a y t a a m a q t a m a a .Ž . Ž . Ž . Ž . Ž .1 2 3 1 2 3 1 2 3 1 2 3
The linear extension takes the form
a g C1 , dt a s p a t ,Ž . Ž .
a g C 2 , dt a s p a t a y t › a ,Ž . Ž . Ž . Ž .Ý Ž1. Ž2.
a g C 3 , dt a s p a t a y t › a .Ž . Ž . Ž . Ž .Ý Ž1. Ž23.
U Ž .The homomorphism J : B “ B , generated by j ‹ p j s › , pro-q q q i i i
vides a new action of B on B and on BX . From now on we takeq q q
X Ž .M s B or M s B and write p a for this action. In the next propositionq q
M s B .q
Ž .3.4.7. PROPOSITION. The Hochschild cohomology of B q [q
Ž . 0Ž Ž . .[ B n , with ¤alues in B , ¤anishes except that H B q , B is theq q q qnG1
Ž .linear span of B 0 with the space of constants in B .q
Proof. For p G 1, let z be a closed p-cochain; we try to find a
Ž .p y 1 -cochain y such that
z a s dy a s p a y a y y › a .Ž . Ž . Ž . Ž . Ž .Ž1. Ž2 ? ? ? p.
When p s 1 the existence of y is assured by Proposition 3.3.2, so from
now on suppose that p ) 1. We interpret the equation, recursively in the
degree, as the definition of the last term, where the argument › a has the
highest degree. The obstruction is › a s 0, a / 0. If all a , i s 1, . . . , p,Ž i.
are of degree 1 then, since there are no relations, › a s 0 implies that
a s 0; this establishes the basis for the recursion. In general, when
Ž .› a s 0, by Proposition 3.4.3, there is a p q 1 -chain b such that a s › b
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and we need to satisfy
z › b s p b b y b y p b y › b .Ž . Ž . Ž . Ž . Ž .Ž0. Ž1. Ž2 ? ? ? p. Ž0. Ž1 ? ? ? p.
Ž . Ž . Ž .Since z is closed, z › b s p b z b , this holds ifŽ0. Ž1 ? ? ? p.
z b s p b y b y y › b .Ž . Ž . Ž . Ž .Ž1 ? ? ? p. Ž1. Ž2 ? ? ? p. Ž1 ??? p.
Ž . Ž .This throws the solution of the equation z a s dy a back on the solution
of the same equation with a replaced by p-chains of lower degree. The
existence of a base for the recursion was established, and this completes
the proof of the theorem.
X Ž . X3.4.8. THEOREM. The Hochschild cohomology of B q [ [ B ,q qnG1
X 0Ž X Ž . .with ¤alues in B or in B , ¤anishes except that H B q , B is the unionq q q q
Ž . 0Ž X Ž . X . Ž .of B 0 and the space of constants and H B q , B s B 0 s C.q q
Proof. We begin as in the proof of 3.4.7, but › a s 0 no longer implies
that a is exact. By Proposition 3.4.4 every closed p-chain is homologous to
one of the form a s j m bi, so we have to show that, when z is closed,i
there is y such that
z j m b s › y b y y › j m b . 3.1Ž . Ž . Ž . Ž .Ž .i i i
We need a lemma.
 43.4.9. LEMMA. Let x be any finite collection of homogeneous elementsa
of BX , all of the same degree in each ¤ariable, satisfying a linear functionalq
a Ž .  a4relation Ý A x s 0. Then there is a family P of differential operators,a a
a Ž . asuch that Ý A x s Ý P x .a a a a
Proof. This is just the statement that the algebra BU of differentialq
operators is the algebraic dual of BX ; see Theorem 1.4.5.q
Ž .Proof of Theorem 3.4.8 continued . To settle the integrability of Eq.
Ž .3.1 , note that it is a linear relation in a finite-dimensional vector space.
Ž .Given the left side, 3.1 has a solution y if and only if the left side satisfies
all linear functional relations that hold for the right-hand side identically
in y. By the lemma, such relations take the form
i , ap c › y b y y › j m b s 0,Ž . Ž . Ž .Ž .Ý i a i a
a , i
 4 Ž .  i, a 4where b is a family of p y 1 -chains and c is a family of elementsa
of BX . Since this is required to hold identically for all y, both terms mustq
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vanish separately,
p ci , aj y b s 0, p ci , a y › j m b s 0.Ž . Ž . Ž .Ž .Ž .Ý Ýi a i a
a , i a , I
The second relation is equivalent to
ci , a m › j m b s 0;Ž .Ý i a
a , i
the first relation is satisfied for all y if and only if the differential
Ž .operators are 0; hence 3.1 is integrable if and only if
p ci , a z j m b s 0Ž . Ž .Ý i a
a , i
 4  i, a 4 i, a Ž .for all families b and all c , such that Ý c m › j m b s 0 anda a , i i a
i, a  i, a 4 i, aÝ c j s 0, in other words for all b , c such that Ý c m j m b isi i a i, a i a
closed. But that is true if z is closed. The theorem is proved.
3.5. Serre Cohomology
0Ž X X . X3.5.1. A 0-cochain x g C B , B is an element x of B , it is exactq q q
Ž . X Žonly if x s 0, and it is closed if p a x s 0, ;a g B , which because thereq
X . Ž .are no constants in B is true iff x g B 0 s C.q
3.5.2. A 1-cochain y on BX is exact if there is x g BX such thatq q
;a g BX ,q
y a s p a x . 3.2Ž . Ž . Ž .
Ž .Let y denote the restriction of y to B 1 . Then if y is exact we have1 q
y j s › x , 3.3Ž . Ž .1 i i
in which case we say that y is exact. Conversely, if y is an exact 1-form1 1
Ž . Xon B 1 , then there is a unique, exact 1-cochain y on B that restricts toq q
Ž . 4y on B 1 .1 q
3.5.3. A 1-cochain y on BX is closed if ;a, b g BX ,q q
dy a m b s p a y b y y ab s 0. 3.4Ž . Ž . Ž . Ž . Ž .
4 Ž . X Ž . Ž .There are no constants in B 1 ; hence B 1 s B 1 .q q q
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This implies that if c s Ý a j , theni i i
p a y j s y c , 3.5Ž . Ž . Ž . Ž .Ý i i
i
and in particular that
c s a j s 0 « c y [ p a y j s 0. 3.6Ž . Ž . Ž . Ž .Ý Ýi i 1 i 1 i
i i
Ž .Compare 3.1.1. Conversely, if y satisfies 3.6 , then a unique, closed1
X Ž .1-cochain y on B is determined by solving 3.4 , recursively in the degreeq
of ab.
Ž . X3.5.4. DEFINITION. A p-form z on B 1 , with values in B , is exact if1 q q
Ž . Ž .there is a p y 1 -form y on B 1 such that1 q
z a sp a y a m ??? ma , ;asa m ??? ma , › as0.Ž . Ž . Ž .1 Ž1. 1 Ž2. Ž p. Ž1. Ž p.
3.7Ž .
It is strongly closed if
p a z a m ??? m a s 0, ;a s a m a m ??? m a ,Ž . Ž .Ž0. 1 Ž1. Ž p. Ž0. Ž1. Ž p. 3.8Ž .
› a s 0.
Ž . XEvidently, a , . . . , a g B 1 in both cases, but a g B .Ž1. Ž p. q Ž0. q
3.5.5. It is obvious that, if z is an exact p-cochain on BX , then itsq
Ž .restriction z is an exact p-form on B 1 . Conversely, if z is an exact1 q 1
Ž . Ž . Ž .p-form on B 1 , expressed in terms of a p y 1 -form y as in 3.7 , let yq 1
Ž . Xbe any p y 1 -cochain on B that extends y ; then the formula z s dyq 1
extends z to an exact p-cochain on BX .1 q
3.5.6. If z is a closed p-cochain on BX then its restriction z is aq 1
Ž .strongly closed p-form on B 1 . Conversely, if z is a strongly closed1
Ž . Xp-form on B 1 , then it extends to a closed p-cochain on B . To show thisq
consider the condition
dz a [ p a z a m ??? m a y z › a s 0 3.9Ž . Ž . Ž . Ž .Ž .Ž0. Ž1. Ž p.
Ž .for a s a m a m ??? m a , with deg a G 1, i s 1, . . . , p, and of totalŽ0. Ž1. Ž p. Ž i.
polynomial degree
p
n a s deg a G p q 1.Ž . Ž .Ý Ž i.
is0
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Ž . Ž .When n a s p q 1, this condition determines z › a in terms of z ; this1
Ž . Ž .amounts to a partial determination of z b for n b s p q 2. Proceed
Ž . Ž . Ž .recursively in the total degree n a . Equation 3.9 is solvable for n a s p
Ž .q 1. Suppose it can be solved for n a s p q 1, p q 2, . . . , p q k, and let
Ž . Ž .n a s m s p q k q 1. Then › a is of degree m, and 3.9 can be solved
Ž .for z › a provided
p a z a m ??? m a s 0, ;a s a m ??? m a , › a s 0.Ž . Ž .Ž0. Ž1. Ž p. Ž0. Ž p.
3.10Ž .
Ž . Ž .The apparent obstruction to 3.10 comes from the fact that z ??? on
the left-hand side is already known for the case that the argument is exact.
Ž .Setting this argument equal to › b, and using 3.9 for lower degrees, we
Ž . Ž . Ž .reduce the left-hand side of 3.10 to p a b z b . But this is the0 0 Ž1 ? ? ? p.
Ž .same as z › a and hence zero by induction in the degree of a . WeŽ1 ? ? ? p.
conclude as follows.
3.5.7. THEOREM. Let D denote the differential complex of which the
Ž .cochains are B 1 -forms restricted to closed chains, and the differential isq
gi¤en, for cochains ¤alued in BX by the formulaq
dz a m a m ??? m a s p a z a m ??? m a . 3.14Ž . Ž .Ž . Ž .Ž0. Ž1. Ž p. Ž0. Ž1. Ž p.
The cohomology is nontri¤ial if B admits irreducible constants5 of orderq
higher than 2. If
iC s C j ??? jÝ i i1 k
i
is a constant, then
iC › ??? › s 0,Ý i i1 k
i
and z is exact iff z is strongly closed, that is, iff for all constants C,
iC › ??? › z j m j m ??? m j s 0.Ž .Ý i i i j j1 ky1 k 1 p
i
5See Definition 3.3.3.
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Ž If x is a closed 0-form, then › x s 0, so x g B s C, and no 0-cochain isi 0
0 .exact, so H s C.
Ž .The restriction to closed chains is very natural; in the q- commutative
Ž .case it restricts the cochains to be q- alternating. But if there are no
Ž .constants in B of order 2, then the restriction is moot.q
4. CLASSIFICATION OF CONSTRAINTS
4.1. The Constants in B1 ? ? ? n
4.1.1. From now on we drop the suffix q on B and denote by B then
 4  4space of polynomials of order n. For any subset s s i , . . . , i ; 1, . . . , n ,1 < s <
< <with cardinality s , denote by B the subspace of B consisting of allŽ s. < s <
< <polynomials of degree s that are separately linear in j , . . . , j , and leti i1 < s <
s s q . 4.1Ž .ŁŽ s. i j
i/jgs
4.1.2. THEOREM. Assume that there are no constants in B , for anyŽ s.
 4proper subset s ; 1, . . . , m . Then the dimension of the space of constants in
B is1 ? ? ? m
m y 2 ! if s s 1,Ž . 1 ? ? ? m 4.2Ž .½ 0 otherwise.
Proof. By induction. The statement is true for m s 2. We assume that
it is true for m s 2, . . . , n y 1 and prove that it is true for m s n. Since
there are no constants in B and the statement is true for m s 2, . . . , nŽ s.
y 1 it follows that s / 1, for any proper subset s of 1 ??? n.Ž s.
Ž . Ž4.1.3. Let X s ÝX 1 ??? n j ??? j sum over all permutations of1 n
.12 ??? n be a constant in B . The equations › X s 0, i s 1, . . . , n, are1 ? ? ? n i
X n12 ??? q q X 1n2 ??? q q q X 12n3 ??? q ???Ž . Ž . Ž .n1 n1 n2
q q ??? q X 12 ??? n0 nn9 q q ??? q X 12 ??? n9n s 0,Ž . Ž .n1 nn0 n1 nn9
X 1n2 ??? q q X n12 ??? n9 s 0,Ž . Ž .1n
X 12n3 ??? q q q X 2n13 ??? n9 s 0,Ž . Ž .12 1n
4.3Ž .
...
X 12 ??? n9n q q ??? q X 23 ??? n9n1 s 0,Ž .Ž . 12 1n
and those obtained from this set by permuting the indices 1, . . . , n9. We
write 12 ??? n9 instead of i ??? i for any permutation of 1, . . . , n9.1 n9
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4.1.4. Con¤entions. We have used n9 s n y 1, n0 s n y 2, and
X ??? 1 ??? k ???Ž .
[ S 1 ??? k X ??? 1 ??? k ???Ž . Ž .
[ X ??? 1 ??? k ??? q q X ??? 21 ??? k ??? q ???Ž . Ž .12
q q ??? q X ??? 23 ??? k1 ??? .Ž .12 1k
In addition, set k9 s k q 1, k0 s k q 2, and
X 1 ??? p ??? mn ???Ž .
s S p ??? m ??? S 2 ??? m S 1 ??? m X 1 ??? p ??? mn ??? .Ž . Ž . Ž . Ž .
Here m is by definition the index that stands to the left of n. Note that the
permutations act on the symbols, not on the spaces, and that they affect
Ž . Ž .the parameters, for example, S 12 q s q S 12 . Finally, a lot of typing is13 23
saved by introducing
Z 1 ??? mn ??? [ q ??? q X 1 ??? mn ??? .Ž . Ž .n1 nm
Ž .4.1.5. Remark. The operator that sends X ??? i ??? i ??? to1 k
Ž .X ??? i ??? i ??? for each permutation i ??? i of 1 ??? k corresponds to1 k 1 k
Ž .differentiation: X ??? 1 ??? k ??? is the coefficient of j ??? j in2 k
Ž .› Ý X ??? i ??? i ??? j ??? j . It is invertible if and only if › X s 0,1 i 1 k i i i1 k
i s 1, . . . , k, implies that X s 0.
Ž .4.1.6. With this notation Eqs. 4.3 take the form
Z n12 ??? q Z 1n2 ??? q Z 12n ??? q ??? qZ 12 ??? n9n s 0, 4.4Ž . Ž . Ž . Ž . Ž .
Z 1 ??? kn ??? n9 q q ??? q s Z 2 ??? kn1k9 ??? n9 s 0,Ž . Ž .12 1k 1n
k s 1, . . . , n9.
4.5Ž .
Ž .Applying S 1 ??? n9 to the long equations and using the short ones to push
the index n towards the right we obtain
1 y s Z 1n2 ??? n9 q Z 12n3 ??? n9 q ??? qZ 12 ??? n9n s 0.Ž . Ž . Ž . Ž .Ž .1n
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This completes Step 1. By stipulation s / 1, so that the first factor can1n
be dropped; hence
n9
Z 1 ??? pnp9 ??? n9 s 0.Ž .Ý
ps1
Ž . Ž .Next apply S 2 ??? n9 to this equation and use the short equations 4.5 in
the same way. We claim that the result after step k is
n91
1 y P Z 1 ??? kk9 ??? pnp9 ??? n9 s 0, 4.6Ž .Ž .Ýk ??? 1ž /q ??? q sk1 k ky1 k n psk
Žwhere P is the cyclic permutation that takes m ‹ m y 1 m sk ??? 1
.2, . . . , k , 1 ‹ k. To verify this we carry out the next step. We need a
simple lemma.
Ž .4.1.7. LEMMA. The first factor in 4.6 is in¤ertible if and only if s1 ? ? ? k n
/ 1.
Proof of the Lemma. The permutation P is of order k. Iteration ofk ??? 1
Ž . Ž .4.6 leads to 1 y A ÝZ s 0, with
k1
A [ P s s .k ??? 1 1 ??? k nž /q ??? q sk1 k ky1 k n
Ž .Hence, if A / 1, then 4.6 implies that ÝZ s 0.
Ž .4.1.8. The first factor in 4.6 can therefore be dropped. Next, apply
Ž .S k9 ??? n9 to get
n9
Z 1 ??? k9k0 ??? pnp9 ??? n9Ž .Ý
psk 9
n0
q q ??? q Z 1 ??? kk0 ??? p9nk9p0 ??? n9 s 0. 4.7Ž .Ž .Ý k 9k 0 k 9 p9
psk
The second term is
n9
QZ 1 ??? kk0 ??? pnk9p9 ??? n9Ž .Ý
psk 9
n9
Ãs QP Z 2 ??? k9k0 ??? pn1 p9 ??? n9 ,Ž .Ý k 9 ??? 1
psk 9
ÃQ s q ??? q .k 9k 0 k 9 p
FRùNSDAL AND GALINDO744
Using the short equations we transform the summand to
y1w xyQP q ??? q s Z 1 ??? k9k0 ??? pnp9 ??? n9Ž .k 9 ??? 1 12 1 p 1n
y1w xs y q ??? q s P Z 1 ??? k9k0 ??? pnp9 ??? n9 .Ž .k 91 k 9k k 0 n k 9 ??? 1
Ž .Thus 4.7 becomes
n91
1 y P Z 1 ??? k9 ??? pnp9 ??? n9 s 0. 4.8Ž .Ž .Ýk 9 ??? 1ž /q ??? q sk 91 k 9k k 9n psk 9
Ž . Ž .This proves our claim 4.6 . The process ends with k s n9, when 4.6
reduces to
1
1 y P Z 1 ??? n0 n9n s 0. 4.9Ž .Ž .n9 ? ? ? 1ž /q ??? q sn91 n9n0 n9n
By Lemma 4.1.3 the first factor is invertible unless s s 1.1 ??? n
Ž .4.1.9. We have shown that, if s / 1, then Z 1 ??? n0n 9n must1 ? ? ? n
vanish, along with all the coefficients related to it by permutations of the
Ž .indices 1 ??? n9. By Remark 4.1.5 it follows that Z i ??? i n s 0 for any1 n9
permutation i ??? i of 1 ??? n9. In the same way we use the short1 n9
Ž .equations 4.5 to show that in that case all the coefficients are zero. Thus,
when s / 1 there are no constants in B . Conversely, if s s 1,1 ??? n 1 ? ? ? n 1 ? ? ?n
Ž . Ž .then Eq. 4.9 has nontrivial solutions. Now Eq. 4.9 fixes the ratios of n9
Ž .coefficients related by P . Among all the coefficients Z i ??? i n ,n9 ? ? ? 1 n n9
Ž . Ž .n y 2 ! remain arbitrary. Choosing any solution of 4.9 we use the short
equations to construct a unique constant in B . The space of all these1 ? ? ? n
Ž .constants has dimension n y 2 ! and Theorem 4.1.2 is proved.
4.1.10. As to determining the constants in B when the set s containsŽ s.
repetitions, we do not yet have complete results.
4.1.11. We have nothing to say about the space of constants in B ifŽ s.
 4s s 1 for some proper subset r ; s s 1, . . . , n . That seems to present aŽ r .
much more difficult problem.
4.2. Constants of Order 3
4.2.1. We denote by B the subspace of polynomials linear in123
j , j , j , separately.1 2 3
IDEALS OF FREE DIFFERENTIAL ALGEBRAS 745
PROPOSITION. There are constants in B iff123
s y 1 s y 1 s y 1 s y 1 s 0.Ž . Ž . Ž . Ž .12 23 13 123
COROLLARY. Generically, there are no constants and dim BX s 6.Ž123.
4.2.2. Of special cases there are five essentially different kinds.
Ž .1 The constraint s s 1. The space of constants is one dimen-123
sional with basis
1
C s y q j j j q q q q j j j q cycl. perm.Ž .123 13 1 2 3 31 32 21 3 2 1ž /q31
The intersection I l B is generated by C and the subspace BX ofq 123 123 123
the quotient is five dimensional.
Ž .2 The constraint s s 1. Then12
C s j j y q j j12 1 2 21 2 1
is a constant. The space of constants in B is one dimensional with basis123
C j y q q j C .12 3 31 32 3 12
The ideal I is generated by C , I l B is two-dimensional, and BXq 12 q 123 123
is four-dimensional.
Ž .3 Two constraints: s s 1 s s . The space of constants in B is12 13 123
X  4two-dimensional and B is two-dimensional with basis j j j , j j j .123 1 2 3 1 3 2
Ž .4 Three constraints: s s s s s s 1. The space of constants in12 13 23
B is the same as in the previous case, but BX is one-dimensional.123 123
Ž .5 The other case of two constraints, s s 1, s s 1, yields a12 123
surprise. When s s 1 and s / 1 / s , there are no special cases: no12 13 23
further constant appears as s takes the value 1.123
4.2.3. Summary. We have the following complete list of generators of
ideals in B :123
Constraints Generators a Const.g B dim I l B123 123
s s s s 1 C 1 112 23 13 123
s s 1 j j y q j j 1 212 1 2 21 2 1
s s 1, s s 1 j j y q j j , j j y q j j 2 412 23 1 2 21 2 1 2 3 32 3 2
s s 1, i / j j j y q j j , i / j 2 5i j i j ji j i
4.2.4. Constants of order 3, in two generators, are of the Serre type.
Constants in one generator, C s j 3, require q3 s 1. This completes the1 11
survey of constants of order 3.
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APPENDIX
Alternati¤e Expressions for Some Constants
The constants C , i / j, given in 3.1.1 can be written, up to a factor, asi j
C s antisym q j j ,'ž /i j i j i j
where the antisymmetrizer is just 1 y P , P being the permutation thati j i j
exchanges the indices i, j.
The constants C , i / j / k, given in 3.3.4 for the case 123, can bei jk
written, up to a factor, as
y1C s sym q q q q y q j j j ,Ž .'ž /i jk i j jk k i k i ik i j k
where the symmetrizer is 1 q P q P q P q P P q P P .i j jk k i i j jk i j k i
These constants satisfy the identify given in 3.3.4, and which we rewrite
up to a factor as
Ã Ã Ã Ãq q q › C y q q q C › q cycl.s 0.' 'ž /12 13 14 1 234 21 31 41 234 1
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