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Abstract
Missing data is a very serious issue that negatively affect inferences and findings of
researchers in data science and statistics. The ignorance of missing data or deletion
of cases that contain missing observations may lead to reducing statistical power,
loss of information, increasing standard errors of estimates and increases estima-
tion bias in data analysis. One of the advantages of using imputation methods is
to keep the full sample size, which makes the results to be more precise. Amongst
all the missing data imputation techniques, data augmentation is not so popular in
the literature and very few articles mentioned the use of the technique to account for
missing data problems. Data Augmentation technique can be used for imputation of
missing data in both Bayesian and classical statistics. In the classical approach, data
augmentation is implemented through EM algorithm that uses maximum likelihood
function to impute and estimate unknown parameters of a model. EM algorithm is
a useful tool for a likelihood-based decision when dealing with missing data prob-
lems. The Bayesian data augmentation approach is used when it is not possible to
directly estimate a posterior distribution P (θ | xov), of the parameters, θ given the
observed data xov due to the missing data in x. This study aims to contribute to
a better understanding of Bayesian data augmentation and improve the quality of
estimates and precision of the analysis of data with missing values. The General
Household Survey [GHS 2015] is the main source of data in this study. All the anal-
yses are made using the software R and more precisely the package mix. In this
study, we have find that Bayesian data augmentation can solve the problem of miss-
ing data in cancer drug intake data. The Bayesian data augmentation performs very
well in improving modelling of cancer drug affected by missing data.
Keywords: Data augmentation, EM algorithm, Missing data, Cancer, Bayesian approach
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Missing data is a very serious issue that negatively affects the findings and infer-
ences of researchers in data science and statistics, such as in operation management
(Tsikriktsis, 2005), psychology (Graham, 2009) and epidemiology (Cattle et al., 2011)
amongst others. Most researchers and analysts are interested in making inferences
based on the whole target population rather than a sample that is not representative
of the population. The consequence of ignoring of missing data or deletion of cases
that contain missing values is that, it may reduce the sample size, statistical power,
loss of information, thereby increasing standard errors of estimates and increases
estimation bias, especially when the proportion rate of that missing data is high (De
Leeuw et al., 2003; Enders, 2010; McKnight et al., 2007). To handle missing data
problems in the given data set, mostly investigators use imputation methods to im-
pute missing values in the data set. The benefit of using imputation methods keeps
the full sample size n, which makes the results less biased and precise. Missing data
is common in many data sets and cannot be avoided in data based research, even if
great effort is put into planning and data collection plan (Allison, 2002; Regoeczi &
Riedel, 2003; Rudas, 2005; Stumpf, 1978).
The analysis of missing data leads to a basic theory of missing data problem on
how does missing data affect the inference and prediction on the data sets. A tra-
ditional way of handling missing data is to discard them from the analysis; most
of the statistical software packages provide this method by default such as SPSS,
SAS and STATA. The use of traditional method may substantially influence and af-
fect data analysis especially when dealing with a sample with a high proportion of
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missing data. On reviewing the literature on missing data, different methods have
been developed to handle missing data (Little & Rubin, 2002; Schafer & Graham,
2002; Tsikriktsis, 2005). It means that the results, without using imputation in this
case, are less appropriate to make a conclusion about a data. Once all missing data
have been imputed, it allows the Researchers to analyse the data set, using standard
methods for complete data. There are many standard methods used to deal with
missing data problem, and these use the different forms of imputation technique or
algorithm such as multiple imputations, expectation-maximization (EM) algorithm
and other imputation methods. The extent of damages or misleading results, caused
by missing data depends on the percentage of missing data in the data sample, al-
though there is no fixed rule as to how much of the amount of missing data allowed.
Cohen (1983) state that 5% to 10% of missing data is considered to be low or small
and high if at least 40% of data is missing (Raymond & Roberts, 1987).
Before tackling missing data, Researchers need to know the reason why data is miss-
ing in the dataset (Carpenter & Kenward, 2012; Little, 1988a). In general, there are
several reasons that categorise data to be missing in the data set. These reasons in-
clude one of these listed reasons:
• data entry errors.
• failure to complete the whole questionnaire.
• refuse to respond to certain questions in the survey such as income level, etc.
It is important to consider the mechanism and item nonresponse in terms of how it
should be treated in the analysis (de Leeuw & Huisman, 2003). Missing data mecha-
nisms need to be one of these mechanisms : missing completely at random (MCAR),
missing not at random (MNAR) or missing at random (MAR). These are all methods
that are used to handle missing data. The pattern of data loss is assumed to be ran-
dom (either MCAR or MAR). Identifying the underlying missing mechanism is one
of the important things in dealing with missing data problems since it gives informa-
tion on how missing data should be tackled. MCAR data have been found to be less
likely to produce serious bias in the parameter estimates, regardless of the methods
used to handle missing data (Graham, 2009; Musil et al., 2002), while MNAR data is
difficult to identify and handle because true values of missing values are unknown
(Little & Rubin, 2002).
In the past years researchers found the influential paper based on the development
or construction of MCMC data augmentation. The Markov Chain Monte Carlo
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method is defined as stochastic version of expectation-maximization (EM) algorithm.
The expectation-maximization (EM) algorithm is the most general method for trac-
ing missing observations by finding maximum likelihood estimates (MLEs) of the
parameter that we estimate (Dempster et al., 1977; Meng & Van Dyk, 1997; Krish-
nan & McLachlan, 1997). The EM algorithm is a useful tool for a likelihood-based
decision where we are dealing with missing data problems. However, there are chal-
lenges using maximum likelihood to make inferences, such as finding their standard
errors in situation with many parameters (Meng & Rubin, 1991), i.e if the data con-
tains nuisance parameters and having a small size where the asymptotic theory of
MLE may not hold. The EM algorithm was more desirable before statisticians found
its limitations specifically when the sample size is small. They then introduced the
more efficient Bayesian approach method usually called a data augmentation algo-
rithm for incomplete data analysis. This type of algorithm can overcome the limi-
tations of EM and it give more precise estimates, especially when the given sample
size is very small (Tanner & Wong, 1987). The Bayesian data augmentation algo-
rithm may use EM-algorithm as a starting point in the algorithm first step.
The data augmentation (DA) is the term that was introduced by Tanner & Wong,
1987 as the estimation procedure for dealing with the unobserved values by com-
pleting the observed data with missing data. The data augmentation is an MCMC
procedure that improves the quality of data by adding the missing data in the model.
Very few studies implement a Bayesian data augmentation techniques framework
to simulate missing observations or to solve the problem of missing data. This ap-
proach allows for sampling both the missing data and model parameter from their
posterior full conditional distributions (Tanner & Wong, 1987). The data augmen-
tation algorithm provides the way of improving the quality of data and inferences,
especially powerful when the sample size n is small. The basic idea of data augmen-
tation algorithm is to extend the observed data xov by adding the missing data xmv.
If both xov and xmv are known, we can now compute or sample from the extended
posterior distribution P (θ | xov, xmv). The Bayesian data augmentation approach
can be implemented where we are not able to directly simulate or determine a pos-
terior distribution P (θ | xov), of the parameters, θ given the observed data xov due to
the missing data in x. The mutual dependency between P (θ | xov) and P (xmv | xov)
leads to determining an iterative algorithm to calculate the posterior distribution
P (θ | xov), which is the method of successive substitution of the functional analysis
for solving an operator fixed point equation and it can be used with Monte-Carlo
approximation in each substitution step. In the past years, Researchers introduce
this approach to augement observed and unobserved data so that it makes it more
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easy to analyse data with latent values using Bayesian approach (Tanner & Wong,
1987).
Despite the popularity of Bayesian data augmentation, but there is still no clear guid-
ance on this method based on the performance of missing values imputation when
the imputation is done on explanatory variables for both continuous and categorical
type containing missing data. This study attempted to evaluate the performance of
this method when data was; missing at random, missing completely at random or
not missing at random and based on the proportion rate of missing data. Also in this
study we considered the case where missing values are observed on the explanatory
variables (binary variables). The ignorability assumption of missing data was ap-
plied throughout this thesis. This assumption is based on the observed data, so that
we can be able obtain the estimates of missing values. Therefore, the assumptions of
MCAR, MAR were only considered (only random). The assumptions above are ap-
plied to investigate whether or not the missing data mechanisms have an impact on
the performance of Bayesian data augmentation technique under different propor-
tions of missing data. The performance of Bayesian data augmentation is assessed
when missing values are missing at random, completely missing at random or not
missing at random under different proportion rate of missing data on the variables
of interest.
1.2 Statement of the problem
The General Household Survey (GHS) data of South Africa is used to make decisions
about a population under Cancer-Medication study. However, the use of survey
data is limited by the following problems:
• The small sample size and high percentage of missing data approaches pro-
duce inadequate results according to Schafer & Olsen (1998).
• If we obtain invalid parameter estimates and it may lead to inappropriate in-
ferences.
There are several approaches that have been proposed for dealing and analysing
survey data that is affected by missing data. Faced with this form of problem, how
then, can a researcher handle cases with missing data without resorting to include
only cases with complete information and deleting those with missing data deletion
(default in statistical packages). The most common way of tackling missing data
problem is to ignore those cases from the analysis. This method is referred to as case
deletion method or complete case analysis and can lead to lower statistical power
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and biased parameter estimates when the proportion rate of missing data is too high
(Graham, 2009). How can missing data be handled to obtain best results so as not
go to the risk of getting biased, skewed and sometimes misleading inferences?. The
data augmentation approach is the most useful method if sample size of the data
is small and missing percentage is high according to (McKnight et al., 2007). There
are several methods proposed to handle or impute missing data instead of deleting
missing values to keep the sample size constant such as single imputation methods,
multiple imputations and model-based methods. The data augmentation algorithm
was introduced in the form of multiple imputation concept using Markov Chain
Monte Carlo framework.
This study used a 2015 General Household Survey (GHS) data of South Africa data
set, this is a complicated survey with a complex sampling design and weighting
procedure that needs to be used during the analysis. There are many studies that
show that when the survey data sets contain weight variables, weighted results are
chosen because they give less bias in the estimates than unweighted results because
usually sampling is not done in proportion to the size of the particular region, but
rather equally across all regions, this can lead to certain survey characteristics being
over or under represented in the sample (Korn & Graubard, 1995). Thus, the use of
the weight correct this. The performance of the data augmentation is evaluated by
comparing the baseline data set and imputed data sets under different proportion
rate of missing data and missing mechanisms.
1.3 Aim and objective
In real life, data is highly affected by the problem of missing data. The collection
of household data about cancer is a very difficult task, which may lead to missing
data problem. In this study we focus on data augmentation as one of the imputation
technique that can be used to improve data quality of cancer medication intake in
South Africa that is affected by missing data. This method of imputation is not so
popular in both classical and Bayesian statistics framework to handle missing data
problem. The classical methods like EM algorithm and others fail to provide pre-
cise estimates since the asymptotic theory of MLEs are sometimes not satisfied. The
main aim of this Research is to investigate how Bayesian data augmentation con-
tributes to handling the incomplete data analysis problem under different missing
mechanisms such as MCAR, MAR, and MNAR. Moreover, the focus of this study is
to evaluate how using the Markov Chain Monte Carlo (MCMC) Bayesian data aug-
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mentation technique improves the quality of data, with missing data depending on
the nature of the missing (MCAR, MAR, and MNAR). According to Tanner & Wong
(1987), this method tends to improve the statistical power of the data analysis espe-
cially if the sample size is small such as with cancer medication data. The primary
objective of this study was to determine the performance of data augmentation (DA)
method when the data are MCAR, MNAR and MAR that are separated into various
rates of missing proportions. This study explores performance of data augmentation
technique by fitting a Survey logistic regression model and assessing the analysis for
each model (MCAR, MAR, MNAR).
The other specific objectives are:
1. To compare the theoretical performance of data augmentation in handling miss-
ing covariates.
2. To investigate whether the proportion rates of missing data in the cancer med-
ication data can impact on the performance of MCMC data augmentation al-
gorithm.
3. To explore the performance of data augmentation technique under different
models (MCAR, MNAR and MAR) with different rates of missingness.
Throughout the thesis, statistical analyses are done using both R and SAS software.
The package MIX in R to impute missing data (Data augmentation) and proc sur-
vey logistic procedure in SAS is used to fit the model, check adequacy, determine
parameter estimates and so on.
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1.4 Significance of study
Cancer is a serious pandemic that affects a large portion of the population in the
world and especially in the developing countries such as South Africa. An impor-
tant goal is that Medical Health institutions around South Africa distribute cancer
medications efficiently to all patients who are affected by cancer. Therefore, it is
critical to study how people in South Africa respond in order to control or monitor
this disease. This study is important in terms of investigating the factors that affect
people during the process of controlling cancer. The collection of Household Survey
[GHS] data about cancer is a very difficult task, since respondents are not at liberty
to disclose the information about cancer matters. Missing data is difficult to avoid in
the household surveys [GHS data] and particularly affected by sensitive questions
in general. A data set with missing data, may lead to inadequacy of results and false
conclusions in any statistical analysis. Hence, the use of data augmentation to han-
dling missing data that is supported by statistical theory can enhance the accuracy of
the estimation of cancer-medication intake in South Africa. Empirical applications
of Bayesian data augmentation started to grow rapidly after data augmentation was
introduced by Tanner & Wong (1987). The data augmentation method is a Bayesian
approach to replace the EM algorithm for incomplete data analysis. Data augmenta-
tion is the Bayesian method and is used as one of the multiple imputation methods.
The findings from this study will help Research and Medical Health institutions in
South Africa to assess the use of cancer-medication. That however depends on the
quality of dataset. Therefore, fitting a survey logistic regression model without tak-
ing missing data into account may produce biased estimates of parameters and that
leads to incorrect decisions.
1.5 Limitations of study
In this study, there are many possible factors that can affect whether or not cancer
patients medication (e.g. the stage of illness, the type of cancer etc.) but the informa-




This study is trying to answer the following questions about the MCMC data algo-
rithm and imputation of missing data in cancer-medication data set:
1. What is the performance of MCMC data augmentation in terms of regression
estimates and standard errors when data hold under different missing mech-
anisms which is MCAR, MNAR or MAR different rates of missingness in the
Survey Logistic Regression.
2. What is performance of MCMC data augmentation in terms of Log likelihood
ratio and AIC when data are MCAR, MNAR and MAR with different rates of
missingness compared to original data.
3. Does MCMC data augmentation improve the quality of analysis when data




The following hypotheses were tested:
1. The Bayesian augmentation techniques, yield similar parameter estimates for
both categorical and continuous variables containing missing data.
2. The performance of Bayesian data augmentation is not affected by the different
missing mechanisms (MCAR, MAR, MNAR).
3. Missing data patterns have no impact on the performance of Bayesian aug-
mentation technique under different proportion rate of missing data.
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1.8 Thesis outline
The thesis is organized in 6 chapters as follows
Chapter 1: This chapter is the introduction to this thesis.
Chapter 2: represents the literature review of data augmentation and missing data
problems. It defines missing data and the key assumptions such missing data mech-
anisms (MCAR, MAR, MNAR), data patterns and observed-data likelihood. The
methods of imputation are reviewed. The Single/Traditional imputations that were
reviewed are: Listwise, Pairwise deletion, Mean method, Hot-Deck method, Cold-
Deck method and Regression method. The imputation-based methods that were
considered are: Maximum Likelihood, Expectation Maximization (EM) and Markov
Chain Monte Carlo (MCMC) technique. Also, it discusses previous work to missing
data and work related to data augmentation.
Chapter 3: This chapter gives a detailed explanation of the data; the source, the
variables and the sampling design. In addition, some basic exploratory analyses
to explore relationships between the variables are presented. Then, discusses the
data augmentation background, how it works and advantages and disadvantages
of this algorithm and also reviews convergence properties and rate of convergence
of data augmentation. It also, discusses model-based methods that are classified into
two, which is: Non-Bayesian data augmentation and Bayesian data augmentation.
It gives the basic theory of data augmentation algorithms models under the methods
for multivariate normal, cross-classified categorical data and mixed data.
Chapter 4: This chapter contains the design of the application study based on Cancer
Medication data and offers a description of the dataset based on the complete data
and incomplete data under different percentages used in the analysis. We investi-
gate the performance of the data augmentation algorithm in handling incomplete
Cancer-Medication data under different missing data mechanisms (MAR, MCAR
and MNAR) and different missing percentages of data. The simulation study in-
cluding the design, data generation and evaluation criteria used in the analysis are
presented. In particular, we fit the Binary Survey Logistic Regression model on
the imputed data sets for different percentages and compare the results with the
complete data. Discussion of results obtained from a complete case analysis and a
Bayesian data augmentation is presented.
Chapter 5: gives the general conclusion of the thesis. The findings are summarized
and remarks of the thesis. Finally, we present references list at the end of the thesis.
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Chapter 2
Literature Review on missing data
2.1 Review of the Fundamental Research
2.1.1 Theoretical Foundation for the study of missing data
Terminology
The Missing data problem is not easily avoided in the data set and usually occurs
at two levels: either at the unit level or the item level. A unit-level nonresponse
occurs when the respondent refuses to reveal or give information that is collected by
interviewer. For example, a respondent may refuse to answer the survey questions,
or does not show up to do a survey. This type of situation, termed unit nonresponse,
is the subject of many studies in the literature, in various fields, documented by work
on selection bias in econometrics (Heckman, 1976; Berk, 1983) and much previous
work has been done in statistics (Rja & Rubin, 1987; Little & Rubin, 1989; Little,
1988b). While the unit non-response is a common problem to solve, it is not the
focus of this study (Little & Rubin, 1989). This study only focuses on the problem of
the item non-response. An item nonresponse refers to the incomplete data collected
from a respondent. For example, when a respondent may have not answered some
of the questions on a survey, but answered the rest of the questions. The problem of
missing data at the item level can be solved by looking at three different aspects: the
proportion of missing data, the missing data mechanisms, and patterns of missing
data. Each aspect is being discussed below.
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Define missing data
The relationship between missingness of the data and the observed data of the vari-
ables in the matrix data is described by missing data mechanisms, i.e. to determine
whether the missingness depends on or is independent of the underlying values
of the variables in the given data set. Little & Rubin (1989) name this process as
”mechamism of missingness”. This process is interpreted as the probability dis-
tribution of the missing data (Little & Rubin, 2002, 2014; Allison, 2002). There are
three different types of missing mechanisms, which is missing completely at ran-
dom (MCAR), missing at random (MAR) and missing not at random (MNAR).
Let x denote the matrix data set with n rows and k columns. Since the matrix x
has a missingness, the matrix must be partitioned into two parts, which is the ob-
served data xov and missing data xmv i.e. x = (xov, xmv). Now let xov = (xij,ov, i =
1, 2, 3, ..., n) and xmv = (xij,mv, j = 1, 2, 3, ..., k). Now according Rubin (1976), we
can define the missing-data indicator R = rij , i = 1, 2, ...., n, j = 1, 2, ..., k with n × k
dimensions and binary indicators:
rij =
1 if xij is missing0 if xij is is observed
We treat the indicators rij as the observation of a random variable with an underly-
ing distribution. We can model the missing data indicators distribution conditional
on x, P (R | x, ϕ) where ϕ are vector of the unknown parameters.
Proportion of missing data
The proportion rate of missing data or percentage of missing data is directly con-
nected to the quality of statistical inferences under statistical framework. There is
currently no literature providing a guidline of an acceptable percentage of missing
information in a data set in order to make valid statistical inferences in the analy-
sis. Some examples of this is reviewed in the following literature: (J. L. Schafer &
Olsen, 1998; J. L. Schafer, 1999) establishes that a proportion of missing rate of 5% or
less is insignificant, thus it has no big influence in the statistical inferences. Bennett
(2001) argues that the analysis is more likely to produce biased estimates when the
data set contain more than 10% missing information. However, the rate of missing
data, is not the main reason that researchers use to assess the missing data problem.
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Whereas, Tabachnick et al. (2001) assume that the missing data mechanisms and the
missing data patterns have more influence on research outcomes than the proportion
rate of missing data.
Missing data mechanisms
According to D. B. Rubin (1976), there are three mechanisms under which missing
data can occur: missing at random (MAR), missing completely at random (MCAR),
and missing not at random (MNAR).
Missing Completely at Random (MCAR)
The data is said to follow the MCAR missing mechanism if the missingness is inde-
pendent or unrelated to any values observed or missing in the data set. The condi-
tional distribution can be expressed as follows:
P (R | x, ϕ) = P (R | ϕ) ∀x, ϕ (2.1)
Therefore, the above missing mechanism is called Missing Completely At Random
or MCAR. If missing data holds under MCAR assumption, it is defined as a random
sample of the complete data. Ignoring missing data under MCAR will not introduce
bias, but will increase the Standard Error (SE) of the sample parameter estimates due
to decrease in sample size.
Missing at Random (MAR)
A type of missing data mechanism that is considered having weaker assumption
(J. L. Schafer & Graham, 2002) is that of missing at random (MAR). A data set x ,
then data on x said to hold under the assumption of missing at random(MAR) if
the missingness only depends on the observed, xov, but distinct to the missing, xmv
(Allison, 2000). The missing data at random (MAR) can be expressed as follows
P (R | xov, xmv, ϕ) = P (R | xov, ϕ) ∀ xmv, ϕ (2.2)
This expression shows that the missing data on xmv does not depend on xmv it-
self, but only on xov and the parameter ϕ. If the joint prior distribution P (θ | ϕ) =
P (θ)P (ϕ), the inference of θ under Bayesian can be obtained by using observed data-
13
likelihood P (xov | θ). The missing is considered as ignorable under this assump-
tion. Many Advanced or Modern missing data techniques (e.g., EM, MI, MCMC)
assume MAR always. The assumption violation is always expected in most cases
(J. L. Schafer & Graham, 2002). Fortunately, previous work found that the violation
of the MAR assumption does not influence parameter estimates that much (Collins
et al., 2001). However, MAR assumption is more possible when data are unobserved
by design. Under Bayesian data augmentation (MCMC) it only works effectively
under assumption of ignorability (M. A. Tanner & Wong, 1987a; J. L. Schafer, 1997).
Observe-data likelihood
According to D. B. Rubin (1976); Little (1988a) and Little & Rubin (1987), if we use
MAR and distinctness assumption it allows us to re-write the observe data likeli-
hood as follows
P (xov,R | θ, ϕ) =
∫
P (R | xov, ϕ)P (xov | θ)dxmv (2.3)
P (xov,R | θ, ϕ) = P (R | xov, ϕ)
∫
P (xov | θ)dxmv (2.4)
P (xov,R | θ, ϕ) = P (R | xov, ϕ)P (xov | θ) (2.5)
Under MAR, the likelihood of the observed data can be separated into two parti-
tion and one of partition contains unknown parameters of θ and the other partition
contain nuisance parameters ϕ. When the parameters ϕ and θ are distinct, then an
inference about parameter θ based on likelihood estimation will not be affected by
nuisance parameter ϕ or P (R | xov, ϕ). According to Little & Rubin (1987) the likeli-
hood function can be obtained by ignoring the missing data mechanism
L(θ | xov) ∝ P (xov | θ) (2.6)
This likelihood function is referred as observed data likelihood, where we assume
Ignorability.
Missing Not at Random (NMAR)
If the missingness in the data cannot be assumed to be neither MCAR or MAR and
the conditional distribution of R depends on the missing data xmv even after includ-
ing observed data. Thus, mathematically can be expressed as follows :
P (R | x, ϕ) = P (R | xov, xmv, ϕ) ∀x, ϕ (2.7)
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Therefore, the data said to be NMAR. Under this assumption, the missing data
mechanism cannot be ignored and it must be included in the imputation model (Lit-
tle & Rubin, 2002).
Ignorability
The missing data mechanism is considered as ignorable if the given data satisfies
the MAR assumption and the parameters that control data missing method are the
parameters in the model to be predicted or estimated (McKnight et al., 2007). Also
the level of percentage of missingness should not be too high.
Distinctness of parameters
The parameter, θ of the data model and the nuisance parameter ϕ of the missing
data mechanism are distinct, if it can be separated into two products of the joint
parameter space(θ, ϕ). It is the product of the parameter space of θ and the product
of the parameter space of ϕ (Schafer, 1997). The missing data mechanism is said to
be ignorable, if they are both MAR and distinctness (Little & Rubin, 1987).
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The observed-data posterior
The inferences in the Bayesian point of view are based on the posterior distribution
of the model. The posterior distributions are the distribution of the unknown pa-
rameters conditional to observed quantities i.e P (θ, ϕ | R, xov). The parameters of
the model are (θ, ϕ) and (R, xov) are the observed quantities.
Using the Bayes Theorem, now we can obtain the posterior distribution:
P (θ, ϕ | R, xov) =
P (R, xov | θ, ϕ)P (θ, ϕ)∫ ∫
P (R, xov | θ, ϕ)P (θ, ϕ)dθdϕ
(2.8)
where P (θ, ϕ) is the joint prior distribution and the normalizing constant is given by
the denominator of the quantity (2.9) , which is∫ ∫
P (R, xov | θ, ϕ)P (θ, ϕ)dθdϕ (2.9)
Assuming the MAR missing mechanism, then this assumption allows to substitute
(2.5) into (2.8) to obtain
P (θ, ϕ | R, xov) ∝ P (R | xov, ϕ)P (xov | θ)P (θ, ϕ) (2.10)
Under the Bayesian framework we always make decisions based on the parameter
θ alone, so to compute the marginal posterior based on θ, we integrate the posterior
distribution (2.10) with respect to nuisance parameter ϕ. When the parameter θ and
nuisance ϕ are independent to each other, the prior distribution can be factored as
follows
P (θ, ϕ) = Pθ(θ)Pϕ(ϕ) (2.11)
Under ignorability assumption, the marginal posterior for θ alone can be obtained
by
P (θ | xov,R) =
∫
P (θ, ϕ | R, xov)dϕ (2.12)
P (θ | xov,R) ∝ P (xov | θ)Pθ(θ)
∫
P (R | xov, ϕ)Pϕ(ϕ)dϕ (2.13)
P (θ | xov,R) ∝ L(θ | xov)Pθ(θ) (2.14)
Thus, under the ignorability assumption, the posterior distribution of the parameter
θ is given by
P (θ | xov) ∝ L(θ | xov)Pθ(θ) (2.15)
where P (θ | xov,R) = P (θ | xov) since R does not appear on the quantity (2.15) right
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side. Now, equation (2.15) must referred as the observed-data posterior.
Missing data patterns
The statisticians frequently encounter missing-data problem in real data, due to dif-
ferent data situations and inefficient data collection procedures that are being im-
plemented during the collection of data. The missing data is a serious problem in
most surveys across all field of study. In Survey Methodology, this would mainly be
caused by item non-response, in Biology this can be caused by impure samples used.
There are some different methods for analysis which are intended for missing data
pattern. A missing data patterns are very useful in missing-data problem because
it gives the actual location of the missing data observations in the incomplete data
matrix x. It is also useful in a choice making based on which imputation method to
use in the given data and variables types that is imputed also depends on missing
data patterns. The missing data patterns are divided into monotone and arbitrary
missing patterns.
Monotone missing pattern:
A data set matrix x with variables x1, x2, .., xk is said to have a monotone missing
pattern when the variable xj is missing for a specific unit jth cell, which implies
that all the following variables xj+1, xj+2, ...., xl, where l > j are missing for that
specified unit cell in the model (Institute, 2005).
Figure 2.1 – Monotone missing-data pattern
The monotone missing pattern usually occurs more under the longitudinal stud-




The dataset is said to be non-monotone missing data pattern if we can not re-order
the incomplete variables in the matrix x, such that the variable xj is missing for a spe-
cific unit jth cell, which implies that not all the following variables xj+1, xj+2, ...., xl,
where l > j are missing for that specified unit cell in the model.
Figure 2.2 – Non-monotone missing-data pattern
An arbitrary missing pattern data set is a data set that is neither a monotone missing
pattern nor a non-monotone missing pattern.
2.1.2 General Review for existing Simple missing data methods
In analysing the problem of missing data in the given dataset, a number of meth-
ods have existed in Statistics framework to tackle this problem in past decades. The
methods of imputations can be classified into two types i.e Simple or Traditional and
Advanced techniques. The Simple imputation methods includes the deletion meth-
ods, and Single imputation techniques (D. B. Rubin, 1997). This technique is called
Simple because it can easily be used in standard statistical software (for example
SAS, R, Stata and others). The problem with Simple approaches is that they are ac-
ceptable only if dealing with small percentage of missingness but is not advisable to
be used when the missing data percentage is very high. The advanced techniques
are the likelihood based methods and including Multiple imputation. In general, the






The Listwise or case deletion is the most common used approach by statisti-
cians to dealing with missing data problem by excluding all rows with missing
data and remaining with observed data only. Under this approach, analysis is
only based on the observed data only. This approach is well known as the com-
plete case analysis or case deletion. The advantage of using Listwise deletion
approach is that the remaining dataset is complete. Thus, this complete data
has a reduced sample size and power, caused by excluding rows with missing
data. The method of Listwise deletion is the most commonly used to handle
missing data problem (Peugh & Enders, 2004), and thus most of statistical soft-
ware packages set this approach as a default option for analysis. The Listwise
deletion sacrifices a large amount of data (Malhotra, 1987; Stumpf, 1978). The
loss of large data will reduce the statistical power (Gilley & Leone, 1991) and
may reduce the precision of the estimated parameters (Donner, 1982). Thus,
when the data hold under missing at random (MAR), the type II error rates
may be inflated (Raymond, 1986). Researchers find that using this method
may introduce bias in the estimation of the estimates of the model parameters.
Under the assumption of MCAR, a Listwise deletion approach produces an
unbiased estimate and precise results of the model. When the given data do
not hold under the assumption of MCAR, the method may produce bias in the
estimates of parameters. The Listwise deletion is reasonable to be used if the
sample is large enough, no problem with power and hold under the assump-
tion of MCAR. The Listwise is not an optimal strategy to be implemented if the
above assumptions listed above are violated. However, this method in statis-
tics is still applied frequently in several fields of research in both medical and
epidemiological studies.
• Pairwise deletion
The pairwise deletion is a more enhanced version of Complete-Case Analysis:
Use all available data in a more efficient way, to estimate the parameters of
interest in the model. This method is well known by Available-Case analysis
(AC). This method helps researcher to be able to examine the covariance matrix
of p number of variables containing variance estimates and means based on the
observed data of each variable. According to Allison (2001) regression model
estimates under MAR based on Available-Case analysis can be seriously bi-
ased (unlike model estimates based on Complete-Case analysis). Kim & Curry
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(1977) argue that by using Available-Case estimates can be improved instead
of using complete case, others A. B. Anderson, Basilevsky, Hum, et al. (1983);
A. B. Anderson, Basilevsky, & Hum (1983); Haitovsky (1968); Little (1992); Lit-
tle (1988a)) give us more information about the problems of Available-Case
Analysis method. The problems associated with pairwise deletion implemen-
tation are that the estimated correlations may lie outside the acceptable range
(−1, 1) and that the R2 may be less than 0 or larger than 1 (Raymond, 1986;
Cohen et al., 1983) and also include Little (1988a). When the data hold un-
der MCAR missing mechanism, the remaining observations are the originally
identified data set. The available case analysis provides consistent estimates
(the correct point estimates, see e.g., Cox & Hinkley (1979)) shown by Little
(1992), especially if variables are moderately correlated in regression mod-
els. Thus, if variables are highly correlated with each other, pairwise deletion
method provides estimates that are inferior to listwise deletion results, shown
in Haitovsky (1968) literature.
Single Imputations
The single imputation method is another method of imputing missing values
in the data set with a missing data problem. The advantage of using this ap-
proach is that it keeps the sample size constant unlike the complete case anal-
ysis mentioned previously. The single imputation approach does not discard
missing values. The inference will be based on the imputed data set using the
statistical tools as in the full data set case. These methods are fully explained
by Little & Rubin (2000) and J. L. Schafer & Graham (2002) to review them .Im-
putation methods are normally used to fill in the missing observations of the
variable. Imputation of missing values may have advantages and disadvan-
tages, the problem with imputation is that it may lead to affect the biasness
of the parameters such as standard deviations by taking the imputed observa-
tions as if they were real observations from the original data set.
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Single imputation methods:
Mean method: Mean imputation (unconditional) method takes the average of
all the present values in that variable and uses it to fill in the missing data.
Mean method is regarded as a simple and straight forward imputation tech-
nique, for instance let say the three items are missing from the ten item-scale,
then the mean of the seven item would be calculated and used to impute for
the three missing items. This technique is normally not acceptable to deal with
missing data and another very strong disadvantage is that it underestimate the
population variance (Fayers et al., 1998; Song & Shepperd, 2007)
Hot-Deck method: Hot-Deck imputation method is the continuation of cell
mean imputation. This method actually takes the observed value given by
other respondents to impute the missing value for another respondent. For
example, if sex, race and level of education have been completed but age is
missing, a random respondent with the same sex, race and level of education
is chosen from the respondents who match, and that respondent’s age is en-
tered for the missing data (Andridge & Little, 2010).
Cold-Deck method: Cold deck imputation just uses the information from
other external sources to impute the missing values. These values can be con-
structed with the use of historical data, subject-matter expertise etc. For ex-
ample, from the previous data a particular participant provided information
about his education level but for the current data same participant did not
provide the information about his education level, so Cold deck imputation
method uses participant’s previous information to impute for the current one.
This technique is not trusted in reducing biasness form the dataset (Lohr, 2009).
Regression method: Regression imputation is also known as conditional mean
imputation, which substitutes the missing values with predicted scores from
a regression equation. It has the similar disadvantage to mean method, it also
underestimate the population variance but produces better results compared
to mean imputation. Linear regression is used if the variable is continuous,
a logistic regression if the variable is binary and a Poisson regression if the
variable is a count variable, etc (Song & Shepperd, 2007).
Last observation carried forward (LOCF):
The Last observation carried forward (LOCF) is a well-known imputation method
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that is commonly used by most of the researchers to tackle the problem of miss-
ing data in the dataset. This approach works as follows: Whenever a data is
missing, all missing values are replaced by the last observed value within the
same subject. This approach assumes that the results would not have changed
from the last observed value. This assumption is material and an inappro-
priate assumption can influence the validity of this method negatively. LOCF
method is used the most because of its simplicity to use, but other researchers
reveal there is strong evidence not to use it all the time. The method may
introduce bias in the results according to (Molnar et al., 2008). Molenberghs
& Kenward (2007) stated that LOCF method can be applied to both patterns
of missing data (monotone and non-monotone). The literature of Craig et al.
(2003) and Siddiqui & Ali (1998) has more information about the method, and
also Molenberghs & Kenward (2007) provide the review about the issues of
this method.
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2.1.3 Review for existing advanced missing data techniques
Model-based approach
The data analyst and researchers most of the time uses model-based approaches
when trying to determine the unknown parameters θ. The model-based ap-
proach is when the likelihood functions is used to find inferences for unknown
parameters that are given as θ. Let the vector x to be a complete data (with no
missing data), then the likelihood function for unknown parameters θ given x
is specified by assuming the model to be
L(θ | x) ∝ P (x | θ) (2.16)
However, if there is a missingness in original data x, let’s try to consider those
missing data in the model so that one can obtain precise and unbaised esti-
mates. To model such data, let’s assume that the missing data mechanism is
MAR (denoted by P (R | ϕ, x). The MAR allow to form a model for full likeli-
hood function with the joint parameters θ and ϕ given observed data xov and
missing data indicator R (D. B. Rubin, 1996),
L(θ, ϕ | xov, R) ∝
∫
P (xov, xmv | θ)P (R | xov, xmv, ϕ)dxmv (2.17)
by assuming that the parameters θ and ϕ are not identical in nature. To specify
for Bayesian framework, let’s start by including prior knowledge distributions
on the distinct parameters θ and ϕ in order to compute the posterior distribu-
tions
L(θ, ϕ | xov,R) ∝ P (θ, ϕ)
∫
P (xov, xmv | θ)P (R | xov, xmv, ϕ)dxmv (2.18)
When the prior distributions on θ and ϕ are independent and the missing data
mechanism is MAR and ignorable for inferences about unknown parameters θ
(D. B. Rubin, 1996). According to D. B. Rubin (1996), this means the following
equation can expressed as
P (θ | xov) ∝ P (θ)P (xov | θa) (2.19)
The posterior distribution, P (θ | xov), may not be easy to be computed. How-
ever, now we can simulate parameter estimates of unknown θ from posterior
distribution P (θ | xov), for us make posterior inferences for unknown parame-
ters given by θ. However, it is difficult to directly simulate sample from poste-
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rior distribution P (θ | xov), due to missing data in x. This motivates Bayesian
data augmentation method to make it possible to determine posterior infer-
ences.
Data augmentation techniques
Data augmentation methods avoid several shortcoming associated with dele-
tion methods. Data augmentation methods estimates model parameters from
the available data observations as well as from either on the underlying dis-
tribution or probability model. In comparisons, some of the single impu-
tation and data augmentation methods do not replace unobserved observa-
tions. Under estimation of parameters, data augmentation algorithm augment
by taking into account the latent data and the observed data. In the miss-
ing data problems framework, Maximum Likelihood (ML), Expectation Maxi-
mization (EM), Markov Chain Monte Carlo (MCMC) are considered to be aug-
mentation methods. According to McKnight et al. (2007), the Markov Chain
Monte Carlo (MCMC), Maximum Likelihood (ML) and Expectation Maximiza-
tion (EM) methods classication as augmentation methods is not clear-cut. The
Markov Chain Monte Carlo (MCMC) method has been referred to as an aug-
mentation method within the context of multiple imputation (Allison, 2002).
The ML and EM methods are defined as model-based methods according to
Little & Rubin (1987). These procedures mentioned above have also been re-
ferred to as data augmentation by J. L. Schafer (1997). We now focus on some
of these methods under augmentation methods, namely ML, EM and Markov
Chain Monte Carlo (MCMC) version of EM.
Maximum Likelihood (ML)
Maximum Likelihood (ML) was not originally designed to deal with missing
data issues in a way such as LOCF and multiple imputation technique. The
ML is usually used for estimating parameters under structural equation mod-
els (SEM) and ordinary least squares in regression model. The ML is a method
that can be used for handling missing data. Little & Rubin (2002) , give the
application of ML to missing data problems. Furthermore, in different situa-
tions, ML has proven to be an appropriate technique for dealing with missing
data issue. Under (MAR or MCAR) missing mechanism , the missing data are
ignorable, then ML is adequate to be used, and it gives unbiased estimates
(Arbuckle, 1996; Allison, 2002). Therefore, the Maximum Likelihood is fairly
easy to describe under assumption of MAR or MCAR. If the assumptions hold,
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ML estimators for missing data produce unbiased estimates in large samples,
asymptotically efficient estimates (small standard errors) and satisfy asymp-
totic normality which is to say that estimates approximate a normal distribu-
tion which can then be used to exploit a normal approximation for statistical
inference, such as finding confidence intervals and p-values (McKnight et al.,
2007). The ML can be used in most statistical software including R, SAS, SPSS,
S-Plus and more.
Expectation maximization (EM)
The Expectation Maximization algorithm was manly introduced by Dempster
et al. (1977) . Expectation Maximization algorithm can be defined as the pro-
cess of computing and imputing missing values of each observation under the
variable based on the selected probability distribution. According to Little &
Rubin (2002), the Expectation Maximization algorithm is a common iterative
method for Maximum Likelihood estimation under missing data problems.
This algorithm hold under the MAR assumption. The basic idea of the EM is
to tackle the problem of missing data and solve the complications of estimates
that are related to the Maximum Likelihood estimation.
The EM algorithm used the following steps to handle missing data problems:
1. impute missing values for missing data by using predicted values simu-
lated by Maximum Likelihood setting.
2. predict parameter estimates based on data simulated in step 1 above.
3. estimate again parameters based on the parameter estimates obtained
from previous step 2.
4. estimate again parameters based on the estimate obtained from the data
from step 3, and continue multiple times the same process, iterating the
process until the converges stage is reached.
The EM algorithm iteration consists of two steps: expectation step and the
maximization step (Little & Rubin, 2002). To finish each step the algorithm it-
erates multiple times repeatedly until a convergence criterion is met. The the-
oritical review of the information about the steps of EM algorithm are found
in Dempster et al. (1977) and Little & Rubin(2002). On the convergence state,
the fitted parameters are equivalent to a local maximum of a likelihood func-
tion according to Dempster et al. (1977) . This algorithm has two disadvan-
tages: firstly, performance of the algorithm is very slow to converge. Sec-
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ondly, it fails to directly measure the precision for the maximum likelihood
estimates. Many proposed techniques introduced to overcome listed draw-
backs, and these techniques are documented by Louis (1982); McLachlan &
Krishnan (1997); D. B. Rubin (1991); Baker (1992).
2.2 Related work
In this section, we briefly review the literature mostly related to this study. In par-
ticular, we summarize missing data literature review and data augmentation tech-
nique reviews. For past years, the data augmentation algorithm has been used to
tackle the problem of missing data that improves the accuracy and precision of data
(data quality) according to J. L. Schafer (1997). Early literature on missing data that
used to handle missing values includes a review by Afifi & Elashoff (1966) and Hart-
ley & Hocking (1971) review. The applications literature that was introdroduced
afterwards is Expectation Maximization (EM) by Dempster et al. (1977). Data im-
putation and augmentation procedures (see, Rubin,1987; Tanner & Wong, 1987), re-
views the most powerful software of solving the computational difficulties in practi-
cal data sets to improve quality of data analysis. These techniques are implemented
to tackle the problem of missing data in statistical analysis. In the 1980s, many re-
sources for tackling missing problems were developed. More efficienct computers
and new techniques were introduced for Bayesian simulation (J. L. Schafer, 1997).
Only after a decade, Little & Rubin (1987) and D. B. Rubin (1987a) reviewed the
shortcomings of case deletion methods and single imputations and introduced new
technique called Multiple Imputations (MI). Multiple Imputations (MI) was intro-
duced with the aim of improving computational performance and effectiveness of
handling missing data (J. L. Schafer & Olsen, 1998). Since then, there have been no
new studies or existing literature regarding an acceptable proportion rate of missing
data for valid and quality of statistical inferences. According to J. L. Schafer (1999),
a missing rate of 5% or less would be acceptable because it doesnt affect the analysis
that much. Bennett (2001) argues that a missing data of 10% or more would lead to
biased results. The review of Tabachnick and Fidel (2012) claimed that missing data
mechanism and missing data patterns have a greater impact on analysis in compar-
ison with the varying proportion of missing data.
There are several methods that were introduced and implemented to solve the prob-
lem of missing data in statistics. i.e listwise deletion, pairwise deletion, single im-
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putations (Mean, Hot-Deck, Cold-Deck and Regression Imputation) and advanced
techniques including ML, EM, MCMC. The shortcomings of both deletion and sin-
gle imputation methods have been reviewed by Little & Rubin (1989). Bayes repro-
ducing techniques such as Markov Chain Monte Carlo (MCMC) and data augmen-
tation were developed in the late 80s period. Recently, most researchers are more
focused on advanced techniques that avoid the specification of a full parametric
model for the population (Robins et al., 1994). The advantage of MCMC is that it
is more flexible than the classical methods since it falls under Multiple Imputation
that produce minimal standard errors as compared to earlier methods according to
McKnight et al. (2007). The Markov Chain Monte Carlo method has been applied
in many statistical problems, overview on Gilks (1996). To apply MCMC method
we start by choosing a probability model and parameter estimates, which are es-
timated using the Bayesian posterior distribution based on the likelihood function
of the probability model of interest of the observed data incorporated with a prior
distribution based on our beliefs about the distribution. The Markov Chain Monte
Carlo (MCMC) method of data augmentation algorithm is implemented in order to
reproduce the posterior distribution observations, from which the imputed values
can be drawn. The whole iterative process of imputation is repeated a multiple K
times (e.g., 50) to simulate independent data sets points (J. L. Schafer & Olsen, 1998).
In the context of multiple imputation techniques, J. L. Schafer (1997) applied the
MCMC method by using the data augmentation algorithm introduced by Tanner &
Wong (1987). The term data augmentation was introduced by Tanner & Wong (1987)
they were implying to iterative methods for sampling by adding the missing data to
complete data. This Bayesian data augmentation method is the unpopular multiple
imputation method for tackling missing data amongst all techniques from deletion
method to likelihood based methods of dealing with missing data problem. This
method can be implemented under SAS procedure called PROC MI. The paper of
Raghunathan (2004) also discussed the ML method and its shortcoming for appli-
cation purposes due to technical problems. Peng & Zhu (2007) continue later to do
the analysis by comparing the MI technique and EM technique in the missing data
analysis. These two techniques were compared for dealing with missing data in cat-
egorical covariates in logistic regression. The results were then compared to those
obtained when Complete Case Method was used.
An important review to our study was that developed independently by both Tan-
ner & Wong (1987) and Lui et al. (1994a). In generally MCMC data augmentation
method was derived from the Gibbs Sampler method to obtain two steps, viz Im-
putation (I) and Posterior (P). The theory behind the derivation of Gibbs Sampler
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is shown by J. L. Schafer (1997). The MCMC method uses available data excluding
missing data from the observed data to compute a corresponding posterior distribu-
tion of interest by using the idea of data augmentation algorithm (Tanner & Wong,
1987). Thus, these techniques use a likelihood-based sampling procedure to per-
form the imputation of missing data. The current literature shows that most statisti-
cians have built up techniques that are based on distributional models for handling
missing data such as ML and MCMC method. These missing data techniques are
documented in the statistical literature on missing data (Little, 1992; J. L. Schafer,
1997) and Little & Rubin (1987). The main aim to implement a data augmentation
method is to simulate unobserved data in order to make estimation or calculations
manageable in the given data set. The Bayesian data augmentation has grabbed
more attention of reseachers in different fields of study to handle missing data prob-
lems of real-life applications under data analysis, including, Albert & Chib (1993),
Meng & Van Dyk (1999), Holmes et al. (2006) and Frühwirth-Schnatter et al. (2009).
The EM is taken as a starting point of data augmentation. The Expected Maximiz-
ing (EM) algorithm defined as a deterministic algorithm, which is the most common
method that uses maximum likelihood to solve the problem of missing data. The
EM algorithm was introduced by Dempster et al. (1977), which is a seminal article in
the statistical framework for maximizing a likelihood function. According to Demp-
ster et al. (1977), these algorithms are also called the two-step algorithm because
of two important steps called expectation (E-step) and Maximization (M-step). The
data augmentation schemes is built-up to be a stochastic version EM algothm and
it’s started to grow rapidly in terms of application in the statistical literature since
it can solve more complicated missing data problems (J. L. Schafer & Graham, 2002;
McKnight et al., 2007).
For example, the first application of data augmentation was introduced by Tan-
ner & Wongs (1987) in the statistical analysis literature for sampling both missing
data and model parameter from their posterior full conditional distributions. In
a Physics literature review, data augmentation was applied by Swendsen & Wang
(1987) for sampling from the Ising and Potts models (Derrida et al., 1994) and their
generalization. The data augmentation in Physics literature is called the Auxiliary
variables method. Also in Physics, data augmentation is called Auxiliary variables
and Swendsen & Wang (1987) use this method to improve the speed of the iter-
ative simulation of variables. In Statistics, Tanner & Wong (1987) used data aug-
mentation scheme to make random simulations feasible and it was implemented in
missing data problems. The other examples that apply data augmentation are: The
data augmentation can be applied in the context of multiple imputation techniques,
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J. L. Schafer (1997) applied the MCMC method by using the data augmentation algo-
rithm introduced by Tanner & Wong (1987). Multiple Imputation has been defined
in full and reviewed in detail in several papers (J. L. Schafer, 1997; J. L. Schafer &
Graham, 2002; Sinharay et al., 2001; J. L. Schafer & Olsen, 1998). The MCMC data
augmentation algorithm has recently been applied to missing data imputation and
this has become a fact of life in different disciplines of science including medical
studies (Piantadosi, 1997; Green et al., 1997; Friedman et al., 1998) and epidemio-
logical studies (Kahn & Sempos, 1989; Clayton & Hills, 2013; Lilienfeld & Stolley,
1994; Selvin, 1996). Missing data in surveys, psychometry and econometrics are dis-
cussed in Fowler (1988); K. Schafer et al. (1993); D. B. Rubin (1987a) and (J. S. Rubin
et al., 1995), to name but a few literature. The St. Louis Risk Research Project was
an observational study to assess the affects of parental psychological disorders on
child development. In the preliminary study, 69 families with 2 children were stud-
ied (J. L. Schafer, 1997). J. L. Schafer (1997) data augmentation algorithm was used
to implement the mixed variables to solve the issue of missing data for 69 families.
The psychometricians, data users and other statisticians; professionals are concerned
about the presence of missing data, in large or small data sets since it affects the pa-
rameter estimation and inferences made. It brings biasness in parameter estimates
of the model. The interested Researcher is encouraged to review J. L. Schafer & Gra-
ham (2002) for a comprehensive review of methods for dealing with missing data.
In addition to the J. L. Schafer & Graham (2002) paper, there are a number of other
comprehensive discussions regarding specific types of missing data, (J. L. Schafer,
1997; J. L. Schafer & Olsen, 1998; Bernaards & Sijtsma, 1999; Sinharay et al., 2001;
Peng & Zhu, 2007) . Data augmentation (MCMC) is one of the methods of solving
the problem of missing data (J. L. Schafer, 1997). More attention was based on the
independent work of K. H. Li (1985a,b), who explains that multiple imputation of
missing values , is very similar in its formal structure of data augmentation method.
The main goal of the article of Li’s to explain the accuracy of the data augmentation
in making the Bayesian decisions based on the parameter estimates. Li’s work fo-
cuses in the sources of examples, which are based on the imputation of missing val-
ues in given data. This research study will check whether there is any improvement
in the quality of cancer medication data by comparing the result of data augmen-
tation (MCMC) technique under different missing data mechanisms and different
missing proportions to the complete data.
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Data augmentation application to missing data problem includes the following re-
views: Statistical literature review data augmentation methods as independent tech-
niques in the work of Meng & Van Dyk (1999). The Markov Chain Monte Carlo
method is a Monte Carlo integration method using Markov Chains (W.-x. Zhang,
2003). The method is valid only under the assumption of multivariate normality
which implies that valid imputations may be generated by linear regression equa-
tions (J. M. Robins et al., 1994). W.-x. Zhang (2003) suggested the method of for-
mulating the data with the MCMC approach and illustrating how MCMC can be
conducted to impute the missing data. The Markov Chain Monte Carlo (MCMC)
method is based on draws of random samples from a target probability distribution
given in the problem. There are several articles that overview this method such as
Besag & Green (1993) and methodological and theoretical papers include Damlen et
al. (1999); Higdon (1998); Mira & Tierney (1997) and Roberts et al. (1997). The Auxil-
iary variables method and data augmentation method are identical in their general
forms. Albert & Chib (1993) developed a data augmentation application to estimate
the probit model where the observed data is viewed as censored realizations of latent
utility. The data augmentation methods are also implemented to simplify analysis in
Hierarchical Bayesian models, where we let augmented variables be equal to unob-
served data (Tan et al., 2009). J. L. Schafer (1997) described an imputation approach
of categorical data (MCMC) based on the multinomial distribution. J. L. Schafer
(1997) applied Multiple Imputation Categorical data technique (MCMC) to victim-
ization status for households in the National Crime Survey to solve missing data
problem. In theory Multiple Imputation Categorical data is only appropriate when
the given data contain categorical variables, then J. L. Schafer (1997) find that as the
number of categorical variables increases in the model, the posterior distribution be-
come improper, that making it impractical for use of real world problems. Fuchs
(1982) analyzed data from the Protective Services Project for Older Persons, a longi-
tudinal study designed to measure the impact of enriched social casework services
on the well-being of elderly clients (Blenkner et al., 1971). This study caused con-
siderable controversy in the social work literature. Fischer (1973) argued that the
enriched services seemed to be detrimental to the clients, because the mortality rate




The methodology chapter outlines the methods used in this study. Section 3.1 de-
scribes the data set used in this study. Section 3.2 explains the sampling method
and data collection procedure used. Section 3.3 highlights the Bayesian method
used for unknown parameter estimation. Section 3.4 explains the data augmenta-
tion theory, and how this method simulates missing values. Section 3.5 gives the
theory behind the non-Bayesian data augmentation methods such as ML, EM etc.
Section 3.6 give the explanation of MCMC and how do we incorporate it with data
augmentation. Section 3.7 explains the simulation process of missing data and data
preparation steps under different missing mechanisms (MCAR, MAR, MNAR) sce-
narios. Section 3.8 gives all statistical tools used in the study. Section 3.9 gives the
theory behind the statistical computation package in R which is mix, how it works.
Section 3.10 explain data augmentation for mixed data, the mathematical aspect and
theory. Section 3.11 explain the missing data imputation process and performance
measurement of different models.
3.1 Source of Data
The South Africa General Household Survey (2015) is the source of data in this study
and it is used to do all the statistical analysis. These are datasets available online and
are accessible as an open source on the home page of Statistics South Africa. One
may download it or write a request to access the data for research purposes. The
accessibility from this source is approved by government officials (StatSA). South
Africa General Household Survey (2015) is responsible for collecting and dissemi-
nating accurate, nationally representative data on population in South Africa to mea-
sure the level of development and monitor the performance of various government
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programs and projects such as building houses, creating job opportunities, assessing
healthy facilities etc (StatSA, 2015).
3.1.1 Description of the General Households Survey 2015 Data
The General Household Survey (GHS) was conducted by Statistics of South Africa
from January to December 2015. The survey subjects are based on gathering in-
formation on households with respect to six aspects: housing, agriculture, food se-
curity, health and social development, household access to services, facilities and
education. The main purpose of GHS2015 is to measure the level of development
and monitor the performance of various government programs and projects such
as building houses, creating job opportunities etc. It also provides national and
provincial indicators in various living conditions and draws a comparison between
the General Household Survey of the previous years and the current survey results.
The data used was collected on everyone on the household, where the household
was used as the unit of observation.
The data contain the total N=74450 number of observations for people who responded
to the survey in South Africa. The data used in this study was collected from all
private households and residents in workers hostels in all nine provinces of South
Africa. The survey does not include collective quarters such as student hostels, old
age homes and others. This survey was conducted by interviewing people within
households using questionnaires by StatSA. This study only focuses on data (pa-
tients) who have cancer and are using cancer medication. The sample is composed of
a total of 194 patients, who responded and have cancer and are also users of chronic
cancer-medication. Among this selected sample,175, (90.21%) use cancer medication
and 19 (9.79%) are not users of cancer medication.
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3.2 Study Population and Sampling Procedure
The data used was collected on everyone on the household, where the household
was used as the unit of observation. A multi-stage design was used in this survey,
which is based on a stratified design with probability proportional to size selection
of primary sampling units (PSUs) at the first stage and sampling of dwelling units
(DUs) with systematic sampling at the second stage. After allocating the sample
to the provinces, the sample was further stratified by geography (primary stratifi-
cation), and by population attributes using Census 2001 data (secondary stratifica-
tion). During the first phase of the survey, sampled dwelling units were visited and
informed about the coming survey as part of the publicity campaign.
PSUs are enumeration areas (EAs) from the census list, that had a household count
of more than 25 or less (excluding workers hostels, convents and monasteries). In
addition, EAs in the census that have less than 60 dwelling units were combined to
form PSUs. The GHS is a survey conducted in South Africa with three major data
sets: household, persons and workers. There are nine provinces in South Africa:
Western Cape (WC), Eastern Cape (EC), Northern Cape (NC), and Free State (FS),
KwaZulu-Natal (KN), North West (NW), Gauteng (Gau), Mpumalanga (Mpu) and
Limpopo (Lim). Two hundred and thirty-three enumerators (233) and 62 provincial
and district coordinators participated in the survey across all nine provinces. An
additional 27 quality assurors were responsible for monitoring and ensuring ques-
tionnaire quality. The actual interviews took place four weeks later. A total of 74450
households (including multiple households) were successfully interviewed during
face-to-face interviews.
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3.2.1 The cleaning process
The data South Africa General Household Survey (2015) didn’t come in the form that
is ready to be used (clean form), for analysis. In this section, I am going to explain
how I cleaned the data to be in an acceptable format to be used for the imputation
method, called the data augmentation algorithm.
Figure 3.1 below demonstrate how we arrived at a sample size of 204 after the data
was refined.
Figure 3.1 – Data refining stages
The data contains the N=74450 which equals the number of observations for people
who responded to the survey in South Africa. The sample size of n = 303 is the
sample size of people who have cancer chronic illness in South Africa. In order
to make the dataset suitable for the analysis, we further reduced the sample size
from n = 303 to n = 204 for a sample of people who use cancer medication for
chronic cancer. In summary then as noted above, we focused on individuals from
South Africa who are affected by cancer and use cancer medications to cure this
disease. These individuals were categorized according to whether they use cancer
medication or not. The observations with missing data for any of this variable are
excluded from the study.
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3.2.2 Selection of dependent and independent variables
Independent variables are grouped into three categories. These are demographic
variables, socio economic variables, and the geographic variables that have an influ-
ence in cancer-medication in South Africa.
The response variable:
The dependent variable that is the main focus of the analysis is cancer-medication
intake in South Africa which is a binary random variable. A patient who is taking
cancer medication is coded as 1 and a patient who is not taking cancer medication
is coded as 2. This variable was used as a dependent variable in the logistic regres-
sion model and needed to be estimated in order to investigate the effect of other
independent variables.
The explanatory variables in the model:
The independent predictor variables consisted of baseline demographic and geo-
graphic variables, which were collected from each household. The socio-economic
variables were working for wage. Geographic variables were Area of living and de-
mographic variables were gender, age. The variables, age, working for wage, Area
of living and gender were all collected at the individual level. These predictors that
were considered in this study predict the dependent variable (cancer-medication)
because they are to be influential in cancer-medication intake in South Africa. The
variables were used either in the logistic regression models for parameter estimation
or data augmentation models of interest.
The Table 3.1 below shows the variables of the model and number of levels for each
variable.
Table 3.1 Table of predictors variables used in Cancer-medication
Variable Levels code
Cancer-Medication 1=Yes, 2=No Q26bCAN
Gender 1=Male, 2= Female Gender
Working for wage 1=Yes, 2=No Q41awge
Area of living 1=Urban, 2=Rural Geotype
Age Continuous Age
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Note: Missing values are allowed to be in all variables in the model except depen-




Over the past 10 years, researchers in the field of social sciences and medicine are
increasingly using Bayesian statistical methods to analyse the data. The classical
statistical methods are to produce parameter estimates from the sample data to hy-
pothesized population parameter estimates that are assumed to be unknown but
equivalent to a fixed value. In contrast to classical statistical theory, Bayesian meth-
ods incorporate preexisting evidence and beliefs about a parameter to what we call a
prior distribution. In short, under Bayesian analysis framework, the population pa-
rameter will change depending on subjective probability. The mathematical method
was derived from Bayesian theorem by combining the prior beliefs about parame-
ter with the new data to get the updated posterior distribution. If one assumes a
uniform prior distribution (also referred to as a diffuse or noninformative), in which
each and every value in the existing distribution is having an equally likely probabil-
ity of occurring, then the likelihood exists that the observed data is asymptotically
equal to the posterior distribution of the data. Under the Bayesian analysis, the
missing data values are taken as additional parameters to be estimated in the data,
subject to the constraints of the analysts model and the prior distributions of param-
eters in the model. According to Burton et al. (1998) Bayesian-based inferences are
more intuitive and can lead to more appropriate decisions; than classical method of
testing the null hypothesis significance within the data to make decisions. One of




Firstly, let us define the joint distribution of variable x and the parameter θ as follows:
P (x, θ) = P (x | θ)P (θ) (3.1)
where P (x | θ) is the sampling distribution. It can also be expressed as the likelihood
function L(θ | x), when the sampling distribution is defined as a function of θ with
fixed values of x. Bayesian statistics uses a posterior distribution to make inferences
about the unknown parameter θ. To apply Bayes theorem ,under the assumption of
ignorability to the model parameters of an incomplete data is considered as
P (θ | xov) =
P (xov | θ)P (θ)
P (xov)
∝ P (xov | θ)P (θ) (3.2)
where P (θ) is the prior distribution of the model parameters and, P (xov | θ) denote
the observed-data posterior distribution. However, we can update our information
about the distribution because of posterior predictive distribution of the missing part
in sub-vector x.
3.3.3 Posterior predictive distributions
The predictive distribution in Bayesian is the distribution made by averaging fu-
ture estimations over posterior distributions of unknown parameters. In Bayesian
inference, it is very important to check the adequacy of the model. The predictive
distribution is classified into two distributions, prior and posterior predictive distri-
bution. For prior distribution, means that before we actually observe the data, we
make our own assumptions and prior beliefs about data and the distribution of the
prior distribution is defined by the following expression.
P (xmv) =
∫
P (xmv | θ)P (θ)dθ (3.3)
Therefore, it is useful for to check whether the choice of prior distribution does cap-
ture prior beliefs about a distribution. The posterior predictive distribution is one
of the techniques which can be used in model checking by drawing samples of the
replicated data and comparing these samples to the observed data. Let xmv denote
the future values or unknown observations. The aim of using predictive distribution
decision is to make inferences based on future values xmv. where xov is the observed
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data, thus the prediction distribution of xmv given the complete data x is defined in
Aitchison & Dunsmore (1976).
After knowing that xov is an observed data, it is easy to forecast xmv. The posterior
predictive distribution of xmv given data xov is defined as follows
P (xmv | xov) =
∫
P (xmv, θ | xov)dθ (3.4)
=
∫
P (xmv | xov, θ)P (θ | xov)dθ (3.5)
where xov is observed data, xmv represent unobserved values and θ are unknown
parameters of the model.
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3.4 The Basic Principles of Data augmentation
3.4.1 The Bayesian Data Augmentation algorithm
The Data augmentation (DA) algorthm was originally introduced by Tanner & Wong
(1987) as the estimation procedure for dealing with the latent data or unobserved
values by adding latent data on the observe data, so that will be easier to analyse
data with missing values. The data augmentation can be implemented in solving or
simulating missing values, so that we can be able to compute full posterior distri-
butions of θ (Tanner & Wong, 1987). The Markov chain Monte Carlo data augmen-
tation has the advantage over the classical EM procedure because it shows greater
flexibility when the underlying distributions are unknown unlike ML model-based
methods only function under the certain distributional assumptions, for example
multivariate normality etc.
Under MCMC, a different set of procedures can be used to simulate random num-
bers. Gibbs sampling is the most commonly used because it is most available in
the statistical software. This process can be called Bayesian because we are able to
obtain a probability distribution known as posterior distribution. A posterior dis-
tribution can be used for parameter estimation in the Bayesian framework, to make
proper inferences. The standard MCMC methods such as Gibbs sampling, Metropo-
lis and much more are implemented to simulate values independently following the
given probability distribution. The standard Monte Carlo methods produce simu-
lated values in a Markov chain. A Markov chain is a stochastic model that describes
a sequence of possible random variables in which the probability for each value de-
pends only on the previous step. Therefore, we can conclude that MCMC process
produces simulated random values that are dependent on each other since the previ-
ous outcomes influence predictions for the next experiment. The Data augmentation
algorithm has become more popular in both Classical and Bayesian frameworks.
This method can be used to impute the missing data or augmenting latent values in
such a way that:
• Augment data with the missing values in order to make valid decisions about
data.
• Easy to obtain unbiased estimates of the augmented data given the parameter
θ in the analysis.
The EM algorithm (Dempster et al., 1977) also uses this tool in solving maximum
likelihood problems. The disadvantage of EM algorithm is that when the likelihood
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cannot be estimated by using the normal likelihood, the EM algorithm tends to un-
derestimatestandard errors, which are critical to hypothesis testing (Allison, 2002).
The common MCMC procedure has desirable features than ML model-based pro-
cedure are efficiency and flexibility (McKnight et al., 2007). The MCMC process are
efficient because it allows us to estimate parameter even if the unexpressed distribu-
tions are unknown or non-normally distributed. The advantage of using software
MCMC procedure (Bayesian data augmentation) is that it always finds the solutions
even for most complex missing data problems. Especially when given data distribu-
tions are unknown or when it does not follow the multivariate normal distribution.
The data Augmentation procedures almost follow the the same logic as the EM, have
two iterative steps but Bayesian Data Augmentation procedures are unrestricted to
the expectations of distribution (e.g. multivariate normal) unlike EM estimation pro-
cedure. In the iterative process, the EM is restricted by the expectation derived from
a distribution in order to estimate parameters while the MCMC methods are unlim-
ited by distributional assumptions.
Given the data with missing observations, our main purpose is to obtain unbiased
parameter estimates but it is very difficult to obtain such estimates by ignoring un-
observed data and using the observed data only. The augmented data consist of the
set of missing values xmv and observed values xov, which form x=(xov, xmv). Data
Augmentation procedure allows to augmenting or completing the observed data xov
with simulated values of the missing data xmv to manage missing data problem. The
main focus is to compute the posterior distribution P (θ | xov), but unfortunately it
is very difficult to compute this posterior distribution due to the presence of miss-
ing values in x (M. A. Tanner & Wong, 2010). If both xov and xmv are given, we can
calculate or sample from the augmented posterior distribution P (θ | xov, xmv). In-
order to obtain posterior distribution,first find the multiple imputation of xmv from
the predictive distribution and then calculate the mean of P (θ | xov, xmv) divide by
the above imputations. Since the predictive distribution P (xmv | xov) depends on
the full posterior distribution P (θ | xov), it is important to determine P (θ | xov) for
iterative algorithm.
The motivation of the procedure is that the distribution in these two steps are much
easier to draw from either of the posterior distributions P (θ | xov, xmv) and P (θ | xov)
or the joint posterior distribution P (θ, xmv | xov). The MCMC procedure has two
iterative steps to augment the data, which is the imputation or I-step and posterior
or P-step. A data augmentation algorithm provides the way of improving the quality
of data and inferences, especially if we have small-sample of data to refine the EM
algorithm. The data augmentation iterative steps are repeated until we reach the
convergence stage of the algorithm.
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The foundation of data augmentation algorithm
The original data augmentation is motivated by following the two basic integrals
(Tan et al., 2009):
1.The Posterior identity
P (θ | xov) =
∫
xmv
P (θ | xov, xmv)P (xmv | xov)dxmv (3.6)
2. The predictive identity
P (xmv | xov) =
∫
θ
P (xmv | xov, ϕ)P (ϕ | xov)dϕ (3.7)
where P (θ | xov) represent the posterior distribution of θ given the observe data xov,
P (xmv | xov) represent the predictive distribution of the missing values xmv given
the observed data xov and P (θ | xmv, xov) also represent the conditional distribution
of the parameter θ given the augmented data x = (xmv, xov).
In the above integrals identities, we substitute (3.6) into integral (3.7) and then in-
terchange the order of integration. Thus, the posterior distribution P (θ | xov) satisfy




P (θ | xov) =
∫
A(θ, ϕ)P (ϕ | xov)dϕ (3.9)
where the kernel function is given by
A(θ, ϕ) =
∫
P (θ | xmv, xov)P (xmv | ϕ, xov)dxmv (3.10)
Let T be an integral transformation that may transforms any function g that is inte-
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Equation (3.11) can be solved by the method of successive substitution and these
suggest a method of determining P (θ | xov). When we apply a functional analysis,
then the fixed point iteration becomes
Pi+1(θ | xov) =
∫
A(θ, ϕ)Pi(ϕ | xov)dϕ, i ∈ N (3.12)
On the equation (3.12) above we can implement the method of successive substitu-
tion to approximate for the solution.The function Pi calculated above will always
converge to the posterior distribution of P (θ | xov) under mild conditions. Tanner &
Wong (1987) explain the mild condition of the equation (3.12) as follows
• sufficient conditions for convergence of Pi+1 to P in l1-norm
Tanner & Wong (1987) define the sufficient conditions as follows∫
| Pi+1(θ | xov)− Pi(θ | xov) | dθ → 0 (3.13)
as i became large i.e. i→∞:
1. The Kernel function A(θ, ϕ) must be uniformly bounded and equicontinuous
in the parameter θ;




The computation of intractable integration (3.10), (3.11) and (3.12) is not easy. There
are many ways of approximating such complex integrals which are numerical inte-
gration, analytical approximations, and Monte Carlo methods. But it is always pos-
sible to use Monte Carlo methods because it performs very well (Tanner & Wong,
1987). In the seminal paper, Tanner & Wong (1987) implement the method of Monte
Carlo to determine or to compute such integration in (3.9).
3.4.2 General steps of data augmentation algorithm
The data augmentation algorithm iteration process start with imputation (I) step and
proceeds to posterior (P) step through the process of Markov chain. This posterior
distribution P (θ | xov) may be difficult to be calculated directly. Given the updated
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parameter at iteration t which is θ(t) of the original θ the data augmentation algo-
rithm simulate values using the following two steps:
Imputation (I) Step:
Simulates multiple values of missing data of independent sample x1mv, x2mv, .., xkmv
from the current ith approximation Pi(θ | xov) to the predictive distribution given by
P (xmv | xov).
Posterior (P) Step:
Updating the current ith approximation distribution P (xmv | xov) can be approxi-
mately obtained as the average of P (θ | xov, xmv) over missing data that was imputed
in the imputation step.





P (θ | xov, xjmv) (3.14)
The missing data x1mv, x2mv, .., xkmv are generated multiple times,then are often called
multiple imputation (D. B. Rubin, 1987b). This iterative procedure can be shown to
eventually converge to a draw from the joint distribution of P (xmv, θ|xov) as j →∞.
The value of k need not be very large, in fact with k = 1 the DA algorithm reduces
to a special case of the Gibbs sampler.
3.5 Non-Bayesian data augmentation techniques
3.5.1 Maximum likelihood method
The Maximum Likelihood (ML) method is the most used method under the model-
based procedure for handling missing data problem in the dataset. Maximum like-
lihood is listed as one of the good methods among others for tackling missing data
problem on the incomplete data in different scenarios (Graham, 2009). The liter-
ature review of the ML technique shows that most researchers use ML technique
for parameter estimation of the logistic regression model. The maximum likelihood
technique works well under the MAR assumption, and it yields unbiased estimates
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when the sample is large enough, it is efficient (small standard errors) and the esti-
mates of the parameters approximately follow a normal distribution when we sam-
ple repeatedly (these estimates can be used for computing confidence intervals and
p-values).
Maximum likelihood (ML) estimation procedure is commonly found in statistical
software packages such as SPSS, SAS, S-plus, R, AMOS, EQS and more. The advan-
tage of using ML procedure is that it handles missing data adequately and simply.
But, it holds when missing data mechanism are ignorable (i.e. MAR) and ML give
unbiased estimates (Allison, 2002; Arbuckle, 1996).
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The complete data model for covariates
Let x be a full covariate data matrix with n× p dimension, which rows of x are inde-
pendent, identically distributed and xi denote the ith row of x, i = 1, 2, 3, ...., n. Since
x1, x2, ..., xn are independent random samples and assuming that each probability
distribution depends on the parameter of interest or unknown parameter given by
θ. Given the independent observed values x1 = x1, x2 = x2, ..., xn = xn given some
parameter, then the probability density function is f(x1, x2, ..., xn | θ). The probabil-
ity density of complete covariate data can be given by
P (x | θ) =
n∏
i=1
f(xi | θ) (3.15)
where xi are independent and identically distributed and f is the density function
of a single row. This is equivalent to maximizing the log likelihood since logarithm




logf(xi | θ) (3.16)
The distribution of the function f is classified into three classes:
1. the multivariate normal distribution, see Schafer (1997);
2. the multinomial model for categorical variables, also include loglinear models;
3. a class of models for mixed normal and categorical variables, see review (Little
& Schluchter, 1985; W. J. Krzanowski, 1980; W. Krzanowski, 1982).
Since ML technique is restricted under some certain assumptions, however if these
assumptions mentioned above hold, then the procedure for missing data will gen-
erate parameter estimates that have the the following properties associated with
maximum likelihood : consistency, asymptotic efficiency and asymptotic normality
(Allison, 2002). Consistency is defined as: the larger the samples provided, the more
likely it is to obtain unbiased parameter estimates. Asymptotic efficiency means that
the computed parameter estimates have minimal standard errors. Asymptotic nor-
mality is a very useful property for maximum likelihood since it allows normal to
approximate the given data set in order to obtain confidence intervals and p-values
for the statistical analysis. Handling missing data requires data to be normally dis-
tributed so that the maximum likelihood method can produce adequate estimates
of standard errors that take into account all data observations including unobserved
data.
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Maximum likelihood function with missing data
The maximum likelihood with missing data always assumes that missing data mech-
anism is ignorable and must be an MAR process (Allison, 2002). The ML method
can easily be described or defined under the above assumptions. When some data
is missing from the original data, the maximum likelihood can be obtained by sum-
ming the normal likelihood method over all possible values of missing observations
in the original data. The maximum likelihood (ML) technique for missing values
can be described mathematically as proceeded from literature in Graham (2009). Let
x, y be two discrete variables and f(x,y | θ) be a joint distribution for n independent
sample of observations, where θ is the vector of unknown parameters that control
the distribution of the given discrete variables. If the complete data (no missing data)
and given observations are independent and identically distributed, the likelihood




f(xi, yi | θ) (3.17)
To obtain good maximum likelihood estimates, we must estimate and find the values
of unknown vector of parameter θ that makes the likelihood function as large as
possible. Now, missingness is observed on the original data and to handle those
missing values created, we can use method of maximum likelihood. Now, suppose
that data are missing at random on variable x for the first k observations, both x
and y are observed variables and the (n − k) remaining observations. According to
Allison (2002) only variable y can be measured.
To obtain marginal distribution on x by summing over y is denoted by
g(x | θ) =
∑
y
f(x,y | θ) (3.18)
And also, the marginal distribution on y by summing over x is denoted by
h(y | θ) =
∑
x
f(x,y | θ) (3.19)
If the variables missing in the original data are continuous, replace summation signs
with integral signs. Therefore, the marginal distribution on x is obtained by integrat-
ing over y denoted as below :
g(x | θ) =
∫
y
f(x,y | θ) (3.20)
And also, the marginal distribution (Likelihood function) on y by integrating over x
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is denoted by
h(y | θ) =
∫
x
f(x,y | θ) (3.21)







h(yi | θ) (3.22)
There are several methods available to solve this optimization problem above, to
compute parameter estimates of the model and make inferences on the analysis.
To find the values of the unknown vector parameter given by θ by making likeli-
hood function (3.17) as large as possible. The maximum likelihood function (3.22)
is separated into two parts (observed and missing data) that are equal to different
missing data designs. The likelihood for each design can be found by summing the
joint probability distributions over all expected values of the different variables with
missing data. In case, where the given variables are continuous, replace summation
signs with integrals signs.
To use maximum likelihood for missing data the joint distribution of the models
must be known for all variables that are included in the model otherwise we cannot
be able to do parameter estimation. Therefore, characteristics mentioned above is
needed in order to implement maximum likelihood to handle missing data. For all
categorical variables used in the model, two appropriate models are more likely to
be used which is unrestricted multinomial model or a log-linear model that has some
limitations depending on the given data (McKnight et al., 2007). For all continuous
variables used in the model,it is typical to assume that the model is multivariate-
normal (Allison, 2000). This implies that each variable in the model is normally
distributed and each variable can be expressed as the linear function of the other
variables, with homoscedasticity error terms and mean zero. These assumptions are
commonly be found in the basis for multivariate analysis and linearstructural equa-
tion modelling in statistics. Under the assumption of multivariate normal model, the
maximum likelihood function can be maximized using the expectation-maximization
(EM) algorithm or direct maximum likelihood (McKnight et al., 2007).
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3.5.2 Direct Maximum likelihood method
Let the matrix x = (xov, xmv) be n × k of the incomplete data, which is separated
into two parts which is observed part xov and missing data part xmv. Thus, let θ
be some unknown parameter belonging to the likelihood of the complete data. The
log-likelihood function of the observed-data can be defined as
L(θ | xov) =
n∑
i=0
lnf(xov,i | θ) (3.23)
Solving this log-likelihood function is possible, but it requires expensive computa-
tion. However, Allison (2001) introduces the specializing software mainly in used
for Structural Equation Modeling to determine parameter estimates of these func-
tions.
In theory, a direct maximum likelihood is the more appropriate method because it
provides accurate estimates for standard error and good for over-identified statis-
tical models. However, it also requires the joint distribution to be known for all
given variables with missing observations (Allison, 2001). The two-step method has
a problem concerning the standard error of the estimates. The problem is that it does
not give us dependable standard error estimates. The direct maximum likelihood
was introduced to solve such problem associated with standard error estimates. The
direct maximum likelihood is also known as ”Raw” maximum likelihood or full in-
formation maximum likelihood (Arbuckle, 1996; Allison, 2003). In this procedure, it
is very important to specify the linear model of interest. This approach maximizes
the likelihood function directly with respect to the parameters of the model. The lim-
itation of these approach is that it requires specified software that may have a steep
learning curve to obtain estimates of the model and find standard errors, which may
be time consuming and difficult.
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3.5.3 Expectation Maximization (EM) method
The EM algorithm is an iterative technique that is commonly used to estimate pa-
rameters of the model by using maximum likelihood estimation when the model
has missing data problem (Dempster et al., 1977). For complex dataset, ML method
might have pitfalls in determining parameter estimates but EM algorithm was in-
troduced as an effective method to handle statistical data when ML method fails
(McKnight et al., 2007). The EM was introduced to be implemented by statisticians
or researchers when handling the effect of missing values in the data set and reduce
the problems associated with parameter estimation corresponding to a use of ML.
The EM algorithm comes up with a basic idea for determining parameter estimates
of the model to augment the observed data with missing data using their maximum
likelihood distributions. The EM procedure is always taken as a default data aug-
mentation method based on maximum likelihood framework.
The first attractive property for EM algorithm is that EM estimator is unbiased and
efficient when the missing data mechanism is ignorable (Graham, 2003). The main
advantages of using EM algorithm method is that it is simple to use it (Dempster et
al., 1977), stable (Couvreur, 1996) and most of the software or packages, both free and
commercial can be implemented to determine EM parameter parameter estimates.
The EM algorithm is made up of two iterative steps: Expectation and Maximization.
The iterative steps for EM in the case where the data completely missing, is that it
obtains possible observations for the data that are missing (E-step) and impute these
expected observations to the likelihood and maximizes the complete likelihood of
a complete data (observe and missing data) which is M-step. These two steps are
repeated in the loop as:
1. first replace missing observations by predicted values.
2. predict parameters.
3. re-estimate the missing data assuming the updated parameter estimates are
adequate.
4. re-predict new parameters.
The possible observations of the missing data is determine by computing the ex-
pectation of the missing data given the observed data E(xmv|xov) of the current val-
ues of the parameters (Lesaffre & Lawson, 2012). These above loops repeat sev-
eral times until it reaches the converged stage solution in which the difference is
very small compared to the previous solution. The general EM algorithm was in-
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troduced by Dempster et al. (1977) for determining maximum likelihood estimates
especially where data is incomplete by using the method of maximum likelihood es-
timate (MLE). The basic idea is quite simple for EM algorithm. Consider the random
variable vector x with the joint density function f(x | θ), where θ is the vector of pa-
rameters of interest with k-dimensional θ ∈ θ ⊆ <k. The vector x denotes complete
data model which is the observed data and we are interested in finding the maxi-
mum likelihood estimate of parameter θ based on the given distribution function of
x. The log-likelihood function of the vector x is given as follows (Dempster et al.,
1977)
logL(θ | x) = logf(x | θ) (3.24)
must be maximised so that we can obtain parameter estimates. Under the incom-
plete data, we tend to consider the observed data only in the function of the complete-
data x vector, whereas the missing data are present in the model. The problem can
be expressed by splitting x into two parts as x = (xov, xmv), where xov denotes the
observed but data is incomplete and xmv denote the missing data. For simplicity
of description, let’s assume that the missing data in the original data are missing at
random(D. B. Rubin, 1976), then the joint function can be expressed as
f(x | θ) = f(xov, xmv | θ) (3.25)
f(x | θ) = f1(xov | θ)f2(xmv | xov, θ) (3.26)
where f1 is the joint density function of the observed data and f2 is the joint density
functions of missing data given the observed data. Thus, we compute the likelihood
of the observed data as follows
L′(θ, xov) = L(θ, x)− logf2(xmv | xov, θ) (3.27)
where L′(θ, xov) is the log-likelihood of the observed data. But also by viewing each
term in the expression (3.27) as a function of θ, then the likelihood function obtained
is
L(θ, x) = L′(θ, xov) + logf2(xmv | xov, θ) + C (3.28)
where C is an arbitrary constant.
The term f2(xmv | xov, θ) is the predictive distribution of the missing observations
given parameter θ.
This predictive distribution plays the important role in showing the link between
xmv and θ in EM. In general, the conditional predictive distribution of the missing
observation cannot be compute in the data set, we usually use the current parameter
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of interest θ = θ(t) to obtain
U(θ | θ(t)) = L(θ | xov) +W (θ | θ(t)) + C (3.29)
where
W (θ | θ(t)) =
∫
logf2(xmv | xov, θ)f2(xmv | xov, θ(t))dxmv (3.30)
The used of EM algorithm can be very useful to maximize the log-likelihood of the
observed data, although it can be a little bit challenging to find parameter estimates
but for the complete data log-likelihood (L) can be maximized very simply. How-
ever, if x is unobserved, the log-likelihood (L) is impossible to be assessed and max-
imized. The EM algorithm is trying to maximize the log-likelihood L(θ, x) by using
iterations where the parameter estimates are updated in the loop, until the estimates
converges to a certain decimal placed value (Dempster et al., 1977; Wu, 1983). This
can be done by replacing it by conditional mean or expectation given the observed
data xov. The expectation is computed with respect to complete data distribution
function assessed at the present estimates of the parameter of interest θ. Technically,
considering θ(0) as the initial value for θ, then at the first iterations we compute
(Dempster et al., 1977).
U(θ, θ(0)) = Eθ(0) [L(θ, x | xov)] (3.31)
Then U(θ, θ(0)) is maximized with respect to θ, so that, we can obtain θ(1) such that
U(θ(1)), θ(0)) ≥ U(θ, θ(0)) (3.32)
for all θ ∈ Θ. The EM algorithm is named from the two iterative steps involved
under this procedure. The E-step (Expectation step) and the M-step (Maximization
step) can be defined mathematically as follows according to Dempster et al. (1977).
The E-step find the existence of the current expected log-likelihood of the complete-
data.
E-step : Compute U(θ, θ(t)), where
U(θ, θ(t)) = Eθ(t) [L(θ, x | xov)] (3.33)
U(θ, θ(t)) =
∫
L(θ | x)f2(xmv | xov, θ(t))dxmv (3.34)
The M-step is the step where current expected log-likelihood of the complete-data
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obtain new parameters θ(t+1).
M-step : Find θ(t+1) in θ, such that
U(θ(t+1), θ(t)) ≥ U(θ, θ(t)) (3.35)
for all θ ∈ Θ.
These two-steps, which is E-step and M-step alternates up until the convergence
is achieved (Allison, 2001). This means that these two-steps alternate many times
repeatedly until the difference between log likelihood functions
L(θ(t+1))− L(θ(t)) (3.36)
become less than ξ, where ξ is the prescribed small quantity. Dempster et al. (1977),
shows that the definition θ(t+1) as the value of θ that minimizes U(θ | θ(t)), then the
value of current parameter θ(t+1) is a better estimate than the previous estimate θ(t)
in such a way that the observed data loglikelihood is at least higher for θ(t+1) than
that of θ(t).
L(θ(t+1) | xov) ≥ L(θ(t) | xov) (3.37)
Thus, it can be shown by the following equation
L(θ(t+1) | xov) ≥ L(θ(t) | xov) = U(θ(t+1) | θ(t))−U(θ(t) | θ(t))+W (θ(t) | θ(t))−W (θ(t+1) | θ(t)).
(3.38)
where, U(θ(t+1) | θ(t)) − U(θ(t) | θ(t)) cannot be negative because the updated θ(t+1)
chosen in such way that it holds under the following restriction :
U(θ(t+1) | θ(t)) ≥ U(θ | θ(t)), ∀θ (3.39)
The remainder W (θ(t) | θ(t))−W (θ(t+1) | θ(t)) can be written as∫
log
[
f2(xmv | xov, θ(t)
f2(xmv | xov, θ(t+1)
]
f2(xmv | xov, θ(t))dxmv (3.40)
and it is very easy to show that quantity (3.39) must be non-negative by using
Jensen’s inequality and the convexity of the xlogx function.
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The difference in the above log likelihood functions follows a chi-squared distribu-
tion when the log likelihoods hold under certain conditions (J. L. Schafer & Graham,
2002; Wilks, 1938). The difference in number of parameters estimated between two
given models is equal to the degrees of freedom of that chi-squared statistic.
The imputation in the expectation step for the data, which assumed to be multi-
variate normal, is the same as running the regression on the missing observations
(Allison, 2002). The EM is described as an oversimplification. The EM algorithm has
software that are designed for estimation of missing data problems are available in
both commercial and freely statistical software packages. The most popular statis-
tical software packages including SPSS, SAS and S-Plus. We also have standalone
software packages, which is EMCOV (Graham & Hofer, 1991), and Amelia (King et
al., 2001) uses the EM procedure. These softwares run the EM algorithm steps and
provide different parameter estimates based on ML. The advantages of ML and EM
algorithm for managing missing data is that they allowed to be used when missing
data are ignorable. Under this property, the ML parameter estimates are known to
be consistent and efficient for large samples. The statistical hypothesis testing for
the model-based approaches provide small assistant in this area. Especially, the EM
algorithm tends to underestimate standard errors, which are critical to hypothesis
testing (Allison, 2002). The underestimation of standard error has negative effects
on parameter estimation and type I errors tends to be large. The greatest negativity
for underestimation of standard errors is that an influence of missing data cannot
be estimated and then this cannot be used to provide correct estimates of standard
errors. If the analysis has incorrect standard errors, it negatively affects hypothesis
testing, which leads to a greater likelihood of type I errors. Thus, we can use a Direct
ML method to obtain the correct standard error estimates, so that we can read off a
negative influence of low standard error estimates in the analysis.
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3.5.4 The ECM algorithm
The Expectation-Conditional Maximization algorithm is the expansion of EM algo-
rithm under the situation where M-step in the EM algorithm has no close form so-
lution (Meng & Rubin, 1993). The purpose of proposing ECM is to solve the com-
plicated M-step from EM algorithm by introducing a new computationally simpler
Conditional maximization (CM) steps. The ECM algorithm has some disadvantages
over EM. One of the disadvantages is that ECM converges more slowly than EM
algorithm in terms of number of iterations needed for convergence, although it is a
little bit faster in computing time over EM. The advantage of ECM algorithm is that
it converges at the same or approximately the same rate as EM and also maintaining
the monotone convergence property of the EM algorithm.
Let the CM step of the ECM algorithm contain a sequence of S conditional maxi-
mizations steps i which the U function is maximized as its defined in (3.71), thus,
this must be done over the entire parameter θ but with the same vector function of θ.
The vector function of parameter θ is denoted by hs(θ)(s = 1, 2, 3, ..., S) is fixed at its
previous value of s. The set of s = 1, 2, 3, ..., S of the function H = (hs(θ)) must be
selected in advance and also satisfy adequate conditions described in Meng & Rubin
(1993). However, the ECM algorithm must be implemented when the all conditions
above satisfied. Now the one iteration can be defined as follows.
Let x = (xov, xmv) be a complete data, where xov denote observed data and xmv
denote the missing data. Also let θ be the vector of the unknown parameters, and
h be a complete data density function. The observed data log-likelihood can be
expressed as
L′(θ, xov) = log
∫
xmv
h(x | θ)dxmv (3.41)
The EM algorithm is representing the special case of ECM algorithm by maximiz-
ing the log-likelihood function L′(θ, xov) using the following steps, given an initial
θ(0). At first, we perform the E-step using the current value of parameters θ(t) to
determine the U(θ | θ(t)) as in the EM. Therefore, we proceed to find the updated








for s = 1, 2, ..., S.
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E-step : Compute U(θ | θ(t)),where
U(θ | θ(t)) = Eθ(t) [L(θ, x) | xov, θ
(t))] (3.43)
CM-step : for each s = 1, 2, ..., S, find parameter value θ(t+1) = θ
t+s
S which is the
input in next E-step such that
U(θ
t+s
S | θ(t)) = maxθU(θ | θ(t)) (3.44)







This algorithm has, under regularity conditions described in Meng & Rubin (1993)
for ECM, and Dempster et al. (1977) and Wu (1983) for EM, the properties that the
likelihood is increased with each iteration, and the limit point of the generated pa-
rameter sequence corresponds to a stationary point of the likelihood.
3.5.5 Weighting methods
Weighting methods introduced by Flanders & Greenland (1991) and Zhao & Lipsitz
(1992), are based on observed values in the datasets. In the Application of Weighting
methods, we exclude all missing values from the analysis, and then we are left with
only observed values in the analysis. The remaining observed values are weighted
in correspondence with how their distribution predicts the complete sample or pop-
ulation. Most of the researchers employ weighting methods to correct for either
standard errors associated with the model estimated parameters or the population
variability in the data set. The huge discussion of the weighting methods is doc-
umented by Kalton & Flores-Cervantes (2003) literature. This literature provide a
detailed review, and the weighting process stages involved.
To derive suitable weights, the predicted probability of each response is estimated
from the data for the variable with missing values. There are several discussions
by D. B. Rubin (1987a,b) based on survey data applying and estimating weighting
methods. Under a suitable joint model for the values and variables, these weighting
methods are, in many instances, expected to produce results similar to those of mul-
tiple imputation (J. L. Schafer & Graham, 2002). L. Robins et al. (1995) developed a
new weighting method called: The Weighted Regression model under the field of
Biostatistics, which requires an explicit model for the missingness but relaxes some
of the parametric assumptions of the data model. The weighted regression model
is an extension of the generalized estimating equations (GEE) that was proposed by
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Liang & Zeger (1986). GEE method can also be used after Multiple Imputation (MI)
and hence the so-called MI-GEE approach J. L. Schafer (2003). Based on the GEE
method (Liang & Zeger, 1986), the new method was developed so-called weighted
generalized estimating equations (WGEE) to solve the problem of biasness caused
by excluding missing values.
The difference between classical GEE method and WGEE method is that, classical
GEE is only valid under MCAR assumption, whereas, the WGEE method was de-
veloped to work on MAR as well as MNAR mechanisms, provided that the missing
data model based on observed data or variables is correctly defined or described
(D. B. Rubin, 1996). The WGEE method was improved by Birhanu et al. (2011) to
a new method known as the doubly-robust estimating equations (DREEs). Some
literature for further explanation about the extended method (WGEE) is detailed in
D. B. Rubin (1996) and Rotnitzky et al. (1998). Recently application studies show
that weighting methods can be performed in the most popular software’s, such as
STATA, SAS and SUDANA. There are several studies that applied weighting meth-
ods that is shown by Schluchter & Jackson (1989); Ibrahim (1990); Lipsitz & Ibrahim
(1998, 1996); Horton & Laird (1999); Seaman & White (2014).
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3.6 Bayesian data augmentation technique
3.6.1 Introduction
Bayesian data augmentation uses the Markov Chain Monte Carlo (MCMC) method
to simulate random numbers. Firstly, define what Markov Chain Monte Carlo method
is and how Gibbs sampling connects with data augmentation method. When the
missing data is present, the main aim for the researchers is to yield unbiased esti-
mates to make valid conclusions and decisions. This can be achieved by not includ-
ing observed data only but also by including missing data. The benefits of MCMC
method is that the observed data needs to be added with simulated values of the
unobserved data to get adequate regression estimates. This section explains MCMC
method idea and how to use it to simulate imputation values from the target distri-
bution.
3.6.2 Markov Chain Monte Carlo (MCMC)
Markov Chain Monte Carlo is a method of generating random numbers directly and
draws from a complex probability distribution via the Markov Chains procedure. A
Markov chain is a stochastic model that describes a sequence of possible random val-
ues, where the probability for each value depend on previous value (dependence).
Markov Chain Monte Carlo (MCMC) also uses the same idea, the previous sample
observation is used to randomly simulate the next sample observation. In recent
years, these techniques have become a subject of interest for Statisticians, who pro-
duced a wide range of applications and innovative theory framework. The main
aim of using Markov Chain Monte Carlo is to simulate the one or many random
variables x, where x is the matrix with two or more variables.
Let’s consider the density function of x given by P (x) = f(x). This density function
of x is also called a target distribution. Considering that the density function f(x) is a
complex function, it is very difficult to draw directly from this density function. The
MCMC gives us the way to simulate values. We generate a sequence of random vari-
ables rather than to try to draw density function f(x) , such that (x(1), x(2), ..., x(t)) is
a given sequence of random variables. Where each variable in the sequence of ran-
dom variables above depends in the other and where the stationary distribution (i.e.
the limiting marginal distribution of x(t) as t → ∞) is the target distribution f(x)
(J. L. Schafer, 1997). The random variable x(t) is approximately a random draw from
density function f(x) as t become sufficiently large (J. L. Schafer, 1997).
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Markov Chain Monte Carlo is used when the density function f(x) is intractable
to draw from directly; but is simple to drawing each variable in a given sequence.
In general, most of Markov Chain Monte Carlo methods are classified under the
Bayesian framework especially in posterior distributions simulation because most
recently known applications have Bayesian framework. The two most popular meth-
ods of Markov Chain Monte Carlo (MCMC) are Gibbs sampling (Geman & Geman,
1984; A. E. Gelfand & Smith, 1990) and the Metropolis-Hasting algorithm (Metropo-
lis et al., 1953; Hastings, 1970). In Gibbs sampler (Geman & Geman, 1984; A. E. Gelfand
& Smith, 1990) procedure, it allows sampling from the conditional of each parameter
given that all other parameters and observed data x is known. In the Metropolis-
Hasting algorithm (Metropolis et al., 1953; Hastings, 1970) one draws from a proba-
bility distribution calculated to approximate the distribution of interest, and we can
use a specified probability to Accept or Reject the drawn observation.
The following list of Markov chain Monte Carlo methods are statistically to proven
to be most useful in the analysis of incomplete multivariate data. The resources
to review this techinique in a more general setting and additional references are
given by A. E. Gelfand & Smith (1990); the articles by Geyer (1992) and Smith &
Roberts (1993), Gelman & Rubin (1992) with powerful discussions; and Tierney
(1994). Markov chain Monte Carlo applications are mentioned and discussed by
M. P. Gelfand et al. (1990); Casella & George (1992); Smith & Roberts (1993); Gilks
et al. (1993), among others. A overview including theory and applications in the
books by C. A. Tanner et al. (1993); Gilks et al. (1995) . In this thesis, let focus only
on Gibbs sampling method (Geman & Geman, 1984) because there is link between
Gibbs sampling and Bayesian data augmentation (M. A. Tanner & Wong, 1987b).
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3.6.3 Gibbs Sampling
The Bayesian data augmentation (DA) (M. A. Tanner & Wong, 1987b; Li, 1988) has
the connection with a Gibbs sampler (Geman & Geman, 1984; A. E. Gelfand & Smith,
1990),which is one of the popular MCMC sampling techniques in the Bayesian frame-
work literature. Suppose that a random vector of the unknown parameters θ =
[θ1, θ2, ..., θk]
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Let us assume the joint probability density function θ is given P (θ). Suppose that
P (θ) is very complex and P (θi | θ1, ..., θi−1, θi+1, .., θk) full conditional distribution
is known and easy to be simulated. The Gibbs sampling (Geman & Geman, 1984;
A. E. Gelfand & Smith, 1990) draws the parameters iteratively from the conditional
distribution of each parameter given all the other remaining ones. At the t iteration,
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Moreover, we can find the value of θ at t+ 1 iteration by successively drawing from
the following distribution
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We can choose a starting point where t = 0 and θ(0) = (θ(0)1 , ..., θ
(0)
k ). The Gibbs
sampler algorithm has the following iterations
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If t becomes large, the random vector θ(t) at t iteration must converge in the sta-
tionary distribution P (θ) (Geweke et al., 1994). According to M. P. Gelfand et al.
(1990) Gibbs sampler under mild conditions, the sequence of vector [θ(t)]∞t=1 con-
verge into a stationary distribution P (.). Schervish & Carlin (1992) discusses a suf-
ficient condition in which the geometric convergence is guaranteed. According to
J. L. Schafer (1997), Bayesian data augmentation (DA) is closely related to Gibbs
sampling method, more explanation in the literature J. L. Schafer (1997). The pur-
pose of Gibbs sampling is to know about missing data problems, how it draws the
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posterior predictive distribution of the missing values that are included in the se-
quence of random variables. The Bayesian is the stochastic party that link with steps
in Expectation-Maximum. M. A. Tanner & Wong (1987a) shows that we can draw
from the posterior predictive distribution for missing data xmv and draw from the
posterior distribution θ.
M. A. Tanner & Wong (1987a) use the Gibbs sampler to drawing for imputation (I)
step
x(t+1)mv ∼ P (xmv | xov,θ(t)) (3.48)
The posterior (P) step is where we draw the parameter estimates for the algorithm
θ(t) ∼ P (θ | xov, x(t+1)mv ) (3.49)
The data augmentation can be converted from Gibbs sampling by letting k = 1 to
reducing it into a special case of the Gibbs sampling algorithm.
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3.6.4 Markov Chain Monte Carlo method in the presence of missing data
In 1987, Tanner & Wong published the seminal paper where they introduced the
concept of data augmentation approach in the Bayesian framework to determine
posterior distribution using the iterative procedure. The Tanner and Wong data aug-
mentation algorithm is closely related to Gibbs sampling method. Let x be a random
subvector that is separated into two sub-vectors x = (xov, xmv). where, the joint
distribution of P (x) is very difficult to compute but P (xov, xmv) = f(xov, xmv) and
P (xov, xmv) = z(xmv, xov) conditional distributions can be established. However, at



































where n denote the sample size from the distributions that estimate the unknown
distribution P (x). Then, we can update this sample using two important steps.



















where i = 1, 2, 3, ..., n.



















where i = 1, 2, 3, ..., n.. Then, the weighted or average mixture of the conditional
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In the paper of Tanner & Wong (1987) shows that the distribution of x(t) converges
to P (x) as values of t become very large by using functional analysis. This requires
the sample size of n = 1, then data augmentation becomes reduced to a special case
of Gibbs sampler with a vector of x = (xov, xmv) separated into two parts which
is missing and observed parts. After letting n = 1, we can modify Step 2 of each
iteration by sampling
x(t+1)mv ∼ z(xmv | x
(t+1)
i,ov ) (3.58)
with independency for i = 1, 2, ..., n.
However, now we can draw from equation (3.58), but when we draw from the mix-
ture (3.56), then this algorithm becomes n independent parallel runs of a Gibbs sam-
pling. The Markov chain Monte Carlo data augmentation is one of the procedures
which is popular for handling missing data and the advantage for this procedure
is that it shows greater flexibility when the underlying distributions are unknown.
While, an ML model-based methods only function under the certain distributional
assumptions, for example, multivariate normality etc. Under MCMC, we have a dif-
ferent set of procedures for simulation of random values but a method that is most
commonly used for applying MCMC is Gibbs sampling since it most available in the
statistical software. The MCMC approaches are related to Bayesian estimation meth-
ods and most of the researchers view MCMC as a Bayesian simulation. In physics,
MCMC was implemented to investigate equilibrium of interacting molecules dis-
tributions. In Statistics, the MCMC process is usually implemented in parameter
estimation when data has missing values and when the given distribution does not
hold under the assumptions of ML process. This process can be called Bayesian
since; we can obtain a probability distribution known as posterior distribution. A
posterior distribution can be used for parameter estimation in the Bayesian analysis
so that we can make proper inferences.
A posterior distribution is a probability distribution of unobserved parameter esti-
mates that follows the observed data and updates the statistical model by using the
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information given from the data (Gill et al., 2002). The standard MCMC methods
such as Gibbs sampling, Metropolis and much more are used to simulate values in-
dependently following a certain probability distribution. The standard Monte Carlo
methods produce simulated values using the Markov chain procedure. A Markov
chain is a stochastic model that describe a sequence of possible random variables
in which the probability for each value depends on the previous value. Therefore,
we conclude that the MCMC process produces simulated random values that are de-
pendent on each other since the previous outcomes influence predictions for the next
experiment outcomes. In addition, a Markov chain is characterized as a stochastic
process moving from one value to another until it finds or generates the posterior
distribution for parameter estimation(Gill et al., 2002). In the Bayesian statistics, the
main aim is to calculate the posterior distribution for θ. Where θ is the parame-
ter of interest, so that we can obtain the parameter estimates and make inference in
the Bayesian analysis. The data augmentation can be used to compute maximum
likelihood estimates and this means that the algorithm can also be used in the com-
putation of the posterior distribution (Tanner & Wong, 1987)..
Given the data with missing observations, our focus is to produce parameter esti-
mates that are unbiased but this is very difficult since we are used only using the
observed data and ignore unobserved data. The main aim of this process is to cre-
ate a distribution of estimates and randomly select the unobserved values from the
given distribution. The MCMC procedure is still a growing literature in Bayesian
statistics. However, this procedure also became popular in terms of computational
software, which include Bayesian methods in software packages. The MCMC soft-
ware was implemented in different research papers such as MCMC in the SAS Proc
MI (Multiple imputation procedures), new R/S-Plus functions and stand-alone pro-
grams such as WinBUGS (Gilks et al., 1994).
3.6.5 Summary advantages of data augmentation
The Markov chain Monte Carlo (MCMC) is one of the procedures that is popular for
handling missing data and the advantage for this procedure is that it shows greater
flexibility when the underlying distributions are unknown. The method that is most
commonly used for applying MCMC is Gibbs sampling since it most available in the
statistical software. Given the data with missing observations, our aim is to produce
parameter estimates that are unbiased but it is very difficult when we only using
the observed data and ignore unobserved data. The MCMC procedure allows for
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augmenting the observed data xov with simulated values of the missing data xmv to
solve the issue associated with parameter estimation. The common MCMC proce-
dures have desirable features than ML model-based procedures are efficiency and
flexibility. The MCMC process is efficient because it allows us to estimate param-
eter even if the unexpressed distributions are unknown or non-normal distributed.
The advantage of using software MCMC procedure (Bayesian data augmentation)
is that it always find the solutions even for most complex missing data problems.
Especially when given data distribution is unknown and does not follow the mul-
tivariate normal distribution. In the iterative process, the EM is restricted by the
expectation derived from a distribution in order to estimate parameters while the
MCMC methods are unlimited by distributional assumptions.
3.6.6 Disadvantages of data augmentation
There are many technical problems we face when we implement data augmenta-
tion algorithm since we use computer programs. Let the augmented data given
as x = (xov, xmv). If the computed augmented data have more regressors or pre-
dictors than observations, then we must propose values to a much larger number
of parameters than the known information. This may increase the computational
load problem and it makes it harder to assess convergence because there are too
many additional and unwanted parameters to justify storing in memory of the com-
puter. Another problem is that most augmented data are correlated with each other
in terms of parameters included in the model, so it makes it difficult to design ade-
quate distributions.
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3.7 Simulation of missing data procedure
In this thesis study, we assume that missing values are ignorable, which means that
the missing data can be estimated based on the observed data. To create a data set
with missing values, the baseline data (complete data) was used to create missing-
ness using different missing mechanism (MAR, MCAR and MNAR). The data set for
MAR was created in such a way that missing values was not related to missing data
itself but related to variable of interest. Under MCAR, the data set was independent
of observed and unobserved variables since the missingness was randomly sampled.
The data is MNAR, when the missingness in the data cannot hold either MCAR or
MAR and data is related to missing data even after including observed data. The
use of these assumptions is to give insight on the performance of data augmenta-
tion algorithm under different rates or proportions of missing data and estimate the
parameters of each model that corresponds to proportion rates of missingness..
3.7.1 Preparation of data for data augmentation algorithm
After creating different missing data percentages, a data augmentation algorithm
was used to impute missing values in different dataset that corresponds to missing
information created. The data augmentation has two iterative steps which is I-step
and P-step to simulate missing values from the predictive distribution. Since the
given data set for cancer medication intake in South Africa is the mixed data, which
means that it contains both categorical and continuous variables. The package to use
is called mix in R software for data augmentation algorithm under mixed data. The
package mix in R is easy to use. The researcher are more certain about this package
because it produces improper posterior when it has structural zeroes in the contin-
gency table. Under the improper posterior, the final results cannot be computed and
we are unable to do parameter estimation to make inferences about the distribution.
The package mix used to impute the data frame with missing values (NA), where
NA represent missing values in R package and produces the full imputed data (more
information on Figure 3.2 below).
In the study, we ran a different number of datasets that are created using different
missing percentages 1%, 5%, 10% in the variables working for wage and age from the
original data, and then apply data augmentation algorithm to impute those missing
values. The binary logistic regression model was used to investigate whether the
proportions of missingness can impact on the performance of the data augmenta-
tion used. The main goal is to compare the original data and imputed data sets to
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identify which one gives the closest estimates or standard errors or AIC to those of
original data. In order to find out that the method of data augmentation is improv-
ing data analysis by comparing the produced means and standard deviations for
imputed data on the continuous Age variable for different percentages of missing
information, thereafter, the reasonable diagnostics can be performed. The package
mix depends on the data size and number of missing information in terms of com-
putation time.
Figure 3.2 – Diagram of the data augmentation and process flow/procedure
Data preparation principles
• Only cancer patience are considered for data preparation.
• Either patience is on cancer medication or not.
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3.8 Statistical tools for data analysis
This section gives brief information about the statistical tools used in the analysis.
It is useful to use an appropriate statistical tools after data collection and data visu-
alization, in order to make good decisions using that particular data. This analysis
is classified into two types which is univariate analysis and bivariate analyses. The
data analysis is a very important part when you are dealing with data because it is
where one can extract information from the collected data. In this study, we used
two methods of data analysis which is descriptive and inferential statistics methods.
3.8.1 Descriptive Statistics
The univariate analysis is used to summarize the data and it produces quick sum-
mary information and characteristics of each variable in the data set. This infor-
mation can be expressed in the form of descriptive statistics and diagrams. The
descriptive statistics that are used in this study are summary statistics (Means, Stan-
dard deviations, Medians) and frequency distributions. In diagramatic format, we
use Bar graphs and Pie chart to visualize the cancer medication intake data.
3.8.2 Inferential Statistics
The inferential statistics used are based on the nature of the study and objectives of
the study these are as follows: Chi-square, Paired t-test, Wilcoxon signed-rank test
and Kappa test. This section gives the partial theoretical framework for each inferen-
tial statistics used in the study (Bivariate analyses, model fitting, model diagnostics
and test).
Chi-square
There are many different types of Chi square tests, the two most often used, and
look at whether there are potential associations between categorical variables are a
chi-square test of independence or a chi-square test of homogeneity. A Chi-square
test of independence are used to determine if two variables are related in any way
or not, while Chi-square tests of homogeneity are used to determine whether the
distribution of one categorical variable, is similar or different to the other, across all
the levels of the second categorical variable. Let’s denote a qualitative dependent
variable Z with rn categories (Z1, Z2, ., Zi, ..., Zrn) and the explanatory variables X
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with cn categories (X1, X2, ., Xj , ..., Xcn) that is sampled from the sample of n obser-
vations.
In our analysis, Chi-squared test is used for testing independence and homogeneity
to investigate if there is any association between some of our categorical variables
and to test whether the categorical variable, are similar or different before and after
imputation. We defined the null and alternative hypotheses related to Chi-square as
follows:
H0: No association between between two categorical variables.
H1: There is an association between two categorical variables









where rn is row and cn is column, Oij - observed frequency and Eij - expected fre-
quency. The degrees of freedom is given by (rn − 1)(cn − 1). If the χ2 calculated
value is larger than the χ2 critical value reject null hypothesis H0 and support the
alternative hypothesis.
Paired t-test
Most of the Researchers use the paired t-test to examine for a mean difference be-
tween matched data observations (Hsu & Lachenbruch, 2008). Suppose that you
want to compare two paired samples, y and x and we calculate differences di =
yi − xi, i = 1, 2, ..., n. Under this test the aim is to test whether the mean of the
differences was statistically different from zero (David & Gunnink, 1997).
The null and Alternative Hypotheses of the paired t-test.
The basic null hypothesis of the paired t-test becomes
H0 : µdiff = 0 (3.60)
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with one of the alternative hypothesis options listed below
H1a : µdiff 6= 0, (3.61)
H1b : µdiff < 0, or (3.62)
H1c : µdiff > 0. (3.63)
Paired t-test Assumptions
The assumptions of the paired t-test are:
• The given data set are continuous.
• The difference for paired data must be normally distributed.
• The sample must be randomly selected from the population.















Therefore, we can construct a (1 − α) confidence interval (CI) for the mean µd. The









is the upper significance of t− test with n−1 degrees of freedom. This test
is valid only under assumption that di are independent and identically distributed







The Wilcoxon signed-rank test
The Wilcoxon signed rank test, also known as the Wilcoxon matched pairs test, is a
non-parametric statistical hypothesis test used to test the median difference in paired
data. The Wilcoxon signed rank test is the non-parametric test that is used as an al-
ternative of the paired t-test for dependent samples when the population is assumed
to be not normally distributed (Lam & Longnecker, 1983). The paired t-test assumes
that the data is measured on an interval or a ratio scale that follows the normal
distribution. This test can be used to detect whether two dependent samples were
selected from populations having the same distribution, when the assumptions of
the t-test are violated (Gibbons & Chakraborti, 2011).
The distinction between parametric and non-parametric techniques is discussed by
Clutton-Brock et al. (1998). The difference between parametric and non-parametric
methods is that parametric methods have distributional assumptions, that data is
normally distributed whereas non-parametric are not normally distributed. The dis-
tributional assumption under Wilcoxon signed rank test can be avoided because the
test is based on the rank order of the differences rather than the actual value of the
differences. However, it is necessary to make an assumption that the distribution
of the differences is symmetric although is assumed to not be normally distributed.
The Wilcoxon signed rank test is based on the magnitude of the difference between
the pairs of sample values. To calculate the difference between the pairs of observa-
tions, the actual data points in the sample must be measured on an interval scale, as
is required for the t-test. The Wilcoxon test statistic Wtest is given by the sum of the





The null and alternative hypotheses for Wilcoxon test in our case are
H0 : Mean difference between the two paired measurements is zero
H1 : Mean difference between the two paired measurements is not equal to zero
Assumptions
1. Data is paired and comes from the same population.
2. Each pair is chosen randomly and independently
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3. The data are measured at least on an ordinal scale (i.e., they cannot be nominal).
The Wilcoxon signed rank test sums the ranks of the positive differences and sum the
ranks of the negative differences. The test statistic is the lesser of these two sums. If
the p-value is greater than 0.05, then null hypothesis is not rejected which means that
there was no difference, then we would expect the rank sums for both positive and
negative ranks to be the same. Further literature on calculation and interpretation
of the Wilcoxon signed rank test is found in Bland (1995) and Conover & Conover
(1980).
The Kappa Test
A common application of the Kappa test, in a situation when a researcher needs to
assess agreement on a nominal scale data, is to determine the presence or absence
of some disease or conditions. The Kappa statistics is the measure of inter-variation
across the cross-tabulation or it measures the inter-rater agreement between two or
more raters. Under Kappa statistics, we assume each value in the cross-tabulation is
called a subject. The variables, however, record frequencies with which rating was
assigned.
Let N be the total number of subjects, each independently assigned to one of j cat-
egories by two separate raters. These would result in a j × j contingency table. Pik
denotes the percentage rate of subjects that Rater A, classified in category i in con-
tingency table. The Rater B classified in category k in contingency table, with i, k =
1, 2,..., j. The frequencies are given by Pi. and P.k are assigned into each categories i
and k with respect of Rater A and Rater B. The category of each Rater must sum to
1.
Table 3.2 Kappa Test for Agreement Between Two Raters
Rater B
Rater A 1 2 . . . j Total
1 P11 P12 . . . P1j P1.
2 P21 P22 . . . P2j P2.







j Pj1 Pj2 . . . Pjj Pj.
Total P.1 P.2 . . . P.j 1
Source: (PASS Sample Size Software, page 1)
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The percentage rates on the diagonal of the contingency table, Pii, represent the
percentage rates of subjects in each category for which the two raters agreed on the
















where P0 is the proportion of observed agreements and PE is the proportion of
agreements that are expected to occur by chance. The data for paired ratings on
a 2-category nominal scale are usually displayed in a 2 × 2 contingency table, with
the notation indicated in Table 3.2.
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A kappa value of 1 denotes a perfect agreement between the two raters. A kappa
value of 0 indicates no more rater agreement than that expected by chance. A kappa
value of -1 indicates a perfect disagreement between the two raters. If the Kappa
test has a range between 0 and 1 with larger values indicating better reliability. In
General, a Kappa test greater than 0.70 is considered satisfactory. But if Kappa test
is less than 0.70, we can conclude that the inter-rater reliability is not satisfactory.
Interpretation of Kappa
Table 3.3 Interpretation of Kappa
Kappa-value Agreement





0.81-1 Almost perfect agreement
The real value of kappa can be predicted in the given sample by taking the observed














The possible value of κ̂ depends on the marginal percentage rate.
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3.8.3 Multivariable analysis
Binary Survey Logistic Regression Model
The Binary Survey logistic Regression model is applicable when the response vari-
able is a dichotomous or binary response variable, meaning the dependent variable
is always binary in nature. It is used in situations when we want to test for defaults
and non-defaults, passed or failed, success or failure and it utilizes a base model
(reference group) for comparison purposes. Interpretation of results from Binary
Survey Logistic Regression models is based on the probability of an event occurring,
or not, as a function of the values (levels) of the independent variables, which can
be categorical or numerical. It estimates the probability that an event occurs, for a
randomly selected observation with a profile of levels of the independent variables,
versus the probability that the event does not occur (Hilbe, 2011).
The data from General Household Survey are collected using multistage sampling
with complex sampling design. Therefore, in order to get valid statistical inferences
it is essential to account for the complexity of sampling design as failure to do so
may result in biased estimates and underestimation of the variabilities. Therefore,
in this chapter, we use binary survey logistic regression models. These models offer
an option for accounting for complexity of sampling design. The survey sampling
design may induce correlation among observations, especially when clusters sam-
ples are drawn. To appropriately estimate standard errors associated with the model
parameters and estimated odds ratios, it is very crucial to account for sampling de-
sign. The survey logistic regression models have the same theory as classical logistic
regression models. The only difference is the estimation of the variance. However,
when these two models are used to the data collected using simple random sam-
pling, the results are identical.
The Survey logistic Regression Model predicts the effect of a series of variables on a
binary response and classifies observations by estimating the probability that an ob-
servation has one of the two outcomes under investigation. In this case, the Survey
Logistic Regression model can be chosen as the dependent variable; cancer medica-
tion chronic; is binary or dichotomous, meaning that it can assume either yes or no.
The explanatory variables are Gender, working for a wage, Area of living and Age
are mixed variables of both types (continuous and categorical).
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Let Yijh be the response variable, with i = 1, 2, 3, ...,mhj , j = 1, 2, 3, ..., nh and
h = 1, 2, 3, ...,H , where h is the stratum, j is the cluster and i is the household and
denote the sampling weight for ijhth observation as wijh and xijh the row vector of
the design matrix corresponding to the ith household in jth PSU, nested in hth stra-
tum.
We shall assume that Yhij belongs to the exponential family of distributions with the
sampling distribution defined as follows:









where g(.) denotes the density function of yijh, θijh is known as the natural parame-
ter and ϕ is known as the dispersion parameters.
Let the response variable be yijh = 1 if ith household is taking cancer medication and
be 0 if not taking cancer medication. The link function for a binary outcome as in
this study based on survey logistic regression the link function is ηijh = logit(µijh)












ijh is a vector of explanatory variables and β is the
vector of unknown parameters. When the survey data have been collected under
complex sampling design, straightforward application of classical maximum likeli-
hood estimation (MLE) is no longer convenient, for various reasons. The first one
is that the probabilities of selection for the i = 1, 2, ..., n sample observations are no
longer equal. Sampling weights are then required to estimate the finite population
values of the logistic regression model parameters. Secondly the stratification and
clustering of complex sample observations violates the assumption of independence
of observations that is essential to the standard MLE method (Heeringa et al., 2010).
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3.8.4 Odds ratio
The odds ratio is defined as the probability the certain event will happen divided
by the probability that the event will not occur (J. Zhang & Kai, 1998). In this study,
the odds ratio applied in form of the probability that cancer patient is taking cancer
medication divided by probability that patient is not taking cancer medication.








where, π is the probability of success and 1 − π is the probability of failure. The
odds ratio indicate that the odds of a success and odds of failure are equally likely





The odds ratio of 1 shows that the odds of a successful outcome are equally likely
to the odds of a failure of an outcome. In the survey logistic regression the odds
ratio is equal to exp(β) = OR and the level of significance (p-value) associated with
odds ratio estimates to determine whether significance. There is an odds ratio and
significance evaluation for each category of each explanatory variable except the ref-
erence category, When the p-value < 0.05 tells us that there is a significant difference
in the odds of the outcome occurring between the category of interest and reference
category.
For a given category, the closer the odds ratio is to 1, the weaker the association is, or
the less significant difference is in the odds. Thus; when, βi > 0, then (exp(βi) > 1),
implying that people under this category are exp(β) times more likely (or more at
risk) to face the specific event of study (use cancer-medication in our case) than those
of the reference category and,
when, βi < 0, then (exp(βi) < 1), implying that the individuals of the specific cate-
gory are [1− exp(β)] ×100 percent less likely to face the event under study (cancer-
medication intake) than those of the reference category. The the p-value of the odds
ratio will help us to conclude about the degree of results of the odds ratio value.
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3.8.5 Estimation Method
In this section, we introduce the Maximum Likelihood Estimation (MLE) technique
used to estimate parameters in the survey logistic regression model. Due to the com-
plex design sampling properties such as unequal probability of selection, clustering
and stratification may not work properly.
Parameters estimation
In this sub-subsection we derive expressions for the maximum likelihood estimators
in a typical survey logistic regression. Assuming that the outcomes variable yijh
follows Bernoulli distribution with density function

















and β = (β1, β2, .....βp)
′
denote a vector of parameters. The log-likelihood function








wijhϑijh[yijhlog(µijh + (1− yijh)log(1− µijh)] (3.81)


























To obtain the unknown parameters we have to differentiate the log-likelihood with













































































)−1 − 3(1 + b)−2b)] (3.86)
where D = wijhϑijh, b = exp[x
′
ijhβ] and c = 1 + exp[x
′
ijhβ].
After simplifying the previous equation we get the following equation which is re-














Test for goodness of fit
The Likelihood Ratio Test
The likelihood ratio (LR) test evaluates the significance of the joint effect of all the
variables in the Survey logistic regression procedure. Likelihood ratio is used to
compare the significance of the model with multiple parameters to just the inter-
cept model. Suppose the model contains s explanatory effects. For the ith obser-
vation, let π̂i be the estimated probability of the observed response. The statistic of






where, wi and fi are weight and frequency values, respectively, of the ith observa-






rilog(π̂i) + (ni − ri)log(1− π̂i) (3.89)
where ri is the number of events, ni is the number of trials, and π̂i is the estimated
event probability. The likelihood ratio comparing the log likelihood of the two mod-
els and if the difference is statistically significant, then the restricted model works
better than the full model. The significance of the likelihood ratio test means that
the joint of the variables in the full model is more significant than just the intercept
model. Under the global null and alternative likelihood ratio tests has the following
hypothesis :
H0: βi = 0 , for i = 1, 2, ..., p
H1: Not all βi = 0 , for i = 1, 2, ..., p
The test statistic of the likelihood ratio test follows a chi square distribution with p
degrees of freedom according to Prempeh (2009). The log-likelihood ratio is defined
as the difference between the deviance of the null model and model with explana-
tory variable(s).
Loglikelihood−Ratio = Dvnull −Dvp−1 (3.90)
where Dvnull is the deviance of the model with just the constant and D
v
p−1 is the
deviance of the model with p− 1 parameters.
Wald Test
The Wald test is the additional test that also can be used to evaluate the significance
of the individual parameters in the Surverylogistic Regression procedure. The ex-





where, β̂i is the regression coefficient estimates of the explanatory variables and
SE(β̂i) is the standard error of the corresponding regression coefficient estimate.
According to Rana et al. (2010), a squared value of the Wald statistics is chi-square
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The Wald statistic test has the following null and alternative hypotheses:
H0: βi = 0 , for i = 1, 2, ..., p
H1: Not all βi = 0 , for i = 1, 2, ..., p
If testing one parameter at a time, Wald statistic follows the χ2 distribution with 1
degree of freedom. The null hypothesis is rejected if the p-value < 0.05 = α, where
α is the level of significance. A regression coefficient estimates with a p-value of the
Wald statistic < 0.05 implies that the variable is important in the current model.
Akaikes Information Criterion (AIC)
Akaike’s Information Criterion (AIC) measures the quality of each model fit in the
survey logistic regression, compared to other models based on the final model. The
AIC can be used to select the best model. Akaike’s Information Criterion (AIC) is
useless when it is used to the isolated model but the best way to use it is to compare
different models. The formula for calculating AIC is:
AIC = −2L(β) + 2p (3.93)
where β is the number of parameters in the model, L is the maximum value of the
likelihood function and p is the number of parameter in the model.For generalized
logit model, p = k(m+ 1), where k is the total number of response levels subtracting
one and m is the number of explanatory effects. The AIC method is used to select
the best model in different set of data. A model with the smallest AIC value will be
the most preferable model to use for analysis.
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3.9 Statistical Computation Packages in R
All the imputations of the current research were done using mix package available
in R software. In particular, the package mix by (J. L. Schafer, 1997) was used to im-
pute missing values in St.Louis Risk Research Project to assess the effect of parental
psychological disorders on child development. The package mix is used because the
data set for cancer-medication has mixed (continuous and categorical) variables. In
this section, explain how the mix package works in R to impute missing values.
• The function → prelim.mix(x , p) performs preliminary data manipulations
for x - a matrix of incomplete mixed data. In which the continuous variables is
centered, scaled, and sorted by missingness patterns and categorical covariates
will be grouped and sorted in that data set. In fact this produces summary list
of different features in the given complete data matrix. The list produced above
will be used by defined functions like em.mix, ecm.mix, da.mix, imp.mix, etc.
• The arguments are : x - is the data matrix containing missing values and p
represent the number of categorical variables in matrix x. The rows of x cor-
respond to units of the observation for each variable, and the columns to vari-
ables. Missing values are denoted by NA inside the given dataset. Under data
augmentation algorithm mix package, categorical variables of matrix x must
be coded with consecutive positive integers starting with 1 in the data. In the
simple example, a binary variable must be coded as 1,2 not as 0,1.
More on data augmentation in R
1. By commanding function prelim.norm for multivariate normal models, and
constrained loglinear models, prelim.cat for saturated multinomial models or
prelim.mix for restricted and unrestricted general location models, to deter-
mine preliminary manipulations in the dataset, such as centering, scaling, and
sorting by missingness patterns on a matrix of incomplete data x.
2. Command function em.norm for multivariate normal models, em.cat for multi-
nomial models, ecm.cat for constrained loglinear models, em.mix for unre-
stricted general location models, and ecm.mix for restricted general location
models, to obtain the maximum-likelihood estimates of the parameters with
the incomplete data using the EM or ECM algorithm depending on the model
of interest. These parameter estimators of cell probabilities (if categorical vari-
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ables are present), means, and variance-covariances, will usually be used as
starting values of parameters for the iterative simulation functions da.norm,
da.cat, dabipf.cat, da.mix and dabipf.mix.
3. By commanding function da.norm for multivariate normal models, da.cat for
saturated multinomial models, dabipf.cat for constrained loglinear models,
da.mix for unrestricted general location models, or dabipf.mix for restricted
general location models, to reproduce single (one) or multiple (more than one)
iterations of a single Markov chain in a normal-inverted Wishart prior. The
functions listed in these step, pick parameter estimates from the posterior dis-
tribution of interest. The parameter estimates generated in this step will be
used by step (4) below to simulate missing values for imputations.
4. By commanding function imp.norm for multivariate normal models, imp.cat
for saturated multinomial models and constrained loglinear models, or imp.mix
for general location models (both restricted and unrestricted models), to im-
pute the missing observations of the data matrix x and its use the parameter
estimates obtain from previous step (3). The functions in these step will pro-
duce the complete data dataset with imputed missing values in it.
5. The multiple imputations can be performed using steps above (3) and (4) mul-
tiple times to simulate missing values.
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3.10 Mixed data methods of data augmentation
3.10.1 Introduction
In general, most of statistical analyses in practice contain both continuous and cat-
egorical typeS of variables in the data set. For example, especially in analysis of
variance, analysis of covariance, logistic regression with independent continuous
variables etc (J. L. Schafer, 1997; Allison, 2001). This chapter develops mathemat-
ical tools for incomplete multivariate matrix data containing both continuous and
categorical type of variables.
Figure 3.3 – The mixed dataset matrix with incomplete data
Missing values are denoted by question marks (?) on the above matrix dataset
shown in Figure 3.3 above. The multiple imputation algorithm for mixed data
(MIX) hold under MAR missing mechanism based on the general location model
(J. L. Schafer, 1997). This multiple imputation is formed by EM algorithm and Data
Augmentation process.
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3.10.2 The general location model
Definition
For the matrix covariate vector W = (K,V), which is recorded in n subjects is equal
to n×(p+q) matrix. LetK1,K2, ,Kp denote a set of categorical independent variables
and V1, V2, .., Vq denote a set continuous covariates and ki and vi denote the values
that respond to a vector K and V respectively, for subject i, where i = 1, 2, 3, ..., n.
The categorical data components of the vector K may be given in terms of p di-
mensional contingency table with C =
∏p
j=1 cj cells, where the possible values are
Ij = 1, 2, ., cj that Kj can take. The contingency table cells can be arranged accord-
ing to a linear order index by c = 1, 2, ..., C. The cell units can be expressed as
x = xc : c = 1, 2, ..., C, where vector x will be viewed as a multidimensional array.
Let D be an n× C matrix dimension with rows dTi , where i = 1, 2, ..., n and ”T” de-
note the transpose of a vector or matrix. However, dTi = Ec is a 1× C-vector indica-
tor containing a 1 if the units i belong into cell c contingency table, and 0 elsewhere.
Hence each row of D is missing unless all categorical variables are observed, , which




x1 0 · · · 0





0 0 · · · xc

This is true, since the sample units are assumed to be independent and identically
distributed. All relevant statistical information in matrix K is contained in x ,D or
DTD.
The general location model is defined for both continuous and categorical variables
mixed in the model by Olkin & Tate (1961). This is given by following equation
(x | π) ∼ S(n,π) (3.94)
where π = (π1, π2, ..., πc)T .
Let Ec be a C-vector matrix containing a 1 in the position of C and zeroes elsewhere
and conditional distribution of the certain row of V, given di = Ec, which is assumed
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to be ST (µc,Σ). Denoted as
(vi | di = Ec,µc,Σ) ∼ ST (µc,Σ) (3.95)
The marginal distribution of K is given by the equation (3.100) is a multinomial dis-
tribution which is represented by cell counts xc given cell probabilities πc = P (µi =
Ec). Where the sum of cell probabilities is equal to 1 for any i = 1, 2, 3, ..., n and
c = 1, 2, 3, .., C. The given equation above (3.101) denotes the conditional distribu-
tion of matrix V given K which is a multivariate normal distribution with a mean
matrix of C× q, which Is given by µ = (µ1, µ2, ...., µc)T . The mean µc is a vector that
correspond to cell c and Σ is a q×q covariance matrix that corresponds to continuous
variables in the model. The free number parameter is given by (C− 1) +Cp+ p(p+1)2
in the unrestricted model. Thus, the model of K given V can be classified as the
multivariate regression which is given by following expression
V = Dµ+ ε (3.96)
where a matrix ε is a n × q dimension that represent errors and the matrix with
rows that are independently distributed as N(0,Σ). In general, the parameters of
the general location model are
θ = (π,µ,Σ) (3.97)
The likelihood function
The likelihood function of the general location model can be written as the product
of the complete-likelihood of the multinomial and normal likelihood
L(θ | V) ∝ L(π | K)L(µ,Σ | K,V) (3.98)
















(vi − µc)TΣ−1(vi − µc)
}
(3.99)
where Fc is the subject that fall into the cell c and












So that the likelihood can be denoted as the linear in the sufficient statistics Z1 =
VTV,Z2 = DTV and Z3 = DTD.
The information about prior distribution
The application of a Bayesian method is convenient to simplify the problem of ML
estimates in the model. Then with the assumptions of independent prior distribu-
tions for π and (µ,Σ), we can be able to apply Bayesian method.
We use Dirichlet prior in the general location model, which is a conjugate prior for
the multinomial distribution, can be applied to the cell probabilities,
P (π) ∝ G(γ) (3.101)
where γ =
{
γ1, γ2, .., γC
}
is a vector of hyperparameters that can be defined before
estimation process. Noninformative priors can be used for both parameters µ and
Σ. If an uniform prior is applied to µ and Σ a standard noninformative prior to the
covariance matrix, then
P (µ,Σ) ∝ |Σ|
−(q+1)
2 (3.102)
However, the posterior distribution represents the product of independent multi-
variate normal distributions for independent means µ1,µ2, ...,µC given Σ and an
inverted-Wishart distribution (q−1) for Σ. Moreover, a multivariate normal distri-
bution for µ and an inverted-Wishart distribution for covariance matrix can be ap-
plied as informative priors as well. Further discussions about prior information are
shown in (J. L. Schafer, 1997).
The multiple imputation for missing in mixed variables.
The predictive distribution of the missing data given the observed data is used when
there are missing data in categorical variables K and continuous variables V, since
mix package consider both variable types. The categorical variables can be split
into two parts, which is ki,ov and ki,mv. These vectors represent the values of the
observed and missing observations for subject i and also vi,ov and vi,mv denote the
vectors of values of the observed and missing that correspond to continuous vari-
ables for units i.
Let Ovi(k) represent the subset of the observed data that correspond to categorical
variables, and Mvi(k) represent the subset of the missing values that correspond to
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categorical variables in the model. However, the predictive probability of falling cell
k given the observed values is






Over the cells k that the observed part that correspond to categorical variables for
subject i (ki,ov) belong to the element of Ovi(k). Where ε∗k,i represent the value of









µk,i,ovvi,j + logπk (3.104)
where µk,i,ov and Σk,i,ov are the subvector of mean and sub-matrix of covariance
in cell k of the continuous variables vi,ov for subject i,µk,i,ov is the k, jth element of
µk,i,ov , and Ovi(v) is the subset of (1, ..., k) corresponding to the variables in vi,ov.
The predictive distribution and sweep
Little & Schluchter (1985) show that the discriminant ε∗k,i and the multivariate re-
gression parameters of vi,mv on vi,ov can be determined by the method of a single
application sweep operator. In the general location model the parameters can be






, where P is a C×C dimension matrix with some elements inside which are denoted
as pk = 2logπk on the diagonal and 0′s everywhere. If we sweep this unknown
parameter θ matrix that correspond to vi,ov in the location of Σ , then the matrix can








, where pk,ov = −µTk,i,ovΣ
−1
k,i,ov + 2logπk are the diagonal elements of Pov that corre-
sponding to cell k.
The EM algorithm: The EM algorithm is a method used to compute maximum like-
lihood estimates (MLEs) in the general location model with both categorical and
continuous variables. However, we general use MLEs that are obtained from using
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EM algorithm as starting values of parameters for data augmentation technique. As
it is shown above, the complete-data loglikelihood is a linear function of the suffi-
cient statistics, Z1 = VTV,Z2 = DTV and Z3 = DTD
The MLEs of the unknown parameters θ = (π,µ,Σ) under the unrestricted model
are define as follows
π̂ = n−1x (3.105)
µ̂ = Z−13 Z2 (3.106)
Σ̂ = n−1(Z1 − ZT2 Z−13 Z2) (3.107)
The M-step can be determined by simply calculating the above equations (3.111) to
(3.113) by using the mean versions of Z1,Z2 and Z3. This means that there is no need
to for sufficient statistics themselves. Under the E-step of the algorithm, the only
complicated part is, where we have to find the conditional expectation of Z1,Z2 and
Z3 given xov and the parameter θ.
The E-step:
Step 1: We first consider the expectation of the diagonal elements of Z3. Notice that
the elements of di are Bernoulli indicator of di = Ek, for all cells in k. However,
their expectations are predictive probabilities given by equation (3.109). Then, the
expectation of di can be determined by using the following steps.
1. Firstly, we sweep the updated matrix θt that corresponds to positions of vi,ov
in order to obtain the updated parameters of the observed data at tth iteration
θt.
2. We calculate the discriminant ε∗k,i for all cells k for which ki,ov ∈ Ovi(k) given
vi,ov and θtov.








The equation (3.114) gives predictive probabilities, which are more useful in deter-
mining the expectation of Z2.
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Step 2: Compute the expectation of Z2 based on the predictive probabilities and row




i . The expectation of Z2 can be
defined as follows
E(dk,ivi |Wov, θ) = πk,i,ovvk,i,ov (3.109)
where
dk,i =
1 if unit i fall into cell k0 if unit i does not fall into cell k
and vk,i,ov is the predicted mean of vi given vi,ov given the unit i falls in cell k. The vk,i
is separated into two parts, which is observed and missing data part. However, the
parts that correspond to observed part (vi,ov) are the same vi,ov, whereas the missing
part vi,mv are the values that are predicted from the multivariate regression of vij,mv
conditional to vi,ov within cell k.
vk,ij =
vij if j fall into subset ofOvi(k) within cell kµk,j,ov +∑l∈Ovi (k) σjl,ovvil if j fall into subset ofM vi(k) within cell k
where σjl,ov is the (j, l)th element of Σov.
Step 3: Computation of the expectation of the sufficient statistics Z1 based on the
predictive probabilities can found by finding the expectation of the sum of squares




i . Consider the matrix of the suf-
ficient statistics Z1, then the (j, l)th elements in the matrix Z1 is given by
∑n
i=1 vijvil.





then,the expectation of single element vijvil is expressed as follows
E(vijvil | xov, θ) =
∑
Mvi (k)
πk,i,ovE(vijvil |Wov, θ, dk,i = 1), (3.111)
where the sum is taken over cells k for which Ovi(k) concur with ki,ov. The expecta-
tion of sufficient statistics Z1
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E(vijvil |Wov, θ, dk,i = 1) =

vijvil if both vij and vil observed
vijvk,il,ov if vil is missing and vij is observed
vk,ij,ovvk,il,obs + σjl,ov if vij and vij are both missing
M-Step: The maximization step is achieved after obtaining the expectations of the
each sufficient statistics Z1,Z2 and Z2 given the observed variables and updated
parameters θt in the Expectation step. The maximization step is performed by using
(3.111)-(3.113) to compute the updated estimate of θt+1.
The data augmentation algorithm: The data augmentation is a Markov Chain Monte
Carlo technique for reproducing posterior distribution to draws a general location
model parameters, given the matrix of both categorical and continuous variables
with missing data. In the imputation step (I-step), we first use the predictive distri-
bution of the missing values given observed data to generate missing values, then
the values are drawn from the predictive distribution are used to impute missing val-
ues. This allows us to compute the complete sufficient statistics (Z1,Z2,Z3). Once
we have complete data, then we can do the following step which is called posterior
(P-step). In the P-step, an updated parameter θ is drawn from posterior distribu-
tion given complete data from previous I-step. The first step, which is called I-step
includes two steps. We first draw missing data xt+1i,mv for unit i from the predictive
distribution of missing values xi,mv given xi,ov and the updated estimate of θ is given
by θt.
First step: we draw dt+1i from predictive distribution given vectors of the values of
observed data ki,ov ,which is the element of the observed parts of categorical vari-
ables in the model Ki(k). This distribution follows the multinomial distribution with
cell probabilities given by equation (3.109).
Second step: we drawn vt+1i,mv given d
t+1
i and the vector of values of observed data
in the observed parts of the continuous variables vi,ov is actually based on the mul-
tivariate regression of vi,mv regression on vi,ov. The conditional distribution of vi,mv
given observed data ,di and updated parameter θt is given as a multivariate normal
distribution with means
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According to Schafer (1997), the covariances of the model is determined by Cholesky
factorization which means that vk,ij,ov is simulated from the vt+1i,mv.
The second step, which is called P-step includes three steps to draw the updated
estimate θt+1 = (πt+1,Σt+1,µt+1). This estimates are drawn from their posterior
distribution, given the complete version of sufficient statistics Z1,Z2 and Z3 from












Therefore, the posterior distribution of parameter are given following distributions
π |W ∝ F (γ + x) (3.114)
Σ | π,W ∝ Q−1(n− C, (ε̂T ε̂)−1) (3.115)
µk | π,Σ,W ∝ N(µ̂k, x−1k Σ) (3.116)
for c = 1, 2, 3, ..., C ; where
µ̂ = (DTD)−1DTV (3.117)
ε̂ = V −Dµ̂ (3.118)
If any cell count xc is zero, the matrices D and DTD will have deficient rank, and
(3.123) will not be defined. In this case, the posterior distribution will be improper
due to the inestimability of µk. When this occurs, an analysis under this prior may
proceed by omitting the inestimable parameters µc from the model.
Step 1: We first start by drawing new πt+1k for each cell k from the standard gamma
distribution with shape parameters xk + γk, where γ = (γk) is an array of hyperpa-
rameters that can be specified; xk is the diagonal element of Z3.
Step 2: We draw the updated Σt+1 from an inverted-Wishart distribution with (n−
C) parameters in the model and (ε̂T ε̂)−1; where ε̂T ε̂ is equal to Z1 − ZT2 Z−13 Z2.
Step 3: Then, we draw the updated parameter of mean µt+1k from normal distribu-
tion with mean µ̂k = Z−13 Z2 and variance x
−1
k Σ. The algorithm iterate until it reach
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convergence.
3.10.3 The Restricted general location model
The restricted general location model is the one of the models in Bayesian data aug-
mentation, used when the number of categorical variables p grows in the model,
since C and C × q become very large as p variables added in the model. The un-
restricted general location model only works adequately if the number of subjects
n in the model is large compared to the number of free parameters given by (C −
1) + Cq + q(q+1)2 according (J. L. Schafer, 1997). Under the mixed data problem in
application, the restricted model is more desirable since most of the variables are
categorical in practice. Under the restricted models, the model is restricted using the
loglinear models for cell probabilities and to linear models within-cell means .
The loglinear models for cell probabilities
The loglinear constraints is applied to the cell probabilities in order to put constraints
within cell probabilities π. The loglinear models for putting constraints within the
cell probabilities π is given by
logπ = Hλ (3.119)
where H denote a user-specific matrix. The contingency table of the categorical vari-
ables is cross-classified by k1, k2, ....., kp, and the user-specified matrix H that will
show the structure containing main the effect for categorical variables and interac-
tions within them. The first components of λ which is the intercept is not a free
parameter especially when the first column of the user-specified matrix H. If that is
the case, the normalizing constant that scales cell probabilities π is summing to 1.
The total number of the free parameters of the loglinear models has a rank (H)− 1.
The linear models within-cell means
The basic idea here is that, we can discuss how to put constraints on the within-cell
means µ of the continuous variables such that matrices D and DTD will have ade-
quate rank and posterior distribution will be proper. Under the unrestricted general
location models, the conditional distribution of V given K is stated by the multivari-
ate regression model given by
V = Dµ+ ε (3.120)
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where D is n × C matrix of dummy indicators that shows the cell location c =
1, 2, 3, ..., C. Now we can impose the restriction within cell means µ,then µ become
µ = Bβ̂ (3.121)
for some free parameter β. Let B be a C × r design matrix and u = B × Γ, where Γ
denote r × q matrix under the assumption that the rank(B) = r 6= C. Now this only
means that we can only estimate r × q dimension of the matrix Γ instead of C × q
dimension of the mean µ. The constrained general location model also allows the
means µc to move freely from cell to cell, but the only change is that each column
in the continuous variables of the matrix µ and is bounded in the linear subspace
with r-dimensional around Rc spanned by columns of matrix B. The new regression
model becomes
V = DBβ + ε (3.122)
with the reduced number of regression coefficients in the free parameter β. The
special case of general location model can be obtained by saturating the loglinear
model for Dirichlet distribution with hyperparameters and letting matrix B = IC×C
(identity matrix). The regression coefficients are estimable if the contingency tables
for categorical variables contains no random zeroes but if it does contain zeroes, it
may still be estimable just because estimability depends on the rank of UB instead
of U itself. These only holds under the assumption that
rank(B) = rank(DB) = r (3.123)
The likelihood inference of the restricted models
Under restricted models,we have two types of restrictions that we can apply on the
models. The first restriction is the loglinear restriction on cell probabilities π and the
linear restrictions within-cell means µ. Let the joint unknown parameter space for
θ = (π,µ,Σ) and the individual space for the product of π and (µ,Σ) can be ob-
tained on the above restrictions. The problem with the joint likelihood for parameter
θ is that maximization and the estimate for maximum likelihood for cell probabili-
ties can be determined by using conventional IPF.
In the restricted model, we usually apply the marginal distribution to cell probabil-
ities which allows us to separate factors in the full likelihood in the given model.
The estimate for µ and Σ can be obtained from the least-squares regression for the
reduced model V = DBβ + ε, which generates the estimates for β̂ and Σ̂. Thus,
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β̂ = (BTDTDB)−1BTDTV (3.124)
= (BTZ3B)−1(BTZ2); (3.125)
and
nΣ̂ = (V−DBβ̂)T (V−DBβ̂) (3.126)
Z1 − ZT2 B(BTZ3B)−1(BTZ2) (3.127)
The ML estimate of the cell means µ is given by µ̂ = Bβ̂ and the covariance matrix
will uses the unbiased estimate n(n− r)−1Σ̂ instead of Σ̂.
Under the Bayesian inferences the restricted model may be implemented to the in-
dependent product of prior distributions for unknown parameter set π and (µ,Σ).
These independent parameter set π and (µ,Σ) remain independent even under the
complete-data posterior distribution. General location model can be obtained by sat-
urating the loglinear model for Dirichlet distribution with hyperparameters. How-
ever, we can define the proir distribution to be a constrained Dirichlet prior to be





where values of π hold under the loglinear constraints.The posterior density for the
full data can be constrained using Dirichlet with the new hyperparameters ′γc =
γc + xc.
The inferences for β and Σ under a noninformative prior
The multivariate regression model under the Bayesian inference is given by f(β,Σ |
W). The likelihood function for Σ and β is given by






















where β̂ is the estimated coefficients matrix, Y = (BTDTDB)−1 and ε̂ = V−DBβ̂ is
the estimated residuals. The following symbol ⊗ defines the Kronecker product;
Σ⊗ Y =

σ11Y σ12Y · · · σ1qY





σq1Y σq2Y · · · σq,qY

The quantity (β − β̂)T (Σ ⊗ Y)−1(β − β̂) will be meaningful if the columns of β
and β̂ are stacked to form a vectors with the length of rq. We continue to apply an
improper uniform prior to β and Jeffreys prior for parameters given Σ that is ,
P (β,Σ) ∝ |Σ|−
(q+1)
2 (3.131)
The combination between the joint prior density (3.365) with the likelihood function
(3.263) and also use the Kronecker products between β and Σ,
|Σ⊗ Y| = |Σ|r|Y|q, (3.132)
Therefore, we can get the updated posterior density function which is expressed as
follows

















and the following posterior distribution of the product of multivariate normal den-
sity for β given Σ and an inverted-Wishart density for Σ,
P(Σ | K,V) = K−1(n− 4, (ε̂T ε̂)−1) (3.134)
P(β | Σ,K,V) = N(β̂,Σ⊗ Y), (3.135)
and Σ and Y is the Kronecker product of Σ and Y (M. Anderson, 2010).
According to (J. L. Schafer, 1997), data augmentation can be used in different multi-
ple imputation softwares such as a multivariate normal models, multinomial mod-
els and general location models to impute missing observations for different types
of variables. J. L. Schafer (1997) shows that these algorithms can be implemented
under continuous variables, categorical variables and mixed (continuous and cate-
gorical) variables respectively and also prove that this model only holds under the
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assumptions of ignorability; that is, missing observations occur at random (MAR).
The descriptions of this model can be found in J. L. Schafer (1997). In this study, we
applied the unrestricted general location model since our variables are both categor-
ical and continuous variables.
To apply unrestricted general location model to incomplete mixed data above, the
software started by using the EM algorithm to compute the maximum likelihood
estimates for each cell probabilities, the cell means, and the covariances. EM al-
gorithm may be used as starting points simulation step iteration in the algorithm.
Thus, the software starts to apply the iterative simulation technique in the loop to
reproduce one or more iterations of a single Markov chain. The iterations simulated
consists two steps which is I-step and P-step. In the I-step the random imputation
for both missing in categorical and continuous data are drawn from the predicted
multinomial distribution and multivariate normal distribution, respectively, with
the current estimate of the parameter in the model. The restricted general location
model is very useful when n is large compared to number cells in the given data
set. The unrestricted general location model has (C − 1) + Cp + p(p+1)2 free param-
eters and it became difficult to compute C × p estimate as a number of categorical
variables p increase in the model. The Bayesian Iterative Proportional Fitting (BIPF)
algorithm is used to reduce the number of the parameters needed to estimated in the
general location model (J. L. Schafer, 1997) . In application, the package mix is used
in R software that was developed by J. L. Schafer (1997), which can be downloaded
from cran. In the mix library, the general model location data augmentation uses the
function da.mix and BIPF algorithm for the restricted general location model use
dabipf.mix function.
3.11 Imputation Analysis
3.11.1 Missing values imputation for mixed data
All the data augmentation that exist in statistics holds under the assumption that
data are MAR, according to (Allison, 2001; McKnight et al., 2007), other missing
data mechanisms such as MCAR can also be assumed if the objective is to compare
the performance of data augmentation algorithm under different rates proportion
of missingness. This study aimed to determine the performance of data augmenta-
tion algorithm under different rates proportion of missingness in terms of bias in the
estimated regression coefficients and standard errors of the regression coefficients,
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when data is missing at random, missing completely at random or missing not at
random on the covariates in the regression models. The MCMC data augmenta-
tion algorithm simulates pseudo-random values and replaces each missing value by
adding missing data on the observed data, so that will be easier to analyze data with
missing values. The data augmentation can be implemented in solving or simulat-
ing missing values so that we can be able to compute full posterior distributions of θ
(Tanner & Wong, 1987). There are many statistical software packages on which data
augmentation analysis can have done such as R, SPSS, STATA, and SAS. The unre-
stricted general location model to incomplete mixed data can be applied to cancer
medication data since it consists of categorical and continuous variables. Then, the
software package mix in R applies the iterative simulation method to reproduce one
or more iterations of a single Markov chain algorithm. The iteration is made up two
steps, which is I-step and P-step(J. L. Schafer, 1997). In I-step the random imputa-
tion for both missing categorical and continuous data are drawn from the predicted
multinomial distribution and multivariate normal distribution, respectively, using
the current parameter estimate in the model.
The data augmentation model for mixed data including the analysis model covari-
ates and dependent variables of interest, the variables were associated with miss-
ingness on the explanatory variables to be imputed and the dependent variables are
not allowed to have any missing values (dependent variable must be complete). The
binary regression models with no missing data were fitted and the results were com-
pared to the models estimated using data sets with imputed missing data and the
completed (observed + imputed) data sets using data augmentation method.
To impute this, explanatory variables with missing data problems using data aug-
mentation algorithm, the Tanner & Wong (1987) method for mixed data set was uti-
lized. That is, the dependent variable must be completed and they must be coded
with consecutive positive integers starting with 1. For example, a binary variable
must be coded as 1,2 rather than 0,1 before being imputed. Thus, the levels variables
of Working for a wage (Yes, No) were included in the imputation model, treating
No as a reference category. Assuming that WW denotes the levels of Working for a
wage to be imputed, the following logistic regression model was estimated for each
working for wage dichotomised category:
WW = β0 + β1D + β2E + β3G+ ε (3.136)
where βi denote the survey logistic regression estimates and D,E,G and ε denote
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gender, living area, age and error term respectively. The WW can be imputed in-
clude the effect of gender, living Area, age. For variable Age was included in the
imputation model, this explanatory variable is a continuous variable. Let that AG
denote the Age to be imputed, the following logistic regression model was estimated
to determine the parameter estimates:
AG = β0 + β1H + β2E + ε (3.137)
where βi denote the survey logistic regression estimates and H , E and ε denote
gender,living area and error term respectively. The MAR assumption, the missing
values were created such that missingness depended on whether a cancer patient
was using a cancer medication or not. Although this variable is excluded from the
analysis model but is related to missingness such as Gender, Living Area, and Age
are included in data augmentation model as missing auxiliary variables. When data
under the data augmentation method were defined as MCAR, then all these vari-
ables are related to the dependent variable (cancer medication intake) that was used
in the model.
In the above we mentioned that, this study was utilized by using a South African
(GHS2015) data set, which is a survey that is complicated with a complicated sam-
pling design and weighting procedure of the data involved, that must be taken into
consideration during the analysis, since it has some effect on the results. Generally,
in survey sampling, all the units do not have the same probabilities to be included
in the sample. With complicated survey data sets, these probabilities are computed
and used to calculate the sample weights. As an example, consider a population for





where vi represent the observed values of V and wi is the weight that depends on
the probability that the unit i will be included in the sample. The weight, in this
case, is the inverse selection probability and it represents the number of individuals
in the target population represented by sample unit i (Levy and Lemeshow, 2013).
As noted by Levy and Lemeshow (2013), ignoring the sample weights during the
analysis results in more biased estimators than weighted estimators.
The sample has a small portion of the respondent population in a survey of inter-
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est. The weighted sample data, it improved estimators of the model to be more
closer to the target population estimators. There are several studies that reveal that
when survey datasets contain weight variables, weighted sampled outputs are cho-
sen mostly since they produce fewer bias estimates than unweighted outputs (Korn
& Graubard, 1995). ). The outputs of the survey logistic regression model in this
study were based on the weighted data sets to give parameters of the model that
has unequal probabilities of selection for each sample unit in the cancer medication
data. The data augmentation algorithm was performed using the R, with the pack-
age called mix for mixed data set was used to perform imputation of missing data.
The other software such as SAS 9.4 and R were used to do data preparation like
creating the proportion rates of missingness and imputation analysis. Data analysis
was done by SAS 9.4 for model fitting and graphics were determined in Power BI, R
and SAS 9.4.
3.11.2 Measurement of model performance
The survey logistic regression models with the baseline data set were first estimated
to get the values of the survey logistic regression coefficients (true coefficients of
the complete data) and their corresponding standard errors to each variable in the
model. The outcomes from the baseline data regression model were considered
as true results that are considered as a benchmark of outcomes from the imputed
data sets and data sets with missing values. Then survey logistic regression models
with the data sets with missing values and imputed datasets using Data Augmen-
tation algorithm were estimated and the results (in terms of bias and standard er-
rors estimates) were recorded. To judge the performance of the data augmentation
algorithm, these estimates were considered in the results section. They were com-
pared for each data set to assess the performance of the Complete data and imputed
missing values on the different rates of missingness when data was arbitrary MAR,
MCAR or MNAR on working for wage and age variables, and treated as explana-
tory variables from the cancer medication data set. However, according to these
Tanner & Wong (1987), larger numbers of imputations are required if the objective
is to compare different proportion rates of missingness imputation models that cor-
respond to the specific proportion or to obtain stable and less unbiased estimates.
To obtain sufficient accuracy while comparing different proportion rates of missing-
ness, this study used 50 imputations for each data set with missing values, which
resulted in 50 different imputed simulated versions of complete data sets. Each im-
puted data set was analyzed separately using data augmentation algorithm, and the
estimates of standard errors were produced using binary survey logistic regression
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model under each data set.
Relevant performance measures in the missing data evaluation
When comparing performance of estimates of missing data mechanism (MCAR,
MAR and MNAR) under 1%, 5%, and 10% of missing percentage of observations.
Within each condition, the performance of the model was evaluated by computing
raw bias, Cox and Snell R2, and root-mean-square error (RMSE). The proportion of
significant effects was examined for estimates that were zero in the population; this
is the observed Type I error rate. Raw bias is simply the true value (θ) subtracted
from the corresponding estimate (θ̂)
Parameter Bias = θ̂ − θ (3.139)
The bias of standard deviation is given by following calculation
Standard DeviationBias = σθ − sθi (3.140)
Cox and Snell(1989,pp. 208209) propose the following generalization of the coeffi-








where L(θ) is the likelihood of the intercept-only model, L(θ̂) is the likelihood of
the specified model, and n is the sample size. and is simply raw bias scaled as a
percentage of the population parameter. In addition, the mean square error of the






and because it is in the same metric as the data, it can be interpreted as representative
of the size of a typical error. RMSE is not strictly a measure of bias; rather it takes into
account the variance of the errors and the mean error, so RMSE will not necessarily





This chapter presents the results based on the cancer-medication data sets for the
complete data set and imputed datasets under different proportion rates of missing
data, when data are missing at random, missing completely at random or missing
not at random. Three sections are covered under this chapter. The first section of this
chapter (Section 4.1) provides an overview of the results of this chapter. The second
section (Section 4.2) presents the results of the analysis of complete data (without
missing data) such as descriptive statistics, fitting the logistic regression model, data
visuals and some tests (Normality test, Chi-square test). The third section (section
4.3) represented the different models when the proportion rate of missing data is 1%,
5% and 10% , when data are missing at random, completely at random or missing
not at random scenarios on two covariates (Working for a wage, Age). The estimates
of bias and standard errors in the regression coefficients obtained using the com-
plete data or Bayesian data augmentation under different proportion rate of missing
data, when the data is missing at random, completely at random or not missing at
random are presented. The results model diagnostics obtained in the survey logistic
regression model and comparison of the results of complete data and imputed mod-
els are also provided in this section. The relevant performance measure calculations
were performed such as Raw bias, coefficient of determination(R2) and Root Mean
Square Error (RMSE) to evaluate missing data problem.
101
4.2 Analysis of complete-data
4.2.1 Descriptive statistics for complete-data
Of the target population, 194 cancer patients were randomly selected in the study.
The graph below shows that the majority (90.21%) cancer-patients uses cancer med-
ication while only (9.79%) dont use cancer medication. The descriptive bar graph is
given below (Figure 4.1).
Figure 4.1 – The Bar chart of the intake of cancer-medication in South Africa, 2015
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Summary of the descriptive statistics from cancer-medication data
The following table indicates descriptive statistics and summary statistics of vari-
ables related with the dependent variable.




1. Yes 175 90.21%
2. No 19 9.79%
Independent Variables:
Wage
1. Yes 42 21.65%
2. No 152 78.35%
Gender
1. Male 79 40.72%
2. Female 115 59.28%
Area of living
1. Urban 150 77.32%
2. Rural 44 22.68%
The Table 4.1 above shows the descriptive statistics of the original data of the cancer
medication. The respondents response on cancer medication is whether a person
uses cancer medication or not. The table which shows the respondents categorized
according to gender, indicates 59.28% are female and 40.72% are males.Thus the ma-
jority of respondents are female.The working for wage is also an important factor
that affects the use of cancer medication. Based on the above table, 21.65% are work-
ing for wage. While 78.35% are not working for wage. The above table also shows
that most of the people who responded on the survey, 77.32%, came from urban ar-
eas and 22.68% came from rural areas.
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Table 4.2 Summary statistics for original data Age
Variables Mean Standard deviation Median IQR
Age 57.49 13.605 58 19.75
The variable Age on original data set has mean of 57.49, median is equal to 58, in-
terquartile range is 19.75 and standard deviation is equal to 13.605 under the ob-
served data of sample size n = 195. This estimate shows values has a sufficiently
strong central tendency, that is, a tendency to cluster around some particular values
or not.
Table 4.3 Frequency distribution of cancer-medication in household survey of South
Africa 2015
Variables Category Yes No Total
Count Row N% Count Row N% Count
Gender Male 68 86.08% 11 13.92% 79
Female 107 93.04% 8 6.96% 115
Area of living Urban 135 90.00% 15 10.00% 150
Rural 40 90.91% 4 9.09% 44
Working for wage Yes 38 90.48% 4 9.52% 42
No 137 90.13% 15 9.87% 152
The Table 4.3 above shows descriptive statistics and summary statistics of Gen-
der, Area of living and Working for wage variables related to the cancer medica-
tion intake (dependent) variable. Respondents response are categorized according
to gender, (93.04%) of the female are using cancer medication, whereas, (6.96%) of
females are not on cancer medication. The results in contingency table also show
that (86.08%) of males are using cancer medication and (13.92%) are not using can-
cer medication. Area of living is also considered as an important factor that affects
intake of cancer medication in S.A. Based on the above table, (90.00%) of cancer
patients who were interviewed come from the urban areas are using cancer medica-
tion, whereas (10.00%) are not using cancer medication. While (90.91%) of those who
are from rural areas are using cancer medication and (9.09%) are not using cancer
medication. For working status, (90.48%) of cancer patients who are working for a
wage is using cancer medication and (9.52%) are not using cancer medication. While
(90.13%) of people who are not working for the wage is using cancer medication to
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heal cancer chronic, whereas (9.87%) of those are not using cancer medication.
4.2.2 Bivariate analysis of cancer-medication intake
The use of bivariate analysis is the main feature of the descriptive analysis in this
study. Bivariate analysis was used to describe the relationship between cancer med-
ication intake and gender of each individual in the dataset and other variables. The
bivariate analyses incorporated with the hypotheses testing performed helps to pro-
vide a preliminary explanation of cancer medication intake in South Africa.
Table 4.4 Results of test association between predictors and the Intake cancer-
mediation
Variables Value DF p-value
Gender 1353.064 1 <.0001
Working for wage 145.809 1 <.0001
Area of living 125.738 1 <.0001
From the Table 4.4, we observe that the predictors are associated with intake of
cancer medication.
Gender
The study shows that the gender is an important risk factor in answering the ques-
tions about cancer and cancer medication intake. Table 4.4 summarizes results of the
differential analysis of cancer medication according to gender. The Chi-square test
χ2 = 1353.064(p-value <.0001 < 0.05) reveals a statistically significant association
between gender and cancer medication intake.
Working for wage
The chi-square test χ2 = 145.809 (p-value <.0001 < 0.05) brought evidence of a




The chi-square test χ2 = 125.738 (p-value <.0001 < 0.05) brought evidence of a sta-
tistical significant association between cancer-medication intake and Area of living.
In conclusion : It is observed from the table above gender, working for wage and
area of living are individually significant associated with the intake of cancer med-
ication at 5% level of significance comparing with p-values in Table 4.4 above and
each of the other factors have not be controlled for. It is important to note this as the
significance between working for wage and intake of cancer medication changes in
the multivariable analysis after controlling for all the factors.
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4.2.3 Multivariable statistics for complete-data
The Survey logistic Regression Analysis
The survey logistic regression was fitted to cancer medication data. The analysis
was done using the proc survey logistic procedure in SAS R©software version 9.4
(SAS Institute Inc, 2009). The result of the binary survey logistic regression model
represented below in Table 4.5 for original data estimation of cancer medication
intake in South Africa. The patients that taking cancer medication assigned a value
of 1 if the patients do not use cancer medication is assigned a value of 2. The Survey
logistic regression model was used to modelling the probability of a patient taking
cancer medication. The Since the data is binary we use reference category to compare
the values with the other categories of the given variables. Our interest is to estimate
the regression estimates for fitted model for each dataset.
Table 4.5 Survey logistic regression that predicts original data for cancer-medication
chronic
Parameter DF Estimate Standard error Pr >|t| exp(Estimate)
Intercept 1.2889 1.2970 0.3216 3.629
Gender (ref: Female)
Male 1 -0.7891 0.5110 0.1242 0.454
Wage (ref: No)
Yes 1 0.0178 0.6958 0.9796 1.018
Area of living (ref: Rural)
Urban 1 -0.1559 0.6759 0.8178 0.856
Age 1 0.0257 0.0210 0.2210 1.026
Test F-Value df p-value
Overall model evaluation
Likelihood 0.99 4 0.4138
Score test 1.26 4 0.2864
Wald test 1.21 4 0.3083
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Reporting and Interpreting of Survey logistic Regression Results
The parameter estimates are obtained by using maximum likelihood estimation method
with 95% Walds confidence limits as is shown in Table 4.5 above. There is a negative
estimate for the variable Area of living and Gender which means that this variable
negatively influences the probability of Cancer medication intake in South Africa ac-
cording to the reference category. Since the response variable of interest is dichoto-
mous (taking cancer medication or not), a survey logistic procedure was used to
identify the factors that has an effects on the patient’s cancer medication intake and
modelling the probability of taking cancer medication. Survey logistic regression
procedure describes the relationship between the binary response variable and a set
of explanatory variables. The interpretation of results is given in the form of odds
ratios. For continuous explanatory variables, the odds ratio is for a 1-unit increase
of the corresponding variable, for categorical variables the odds ratio is between the
corresponding category and the reference category. The highest odds ratios were
obtained for Wage and Age. The most of the odds ratios were approximately to or
greater than 1 except the variable Gender.
Focusing on Gender, where Females has been used as a baseline for making a com-
parison, Gender (being a Female) seems to have an effect on the cancer medication
intake. The effect of gender is insignificant. The odds of Male taking cancer med-
ication were 0.454 times less compared to Female (Coefficient= -0.8958, OR=0.454
and p-value 0.1242). The odds for people who working for wage increases by 1.018
times more as compared to those who are not working for wage (Coefficient= 0.0178,
OR=1.018 and p-value=0.9796). This shows that the effect of working for wage is
insignificant since the p-value> 0.05. The association between Wage and Cancer-
medication is insignificant since ( p-value=0.9796>0.05) and (95% CI: -1.3546,1.3902).
The odds of cancer-medication intake people to came from Urban is 0.856 times less
likely than person come from urban compare to rural area. The effect of the Area of
living on Cancer-medication is insignificant since (p-value=0.8178> 0.05). Based on
the model, the factor change in odds of Age=1.026. An increase of year as the Age
of an patient was recorded in years, the odds of using cancer-medication change the
factor of 1.026, holding all other covariates constant (Coefficient=0.0257, OR=1.026,
p-value= 0.2210). The effect of the Age on Cancer-medication is insignificant since
(p-value=0.2210> 0.05)
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Tests of individual predictors of the model
The Likelihood Ratio test was used to evaluates the significance of the joint effect of
all the variables in the Survey logistic regression procedure. Since (p-value> 0.05) of
the Likelihood ratios of the original model, and insignificance of the likelihood ratio
test means that the joint of the variables in the full model is insignificant than just
the intercept model.
The Wald test is used to evaluates the significance of the joint effect of all the vari-
ables or individual variable in predicting the probability of taking and not taking
cancer medication in the Survey logistic regression procedure. Since (p-value> 0.05)
of the Wald statistics of the original model, and insignificance of the Wald test means
that the joint of the variables in the full model is insignificant than just the intercept
model.
4.2.4 Assessment of normality in the variable (Age)
Q-Q plot and Histogram
Figure 4.2 – The Q-Q Plot and Histogram for variable Age
The distribution of the variable (Age) in the data is quite symmetric as it shown in
the histogram above and Q-Q plot indicate some few outliers on the tails.
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Shapiro-Wilk test
The Shapiro-Wilk test for normality of the distribution especially for continuous
variables. The null hypothesis for Shapiro-Wilk test is that the data is normally dis-
tributed and against the alternative that the data is not normally distributed. Un-
der the assumption that the level of significance α = 0.05 and then if the p-value
< α = 0.05, then we reject the null hypothesis. If the p-value > α = 0.05, then we do
not reject the null hypothesis.
Table 4.6 Shapiro-Wilk normality test for Age
w p-value
0.98647 0.6031
The Table 4.6 above shows that the value of W = 0.98647 is closer to 1. Since the
level of significance is assumed to be α = 0.05 but the p-value is greater than α =
0.05(0.6031 > 0.05). We do not reject the null hypothesis that the data is normally
distributed.There is insufficient evidence to reject H0, then we can conclude that the
data came from the normally distributed population.
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4.3 Analysis of missing data imputation
4.3.1 Assessment of normality of the variable (Age)
Normal probability plot (Q-Q plot)
The Normal probability plot is the graphical method for assessing whether a data set
is approximately normally distributed. The data is plotted against a theoretical nor-
mal distribution in such a way that the points should form an approximate straight
line. If the points depart from this straight line it indicates departures from normal-
ity.
Figure 4.3 – 1% MCAR Imputation: The Q-Q Plot and Histogram for variable Age
The distribution of the variable (Age)under 1% MCAR imputed in the data is quite
symmetric as it shown in the histogram above and Q-Q plot indicate some few out-
liers on the tails.
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Figure 4.4 – 1% MNAR Imputation: The Q-Q Plot and Histogram for variable Age
The distribution of the variable (Age) under 1% MNAR imputed in the data is quite
symmetric as it shown by histogram above and Q-Q suggest that the data point fit
to the straight line except in the tails.
Figure 4.5 – 5% MCAR Imputation: The Q-Q Plot and Histogram for variable Age
The distribution of the variable (Age)under 5% MCAR imputed in the data is quite
symmetric if we look at the the histogram above and the points in the Q-Q plot fall
on the straight line through first quantile, second quantile which indicate that data
might be normal except on the upper tail of the distribution.
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Figure 4.6 – 5% MNAR Imputation: The Q-Q Plot and Histogram for variable Age
The distribution of the variable (Age) under 5% MNAR imputed in the data is quite
symmetric as it shown by histogram above and Q-Q suggest that the data point fit
to the straight line except in the tails move away to the line.
Figure 4.7 – 10% MCAR Imputation: The Q-Q Plot and Histogram for variable Age
The plot of residuals for variable (Age) suggest that the observed circles all lie quite
close to the line , close enough to conclude that this data comes from normal distri-
bution. The distribution of the variable (Age) under 10% MCAR imputed in the data
is quite symmetric as it shown by histogram above and Q-Q suggest that the data
point fit to the straight line except in the tails move away to the line.
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Figure 4.8 – 10% MNAR Imputation: The Q-Q Plot and Histogram for variable Age
The distribution of the variable (Age) under 10% MNAR imputed in the data is not
symmetric as it shown by histogram above and the Q-Q suggest that the data point
fit to the straight line and the distribution of Age might be not normally distributed
at 10% MNAR data imputation.
Figure 4.9 – MAR Imputation data: The Q-Q Plot and Histogram for variable Age
The plot of residuals for variable (Age) suggest that the observed circles all lie quite
close to the line, close enough to conclude that this data comes from a normal dis-
tribution. The distribution of the variable (Age) under MAR imputed in the data
is quite symmetric as it shown by histogram above and Q-Q suggest that the data
point fit to the straight line except in the tails move away to the line.
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Shapiro-Wilk Test for Normality
Table 4.7, below provides the the formal test for normality based on the imputed
data set using data augmentation.
The specific null and alternative hypothesis for the Normality test is given by:
H0: residuals are normally distributed
H1: residuals are not normally distributed







MNAR10% 0.77143 4.245 e-16
MAR 0.99159 0.3223
The level of significance α = 0.05 and Rejection Region : reject H0 if p-value <
α=0.05.
Conclusion:
Under MNAR: p-value =0.98771, we fail to reject H0 at 5% level of significance and
conclude that the residuals are normally distributed. Under MCAR: p-value=0.0225
less than 0.05 level of significance, hence we can conclude that variable Age is not not
normally distributed. Under MAR: p-value=0.3223 is greater than 0.05 level of sig-
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nificance, hence we can conclude that variable Age is normally distributed. Under
MCAR: p-value =0.1247, we fail to reject H0 at 5% level of significance and conclude
that the residuals are normally distributed. Under MNAR: p-value=0.3326 is greater
than 0.05 level of significance, we do not reject the null hypothesis and conclude
that the variable Age is normally distributed. Under MAR: pvalue=0.3223 is greater
than 0.05 level of significance, so we can conclude that variable Age is normally dis-
tributed. Under MCAR: reject H0 if p-value < α = 0.05. Since p-value=0.051, we fail
to reject H0 at 5% level of significance and conclude that the residuals are normally
distributed. Under MNAR: p-value= 4.245e-16 less than 0.05 level of significance,
so we can conclude that variable Age is not not normally distributed. Under MAR:
p-value=0.3223 is greater than 0.05 level of significance, so we can conclude that
variable Age is normally distributed.
Summary Statistics for imputed datasets
A summarized table below provides the different missing mechanisms and sum-
mary statistics for imputed and original models.
Table 4.8 Summary Statistics for imputed missing Age under different missing
mechanisms
1% IMP 5% IMP 10%IMP
Original MCAR MNAR MAR MCAR MNAR MAR MCAR MNAR MAR
MEAN 57.49 57.479 57.572 57.521 57.572 58.644 57.521 58.196 59.129 57.521
MEDIAN 58.00 58.500 58.00 58.00 58.00 59.00 58.00 59.00 59.00 58.00
S.D 13.605 13.523 13.449 14.099 13.654 12.733 14.099 13.324 14.909 14.099
IQR 19.75 19 19.75 20.0 19.75 19 20.0 19 18 20.0
Comparisons of the original and imputed data using summary statistics above
For the descriptive statistics above, Mean, Median and Standard deviation were
computed for original data and compared with the simulated missing percentage
data sets for 1%, 5% and 10%. Descriptive statistics table above, shows that the
Mean increase as we increase the missing percentages in the data set. Table 4.8
above shows that at 1% MCAR, the variable Age is not normally distributed then
we can use median to compare with median of complete data. The median of 1%
MCAR obtained is close to the median obtained from complete data set. For IQR in
the above table shows that at 1% MCAR is equal to 19, which is bit closer to 19.75 of
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the original data standard deviation. For the 1% MNAR data set, the variable Age
is normally distributed. The mean 57.479 of 1% MNAR is slightly different results
compare to complete data mean of 57.49. The standard deviation of 1% MNAR is
13.532 is slightly different of complete data. At 5% MCAR, the variable Age is nor-
mally distributed as it shown in Table 4.8 Shapiro test result. Comparing the mean
and standard deviation of 5% MCAR to the mean and standard deviation of com-
plete data, we observed that mean of 5% MCAR data is little bit closer to the mean
of complete data. The 5% MCAR standard deviation of 13.645 is closer to 13.605 of
complete data.
The results of the Shapiro Wilk test of imputed data shown in Table 4.8 shows that
for 5% MNAR, the variable is still normally distributed. For the 5% MNAR data,
the mean and standard deviation were completely different from the descriptive
statistics of complete data without missing data. The results of the Shapiro test of
imputed data shown in Table 4.8 shows that for 10% MCAR the variable is nor-
mally distributed. For the 10% MCAR data, the mean and standard deviation were
completely different from the descriptive statistics of complete data without missing
data. Table 4.8 shows that for 10% MNAR the variable is not normally distributed,
then at 10% MNAR the median is equal to 59 but different to the median of the orig-
inal data set. For the 10% MNAR the Interquartile range (IQR) is equal to 18, which
is different to the original data of 19.75 IQR.
Since the variable Age is normally distributed under MAR process, we must com-
pare standard deviation and mean of the MAR and Original data. From the Table
above shows that the standard deviation of MAR process is equal to 14.099 whereas
in Original data is equal to 13.605. Hence, the standard deviation of MAR process
is quite larger than of the original data. The mean of the MAR process is equal to
57.521 and the original data mean is 57.49 by comparing the means of this data set,
we have found that a mean of MAR data is larger than mean of the original data.
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4.3.2 Hypothesis Testing
Table 4.9 Test Statistics : Difference in means of Original Age and imputed Age
TEST MCAR 1% MNAR 1% MAR
T-test t - -1 0.36
p-value - 0.3186 0.7200
estimate - -01134021 0.1134
Wilcoxon-test V 3 - -
p-value 1 - -
Paired t-test for difference in means
The dependent-samples t-test was also conducted to identify variables whose pat-
tern of missing values might be influencing the continuous variables of interest. In
this case, age in completed years were considered. The means of age in completed
years for missingness and completeness were calculated.
The specific null and alternative hypothesis of the paired-t test is given by:
H0 : µd = 0 (Mean difference between the two paired measurements is zero)
H1 : µd 6= 0 (Mean difference between the two paired measurements is not equal to
zero)
The paired-t test assumes that the differences between the paired measures are nor-
mally distributed. Since the 1% MNAR above is normally distributed as it is shown
by formal test which is Shapiro-Wilk test, we can use paired t-test to check for signif-
icance of the difference in means. From this row we observe the t statistic, t = -1, and
p-value = 0.3186; i.e., a very high probability of this result occurring by chance, un-
der the null hypothesis of difference in means. The null hypothesis is not rejected,
since p-value> 0.05 (in fact p-value = 0.3186).Therefore, we can conclude that the
paired observations are not significantly different and that the imputed data mean
is close to the original mean under MNAR assumption. The differences between the
paired measures are normally distributed shown by Table 4.9. Since the MAR above
is normally distributed, shown using Shapiro-Wilk test, we use paired t-test to check
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for significance of the difference in means. From the above Table we observe that the
t statistic, t =0.36, and p-value = 0.7200; i.e., a very high probability of this result
occurring by chance, under the null hypothesis of difference in means. The null hy-
pothesis is not rejected, since p-value> 0.05 (in fact p-value = 0.7200). Therefore,we
can conclude that the paired observations are not significantly different and that the
imputed data mean is close to the original mean under MAR assumption.
Wilcoxon-test for location shift in observations
The null and alternative hypothesis for Wilcoxon signed rank test is given by
H0: difference between the pairs follows a symmetric distribution around zero
H1: difference between the pairs does not follow a symmetric distribution around
zero.
Since p-value=1 is greater than level of significance α = 0.05, we do not reject null
hypothesis. Therefore, we do not have statistically significant evidence at α = 0.05,
to show that the median difference in original Age and imputed Age is not zero.
Table 4.10 Test Statistics : Difference in means of Original Age and imputed Age
TEST MCAR 5% MNAR 5% MAR
T-test t -0.22779 -2.4836 0.36
p-value 0.82 0.01386 0.7200
estimate -0.0773195 -1.149485 0.1134
Wilcoxon-test V - - -
p-value - - -
Paired t-test for difference in means
The paired-t test assumes that the differences between the paired measures are nor-
mally distributed. Since both MNAR and MCAR above is normally distributed as
shown by the formal Shapiro-Wilk test, we can use paired t-test to check for signif-
icance of the difference in means. The observed t statistic for MCAR, t = -0.22779,
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and p-value =0.82 > 0.05. The null hypothesis is not rejected, since p-value> 0.05.
Therefore, we can conclude that the paired observations are not significantly differ-
ent and that the imputed data mean is close to the original mean.
The observed t statistic for MCAR, t = -2.4836, and p-value = 0.01386 is less than
level of significance α = 0.05. The null hypothesis is rejected, since p-value< 0.05.
Therefore, we can conclude that the paired observations are not significantly differ-
ent and that the imputed data mean is not close to the original mean.
The differences between the paired measures are normally distributed shown by Ta-
ble 4.10. Since the MAR above is normally distributed shown using Shapiro-Wilk
test, we used the paired t-test to check for significance of the difference in means.
From the above Table we observe that the t statistic, t =0.36, and p-value = 0.7200;
i.e., a very high probability of this result occurring by chance, under the null hypoth-
esis of difference in means. The null hypothesis is not rejected, since p-value> 0.05
(in fact p-value = 0.7200). We can conclude that the paired observations are not sig-
nificantly different and that the imputed data mean is close to the original mean.
Table 4.11 Test Statistics : Difference in means of Original Age and imputed Age
TEST MCAR 10% MNAR 10% MAR
T-test t -1.7573 0.36
p-value 0.8045 - 0.7200
estimate -0.7010309 - 0.1134
Wilcoxon-test V - 17 -
p-value - 0.005204 -
Paired t-test for difference in means
The paired-t test assumes that the differences between the paired measures are nor-
mally distributed. Since the 10% MCAR above is normally distributed as it is shown
by formal test which is Shapiro-Wilk test, so we can use paired t-test to check for
significance of the difference in means. Since the observed t statistic, t = 1.7573, and
p-value = 0.8045. The null hypothesis is not rejected, since p-value> 0.05 (in fact
p-value = 0.8045). Therefore, we can conclude that the paired observations are not
120
significantly different and that the imputed data mean is close to the original mean
under MCAR assumption.
The differences between the paired measures are normally distributed as shown by
Table 4.9. Since the MAR above is normally distributed shown using Shapiro-Wilk
test, use paired t-test to check for significance of the difference in means. From the
above Table we observe that the t statistic, t =0.36, and p-value = 0.7200; i.e., a very
high probability of this result occurring by chance, under the null hypothesis of
difference in means. The null hypothesis is not rejected, since p-value> 0.05 (in fact
p-value = 0.7200). We can conclude that the paired observations are not significantly
different and that the imputed data mean is close to the original mean under MAR
assumption.
Wilcoxon-test for location shift in observations
The null and alternative hypothesis for Wilcoxon signed rank test is given by
H0: difference between the pairs follows a symmetric distribution around zero
H1: difference between the pairs does not follow a symmetric distribution around
zero.
Since p-value=0.005204 is less than level of significance α = 0.05, we reject null hy-
pothesis. Therefore, we have statistically significant evidence at α = 0.05, to show
that the median difference in original Age is closed to imputed Age.
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4.3.3 Comparing Estimates and Standard errors of the Survey Logistic Re-
gression Results
In Table 4.12 parameter estimates, standard errors for variables gender, working for
wage, Area of living and Age obtained with different missing data mechanism and
proportions of missing data are presented, for intercept p-values are not presented
on the results. Intercepts parameter estimates were mostly within the 2 of the origi-
nal result and the standard error’s change was minimal. While parameter estimates
and standard errors for gender, working for wage, Area of living and Age were ei-
ther larger or smaller depending on the missing data mechanism and proportions
of missing data. All variables stayed statistically insignificant for all approaches.
Standard errors for MCAR missing mechanisms were the closer to the original with
complete case analysis and MNAR and MAR mechanisms overestimate or underes-
timate standard error compare to original results.
MCAR produces good estimator of the model for cancer-medication data under 1%
of missing percentage. The model summary shows that the -2logLikelihood statistic
in MCAR1% of the analysis generates the closest estimates compare to MNAR1%
and MAR because values of -2logLikelihood are quite close to the -2logLikelihood
statistic of the complete data set. Our results conclude that MCAR missing mecha-
nism generates the close -2logLikelihood statistic values that are much closer to the
true -2logLikelihood statistic values, then the MCAR appears to perform better. The
Akaike Information Criterion (AIC) is the most common to estimate the quality of
each model fit in the logistic regression, compared to other models based on the final
model. These statistics measure how poor the model predicts the intake of cancer
medication in South Africa, the smaller the statistic the better the model. In this
study, we compare AIC for different models to the complete data set of cancer med-
ication. For MCAR1% imputed model, the AIC of the analysis under these missing
proportion generate slightly closer results compare to complete data set. The AIC
also suggest that the better model is MCAR.
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Table 4.12 Regression Table: Estimates of Covariates (and standard errors) using
Complete case model and 1% propotions for MCAR, MNAR and MAR.
Original MCAR1% MNAR1% MAR%
Gender -0.7891 -0.7812 -0.7849 0.1707
(0.5110) (0.5115) (0.5103) (0.7041)
Wage 0.0178 0.0299 -0.1353 -0.7231
(0.6958) (0.7000) (0.6770) (0.5189)
Area of living -0.1559 -0.1622 -0.1315 -0.1965
(0.6759) (0.6770) (0.6750) (0.6666)
Age 0.0257 0.0260 0.0258 0.0167
(0.0210) (0.0208) (0.0211) (0.0217)
N 194 194 194 194
LogLik 87627.166 87573.762 87480.517 88486.250
AIC 87627.166 87583.762 87490.517 88486.250
Dependent Variable: Cancer-medication intake (1 = Yes; 0 otherwise).
Standard errors in parenthesis. Significance levels: * p<0.05
The Root MSE calculated with 1% missing data were MCAR mechanism the closest
to the original, MNAR underestimate while MAR overestimated it. Root MSE and
coefficient of determination were closest to the original with MCAR mechanisms of
missing data method as can be seen from Table 4.13.
Table 4.13 Root MSE and Cox and SnellR2 for different approaches with 1% missing
data






In Table 4.14 parameter estimates, standard errors for variables gender, working for
wage, Area of living and Age obtained with different missing data mechanism and
proportions of missing data are presented, for intercept p-values are not presented
on the results. Intercepts parameter estimates were mostly within the 2 of the origi-
nal result and the standard error’s change was minimal. While parameter estimates
and standard errors for gender, working for wage, Area of living and Age were ei-
ther larger or smaller depending on the missing data mechanism and proportions
of missing data. All variables stayed statistically insignificant for all approaches.
Standard errors for MCAR missing mechanisms were the closer to the original with
complete case analysis and MNAR and MAR mechanisms overestimate or underes-
timate standard error compare to original results.
The results of our simulation shown in Table 4.14 suggest that when the missing
mechanisms are MCAR5%, the model produce closest than other mechanisms (MNAR5%,
MAR). Thus, MCAR produces good estimator of the model for cancer-medication
data under 5% of missing percentage. The model summary shows that the -2logLikelihood
statistic in MCAR5% of the analysis generates the fewer bias estimates compare
to MNAR5% and MAR because values of -2logLikelihood are quite close to the -
2logLikelihood statistic of the complete data set. Our results conclude that MCAR
missing mechanism generates the close -2logLikelihood statistic values that are much
closer to the true -2logLikelihood statistic values, then the MCAR appears to perform
better. The Akaike Information Criterion (AIC) is the most common to estimate the
quality of each model fit in the logistic regression, compared to other models based
on the final model. These statistics measure how poor the model predicts the intake
of cancer medication in South Africa, the smaller the statistic the better the model.
In this study, we compare AIC for different models to the complete data set of can-
cer medication. For MCAR5% imputed model, the AIC of the analysis under these
missing proportion generate slightly closer results compare to complete data set.
The AIC also suggest that the better model is MCAR.
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Table 4.14 Regression Table: Estimates of Covariates (and standard errors) using
Complete case model and 5% propotion for MCAR, MNAR and MAR.
Original MCAR5% MNAR5% MAR
Gender -0.7891 -0.7870 -0.7033 0.1707
(0.5110) (0.4939) (0.5192) (0.7041)
Wage 0.0178 -0.1514 -0.2154 -0.7231
(0.6958) (0.5958) (0.7152) (0.5189)
Area of living -0.1559 -0.1163 -0.0938 -0.1965
(0.6759) (0.6713) (0.6620) (0.6666)
Age 0.0257 0.0237 0.0152 0.0167
(0.0210) (0.0200) (0.0237) (0.0217)
N 194 194 194 194
LogLik 87617.166 87592.356 88360.642 88486.250
AIC 87627.166 87602.356 88370.642 88486.250
Dependent Variable: Cancer-medication intake (1 = Yes; 0 otherwise).
Standard errors in parenthesis. Significance levels: * p<0.05
Table 4.15 Root MSE and Cox and SnellR2 for different approaches with 5% missing
data





As seen above, The Root MSE calculated with 5% missing data for MCAR mecha-
nism the closest to the original, MNAR and MAR overestimated it. The most simi-
lar coefficient of determination with original data was with MCAR mechanisms of
missing data method and other missing mechanisms underestimates it as can be
seen from Table 4.15.
In Table 4.16 parameter estimates, standard errors for variables gender, working for
wage, Area of living and Age obtained with different missing data mechanism and
proportions of missing data are presented, for intercept p-values are not presented
on the results. Intercepts parameter estimates were mostly within the 2 of the origi-
nal result and the standard error’s change was minimal. While parameter estimates
and standard errors for gender, working for wage, Area of living and Age were ei-
ther larger or smaller depending on the missing data mechanism and proportions
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of missing data. All variables stayed statistically insignificant for all approaches.
Standard errors for MCAR missing mechanisms were the closer to the original with
complete case analysis and MNAR and MAR mechanisms overestimate or underes-
timate standard error compare to original results.
The model summary shows that the -2logLikelihood statistic in MCAR10% of the
analysis generates the fewer bias estimates compare to MNAR10% and MAR be-
cause values of -2logLikelihood are quite close to the -2logLikelihood statistic of
the complete data set. Our results conclude that MCAR missing mechanism gen-
erates the close -2logLikelihood statistic values that are much closer to the true
-2logLikelihood statistic values, then the MCAR appears to perform better. The
Akaike Information Criterion (AIC) is the most common to estimate the quality of
each model fit in the survey logistic regression, compared to other models based on
the final model. These statistics measure how poor the model predicts the intake of
cancer medication in South Africa, the smaller the statistic the better the model. In
this study, we compare AIC for different models to the complete data set of cancer
medication. For MCAR10% imputed model, the AIC of the analysis under these
missing proportion generate slightly closer results compare to complete data set.
The AIC also suggest that the better model is MCAR.
Table 4.16 Regression Table: Estimates of Covariates (and standard errors) using
Complete case model and 10% propotions for MCAR, MNAR and MAR.
Original MCAR10% MNAR10% MAR
Gender -0.7891 -0.6736 -0.8958 0.1707
(0.5110) (0.4720) (0.5276) (0.7041)
Wage 0.0178 -0.1170 0.3260 -0.7231
(0.6958) (0.6619) (0.8248) (0.0118)
Area of living -0.1559 -0.1548 -0.1289 -0.0982*
(0.6759) (0.6610) (0.6802) (0.0130)
Age 0.0257 0.00512 0.0274 0.0167*
(0.0210) (0.0216) (0.0130) (0.000699 )
N 194 194 194 194
LogLik 87617.166 88960.573 85152.547 88486.250
AIC 87627.166 88970.573 85162.547 88486.250
Dependent Variable: Cancer-medication intake (1 = Yes; 0 otherwise).
Standard errors in parenthesis. Significance levels: * p<0.05
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The Root MSE calculated with 10% missing data were MCAR mechanism the closest
to the original, MNAR underestimate while MAR overestimated it. The most simi-
lar coefficient of determination with original data was with MCAR mechanisms of
missing data method as can be seen from Table 4.17.
Table 4.17 Root MSE and Cox and SnellR2 for different approaches with 10% missing
data





Table 4.18 Root MSE and Cox and SnellR2 for different approaches with 1% ,5%
,10% missing data









As seen above, the RMSE for MCAR under 1%, 5%, 10% were consistently the small-
est out of the MNAR and MAR missing data mechanisms methods. This suggest that
MCAR is more accurate than other methods. The Root MSE and coefficient of deter-
mination were closest to the original with with MCAR mechanisms under 1%, 5%
and 10% of missing data method as shown in the above Table: 4.18.
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Parameter estimates and standard errors visualizations
The visualizations of regression coefficients and standard errors are used to check
the biasness of estimates from the true estimates and overestimation or underesti-
mation of standard errors in the models.
Figure 4.10 – Estimates for Age when the MCAR, MAR, and MNAR methods are
used at different rates of missingness
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Figure 4.11 – Estimates for Working for Wage when the MCAR, MAR, and MNAR
methods are used at different rates of missingness
Figure 4.12 – Estimates of standard errors for Age when the MCAR, MAR, and
MNAR methods are used at different rates of missingness
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Figure 4.13 – Estimates of standard errors for Working for Wage when the MCAR,
MAR, and MNAR methods are used at different rates of missingness
Conclusion
In general, the visuals above show that the higher the proportions of missing data,
the more imputed data regression estimates become deviated from the original data
estimates for both imputed Age and Wage. It also indicates that regression coeffi-
cients for variable Age under MCAR is quite closer to the original coefficient esti-
mates. We can conclude that the MCAR, yields less biased estimates than MNAR
and MAR for Age variable. Furthermore, the results indicate that MNAR method
yields negative estimates whereas other methods produce positive estimates. The
regression coefficients for wage under different rates of missingness also suggest
that MCAR is good method than other methods because it yields much less biased
estimates compare to MAR and MNAR.
Observing the Figure 4.12 and 4.13, the standard errors behaviour shows that MCAR
standard errors for different rates of missingness are quite closer to the standard er-
ror for complete data. For the MNAR, we observed that the standard errors are
much deviated from the complete data analysis standard error for variable Age and
Wage. The investigation of behaviour of MCAR, MNAR and MAR for different rates
of missingness (1%, 5%, 10%) shows that the MCAR yields less biased estimates for
both variable Age and Wage followed by MNAR and it biased for MAR. Further-
more, MCAR produces close standard error to those of complete data than other
methods.
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4.3.4 Assessment of adequacy of the models
Table 4.19 Evaluations of the Survey Logistic Regression Model
Missing Mechanism(%) Test F-value p-value
Original Likelihood ratio test 0.99 0.4138
Wald test 1.21 0.3083
MCAR1% Likelihood ratio test 1.01 0.4058
Wald test 1.25 0.2926
MCAR5% Likelihood ratio test 1.00 0.4092
Wald test 1.49 0.2062
MCAR10% Likelihood ratio test 0.53 0.7174
Wald test 0.93 0.4503
MNAR1% Likelihood ratio test 1.04 0.3888
Wald test 1.24 0.2958
MNAR5% Likelihood ratio test 0.73 0.5705
Wald test 0.79 0.5318
MNAR10% Likelihood ratio test 1.84 0.1219
Wald test 1.73 0.1451
MAR Likelihood ratio test 0.69 0.6001
Wald test 0.93 0.4456
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Statistical tests of individual predictors of the model
The Likelihood Ratio test was used to evaluates the significance of the joint effect
of all the variables in the Survey logistic regression procedure. Since (p-value> 0.05)
of the Likelihood ratios of of different missing percentages and mechanisms was
greater than 0.05, Hence, we can conclude that likelihood ratio test are insignificance
which means that the joint of the variables in the full model of cancer medication is
insignificant than just the intercept model.
The Wald test is used to evaluates the significance of the joint effect of all the vari-
ables or individual variable in predicting the probability of taking and not taking
cancer medication in the Survey logistic regression procedure. Since (p-value> 0.05)
of the Wald statistics for all different missing percentages and mechanisms, Hence
the insignificance of the Wald test means that the joint of the variables in the full
model is insignificant than just the intercept model.
Comparing the results of imputed and complete data
Table 4.18 above, shows the results of the assessment of the adequacy of the models
for cancer medication data that is affected by missing data problem. The test de-
pends on the nature of missingness and proportions of missing data. The aim is to
select the model that works best in fitting this data by comparing the imputed data
sets with complete data. To evaluate the adequacy, we compare the likelihood ratio
test, Wald test of the imputed data sets with likelihood ratio test, Wald test and from
the analysis of the complete data set. For the different missing percentages of miss-
ing data under MCAR, we observed that for MCAR the likelihood ratio test, Wald
test for imputed data gave the slightly different results compared to complete data
set. The likelihood ratio test, Wald test values obtained from different imputed data
set under MCAR were a bit closer to the test obtained from complete data. For both
MNAR and MAR data, the likelihood ratio test, Wald test were completely different
from the likelihood ratio test, Wald test of complete data without missing data, but
they lead to the same results.
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Table 4.20 Survey Logistic Regression Model Summary
Data set Model -2log likelihood AIC
Original Null Model 90475.406 90477.406
Final Model 87617.166 87627.166
MCAR1% Null Model 90475.406 90477.406
Final Model 87573.762 87583.762
MCAR5% Null Model 90475.406 90477.406
Final Model 87592.356 87602.356
MCAR10% Null Model 90475.406 90477.406
Final Model 88960.573 88970.573
MNAR1% Null Model 90475.406 90477.406
Final Model 87480.517 87490.517
MNAR5% Null Model 90475.406 90477.406
Final Model 88360.642 88370.642
MNAR10% Null Model 90475.406 90477.406
Final Model 85152.547 85162.547
MAR Null Model 90475.406 90477.406
Final Model 88486.250 88486.250
The Likelihood Ratio Test is the most common assessment of the overall model fit
in the logistic regression, which is the difference in -2log likelihood statistic estimate
of the null model (i.e only constant) and the model containing the predictors. This
statistic measures how poor the model predicts the intake of cancer medication in
South Africa, the smaller the statistic the better the model. The model summary
shows that the -2logLikelihood statistic in MCAR1% and MCAR5% of the analy-
sis are also little bit closer to the -2logLikelihood statistic of the complete data set.
We can conclude that MCAR missing mechanism gives the closest -2logLikelihood
statistic values, to the true -2logLikelihood statistic values. The Akaike Informa-
tion Criterion (AIC) is the most common to estimate the quality of each model fit
in the logistic regression, compared to other models based on the final model. This
statistic measures how poor the model predicts the intake of cancer medication in
South Africa, the smaller the statistic the better the model. In this study, we compare
AIC for different models to the complete data set of cancer medication. For MCAR
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imputed models, the AIC of the analysis under different missing proportions gave
slightly different results compared to complete data set. Compare to MNAR and
MAR imputed data sets, the AIC for MCAR is little bit closer to the AIC obtained
from complete data set.
The Akaike Information Criterion (AIC) visualizations
The visualizations of Akaike Information Criterion (AIC) is used to measures the
quality of each model fit in the Survey logistic regression model. The selection
was done by comparing the original model (AIC) and Akaike Information Criterion
(AIC) for each model under different missing percentages and missing mechanisms
(MAR, MCAR or MNAR). Thus, the closer the AIC value of the model to those of
original, the model is taken as a good model.
Figure 4.14 – Comparisons of values of Akaikes Information Criterion (AIC) when
the MCAR, MAR, and MNAR methods are used at different rates of missingness
Conclusion: The MCAR was selected since values of imputed models were slightly
closer to the Akaike Information Criterion (AIC) of the original model compare to
other models.
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4.3.5 Kappa Test for agreement in wage
The Kappa statistics is the measure of inter variation across the cross tabulation or it
is a measure of the inter-rater agreement between two or more ratters. Under Kappa
statistics we assume each observation in the cross tabulation is called subject. The
variables, however, record frequencies with which rating were assigned.
Interpretation of Kappa:
If the Kappa test has a range between 0 and 1 with larger values indicating better
reliability. In General, if Kappa test if greater than 0.70 is considered satisfactory.
But if Kappa test is less than 0.70, we can conclude that the inter-rater reliability is
not satisfactory.
Table 4.21 The Kappa test of agreement between observed and imputed wage vari-
able
Variable Missing(%) MCAR MNAR MAR
1% 1 0.9532 0.7311
Wage 5% 0.9104 0.9206 0.7311
10% 0.9247 0.8337 0.7311
The Kappa test agreement shows that under different missing mechanism and miss-
ing percentages 1%, 5% and 10% the Kappa values are greater than 0.70. This means
that the agreement between imputed wage and original are satisfactory.
Refer to Table 4.20 above.
Under MCAR Mechanism:
At 1% missing percentage, the Kappa test value is equal to 1, which means that it
almost perfectly agrees between imputed wage and original wage. Under 5% and
10% missing percentage the Kappa test value is included into a range of 0.81-1, we
can conclude that the agreement between observed and imputed wage are almost
perfect under MCAR missing mechanism.
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Under MNAR missing mechanism:
All Kappa test values are almost perfectly agree because fall in the range of 0.81 and
1.
Under MAR missing mechanism:
Kappa test value is 0.7311, shows the Substantial agreement because fall in the range
of 0.61 and 0.80. We can conclude that the agreement between observed and imputed
wage is substantial agreement under MAR missing mechanism. This visual repre-
Figure 4.15 – The plot of both the agreement and distribution of working for wage
under MAR
sentation of the agreement shows that there was a large amount of exact agreement
(dark blue shading) for No (Not working for a wage), Wage 2, with a small percent-
age partial agreement. With 3 categories, only exact agreement or partial agreement
is possible for the middle category. Two other takeaway points from this plot are
that agreement is lower for Yes (Working for a wage) and partially Yes (Working for
a wage) than not working for wage patients ones and that the distribution is skewed,
with a large proportion of not working for wage patients. Because it is adjusted for





This chapter presents a summary of all the preceding chapters in this study. Further-
more, potential advantages and shortcomings of the study and directions for future
research are also given in this chapter.
5.2 Summary
Missing data is a common problem that arise in many fields of study and empirical
research. This problem may lead to a small sample size and that may cause serious
impact on the estimates to become more biased and that lead to incorrect decisions,
especially when data set consist of many missing data values. Thus, it is impor-
tant to adequately handle them for us to obtain reliable results all the time. The
study has focused on the imputation method called Bayesian data augmentation
algorithm for analysing cancer medication data affected by missing data problem.
More specifically, a cancer-medication dataset studied contains a some proportion
rates of missing observations. In order to avoid problems with missing data in the
model building, such as loss of information, bias and reduced prediction power,
an appropriate method of tackling missing data is needed to identified in order to
solve such problem. This work has focused on statistical methods aimed at mod-
elling the cancer-medication data. In recent years, the Tanner & Wong introduced
the method of data augmentation to handle the problem of missing data in 1987.
The data augmentation in these years gained the popularity as one of the best tech-
niques to handle missing data especially if dealing with small sample sized data sets
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(Allison, 2001; McKnight et al., 2007).
The Data augmentation (DA) algorthm is originally introduced by M. A. Tanner &
Wong (1987a) as the estimation procedure for dealing with the latent data or un-
observed values by adding latent data on the observed data, so that will be easier
to analyse data with missing values. The data augmentation can be implemented in
solving or simulating missing values, so that we can be able to compute full posterior
distributions of θ (Tanner & Wong, 1987). The EM and Data augmentation has the
similar idea that rather than do complicated optimization calculations, the observed
data can be added missing data so that to simulate unknown values is easy. The idea
is that the DA is the stochastic version of EM algorithm. The Markov chain Monte
Carlo data augmentation has the advantage over the classical EM procedure because
it shows greater flexibility when the underlying distributions are unknown unlike
ML model-based methods which only function under the certain distributional as-
sumptions. These techniques impute missing data by replacing missing data with
random drawn values from the predictive distribution based on the observed data
set (J. L. Schafer & Graham, 2002). The MCMC procedure has two iterative steps
to augment the data, which is the imputation (I-step) and posterior (P-step). In the
imputation(I) step, the missing observations are imputed for each value indepen-
dently given the observed data. In the posterior(P) step, usually use the complete
data set (the observed and simulated missing data) to determine the samples of the
posterior distribution for the unknown parameters, based on the imputed data in
the imputation step above. The iteration process for MCMC start with imputation
(I) and proceeds to posterior(P) step to create the process of Markov chain. The iter-
ative process is done multiple times until it reach the convergence state.
Schafers multiple imputation software (1991) uses multivariate normal models, multi-
nomial models and general location models to impute missing values for continu-
ous variables, categorical variables and mixed variables, respectively. All models
assume that the missing mechanism is ignorable; that is, missing values occur at ran-
dom. Brief descriptions of the three types of models are found in Shafer (1991). The
important difference between Data Augmentation and other imputation methods is
that the dependent variable should not have any missing values and only indepen-
dent variables are allowed to contain missing values in it. Data Augmentation has
advantages over other techniques, since it impute both categorical and continuous
independent variables at the same time with missing data problems. According to
J. L. Schafer (1997), avoid to use more categorical variables in the model since it may
lead to structural zeroes and that may lead to an improper posterior distribution ob-
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tained in the analysis. In this thesis we focus on the unrestricted general location
model since the independent variables for cancer medication with missing data are
both continuous and categorical (working for wage, age) variables.
To apply unrestricted general location model to incomplete mixed data above, the
software starts by using the EM algorithm to compute the maximum likelihood es-
timates for each cell probabilities, the cell means and the covariances. EM algorithm
may be used as starting points simulation step iteration in the algorithm. Thus, the
software starts to apply the iterative simulation technique in the loop to reproduce
one or more iterations of a single Markov chain. The iterations simulated consists of
two steps which is I-step and P-step. In the I-step the random imputation for both
missing in categorical and continuous data are drawn from the predicted multino-
mial distribution and multivariate normal distribution, respectively, with current
estimate of the parameter in the model (J. L. Schafer, 1997).
The restricted general location model is very useful when n is large compared to
number cells in the given data set. The unrestricted general location model has
(C−1)+Cp+ p(p+1)2 free parameters and it became difficult to computeC×p estimate
as number of categorical variables p increase in the model. The Bayesian Iterative
Proportional Fitting (BIPF) algorithm is used to reduce number of the parameters
needed to be estimated in the general location model(J. L. Schafer, 1997) . In appli-
cation, the package mix is used in R software that was developed by J. L. Schafer
(1997), which can be downloaded from cran. In the mix library, the general model
location data augmentation uses the function da.mix and BIPF algorithm for the re-
stricted general location model use dabipf.mix function.
The primary objective of this study was to examine the behaviour of data augmenta-
tion, that is it improving the quality of data analysis under different missing propor-
tions and missing mechanisms (MCAR, MAR and MNAR). To identify under which
mechanism the method works adequately using the cancer-medication data set. The
purpose of the study is to determine whether or not the Bayesian data augmentation
improve the performance under different proportion rates of missing data, when the
data is missing at random, completely missing at random or not missing at random.
The conclusion concerning to the specific objective 2, we explore the behaviour of
Bayesian data augmentation by looking at the impact of different proportions rates
of missing data. The rate of missing data was 1%, 5% and 10% were considered in
the analysis. We observe that models under different proportion rates of missing
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change the behaviour of the Bayesian data augmentation. The lower missing data
percentages Bayesian data augmentation works better than in higher rates of miss-
ing data.
Concluding based on the specific objective 2 and 3, models with different missing
percentages on the variables of interest (using MCAR, MAR and MNAR) were es-
timated and results were compared to the results of complete data and models fit-
ted after Bayesian data augmentation was used. However, the MAR may not ap-
propriate for this particular data set of cancer medication since the estimates are
different from the estimates of the original data and standard errors are overesti-
mated all time. The MAR data mislead the conclusions of the analysis because of
biased estimates and overestimated standard errors for each and every variable in
the model. under MAR the best of assumption to use data augmentation according
to Schafer(1997), they typically yield biased parameter estimates, biased standard
estimates for cancer-medication data. Our findings indicate that the MCAR mod-
els under different missing proportions yields better estimates results regardless of
missingness proportions it do better than MNAR and MAR is very poor. The MCAR
give the acceptable performance of the parameter estimates, since the regression co-
efficients are close to estimates of complete data set.
Concluding based on the specific objective, models with different missing percent-
ages on the variables of interest (using MCAR, MAR and MNAR) were estimated
and results were compared to the results of complete data and models fitted after
Bayesian data augmentation was used. The evaluation of the adequacy findings
show that the MCAR is also more adequate closer to the original data by comparing
Likelihood ratio test, Wald test and Hosmer and Lemeshow test values. In terms
of the goodness of fits, the Hosmer-Lemeshow for MCAR yields closer Chi-square
values to those of complete data set of cancer medication. The MNAR in this study
works better than MAR, it follows the MCAR in terms of performance. Assessing the
overall model fit of the Survey logistic regression models for each missingness rate
specified and under specified nature missing, the loglikelihood ratio is used. The
loglikelihood ratio test emphasis that MCAR models perform very well to imputed
missing value over MNAR and MAR. The -2loglikelihood for Final model are closer
to the actual values from the complete data set. The AIC values of the MCAR data
models also quite close to the AICs of the original data, which means that quality of
these models are more similar to complete data.
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On the other hand, if the sample is small or if the proportion of cases with missing
data is large, the additional variation can make a noticeable difference. According to
(McKnight et al., 2007), the data augmentation is good to be used when the sample
size is small. In situation of small data set particularly in cancer related survey, it can
be advisable to use data augmentation algorithm to impute such data set. The study
shows that the data augmentation is good in MCAR followed by MNAR and poor
under MAR. As seen above, the RMSE for MCAR under 1%, 5%, 10% were consis-
tently the smallest out of the MNAR and MAR missing data mechanisms methods.
This suggest that MCAR is more accurate than other methods. The Root MSE and
coefficient of determination were closest to the original with with MCAR mecha-
nisms under 1%, 5% and 10% of missing data method followed by MNAR and MAR
methods.That is why this study highly recommend use of data augmentation for
situation of missing completely at random. However, it can also be used in general
for small sample sizes. But, generalizing this results to any small data set in every
discipline should be done with caution because it depends on data set.
5.2.1 Limitations and Recommendations for Future Research
The Bayesian data augmentation methods were applied to handling missing data
problems by using different models such as multivariate normal model etc. This
method has its strengths and weaknesses. The limitations of using Bayesian data
augmentation for mixed data set is listed as follows :
• it does not allow the dependent variable to have any missing data (it must be
complete).
• increasing the categorical variable in the model, may lead to structural zeros
in the model.
• structural zeros, may lead to improper posterior distribution.
• there are many factors that can affect whether or not cancer patients medica-
tion (e.g. the stage of illness, the type of cancer etc.) but the information of
these factors was not collected and therefore is unavailable to be used in this
study.
One of the future directions of this thesis is to compare Bayesian data augmenta-
tion with Non-Bayesian data augmentation methods such as ML, EM and others to
evaluate which one works better.
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