These days, e-learning systems have become widespread.
Introduction
E-learning systems have been popular these days. They utilize personal computers and the Internet, and with them students study on his/her own initiative (1, 2) . Also, elearning systems are used at many educational sites such as schools and universities. E-learning has advantages for both students and teachers on cost aspect, ease of data management by teachers, and learning without time or place being limited as well as without going to school (3, 4) . On the other hand, it also has drawbacks: learners cannot ask questions to the teacher on the spot, learners are difficult in maintaining the motivation and concentration, and teachers cannot grasp the attitude of learners to tackle the learning.
Mostly, e-learning systems are supposed to be used for voluntary studying such as the study for qualification acquisition. Thus, in some lectures using e-learning systems, there are some cases where learners do not concentrate properly on learning, and answer questions inappropriately, sleep in the middle of learning, touch smartphones during the lecture. To tackle this problem, we have studied on a learning system that aims to improve the degree of concentration and motivation of students for learning. Those functions such as a ranking function competing among learners, a function of displaying scolding and praising images to encourage students, a function presenting problems each other have been implemented on the web-based e-learning system aiming at improving student's motivation for learning. Those functions are shown to work well (5, 6) . Additionally, we have shown that an e-learning system that introduces the pleasure of the game refreshes learners by doing games during the rest time between learning times and is effective in maintaining student's concentration (7, 8) .
Presently, systems called LMS (Learning Management System) or CMS (Course Management System) have been developed for teachers to grasp the attitude of students during e-learning; the systems can record as the learning log the access history including log-in and log-out times, and the answer history in which answers to questions of each learner are recorded (9) . With this system, the teacher can grasp information corresponding to attendance or performance like in the face-to-face lecture. However, those data do not provide visual information such as facial expression, eye directions, postures of the learner that the teacher can observe in the face-to-face lecture environment. We cannot grasp whether learners intensively learn or not just by using the access history and the answer history. Thus, in the previous study, we developed an e-learning system that captures images of learners in real time and judges whether or not learners study with appropriate concentration by using template matching, Adaboost, and measurement of mouse move (10) . This system checks whether or not the learner's face looks forward, whether or not the learner moves frequently, and whether or not the mouse has stopped for a long period of time. The system displays a warning image if the learner is judged as not concentrating. Furthermore, in order to ascertain the usefulness of this system, we examined the correct answer rate of each judgment and investigated whether there is a difference in the duration of concentration and the score rate depending on whether or not there is a warning when they are not in concentration. The system had a problem that the accuracy was low and the learner had difficulty to concentrate due to many warnings.
Recently, Kinect has attracted attention as a motion sensor device that can be purchased at a low price (11) . Kinect is equipped with an RGB camera, a depth sensor, a multiarray microphone, etc. It can relatively easily and accurately detect and recognize information such as voice, human body movement, human face movement and expression, just by programming (12) . Therefore, in recent years, research on applying Kinect to media art, new interface system, and optical systems has been actively in progress. We have introduced "Face Tracking" (face recognition function), one of the functions of Kinect, to the e-learning system, in order to check whether the learner's face and eye direction are facing forward and whether the eyes are open. We have constructed a system to determine whether the learner is properly and intensively studying using those information, and warn the learner to concentrate if the system determines that the learner does not concentrate (13) . In this research, we conducted experiments to improve the accuracy of detection by changing the threshold to determine whether a student is concentrated or not. In order to verify the usefulness of the system, we examine the accuracy of detecting concentration and compare the growth rate of the grading points with warning with that without warning. Additionally, we conducted the questionnaire about the system after the experiment is finished, and we discuss the usefulness of the system.
In this paper, we overview the detection method of concentration in Section 2, and describe the judgement method of concentration in Section3. We discuss results of experiments of judging concentration using Kinect in Section 4, and show results of the questionnaire in Section 5. Finally, Section 6 summarizes concluding remarks and future task.
Overview of Detection of Concentration

Kinect
Kinect is a generic term for RGB cameras developed by Microsoft Corporation, depth sensors, motion sensor devices with microphones and SDK (11) . "Kinect for Windows v1" was released in 2010, and "Kinect for Windows v2" was released in 2014. Since the number of skeletons that "Kinect for Windows v2" can detect is larger than "v1", it can detect the movement of the neck, and it can recognize the face expression of the detected person (12) . Thus, using these functions, we employ "Kinect for Windows v2" to construct a system for judging concentration level that focuses on the movement of the neck and facial expression of a learner while learning.
The functions provided by "Kinect for Windows SDK v2" are listed below.
• Acquisition of color images • Obtaining depth data • Acquisition of infrared images • People detection • Detection of human joints • Acquisition of voice • Acquisition of voice direction • Acquisition of face position and expression • Obtaining modeled information of faces
Overview
This system monitors the learning situation of learners using a set of "Kinect for Windows v2" as shown in Fig. 1 and estimates the degree of concentration of a learner by using Face Tracking (14) , one of the functions of Kinect.
The flow of this system is shown below. S1) First, we initialize Timer and Count to 0. Timer is a variable that controls the interval at which the degree of concentration is checked, and Count is a variable that counts the number of times of observing that the mouse does not move. S2) After that, Kinect is started and a page for face recognition is displayed on the screen. The learner let Kinect recognize his / her face watching the screen. If the face recognition succeeds, the concentration degree judgment using Face Tracking and e-learning starts. S3) Next, data obtained from Face Tracking is updated, and the degree of concentration is measured using that data. If Timer < , Timer is incremented by 1. If Timer ≥ , the concentration degree judgement and the mouse-move judgement are performed. Here,  represents the interval at which the degree of concentration is determined, and in this experiment it is set to 10 seconds (=10). In the concentration degree determination, the degree of concentration is calculated using measurement data for a seconds. S4) Thereafter, if the value of the concentration degree is lower than the threshold value, a warning is issued prompting concentration. Timer is initialized to 0 after  seconds. S5) Finally, after 90 minutes learning, the system is terminated. We also determine whether or not the position of the mouse is moving during  seconds. S1) Initialize count to 0 if there is movement in the mouse.
If there is no movement of the mouse, Count is incremented by 1. S2) If Count ≥ , a warning prompting learning is issued, and then, Count is initialized to 0. Here,  corresponds to the duration that there is no mouse motion to issue a warning representing tens of seconds, and in this experiment  was set to 3 (30 seconds). The system updates data obtained from Face Tracking at every one second.
If the learner's face is not recognized by Kinect, the system assume that during that time the learner is not concentrated. "Face Tracking" used in this system and the calculation method of concentration is described in detail in the following subsections. task.
Judgement of Concentration
Face Tracking
"Face Tracking" is used as a method of determining the concentration level of learners. "Face Tracking" is one of the functions provided by "Kinect for Windows SDK", and it can acquire various information on the face of a person detected by Kinect.
Information that can be obtained is as follows.
• Position of eyes, nose, mouth corners • Bounding box surrounding the face area • Face orientation • Face condition (smile, presence of glasses, opening and closing of eyes, opening and closing of mouth and movement, whether or not the face is a full face). student to the vertical movement of the face that is converted into the degree of rotation around the rotation axis. Yaw corresponds to the movement of the left or right of the face that is converted into the degree of rotation around the rotation axis. Roll corresponds to the movement of the face position that is converted into the degree of rotation around the rotation axis. • LookingAway: indicates whether or not the learner is looking at the direction of Kinect by Yes, Maybe (probably), No, Unknown (do not know).
In this system, we check whether the learner is not moving by Pitch and Yaw values, whether the learner is facing the screen or not by Engaged, and whether the learner is awake or not by LeftEyeClosed / RightEyeClosed. Concentration level judgment is activated when Kinect recognizes the learner's face after 10 seconds from when Kinect is on , and ends when learning ends (90 minutes have elapsed). Each item of Face Tracking is updated every second, and measurement of concentration level are done every second.
Concentration measurement is performed as follows. • Pitch, Yaw: When the value is between -20 and +20, we assume that the learner is facing to the screen. The thresholds are determined by preliminary experiments. Let Cp and Cy denote counters corresponding to Pitch and Yaw, respectively. When the value of Pithch (Yaw) of the learner falls within this range, we set 1 to Cp (Cy), otherwise 0.
• Engaged: Let Ce denote a counter corresponding to Engaged.
When it is YES/Maybe then we set 1 to Ce, otherwise, 0.
• LeftEyeClosed / RightEyeClosed:Let Cl (Cr) denote a counter corresponding to LeftEyeClosed (RightEye Closed). When LeftEyeClosed is No/Unknown then we set 1 to Cl, otherwise, 0. Same to Cr.
Let Ca denote a variable indicating whether or not the learner is awake. We set 0 to Ca when both of Cl and Cr are 1, otherwise 0. The above judgment is performed every second. Let DC(i) denote the degree of concentration of item i (i=Cp, Cy, Ce, and Ca), and FC denote the final degree of concentration. When 10 seconds elapsed, the degree of concentration of each item is calculated by (1) , and the final degree of concentration is clculated by (2) . 
For example, when the value of Pitch is 7, the value of Yaw is 7, the value of Engaged is 8, and the value of both eyes is 6, then the degrees of concentration DC(Cp), DC(Cy), DC(Ce), and DC(Ca) are 70%, 70%, 80%, 60%, respectively. The final degree of concentration FC is (70 + 70 + 80 + 60) / 4 = 70%. When the final degree of concentration falls below the predetermined threshold value, a message prompting concentration to the learner is displayed along with the beep sound. In this research, we set the threshold value to 60% according to the previous research (13) .
Furthermore, we propose a new detection algorithm, since the system judges incorrectly that a learner is not concentrating when the state of no-concentration continued successively. The algorithm changes the threshold to detect concentration as follows. It counts the number of noconcentration during one minute before, and the threshold is increased by 5% multiplied by the number of no- Fig.3 An example of the test problem asking English words corresponding to Japanese words. concentration. Thus, the threshold ranges from 60% to 80% according the number of no-concentration.
Support Vector Machine(SVM)
We also employed Support Vector Machine (SVM) to detect concentration. It has been proposed by Vapnik, and is known to be effective to clustering problems (15) . SVM learns the hyper-plane to divide the given training data into two classes so that the distance between the boundary called the support vector and the sample nearest to it becomes the largest. SVM is one of the models that show the highest clustering performance, and also shows excellent performance when it is applied to data except for the training data. In this research, we used LIBSVM, one of the open source libraries for machine learning (16) .
We trained SVM with the following training data. We asked three cooperators to use e-learning for 30minutes. Then we judged every 10 seconds whether the cooperator is concentrating or not by hand. The accuracy of the trained SVM is about 90%, which is almost the same as the accuracy by Kinect. Therefore, we use both of judgement by SVM and Kinect.
Mouse Move Detection
Furthermore, when the learner's mouse does not move for more than 30 seconds, a message urging learning is displayed together with the beep sound. Records such as the degree of concentration and the number of warnings are written to a CSV-format file together with the date and time. By referring to this file, the teacher can grasp whether students focused and worked on learning.
The difference in the previous study (10) from this study is as follows: (1) A web camera is used in the previous study, instead of Kinect to detect faces and eyes. (2) The degree of concentration is measured in a sliding window of 10 seconds. The sliding window is moved by one second in the previous study, while in this study the window is moved by ten seconds. .
Experiments
In experiments, we asked eight students in our university to take an English word test two weeks before they start e-learning. The test askes 80 problems among those registered in our e-learning system, and the score and correct answer rate are recorded. An example of the test problem is shown in Fig. 3 . Next, we introduce a concentration judgment system using Kinect into the e-learning system, and have the students learn English words with the system. In order to have the students learn with competitive attitude and impatience, we show the score of the pre-study test to them. Additionally, in order for the students to study under equal conditions, we instruct the students to learn for 90 minutes in 3 days. When each student finishes learning on the third day, we have him take the English word test again. The test comprised the same 80 questions as the pre-study test, and the score and the correct answer rate are recorded. From the score before the test and the score after the test, we calculate the growth rate of the score defined by (3).
Growth rate[%]=(S2-S1)/(80-S1)*100, (3) where S1 and S2 is scores of the pre-study and post-study tests, respectively.
We compare the test results obtained in this study with the test results in the previous research. In order to distinguish these groups from one another, the group of students in this study is referred to as group A, the student group in the experiment without warning in the previous study (10) is referred to as group B. Moreover, after completing learning of 3 days, we conducted a questionnaire asking about the feeling of use of the system and discuss from the questionnaire results how the system was felt by the students. The questionnaire consists of 16 questions in 5 grades (1 No  ...  Yes 5) and one question with free description.
The average scores and the growth rates of group A and group B are summarized in Table 1 for comparison. The full score point of the pre-study test and the post-study test is 80. Looking at Table 1 for group A, we observe that the average score of post-study test is 59.8, the average growth point is 38.4, and the average growth rate is 64.2, which are higher than the results of the previous study. We can also see in Table 1 that the average growth point of students in group B is 27.3, and the growth rate is 49.5. Those of group A with warning are higher than those of group B without warning. From this result, the authors consider that warning during learning contributed to the continuation of concentration of learners and improved the performance of them as a result.
Questionnaire
We employed a questionnaire to see the feeling of our e-learning system with warning.
Results of the questionnaire on the feeling of use of the system after the experiments for groups A and C are shown in Table 2 , where the group of students with warning in the experiment of the previous study (13) is referred to as group C. Firstly, looking at the average of item 1 in Table 2 , we see that students in this experiments are not so good at English as students in the students. The authors believe that this affects the scores of the questionnaire. The value of item 2 regarding the stress caused by monitoring with Kinect are 2.50 for group A and 3.00 for group C, respectively, and group A felt less stress than group C, while the values of item 3 are 3.25 for Group A and 4.67 for Group C, and Students in Group A didn't concentrate as much as those in Group C. Regarding warning messages and sounds, students in Group A felt more stress than those in Group C, while students in Group A didn't concentrate as much as those in Group C. However, the scores of items 4 and 6 5 are 3.00 for Group A and 4.00 for Group C, and students in Group A felt less stress than students in Group C. In addition, the scores of item 6 are 3.38 for Group A and 4.00 for Group C, and students in Group A felt less stress than students in Group C. However, items 8 and 9 show the improvement of the system; the scores for Group A are smaller than those for Group C, and the cases for wrong detection of concentration or noconcentration become less frequent; both the frequency that the system wrongly warns concentrated learners and the frequency that the system wrongly does not warn unconcentrated learners decreased. Finally, items 10 and 11 showed that students think the system is effective, while they are not willing to use the system. In the free description field of the questionnaire, there was a comment saying that a student was able to maintain the concentration by being monitored and warned although learning time of 90 minutes was long.
The score of item 11 was 4.00, and we consider that the concentration level judgment system of this research showed an effect on the sustainment of concentration without becoming a burden on learners.
Conclusions
In this research, we conducted experiments of concentration level judgment using Kinect system in elearning learning. We showed through experiments that with the concentration level judgment system using the Kinect, the test growth rate of tests was 64.2, which exceeds the growth rate 49.5 of the group without warning in the previous study. Additionally, with this system both the frequency that the system wrongly warns concentrated learners and the frequency that the system wrongly does not warn un-concentrated learners decreased.
From these results, we concludes that this system is effective for learning; with this system, learners can more intensively learn and can regain concentration more quickly than using the system of the prior research even if concentration is lost.
Future tasks include setting thresholds to reduce wrong recognition, a method to prevent wrong recognition caused by wearing glasses, and conducting experiments with more cooperators. 
