We study a periodic-review production/inventory control problem where both the supply of raw material and demand for the finished product are exogenous and random, the raw material can be stored for future use, can be purchased from or sold to an outside market. We study both the lost sales and backlogging cases under both strict convex and linear raw material purchasing/selling costs. Convexity of the purchasing/selling cost implies that the more the firm purchases from or sells to the outside market, the more expensive or less valuable the raw material becomes. For all cases, we find the partial characterizations for the optimal policies, which all turn out to be very intuitively appealing. In particular, for each of the linear-cost cases, the optimal policy degenerates into a combination of two base-stock policies: one for the raw material inventory and the other for the finished product inventory.
Introduction
Research in production and inventory control is primarily concerned with the control of production quantity or ordering quantity to minimize the total production, ordering, and inventory handling cost of a firm and has been flourishing since the 1950s (Arrow et al. 1958 , Porteus 1990 , Zipkin 2000 . Extensions to and generalizations of the original uncapacitated nonperishable single-item singlelocation models have occurred in several major directions. Some researchers moved from single-location to multilocation models (Chen and Zheng 1994 , Clark and Scarf 1960 , Federgruen and Zipkin 1984 , Rosling 1989 ). Others considered the perishability of products (Cohen and Pekelman 1978 , Nahmias 1982 , Nahmias and Pierskalla 1973 , taking into account the lack of total control over the production activity (Ciarallo et al. 1994; Federgruen and Zipkin 1986a, b; Khang and Fujiwara 2000; Parlar et al. 1995; Wang and Gerchak 1996) , and studying the assignment of a fixed production capacity to multiple products (Bertsimas and Paschalidis 2001 , Evans 1967 , Glasserman 1996 , Ha 1997 , Pena Perez and Zipkin 1997 , Veatch and Wein 1996 , Wein 1992 , Zheng and Zipkin 1990 .
One major deviation from the original model, where a firm does not have total control over its supply of raw material but is capable of storing unused raw material for future use and purchasing the raw material from an outside market or selling the raw material to the market, has not been adequately studied. When a firm is part of a vertically integrated conglomerate, it is very probable that the amount of raw material shipped to it, although being adaptive to the long-term trend of demand through capacity adjustments, is not reactive to the short-term demand faced by the firm. This short-term uncontrollability may stem from the uncertainty in the yield (harvest, extraction) of the raw material or the volatility in the production-transportation lead time of the raw material. Also, such a firm has a clear motivation to store raw material when the current finished product inventory level is sufficiently high and it is cheaper to stock an amount of raw material than to stock the same amount of finished product. Moreover, to maintain the long-term balance between the raw material inflow and finished product outflow of the firm, it is necessary for the firm to have access to an outside market to purchase when there is a shortage of the raw material, and to sell when there is an overabundance of it.
As an example of the above problem, a steel manufacturer might be vertically integrated so that it does everything from running its iron mine to producing the final steel products by itself. Consider its main plant which converts iron ore into one major steel product. In the short term, the amount of ore that is shipped to the plant is not very reactive to the demand for the steel product, because there are many uncontrollable factors in the extraction and transportation of iron ore. Also, it is usually much cheaper to stock ore than to stock steel, and therefore the plant has no incentive to use up all its ore supply for production when the short-term demand expectation is not high relative to its stock of steel. Moreover, the plant is sometimes forced to purchase ore from the outside spot market when its internal supply cannot keep up with the demand, and, at the same time, the plant may sell its excessive supply to the spot market when it has too much unused ore on hand.
In fact, many firms in the food, forest and paper products, metals and metal products, and petroleum refining industries also face similar, though mostly more complex, problems. Due to complicating factors such as the existence of multiple products and the presence of material and/or product deterioration, these problems are both richer and more challenging than the nonperishable single-product problem we have just proposed. To our knowledge, not enough attention has been paid to these problems.
The first important feature of our problem is the firm's lack of total control over the production activity. This feature has appeared in the literature in the forms of finite production capacity, uncertain supply (either quantity or availability), random production yield, and their combinations. For instance, Federgruen and Zipkin (1986a, b) considered an infinite-horizon inventory control problem with a finite production capacity, and showed for both the longrun average and total discounted cases the optimality of a modified base-stock policy, wherein a base-stock policy is followed as much as possible unless the production capacity has been reached. Chen and Lambrecht (1996) showed that with a positive production setup cost, the optimal policy for the capacitated problem above possesses a peculiar X-Y band structure. Parlar et al. (1995) studied an inventory control problem where the availability of supply is a Markovian random variable. With the presence of a positive production setup cost, they showed that the optimal policy is still of the s S type, albeit that now s depends on the state of the supplier. Ciarallo et al. (1994) treated a problem where random production capacity results in random yield and proved the optimality of an order-up-to policy. For a serial production system where the yield of each stage might be stochastic, Lee and Yano (1988) developed a procedure to determine optimal input quantities at each stage. Henig and Gerchak (1990) showed under very general assumptions that, with the presence of a random yield factor, the optimal policy for an inventory system is of a generalized base-stock point type where the base-stock point is dependent on the initial inventory level. Considering both random capacity and yield, Wang and Gerchak (1996) showed the optimal policy to be still of a generalized base-stock point type. Khang and Fujiwara (2000) studied a model in which random supply quantity determined random production capacity and characterized the optimal policy by a set of monotonically increasing critical numbers.
The second important feature of the present problem, not considered in previous models, is that the firm is allowed to store unused raw material for future use. With the raw material inventory serving as a register partially memorizing the past supply realizations, the production decision has to depend not only on the finished product inventory level, as all models do, but also on the raw material inventory level. Our problem is therefore a two-inventory problem. The existing periodic-review inventory control literature concerning two-or multi-inventory problems concentrates mainly in the areas of multiechelon inventory control (Chen and Zheng 1994 , Clark and Scarf 1960 , Federgruen and Zipkin 1984 , inventory control with perishable products (Cohen and Pekelman 1978 , Nahmias 1982 , Nahmias and Pierskalla 1973 , inventory control where more than one product compete for a single production facility (Evans 1967) , and inventory control with remanufacturing options (Phelps 1962 , Simpson 1978 , Veinott 1966 . The techniques these authors employed depend very much on the contexts they worked in, and hence common rules for dealing with these problems have hardly been recognized. Nonetheless, it will be seen later that our approach shares some similarity with Evans (1967) in that both find that the supermodularity and diagonal dominance of the cost functions play pivotal roles in the formation of the mild monotonicity properties (to be elaborated later in §5) of the optimal policies.
The third important feature of our problem is the possibility to trade with the outside raw material market. Effectively, here we are dealing with a dual-sourcing problem. Most existing work on the dual-or multisourcing problem is in the continuous-review setting. Janssen and de Kok (1999) considered a problem with one primary supplier and one secondary supplier, where the primary supplier provided a steady inflow of supply and the secondary supplier was used whenever there was a shortage. Sedarage et al. (1999) studied a problem involving multiple suppliers with different lead times and unit product prices. Their goal was to find the optimal rule for deciding the reorder level for the common product and the ordering quantity from each supplier. Other researchers who considered the problem include Gurler and Parlar (1997) , Lau and Lau (1994) , and Lau and Zhao (1993) . In terms of methodology, this paper does not bear much resemblance to this body of literature.
In this paper, we focus on the simple problem modeled after the steel plant example which involves only a single nonperishable product. Our aim is to partially characterize the optimal policies under various settings. Throughout the paper, we make the reasonable assumption that the firm's trading will affect the spot market price in that the more raw material the firm purchases from or sells to the market, the more expensive or less valuable the raw material becomes. This assumption is later captured by a convex raw material purchasing/selling cost. In the very extreme case, this cost is linear, reflecting the situation where the spot market is liquid and the raw material price is unaffected by the firm's trading. For all four compounded cases where the purchasing/selling cost is respectively strictly convex and linear, and unsatisfied demand is respectively lost and backlogged, we discover partial characterizations for the optimal policies. These policies are all very intuitively appealing.
In particular, for each of the linear-cost cases, the optimal policy degenerates into a combination of two base-stock policies-one for the raw material inventory and the other for the finished product inventory.
The rest of this paper is organized as follows. We introduce the model, notations, and assumptions in §2. In §3, we derive for both the lost sales and backlogging cases the forms of the optimal policies for when the raw material purchasing/selling cost is strictly convex; and in §4, we accomplish the same for when the raw material purchasing/ selling cost is linear. We discuss the common features of all the policies and a potential alternative approach to the same problem in §5, and conclude the paper in §6.
Model, Notations, and Assumptions
Throughout, we use the terms positive, negative, increasing, decreasing, convex, and concave all in the nonstrict sense. We use a positive integer t to denote a period and follow the convention that the more to the past, the larger t is. There are two inventories: the raw material inventory and the finished product inventory. In the very beginning of period t, the firm's raw material inventory level is I t+1 , which is always positive, and its finished product inventory level is J t+1 , which is positive in the lost sales case and may have either sign in the backlogging case. The firm decides in the beginning the amount x t of raw material to be purchased or sold. When x t is positive, x t is the amount to be purchased, and when x t is negative, −x t is the amount to be sold. With I t+1 + x t amount of raw material on hand, the firm immediately decides the amount y t ∈ 0 I t+1 + x t of raw material to be converted into finished product. We measure the raw material and the finished product in such a way that one unit of raw material yields one unit of finished product. Production brings the levels of the two inventories to I L t = I t+1 + x t − y t and J P t = J t+1 + y t , respectively. Later, we will call I L t the leftover (raw material inventory) level and J P t Figure 1 .
Time line of the events.
Raw Material Inventory
Finished Product Inventory From this description, we can arrive at the recursive relations for the inventory levels as
Above, and throughout the paper, x + stands for max x 0 and x − stands for −min x 0 . The reader is referred to Figure 1 for a better grasp of the chronological order of events.
There is a function C S t x that simultaneously reflects the cost of purchasing and income from selling the raw material. C Suppose that all S t D t 's for t = 1 2 are independent random variables and are independent of any of the firm's decisions. Then, we can define the one-period cost g t x t y t I t+1 J t+1 for t = 1 2 without referring to any other part of the history, as
We have some freedom in defining the terminal cost G 0 I 1 J 1 . Here, we choose the convenient definition
which implies that the production cost of the finished product can be recovered and both raw material and finished product can be sold as raw material. When there is a discount factor ∈ 0 1 , we may define the minimum total discounted cost G t I t+1 J t+1 from period t to the end, given I t+1 and J t+1 , as
We can find the optimal policy in (4) if, for every t, we can find the optimal solution for
For a function y x that is only piecewise continuous, but not necessarily continuous, we adopt the notational convention that y x = 0 means that y x − and y x + have opposite signs (0 being of both signs) and that y x 0 means that y x − and y x + are both positive. All derivatives of a function are taken with respect to the variables (positions) in the original definition of the function. For instance, if we have defined y x = x 2 , then by d x y t 2 , we mean d x y x x=t 2 , which is equal to 2t 2 . In this paper, we assume that the raw material purchasing/ selling cost C 
Assumption 3. For every t E S t < + and E D t < + .
For a convex function f x , we already know that it is continuous, piecewise continuously differentiable (PCD), and almost everywhere twice differentiable; see e.g., Wheeden and Zygmund (1977) . So Assumption 1 is not that much more than the convexity requirements already placed on C S t x and H S t I . Also, in §5, we will discuss a potential alternative approach which might work without this assumption. Assumption 2 will be used to bound the firstand second-order derivatives of the cost functions to be defined later to justify for the interchange of derivatives and integrations of these cost functions. Assumption 3 and the bound for the first-order derivatives of the cost functions will ensure the finiteness of the cost functions.
For the lost sales case, we need two more assumptions.
Assumption 4. For every t, h
Assumption 4 states that the sum of the current-period unit inventory holding and unit lost sales penalty costs exceeds the present value of the next-period unit lost sales penalty cost. This is very plausible because normally there is not much variance among costs in adjacent periods and the lost sales penalty cost is positive. Assumption 5 stipulates that the aforementioned sum exceeds the present value of the maximum cost for acquiring one unit of raw material and converting it into one unit of finished product. This is very reasonable because the unit lost sales penalty cost should contain both the revenue the firm otherwise can earn from selling one unit of finished product and the penalty of losing one unit of customer goodwill.
Strictly Convex Purchasing/Selling Cost
In this section, we concentrate on the case where the raw material purchasing/selling cost C S t x is strictly convex, i.e., d 2 xx C S t x > 0 everywhere.
The Lost Sales Case
The dynamic programming relationship (5) involves finding the best x t and y t at a given I t+1 J t+1 pair. We exploit the linearity of C D t y by making a simple redefinition; this will make the equivalent minimization problem to a large extent depend on I t+1 + J t+1 only, rather than on I t+1 and J t+1 in more complicated ways. To this end, we let
Then, relationship (5), being expressed by G t I J , becomes
where
In this new formulation, decisions on the purchasing/selling level x and production level y have been replaced by equivalent decisions on the leftover level I L = I + x − y and the postproduction level J P = J + y. For convenience, let I O t J K be the I that achieves the infimum for inf G t I J K I 0 and J O t I K be the J that achieves the infimum for inf G t I J K J 0 . We will soon show that G t I J K is jointly convex, and hence such infimums are actually achievable. Also, let I 
Using induction, we can show that 
such that the two curves
Note that {3} states the supermodularity of G t I J , and {4} and {5} state the diagonal dominances of G t I J in the I and J directions, respectively (Ha 1997 ). As will be seen in the derivation, these properties of G t I J and the properties possessed by the optimal policy rely on each other for their validity, just as in Evans (1967) . Our proof revolves around proof of the preservation of the supermodularity and diagonal dominance properties of the cost functions, using the properties of the policies as a middle link. An alternative and probably more conventional approach would prove the preservation of the properties of the cost functions directly, and then derive the properties of the policies as a corollary of the preservation result. In §5, we will elaborate more on this alternative approach, its potential advantage over our current approach, and the difficulty we faced while trying to apply it to our problem. Optimal policy for Situation (1) in the lost sales case.
Region Optimal policy for Situation (2a) in the lost sales case. 
The behaviors of the curves I = I O t J K and J = J O t I K , particularly: their slopes; the slopes of their intersections with each other; and the slopes of their intersections with the boundaries I = 0 and J = 0, together dictate the form of the optimal policy at time t through the KKT condition. The form of the optimal policy then leads to the supermodularity and diagonal dominance properties of G t I J . Thus, one iteration of the backward induction process is completed. Now, taking derivatives on relationships (10) and (11), we can get Situation (1) in the lost sales case. Situation (2) in the lost sales case.
For Situation (1), we may divide the I-J plane into three regions. Besides I 0 and J 0, they are described as follows:
(1-I) where J J (7) is achieved. For Situation (1), we have
• when I J is in Region (1-I), the optimal I L t I J , J P t I J is I E t I + J J E t I + J , and hence we call this region the has-leftover-has-production (L-P) region;
• when I J is in Region (1-II) , the optimal I L t I J , J P t I J is I O t J I + J J , and hence we call this region the has-leftover-no-production (L-NP) region; and
• when I J is in Region (1-III), the optimal I L t I J , J P t I J is 0 J , and hence we call this region the noleftover-no-production (NL-NP) region.
For both Situations (2a) and (2b), we have • when I J is in Region (2-I), the optimal I L t I J , J P t I J is I E t I + J J E t I + J , and hence we call this region the has-leftover-has-production (L-P) region;
• when I J is in Region (2-II), the optimal I L t I J , J P t I J is I O t J I + J J , and hence we call this region the has-leftover-no-production (L-NP) region;
• when I J is in Region (2-III), the optimal I L t I J , J P t I J is 0 J , and hence we call this region the noleftover-no-production (NL-NP) region; and
• when I J is in (2-IV), the optimal I L t I J , J P t I J is 0 J O t 0 I + J , and hence we call this region the no-leftover-has-production (NL-P) region.
Our remaining job is, for each situation, to verify that G t I J in each region satisfies the requirements in (9) and is continuously differentiable on the boundaries of the regions. After tedious but otherwise routine calculations, we can verify the following facts. t J + G t I J will make the equivalent minimization problem to a large extent depend on I t+1 + J t+1 only, rather than on I t+1 and J t+1 in more complicated ways. We choose the latter option because this redefinition makes the matter slightly simpler.
Fact 3. For Situation (1), G t I J satisfies the requirements in (9) in every region and is continuously differentiable on the boundaries of the regions.

Fact 4. For Situation (2a), G t I J satisfies the requirements in (9) in every region and is continuously differentiable on the boundaries of the regions.
Fact 5. For Situation (2b), G t I J satisfies the requirements in (9) in every region and is continuously differentiable on the boundaries of the regions.
The Backlogging Case
After the redefinition, (5) becomes
where 
Using induction, we can show that: 
JJ G t I J is bounded by
Consequently, for t = Optimal policy for Situation (a) in the backlogging case.
Region Proof. This proof emulates the proof of Theorem 1 in main ideas but differs in the details. Because G 0 I J = C S 0 − I + J , it obviously satisfies all the requirements in (14). Suppose for some t = 1 2 G t−1 I J satisfies all the requirements in (14). Our job then is to prove that G t I J satisfies the requirements, as well. First, by Assumption 3 and Hypothesis {5}, we have E G t−1 I + S t J − D t < + . Hence, by (13) and again Assumption 3, we have G t I J K < + . By Assumptions 1 and 2 and Hypothesis {1}, G t I J K is clearly TPCD. Then, by the strict convexity of C S t x , the convexity of , and Hypotheses {2}, {3}, and {4}, we know that G t I J K is strictly jointly convex in I, J , and K, and in particular, strictly convex in I at a fixed pair of J and K and strictly convex in J at a fixed pair of I and K. Due to Hypothesis {5} and Lebesgue's Dominated Convergence Theorem, we can interchange the differentiations and integrations (or expectations) of G t−1 I J freely.
As has been defined, I
O t J K is the I that achieves the infimum for inf G t I J K I 0 and J O t I K is the J that achieves the infimum for inf G t I J K − J + . By the KKT optimality condition, when
Taking derivatives on these relationships, we can get Our remaining job is, for each situation, to verify that G t I J in each region satisfies the requirements in (14) and is continuously differentiable on the boundaries of the regions. After routine calculations, we can verify the following facts. 
Linear Purchasing/Selling Cost
In this section, we concentrate on the case where the raw material purchasing/selling cost C S t x is linear with some coefficient c S t . That is, C S t x = c S t x. Due to their reliance on the strict convexity of C S t x , we cannot simply extrapolate the results in the previous section to obtain the results in this section. As will be seen immediately, the linearity of C S t x makes the cost functions separable and the problem much easier to deal with, and results in a simpler approach which is different from the one used in the previous section. So far, we have not found an appropriate approach to tackle the intermediate case where C S t x is neither strictly convex nor linear.
The Lost Sales Case
We start by a redefinition that exploits the linearity of both C 
relationship (5) can be stated as
and
From (18) 
Using induction, we can show that
which is positive by Assumption 4 and Hypothesis {2}. As for {4}, it can be verified by (23), Assumption 2, and Hypothesis {4}. On the boundary J = J * t , we obviously have
= 0 when 0 < J * t < + while there is nothing to be proved when J * t = 0 or + . We see from the proof that in each period t, the firm should trade with the outside raw material market and conduct its production in such a coordinated fashion that the resulting leftover raw material inventory level becomes exactly I * t and the resulting postproduction finished product inventory level becomes exactly J * t unless the initial finished product inventory level is already higher than J * t .
The Backlogging Case
Again, we let
Relationship (5) can be stated as
From (27) 
Using induction, we can show that:
Consequently, for t = 1 2 , there exists a J * t ∈ − + such that, the optimal J P t J is J * t when J J * t , and is J when J > J * t .
Proof. Because G 0 J = 0, it obviously satisfies all= d J G t J * + t = 0 when − < J * t < + while there is nothing to be proved when J * t = − or + . We see from the proof again that in each period t, the firm should trade with the outside raw material market and conduct its production in such a coordinated fashion that the resulting leftover raw material inventory level becomes exactly I * t and the resulting postproduction finished product inventory level becomes exactly J * t unless the initial finished product inventory level is already higher than J * t .
Discussion
Treating the optimal x t , y t , I L t , and J P t all as functions of I t+1 and J t+1 , we can easily check that in all cases, all functions are PCD. Also, when the purchasing/selling cost is strictly convex, we have 
In other words, all optimal policies derived previously satisfy the mild monotonicity properties: (1) The firm should react mildly to changes in both the raw material and finished product inventory levels, which is characteristic of the optimal control policies under convex costs (cf., Karlin 1958); and (2) when facing higher inventory levels, the firm should reduce outside purchasing, and when facing higher raw material inventory levels or lower finished product inventory levels, the firm should lower the production level. In both the continuous-review-discrete-state and periodicreview-continuous-state convex-cost two-inventory control literature, such properties are always accompanied by the supermodularity and diagonal dominance properties of the appropriate cost functions (cf. Evans 1967 , Ha 1997 , Veatch and Wein 1996 . Our derivation once more confirms this connection.
Because each of the policies can be expressed in terms of what the leftover and postproduction levels should be while being given the initial raw material and finished product inventory levels, each of them can be thought of as a combination of two modified base-stock policies. One modified base-stock point sets the target for the leftover level to be achieved through trading with the outside market and production, and the other base-stock point sets the target for the postproduction level through production. We call these base-stock points "modified," because the points themselves depend on the initial inventory levels. As can be seen from above, these dependences are mild and monotone. Moreover, for the linear-cost case, these base-stock points degenerate to be independent of the initial inventory levels. Hence, an optimal policy in this case is merely a combination of two base-stock policies.
To verify the mild monotonicity properties of the policies, as most authors working in stochastic inventory control did, we concentrated on showing the preservation of the supermodularity and diagonal dominance properties. The conventional approach would show the preservation of the properties of the cost functions first, and then show the properties of the policies as a consequence of the former. However, out of necessity, we depart from this approach in that we make the properties of the policies an essential middle link in the logical chain that connects the properties of the cost functions in two consecutive periods. Our current approach works, but it has a drawback in its high demand on the differentiability of the cost functions. This shortcoming limits the applicability of the results and will probably impede further efforts of extending the existing results to the infinite-horizon and undiscounted-cost cases. Therefore, it is worthwhile to investigate the use of the conventional approach to our problem. Unfortunately, we have not yet succeeded with this approach.
Concluding Remarks
We have found the intuitively appealing forms of the optimal control policies for a firm facing random and storable supply of raw material and an outside raw material market. In real life, numerous firms operate under such an environment. This problem possesses three important features: (1) random supply of the raw material; (2) two inventories to be controlled simultaneously; and (3) the existence of the outside raw material market as a second source (and sink) of supply. To our knowledge, prior research has not considered cases where all three features exist simultaneously. Although our derivation of the results reencountered the supermodularity and diagonal dominance properties of cost functions which have been used in the convex-cost two-inventory control literature, we have found no other close similarity between our derivation and the existing ones. Hence, the methods we have employed in this paper may offer some additional insights to the study of two-inventory control problems and the more general multistate Markovian dynamic programming problems.
For the particular problem studied in this paper, many questions still remain. The questions include: Can the requirements on the second-order derivatives of the cost functions be dropped? Can the conventional approach (as mentioned in the previous section) without the explicit use of the derivatives be used to find the optimal policies? What is the form of the optimal policy when the purchasing/selling cost is merely convex but not necessarily strictly convex? Will the forms of the policies remain intact when we consider the infinite-horizon cases, and furthermore, when we use the long-run average-cost criterion? How to exactly describe the modified base-stock points as functions of the initial inventory levels when given the cost and discount parameters? What if setup costs need to be included in the raw material purchasing/selling cost and the production cost?
The problem itself serves only as a starting point for a stream of potential research, however. First, one may want to study how the variance of the random supply and the discrepancy between it and the random demand affect the usefulness of trading with the outside market. Second, one may want to study the more realistic situation where the primary supply is rather partially controllable than totally uncontrollable. For instance, the one-period supply may be able to accommodate an order ranging between a certain interval, while oversupply or shortage may occur when the order is outside the interval. Third, many real-life problems possessing the aforementioned three features have at the same time other features that complicate the problem considerably, such as multiple products sharing the same raw material and the deterioration of the raw material and products. 
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