Abstract: Existing sufficient dimension reduction methods often resort to the completecase analysis when the predictors are subject to missingness. The complete-case analysis is inefficient even with the missing completely at random mechanism because all incomplete cases are discarded. In this paper, we introduce a nonparametric imputation procedure for semiparametric regressions with missing predictors. We establish the consistency of the nonparametric imputation under the missing at random mechanism that allows the missingness to depend exclusively upon the completely observed response. When the missingness depends on both the completely observed predictors and the response, we propose a parametric method to impute the missing predictors. We demonstrate the estimation consistency of the parametric imputation method through several synthetic examples. Our proposals are illustrated through comprehensive simulations and a data application.
Introduction
The rapid advance of technology has allowed scientists to collect data of unprecedented dimensionality and complexity. The large dimensionality of these data poses many challenges for statisticians in the study of the relationship among various types of variables. In this paper we study the regression of a univariate response variable Y onto the predictor vector x = (X 1 , . . . , X p )
T . When the dimension p is large, the conventional methods of parametric modeling usually break down due to the curse of dimensionality. As a result, sufficient dimension reduction (SDR, Cook (1998) ) has attracted considerable attention in the last two decades. It reduces the dimension effectively without loss of regression information, and it imposes no parametric structures on the regression functions. In general, SDR seeks a subspace S of minimal dimension such that Y ⊥ ⊥x | P S x, where ⊥ ⊥ stands for statistical independence and P S denotes the orthogonal projection onto S with respect to the usual inner product. If such a subspace exists, we call it the central subspace (CS), denoted by S Y |x , and call its dimension K = dim(S Y |x ) the structural dimension. The CS, which can be viewed as a parsimonious population parameter that captures all the regression information, is thus the main object of interest in the SDR inquiry. Since the seminal work of sliced inverse regression (SIR, Li (1991) ), numerous methods in the SDR context have been proposed to recover S Y |x . See, for example, sliced average variance estimation (SAVE, Cook and Weisberg (1991) ), principal Hessian directions (PHD, Li (1992) ), minimum average variance estimation and its variants (Xia et al. (2002) , and Xia (2007) ), contour regression (Li, Zha, and Chiaromonte (2005) ), and directional regression (Li and Wang (2007) ). Among these, SIR is perhaps the most commonly used in the literature, and there have been many elaborations on the original methodology of SIR.
When the dimension p is large, it is common that some predictors are subject to missingness. Missingness complicates the interpretation of high-dimensional data, or even results in spurious or weakened results obtained from usual statistical analysis. To address this issue, many efforts have been devoted within the framework of parametric regressions. For example, with the missing at random (MAR) assumption under the forward regression setup, Robins, Rotnitzky, and Zhao (1994) introduced an augmented inverse probability weighted estimation; Yates (1933) considered an imputation procedure for linear models; Rubin (1987) proposed a multiple imputation procedure for parametric regressions. The efficacy of imputation with parametric model assumptions usually relies on correctness of the specification of the underlying model; if the underlying model is misspecified, the resulting estimation could be biased. To get around this issue, Cheng (1994) and Wang and Rao (2002) suggested imputing the missing values with nonparametric estimates of the conditional mean values through multivariate kernel regressions. Owing to the curse of dimensionality, their procedures are not applicable to semiparametric regressions with high-dimensional predictors.
Existing SDR methods often resort to complete-case analysis when the predictors are subject to missingness. This is undesirable since the resulting estimators are inconsistent unless the missing completely at random (MCAR) assumption holds true (Wang and Chen (2009) ). Besides, inference built on the complete measurements is generally inefficient. To retrieve information contained in the missing predictors, Li and Lu (2008) proposed an augmented inverse probability weighted SIR estimator. However, they imposed several parametric model assumptions on the missingness indicator δ given Y and the completely observed predictors x obs , thus the validity of the inverse probability weighted estimator relies on the correct specification of the parametric model of δ | (Y , x obs ); if the underlying model is misspecified, the estimator may be biased (Li and Lu (2008, p.824) ). It is desirable to develop some alternatives for estimation and statistical inference in the SDR context.
In this paper we consider missingness in semiparametric regressions under the MAR mechanism that allows the missingness to depend on the completely observed variables. To avoid the curse of dimensionality and to simultaneously retain the regression information, we focus on the widely used SIR method proposed by Li (1991) , but emphasize that the general idea of this paper can be readily applied to other SDR methods, such as SAVE, PHD and DR.
Estimating the SIR matrix amounts to estimating the conditional expectations E(X k | Y ) and E(X k X l | Y ), for 1 ≤ k, l ≤ p. The unconditional expectations can be estimated through E(X k ) = E {E(X k | Y )} and E(X k X l ) = E {E(X k X l | Y )}. When the missingness depends exclusively on the response, we propose a nonparametric imputation procedure for the missing predictors (Little and Rubin (2002) ). To be precise, let δ = (δ 1 , . . . , δ p )
T denote a vector of missing indicators. The k-th component δ k takes value 1 if there is no missingness in X k , and is 0 otherwise. To estimate E(X k | Y ) when X k has missing values, we impute the missing values with
This nonparametric imputation method is justified under the missing at random assumption δ⊥ ⊥x | Y . It has at least three merits.
1. The nonparametric imputation method is more efficient than the completecase analysis. Our empirical studies also find that it is more efficient than the augmented inverse probability weighted SIR method proposed by Li and Lu (2008) , which echoes the theoretical investigation of Rubin (1987) .
2. The nonparametric imputation procedure imputes the missing predictors in a model-free fashion. Unlike the augmented inverse probability weighted SIR estimation proposed by Li and Lu (2008) , our nonparametric imputation method retains the flavor of SIR (Li (1991) ) in the sense that it avoids the parametric model assumptions imposed by Li and Lu (2008) .
3. Owing to the merit of SIR, the nonparametric imputation method works for a wide range of semi-parametric regressions satisfying Y ⊥ ⊥x | P S Y |x x. In this sense, we extend the application of nonparametric imputation (Little (1992) ) to a very general family of semiparametric regressions.
When the missingness depends on both the completely observed predictors x obs and the response Y , we propose a parametric imputation procedure to estimate the SIR matrix. To be specific, we take
T , where x mis ∈ R p 1 has missingness in a subset of subjects, x obs ∈ R p 2 has complete observations for all subjects, and p = p 1 + p 2 . With slight abuse of notation, we define a vector of missingness indicators δ = (δ 1 , . . . , δ p 1 )
T ∈ R p 1 , whose k-th coordinate δ k takes value 1 if the k-th coordinate of x mis is observed and 0 otherwise. In this situation, estimating the SIR matrix amounts to estimating E (X mis,k 
, and E(X mis,k X mis,l δ k δ l | x obs , Y ) after imposing several parametric modeling assumptions, justified under the missing at random assumption that δ⊥ ⊥x mis | (x obs , Y ). The consistency of the parametric imputation procedure can be established if those parametric models are correctly specified. Our limited experience, gained from simulations, suggests that this parametric imputation procedure performs well in a wide range of semiparametric models.
The rest of this paper is organized as follows. We illustrate in detail the rationale of nonparametric imputation in Section 2 when the missingness is only relevant to the response. When the missingness is related to both the completely observed predictors and the response variable, we suggest imputing the missing values through a parametric imputation scheme in Section 3. Comprehensive simulation results are reported in Section 4 to augment the theoretical results and to compare with some existing methods. A horse colic dataset is analyzed in Section 5. There are concluding remarks in Section 6. The technical details are in the Appendix.
SIR with Nonparametric Imputation
In this section we first review SIR with full observation, then describe a nonparametric imputation procedure in the presence of missing predictors. The asymptotic properties of nonparametric imputation are established.
A brief review
SIR (Li (1991) ) is a promising way to estimate S Y |x . By assuming that
. The linearity condition holds to a reasonable approximation when the dimension p is fairly large (Hall and Li (1993) ). To facilitate matters, we write
T , i = 1, . . . , n} amounts to offering consistent estimators of the Φ i s. Because Φ 0 and Φ 1 can be estimated by their sample averages, estimating Φ 2 is the key to estimating the SIR matrix. Li (1991) proposed slicing estimation to estimate Φ 2 ; it is easy to implement. Zhu and Ng (1995) showed that the performance of SIR is robust to the number of slices, which echoes the empirical studies of Li (1991) . In this paper, we follow Zhu and Fang (1996) and use kernel regression to estimate Φ 2 . To be precise, let
is a symmetric kernel function and h is a userspecified bandwidth. One can estimate Φ 2 with Zhu and Fang (1996) showed that Φ 2 is a root-n consistent estimator of Φ 2 when the predictors have no missing values.
Nonparametric imputation
When some predictors are subject to missingness, the procedure for estimating the SIR matrix Σ −1 M cannot be applied directly. In this section we consider the missing at random (MAR) assumption that
2)
T is a vector of missingness indicators. The k-th component δ k takes value 1 if there is no missingness for the k-th predictor coordinate X k , and 0 otherwise. This MAR assumption provides in general a better approximation to reality and is less restrictive than the MCAR assumption. A more general MAR assumption will be discussed in the next section.
To implement SIR with missing predictors, we estimate Φ i s as follows. Let T is subject to missingness. In practice, the missing components may vary among the incomplete predictors, thus we define the binary indicator δ kj = 1 if X kj is observed, and δ kj = 0 if X kj is missing, for k = 1, . . . , p, and j = 1, . . . , n.
Estimation of Φ 0 and Φ 2 : We first discuss how to estimate Φ 0 and Φ 2 at the population level. Recall that Φ 0 = E {E(x | Y )} and Φ 2 = E {E(x | Y )E(x T | Y )}; this motivates us to estimate both Φ 0 and Φ 2 via the inverse mean E(x | Y ).
To be precise, if the predictor value X k is missing, we follow the idea of Cheng (1994) and impute the value of inverse mean R k (Y ) = E(X k | Y ). We resort to the MAR assumption (2.2) to estimate R k (Y ); it implies that cov(
providing that δ k does not degenerate. The RHS of (2.3) can be easily estimated even when X k has missing values: if X k is missing, we can impute
and Y are observable, although a subset of X k has missing values, which allows us to estimate E (X k δ k | Y ) and E(δ k | Y ) consistently using all observations to improve the efficiency. The above imputation procedure is easy to implement at the sample level. To be precise, when X kj is missing for some 1 ≤ j ≤ n, we impute
. Following arguments of Zhu and Fang (1996) and Zhu and Zhu (2007) ), we can see without much difficulty that (2.2). Therefore, we can estimate E(X k ), the k-th element of Φ 0 , by
Next we deal with Φ 2 . Consider the kernel estimator
is the kernel estimator of the density function of Y . The (k, l)-th element of Φ 2 can be estimated, accordingly, by 
takes a similar form to (2.4) in which X k,j is replaced with X d k,j . To estimate Φ 2 , we take, in parallel to the continuous case,
The (k, l)-th element of Φ 2 can be estimated in a similar fashion.
Estimation of Φ
Accordingly, estimating Φ 1 is in the spirit of estimating Φ 0 . Note that when either X k or X l is missing, X k X l is then missing, which implies, δ k δ l = 0. Similarly, δ k δ l = 1 if and only if both X k and X l are observed. Thus we propose to impute a missing value X k X l with an estimator of the inverse mean
If X kj X lj is missing for some 1 ≤ j ≤ n, a reasonable imputation value can be
Remark 2. When the response is categorical or discrete, we take
Estimation of Σ −1 M: Through using the proposed nonparametric imputation procedures in (2.4), (2.6), and (2.7), we can estimate Σ with
Asymptotic properties
In this section we study the asymptotic behavior of the nonparametric imputation method. For ease of exposition, let f (y) be the density function of Y , assumed to be bounded away from zero and above. Let
We set regularity conditions to ensure the desired asymptotic properties. These technical conditions are not the weakest possible, but they are imposed to facilitate the proofs.
(1) The d-th order kernel function K(·) is symmetric for some d ≥ 2. It has support on the interval (-1,1). In addition,
, and G k (y) are locally Lipschitz.
(3) The bandwidth h = O(n −c ), where 1/(2d) < c < 1/2.
Theorem 1. Under the MAR assumption (2.2) and Conditions
where vec denotes the operator that stacks all columns of a matrix to a vector.
Theorem 1 states the convergence rate of Σ −1 n M n when Y is continuous. We establish the asymptotic normality for a general class of kernel functions; in implementations we choose the second-order Epanechnikov kernel function. The asymptotic normality can be derived similarly when Y is discrete or categorical; details of the proof are omitted from the present context.
SIR with Parametric Imputation
In this section we consider a more general missing-data mechanism than (2.2), allowing the missingness to depend on both the completely observed predictors and the response variable Y . Take
T , where x mis ∈ R p 1 has missingness in a subset of subjects, x obs ∈ R p 2 has complete observations for all subjects, p = p 1 + p 2 , and the vector of missingness indicators δ as before. Here we make the MAR assumption that
Note that (2.2) implies (3.1). The MAR assumption (3.1) in the inverse regression setup was introduced in Li and Lu (2008) , and has its roots in Rubin (1976) . In this section, we introduce a parametric imputation procedure for SIR under (3.1). Similar to (2.1), we consider the partitions:
, and
.
To implement SIR, one must estimate eight quantities:
Note that the first three can be estimated as usual, because they involve no missing observations. Refer to Section 2.1 or to Zhu and Fang (1996) for more details about SIR estimation with no missing values. New consistent estimators are desired for the last five quantities; we discuss how to estimate them in the sequel.
To facilitate matters, we denote by X mis,k and δ k the k-th coordinates of x mis and δ, respectively, for k = 1, . . . , p 1 .
Estimation of E(x mis
We discuss how to estimate E(X mis,k ) in detail; the rationale for estimating the other quantities is similar. We first note that
The first equality follows from the law of iterative expectations. In view of (3.1), one can easily have cov(
, which entails the second equality of (3.2). As X mis,k δ k , δ k , x obs and Y are observable, we can estimate the RHS of (3.2) via standard procedures, to be described below. When the dimension p 2 of x obs is small compared with the sample size n, we can follow the ideas in Section 2.2 to estimate E(X mis,k δ k | x obs , Y ) and E(δ k | x obs , Y ) directly through local smoothing techniques, such as the kernel regression. An anonymous referee cautioned that the kernel-based imputation method may run into the curse of dimensionality when p 2 of x obs is fairly large. To address this issue, we posit several parameter models for estimating
These functions are indexed by the parameters α 1,k and γ 1,k ; to estimate them, it suffices to estimate the involved parameters. Because δ k is binary, a natural choice for π k (x obs , Y ; α 1,k ) is logistic regression, but other parametric models can be easily accommodated as well. With the logistic regression, we can use maximum likelihood to estimate the parameters α 1,k 's for k = 1, . . . , p 1 . Similarly for ψ k (x obs , Y ; γ 1,k ), a convenient option is the linear regression model, but other parameter models can be accommodated as well. Given the data
T , γ 1,k can be estimated by least squares. Denote by α 1,k and γ 1,k the respective estimators of α 1,k and γ 1,k . These estimates are root-n consistent provided the parametric models π k (x obs , Y ; α 1,k ) and ψ k (x obs , Y ; γ 1,k ) are correctly specified. Thus, one can estimate E(X mis,k | x obs , Y ) by
With (3.5), a natural option for estimating E(X mis,k ) is
Recall that E(x obs | Y ) can be estimated with the usual kernel smoother R f (Y ) defined in Section 2.1. With consistent estimates E(X mis,k | Y ) and R f (Y ), one can follow similar procedures as proposed in this section to construct consis-
Details are omitted for the sake of brevity.
Estimation of E(x mis x
T mis ): Here, estimation is similar to that of E(x mis ). We only sketch the outline below. Note that
This follows from (3.1), since cov(
When the dimension p 1 of x obs is large, we posit several parameter models
Because δ k δ l is also binary, we take logistic regression model for π k,l (x obs , Y ; α 2,kl ), and use the maximum likelihood to estimate the parameters α 2,kl . Similarly, we take the linear regression model for ψ k,l (x obs , Y ; γ 2,kl ) and estimate γ 2,kl with least squares. Denote by α 2,kl and γ 2,kl the estimators of α 2,kl and γ 2,kl . These estimators are root-n consistent if the parametric models π k,l (x obs , Y ; α 2,kl ) and ψ k,l (x obs , Y ; γ 2,kl ) are correctly specified. Thus,
With (3.8), one can easily estimate E(X mis,k X mis,l ) by
Estimation of Σ −1 M: Through replacing the unknowns in Φ 0 , Φ 1 , and Φ 2 with their corresponding estimates, we estimate Σ with
The consistency of the parametric imputation of SIR is stated in a theorem.
Theorem 2. Under Conditions (1)−(4), the MAR assumption (3.1), and that the parametric models (3.3)−(3.4), (3.6)−(3.7) are correctly specified, α 1,k , γ 1,k , α 2,kl , and γ 2,kl are root-n consistent, for k, l = 1, . . . , p 1 , as n → ∞,
Simulations
In this section we examine the finite-sample performance of the proposed nonparametric and parametric imputation procedures through synthetic studies. We compared the performance of seven proposals in our simulations.
(1) NP-KIR: Nonparametric imputation with kernel estimation of the SIR matrix. Refer to Section 2 for details.
(2) NP-SIR: Nonparametric imputation with the slicing estimation of the SIR matrix. This differs from NP-KIR in that NP-SIR uses the slicing estimation to impute missing observations and to estimate the SIR matrix.
(3) P-KIR: Parametric imputation with kernel estimation of the SIR matrix. Refer to Section 3 for details.
(4) P-SIR: Parametric imputation with the slicing estimation of the SIR matrix. This differs from P-KIR in that P-SIR uses the slicing estimation to impute missing observations and to estimate the SIR matrix.
(5) CC-KIR: The naive complete-case analysis that uses only the complete observations in estimating S Y |x . We use the kernel estimation to estimate the SIR matrix.
(6) CC-SIR: The naive complete-case analysis that uses only the complete observations in estimating S Y |x . We use the slicing estimation to estimate the SIR matrix.
(7) FC-KIR: The full-case analysis that uses all n observations that have no missing predictors. We use the kernel estimation to estimate the SIR matrix.
(8) FC-SIR: The full-case analysis that uses all n observations that have no missing predictors. This differs from FC-KIR in that we use the slicing estimation to estimate the SIR matrix.
(9) AIPW: The augmented inverse probability weighted SIR introduced by Li and Lu (2008) .
(10) AIPWM: The marginal augmented inverse probability weighted SIR introduced by Li and Lu (2008) .
Because the slicing estimation is insensitive to the number of slices H (Li (1991), Zhu and Ng (1995) ), we only report the results with H = 5 and H = 10. For procedures (1), (3), (5) and (7) that use kernel smoothing, we used crossvalidation to obtain an optimal bandwidth h opt , then used h = n −2/15 h opt as the resulting bandwidth.
We adopted two models for the purposes of comparison:
These models were used in Li (1991) and Li and Lu (2008) . We followed their settings and drew x = (X 1 , . . . , X p ) T from a multivariate normal distribution with mean zero and covariance 0.3 |k−l| between X k and X l , for 1 ≤ k, l ≤ p. The error term ε was independent standard normal. We set γ 1 = (1, 0, 0, 0, 0)
T and γ 2 = (0, 1, 0, 0, 0)
T . When p > 5, the rest of the components of γ 1 and γ 2 were set to zero. Simulations were repeated 500 times, each of sample size n = 200. We chose p = 5 and p = 10 to compare different methods. Example 1. In this example, we took a subset of predictors to have missing observations, with the probability π given the response Y as We considered two cases: (i) only X 1 has missing values, and (ii) both X 1 and X 2 have missing values. To measure the estimation accuracy, we adopted the trace correlation coefficient proposed by Ferré (1998) . To be precise, let S Y |x be an estimator of S Y |x , and let P and P be the respective projection operators in the standard inner product of S Y |x and its estimator S Y |x . The trace correlation is R 2 (K) = tr(P P )/K; K = dim(S Y |x ) = 2 was assumed to be known in advance. This measure describes the "closeness" between the estimated and the true subspaces; it ranges from 0 and 1, with larger values indicating better estimation. We report the median and the median absolute deviation of R 2 (K) values over 500 repetitions in Table 1 , for p = 5 and in Table 2 for p = 10.
For the full-case analyses such as FC-KIR and FC-SIR, the data contain no missing values, and we only report one result for each model. When only X 1 has missing values, AIPWM is equivalent to AIPW, hence we only report results for AIPW in Tables 1−2. It can be seen from Tables 1−2 that, in most scenarios, the proposals using the kernel smoothing and their counterparts using the slicing estimation have comparable performance. Yet, kernel smoothing slightly outperforms the slicing estimation when both X 1 and X 2 have a large proportion of missing values. We use Table 1 as an example because Table 2 conveys a similar message. In model (4.1) with c = −1, the median trace correlation is 0.915 for P-KIR, and 0.594 for P-SIR with H = 5, 0.564 for P-SIR with H = 10. In model (4.2) with c = −1, the median trace correlation is 0.923 for NP-KIR, 0.772 for NP-SIR with H = 5 and 0.813 for NP-SIR with H = 10.
Full-case analysis serves naturally as a benchmark. The results of both FC-KIR and FC-SIR are reported in Tables 1−12. They perform the best across all scenarios because all data can be used precisely when there is no missingness.
Complete-case analysis performs the worst in most scenarios. In Table 1 as an example when both X 1 and X 2 have missing values with c = −1, the median trace correlation for CC-KIR is as small as 0.520 in model (4.1) and 0.537 in Table 1 . The median and the median absolute deviation of the trace correlation coefficients for models (4.1) and (4.2) with p = 5. The missingness follows (4.3). model (4.2). These naive procedures are typically regarded as not very efficient in practice. When only X 1 has missing values, NP-KIR, NP-SIR, P-KIR, P-SIR, and AIPW (equivalently, AIPWM) have comparable performance in both models (4.1) and (4.2). By contrast, when both X 1 and X 2 have missing values, NP-KIR and P-KIR perform much better than AIPW and AIPWM. For example, in Table 1 when both X 1 and X 2 have missing values with c = 0, the median trace correlation is 0.921 for NP-KIR and 0.8999 for P-KIR in model (4.1), compared with 0.716 for AIPW with H = 10 and 0.848 for AIPWM with H = 10. When both X 1 and X 2 have missing values, we can also see that the median absolute deviation of trace correlations of imputation procedures such as NP-KIR, NP-SIR, P-KIR, and P-SIR are significantly smaller than those of the inverse probability weighted methods such as AIPW and AIPWM, in both models, and that NP-KIR performs the best in most scenarios in terms of median absolute deviation values.
Example 2. In this example, we examined the performance of the different proposals under the MAR assumption (3.1). To be precise, we took the probability Table 3 . The median and the median absolute deviation of the trace correlation coefficients for models (4.1) and (4.2) with p = 5. The missingness follows (4.4). π of the missingness given both Y and (X 2 , . . . , X p ) to be
Other settings remain the same as before. The results are summarized in Table 3 for p = 5, and Table 4 for p = 10.
Similar conclusions can be drawn as in Example 1 for both the full-case and complete-case analyses. The AIPW, NP-KIR, NP-SIR, PKIR, and P-SIR have Table 4 . The median and the median absolute deviation of the trace correlation coefficients for models (4.1) and (4.2) with p = 10. The missingness follows (4.4). comparable performance even with the full-case procedures FC-KIR and FC-SIR in model (4.1) when only X 1 has missing values. When both X 1 and X 2 have missing values, the performance of AIPW, P-KIR, and P-SIR deteriorate. The complete-case procedure performs the worst, particularly when both X 1 and X 2 have a large number of missing values. NP-KIR is the winner in most scenarios. We remark here that the nonparametric imputation procedures such as NP-KIR and NP-SIR perform quite well even when the missing probability is misspecified, suggesting that these procedures are robust to the misspecification of missingness Table 5 . The estimated coefficients of the predictors obtained with six proposals. mechanism. Conclusions for model (4.2) are similar.
An Application
In this section we illustrate our proposals through the horse colic data set available from the Machine Learning Repository at the University of CaliforniaIrvine. The objective is to understand whether the lesion of a horse is surgical. Several attributes were collected, but we focus on six factors with continuous measurements as predictors: rectal temperature in degrees Celsius (X 1 ), the heart rate in beats per minute (X 2 ), respiratory rate (X 3 ), the number of red cells by volume in the blood (X 4 ), total protein (X 5 ) and the abdomcentesis total protein (X 6 ) in gms/dL. The response Y is binary, taking value 1 if the lesion of the horse is surgical, and 2 otherwise. Because the response is retrospective, and all cases are either operated upon or autopsied, the response is always known. There are 368 sample points in total, and all six predictors are subject to missingness. Among them, 69 instances in X 1 , 26 in X 2 , 71 in X 3 , 37 in X 4 , 43 in X 5 , and 235 in X 6 had missing values. The complete data contains only 105 instances. Because the response is binary, the SIR method can identify at most one direction (Cook and Lee (1999) ), we take dim(S Y |x ) = 1.
Six proposals, NP-KIR and NP-SIR, P-KIR and P-SIR, AIPW and AIPWM, were applied to estimate S Y |x . Because the performance of the slicing estimation is robust to the number of slices, we chose H = 10. Our simulations indicate that complete-case analysis, such as CC-KIR or CC-KIR, do not perform well, thus we did not include then in our comparison. The estimated directions of these six proposals are summarized in Table 5 . The results obtained with NP-KIR, P-KIR and P-SIR are similar, and slightly different from NP-SIR. However, they are quite different from those obtained with AIPW and AIPWM.
To evaluate the estimation accuracy of these six proposals, we adopted the bootstrap procedure proposed by Ye and Weiss (2003) , with S Y |x the estimated S Y |x using the original data. Then bootstrapped the original data set 1,000 times. estimated S Y |x using bootstrap data, for b = 1, . . . , 1, 000, we calculated the trace correlation coefficient Ferré (1998) ). We took {R 2 (K)} b as a measure of variability of the estimator S Y |x , and preferred proposals with smaller variability, assuming no or minimal bias. The boxplot of the bootstrap trace correlations between S Y |x and the bootstrap estimator S b Y |x from these six proposals are presented in Figure 1 . It can be seen that NP-KIR, P-KIR, and P-SIR behave comparably, and slightly better than NP-SIR. All our proposals outperformed AIPW and AIPWM significantly.
In terms of predictor contribution, the ratios of these coefficients can be judged as the ratios of standard coefficients from a linear model. In particular, rectal temperature in degrees Celsius (X 1 ), the heart rate in beats per minute (X 2 ), respiratory rate (X 3 ), and the number of red cells by volumes in blood (X 4 ) play dominant roles in determining whether the lesion of the horse is surgical.
Next we evaluated the predictive power of all six proposals with leave-one- out cross-validation. Predictive power is assessed through the proportion of n response variables that are correctly predicted from logistic regression. Because the estimated S Y |x is assumed to have one dimension, we fit logistic regression using a single linear combination of the predictors for each proposal. The predictive power using leave-one-out cross-validation is reported in Table 6 . It can be seen clearly that NP-KIR, P-KIR and P-SIR perform the best, followed by NP-SIR. AIPW performs the worst, which complies with the bootstrap results reported in Figure 1 . In addition, we fit a logistic regression with all six predictors X i s. It yielded the predictive power of 0.681. This indicates that our proposals reduce the dimension effectively, while retaining the regression information of Y | x.
A Brief Discussion
In this paper we introduce nonparametric and parametric imputation procedures to tackle some general SDR problems when a subset of predictors has missing observations. The nonparametric imputation method inherits the merit of SDR in that it imposes no parametric assumptions on modeling. The associate editor pointed out the MAR assumption (2.2) is stringent. Thus we also consider (3.1). To address the issue of curse of dimensionality under (3.1), we introduce a parametric imputation procedure. As such, some of the nonparametric flavor is lost in our SDR estimation with missing predictors. This is the price we pay for a complicated missing mechanism. Our limited simulation studies suggest that the proposed parametric imputation method works well even when simple models, such as linear and logistic regressions, were used.
An anonymous referee pointed out that to check the appropriateness of the two missingness schemes (2.2) and (3.1) is of both practical and theoretical interest. For example, how can one check whether the missingness depends exclusively on the response? This can be formulated as a problem of testing the conditional independence between δ and x when Y is given. This is an open and important question even when all observations are complete. Bergsm (2011) proposed to test the conditional independence through partial copulas given complete observations. How to adapt the existing methodologies designed for testing the conditional independence in the complete-data case to the missing-data problems deserves further investigation.
Proof of Lemma A.1
The result is a slightly modified version of Lemma A.1 of Zhu and Zhu (2007) and Zhu and Fang (1996) . The proof is omitted. 
Proof of Lemma A.2. We split the proof into two steps.
Step 1 : In this step, we show that, through replacing
Step 1.1 : Using (2.2), (2), Lemma A.1, and the Cauchy-Schwarz Inequality, we can show without much difficulty that
It follows that
Step 1.2 : Following similar arguments used for proving Lemma A.3 of Zhu and Zhu (2007) , we can show under (2.2), the Local Lipschitz condition of R k (y)f (y) and R k (y) in condition (2), and Lemma A.1, that
Step 1.3 : Lemma A.2 of Zhu and Zhu (2007) has
Thus, by combining the results in Steps 1.1−1.3, (A.3) is proved. To show (A.2), it suffices to show that the difference between the LHS of (A.2) and that of (A.3) admits another asymptotically linear representation.
Step 2 : In this step, we show that
where ℓ 12 (X ki , δ ki ,
Step 2.1 : Following similar arguments used for proving Lemma A.3 of Zhu and Zhu (2007) , we can show that 1 n(n − 1)
, and, 1 n(n − 1)
Therefore, after some straightforward algebraic calculations, we obtain that 1 n(n − 1)
Step 2.2 : The LHS of (A.4) can be expanded as
The strong consistency of f (y), together with the results in Step 2.1, leads to (A.4). Then (A.2) follows by combining the results from these two steps.
Lemma A.3. Suppose (1)−(3) are satisfied. Then
Proof of Lemma A.3. Without loss of generality, we assume that E(X k ) = 0. Following similar arguments used for proving Lemma A.3 of Zhu and Zhu (2007) , we can show that
Accordingly, the LHS of (A.5) can be expanded as
which completes the proof.
The following lemma is a parallel to Lemma A.3; its proof is skipped.
Lemma A.4. Suppose (1)−(3) are satisfied. Then
where
Proof of Theorem 1. It suffices to show that M n − M and Σ n − Σ admit asymptotically linear representations, respectively, by noting that
By invoking Lemmas A.3 and A.4,
Moreover, by invoking Lemmas A.2 and A.3, we have
The subsequent development can proceed, after simple algebraic calculations, to see that Σ −1 n M n − Σ −1 M can be expanded as
The proof is completed by the Lindeberg-Levy Central Limit Theorem.
Proof of Theorem 2. The proof of Theorem 2 is easier than that of Theorem 1 in that we replace the missing measurements with parametric imputation which has a faster convergence rate than the nonparametric imputation in Theorem 1. Thus, following parallel arguments to those for proving Theorem 1, we can prove Theorem 2 without much difficulty. We omit details here.
