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Stochastic evolution of various reaction networks is commonly described in terms of noise assisted escape of an over-
damped particle from a potential well, as devised by the paradigmatic Langevin equation. When implemented for
systems close to equilibrium, the approach correctly explains emergence of Boltzmann distribution for the ensemble of
trajectories generated by Langevin equation and relates intensity of the noise strength to the mobility. This scenario can
be further generalized to include effects of non-thermal, external burst-like forcing modeled by Lévy noise. In the paper
forward and reverse kinetics of Langevin equations with Lévy noise are analyzed for simple model of potential wells
pointing to the most probable escape which is executed via a single long jump. Heavy tails of Lévy noise distributions
not only facilitate escape kinetics, but more importantly, change the escape protocol by altering final stationary state to
a non-Boltzmann, non-equilibrium form. As a result, contrary to the kinetics induced by a Gaussian white noise, escape
rates in environments with Lévy noise are determined not by the barrier height, but instead, by the barrier width. We
discuss consequences of simultaneous action of thermal and Lévy noises on statistics of passage times and population
of reactants in double-well potentials.
PACS numbers: 05.40.Fb, 05.10.Gg, 02.50.-r, 02.50.Ey,
Noise induced escape over a static potential barrier is
the scenario underlying various fluctuations induced ef-
fects. Numerous research explored Gaussian noise and
Lévy noise driven kinetics in double-well potential wells.
These two kinetics fundamentally differs, as they cor-
respond to the continuous (Gaussian) and discontinuous
(Lévy) trajectories which in turn are responsible for very
different escape protocols. Here, we study the archetypal
models of overdamped, stochastic dynamics in double-well
potentials driven by a single Lévy noise or a mixture of
Lévy and Gaussian noises. Therefore, within the current
studies, we extend understanding of escape processes over
a static potential barrier. We explore the role of underly-
ing assumptions by comparing results of numerical sim-
ulations with asymptotic scaling predicted by various ap-
proximations. We show how the escape protocol is affected
by abnormally long jumps (outliers) and what is the role
of the central part of the jump length distribution. We
demonstrate that for the combined action of Gaussian and
Lévy noise sources various asymptotic regimes can be ob-
tained.
I. INTRODUCTION
Non-Gaussian Lévy noises and Lévy statistics are fre-
quently objects of studies in the context of extreme, catas-
trophic events like economic crises1,2, outburst of epidemics3
or millennial climate changes4. The increasing number of ob-
servations indicates presence of non-Gaussian fluctuations in
a)Electronic mail: karol@th.if.uj.edu.pl
b)Electronic mail: bartek@th.if.uj.edu.pl
c)Electronic mail: ewa.gudowska-nowak@uj.edu.pl
the variety of complex dynamical systems ranging from fi-
nancial time series5 and recordings of turbulent behavior6, su-
perdiffusion of micellar systems7 and transmission of light
in polidispersive materials8, to photon scattering in hot
atomic vapors9, anomalous diffusion in laser cooling10,11,
gaze dynamics12 and memory retrieval in humans13. As a
natural generalization of the Brownian motion, the Lévy pro-
cess is characterized by uncorrelated jumps sampled from the
heavy-tailed, stable distribution of lengths and has been ex-
tensively studied in a large number of theoretical and numer-
ical considerations14–21. Contrary to the Wiener process – a
mathematical abstract of the Brownian motion – trajectories
in the Lévy motion are discontinuous, thus representative for
pulsatile, irregular flickering. Whereas a prominent feature
of the Brownian motion is a linear growth of the variance of
the position with time – this growth becomes faster (superlin-
ear) for Lévy motion. Also, unlike equilibrium noise which
refers to the jump sizes distributed according to the Gaussian
statistics of finite variance, its nonequilibrium counterpart, the
Lévy (non-Gaussian) noise, describes the processes with large
outliers and has diverging variance.
Importantly, Lévy motions (called otherwise Lévy flights
(LF)) have been shown to break detailed balance and mi-
croscopic reversibility22,23. Lack of detailed balance for the
Langevin dynamics with Lévy flights has important thermo-
dynamic consequences: In static, periodic potentials with bro-
ken spatial symmetry solely action of the Lévy noise induces
the directed transport24. The key element of the ratcheting
effect25,26 is the acceleration of the escape process into the di-
rection of the steeper slope of the potential. This acceleration
of the transport over the narrower potential barrier plays an
important role in the Lévy noise driven Kramers problem4. In
the weak noise limit, escape from the potential well induced
by Lévy noise is always faster27 than the analogous process
induced by the Gaussian white noise and the most probable
escape path is executed via a single long jump. This causes
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2the mean first passage time (MFPT) to depend dominantly on
the barrier width δ, i.e. T ∝ δα instead of barrier height
∆E, i.e. T ∝ exp(β∆E), typical for the Kramers kinetics
in the presence of thermal (Gaussian) noise. A similar, fully
tractable analytically, solution to the first passage time prob-
lem is observed for escapes from bounded domains under the
action of Lévy flights28–32.
In line with Kramers approach the kinetic mechanism of a
chemical reaction is described by means of a diffusion process
along an internal coordinate x whose stationary states before
and after the reaction correspond to the minima of a double-
well potential V (x) located at x1 and x2 and separated by an
energy barrier33, see Fig. 1. Assuming local equilibrium in the
internal space allows one to formulate the Gibbs equation and
identify the diffusion currents in terms of kinetic equations
balancing the reactant and product concentrations34. Further-
more, derivation of rate constants for forward and reverse re-
actions gives the ratio (the equilibrium constant)
k+/k− = exp[β(V (x1)− V (x2))] (1)
which in the ideal case depends only on temperature via the
Boltzmann coefficient β.
Within the paper we discuss escape from the potential
wells induced/affected by Lévy noises and analyze depar-
ture from equilibrium kinetics as expressed by the above
equilibrium constant. Asymptotic properties of systems
driven by Lévy noise can be studied by the known Lévy-Itô
decomposition35,36 of Lévy flights in terms of the sum of a
Poisson compound process and a Gaussian white noise. Con-
sequently, anomalous long jumps, which determine escape
kinetics over the barriers, are represented by the Poissonian
component of the noise.
The paper starts with an introduction of a generic model
system described by a Langevin equation (Section II), fol-
lowed by presentation of simulations’ details. Results derived
for various double-well potentials are discussed in Section III.
In the same Section asymptotic properties of escape kinetics
affected by the combined action of the Lévy and Gaussian
noises are analyzed. The paper concludes with a summary
(Section IV) referring to main results and potential research
areas.
II. MODEL
The barrier-crossing is modeled in terms of spatially diffu-
sive (overdamped) motion of a particle subject to the deter-
ministic force field f(x) = −V ′(x) and a fluctuating force
ξ(t) describing interactions of the system with its environ-
ment:
dx
dt
= −dV (x)
dx
+ σξ(t). (2)
Here σ is a parameter measuring intensity of fluctuations
which equals σ =
√
2/β for the motion of a Brownian parti-
cle in the strong friction limit.
We further assume that fluctuating force ξ(t) is not Gaus-
sian but instead, can be represented as a formal time derivative
of the symmetric α-stable motion37 L(t), whose characteristic
function φ(k) = 〈exp[ikL(t)]〉 attains the form
φ(k) = exp (−tσα|k|α) . (3)
The stochastic process {X(t), t > 0} described by Eq. (2)
has increments
∆x = x(t+ ∆t)− x(t) (4)
= −V ′(x(t))∆t+ ∆t1/ασξt,
where ξt represents a sequence of independent, identically
distributed random variables38–40 following the symmetric α-
stable density41,42 with the unity scale parameter. For a clarity
of the presentation, the scale parameter σ in Eqs. (2) and (4)
is extracted from the noise definition, see Eq. (3).
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FIG. 1. Piecewise-linear, double-well potential (top panel) and the
continuous double-well potential (bottom panel) used in the study.
The continuous potential V (x) = 128x4 − 64x2 + ax, is given by
Eq. (21) with the parameter a controlling the potential asymmetry.
Here, the solid line corresponds to a = 1 and the dashed line to
a = 10.
3Main properties of the escape kinetics can be drawn from
the analysis of Eq. (4): For a motion in a piecewise-linear
potential starting in the left potential minimum, see Fig. 1, the
Euler approximation (4) reduces to
∆x = −∆E1
δ1
∆t+ ∆t1/ασξt, (5)
where ∆E1 = Eb − E1 is the depth of the left potential well.
Without loss of generality, we can assume that Eb = 0, see
top panel of Fig. 1. The transition between potential wells in-
cludes the surmounting of the potential barrier, while the slid-
ing along the potential slope is expected to be instantaneous.
Accordingly, the transition from the left to the right minimum
of the potential is recorded for trajectories for which
∆x > δ1, (6)
where δ1 is the distance from the left minimum of the poten-
tial to the barrier top. From the discretization scheme (4) and
Eq. (6) one gets the following condition
− ∆E1
δ1
∆t+ ∆t1/ασξ > δ1, (7)
which results in
ξ > ξ1 =
1
σ∆t1/α−1
[
δ1
∆t
+
∆E1
δ1
]
. (8)
For the symmetric α-stable density, the probability of observ-
ing a jump larger than ξ1 is
P (ξ > ξ1) ∝ ξ−α1 . (9)
Consequently, from Eq. (8) one obtains
P (ξ > ξ1) ∝
(
δ1
∆t
+
∆E1
δ1
)−α
. (10)
Analogously, for backward passages
P (ξ > ξ2) ∝
(
δ2
∆t
+
∆E2
δ2
)−α
. (11)
Eqs. (10) and (11) define escape (transition) rates k12, k21
from the left/right potential wells:(
δ2 +
∆E2
δ2
∆t
δ1 +
∆E1
δ1
∆t
)α
∝ k12
k21
(12)
For a typical chemical reaction scheme between reactants (R)
and products (P ), R
 P , the ratio k12/k21 can be related at
equilibrium to the mass action law and the equilibrium con-
centration of species43
k12
k21
=
P2
P1
. (13)
Here P1 and P2 are (equilibrium, steady state) probabilities
of finding the system in either (left/right) potential wells. The
probability P1(t) that the system is in the left state is given by
P1(t) =
∫ xb
−∞
p(x, t)dx, (14)
where p(x, t) is a time dependent probability density of find-
ing a particle at time t in the vicinity of x, and xb is the point
separating left and right states. Analogously, the formula for
P2(t) reads
P2(t) =
∫ ∞
xb
p(x, t)dx = 1− P1(t). (15)
If stationary P1 and P2 exist, they are obtained from the above
integrals in the t → ∞ limit with p(x, t) replaced by the sta-
tionary density p(x).
For a fixed potential barrier Eq. (12) reduces, in the ∆t→ 0
limit, to the situation considered in4,35,36
P2
P1
=
k12
k21
∝
(
δ2
δ1
)α
. (16)
At the same time, for fixed ∆t and a high barrier (∆E 
1/∆t) one may obtain44
P2
P1
=
k12
k21
∝
(
∆E2
∆E1
)α
. (17)
The scalings predicted by Eqs. (16) and (17) should be con-
trasted with the Gaussian white noise limit, in which the ratio
of Kramers rates33,45 leads to
P2
P1
=
k12
k21
∝ exp
[
E2 − E1
σ2
]
. (18)
Within the stochastic description of chemical kinetics, the
transition rates can be conveniently defined in terms of inverse
of the mean first passage time (MFPT), e.g. k12 = T−112 where
T12 = 〈τ〉 (19)
= 〈min{τ : x(0) = x1 = −δ1 and x(τ) > xb}〉.
For Gaussian noise (α = 2) entering Eq. (2) the MFPT can be
calculated exactly46 and reads
T (x0 → xb) = 1
σ2
∫ xb
x0
dz exp
[
V (z)/σ2
]
(20)
×
∫ z
−∞
dy exp
[−V (y)/σ2] ,
while for α < 2 one needs to rely either on stochastic simu-
lations and scaling analysis47,48 or on a numerical solution of
the corresponding fractional diffusion equation.
For the purpose of further analysis we define quotients
P = P2/P1 and T = T (x1)/T (x2) = k12/k21, where in
the last expression indices refer to the location of the left/right
minimum of the potential. In order to consider Lévy fluctua-
tions embedded in confining (steep) potentials securing exis-
tence of variances of stationary states, we analyze motion in a
piecewise-linear (cf. Fig. 1) and in a continuous double-well
potential
V (x) = 128x4 − 64x2 + ax. (21)
In the latter form of V (x) the parameter a controls the poten-
tial asymmetry, depths of minima and their location. It should
be stressed that both forms of potentials are sufficient to re-
strain the trajectories of Lévy flights from infinite escapes49–52
by introducing impermeable boundaries and (or) deep wells
confining the motion.
4III. RESULTS
Results included in following subsections have been con-
structed numerically by methods of stochastic dynamics.
Eq. (2) was integrated by the Euler-Maryuama method, see
Eq. (4), with the time step of integration ∆t = 10−5 and av-
eraged over 104 – 105 repetitions. We start with the study
of properties of anomalous kinetics in piecewise-linear and
continuous potentials driven by a single Lévy noise only
(Sec. III A). Next, we focus on the combined action of Gaus-
sian white noise and Lévy noise (Sec. III B). Finally, in or-
der to further explore role of combined action of two noise
sources we confront results of Lévy noise-driven kinetics with
the problem of escape from a finite interval (Sec. III C).
A. Escape induced by Lévy noise
Figure 1 presents a sample piecewise-linear (top panel) and
a continuous (bottom panel) double-well potentials. For con-
venience we choose a potential with maximum at xb = 0 and
the maximal value Eb = 0. For such a potential we can eas-
ily control the ratio of widths δ2/δ1 and depths of potential
wells. The potential depicted in the top panel of Fig. 1 gives
the full flexibility and allows verification of various hypoth-
esis regarding stochastic dynamics. The continuous double-
well potentials given by Eq. (21) with a = 1 (blue solid line)
and a = 10 (orange dashed line) are depicted in the bottom
panel of Fig. 1. For a = 1, the depths of potential wells
are ∆E1 ≈ 8.5, ∆E2 ≈ 7.5 and the ratio of locations of
minima δ2/δ1 ≈ 0.98. Analogously, for a = 10, we have
∆E1 ≈ 13.2, ∆E2 ≈ 3.2 and δ2/δ1 ≈ 0.85. Piecewise-
linear and continuous setups differs mainly with respect to the
relative depth of potential wells and shape of the potential for
x < x1 and x > x2 due to the way of restricting the do-
main of motion, compare top versus bottom panel of Fig. 1
and Eq. (21).
Results of numerical simulations with various parameters
characterizing the piecewise-linear double-well potential, see
Fig. 1, are depicted in top and middle panels of Fig. 2.
These results are compared and confronted with appropriate
asymptotic formulas, see Eqs. (16), (17) and the full formula
(12). Finally, findings for the piecewise-linear potential are
also confronted with results for the continuous potential with
a = 1, see bottom panel of Fig 2.
Top panel of Fig. 2 presents results for ∆E1 = 8.5, ∆E2 =
7.5, x1 = 0.25 and x2 = 0.75. Orange dots depict the ra-
tio (P = P2/P1) of occupation probabilities whereas blue
dots represent the ratio (T = T (x1)/T (x2) = k12/k21) of
transition rates. The blue solid line shows the “width ratio”
(δ2/δ1)
α predicted by Eq. (16), while the orange dashed line
depicts the “depth ratio” (∆E1/∆E2)α given by Eq. (17). For
small values of the stability index α, blue dots and orange
squares coincide, while for α > 1.3 they start to differ. The
scaling predicted by Eq. (16) is confirmed by numerical sim-
ulations with α < 1.3. In the top panel of Fig. 2 there are
two additional points. There is a red triangle corresponding to
the analytically calculated value of MFPTs for α = 2. More-
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FIG. 2. Symbols represent the ratios P of occupation proba-
bilities () and T of transition rates (•). Results of simulations
are displayed with points while lines show various theoretical scal-
ings discussed in the text: “full” (green dot-dashed, see Eq. (12)),
“width ratio” (blue solid, see Eq. (16)) and “depth ratio” (orange
dashed, see Eq. (17)). Subsequent panels correspond to various se-
tups: piecewise-linear potential with ∆E1 = 8.5, ∆E2 = 7.5,
x1 = 0.25 and x2 = 0.75 (top panel), piecewise-linear potential
with ∆E1 = 85000, ∆E2 = 75000, x1 = 0.7 and x2 = 0.7 (mid-
dle) and the continuous potential (21) with a = 1 (bottom). The red
triangle (N) and the green rhombus () in the top panel depict ana-
lytical evaluation of P , T , respectively, derived with the stationary
p(x) for the Gaussian (α = 2) noise.
over, using the stationary p(x) ∝ exp(−V (x)/σ2) represen-
tative for this case we can evaluate P1 and P2 from Eqs. (14)
and (15).
The green symbol (rhombus) in the top panel of Fig. 2 indi-
cates ratio T calculated from Eq. (20). The ratios of reaction
rates, calculated by use of exact formulas valid for α = 2,
5significantly differ from the prediction of “width ratio” given
by Eq. (16), but they are close to the “depth ratio” scaling pre-
dicted by Eq. (17), see the red triangle and the green rhombus
in the top panel of Fig. 2.
Relations given by Eqs. (12) and the ratioP hold only when
transitions between potential wells are performed in a single
long jump4,53. This condition is well satisfied in the limit of
vanishing noise intensity for deep potential wells, when the
particle is driven by the Lévy noise with the small value of
the stability index α. Contrary to small α, for α large enough
the central part of a noise distribution plays an increasingly
important role, as for growing α more probability mass is lo-
cated around x = 0. If a slope of the potential barrier is not
steep enough, multiple-step re-crossings of the barrier become
more frequent54. Therefore, not only Eq. (13) does not hold
but also transitions from a shallower potential well become
more probable.
The middle panel of Fig. 2 presents results for a deep po-
tential well. In contrast to the top panel of Fig. 2, there is an
additional green dot-dashed line corresponding to the full for-
mula given by Eq. (12). For a very deep potential well, the α
dependence predicted by Eq. (12) is the closest to the results
of stochastic simulations. It indicates existence of the regime
where effects of the barrier width and barrier height contribute
to the evaluated rate. This regime corresponds to a finite dis-
cretization time step ∆t fulfilling the additional constraint
δ ∼ ∆E∆t. (22)
Otherwise, in the limit of ∆t → 0, the “width ratio” scaling
predicted by Eq. (16) is visible.
The bottom panel of Fig. 2 presents results for the poten-
tial (21) with a = 1 along with two lines corresponding to
limiting scaling given by Eqs. (16) (blue solid line) and (17)
(orange dashed line). For a = 1 with α < 2, numerical re-
sults obtained by use of the “in-well” population method or
the MFPT (P versus T ) are coherent. Furthermore, for α < 2,
calculated ratios are very close to the “width ratio” prediction
of Eq. (16). Note, that despite the approximation (16) is valid
in the limit of vanishing noise4,27,35 it seems to work very well
also for finite noise strength σ47,48.
B. Additive thermal and Lévy noise
The scaling of the ratio of escape rates, see Eqs. (12) and
(16) is derived using the asymptotic properties of α-stable
densities. Such a derivation disregard the central part of the
random force distribution. The central part of the jump length
distribution control short jumps which are responsible for pen-
etration of the potential barrier4. Therefore, in the current sub-
section, we assume that the particle is driven by two stochastic
forces55–58, so that the Langevin equation assumes the form
dx
dt
= −V ′(x) + σξ(t) + η(t). (23)
As in Eq. (2), ξ(t) stands for the Lévy noise whereas the ad-
ditional, independent term η(t) is assumed to be the Gaussian
white noise, describing thermal fluctuations in the system. In
such a setup the Gaussian white noise can be considered as the
internal noise, while the Lévy noise is the external fluctuating
force. For the sake of clarity, from now on we assume that the
intensity of the Gaussian fluctuations stays fixed, i.e. it is set
to unity. The scale parameter σ describes then the strength of
the external Lévy noise with respect to the intensity of thermal
fluctuations. As the reference case for the study of a combined
action of two independent noise sources, we use the continu-
ous potential of Sec. III A, see Eq. (21) and bottom panel of
Fig. 1. Therefore, we use the same potential as in the bottom
panel of Fig. 2, i.e. the potential given by Eq. (21) with a = 1
or a = 10. Please note, that the model studied in bottom panel
of Fig. 2 corresponds to Eq. (23) with η(t) ≡ 0 and a = 1.
Comparison of bottom panel of Fig. 2 and top panel of
Fig. 3 reveals that incorporation of the additional Gaussian
noise source significantly weakens the agreement between the
prediction of “width ratio” given by Eq. (16) and results of
computer simulations. The presence of the Gaussian noise
changes the escape scenario by increasing chances of an es-
cape in a sequence of jumps59. Consequently, due to the in-
creased width of the central part of the jump length distribu-
tion, the role played by the tails of Lévy distribution is de-
pleted, what in turn results in stronger deviations from the
“width ratio” predicted by Eq. (16). These deviations are am-
plified for all values of the stability index α, except the spe-
cial case of α = 2. For α = 2, the Lévy noise is equivalent
to the Gaussian white noise. Therefore, the presence of two
Gaussian noise sources facilitate escape kinetics as they can
be combined in the single Gaussian white noise with the in-
creased width. For the potential given by Eq. (21) with a = 1,
the scaling predicted by Eq. (16) is very similar to the ratio
given by Eq. (18).
In the middle panel of Fig. 3, the scale parameter σ is re-
duced to σ = 0.1. For lower σ the central part of the jump
length distribution, amplified due to presence of the Gaussian
white noise, is even more prominent. In the middle panel of
Fig. 3, deviations between the weak noise theory, see Eq. (16)
and the actual scaling are amplified. In order to assure that
the increased disagreement is due to presence of the Gaussian
component we have performed additional simulations with
σ = 0.1 and η ≡ 0. For σ = 0.1 and η ≡ 0, we obtained
results which are quantitatively indistinguishable from those
one included in the bottom panel of Fig. 2. This effect indi-
cates that the increased disagreement in the middle panel of
Fig. 3 is produced by the action of the Gaussian white noise.
Moreover, it demonstrates that the approximation given by
Eq. (16), which is derived in the σ → 0 limit, works pretty
well for finite σ, see bottom panel of Fig. 2.
The bottom panel of Fig. 3 examines the model for σ = 10.
The agreement between results of computer simulations and
Eq. (16) seems to be restored. Unfortunately, this agreement is
a coincidence due to the potential shape and the combined ac-
tion of two very different effects. First of all, tails of the jump
length distribution leads to the scaling predicted by Eq. (16).
Nevertheless, due to a large value of the scale parameter σ,
also the central part of the jump length distribution becomes
non-negligible. The influence of the central part of the jump
6length distribution on the escape kinetics can be quantified by
the MFPT for a system driven by a Gaussian noise with some
effective4 σeff . Due to the shape of the potential, more pre-
cisely almost symmetric location of potential’s minima, both
scalings (16) and (18) give similar approximations for the ra-
tio of reaction rates.
To eliminate this accidental agreement, the potential (21)
with a = 10 was used. Now minima of the potential have
depth of ∆E1 ≈ 13.2 and ∆E2 ≈ 3.2 and their locations are
not as symmetric as for a = 1, see bottom panel of Fig. 1.
As it is clearly visible in Fig. 4, the results of computer sim-
ulations with a = 10 and σ = 1 differ from Eq. (16). The
pronounced disagreement is produced by the Gaussian white
noise component, which increases likelihood of continuous
(instead of single jump) transition over the potential barrier.
Furthermore, for a = 10, the right potential well is shallow,
what further increases deviations from the scaling given by
Eq. (16). In the middle panel of Fig. 4 the scale parameter σ
is increased to σ = 10. Paradoxically, the disagreement be-
tween the asymptotic scaling and results of computer simula-
tions, due to a presence of the Gaussian white noise, is further
amplified by the Lévy noise. More precisely, for σ = 10, the
assumption of a weak noise, which is crucial for asymptotics
predicted by Eq. (16), does not hold, even without the Gaus-
sian white noise.
The agreement between results of computer simulations
and the asymptotic scaling (16) can be reintroduced by dis-
regarding the Gaussian white noise source, i.e. by setting
η(t) ≡ 0 as in the bottom panel of Fig. 4. For instance, for
a = 10 with σ = 1 the agreement is significant (results not
shown). At the same time for the increased σ = 10 the accor-
dance is observed for α < 1, see bottom panel of Fig. 4. For
α > 1 with σ = 10 the central part of the Lévy distribution is
too wide to make the single jump escape scenario dominating
what in turn introduces violations of Eq. (16).
From the examination of the escape kinetics driven by the
combined action of two independent Lévy and Gaussian noise
sources we can deduct following scenarios resulting in the vi-
olation of “width ratio” given by Eq. (16): (i) addition of the
Gaussian white noise source, (ii) increasing of the scale pa-
rameter in the Lévy noise and (iii) decreasing depth of po-
tential wells. The scenarios (i) and (ii) are related, because
both of them increase the width of the central part of the jump
length distribution which is responsible for the penetration of
the potential barrier, see Ref. 4. Consequently, elimination of
the Gaussian noise, under the condition that σ is small enough,
reintroduces the scaling given by Eq. (16), see Fig. 2 and bot-
tom panel of Fig. 4. Nevertheless, due to finite σ, when α→ 2
even in Fig. 2 and bottom panel of Fig. 4 violations of Eq. (16)
are visible. These violations can be decreased by the reduc-
ing the scale parameter σ. Finally, the scenario (iii) breaks the
two state approximation as “in-well” densities become wide.
In the Ref. 60, we have studied the model of escape kinet-
ics induced by general α-stable noises in a symmetric double-
well potential given by Eq. (21) with a = 0. In particular,
for a particle starting in one of the potential wells we have
calculated the ratio R = Tw−w/Tw−b of mean first pas-
sage times for well-bottom-to-well-bottom Tw−w and well-
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FIG. 3. Symbols represent the ratios P of occupation probabilities
() and T of transition rates (•) for the continuous double-well po-
tential (21) with a = 1. Solid lines show the theoretical “width ratio”
scaling (blue solid, see Eq. (16)). Subsequent panels correspond to
various values of the σ parameter scaling the strength of Lévy noise:
σ = 1 (top panel), σ = 0.1 (middle panel) and σ = 10 (bottom
panel). The legend is included in the bottom panel.
bottom-to-barrier-top Tw−b escape scenarios. For the Gaus-
sian white noise such a ratio is equal to two, i.e. R = 2, see
45. Action of the Lévy noise breaks this property of escape
kinetics in double-well potentials — the ratio of MFPTs be-
comes smaller than two. Addition of the Gaussian white noise
(with the scale parameter set to unity) to the model considered
in Ref. 60 increases the value of the ratio of mean first passage
times approximately by 10%. The ratio has increased because
the additional Gaussian white noise increased the role played
by the central part of the jump length distribution. Neverthe-
less, the ratioR is still smaller than two, see Fig. 5. For more
details see Ref. 60.
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FIG. 4. The same as in Fig. 3 for a = 10 with σ = 1 (top panel),
σ = 10 (middle panel) and σ = 10 with η(t) ≡ 0 (bottom panel).
The legend is included in the bottom panel.
C. Escape from finite intervals
From the examination of the escape kinetics induced by a
mixture of noises it can be deducted that addition of thermal
noise changes the escape kinetics. Presence of the additional
thermal noise changes the escape protocol from a single long
jump scenario to a sequence of shorter jumps controlled by
the central part of the jump length distribution. In order to
elucidate this issue in more details, we switch to the archety-
pal model of escape from the finite interval [−L,L]. Initially a
particle is located in the middle of the interval, i.e. x(0) = 0,
and the motion is continued until |x| < L. The exact formula
for the MFPT reads
〈τ〉 = 1
Γ(1 + α)
Lα
σα
, (24)
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FIG. 5. RatioR of mean first passage times for well-bottom-to-well-
bottom Tw−w and well-bottom-to-barrier-top Tw−b for the Lévy
noise (empty points) and mixture of Gaussian and Lévy noises (full
symbols) for the symmetric double-well potential given by Eq. (21)
with a = 0. For more details see Ref. 60.
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FIG. 6. Mean first passage time 〈τ〉 for the escape from the finite
interval [−1, 1] (top panel) and the last hitting point density p(xlast)
for σ = 0.1 (bottom panel). Solid lines in the top panel correspond to
the exact, theoretical formula, see Eq. (20). Other parameters: initial
condition x(0) = 0, time step of integration ∆t = 10−4 and number
of repetitions N = 105.
see Refs. 28–32. Furthermore, the intuitive argumentation
supporting Eq. (24) is included in the Appendix A. In addi-
tion to the MFPT, we studied the last hitting point densities
p(xlast), where xlast is the last point visited before leaving
the [−1, 1] interval. Top panel of Fig. 6 presents MFPT as
a function of the stability index α for L = 1 with σ = 1
and σ = 0.1. Results of computer simulations nicely fol-
low theoretical curve given by Eq. (24) with L = 1. Re-
8sults for σ = 1 are presented in the main plot, while for
σ = 0.1 in the inset, as values of MFPT for σ = 0.1 are
significantly larger than for σ = 1. For σ = 0.1 escape ki-
netics slows down with the increase of the stability index α
because (L/σ)α = (1/0.1)α = 10α is a growing function of
the stability index α, see Eq. (24).
The bottom panel of Fig. 6 shows the last hitting point den-
sity for σ = 0.1. The p(xlast) distribution for σ = 1.0 is
practically the same as for σ = 0.1, therefore we show the
distribution for σ = 0.1 only. For processes with continuous
trajectories xlast = ±L because the escape is performed by
approaching of one of the absorbing boundaries. The very dif-
ferent situation is observed for Lévy flights, which have dis-
continuous trajectories. The most probable xlast is the origin,
as x(0) = 0, but with the increasing α, maxima at the borders
emerge. The escape from the vicinity of the initial position
can be dominating, but the escape itself is it not immediate.
For example, for α = 0.5, on average the escape occurred af-
ter approx 104 jumps since ∆t = 10−4. Initial short jumps
(controlled by the central part of the jump length distribution)
resulted in the spreading of the last visited point around the
initial condition. Bottom panel of Fig. 6 confirms that, for
small values of the stability index α (α < 1), the escape from
the vicinity of the initial position is the most probable. The
different situation is observed for α > 1 when the random
walker is very likely to approach absorbing boundaries.
In the next step, using the model of Lévy noise induced es-
cape, we study the differences between escape protocols for
single noise and mixture of noises induced escape. We use
mixture of two Lévy noises characterized by stability indices
α1 and α2 with σ1 = σ2 = 1 or σ1 = 1, σ2 = 0.1. Mixture
of two independent Lévy noises can be replaced by a single
Lévy noise if only they are characterized by the same stability
index α. For α1 = α2, the sum of two independent identically
distributed α-stable random variables is distributed according
to the α-stable density with the same α and the scale parame-
ter
σ = [σα1 + σ
α
2 ]
1/α
, (25)
Therefore, using Eq. (24) with σ given by Eq. (25) it is possi-
ble to calculate the exact value of the MFPT.
Figure 7 presents results for escape driven by two noises.
Subsequent columns correspond to different values of scale
parameters: σ1 = σ2 = 1 (left column) and σ1 = 1, σ2 = 0.1
(right column). Top panel presents MFPT as function of sta-
bility indicesα1 andα2. Second from the top panel show sam-
ple cross-section of the MFPT surface. For α1 = α2 results
of computer simulations (points) nicely follow exact results
(solid lines), see Eqs. (24) and (25). Finally, bottom panels
depict last hitting point densities p(xlast) with α1 = 0.5 and
α1 = 1.5. For σ1 = σ2, the MFPT surface is symmetric with
respect to the interchange of α1 and α2, otherwise it is not
symmetric along the diagonal. For σ2 = 0.1, the escape is
slower because the width of the jump length distribution is re-
duced in comparison to σ2 = 1, compare left and right panels
of Fig. 7.
Examination of the last hitting point density shows that ad-
dition of the second noise can modify the escape scenario.
For example, for α = 0.5, the most probable is escape from
the vicinity of the initial position, see bottom panel of Fig. 6.
The bottom panel of Fig. 6 should be contrasted with the sec-
ond from the bottom panel of Fig. 7 which present last hitting
point densities for α1 = 0.5. First of all, addition of the ther-
mal noise (Lévy noise with α = 2), produce peaks at bound-
aries both for σ2 = 1 and σ2 = 0.1, although for σ2 = 0.1
their height is lower. For σ2 = 1 already addition of Lévy
noise with α > 1 produces modes at boundaries, while for
σ2 = 0.1 the first noise significantly weakens the action of the
second one.
Bottom panels of Fig. 7 presents last hitting point densities
p(xlast) for a free particle in finite interval, while the model
studied in Secs. III A and III B correspond to the motion in
double-well potentials. Nevertheless, already examination of
the free motion is very instructive. It clearly shows that tra-
jectories become more continuous-like with addition of the
second noise with a larger value of the stability index α. Con-
trary to the free motion, in the case of external force, emer-
gence of peaks at boundaries will be weakened because there
is an external, deterministic, force pushing particles back to
the potential minimum. Moreover, due to the outer part of the
potential, on the outer side of minima particles experience the
restoring force pushing them back to minima of the potential.
This in turn increases the fraction of escape events from the
potential minima, i.e. it amplifies p(xlast) at xlast ≈ x1 and
xlast ≈ x2.
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FIG. 7. Mean first passage time 〈τ〉 for the escape from the finite interval [−1, 1] (top panel), cross-section of the MFPT(α1, α2) surface
(second from the top panel), and the last hitting point densities p(xlast) (bottom panels). Solid lines in the second from the top panel correspond
to the exact, theoretical formula, see Eq. (24). Other parameters: initial condition x(0) = 0, time step of integration ∆t = 10−4 and number
of repetitions N = 105. Columns correspond to various values of the scale parameters: σ1 = σ2 = 1 (left column) and σ1 = 1, σ2 = 0.1
(right column).
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IV. SUMMARY AND CONCLUSIONS
The noise induced escape over a potential barrier is an
archetypal process modeling many phenomena. In particular,
it is a key element of the Kramers theory of chemical kinetics.
According to the Kramers theory, the reaction rate depends
primarily on the relative height ∆E of the potential barrier
separating states, k ∝ exp(−β∆E), and decreases with the
increasing barrier height. Such a dependence of the reaction
rate is typical for systems driven by thermal fluctuations rep-
resented in the form of the Gaussian white noise. The escape
scenarios driven by non-Gaussian Lévy noises differ signifi-
cantly from those induced by thermal fluctuations, in the sense
that for weak noises the escape events are performed in single
long jumps. Consequently, the reaction rate is not sensitive
to the barrier height but to the barrier width, i.e. k ∝ δ−α.
Despite the fact that this approximation is derived in the weak
noise limit, it also works pretty well for finite noise strengths.
In a combined action of Lévy and Gaussian noises one ob-
serves competition between Lévy noise induced long jumps
and contributions of short-length displacements secured by
Gaussian part of fluctuations. As a result, trajectories sur-
mounting the potential start to penetrate the barrier and the
escape rate becomes sensitive to the barrier height. The very
same behavior is observed for the noise induced escape from
finite intervals where addition of noise with lighter tails in-
creases probability of approaching absorbing boundaries be-
cause the likelihood of approaching absorbing boundaries is
controlled by the central part of the jump length distribution
which is amplified by the additional noise source.
Divergent moments of Lévy statistics and Lévy motion
seem to stay in conflict with energetic and thermodynam-
ics of the stochastic differential equation of the Langevin
type23,44,57,58. Yet, accumulating evidence shows that Marko-
vian Lévy flights (LFs) with distribution of jumps emerging
from the generalized version of the central limit theorem are
well suited representations of complex phenomena, to name
just a few recent applications of LFs in description of men-
tal searches61, analysis of free neutron output in a fusion ex-
periment with a deuteron plasma56, investigations of gene-
regulatory networks62 or examination of self-regulatory mo-
tion of insects63.
Long displacements of walkers in fractional dynamics on
networks have been shown to improve efficiency to reach any
node of the network by inducing small world properties65, in-
dependently of the network structure. This observation is cru-
cial in developing algorithms for optimization based on Lévy
flights techniques. A similar statement can be drawn from
the data analysis of option markets which indicate that disper-
sal of asset prices in actively traded markets is influenced by
Lévy flights or tempered Lévy flights1,66. Also here, the LFs
driven Langevin equation seems to be a proper model of stud-
ies, despite infinite variance of fluctuations. The environments
powered by Lévy noise can be natural sources of epicatalytic
reactions44: whereas in a common catalysis the establishment
of equilibrium is speed up by lowering the barrier between
two states, in epicatalysis the effect can be achieved by alter-
ing the steady state distribution alike to our analysis in Sec-
tion II. Since also description of various critical phenomena
requires non-local interactions in space (and time) – it seems
plausible to further carefully explore pros and cons of using
LF models in realistic applications.
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Appendix A: Mean escape time
The two state approximation along with the assumption that
escape is performed via the single long jump can be used to
calculate the mean first passage time of a free particle from a
bounded domain. For the system described by the Eq. (2) the
escape takes place under the condition
σξ∆t1/α > δ (A1)
leading to
ξ > ξ0 =
δ
σ
∆t−1/α. (A2)
For the α stable density the probability of performing jump
longer than ξ0 is p = P (ξ > ξ0) = ξ−α0 . Therefore, we
obtain the estimation
p = P (ξ > ξ0) =
δ−α
σ−α
∆t. (A3)
In order to calculate the mean first passage time, it is necessary
to calculate the average number of jumps needed to escape for
the first time. The number of jumps k required to escape for
the first time follows the geometric distribution
pk = (1− p)k−1p, (A4)
because the escape is performed after (k − 1) unsuccessful
trails. The mean number of jumps is
〈k〉 =
∞∑
k=1
pkk =
1
p
. (A5)
Since, jumps are performed every ∆t the MFPT 〈τ〉 is
〈τ〉 = ∆t〈k〉 = ∆t
p
=
δα
σα
. (A6)
Alternatively, Eq. (A6) can be derived by investigating scal-
ing of 〈x2〉 with the increasing number of jumps, see Refs. 5
and 64. Formula (20) resembles the general formula for the
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MFPT28–32 for a particle starting in the middle of the interval
of half-width δ subject to the action of Lévy noise
〈τ〉 = δ
α
Γ(1 + α)σα
. (A7)
The considerations leading to Eq. (20) do not take into ac-
count the process of surmounting the potential barrier. Conse-
quently, the escape from the potential well should be not faster
than the constructed estimate, see Eqs. (A6) and (A7).
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