We introduce the concept of lattice Burnside ring for a finite group G associated to a family of nonempty sublattices L H of a finite G-lattice L for H ≤ G. The slice Burnside ring introduced by S. Bouc [6] is isomorphic to a lattice Burnside ring. Any lattice Burnside ring is isomorphic to an abstract Burnside ring. The ring structure of a lattice Burnside ring is explored on the basis of the fundamental theorem of abstract Burnside rings. We study the units and the primitive idempotents of a lattice Burnside ring. There are certain rings called partial lattice Burnside rings. Any partial lattice Burnside ring, which is isomorphic to an abstract Burnside ring, consists of elements of a lattice Burnside ring; it is not necessarily a subring. The section Burnside ring introduced by S. Bouc [6] is isomorphic to a partial lattice Burnside ring.
Introduction
Let G be a finite group, and let L be a finite G-lattice, that is, L is a finite lattice on which G acts and the binary relation in L is invariant under the action of G. The purpose of this paper is to introduce the concept of lattice Burnside ring associated to a family of nonempty sublattices L H of L for H ≤ G, together with for g ∈ G and K ≤ H ≤ G, satisfying the axioms (G.1) con
are satisfied for all K ≤ H, x ∈ X(H), and y ∈ X(K).
A semigroup with identity is called a monoid. We denote by ǫ A the identity of a monoid A. A map f : A → B between monoids is called a (monoid) homomorphism if f (ǫ A ) = ǫ B and f (x · y) = f (x) · f (y) for all x, y ∈ A.
Definition 2.1 A monoid functor for G is a triple M = (M, con, res) consisting of a family of monoids M (H) for H ≤ G and a family of monoid homomorphisms 
and π 1 · π 2 :
where π 1 (x 1 ) · π 2 (x 2 ) = res for all elements (J 1 , π 1 ) and (J 2 , π 2 ) of T M H , and call it the M -Burnside ring. This ring is the F -Burnside ring with F = T M H introduced by Jacobson [12] (cf. [14] ). For each H ≤ G, let ZM (H) be the Z-algebra consisting of all Z-linear combinations of elements of M (H) with multiplication given by the binary operation of M (H), which is called a monoid ring. Then the family of monoid rings ZM (H) for H ≤ G defines an algebra restriction functor ZM = (ZM, con, res) with conjugation maps and restriction maps given by those of the monoid functor M = (M, con, res) (cf. [4, 19] ). The ring Ω(H, T ZM H ) defined in [19, §3] coincides with Ω(H, M ). Let H ≤ G. The Burnside ring Ω(H) is the commutative ring consisting of all Z-linear combinations of isomorphism classes [J] for J ∈ H-set with disjoint union for addition and cartesian product for multiplication (cf. [7, §80] ). When M (H) is the monoid {ǫ} consisting of only the identity ǫ, we regard Ω(H, M ) with Ω(H).
The Burnside ring functor Ω = (Ω, con, res, ind), which is a Green functor, is defined to be the family of Z-algebras Ω(H) for H ≤ G, together with conjugation maps con hK → for all h ∈ H and (K, s) ∈ S(H, M ), and denote by R(H, M ) a complete set of representatives of H-orbits in S(H, M ) such that K ∈ C(H), where C(H) is a full set of nonconjugate subgroups of H, for each (K, s) ∈ R(H, M ).
Given (K, s), (U, t) ∈ S(H, M ), it is easily verified that (H/K) s ≃ (H/U ) t if and only if (K, s) = h.(U, t) for some h ∈ H (cf. Example 5.2).
Proposition 2.5 Let H ≤ G. The elements [(H/K) s ] for (K, s) ∈ R(H, M ) form a Z-basis of Ω(H, M ), and multiplication on Ω(H, M ) is given by
Proof. The proof is straightforward. (See also the proof of [19, Proposition 3.1] .) ✷ Example 2.6 Let A be a finite abelian G-group, that is, a finite abelian group on which G acts as automorphisms of A (cf. [17, Chapter 1, Definition 8.1]). Given g ∈ G and a ∈ A, the effect of g on a is denoted by g a. Let H ≤ G. By restriction of operators from G to H, we view A as an H-group. A map σ : H → A is called a 1-cocycle or a crossed homomorphism if
for all h 1 , h 2 ∈ H (cf. [17, I, p. 243] ). The set Z 1 (H, A) of 1-cocycles from H to A is an abelian group with the product operation given by
containing σ. We denote by H 1 (H, A) the set of A-orbits in Z 1 (H, A), that is,
and make it into an abelian group by defining
Observe that g(σ a ) = (gσ) g a = gσ for all g ∈ G and a ∈ A. We define a monoid functor H A = (H A , con, res) for G by
is isomorphic to the ring of monomial representations of G with coefficients in A introduced by Dress [9] which is also called the monomial Burnside ring for G with fibre group A in [2] .
Example 2.7 Let S be a finite G-monoid, that is, a finite monoid on which G acts as monoid homomorphisms (cf. [15, (2.1)]). Given g ∈ G and s ∈ S, g s denotes the effect of g on s.
We define a monoid functor C S = (C S , con, res) for G by
The crossed Burnside ring functor defined in [16, §4] is isomorphic to the C S -Burnside ring functor . The ring Ω(G, C S ) is isomorphic to the crossed Burnside ring of G associated to S (cf. [5, 15] ).
A fundamental theorem of M -Burnside rings
Following [15, §4] , we present a fundamental theorem for M -Burnside rings. The results in this section are special cases of those in [19, §9] .
Let H ≤ G. For any g ∈ G, there is a map con
for all j ℓ j s j ∈ ZM (H) with ℓ j ∈ Z and s j ∈ M (H). We define a subring ℧(H, M ) of U ≤H ZM (U ) by
There is a ring homomorphism ρ H :
, which is called the mark homomorphism.
, where
Remark 3.2 Let us remind the plus constructions − + : Res alg (G) → Green(G) and 
There exists an additive map ς H :
, where µ is the Möbius function of the partially ordered set consisting of all subgroups of G with the binary relation ≤ (cf. [1] ).
where
which is a subgroup of the normalizer N H (K) of K in H, and set
is commutative, and ρ H and ϕ H are injective.
Proof. The proof of the first assertion is straightforward (cf. [19, §9] ). We have
where 
Proof. The proof is analogous to that of [7, (80.15 ) Proposition]. ✷ Definition 3.7 For each H ≤ G, we define an additive group Obs(H, M ) to be
Proof. By Propositions 2.5 and 3.5, we have
Hence the assertion follows from Proposition 3.6. ✷ Let p be a prime, and let ∞ be just a symbol. For each Z-module R, we set
Henceforth, we denote by p a prime or the symbol ∞, and set ϕ
H is surjective.
Proof. The lemma follows from [19, Lemma 9.3] . (See also the proof of Lemma 4.9.) ✷ Let H ≤ G, and let (K, s) ∈ R(H, M ). We have
(See also the proof of Lemma 4.10). Hence we have
The following theorem is a generalization of [15, (4.4) Theorem].
Theorem 3.10 (Fundamental theorem)
For each H ≤ G, the sequence
Proof. The theorem is a special case of [19, Theorem 9.4 ]. We give a standard and concise proof of the theorem under the assumption that all the monoids M (H) for H ≤ G are finite. Let H ≤ G. By Proposition 3.5 and Lemma 3.9, it is enough to verify that Imϕ
H is surjective, it follows that
Moreover, by Eqs.(3.1) and (3.2), there is a sequence
of finite groups, where the first arrow is an isomorphism and the second one is a natural surjection. Hence we have Imϕ
H , completing the proof. ✷
Lattice Burnside ring functors
Let L be a complete lattice with the binary relation ≤ (cf. [3] ). For each subset Σ of L , inf Σ denotes the greatest lower bound of Σ in L , and sup Σ denotes the least upper bound of Σ in L . Given x, y ∈ L , we set x ∧ y = inf{x, y} and x ∨ y = sup{x, y}. We consider L as a monoid with the binary operation given by
(Of course, the binary operation ∧ is associative.) The identity of the monoid L is the greatest element of L . We call L a finite G-lattice if L is a finite left G-set and the binary relation ≤ is invariant under the action of G. Assume that L is a finite G-lattice. Then it turns out that L is a finite G-monoid (see Example 2.7). Given g ∈ G and s ∈ L , g s denotes the effect of g on s.
Example 4.1 The set Λ of subsets of a finite left G-set is considered as a finite G-lattice with the binary relation given by inclusion and the action of G given by
for all g ∈ G and I ∈ Λ; the binary operations ∧ and ∨ are ∩ and ∪, respectively.
(2) h s = s for any h ∈ H and s ∈ L H . Let S (G) denote the set of subgroups of G. We consider S (G) to be a finite G-lattice with the binary relation given by inclusion and the action of G given by conjugation, and write S = S (G) for the sake of shortness.
Then there exists a monoid functor
Example 4.4 For each H ≤ G, we define a nonempty sublattice S ≥H of S to be the set consisting of all subgroups of G containing H. By Proposition 4.2, there exists a monoid functor M S = (M S , con, res) for G given by
By Proposition 2.5, multiplication on Ω(H, M S ) is given by
The lattice Burnside ring Ω(G, M S ) is isomorphic to the slice Burnside ring Ξ(G) of G introduced by S. Bouc [6] .
Almost all results on the ring structure of lattice Burnside rings are relative to the extension of the ring structure of slice Burnside rings. There is another example.
Example 4.5 For each H ≤ G, we define a nonempty sublattice S ✂H of S to be the set consisting of all normal subgroups of H. By Proposition 4.2, there exists a monoid functor 
Proof. Let H ≤ G, and let (
where L
This completes the proof. ✷
We define a Z (p) -module homomorphism ψ
.
The proof of the following lemma is analogous to that of [18, Lemma 4.3] .
We define a partially order ≤ H on R(H, M L ) by the rule that
Suppose that R 0 = ∅, and let (K, s) be a minimal element of R 0 with respect to ≤ H . Then no element (U, t) of R 0 − {(K, s)} satisfies (U, t) ≤ H (K, s), and thus
H for any (U, t) ∈ R 0 , which yields
H . This is a contradiction. Consequently, we have R 0 = ∅, completing the proof. ✷
The proof of the following lemma is analogous to that of [19 
Proof. Let F ≤ W H (U, t), and make inv U ((H/K) s ) ≥t into a left F -set by defining rU hK = rhK for all rU ∈ F and hK ∈ inv U ((H/K) s ) ≥t . Then for any rU ∈ F ,
, it follows from Lemmas 4.7 and 4.10 that
We define a Z (p) -module homomorphism α
We define a Z (p) -module homomorphism β
Theorem 4.11
H , and β
H . Proof. Let H ≤ G. By Theorem 3.10, Lemma 4.9, and Eq.(4.2), the sequence 
Hence we have β
For each H ≤ G, the primitive idempotents of Q ⊗ Z Ω(H) are the elements e (H)
of Q ⊗ Z Ω(H) for K ∈ C(H) which is given in [10, 22] . In addition, the primitive idempotents of Q ⊗ Z Ξ(G) are given in [6, Corollary 5.5], where Ξ(G) is the slice Burnside ring of G (see Example 4.4). We are now successful in finding the primitive idempotents of 
Theorem 4.12 Let H ≤ G, and define a map ζ
H : ℧(H, M L ) → Ω(H, M L ) by   s∈L K ℓ (K,s) s   K≤G →   t≤s∈L U ℓ (U,s)   (U,t)∈R(H,M L ) for all ℓ (K,s) ∈ Z with (K, s) ∈ S(H, M L ). Let α H denote α (∞) H . Then the diagram Ω(H, M L ) Ω(H, M L ) Ω(H, M L ) ϕH αH ✲ ✲ ❅ ❅ ❅ ❅ | ✒ ρH ζH ℧(H, M L ) is commutative. Moreover, the map α H • ϕ H : Ω(H, M L ) → Ω(H, M L )
is a ring monomorphism, and the primitive idempotents of
Q ⊗ Z Ω(H, M L ) are the elements e (H) (K,s) := 1 |N H (K, s)| t∈L ≤s K µ K (t, s) U ≤K |U |µ(U, K)[(H/U ) t∧sup L U ], where L ≤s K = {t ∈ L K | t ≤ s}, for (K, s) ∈ R(H, M L ). Proof. By Proposition 3.5, κ H • ϕ H = ρ H . Moreover, α H = ζ H • κ H , because α H ((δ (K,s) (U,t) ) (U,t)∈R(H,M ) ) = (δ K U |{s 1 ∈ L K | t ≤ s 1 and h s = s 1 for some h ∈ N H (K)}|) (U,t)∈R(H,M ) = ζ H • κ H ((δ (K,s) (U,t) ) (U,t)∈R(H,M ) ) for all (K, s) ∈ R(H, M L ). Hence α H • ϕ H = ζ H • (κ H • ϕ H ) = ζ H • ρ H . Obviously,Q ⊗ Z Ω(H, M L ) are the elements 1 |H| ς H • β H ((δ (K,s) (U,t) ) (U,t)∈R(H,M L ) ) for (K, s) ∈ R(H, M L ), where β H = β (∞) H . Given (K, s) ∈ R(H, M L ), we have β H ((δ (K,s) (U,t) ) (U,t)∈R(H,M L ) ) =    δ K U t≤s 1 ∈L (s) K µ K (t, s 1 )    (U,t)∈R(H,M L ) where L (s) K = {s 1 ∈ L K | s 1 = h s for some h ∈ N H (K)}, and ς H • β H ((δ (K,s) (U,t) ) (U,t)∈R(H,M L ) ) = |H| |N H (K)| t∈L ≤(s) K t≤s 1 ∈L (s) K µ K (t, s 1 ) U ≤K |U |µ(U, K)[(H/U ) t∧sup L U ] = |H| |N H (K)| s 1 ∈L (s) K t∈L ≤s 1 K µ K (t, s 1 ) U ≤K |U |µ(U, K)[(H/U ) t∧sup L U ] = |H| |N H (K, s)| t∈L ≤s K µ K (t, s) U ≤K |U |µ(U, K)[(H/U ) t∧sup L U ], where L ≤(s) K = {t ∈ L K | t ≤ h s for some h ∈ N H (K)}.
This completes the proof. ✷
The exact sequence (4.3) with H = G is derived from the exact sequence (5.2) for abstract Burnside rings (see the next section). Also, the primitive idempotents e 
Units of lattice Burnside rings
We show that any lattice Burnside ring is isomorphic to an abstract Burnside ring, and explore the units of a lattice Burnside ring.
Let Γ be an essentially finite category, that is, a category equivalent to a finite category. The set of isomorphism classes of objects of Γ is denoted by Γ/ ≃. Given objects I and J of Γ , the set of morphisms from I to J is denoted by Hom(I, J) or Γ (I, J). Since Γ is essentially finite, it follows that Γ/ ≃ and Γ (I, J) are finite sets.
As before, p denotes a prime or the symbol ∞. Let ZΓ be the free abelian group on Γ/ ≃, and set
We define a Z (p) -module homomorphism ϕ Γ is an injective Z (p) -algebra homomorphism (cf. [25] ).
Let I be an object of Γ . We denote by Aut(I) the group of automorphisms of I. For each σ ∈ Aut(I), a morphism c σ : I → I/σ in Γ is said to be a coequalizer of σ and id I if c σ • σ = c σ and it is universal with this property; that is, for any morphism f : I → J in Γ which satisfies that f • σ = f , there exists a unique morphism f 1 : I/σ → J in Γ such that f = f 1 • c σ :
Given an object I of Γ , let Aut(I) p denote a Sylow p-subgroup of Aut(I), and let Aut(I) ∞ denote Aut(I). For an epi-mono factorization system of the category Γ , we refer to [25, 1.4] 
modules, where Obs (p) (Γ ) is the group of obstruction of Γ defined to be
and ψ
is the Cauchy-Frobenius map given by
Γ is an abstract Burnside ring. If Γ satisfies the assumptions of Theorem 5.1, we consider Z (p) Γ to be the abstract Burnside ring which has a Z (p) -algebra structure such that ϕ 
Example 5.2 Let trans G
S be the category of transitive G-sets G/H for H ≤ G and G-equivariant maps. Given U, H ≤ G, we have
where inv U (G/H) = {gH ∈ G/H | U ≤ g H}, so that G/U ≃ G/H if and only if U is a conjugate of H (cf. [7, (80.5 
Given g ∈ N G (H), there exists a coequalizer c σg : G/H → (G/H)/σ g of σ g and id G/H given by (G/H)/σ g = G/( g H) and c σg (rH) = r g H for all r ∈ G. Hence trans G S satisfies the assumption of Theorem 5.1 with Γ = trans G S . The abstract Burnside ring Ztrans G S is isomorphic to the Burnside ring Ω(G). Let R(G) be the ring of virtual C-characters, and let R Q (G) be the subring of R(G) generated by the characters afforded by QG-modules. There exists a ring homomorphism char
G is the character induced from the trivial character 1 H of H (or the permutation character of G on G/H) defined by
for all g ∈ G. Obviously, if u is a unit of Ω(G), then char G (u) is a unit of R Q (G). For any unital ring R, we denote by R × the unit group of R. Let Hom(G, −1 ) be the set of homomorphisms from G to the subgroup −1 of C × .
Lemma 5.3 For any
Proof. Obviously, χ(g) ∈ −1 for all g ∈ G, and the assertion follows from the first orthogonality relation (cf. [7, (9.21 ), (9.26) Proposition]). ✷ Let I be an object of Γ . We define an additive map ω I : ZΓ → Ω(Aut(I)) by
for all objects J of Γ , where the left action of Aut(I) on Γ (I, J) is given by
for all σ ∈ Aut(I) and f ∈ Γ (I, J).
There is a criteria for the units of an abstract Burnside ring, which is a generalization of that for the units of Ω(G) (cf. [23, Proposition 6.5]). x I x I/σ ∈ {0, 1}, where 1 Aut(I) is the trivial character of Aut(I) and γ x I , 1 Aut(I) Aut(I) is the inner product of γ x I and 1 Aut(I) , for any [I] ∈ Γ/ ≃. Conversely, assume that x = ϕ Γ (x) for some x ∈ ZΓ . Let I be an object of Γ . Since the map ω I : ZΓ → Ω(Aut(I)) is a ring homomorphism, it follows that char Aut(I) (ω I (x)) ∈ R Q (Aut(I)) × . By the definition of coequalizer, we have x I/σ = char Aut(I) (ω I (x))(σ) for all σ ∈ Aut(I) (cf. [25, (2. 28)]). Consequently, it follows from Lemma 5.3 that γ x I ∈ Hom(Aut(I), −1 ). The proof is now complete. ✷ As before, we suppose that L is a finite G-lattice and M L = (M L , con, res) is the monoid functor given in Proposition 4.2. Let trans G S be the category given in Example 5.2. There is an additive contravariant functorṪ
. Note that the above definition of morphisms is different from that in the category of elements of T
, the group Aut((G/U, π t )) of automorphisms of (G/U, π t ) consists of all maps σ g : G/U → G/U for gU ∈ W G (U, t) given by rU → rgU for all rU ∈ G/U , which is identified with Aut((G/U ) t ).
We are now in a position to prove that
) is an abstract Burnside ring. By the following theorem, the lattice Burnside ring Ω(G, M L ) (p) , which is called a p-local lattice Burnside ring, is isomorphic to Z (p) Γ . 
Proof. Since all the morphisms of Γ are epimorphisms, it follows that Γ has an epimono factorization system. Let (U, t) ∈ S(G, M L ), and let g ∈ N G (U, t). Observe that there exists a coequalizer c σg :
) and c σg (rU ) = r g U for all r ∈ G. Thus Eq.(5.3) holds, and Γ is a finite category which satisfies the assumptions of Theorem 5.
Moreover, Eq.(5.4) is obvious. Consequently, it follows from Proposition 2.5 and Theorems 4.11 and 4.12 that there is a ring Proof. Let (U, t), (K i , s i ) ∈ S(G, M L ) with i = 1, 2, and define a map
where g
Then Φ is an isomorphism of Aut((G/U, π t ))-sets. Hence it follows from Theorem 5.5 that ω I is a ring homomorphism. ✷ In the proof of Theorem 5.5, we are aware that the exact sequence (5.2) with
) is identified with the exact sequence (4.3) with H = G, namely,
(By Theorems 4.11 and 4.12 with H = G, α
G , and the map α G • ϕ G is a ring monomorphism, where
We are now ready to give a criteria of the units of Ω(G, M L ).
for all gU ∈ W G (U, t) is a group homomorphism. We give an example of Ω(G, M L ) × (see also [6, Theorem A.13] ).
, and suppose that x is contained in the image of the ring monomorphism
Then by Proposition 5.7, we have
is determined by the values x (H,L) for H ≤ G with K < H (cf. [6, p. 904] ). Hence we have
If G is of odd order, then the assertion clearly holds. Assume that G is of even order, and let H 1 , H 2 , . . . , H m be the subgroups of index 2 in G. For each integer
for each integer i with 1 ≤ i ≤ m − 1 and Let C p (Γ ) be a complete set of representatives of equivalence classes with respect to the equivalence relation ∼ p on Γ . For each I ∈ C p (Γ ), we define 
Given (U, t) ∈ S(G, M L ) and gU ∈ W G (U, t), it follows from Theorem 5.5 that
is the derived series of K (cf. [17, Chapter 2, Definition 3.11]). Then we define
Proof. We may assume that 
Proof. We may assume that
We now extend Dress' characterization of solvable groups for Ω(G) (cf. [8] ). (ii) If s covers t in L U , then s = inf L ≥t g U for some gU ∈ W G (U, t) p with g ∈ U .
Then G is a Proof. By Proposition 6.1, 0 and 1 are the only idempotents of Ω(G, M L ) (p) if and only if (K, s) ∼ p (U, t) for all (K, s), (U, t) ∈ S(G, M L ). If S(G, M L ) has only one equivalence class with respect to ∼ p , then by Lemma 6.2, O p (G) = {ǫ}, which forces G to be a p-group. Conversely, assume that G is a p-group. Let K ≤ G, and let s ∈ L K . By the condition (i), there exist subgroups H and U of G such that U ≤ H ≤ N G (U, s) and {K 1 ≤ G | s ∈ L K 1 } coincides with the set of subgroups K 1 of H containing U . We have (K, s) ∼ p (U, s), because K/U is a p-group. If s covers t in L U , then by the condition (ii), s = inf L ≥t g U and ( g U, s) ∼ p (U, t) for some gU ∈ W G (U, t) p with g ∈ U , which implies that (U, s) ∼ p ( g U, s) ∼ p (U, t). Hence either s = inf L U or (K, s) ∼ p (U, t) for some t ∈ L U with t < s. By repeating this argument, we can choose elements (U 0 , t 0 ) := (K, s), (U 1 , t 1 ), . . . , (U ℓ , t ℓ ) of S(G, M L ) with t ℓ = inf L U ℓ such that (U i , t i ) ∼ p (U i+1 , t i+1 ) and t i+1 ≤ t i ∈ L U i+1 with i = 0, 1, . . . , ℓ − 1. Moreover, (U ℓ , inf L U ℓ ) ∼ p ({ǫ}, inf L {ǫ} ) by Lemma 6.3. Thus we have (K, s) ∼ p (U ℓ , inf L U ℓ ) ∼ p ({ǫ}, inf L {ǫ} ). Consequently, S(G, M L ) has only one equivalence class with respect to ∼ p . This completes the proof. ✷ Example 6.5 Keep the notation of Example 4.4, and assume further that G is a p-group. Let E ≤ G. Then {K ≤ G | E ∈ S ≥K } is the set of subgroups of E. Suppose that E = {ǫ} and E covers F in S ≥{ǫ} . Since G is a p-group, it turns out that F is a normal maximal subgroup of E. We can take an element g of N E (F ) for which E = g F . Then it is obvious that E = inf S ≥ g F . Hence the assumption of for all (U, t) ∈ X and gU ∈ W G (U, t).
Proof. Let (U, t) ∈ X, and let gU ∈ W G (U, t). By the condition (A), there exists a coequalizer c σg : (G/U, π t ) → (G/U, π t )/σ g of σ g and id (G/U,πt) given by (G/U, π t )/σ g = (G/( g U ), π s (g,t) ) and c σg (rU ) = r g U for all r ∈ G, as desired. ✷ 
