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                    Introduction générale 
 
La Capture du mouvement humain continue d'être un domaine de recherche de plus en 
plus actif dans le domaine de vision par ordinateur. Elle motive de nombreuses études, y 
compris la large gamme d'applications qu'elle recouvre, c’est une technique  permettant 
d'enregistrer les positions et rotations d'objets ou de membres d'êtres vivants, pour en 
contrôler une contrepartie virtuelle sur ordinateur.  
Il existe  à l'heure actuelle, des systèmes de capture de mouvement commerciaux 
précis et relativement fiables, tels que les systèmes proposés par MOTION ANALYSIS , ou 
VICON. 
 La technologie de capture du mouvement est généralement utilisée pour l'analyse du 
mouvement à des fins médicales, ou pour l'étude du geste sportif, elle est aussi utilisée dans 
l'industrie du divertissement pour donner plus de réalisme aux mouvements humains dans les 
films et les jeux. ‘Avatar’ est un exemple fameux de film faisant massivement appel à la 
technologie de capture du mouvement.  
Les systèmes optoélectroniques à marqueurs passifs sont certainement le type de 
système d'acquisition le plus répandu. Leur fondement demeure dans le suivi de marqueurs 
fortement réfléchissants (type catadioptre) à l'aide d'au moins deux caméras. Chaque caméra 
est équipée d'un projecteur (LED) dirigé vers le volume d'étude. 
 Les marqueurs sont suivis en deux dimensions par chacune des caméras. Une 
reconstruction en trois dimensions est possible lorsque chaque marqueur est repéré par au 
moins deux caméras même si trois ou plus sont préférables pour la précision. Le principe de 
reconstruction volumique se base sur les méthodes de triangulation spatiale.  
En revanche, cette technologie souffre de problèmes qui la rendent inappropriée à une 
utilisation plus répandue. Par exemple, avec de tels systèmes, on subit le problème de la perte 
de visibilité des marqueurs (occlusions) qui peuvent être masqués par un obstacle (ou  un 
autre marqueur, ou le sujet lui-même) lors d’un certain mouvement.  
De plus, ils sont sensibles aux conditions lumineuses du studio dans lequel ils sont 
installés ce qui provoque des mesures bruitées issues des capteurs (cameras). Ceci  provoque 
une perte de données, des trajectoires réelles des marqueurs ;en conséquence ,on n’aura pas 
une bonne reproduction du mouvement capté, ce qui nécessite un post-traitement pour 





Nous nous intéresserons dans ce travail à combler ce problème d’occlusions (des 
données manquantes et  altérées) en utilisant les méthodes séquentielles de Monte-Carlo  et en 
même temps valider l’hypothèse  qu’au moins deux caméras doivent percevoir le marqueur. 
Quand le modèle décrivant le système dynamique à  approcher est hautement non- 
linéaire et/ou non-gaussien, les méthodes non-aléatoires (filtre de Kalman et extensions, 
méthodes numériques par maillage) échouent à donner une approximation précise de la loi de 
filtrage, avec un temps de calcul acceptable.  
Certainement, l’utilisation de simulations par Monte Carlo pour la construction de 
cette loi est une alternative dont les performances se sont révélées encourageantes. Les 
méthodes séquentielles de Monte Carlo (MSMC) sont fondées sur ce principe. 
 Ces techniques  sont souvent connues sous le nom de filtres particulaires et se sont 
imposées comme les algorithmes par excellence dans le domaine de la  localisation et le suivi 
visuel d’un mobile (tracking). Cette technique  a pour objectif de  restituer et estimer la 
densité de filtrage liant les états des objets à suivre aux observations passées et présentes en 
l’approchant par un échantillon pondéré. 
 Outre leur simplicité de mise en œuvre, ces approches sont capables de maintenir au 
cours du temps des hypothèses multiples, ce qui les rend robustes face aux challenges du suivi 
visuel. De plus, de par leur nature probabiliste, leur formalisme très générique, elles 
permettent  d’envisager des modélisations complexes pour les objets et les observations dont 
on dispose, dont les densités peuvent multimodales. 
De manière  générale, La base  du filtrage particulaire  est de modéliser le système  par 
une chaîne de Markov cachée  à temps discret. On cherche donc à estimer la valeur du 
processus aléatoire markovien (processus d'état) à partir des réalisations obtenues à différents 
pas de temps du processus d'observation (ou processus de mesure). Le système est décrit par : 
 la distribution du processus d'état à l'instant initial. 
 un modèle d'évolution de l'état, fixé a priori. 
 un modèle de vraisemblance qui relie l'observation à l'état. 
L’addition  d'une connaissance à  priori permet l'utilisation de méthodes bayésiennes. 
Dans cette  situation, la résolution du problème d'inférence passe par la connaissance de la loi 
a posteriori, c.à.d. la loi du processus d'état connaissant les observations, qui transporte 
l'ensemble des informations statistiques disponibles sur le processus à estimer. Il est possible 






Expliquer le concept du filtrage particulaire est donc de représenter et d’approcher 
empiriquement la densité  à posteriori par un échantillon pondéré, également  appelé  
particules qui sont des réalisations de la variable aléatoire (variable d’état). Chaque particule 
est donc une solution possible de l’état à estimer et son poids associé représente sa qualité par 
rapport aux observations dont on dispose. Ainsi, l’échantillon à l’instant t est calculé à partir 
de  l’échantillon précédent. Pour  obtenir une approximation (via un échantillonnage) de la 
densité de filtrage  à l’instant courant. Pour cela, trois étapes sont nécessaires : 
 une étape d’exploration de l’espace d’état durant laquelle on propage les 
particules via la fonction de proposition. 
 une étape d’évaluation (ou de correction) de la qualité des particules qui vise à 
calculer leur nouveau poids. 
 enfin une étape  de sélection des particules (rééchantillonnage).  
Pour traiter le sujet dans son contexte global, ce mémoire  est organisé selon les 
chapitres suivants :  
Le premier chapitre est une présentation générale sur la capture du mouvement, ainsi 
que les différentes techniques de capture utilisées à l’heure actuelle, tout en décrivant les 
problèmes d’occlusions qui confrontent les systèmes de capture optoélectroniques ; ces 
derniers constituent la problématique de notre travail. Il est donc nécessaire de traiter les 
données  manquantes et bruitées l’hors de l’acquisition en utilisant le filtrage particulaire.  
 
Dans le deuxième chapitre, nous présentons un aperçu général sur les méthodes 
existantes dans le domaine de suivi, tout en rajoutant les difficultés à estimer l’état caché d’un 
système dynamique non linéaire face à des observations manquantes et bruitées. En revanche, 
nous montrerons la possibilité d’estimer une solution probabiliste en utilisant le filtrage 
particulaire. Cet algorithme sera bien détaillé dans le chapitre 3, en effectuant une simulation 
d’un système de suivi de trajectoire des marqueurs dans un système MOCAP en utilisant le 
filtrage particulaire.  
Le chapitre 4 est consacré à discuter et analyser les résultats de notre simulation. La 
robustesse et les limites de notre algorithme de suivre les trajectoires des marqueurs placés sur 
notre objet en mouvement (cube) face au problème  d’occlusions. Le taux de bruit de mesures, 
et le relâchement de l’hypothèse qu’au moins deux cameras doivent capter le marqueur seront 
aussi étudiés. 
 Finalement, nous achevons ce mémoire par une conclusion générale qui résume notre 













Système de capture du mouvement (MOCAP) 
 
  





1.1  Introduction 
 
Les racines de cette méthode sont la chronophotographie originellement 
développée dans un cadre médical. Les premiers systèmes sophistiqués ont été émergé 
dans les années 1980 pour l'armée avec les capteurs pour simulateurs d'aviation, ensuite 
en milieu médical pour des analyses physiologiques, scientifiques ou sportives 
(orthopédie, traumatologie, rééducation, en rapport avec la biomécanique en général). 
Les études  approfondies sur l’interactivité homme-machine et la réalité 
virtuelle sont à l’origine des divers systèmes de capture qui existent de nos jours. Elles 
donnent une création à divers périphériques d’entrées tels que les souris 2D et 3D, les 
joysticks, les écrans tactiles, les boîtes à boutons et à potentiomètres, les tablettes 
graphiques, les gants de données, les “ track-ball ”, les visiocasques, les capteurs 
magnétiques, les capteurs optiques, les capteurs à ultrasons,…..etc. 
Au début des années 80, Tom Calvert professeur en informatique à l’université 
Simon Fraser aux Etats –Unis fixe des potentiomètres sur un corps humain pour des 
études de chorégraphie et pour détecter les anomalies du mouvement du corps. A partir 
d’un exo-squelette constitué de potentiomètres, placés sur le corps d’un être humain, le 
système capture les angles de flexion entre les articulations des différents membres [1]. 
  Dans les années suivantes, les premiers systèmes de capture optique voient le 
jour. Ces systèmes fonctionnent à partir de diodes ou pastilles réflectives placées sur un 
corps humain  suivi par au moins deux cameras. A partir des images fournies par les 
caméras, un logiciel calcule les positions 3D de chacun des marqueurs.   
 
En 1983, Ginsberg et Maxwell (MIT) utilisent le Op-Eye, un des premiers 
systèmes de capture optique, pour leurs recherches sur le “ Graphical Marionette ”. Ils 
obtiennent en temps réel l’animation d’un personnage virtuel en basse définition, à 
partir de deux caméras et de diodes placées sur les membres d’un acteur réel. 
Cependant, les  systèmes de l’époque révèlent les premiers problèmes liés au 
matériel et à la technique : les caméras ont une résolution et une fréquence 
d’échantillonnage trop faible ; aussi,  l’occlusion des marqueurs présente un réel 
problème de fiabilité. 




Ces techniques mises en place dans un premier temps pour instaurer un langage 
gestuel direct entre l’homme et la machine, évoluent vers l’acquisition de données pour 
la reproduction parfaite du mouvement d’un être humain . 
En 1989, Motion Analysis expérimente son système de capture optique sur la 
chanteuse virtuelle “ Dozo ”. Le système a pour objectif d’obtenir un mouvement 
réaliste sur l’ensemble du corps du personnage. La tâche s’avère laborieuse à cause du 
manque d’expérience et de la jeunesse du système de l’époque. Mais le résultat laisse 
présager un avenir certain.  
De nos jours, les sociétés  Motion Analysis et  Vicon proposent   des systèmes 
les plus performants et précis du marché [1]. 
Les  principales recherches sur l’évolution les systèmes de capture sont axées 
principalement sur :  
 L’extension de l’espace d’acquisition. 
 La saisie des données en temps réel. 
 L’allégement du matériel porté par l’acteur. 
 La capture de plusieurs personnages en même temps. 
La qualité d’animation obtenue dépend de la phase du  traitement des 
données reçues et de leur intégration. Il faut développer des solutions logicielles de 
qualité qui permettent de post-traiter les informations, de les corriger, d’estimer les 
positions, de gérer les problèmes d’occlusions dans le cas d’une acquisition optique 
et d’intégrer facilement les mouvements sur les personnages virtuels. 
Nous  présentons en premier lieu   la technique, puis nous  détaillerons  dans 
la deuxième partie de ce chapitre, les différents systèmes de capture de mouvement  
existant à l’heure actuelle, ces derniers   sont très variées et offrent  des techniques 
de plus en plus fiables et précises. Chacune des technologies possède ses avantages 
et ses inconvénients qui influent directement sur la qualité du mouvement et le temps 
de production. L`adoption  de la technique  est spécialement orientée par le style 
artistique du personnage, le type d’animation à produire, et le type de production. 
Nous finirons par une conclusion générale, qui met en œuvre le choix 
d’utiliser la capture optique par une proposition de la méthode de filtrage particulaire  
pour étaler le problème lié à l’occlusion des marqueurs lors de l’acquisition des 
données  dans  un système de capture de mouvement. 
 




1.2  Définition de la technique 
La capture du mouvement est une  technique d’animation de personnage virtuelle. 
Les systèmes de capture du mouvement sont des outils "software " et " hardware " qui 
permettent l'acquisition en temps réel ou en temps différé du mouvement d'un objet dans 
l’espace [4]. Ces systèmes mesurent  la position ou l'orientation des membres d'un acteur 
réel selon une fréquence d'échantillonnage qui leur est propre [2], elles sont enregistrées 
et traitées par des logiciels spécifiques au système.  Les  données  saisies  se présentent 
sous la forme de données de transformation en fonction du temps. 
La technique consiste à  associer des capteurs à un acteur pour en acquérir  le 
mouvement vers l’utilisation de système d’acquisition  plus simple à mettre en œuvre. Ils 
augmentent l’interactivité entre l’animateur et le personnage virtuel. De plus, ils ont 
l’avantage de proposer des solutions peu coûteuses en temps réel ou en temps différé. 
 
 
Figure.1.1. Principe du système de capture de mouvement. 
 
 
Parallèlement aux systèmes de capture, des automatismes participent à compléter 
l’animation du personnage virtuel. A partir d’algorithmes spécifiques ou 
comportementaux, le personnage s’anime tout seul. Il prend vie en fonction de son 
caractère, de son métabolisme, de sa morphologie ou de son environnement. Cette 




autonomie prend toute son ampleur lorsque le personnage est animé en temps réel. Ses 
réactions inattendues sont surprenantes. La richesse des animations automatiques dépend 
des banques de données qui constituent en quelque sorte la mémoire gestuelle du 
personnage. 
Les systèmes de capture de mouvement répondent aux contraintes actuelles du 
marché. Ils permettent  de fournir des animations  réalistes, par exemple dans le domaine 
de la production de jeux vidéo ou de la réalisation de films animes, la capture du 
mouvement prend une part de plus en plus importante. Les animateurs des jeux ou films 
sont particulièrement intéressés par le mouvement. Tout leur art consiste à créer un 
mouvement de personnage auquel le spectateur ou le joueur doit croire. Cela ne signifie 
pas forcément que le mouvement soit réaliste, mais qu'il soit naturel et adapte au 
personnage. 
1.3   systèmes de capture de mouvement 
Différents systèmes de capture existent  sur le marché. Ils diffèrent 
essentiellement par leur technologie. Ils sont de nos jours fréquemment utilisés en 
production pour l’animation de personnages.  
Parmi tous les systèmes existants, on distingue néanmoins trois grandes familles 
les plus commercialises, et qui se particularisent par les moyens de capture : 
 
 Mécanique  
 Magnétique  
 Optique 
Cependant, il existe  d’autres systèmes d’acquisition  moins répandus  pour l’animation 
telle que l’acquisition vidéo, les systèmes d’acquisitions sonores ou la capture par centrales 
inertielles. 
     1.3.1  Systèmes mécaniques 
Les  systèmes  d'acquisition mécaniques  se  présentent  sous  la  forme  d'un  ensemble  
de structures rigides  liées par des potentiomètres ou autres périphériques similaires de mesures 
angulaires. Ces  capteurs  sont  placés  près  des  principaux  centres  articulaires  et  adoptent  
la posture  du  corps  humain  (Figure II.2).  Ici,  la  mesure  est  proprioceptive  et  c'est  le 
mouvement  des  articulations  de  l'exosquelette  qui  est  enregistré  avec  une  grande  
précision[3]. La réalisation du film Avatar a également utilisé  cette technologie. 
 






















Figure1.3: Système de capture du mouvement FastTrack. 
Malgré son apparence archaïque comparée aux systèmes magnétiques ou optiques, ce type de 
système a les avantages  suivants : 
 Leur faible cout en fait un argument majeur pour les petites entreprises qui 
désirent un système de capture du mouvement. 
  Il n'existe pas d'éléments perturbants pouvant empêcher le système de 
fonctionner. 
   Le champ d'action de l'acteur lors de la capture du mouvement est quasiment 
illimité, puisque l'exosquelette n'est relié à aucun système externe. 
 les mesures sont prises à l'aide de potentiomètres directement places sur les 
articulations, ce qui simplifie les traitements pour la reconstruction du 





 Cependant, les  inconvénients majeurs, presque rédhibitoires  sont : 
 L’encombrement et la gêne occasionnés  du système sur le corps de l’acteur : 
 Cette contrainte limite les mouvements de l’acteur tels que les cascades 
ou les prises de contact les plus simples. 
  Le squelette est immuable et s’adapte  uniquement à une morphologie humaine. 
 La fréquence d’acquisition est très faible. 
  1.3.2  Systèmes d'acquisition magnétiques 
Les systèmes d'acquisition magnétiques se composent d'un ensemble de récepteurs 
qui mesurent leurs positions et orientations spatiales par rapport à un émetteur par 
l'intermédiaire d'une unité électronique embarquée. Ces récepteurs (ou capteurs) sont 
placés sur le corps du sujet  et  reliés  à  une  unité  électronique  de  contrôle  par  des  
câbles. Cette  unité  collecte  les positions et orientations des différents capteurs et les 











Figure1.4 : Exemples de systèmes d'acquisition magnétique. 
L'émetteur  génère  un  champ  électromagnétique  (de  3  à  15 mètres) modulé  à  basses 
fréquences    est  détecte  par  les  récepteurs.  Les  informations  captées  sont  filtrées  puis 
amplifiées.  Une  fois  les  informations  transmises  à  l'ordinateur (Fig. 1.5),  un  logiciel  
retrouve  la position cartésienne et l'orientation de chaque capteur. En sortie, le système 
renvoie la position et  l'orientation  de  chaque  capteur  au  cours  du  temps. Une  dernière  
phase  de  traitement  est donc nécessaire  (mais généralement non  traitée par  le  système) 




pour  retrouver  les positions approchantes des centres articulaires et les repères locaux associés 
aux segments du squelette[3].  
 
Fig.1.5 : Principe de la capture de mouvement avec un système magnétique. 
 
Les principaux fabricants de systèmes magnétiques de capture de mouvement pour l’animation 
sont Ascension, Polhemus et Metamotion . 
a. Les avantages des systèmes magnétiques  sont :  
 Capture en temps réel. 
 Positions et orientations des capteurs disponibles sans traitement. 
  Aucune occultation de capteurs. 
 Légèreté du matériel : Les récepteurs sont petits et légers, et gênent très peu 
l’acteur dans ses mouvements. 
 
b. Les inconvénients des systèmes magnétiques sont :  
 Contraintes sur l'environnement (absence de métaux, faible zone d'acquisition)  
 Contraintes sur le sujet (câbles, capteurs fragiles). 
 Fréquence  d'acquisition  insuffisante  pour  certains mouvements très rapides  
comme les sauts, les  performances sportives, etc.   (au maximum 150Hz) ;  




 La difficulté de changer le positionnement des capteurs. 
 
1.3.3 Systèmes d'acquisition optique à base de marqueur  
Les systèmes de capture optique se composent de caméras infrarouges et de marqueurs  fixés 
sur l’objet  en mouvement (Fig.1.6) et d’un système informatique (hardware et logiciel. Les 
systèmes détectent les mouvements des personnes et les retranscrivent pour animer en temps 
réel des personnages en image de synthèse [6]. 
 
Figure1.6 : Principe de fonctionnent des systèmes optiques 
 
Les caméras sont disposées en cercle autour d’un volume de travail (Fig1.7.) Le nombre de 
caméras influe sur la précision et le temps de traitement. Généralement on utilise 6 à 8 caméras 
pour les mouvements du corps et 1 à 2 caméras pour l’animation faciale [7].  




Les marqueurs sont des petites sphères réfléchissantes. La position des sphères dans l’espace 
est  calculée à partir des images produites par les caméras. Le centre de gravité de chaque 
sphère détermine la position du mobile. Les orientations des objets mobiles sont calculées à 
partir de 3 marqueurs formant un triangle. La taille des marqueurs varie suivant le volume de 
travail et le type de capture. 
 
Fig.1.7 : Visualisation en temps réel du cône de vision de chaque caméra 
Le principe du système a marqueurs est de détecter des marqueurs posés sur l'acteur, 
d'effectuer dans un premier temps une reconstruction 3D des marqueurs détectés et enfin de 
proposer une aide à l'estimation du mouvement.  
Le système dispose donc d'un nombre de caméras laissée à la guise de l'utilisateur, de 
marqueurs passifs qui ne sont rien d'autre que de petites sphères réfléchissantes et d'une unité 
de traitement des données. 
 Pour effectuer la détection des marqueurs, les caméras sont dotées de systèmes de 
diodes lumineuses éclairant le champ de vue de la caméra. Ces diodes ont une fréquence de 
clignotement identique à celle de la fréquence d'acquisition des caméras. Ce clignotement 
permet aux différentes cameras de  détecter uniquement les marqueurs  éclairés par le faisceau 
lumineux du système de diodes liées à la camera. Le matériel et l’électronique dépendent du 
fabriquant du système. 
 La saisie, les traitements et les calculs pour reconstituer les marqueurs dans l’espace 
3D sont réalisés en post-traitement. La vitesse élevée d’échantillonnage (200Hz) permet de 




saisir des mouvements rapides et très réalistes. Ces fréquences d’échantillonnage permettent la 
capture des micro-impulsions contenues dans les mouvements. Le suréchantillonnage des 
données facilite les calculs de filtrage des courbes.  
Chaque caméra capture une image en niveau de gris. Les marqueurs réfléchissants se 
distinguent  nettement  du reste de l’image. A partir d’au moins deux caméras, le système de 
calcul est capable de transformer les informations 2D en 3D. Les caméras supplémentaires 
servent à résoudre les problèmes d’occlusion et de précision lors de la résolution. La position 
de chaque marqueur dans l’image est déterminée par son centre de gravité.  
Plusieurs systèmes industriels sont actuellement proposés dans le commerce pour effectuer  la 
capture du mouvement avec marqueurs ( Vicon,  Motion Analysis Corporation, par exemple) . 
 
La société  Vicon (camera MOCAP et système, Figure.1.8) est parmi les principaux 
constructeurs du marché, et sa technologie consiste a une  capture optique  à marqueurs passifs.                    
 










 Les principales caractéristiques techniques sont résumées dans le tableau 1 : 
Spécifications techniques Vicon 
Nombre de capteurs 50 marqueurs et capacité pour plus de 24 
cameras. 
Champ de capture  
Précision 
7m×4m×3m 
4mm a 10 m 
f e 120Hz/240Hz 
Résolution du capteur  
en Nombre de pixels 
61.3 10 Pixels (avec Vcam2) 
648 × 484 Pixels (avec Vcam) 
Prix 200 000 Euros 
 
Tab.1 : caractéristique d’un système  Vicon 
 
L’affectation des transformations saisies au personnage virtuel ne s’effectue pas en 
temps réel. Les données enregistrées par les caméras sont stockées et post-traitées par des 
algorithmes d’automatisation ou corrigées par un opérateur.  
Les traitements d’automatisation concernent le calcul de reconstruction des 
coordonnées 3D de chaque marqueur à partir des images 2D provenant des caméras 
sélectionnées pour un instant donné.  
Sur certains systèmes le logiciel permet d’automatiser la mise en correspondance de 
chaque marqueur dans le temps. Un opérateur humain est nécessaire pour corriger les erreurs 
générées  par les automatismes: ce travail est appelé le “ tracking ”. 
a. Les   inconvénients des systèmes optiques sont: 
  Les occlusions de marqueurs :  
Lorsque deux marqueurs passent l’un devant l’autre leur identification 
peut être confondue. Des algorithmes de prédiction de mouvement 
servent à réduire ce type d’erreurs. 
 




  Les disparitions de marqueurs :  
Dans certains cas un marqueur n’est visible par aucune des caméras. Son 
mouvement est perdu jusqu’à sa réapparition sur les images. 
  Les marqueurs fantômes : 
Les marqueurs fantômes proviennent de réflexions optiques que le 
système de mesure considère comme un marqueur. 
b. Les avantages des systèmes optiques sont: 
 
 La grande précision des données acquises dans la plupart des cas. 
 Un grand nombre de marqueurs peuvent être utilisés. 
 Il est facile de changer la configuration des marqueurs. 
 L’estimation du squelette interne est possible  grâce à des groupes de             
marqueurs. 
 Le sujet est faiblement contraint dans ses mouvements par le système. 
 Le  champ  d'acquisition  est  relativement  grand  (dépendant  du  
nombre  de caméras) ; 
 
1.4 Conclusion 
L’avantage majeur de choisir la capture optique comme  système d’acquisition est 
l’absence totale  de câble  ou de structure métallique pouvant gêner le mouvement de 
l’acteur. 
 Cependant, les marqueurs ou la tenue vestimentaire peuvent gêner certains 
mouvements comme ceux de sportifs. La vitesse d’acquisition est suffisamment rapide pour 
effectuer la capture de mouvements Sportifs. La surface utile pour l’acquisition est aussi 
plus grande que pour d’autres systèmes de capture, puisqu’elle dépend du nombre de 
cameras utilisées, ainsi que la précision obtenue par ces systèmes atteint généralement une 
erreur inferieure au millimètre. 
Parmi l’inconvénient de ce system otique et La difficulté rencontrée lors de 
l’acquisition des données est l’occlusion  des marqueurs qui pose un problème de suivi et la 
reproduction de la trajectoire réelle ; cependant, la résolution de ce problème considérable 
qui est la problématique de notre travail est un défi majeur pour le suivi  d’un mobile par 
vision.  




Devant la variété des techniques développées dans la littérature, Nous pouvons 
catégoriser les approches existantes selon le type de configuration du système visuel ainsi 
que les techniques utilisées (détection ou suivi, approches globales ou par parties, 
techniques déterministes ou stochastiques).  
Les techniques stochastiques [8,9] qui sont l’objectif du deuxième chapitre sont des 
outils de plus en plus exploités. Elles considèrent le problème de suivi comme l’estimation 
récursive de la densité de probabilité de l’état caché à postériori, en tenant compte de 
connaissances à priori sur sa dynamique et en exploitant les observations récoltées à chaque 
instant par les capteurs. 
 Nous proposons à employer dans notre travail, la technique du  filtrage particulaire 
basée sur les inférences probabilistes bayésiens qui sera une solution au problème de 











    Filtrage bayésien pour les Chaînes 
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Dans le domaine du suivi de trajectoire d’un objet mobile, l'estimation d'un système 
dynamique à partir des observations bruitées, et possiblement incomplètes est un problème 
central. De nombreuses  applications souffrent de ce problème. Parmi celles-ci, on trouve  
l'analyse de signaux radars, la localisation d'objet dans un espace 3D en robotique, le traitement 
de la parole, l'étude de séries temporelles, ou le diagnostic médical. 
En conséquence, la problématique d’occlusion  dans la   capture de mouvement  est un 
sujet qui occupe une place importante dans la littérature de la communauté « Vision par 
Ordinateur ». Le problème est intrinsèquement difficile,  comme mentionné dans le premier 
chapitre. 
Cependant, de nombreuses  méthodes ont été proposées. Notre approche se classe parmi 
les méthodes des filtrages bayésiens (stochastique et probabiliste) et repose plus précisément 
sur l’utilisation de filtres particulaires. Cette technique présente l’avantage de pouvoir 
modéliser les distributions multimodales.  
Certainement, Ces algorithmes sont connus pour leur robustesse aux minima locaux qui 
mettent en défaut les méthodes classiques déterministes. Ils reposent sur une description du 
système par une chaîne de Markov cachée, décrite par une loi dynamique (aussi appelée 
modèle d'évolution) et une fonction de  vraisemblance des données. Cette fonction  décrit le 
lien entre la position recherchée et les observations issues des caméras, alors que la loi 
dynamique décrit son modèle d'évolution. Cette dernière est généralement porteuse d'un  priori 
qui rend compte d'une modélisation du mouvement de la cible.  
Toutefois, on peut citer trois problèmes selon la nature de l'application. Le problème de 
filtrage consiste à rechercher la distribution de l'état à l'instant courant connaissant l'ensemble 
des observations passées et présentes. Le lissage utilise en plus les mesures futures. Enfin, la 
distribution recherchée pour le problème de prédiction est la loi d'un état futur connaissant 
l'ensemble des observations passées et présentes. 
D'autre part, dans le but de limiter à la fois le temps de calcul entre chaque itération et 
la quantité de données stockées, il est nécessaire de construire des algorithmes récursifs pour 
calculer la distribution de filtrage a posteriori. 





De ce fait, une itération d'un tel algorithme de filtrage récursif se décompose de façon 
schématique en deux étapes : l'étape de prédiction et l'étape de correction. L'étape de prédiction 
utilise le modèle d'évolution à priori, afin d’approcher  la distribution de l'état futur 
conditionnellement aux mesures disponibles.  
Ensuite, L'étape de correction sert à mettre à jour la distribution prédite à l'aide de la 
nouvelle observation et du modèle de vraisemblance associé.  
En se basant, sur  les caractéristiques des modèles d'évolution et de vraisemblance 
(linéaires/ non-linéaires, gaussiens / non-gaussiens), différents algorithmes ont été proposés 
pour résoudre le problème d'estimation de la distribution de filtrage qui  est  le but de ce  
chapitre. 
Nous   débutons ce chapitre en détaillant   le filtre bayésien optimal, tout en signalant 
les difficultés à gérer le problème de multi-modalités. 
 La deuxième partie de ce chapitre  dresse un panorama des algorithmes de filtrage.  La 
troisième partie est consacrée à étudier les algorithmes qui traitent les systèmes  non aléatoires, 
à savoir le filtre de Kalman et ses extensions, ainsi que les méthodes numériques par maillage 
d'état. 
2.2 Filtre bayésien optimal 
Nous mettons les notations suivantes afin de simplifier les choses. Une variable 
aléatoire sera notée de la même façon que sa réalisation. Ainsi, dans le cas continu, la 
distribution de probabilité            sera notée        . 
Dans le cas discret, la distribution de probabilité         sera notée        . De plus, si 
ces distributions admettent des densités par rapport à une mesure de probabilité,  celles-ci 
seront également notées      . 
Tout d’abord, nous formalisons  notre objectif  comme suit. On considère un système 
dynamique composé de deux processus aléatoires à temps discret  {    } k N 
 x k       
  
et   {    } k N*, zk    
   . 
Ainsi, le processus {    } est appelé processus d’état ou signal (position, vitesse…etc.). 
Il est inconnu et supposé markovien de distribution initiale      et de loi de transition  
          . Cette loi de transition décrit le modèle d'évolution de l'état. 





 L'équation associée reliant          sera appelée équation d'état ou équation 
dynamique. Cependant, L’évolution du processus d’état est totalement observé indirectement 
par le processus  {    } , appelé processus d’observation ou processus de mesure issu des 
capteurs. Les variables      sont supposées indépendantes conditionnellement au processus 
d'état et leur distribution ne dépend que de l'état au même instant.  
Le processus d'observation sera donc décrit par la distribution         , aussi appelé 
vraisemblance. Par la suite, l'équation associée qui relie l'observation à l'état sera  appelée 
équation de mesure.  
Enfin, conditionnellement à l'état à l'instant k, la mesure au même instant et l'état 
suivant sont indépendants : 
                                                                             
La propriété markovienne du processus d'état ainsi que l'indépendance conditionnelle 
du processus d'observation conduisent à modéliser le système dynamique par une chaîne de 
Markov cachée, représentée par le graphe d'indépendance de la figure(II.1) Il est entièrement 
décrit par les distributions suivantes : 
                                                                                                                           
                                                                                                          
                                                                                             
                                                                                                                
Où          {        }  représente le signal jusqu'au temps k et 





Figure 2.1 : Graphe de dépendance orienté de la chaîne de Markov                
cachée constituée des processus        et        






Afin d’avoir une  résolution du problème de filtrage, il faut  construire un algorithme 
itératif pour l'estimation de la distribution à posteriori de l'état à l'instant courant 
conditionnellement à l'ensemble des mesures passées et présentes               
 Cette distribution est appelée distribution de filtrage.  
Ainsi, Le filtre bayésien optimal nous permet d’avoir une solution exacte en deux 
étapes. 
 En supposant                     connue, l'étape de prédiction permet de connaître la   
distribution prédite. L'écriture de cette étape est permise par le caractère markovien du 
signal (2.3). 
                                                                                  
                                                          
 Pendant l'étape de correction, l'ajout de la nouvelle observation permet de mettre à 
jour la prédiction. Le théorème de Bayes nous permet de parvenir une expression de la 
distribution de filtrage recherchée.  
Cette expression est simplifiée par la propriété d'indépendance conditionnelle 
des mesures (2.4). 
                 
                                            
                 
         
 
                                     
                                   
                                        
On peut distinguer qu'il peut être également intéressant de pouvoir accéder de façon 
récursive à                 .  
Une expression récursive du même type que (2.5) (2.6) peut être construite. Enfin, à 
partir d'une estimation précise de la distribution a posteriori, il sera possible de calculer toute 
quantité de la forme    .      ) [(    ] ou   est une fonction intégrable de  
   . 
2.3 Aperçus des méthodes existantes 
Notamment, le calcul direct de ces expressions généralement n'est pas incertain  à cause 
de la très grande dimension des intégrales mises en jeu par le filtre bayésien optimal.  





Généralement, dans le cas d'un modèle linéaire gaussien, le filtre de Kalman [11] 
fournit la solution optimale sous la forme d'une expression récursive des deux premiers  
moments de la distribution gaussienne               .Une telle expression est déduite d'un 
estimateur de variance minimale. 
Dans le cas où le système garde ses propriétés linéaires et  l'hypothèse gaussienne est 
relâchée, l'emploi d'un estimateur linéaire de variance minimale de l'état sachant l'ensemble des 
observations disponibles est un éventail raisonnable. Définitivement, Celui-ci mène  aux 
mêmes équations que le filtre de Kalman. Toutefois, cet estimateur ne fournit que les deux 
premiers moments de              . 
Dans le même cas, ou le système est  non linéaire, le filtre de Kalman étendu n'apporte 
que les statistiques des deux premiers ordres de la distribution recherchée. Suite à une 
linéarisation au premier ordre des équations du système dynamique, on peut arriver à déduire 
une solution optimale  qui n'est pas satisfaisante face à la multi-modalité du système.  
D'autres extensions du filtre de Kalman ont été proposées pour résoudre le problème 
non linéaire, tels que le  filtre de Kalman «  sans parfum » [10], ou les approximations par 
mélange de lois gaussiennes.  
Malgré les améliorations apportés sur les performances du filtre de Kalman étendu, ces 
algorithmes demeurent fortement limités du fait de l'hypothèse sur le caractère gaussien de la 
loi a posteriori. 
D'autres méthodes ont été présentés, appelées méthodes par grille, proposent la  
construction d'un maillage déterministe de l'espace d'état. Elles permettent parfaitement 
d'obtenir  des estimations numériques des intégrales du filtre optimal. La solution exacte peut 
être nettement atteinte à condition que  l'espace d'état est discret, constitué d'un nombre fini (et 
faible) d'états possibles et si le maillage choisi correspond à ces états.  
Dont l’espoir de trouve un défi à  ce problème, l'utilisation de méthodes séquentielles de 
Monte-Carlo [11],[12],[13] constitue une alternative à ces algorithmes de grande complexité.  
L'intérêt de ces approches et leur facilité de mise en œuvre permet de gérer le problème 
de multi-modalités, en même temps  d’approché la distribution de filtrage                par une 
somme finie  pondérée de mesures de Dirac, centrées en des éléments de l'espace d'état appelés 
particules. Les poids associés sont choisis en utilisant le principe de l'échantillonnage pondéré. 
Le nuage de particules est mis à jour récursivement. L’ensemble de ces algorithmes seront 
décrits en détail dans ce chapitre.  





 Au départ, nous  détaillons  les méthodes non aléatoires (filtre de Kalman et extensions 
au cas non linéaire, méthodes par grille). Ensuite, nous étudierons  les méthodes séquentielles 
de Monte Carlo.  
2.4 Les systèmes non aléatoires  
Nous  exposons  les méthodes non- aléatoires existantes pour la résolution du problème 
de filtrage. Le filtre de Kalman est détaillé et  quelques extensions de ce filtre sont présentées 
(filtre de Kalman étendu, filtre de Kalman sans parfum, filtre par mélange de lois 
gaussiennes).Finalement, une description sur  les méthodes numériques par maillage d'état. 
2.4.1  filtre de Kalman ‘Modèle linéaire avec bruits additifs gaussiens’ : 
Le filtre de Kalman [14] et son extension au temps continu appelé filtre de Kalman-
Bucy [15] permettent de résoudre de façon optimale le problème du filtrage linéaire, quand les 
bruits du système sont additifs et gaussiens.  
Depuis 1960, le filtre de Kalman a été intensivement utilisé dans des applications 
diverses, et a donné lieu à de nombreuses recherches. Une étude bien  détaillée du filtrage 
linéaire est retracée dans [16], [17],[18].On considère un système linéaire à bruits additifs : 
                       
                                                                                                                       
Où les hypothèses suivantes sont faites : 
 L’état initial    est gaussien, d’espérance    ̂  et de covariance    ; 
 les matrices   et    sont déterministes, appelées respectivement matrices d'état 
et de mesure.    et    sont des entrées du système connues ; 
 les bruits d'état    et de mesure     sont des bruits blancs gaussiens de 
moyennes nulles et de covariances respectives    et    connues. Ils sont 
supposés mutuellement indépendants et indépendants de la condition initiale. 
         Le système peut alors s'écrire de la façon suivante : 
                                  ̂     ) 
                                                                                                       
                                                     
   






La notation           ̂    ) désigne la loi normale de variable   , d'espérance  ̂ et de 
covariance   . Par linéarité des équations d'état et de mesure, le processus {  ,   } est gaussien 
et la loi de filtrage recherchée              est gaussienne.  
Le problème est alors de dimension finie. La loi de filtrage est entièrement décrite par 
son espérance, notée  ̂                   et sa covariance                 ̂            ̂    
 T
]. 
 Ces deux premiers moments sont calculés, récursivement par le filtre de Kalman en 
deux étapes : 
 A partir de la distribution de filtrage au temps k-1, l'étape de prédiction donne les 
équations pour le calcul de la distribution prédite. 
 
                   ̂                                                                      
 
  ̂              ̂                                                                                             
                       
                                                                       
 
 L'étape de correction permet le calcul de la distribution de filtrage au temps k.                                       
                             ̂                                                                                 
                            
  (            
       ) 
-1
                                 (2.13) 
                     ̂    
     ̂          [    (    ̂                                          (2.14) 
                     ( I d         )                                                         (2.15) 
 La matrice     est appelée le gain du filtre de Kalman. Au moment de la phase de 
correction, cette matrice est multipliée par l'innovation   ̃       (    ̂          ), qui 
correspond à la différence entre la mesure observée et la mesure prédite.  
Cependant, On peut interpréter cette étape, une grande confiance dans les précédentes 
estimations (      ‘faible’) et un doute dans les mesures (   ‘élevé’) impliquent un gain faible.  





Certainement, La prédiction est alors faiblement corrigée. Une incertitude sur les 
précédentes estimations et une confiance en la nouvelle mesure entraînent un gain fort. A ce 
moment. La mesure occupe donc d'une importance dans la valeur finale de l'estimée. 
 D’autre part, On peut apercevoir que les matrices de covariance et le gain du  filtre ne 
dépendent pas de la mesure courante. Afin de réduire le temps de calcul, ces matrices pourront  
être calculées au préalable dans le cas où les matrices du système     ,    ,    ,    sont 
indépendantes du temps. 
On peut remarquer que les équations du filtre de Kalman peuvent être obtenues de 
plusieurs façons. Une première approche consiste à calculer explicitement les deux étapes du 
filtre optimal (2.5) (2.6). Cela est possible du fait des propriétés des lois gaussiennes. Cette 
approche n'est plus valable  lorsque l'hypothèse gaussienne est relâchée. 
 Généralement, la  deuxième approche repose sur la théorie de l'estimation dans un 
cadre non bayésien. En conséquence, l'estimateur de variance minimale      ̂                   , 
qui dans le cas gaussien est équivalent à l'estimateur linéaire non biaisé de variance minimale  
               ] peut être utilise. On se ramène alors à un problème d'estimation au sens des 
moindres carrés.  
Sous la contrainte que l'estimateur est une combinaison linéaire de l'innovation et de 
l'estimateur prédit, on recherche le gain qui minimise la covariance de l'erreur d'estimation 
[28]. Les équations obtenues sont celles décrites précédemment. Finalement, généralement en 
se plaçant dans un cadre d'estimation au sens du minimum de variance, une troisième approche 
utilise les propriétés d'indépendance de la séquence d'innovation. Une projection du processus 
état sur l'espace engendré par les innovations permet de calculer l'estimateur   ̂    [16]. 
Dans le cas gaussien, ces trois approches sont équivalentes. L'algorithme 1 décrit en 
résumé le filtre de Kalman pour le problème de filtrage linéaire en temps discret. 
Algorithme 1   :   Filtre de Kalman pour la résolution du système (2.8) 
 Initialisation :     ̂      ̂   
                                                          pour   k = 1, 2, ... 
   prédiction :    ̂                 ̂                 
                                                                            
                    
   correction :                  
  (            
       ) 
-1  
 





                  ̂          ̂             [    (    ̂                 
                                      ( I d         )         
 
On peut discuter trois  cas principaux : 
a. Cas non gaussien 
Cependant, dans la plupart des applications de vision par ordinateur, les séquences 
d'observations, qui résultent de mesures de position sur l’objet en mouvement les trajectoires 
sont rarement gaussiennes.  
Il est alors intéressant de considérer une formulation du filtre de Kalman adaptée à des 
mesures non gaussiennes perturbées par des données aberrantes. On parle de filtre de Kalman 
robuste [28], où l'estimation au sens des moindres carrés est remplacée par un algorithme de 
moindres carrés pondérés itérés. 
Enfin,   si les processus de bruit ne sont plus supposés gaussiens, mais qu’on dispose de 
leurs deux premiers moments, les équations du filtre de Kalman classique peuvent être 
utilisées. Elles permettent le calcul du meilleur estimateur linéaire au sens du minimum de la 
variance d'estimation. La connaissance de la loi de filtrage obtenue est alors incomplète et 
réduite aux deux premiers moments d'une approximation gaussienne. Ces deux moments sont 
calculés de façon exacte [17]. 
b. Dépendance entre l'état et la mesure 
Précisément, dans le cas où les matrices et les vecteurs du système       ,      ,      , 
   ,    et    dépendent des observations passées     , les équations classiques sont valides. 
En effet, bien que le couple {   ,   } ne soit plus un processus gaussien, la loi de filtrage 
             reste gaussienne. Ses deux premiers moments sont toujours fournis par le filtre de 
Kalman décrit par l'algorithme 1.  
En contrepartie, il n'est plus possible de  calculer les covariances et le gain à l'avance. 
Une dépendance entre l'état et la mesure peut  aussi apparaître à travers les bruits du modèle, 
lorsque ceux-ci sont corrélés. 
 Dans ce cas, une façon rapide d'établir les équations du filtre de Kalman 
correspondantes consiste à se ramener au cas d'un modèle à bruits décorrélés par la 





construction d'un modèle équivalent ; face à cette situation ; un nouveau vecteur de bruit 
dynamique est défini.  
En conséquence, le nouveau filtre est dérivé à partir du filtre classique. On retrouve les 
équations de prédiction et de mise à jour, qui ont été modifiées par ajout d'un terme correcteur. 
Comme dans le cas précédent, les covariances et les gains doivent être calculés en ligne. 
 
 Dans le cas où le système à résoudre n'est pas linéaire, mais que les hypothèses sur les 
bruits sont conservées (bruits blancs additifs, gaussiens, indépendants entre eux et 
indépendants de la condition initiale), il s'écrit : 
 
                                                                         
                                                                                                 (2.16) 
 Où les fonctions      ,       sont des fonctions non linéaires, supposées dérivables, à 
valeurs dans      ,        respectivement. On note    la covariance du bruit d'état et    celle 
du bruit de mesure. Ce modèle peut être étendu au système suivant, où l'état et la mesure 
dépendent non linéairement des bruits du modèle : 
                                                                         
                                                                    )                          (2.17)           
Enfin, il peut être généralisé à un système non linéaire non gaussien. Il s'écrit alors de 
façon similaire au système (2.17), mais les hypothèses sur le caractère gaussien des bruits sont 
relâchées.  
   En conséquence, la solution optimale ne peut plus s'écrire analytiquement dans les 
trois cas mentionnés. Le filtre de Kalman n'est plus valide et la construction d'un filtre récursif 
nécessite des approximations.  
En particulier, la loi de filtrage              peut-être  approchée par une gaussienne  
dont les moments sont obtenus par linéarisation (filtre de Kalman étendu) ou qui est décrite par 
un ensemble de points (filtre de Kalman sans parfum). On trouve dans [20] une description et 
une  comparaison des filtres qui supposent une forme gaussienne de la loi de filtrage.  
 





2.4.2 Extension du filtre de kalman ‘Modèle nom linéaire’                                                         
2.4.2.1 Filtre de Kalman étendu 
Dans le cas du système (2.16), qui peut être formule par un modèle linéaire gaussien par 
linéarisation des équations d'état et de mesure.  
L'extension la plus simple est obtenue par développement au premier ordre (autour de 
l'estimée précédente pour l'équation d'état et de la prédiction pour l'équation de mesure) : 
 
               ̂                    ̂        )   avec               ̂          
              ̂               ̂        )       avec                 ̂            (2.18)                   
 
Le système linéaire déduit est le suivant : 
                            avec                ̂              ̂            
                             avec          ̂           ̂                          (2.19) 
 
L'emploi du Filtre de Kalman pour ce système fournit les équations du filtre de Kalman 
étendu au premier ordre (l’algorithme 2). 
 Dans la condition où les bruits ne sont plus additifs, mais par contre liés de façon non 
linéaire à l'état et à la mesure (système (2.17)), on est obligé de procède de la même manière. 
Les fonctions des bruits sont linéarisées autour de 0 afin d'obtenir un système qui peut être 
résolu par un filtre de Kalman.  
Cependant, si on utilise des linéarisations à des ordres supérieurs on peut déduire des 
filtres équivalents ; néanmoins ; ils ne sont pas utilisés en pratique. Le filtre de Kalman étendu 
repose donc sur une approximation de la loi de filtrage              par une loi gaussienne. Il 
permet de calculer les deux premiers moments de cette approximation  ̂          par 
linéarisation.  
Bien qu'intensivement utilisé en ingénierie pour traiter les problèmes non linéaires, 
aucun travail théorique n'a été réalisé justifiant son utilisation dans le cas général.  





Toutefois, des études valident son emploi pour la résolution de systèmes avec un bruit 
d'observation faible [21], [22]. Dans ce cas, l'erreur commise par le filtre est négligeable par 
rapport à la précision du filtre optimal. 
 Mais dans le cas général, l'erreur commise n'est pas connue. Il est possible de mesurer 
l'adéquation entre le système non linéaire initial et le système linéaire approché en évaluant les 
quantités     ̂       
2
 et      ̂     
2
 dont une approximation peut être obtenue grâce aux 
traces des matrices de covariance. 
Dans le cas où, les non-linéarités sont trop importantes, le filtre de Kalman étendu peut 
diverger. Cela est d'autant plus vrai que les équations du filtre ne prennent pas en compte 
l'erreur de linéarisation. Pour pallier  ce problème, quelques heuristiques ont été proposées  et 
nécessitent un ajustement précis : 
 il est possible d'augmenter la variance des bruits     et    afin de prendre en 
compte cette erreur. 
 De plus, une augmentation artificielle de la covariance       permet de limiter la 
confiance dans les estimées passées.  
Algorithme 2   : Filtre de Kalman étendu pour  la résolution du système (2.16) 
 Initialisation :     ̂      ̂      
                                                          pour   k = 1, 2, ... 
   prédiction : 
                                         ̂          
                                 ̂          ̂          
                                                      
       
 Correction : 
                           ̂              
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Afin de perfectionner  la linéarisation du modèle de mesure, le filtre de Kalman étendu 
itéré (23) ajoute un processus itératif dans l'étape de correction. Pour dans le filtre de Kalman 
étendu, la fonction d'observation    est linéarisée autour de la prédiction.  
             ( ̂              ̂       avec             ̂               (2.20) 
 
La version itérée utilise un développement autour de la nouvelle estimée qui  nécessite 
des étapes successives. En  premier temps, on doit linéariser  le filtre  autour de la prédiction ; 
ensuite  on calcule une estimée, autour de laquelle un développement de Taylor est écrit. 
 Cela nous permet d’avoir une nouvelle estimée, et doit maintenir l’itération du 
processus  jusqu'à ce que la différence entre deux estimées successives soit inférieure à un 
seuil. Ainsi, en utilisant cette étape on remarque une sensible amélioration des  performances 
du filtre de Kalman étendu. 
Enfin, des études plus approfondies [24] décrivent en détail différentes méthodes  de 
linéarisation qui améliore les performances du filtre et éventuellement le simplifient.  
2.4.2.2  Filtre de Kalman sans parfum 
Généralement, dans le but d'estimer un système non linéaire, le filtre de   Kalman sans 
parfum [10] [25] offre un éventail au filtre de Kalman étendu. 
Au même temps, on doit conserver le  principe d'approximation de la loi de filtrage 
             par une loi  gaussienne. Malgré cela, il n'y a pas de linéarisation des équations 
d'état et de mesure.  
Cela permet d'éviter les deux principaux inconvénients du filtre de Kalman étendu, telle 
que  les erreurs de linéarisation et les difficultés d'implémentation des matrices jacobiennes. 
Pour chaque itération, l'approximation gaussienne est représentée par un ensemble de 
points choisis  {    
   
}  i=1…N,  auxquels sont associés des poids 
{    
   
} i=1…N. Ce nuage pondéré capte la moyenne  ̂     et la covariance      de 
l'approximation. Le choix de ces points est fait d’une de façon déterministe. Ces points sont 
propagés à l'aide des modèles non linéaires, et les paramètres de l'approximation  gaussienne 
sont estimés à nouveau.  





Aussi, le choix des points représentant la loi de filtrage est décrit dans [10] .Ils sont 
définis par la transformation ‘sans parfum’ qui nécessite la connaissance des deux premiers 
moments de l'approximation. le filtre de Kalman sans parfum pour la résolution  du système 
(2.16) est représenté  dans l’algorithme (3). 
 Tout comme le filtre de Kalman étendu, cet algorithme est facilement adaptable à la 
résolution du système (2.17) où les états et mesures sont des fonctions non linéaires des bruits.  
Algorithme 3 : Filtrage de kalman sans parfum pour la résolution du système 
(2.16)  
 
 Initialisation :  ̂      ̂    
              pour k = 1, 2, ... 
 Calcul du nuage pondéré de points {        
   
 ,         
   
} i=1…N  à partir de 
l'estimation précédente  ̂         ,         . 
      prédiction:                 
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 Correction : 
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Alors que le filtre de Kalman étendu capte la moyenne et la covariance de 
l'approximation gaussienne au premier ordre (au sens d'un développement de Taylor), il peut 
être montré que la version sans parfum donne une estimation précise au second ordre, quelles 
que soient les non linéarités du système. 
 Dans le cas de bruits additifs gaussiens, l'approximation est précise jusqu'au troisième 
ordre. Ce filtre améliore donc les performances, du fait de la meilleure estimation des 
moments. Quelques problèmes numériques subsistent.  
En particulier des instabilités sont observées dans la phase de choix des points. Cette 
dernière se base  sur une décomposition de la matrice de covariance. Une amélioration du filtre 
sans parfum permettant de remédier à ces problèmes est proposée dans  [26]. 
En général, le filtre de Kalman sans parfum fait partie de la  famille  de filtres appelée 
sigma-points Kalman filter [27] ou linear regression Kalman filter [20] ; en font également 
partie les filtres central différence Kalman filtre et divided  difference Kalman filter. 
 Aussi, pour avoir une approximation gaussienne de la loi de filtrage, on doit  utiliser 
une approche d'échantillonnage déterministe. Le choix du nuage de points prend une place très 
importante. 
2.4.2.3 Filtre par mélange de lois gaussiennes 
Les algorithmes de Kalman étendu et sans parfum  s’appuient  sur l'hypothèse  que la 
loi de filtrage peut être  approxime par une loi normale, dans de nombreux cas. 
 Notamment, ces algorithmes trouvent  des difficultés  lorsque cette loi est multi-
modales. Face à cette situation, il est alors naturel de considérer des approximations par 
mélange de lois. 
 Généralement, lorsque le système à résoudre est décrit par les densités              et 
           sur lesquelles aucune hypothèse n'est faite, alors le filtre par mélange de lois 
gaussiennes (‘Gaussian sum filter’) approche la loi de filtrage              par un mélange de 
densités gaussiennes [28] [29]. On attribue pour chaque densité un filtre de Kalman étendu 
pour le calcul récursif de sa moyenne et covariance. Un banc de filtres de Kalman étendus est 
appliqué comme un estimateur  dont le résultat sera une somme pondérée des sorties des filtres.  





Afin d’avoir des résultats de meilleure qualité, il faut que les filtres reposant sur 
l'approximation par une seule loi, le filtre par mélange souffre de deux problèmes majeurs : 
 L’augmentation exponentielle du nombre de composantes : 
Le premier inconvénient de ce filtre est la croissance exponentielle du 
coût de calcul, due à l'augmentation du nombre de composantes du mélange au 
cours du temps. Cela est d'autant plus vrai lorsque les bruits ne sont pas 
gaussiens et que leur loi est elle-même approchée par un mélange de lois 
normales.  
 Le manque de précision du filtre de Kalman étendu : 
Le deuxième inconvénient est dû  à l'utilisation du filtre de Kalman 
étendu pour suivre l'évolution des composantes gaussiennes. On remarque que  
l'accumulation des erreurs de linéarisation se reflète sur la qualité de 
l'estimation. Pour que son utilisation soit valide, les covariances des lois 
gaussiennes doivent être petites. Dans le cas contraire, une réinitialisation du 
banc de filtres est nécessaire.  
2.4.3 Méthodes numériques par maillage de l'espace d'état 
Dans certain cas, l’approche de faire  une approximation gaussienne d’une ou plusieurs 
composantes, de la loi de probabilité                est une mauvaise hypothèse. Pour cela, une 
autre méthode repose à décrire la loi recherchée par un nuage pondéré de points. Les méthodes 
numériques par maillage de l'espace d'état sont fondées sur ce principe  [30] [31] [32]. Elles 
sont souvent appelées méthodes HMM pour hidden Markov model.  
Au départ un maillage déterministe de l'espace d'état est effectué, dans le but d'évaluer 
la loi de filtrage en ces points. Ces derniers  peuvent servir de base à une approximation 
continue de la loi par des fonctions splines ou linéaires par morceaux.  
Alternativement, une solution plus simple approche la loi par une somme pondérée de 
mesures de Dirac en ces points. En notant {    
   
}  i=1…N  les points de la grille au temps k, 
{    
   
} i=1…N  les poids associés et       la mesure de Dirac prise au point x, la relation suivante 
est obtenue : 
                   
   
  
  
          .                                      (2.21) 





Cette approximation permet de simplifier le calcul des intégrales des équations du  filtre 
Optimal (2.5)(2.6) Les étapes de prédiction et correction sont décrites dans l'algorithme 4. 
Algorithme 4 : Méthode numérique par maillage de l'espace d'état (approximation par 
somme de mesures de Dirac) 
 
 Initialisation : fixer la grille   
   
  i=1…N      
   
           
pour k=1,2…. 
 Prédiction : fixer la grille   
   
  i=1…N  
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 Correction : 
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Cependant, les performances de cet algorithme   sont liées à deux cas :  
  L'espace d'état est discret et fini : 
 La solution donnée par cette méthode est exacte à condition de choisir 
les points de la grille de telle sorte qu'ils correspondent à l'ensemble des états 
discrets.  
 L'espace d'état est continue : 
 Dans ce cas, l’espace d'état est découpé en cellules et les points de la 
grille sont choisis au centre de ces cellules. En pratique, la grille doit être 
suffisamment dense pour que  l'approximation soit correcte. Elle peut être 
déterminée par une technique de maillage fixe, ou par une technique de maillage 





adaptatif [33], plus souple, permettant de diminuer le pas de maillage dans les 
zones de forte probabilité.  
Dans tous les cas, la stratégie de choisir  les points remet l'algorithme en difficulté, 
d'autant plus que le nombre de points nécessaires augmente exponentiellement avec la 
dimension de l'espace d'état qui rend ces méthodes très gourmandes en temps de calcul.  
Ces algorithmes deviennent ainsi inutilisables dès lors que la dimension de l'espace 
d'état est trop grande (en pratique 3 ou 4). 
2.5  Conclusion  
Malgré que le  filtre de Kalman étendu fournit une approximation gaussienne de la 
densité recherchée, son principal inconvénient résulte dans l’accumulation d'erreurs de 
linéarisation, qui ne sont jamais prises en compte dans le filtre et peuvent amener à sa 
divergence.  
Afin de  dissimuler  ce problème, le filtre de Kalman sans parfum propose de décrire 
l'approximation gaussienne par un nuage de points pondérés, mis à jour récursivement en 
utilisant les modèles non linéaires. Le calcul des deux premiers moments de l'approximation 
est fait à partir de ce nuage et ne nécessite plus de linéarisation. Lorsque la densité du filtrage 
est multimodale, le filtre de Kalman perd ces performances et  entraine des mauvais résultats. 
 En effet, les versions étendues et sans parfum du filtre de Kalman supportent  sur 
l’approximation gaussienne de la densité recherchée. Dans le cas général, Cette hypothèse est 
rapidement mise en défaut. Cela a entrainé  à la dérivation de nouveaux filtres, qui approchent 
la densité de filtrage par un mélange de lois gaussiennes. Chaque loi est mise à jour 
récursivement par un filtre de Kalman étendu. 
Malgré les avantages de ces algorithmes qui  offrent une description  théorique des 
densités hautement multimodales, néanmoins  leur utilisation est pratiquement  difficile. A 
savoir, le nombre de composantes du mélange doit être surveillé pour éviter une augmentation 
exponentielle du coût de calcul. Une autre alternative  d'algorithmes repose sur la discrétisation 
de l'espace d'état afin évaluer la loi de filtrage en des points d'une grille. La loi recherchée est 
décrite comme une somme pondérée de mesures de Dirac prises en ces points. 
 Pratiquement, ces méthodes numériques sont considérer  lorsque l'espace d'état est 
discret, constitué d'un nombre fini (et faible) d'états, et que les points de la grille correspondent 
à ces états. Les principaux inconvénients de ces méthodes sont l'augmentation exponentielle du 





coût de calcul avec la taille de l'espace d'état, la difficulté de mise en œuvre, et surtout le choix 
de la grille qui  est indispensable afin de  réussir   une approximation précise. 
 Le filtre de Kalman et ses versions étendues et sans parfum  sont  appliqués  avec des 
hypothèses fortes sur les densités mises en jeu, rarement rencontrées en pratiques ;  ces derniers 
souffrent d’inconvénients importants.  
D’autre part, les filtres par mélange de lois gaussiennes sont pratiquement inutilisables 
à cause du coût de calcul élevé et de leur complexité de mise en œuvre.  
Récemment, les méthodes de Monte Carlo ont permis la dérivation de nouveaux filtres 
appelés filtres  particulaires (ou méthodes séquentielles de Monte Carlo). Ces filtres apportent 
une nouvelle solution au problème de filtrage non linéaire. Leurs performances dépassent 
















          Dans ce chapitre, Après une présentation générale du principe de Monte Carlo et 
de deux méthodes d'échantillonnage par simulation, nous verrons comment le principe 
d'échantillonnage pondéré s'applique au cadre bayésien pour le filtrage non linéaire. Cela nous 
amène à la définition d'un algorithme générique de filtrage particulaire.  
Ensuite nous allons détaillerons les stratégies d’échantillonnage et de rééchantillonnage 
pour bien guide les particules dans les zones de vraisemblance forte, cela nous permet   
d’atténuer  le problème de dégénérescence des particules .Cet effet indésirable, mène à la 
divergence du filtre au bout de quelques itérations  
Pour bien cerner le cadre théorique, nous allons présenter  dans les paragraphes suivants  
des notions importantes pour atteindre une bonne compréhension des méthodes séquentielles 
de Monte Carlo. Le principe de Monte Carlo et l'estimation d'intégrales par l'algorithme 
d'acceptation rejet et la méthode d'échantillonnage pondéré y sont décrits. 
3.2 Principe de Monte Carlo 
Le principe de Monte Carlo admet à exploiter  un ensemble d'échantillons discrets obtenus 
par simulation pour approcher une distribution de probabilité         , dont on ne connaît pas 
l'expression analytique.  
Le problème de calculer des intégrales de grandes dimensions pourront être résolus grâce à 
cet ensemble. Soit        i1N ,  un ensemble de réalisations indépendantes et 
identiquement distribuées selon la densité         définie sur un espace X. Cette densité peut 
être approchée par la loi discrète         : 
 
     
 
 
    
 
                            (3.1) 
 
Ou         désigne la mesure de Dirac prise en la valeur    
     . 
 A partir de cette densité empirique, il est possible d'approcher des intégrales suivant 
                             par des sommes pondérées               , telles que : 
 




         
 
 
    
 
        ,  si N    I        
x
                    (3.2) 
 
L’estimateur             est non biaisé et la convergence presque sûre est démontrée par 
la loi forte des grands nombres.  
Si de plus la variance de        notée    
 
  est finie, alors la variance de l’estimateur 
            est égale a     
    , et le théorème central limite nous garantit la convergence en loi 
de  l’erreur d’estimation : 
√                         ,        si N         N  0  
   
Cependant il sera ainsi possible d'estimer toute quantité la forme                à partir 
des échantillons        i1N,  la vitesse de convergence de l'estimateur ne dépendant que de 
N. Contrairement aux méthodes d'intégration numériques déterministes, la vitesse de 
convergence ne dépend pas de la taille de l'espace X. 
Quand la loi objectif       , n'est pas connue, et qu'il n'est pas possible d'en tirer des 
échantillons, d’autre alternative sont proposes pour apporter des solutions en utilisant les 
techniques  de Monte Carlo [49] [50]. Les algorithmes d'acceptation rejet et d'échantillonnage 
pondéré sont décrits dans les paragraphes suivants.  
3.3  Algorithme d'acceptation rejet 
          Au moment où, on ne sait pas échantillonner selon la loi        , pourtant qu'il est 
possible d'évaluer cette loi en tout point à une constante près, un ensemble de réalisations 
de         peut être obtenu par l'algorithme d'acceptation rejet (‘rejection sampling’).  
Pour cela, il est nécessaire de savoir échantillonner selon une distribution       , 
relativement proche de        .Cette distribution est appelée fonction d'importance ou loi de 
proposition. 
 On admet également qu'il existe une constante         telle que               . 
La méthode, décrite par l'algorithme (5), consiste à générer un échantillon       de la loi 
      et de l'accepter avec la probabilité   
       
        
   . 




 Il peut être démontré que la loi des réalisations obtenues en sortie de l'algorithme est 
bien la loi de densité       [50]. Bien que,  cet algorithme soit très simple, il est parfois difficile 
à mettre en œuvre.  
En effet, il n'est pas toujours possible de trouver un majorant au rapport    
              ⁄   sur l’ensemble de l’espace  X . De plus, la probabilité d'acceptation d'un 
échantillon étant de     ⁄ , la méthode devient impraticable en grande dimension lorsque     est 
grand. 
Algorithme 5 :   Algorithme d'acceptation rejet 
 Fixer     
 Tant que        faire 
1. générer une réalisation      de la loi      
2. générer une réalisation    de la loi uniforme U(0,1) . 
3. si     
       
        
  alors accepter      et incrémenter le compteur        ; 
sinon, rejeter l’échantillon. 
 
3.4 Echantillonnage pondéré 
          Lorsque L'hypothèse sur l'existence de la borne   est relâchée ,l'échantillonnage 
pondéré (‘importance sampling’) est une alternative à l'algorithme d'acceptation rejet.  On 
suppose savoir tirer des échantillons selon une fonction d'importance        dont le support 
inclut le support de         c.à.d.                                .  
Sous ces hypothèses, on peut écrire la relation suivante : 
I         
x
                
x
      
    
    
                              (3.4) 
S'il est possible de tirer N échantillons        i1N   de la loi de proposition          , et 
d'évaluer les poids d'importance associés        i1N   ,            
       
       
    alors un estimateur 
de    I        est donne par : 




 ̂         
 
 
    
 
                                                         (2.5) 
L’utilisation  de l'échantillonnage pondéré nous permet d’avoir un estimateur non 
biaisé, et de variance plus faible que l'estimateur obtenu par l'algorithme d'acceptation rejet. Il 
satisfait la loi forte des grands nombres ainsi que le théorème central limite. 
 Dans le cas où la constante de normalisation de la loi objectif        n'est pas connue, 
les poids d'importance ne peuvent être évalués qu'à une constante près. Il est donc nécessaire 
de les normaliser. Cela conduit à estimer l'intégrale par : 
            
 
            ̃                                                    (2.6) 
Ou  ̃    sont les poids d’importance normalisés : 
 ̃    
    
   
 
    
    avec             
       
       
                             (2.7) 
Absolument, ce nouvel estimateur converge presque sûrement vers I        quand 
  tend vers l'infini. 
Cette méthode d'intégration peut être interprétée comme une méthode d'échantillonnage 
décrite par l'algorithme 6. Quand    tend vers l'infini, la densité objectif      est approchée 
par : 
         
 
 ̃                                                                       (2.8) 
 
Algorithme 6 :  Algorithme d'échantillonnage pondéré 
 
1. générer   réalisations       i1N   de la loi       
2. affecter à chacune de ces réalisations le poids normalisés  
 ̃    
    
   
 
    
    ou       
       








L'utilisation de l'échantillonnage pondéré dans le cadre bayésien où la loi objectif est  la 
loi          ⁄   , nous amène aux méthodes de Monte Carlo séquentielles. Les extensions de cet 
algorithme vers les versions séquentielle (échantillonnage pondéré séquentiel,’ sequential 
importance sampling’) et avec rééchantillonnage (échantillonnage pondéré avec 
rééchantillonnage, ‘sampling importance resampling’), ainsi que le problème de 
dégénérescence et notion de taille efficace de l'ensemble d'échantillons seront expliquées dans 
le paragraphe suivant. Nous verrons également l'importance du choix de la fonction de 
proposition sur la variance des poids d'importance. 
 
3.5 Méthodes séquentielles de Monte Carlo 
             Si on revient  à nouveau au problème de filtrage non linéaire, dont le système 
est décrit  par les densités                  ⁄       et          ⁄    , les processus d'état et de 
mesure pourront être définis par : 
 
                                                                                                             (2.9) 
                                                               
Si on considère qu’ aucune hypothèse de linéarité sur les fonctions        n’est faite et 
ou       sont des bruits blancs indépendants, éventuellement non gaussiens.  
Dans un premier temps, nous nous intéressons à la loi complète              ⁄    , et à 
l'estimation d'intégrales de la forme suivante : 
             ⁄                           ∫                   ⁄                  (2.10) 
Cette intégrale est impossible à calculer en pratique du fait de sa trop grande dimension. 
L'application de l'algorithme d'échantillonnage pondéré, avec pour loi objectif 
          ⁄   ,nous permet d'en obtenir un estimateur. 
On suppose tirer N échantillons (ou particules)      
   
 selon la fonction d’importance 
           ⁄   (dont le support contient le support            ⁄    . 
 En appliquant directement l'algorithme 6, on obtient l'estimateur de l'intégrale suivant : 
               
 
       
   
    ̃ 
   
                              (2.11) 
Où    ̃     les  sont les poids d'importance normalisés : 





   

  
   
   
 
  
         avec                
   

      
   
     ⁄
      
   
     ⁄
         (2.12) 
De la même manière, on peut approcher la loi objectif            ⁄     par la somme 
pondérée : 
            ⁄    
 
 
    
                                            (2.13) 
Echantillonnage pondéré séquentiel 
            Pour le moment, l'estimation de l'intégrale décrite est une procédure non 
séquentielle. Or, le but est de construire une solution itérative, qui permet l'estimation de la loi 
à posteriori                 ⁄     
 À partir du nuage pondéré de particules approchant               ⁄     et de la nouvelle 
observation. Cela est rendu possible en supposant que la fonction d'importance est causale :  
           ⁄               ⁄             (2.14) 
et que son expression est de la forme récursive suivante : 
           ⁄             
           ⁄            (2.15) 
Ce qui implique : 
           ⁄                 ⁄                       ⁄           (2.16) 
Chaque nouvelle particule    :           
   
              ⁄   
est alors définie comme étant particule a l’instant précèdent :   
      
   
                  ⁄     augmente d’un nouvel état    
   
               ⁄            . 
Afin d'obtenir une expression pour la mise à jour des poids, la loi           ⁄   est 
exprimée en fonction de           ⁄             ⁄     et                 ⁄     en utilisant le 
théorème de Bayes ainsi que les propriétés d'indépendance définies en (2.3) ,(2.4) (page 19 du 
deuxième chapitre ) : 
          ⁄                      ⁄               
                ⁄
          ⁄  
 
          ⁄                       ⁄   
         ⁄               ⁄                         ⁄   




       ⁄             ⁄                  ⁄                                                    
(2.17) 
En insérant cette relation et (2.16) dans l'expression des poids d'importance, on obtient 
la formule de récursivité des poids : 
  
   
     
      
   
     ⁄
      
   
     ⁄
 
 
                                                             
        
   ⁄           
   
     
   
            
   
       ⁄⁄
      
   
    
   
            ⁄       
   
        ⁄
 
 
                                                                
   
    
        
   ⁄         
   
    
   
⁄         
      
   
      
   
⁄           
                           (2.18) 
On peut conclure que  la construction récursive du nuage approchant la loi à posteriori 
au temps   se fait par une procédure d'échantillonnage pondéré séquentiel.  
Tout d'abord chaque particule     
   
     est augmentée d'un nouvel état       
   
 tiré selon la 
fonction d'importance        
   
      
   
⁄            . 
Puis les nouveaux poids sont calculés par (2.18) et normalisés. L'algorithme 7 décrit 
cette procédure.  
On peut constater  que le nuage pondéré obtenu permet une estimation de de la loi de 
filtrage             ⁄ , et de toute quantité de la forme             ⁄              pour toute 
fonction   intégrable par rapport à           ⁄    . 
 
Algorithme 7 : Echantillonnage pondéré séquentiel dans le cadre bayésien 
 Initialisation :  
pour       , générer     
   
          , et  fixer   
   
   ⁄  
pour     
 Echantillonnage pondéré séquentiel : 
1. Echantillonnage : 
pour       générer     
   
           
   ⁄         et poser 




      
   
         
   
   
   
  
2. Mise à jour des poids d'importance : 
pour       , calculer    
   
    
   
    
        
   ⁄         
   
    
   
⁄         
      
   
      
   
⁄           
 
3. Normalisation des poids : 
pour        , calculer   ̃ 
   
  
  
   
   
 
  
    
 Estimations de Monte Carlo : 
Le nuage     
   
 ̃ 
   
         permet d’approcher  la loi à posteriori 
              ⁄     
 
  ̃ 
   
  
    
          
pour toute fonction   intégrable par rapport à             ⁄  
           ⁄                   
 
        
   
    ̃ 
   
  
de plus, la loi de filtrage est approchée par :  
              ⁄     
 
  ̃ 
   
  
  
        
 
3.5.1 Problème de dégénérescence et taille efficace du N-échantillon 
Choisir des fonctions d'importance de la forme (2.16) conduit à une augmentation de la 
variance des poids dans le temps [51]. En pratique, cela a pour effet de faire décroître 
rapidement le nombre de particules significatives, faisant que toutes les particules sauf une 
convergent alors vers un poids nul. Cette effet indésirable, appelé dégénérescence de 
particules. 
 Ce problème de dégénérescence conduit à une divergence du nuage de particules, et à 
une détérioration de l'estimation en sortie de l'algorithme d'échantillonnage pondéré séquentiel. 
Cette dégénérescence est d'autant plus grande que la fonction d'importance est différente 
de              ⁄  . 
Une mesure de la dégénérescence de l'algorithme, décrite dans [55], est apportée par la 
taille efficace du N-échantillon (‘effective sample size’) notée ESS.Ce critère est défini en 
utilisant le ratio entre la variance de l'estimée obtenue par l'échantillonnage pondéré 
            ⁄    et la variance de l'estimée obtenue par un échantillonnage parfait  
selon                ⁄ . Ce ratio reflète l'efficacité de la procédure d'échantillonnage pondéré. En 
remarquant que : 




           ⁄                  
           ⁄                  
                     ⁄                   ⁄        
    (2.19)               
La taille efficace du  -échantillon est définie telle que : 
     
 
        ⁄        
    
                                        (2.20) 
Bien que cette expression ne puisse pas être calculée directement, il est possible de 
l'approcher par l'estimateur :    
                                                
 
   
 
    ̃ 




                                               (2.21) 
Où les  ̃ 
   
   sont les poids d'importance normalisés.  
Une valeur faible de         indique une forte dégénérescence. 
 
3.5.2 La stratégie  d'échantillonnage pondéré séquentiel    
 Pour limiter la dégénérescence des poids, il est important d'utiliser une fonction qui 
guide les particules dans les zones de l'espace d'état de forte vraisemblance. Deux métho ont 
été proposées (qui peuvent être couplées) : 
 
1. Choisir une fonction d'importance appropriée qui minimise la variance des 
poids et maximise       .Une telle fonction de proposition optimale [52]  
s'écrit :                  ⁄                 ⁄    Malheureusement, en 
pratique, celle-ci n'est que très rarement accessible. 
2. L’ajout d’une étape de rééchantillonnage à l'algorithme d'échantillonnage 
pondéré séquentiel. La procédure complète est appelée échantillonnage 
pondéré séquentiel avec rééchantillonnage et constitue l'algorithme de 
filtrage particulaire. 
 Le principe de cette deuxième solution est de supprimer les particules ayant un faible 
poids normalisé et d'ajouter des copies des particules associées à un poids fort. La technique 
classique consiste à tirer avec remise  de N nouvelles particules parmi l'ensemble des 
particules,  proportionnellement à leur poids.  
L'introduction du rééchantillonnage permet une amélioration de la qualité des 
estimations de Monte Carlo en diminuant le problème de dégénérescence. 




 Cependant, cette étape introduit des problèmes pratiques et théoriques. Du point de vue 
de la mise en œuvre, la possibilité de paralléliser l'algorithme est réduite.  
Au niveau théorique, le rééchantillonnage introduit une dépendance entre les particules. 
Cela rend les résultats de convergence difficile à établir. De plus, les particules ayant un fort 
poids seront sélectionnées plusieurs fois. Cela implique un problème ( connu sous le nom 
d'appauvrissement des états), qui décrit une perte de diversité parmi les particules. 
 Ce problème est d'autant plus important que les modes de la vraisemblance sont très 
prononcés et que la densité de prédiction est peu informative. Dans un cas extrême, toutes les 
particules se trouvent à la même position de l'espace d'état.  
De nombreuses améliorations ont été proposées [52], qui portent sur le choix de la 
fonction d'importance ou le choix d'une étape de rééchantillonnage. 
En résumé, la procédure de rééchantillonnage permet de corriger une divergence du 
nuage de particules. Cette divergence est inhérente à l'algorithme d'échantillonnage pondéré 
séquentiel. Elle rend compte  la différence entre la fonction d'importance              ⁄      et la 
densité recherchée                ⁄     . 
 Une étape de rééchantillonnage est essentielle, mais du fait de ces inconvénients, elle 
doit être réalisée uniquement quand cela est nécessaire. 
En pratique, un retirage des particules est effectué lorsque la taille efficace du N-
échantillon      est inférieure à un seuil donné.  
Bien qu'il n'existe pas de résultat de convergence pour l'échantillonnage pondéré 
séquentiel avec rééchantillonnage adaptatif, ces filtres donnent en pratique de meilleures 
approximations que ceux avec un rééchantillonnage systématique [53]. 
Particulièrement, cette méthode est très répondue, en se basant   à propager les 
particules selon la loi de transition a priori                       
   
 ⁄                   
   ⁄     . 
 Dans ce cas, l'équation de mise à jour des poids  devient : 
  
    
    
    
           
    ⁄                                  (2.22) 
 L'algorithme(8) présente le schéma générique du filtrage particulaire. Il se décompose 
en deux étapes principales :  
 Un échantillonnage pondéré séquentiel  
  Une étape de sélection par rééchantillonnage.  




Algorithme 8 : Echantillonnage pondéré séquentiel avec rééchantillonnage adaptatif 
 
 Initialisation :  
pour       , générer     
   
   p      , et  fixer   
   
   ⁄  
pour     
 
 Echantillonnage pondéré séquentiel : 
1. Echantillonnage : 
pour       générer     
   
             
   ⁄         et poser 
    
   
           
   
   
   
   
2. Mise à jour des poids d'importance : 
pour       , calculer    
   
    
       
        
   ⁄         
   
    
   
⁄         
      
   
      
   
⁄           
 
3. Normalisation des poids : 
pour        , calculer   ̃ 
   
  
  
   
   
 
  
    
 
 Estimations de Monte Carlo : 
Le nuage     
   
 ̃ 
   
         permet d’approcher  la loi à posteriori 
              ⁄     
 
  ̃ 
   
  
    
          
pour toute fonction   intégrable par rapport à             ⁄  
 
           ⁄                   
 
        
   
    ̃ 
   
 
 
de plus, la loi de filtrage est approchée par :  
 
           ⁄     
 
  ̃ 
   
  
  
        
 
 Rééchantillonnage adaptatif : 
1. Calculer              
 
   
 
    ̃ 





2. Si                         
tirer avec remise    particules   ̃    
    
  parmi      
    
     
proportionnellement aux poids   ̃ 
     
     et fixer  ̃ 
     
  ⁄  , 
     
    
        ̃    
    
              




L’algorithme (9)  décrit a été utilisé pour approcher la distribution de 
filtrage            ⁄   L'estimation de la loi               ⁄  est facilement accessible en formant 
chaque particule      
   
  comme concaténation  de la particule au temps précédent        
   
 et du 
nouvel état     
   
  .    
Ce choix correspond aux premiers  filtres particulaires avec rééchantillonnage  été 
proposés dans  [44] [45] [46].En particulier, le filtre boostrap (  également connue sous le nom 
de filtre SIR (Sampling Importance Resampling) ,[44]) associe l’étape d'échantillonnage 
pondéré avec un rééchantillonnage systématique :A chaque pas de temps, les poids sont remis à  
  ⁄   .  
On en déduit que l'étape de mise à jour des poids se réduit à : 
  
    
          
    ⁄                       (2.23) 
Algorithme 9 : Filtre bootstrap (SIR) 
 Initialisation :  
pour       , générer     
   
   p      , et  fixer   
   
   ⁄  
pour     
 
 Echantillonnage pondéré séquentiel : 
1. Echantillonnage : pour       , générer     
   
            
    ⁄    
2. Mise à jour des poids d'importance : pour       , 
      calculer        
    
           
     
  ⁄   
3. Normalisation des poids : pour        
calculer  ̃ 
   
  
  
   
   
 
  
    
 Estimations de Monte Carlo 
 Rééchantillonnage systématique : 
1.  Tirer avec remise avec remise    particules   ̃  
    
  parmi 
   
    
     proportionnellement aux poids  ̃ 
     
     
2. Pour       , poser     
    
   ̃  
    
   et    ̃ 
     
   ⁄  




3.5.3 Stratégies de rééchantillonnage 
Comme décrit précédemment, l'utilisation du simple algorithme 
d'échantillonnage pondéré séquentiel ne permet pas une estimation valide de la loi a 
posteriori du fait de la dégénérescence des poids.  
Au cours du temps, de plus en plus de particules deviennent inefficaces et le 
nuage ne permet pas de couvrir efficacement l'espace d'état. L'ajout de l'étape de 
rééchantillonnage permet de limiter cette dégénérescence. 
 Son principe est de supprimer les particules ayant un faible poids normalisé et 
d'ajouter des copies des particules associées à un poids fort.  
Pour cela, plusieurs méthodes ont été proposées et  sont décrites dans cette 
section dans le cadre de l'estimation de la loi de filtrage           ⁄ . 
Parmi les méthodes les plus utilisées on trouve   le rééchantillonnage 
multinomial [57] décrit par algorithme (10), le Rééchantillonnage résiduel [54], et les 
méthodes à variance minimale [55] [33] [46]. 
On note    le nombre de descendants de la particule  
    
  .  
La méthode suivante assure qu'en moyenne le nombre de descendants de chaque 
particule est proportionnel à son poids, c.à.d.              ̃ 
     
     
Elle diffère sur la variance de Monte Carlo des nombres de 
descendants          . Une méthode de rééchantillonnage sera d'autant meilleure que 
cette variance est faible. 
 En effet, une variance forte signifie l'introduction d'un aléa sur la distribution 
estimée, induisant une source d'erreur supplémentaire. 
Algorithme 10 : Algorithme de rééchantillonnage multinomial 
 Calculer la suite des poids d’importance normalises cumules 
                               
  ̃ 
     
 
 Pour      
1. Générer                
2. Calculer l’indice   tel que                   




3. Poser      ̃ 
     
     
    
  
 Pour      , poser     ̃ 
     
     
    
   et   ̃ 
     
    ⁄  
 
3.6 Conclusion  
Dans ce chapitre, nous avons présenté  une description théorique du  filtrage 
particulaire. Elle est fondée sur l'utilisation répétée de l'échantillonnage pondéré. Ce dernier est 
une technique d'intégration de Monte Carlo qui permet la construction d'une estimation 
empirique d'une loi objectif        à partir de tirages selon une loi d'importance 
       .L'estimation est d'autant plus précise que la loi d'importance est proche de la loi objectif. 
Les méthodes séquentielles de Monte Carlo consistent à appliquer cette méthode au 
cadre bayésien où la loi objectif est               ⁄ . Afin d'obtenir une solution séquentielle, la 
loi d'importance  qui permet de faire évoluer les particules dans l'espace d'état  est supposée 
avoir une forme récursive.  
Cependant, cette forme particulière introduit des erreurs du fait de l'écart avec la loi a 
posteriori objectif menant à une dégénérescence des particules. L'introduction d'une étape de 
rééchantillonnage permet de limiter cette dégénérescence en sélectionnant les particules de 
poids forts.  
Dans notre travail, nous nous somme intéressés à utiliser les méthodes séquentielles de 
monte Carlo avec rééchantillonnage multinomiale (SIR) ; elles  ont pour objectif d’estimer la 
densité de filtrage liant les états des objets à suivre aux observations passées et présentes en 
l’approchant par un échantillon pondéré. Outre leur simplicité de mise en œuvre, ces approches 
sont capables de maintenir au cours du temps des hypothèses multiples, ce qui les rend 
performons face aux challenges du suivi visuel d’un objet mobile. 
 De plus, de  leur nature probabiliste, leur formalisme, très générique, permet 
d’envisager des modélisations complexes pour les objets et les observations, dont les densités 
























4.1 Introduction  
 
La technique de capture de mouvement avec marqueurs est sans doute la méthode la 
plus répondu à l’heure actuelle,  l’avantage majeur de ces systèmes est l’absence de câbles ou 
de structure métallique pouvant gêner le mouvement de l’acteur.  
L’inconvénient principal de cette technique lors de l’acquisition des données est le 
problème de l’occlusion des marqueurs dans la scène ; ceci  provoque des post-traitements 
peuvent s’avérer très long et demander  à des utilisateurs experts de retoucher les séquences de 
reconstruction du mouvement pendant des jours ou de répéter la séquence plusieurs fois afin 
d’éviter ce problème ce qui n’est pas réellement évident. 
L'estimation des trajectoires des marqueurs à partir d'observations bruitées, et 
éventuellement incomplètes est un problème central dans le system MOCAP avec marqueurs. 
L’objectif de notre travail  consiste à pallier ce problème, afin d’économiser le cout de 
la capture et en même temps réduire le temps du traitement des données acquises. Pour 
répondre à de tels besoins, les méthodes séquentielles de Monte-Carlo plus connues sous le 
nom de filtres particulaires sont des algorithmes par excellence pour le suivi visuel. 
Cette technique  s’est imposée comme un algorithme par excellence pour l’estimation et 
le suivi visuel d’un système dynamique. Elle a pour objectif d’estimer la densité de filtrage 
liant les états des objets à suivre aux observations passées et présentes en l’approchant par un 
échantillon pondéré. 
Notre travail consiste donc à simuler un système de capture de mouvement  en 
MATLAB ; pour cela nous réalisons une scène de capture avec des caméras afin de suivre la 
trajectoire d’un cube. Ces cameras vont capter les positions angulaires des marqueurs placés 
aux 8 sommets de cube avec l’hypothèse qu’au moins deux caméras doivent voir chaque 
marqueur. Des obstacles sont placés dans la scène et c’est  sur cette hypothèse que nous 
générons le problème d’occlusion.  
Ensuite, nous  utiliserons  un traitement des données acquises à la fin de la séance de 
capture ; ce traitement consiste à exécuter un l’algorithme de filtrage   particulaire (méthode 
séquentielle de Monte- Carlo).  
 
Dans ce chapitre, nous commençons par un exemple comparatif entre le filtre de 
Kalman et le filtre particulaire  dans l’estimation de l’état d’un système dynamique nom 
linéaire. 




Ensuite  nous  présentons  une discussion détaillée sur les résultats expérimentaux 
obtenus par notre approche tout en montrant les principaux facteurs qui influent sur  les 
performances de l’algorithme, et la validation de notre hypothèse (au moins deux caméras 
doivent capter  le marqueur).  
 
4.2  Comparaison entre le filtre de Kalman étendu et filtre particulaire 
 Nous présentons dans cette partie, un exemple comparatif entre deux méthodes 
existantes pour l’estimation de l’état d’un système dynamique non linéaire à partir des 
observations bruitées : 
  Le filtre de Kalman étendu 
 Le filtre  particulaire  
Notre système évolue suivant les équations (4.1) (4. 2) ; pour des raisons de simplicité, 
nous étudions dans notre comparaison  un  système dynamique non linéaire  à une dimension : 
Equation de l’état  cache : 
                           
 ⁄                          (4.1) 
 
Equation d’observation : 
     
   ⁄         (4.2) 
     ,       bruit blanc gaussien  avec :  
  Écart type de bruit pour le vecteur d’état    
        
  Écart type de bruit pour le vecteur d’observation      
    
 




















Figure (4. 2) : Estimation de la trajectoire par le filtre de Kalman étendu 
  








Figure (4.3) : Estimation de la trajectoire par le filtrage particulaire. 
 
D’après nos résultats de simulation, le filtrage particulaire a donné une reproduction 
satisfaisante de la trajectoire réelle figure (4.3), avec une erreur moyenne=0,64816 mm). 
Lorsque le système est nom linéaire, le filtre de Kalman étendu a trouvé des difficultés 
à reproduire la trajectoire réelle figure (4.3), avec une erreur moyenne=10,0299. 
On peut conclure suite à cette comparaison, l’efficacité de filtrage particulaire à estimer 
l’état d’un système dynamique non- linéaire  à partir des observations bruitées.  
Finalement, suite à ces  résultats nous avons choisi d’implémenter le filtre particulaire 
dans notre travail pour résoudre le problème de reproduction de la trajectoire des marqueurs 
dans un système de capture optique (MOCAP). 
4.3 Simulation d’un système MOCAP 
Nous créons  le mouvement à reproduire du cube figure (4.4) (une vidéo de 201 
séquences d’image) ; ce dernier est donné par 08 marqueurs réfléchissant à chaque sommet 
définissant la forme de ce cube, la distance entre 02  marqueurs est  égale 2,1m. 
 
 








Figure (4.4) : Cube tagué par 08 marqueurs. 
 
Notre approche utilise le filtrage particulaire et  a pour objectif de dénouer le problème 
d’occlusion des marqueurs en mouvement.  
Nous avons  simulé un système de capture de mouvement optique par placement des 08  
marqueurs à chaque sommet de notre cube. Nous  nous limiterons dans notre travail à un 
espace 2D. 
 Le cube  se déplace dans un  plan 2D, plusieurs caméras effectuent des mesures  
angulaires bruitées ou  incomplètes  à cause  des occlusions  des marqueurs  avec les obstacles 
ou le mauvais réfléchissement. 
 Chaque caméra sait  exactement si les marqueurs sont  masqués par les obstacles ou 
non. Ces obstacles sont des segments de droite (figure 4.5). 
Les coordonnées des ‘s’          caméras dont nous  disposons  et les segments 
d’obstacles sont connus.  
En prenant l’exemple q’ un seul marqueur  évolue dans un système non linéaire: 




 )                           
1.1 L’équation d’état  (position) est :            
 =  
  +  
   
  
                                                                                            
 =  
  +  
   
      (4.3) 
2.1 L’équation de l’ observation angulaire est  : 
                                         
       (        
   
                   (4.4) 
Où   ,     ,   
  sont des bruits blancs gaussiens N (0, 1). 
   
           
   sont les écart type de bruit pour le vecteur d’état (position du marqueur), et 
le vecteur d’observation respectivement. 
 
 


















Figure (4.5) : Simulation de la scène et la trajectoire du cube 
 
 Nous pouvons décrire le mécanisme du filtrage particulaire en  figure (4.6), afin de 
donner  une idée sur le principe et le mécanisme de son fonctionnement. 
 











Figure (4.6): Mécanisme du filtrage particulaire 
 
 
  Notre filtre particulaire est doté de 5000 particules ; ce nuage explore l’espace d’état 
caché qui est les positions des marqueurs en mouvements  pour chaque séquence d’image (le 
Etape 1 : 
Initialisation du support  des 
particules à l’instant  k=o 
Etape 2 : 
Propagation du support de chaque 
particule 
Etape 3 : 
Mis à jour des poids et sélection des 
particules à reproduire  
Etape 4 : 
Redistribution des particules 
selon leur poids d’importance  




mouvement du cube  est une vidéo qui contient 201 images) à partir des observations bruitées  
issue des caméras implantées dans notre système afin de capter le mouvement du cube.              
Dans notre travail, nous  plaçons  05 caméras avec l’hypothèse qu’au moins deux 
caméras observent  la trajectoire complète du cube lors du mouvement.  
4.3.1   Simulation d’occlusion des marqueurs 
A chaque séquence d’image, les marqueurs subissent des occlusions qui pouvant 
atteindre  3 occlusions avec les segments d’obstacles plantés dans la scène. En ce moment-là, 
les autres caméras ne disposent pas des mesures de ces marqueur ; donc on est en face à des 
pertes des données. Ce phénomène d’occlusion est pratiquement un inconvénient majeur dans 
un système MOCAP avec marqueurs. 
Suite à des chronogrammes d’occlusions (figures (4.7) (4.8)), à travers lesquels on peut 
déduire le nombre et la durée des occlusions pour chaque marqueur. 
Figure (4.7) : Graphes  représentant des occlusions pour les  marqueurs 1, 2, 3 et 4 






Figure (4.8) : Graphes présentant des occlusions pour les marqueurs 5, 6, 7 et 8 
 
4.3.2   Réalisation de l’hypothèse 
Évidemment, à partir des chronogrammes des occlusions (figure (4.7) (4.8)), nous 
pouvons  montrer qu’on a réussi à garder notre hypothèse  qui consiste qu’au moins deux 
caméras observent  le marqueur c.à.d. que le nombre d’occlusions maximal  ne dépasse pas 04. 
Le but de notre travail est d’effectuer une estimation probabiliste du  mouvement  du 
cube  en utilisant les méthodes de Monte Carlo (filtrage particulaire), dont le but est de  
reproduire la trajectoire du cube à partir des mesures récoltées (figures (4.9)). 





Figure (4.9) : Illustration du nuage de particules pour l’estimation de la trajectoire 
4.4 Application de l’algorithme du filtrage particulaire  
Dans ce cas, nous avons  simulé un système de capture du mouvement à l’aide de 05 
caméras. Afin de pouvoir créer le phénomène d’occlusions, trois segments d’obstacles sont 
placés dans le volume du travail. 
Premièrement, après une acquisition des données  par les caméras situées dans la scène, 
nous  appliquons  notre algorithme de filtrage particulaire doté de 5000 particules. 
 Notre filtre a pour but  de minimiser l’erreur moyenne (ERM)  entre les 201 positions 
estimées (PE) et les 201  positions réelles (PR) pour chaque marqueur afin d’obtenir une   
reproduction satisfaisante  de la  trajectoire du cube   à partir des mesures manquantes et 
bruitées récoltés par les différentes caméras installer dans la scène.   
Durant la simulation figure (4.10), nous constatons  trois facteurs importants  qui  
influent énormément sur les performances de l’algorithme utilisé à reproduire la trajectoire : 
 Le taux de bruit (écart-type) 
 Le nombre de particule 
 Le nombre d’occlusion  
 Influence de respecter l’hypothèse « au moins 2 caméras 
observent le marqueur ». 




        Figure (4.10) : Estimation de la trajectoire du cube en utilisant le filtrage particulaire 
 
4.4.1 Influence du taux de bruit (écart-type) 
Le taux du bruit d’observation issu des caméras installées dans la scène influe 
énormément sur les erreurs moyennes entre  les positions estimées et les positions réelles des  
marqueurs. 




Dans ce cas, on fixe le nombre de particules injectés dans notre filtre à 5000 particules ; 
en revanche, on joue sur les valeurs du  taux de bruit (l’écart type). 
 Les résultats obtenus sont décrits dans le Tableaux 1. 
 
                    Ecart-type du bruit d’observation  en ‘radian’  
 

































































































































































































Tableaux 2 : Influence du taux de bruit  sur l’erreur moyenne des positions estimées  des 
marqueurs   et les probabilités d’avoir ces positions  dans un rayon ≤ 100 mm par rapport  les  
positions réelles 
 









Figure (4.12) : Influence du taux de bruit sur les probabilités des positions estimées des                                




































































On peut remarquer d’après les figure (4.11), (4.12)  que l’augmentation du taux  bruit 
d’observation entraine une augmentation de la valeur moyenne de l’erreur de chaque  
marqueur. Naturellement, cela influe sur l’efficacité de notre filtre particulaire avec des taux de 
probabilités inférieur  à 18,76%, pour dépister  les positions réel du cube tout le long du trajet. 
 
4.4.2 Influence du nombre de particule  
     a)  L’erreur moyenne de la position des marqueurs  
Le nombre de particule injecté dans notre algorithme influe sur l’estimation probabiliste  
de la position des marqueurs. Nous avons réalisé un suivi pour un bruit d’observation   de 
    ⁄  fixe, puis on a calculé l’erreur moyenne (ERM) des marqueurs pour chaque valeur du 
nombre de particule. 
Nombre des particules   
    
 



























 ERM 1 333,57 319,87 240,59 174,65 184,24 175,65 
ERM 2 317,5 303,19 251,77 163,79 168,53 169,38 
ERM 3 458,54 333,69 231,14 178,17 161,64 171,05 
ERM 4 397,95 344,28 250,82 178,96 169,88 168,40 
ERM 5 367,83 310,07 217,75 177,78 169,87 160,07 
ERM 6 350,85 302,33 215,06 169,27 176,86 163,30 
ERM 7 373,12 329,13 249,63 161,74 163,35 163,68 
ERM 8 318 299,45 235,38 182,06 170,24 157,75 
 
 
Tableaux 3 : Influence du nombre de particule sur l’erreur moyenne de la position  estimées 
des marqueurs pour un taux de bruit fixe =π/180 
 
 





Figure (4.13) : Influence du nombre de particule sur l’erreur moyenne de la           position 
estimées des marqueurs pour un taux de bruit fixe =π/180 
  
A partir, de ces résultats obtenus, nous remarquons l’importance immense du choix du 
nombre de particule pour minimiser l’erreur moyenne des positions estimées, afin d’avoir une 
probabilité de prédiction de la trajectoire satisfaisante figure (4.12). 
Malgré qu’on a augmenté le taux de bruit d’observation. Cette expérience nous conduit 
à conclure que l’erreur moyenne de la position estimée par notre algorithme se stabilise lorsque 
le nombre de particule égale 5000 figure (4.13). 
      b)  Le temps  d’exécution du filtrage particulaire 
 
Nombre de particules 100 500 1000 5000 10000 50000 
Temps exécution en second 20.74 22,85 25,50 44,62 71,26 
278,51 
Tableaux 4 : Influence du nombre de particules sur le temps d’exécution du filtrage pour un taux 










































Figure (4.14) : Influence du nombre de particules sur le temps d’exécution du filtrage 
particulaire 
 
D’après les résultats expérimentaux figure (4.14), nous constatons  que le nombre de 
particules fait croitre  énormément le temps de calcul ce qui  influe sur la rapidité de prédiction. 
Cependant, cette expérience confirme notre choix d’implanter 5000 particules pour 
obtenir des meilleures performances de l’algorithme, réduire l’erreur moyenne  de la position 
estimée, et le temps d’exécution.  
 
4.4.3 Influence du nombre d’occlusions 
Pratiquement le nombre d’occlusions confrontés lors de l’acquisition des données   


































Nombre de particule 




a) Cas de deux obstacles 
Pour cela, nous avons on a choisi un filtre particulaire doté de 5000 particules ; ensuite 
nous avons a injecté un bruit d’observation  d’écart type  π/540. Les résultats  de l’exécution du 



















Figure (4.17) : Filtrage particulaire  aux séquences  images 110 et 127 
























Figure (4.20) : Estimation de la trajectoire  du cube par filtrage particulaire ‘cas deux obstacle’ 





Figure (4.21) : Graphe d’évolution de l’erreur moyenne de la position filtrée du marqueur 1 
(a) : hors les deux obstacles 
(b)  : entre les deux obstacles  
 
Figure (4.22) : Graphe d’évolution de l’erreur moyenne de la position filtrée du marqueur 4 
(a) : hors les deux obstacles 












Figure (4.23) : Graphe d’évolution de l’erreur moyenne de la position filtrée du marqueur 5 
(a) : hors les deux obstacles 
(b) : entre les deux obstacles 
Figure (4.24) : Graphe d’évolution de l’erreur moyenne de la position filtrée du marqueur 7 
(a) : hors les deux obstacles 










   Figure (4.25) : Graphe d’évolution de l’erreur moyenne de la position filtrée du marqueur 8 
(a) : hors les deux obstacles 
(b) : entre les deux obstacles 
 
Finalement, nous observons  la difficulté des particules à dépister les positions réelles 
des marqueurs devant les zones de fortes occlusion figure (4.20) entre l’intervalle des 
séquences d’images 80 :120 (l’hypothèse est relâchée), ou l’occlusion est maximale entre les 
deux obstacles situé dans la scène.  
La valeur de l’erreur moyenne est un facteur important pour confirmer  la robustesse de 
notre filtre. Cependant, lorsque les marqueurs se trouvent dans les zones avec occlusions 
importantes de la séquence (80 :120 )  (le passage entre deux obstacles) l’erreur devient très 
grande, elle dépasse 2 mètre comme le montre la  figure (4.25) pour le marqueur 8. 
 Par contre, le filtre a donné des résultats satisfaisants  dans les zones avec  occlusions 
modérées  (hors les deux obstacles séquence [0 :40], [144 :201]). 
Globalement, nous constatons  que le filtre a perdu sa cible ; ainsi les résultats obtenus 
ne sont  pas satisfaisants comme il est illustré  dans la figure (4.20)  
 
b)  Cas d’un seul obstacle  
Afin d’obtenir une bonne estimation de la trajectoire reproduite par rapport à la 
trajectoire réelle, il est nécessaire de minimiser les occlusions. Dans notre cas, nous avons 
gardé la même trajectoire,  sauf qu’il existe un seul obstacle dans la scène,  La figure (4.26) 


















Figure (4.26) : Estimation de la trajectoire  du cube par filtrage particulaire ‘cas un seul obstacle’ 
Aussi, nous constatons que l’erreur moyenne des marqueurs diminue  rapidement figure 
(4.27), cela nous permet de dire que notre filtre particulaire donne des résultats satisfaisants 











Figure (4.27) : Graphe d’évolution de l’erreur moyenne de la position filtrée des marqueurs 
dans le cas d’un obstacle   
Dans le cas d’un seul obstacle, le nombre d’occlusions est diminues, ainsi  l’hypothèse  
est respectée pendant tout le trajet des marqueurs (au moins deux caméras doivent voir les 
marqueurs). 
Face à cette situation, le filtre particulaire a montré des résultats satisfaisants .On peut 
conclure d’après les résultats expérimentaux  obtenus, que l’augmentation du  nombre 
d’occlusion (nombre d’obstacle) mène à affaiblir les performances de notre filtre  particulaire à 
avoir une   reproduction satisfaisante la trajectoire réelle figure (4.26).  
 
 




4.4.4 Influence de respecter l’hypothèse 
Dans cette partie, nous allons essayer de montrer  l’importance de respecter la condition 
qu’au moins deux caméras doivent voir le marqueur, autrement dit le nombre de caméras 
moins le nombre  maximal  d’occlusions doit être supérieur ou égal à deux  pour que notre 
filtre particulaire puisse réussir à donner une bonne estimation de la trajectoire réelle. 
Premièrement, nous commençons avec une scène de 05 caméras, dont l’hypothèse est 
relâchée, puis nous ajoutons une caméra pour discuter les performances de notre filtre 
particulaire dans le cas où une seule caméra voit tous les marqueurs. 
Finalement, nous ajoutons une deuxième caméra  qui va satisfaire notre hypothèse, puis 
nous présentons une discussion sur les résultats obtenus. Nous utiliserons  dans les 3 cas 
suivants un nombre de particules =5000  avec un taux de bruit (écart type)t =    ⁄   . 

















































Figure (4.30) : Evolution de l’erreur moyenne de la position filtrée des marqueurs 
                                
 
D’après les figure (4.28) et (4.30), nous pouvons dire que notre filtre n’a pas réussi à 
reproduire la trajectoire réelle .Le chronogramme des occlusions figure (4.29) nous montre que 
notre   hypothèse n’est pas respectée (nombre d’occlusions maximale égale à 5). 













Figure (4.31) : Filtrage particulaire avec l’hypothèse relâchée (6 caméras) 















Figure (4.33) : Evolution de l’erreur moyenne de la position filtrée des marqueurs 



















D’après les figures (4.31) et (4.33), nous pouvons dire que notre filtre n’a pas réussi à 
reproduire la trajectoire réelle.  




















Figure (4.35) : Chronogrammes du nombre d’occlusions des marqueurs 




Figure (4.36) : Evolution de l’erreur moyenne de la position filtrée des marqueurs 


























































































Tableaux 5 : Erreur moyenne de la position filtrée des marqueurs VS nombre de cameras 
 
 




05 Caméras 06 Caméras  07 Caméras 
M 1 250.38 mm 107.93 mm 77.42 mm 
M2 256.45 mm 135.66 mm 76.77 mm 
M3 470.25 mm 87.95 mm 73.02 mm 
M4 367.04 mm 89.31 mm 71.83 mm 
M5 462.26 mm 312.59 mm 96.97 mm 
M6 508.50 mm 278.35 mm 84.05 mm 
M7 330.64 mm 189.21 mm 84.08 mm 































La figure (4.37) est  une synthèse de tous nos résultats dans les trois cas évoqués. Ce 
qui confirme que notre filtre particulaire peut nous donner des résultats satisfaisants  si 
l’hypothèse est respectée. Ainsi nous pouvons avoir un filtre (dans le cas de 7 caméras) qui 
peut reproduire la trajectoire réelle de notre cube avec une erreur moyenne maximal = 
96,97mm. Par contre dans le cas de 06 caméras, nous avons  une erreur moyenne maximale 
=312,59 mm pour le marqueur 5, cette erreur peut atteindre   508,50 mm dans le cas de 5 
caméras pour le marqueur6. 
Suite à ces résultats et  pour améliorer les performances de notre filtre particulaire  dans 
un système de capture optique à base de marqueurs, nous devons t respecter  notre hypothèse 
(au moins deux caméras doivent voir le marqueur).  
 
4.5 Conclusion 
Cette étude  a montré les capacités du  filtrage particulaire à résoudre  le problème 
d’occlusions dans un système de capture de mouvement avec marqueurs, ceci n’est possible 
que si l’hypothèse qu’au moins deux caméras  doivent capter le marqueur est respectée. 
Dans ce chapitre, nous avons  détaillé les facteurs importants qui influent sur la 
robustesse de notre filtre afin d’avoir des résultats satisfaisants ; un bon choix du nombre de 
particules et la nécessité de réduire le bruit de mesure sont des  conditions  essentielle. 
Pratiquement la réduction du bruit de mesures est réalisable suite à l’évolution technologique 
liée à l’acquisition des données  dans un système de capture. 
Dans le cas où  on peut réduire le taux de bruit dans les mesures captées par les 
caméras, nous  constatons que le filtre particulaire arrive à reproduire la trajectoire réelle de 
notre cube avec des probabilités de réussite qui dépasse      tableaux 2, à condition qu’on 
doive respecter  notre hypothèse proposée, face au problème d’occlusion généré par les 










Dans ce travail, nous avons proposé à résoudre le problème d’occlusions (des données 
manquantes et  altérées)  lors de l’utilisation d’un système de capture optique  en utilisant  la 
méthode séquentielle de monte Carlo  ‘filtrage particulaire’, cette technique s’est imposée 
comme un algorithme par excellence dans le domaine du suivi visuel. L’hypothèse  qu’au 
moins deux cameras doivent percevoir le marqueur en mouvements afin de reconstruire la 
position doit être respectée. 
Le filtrage particulaire nous permet d’avoir  la solution la plus générale pour estimer 
un vecteur d’état compte tenu des observations récoltées de plusieurs capteurs. En effet, cette 
technique permet de gérer les modèles d’évolutions et les densités de probabilités 
multimodales et non gaussiennes. 
Cependant, nous avons  montré l’intérêt de cette approche pour l’estimation  du 
vecteur d’état  selon le contexte considéré .La synthèse des  méthodes existantes dans le 
domaine de suivi d’un objet mobile et l’étude du filtre particulaire et le filtre  de Kalman 
étendu a montré l’efficacité de notre approche dans le domaine de suivi. Nous avons  
développé un programme sous MATLAB   qui permet  la simulation d’un système de capture 
du mouvement optique à base de marqueurs, après l’acquisition des données (bruitées, et 
manquantes à cause des occlusions) .Un post-traitement (exécution  du programme filtrage 
particulaire) est nécessaire à  la fin  de chaque séance de capture. 
D’après les résultats de la simulation, le relâchement de l’hypothèse proposée ‘au 
moins deux cameras voit le marqueur’  est un problème majeur  .Ce dernier conduit à 
provoquer  une faiblesse dans  notre algorithme à reproduire  une trajectoire estimée 
satisfaisante par rapport à la trajectoire réelle ; dans ce cas on peut dire que le filtre a perdu sa 
cible, et en ajoutant d’autre cameras  dans la scène  cette hypothèse est sauvegardée. 
 En revanche, nous avons  pu obtenir des résultats escomptes en appliquant cette 
hypothèse ; ainsi nous avons montré  que l’amélioration du bruit de mesure et le choix du 
nombre de particules, permet à notre filtre d’améliorer ces performances tout le long de la 
trajectoire.  
Les méthodes séquentielles de Monte Carlo consistent à appliquer cette méthode au 
Cadre bayésien .Afin d'obtenir une solution séquentielle, la loi d'importance  qui permet de 





Malgré tout, le filtre particulaire souffre d’un certain nombre d’inconvénients tel que  
les problèmes de dégénérescence des particules, c’est-à-dire de la perte de diversité de 
l’échantillon, qui ne peut être résolue que via un rééchantillonnage 
L'introduction d'une étape de rééchantillonnage permet de limiter cette dégénérescence 
en sélectionnant les particules de poids forts. Néanmoins, l’étape de rééchantillonnage  aux 
cas de bruit de dynamique faible  induit une perte de diversité des particules. La nature 
discrète de l’approximation particulaire limite considérablement la capacité exploratoire du 
filtre particulaire. En effet, cela conduit à l'appauvrissement des particules, puisque la 
majorité des particules (celles de poids faible) sera supprimée et que celles de poids fort 
seront dupliquées plusieurs fois. Ainsi, les particules  perdent leur capacité d’exploration de 
l’espace d’état ce qui  provoque la divergence du filtre.  
Dans le but d’améliorer les performances  du  filtre particulaire et  de dénouer le 
problème d’appauvrissement, nous nous proposons  l’utilisation du Filtre particulaire 
régularisé [64] [65].Cette technique est fondée sur la théorie de l'estimation de densités par 
noyaux, et permet de remplacer l'approximation discrète fournie par les filtres particulaires en 
une approximation lissé. Ainsi, l'étape de rééchantillonnage est réalisée par des simulations 
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La capture de mouvement est un domaine en plein essor dans la communauté vision par 
ordinateur.  Les champs d’applications de cette technique  sont très variés tels que l'analyse du 
mouvement à des fins médicales, l'étude du geste sportif, les jeux du divertissement pour donner 
plus de réalisme aux mouvements humains dans les films et les jeux. 
A l’heure actuelle, les systèmes de capture optique à base de marqueurs passifs  sont les 
plus répondus du fait que leur avantage réside dans l’absence totale  de câbles  ou de structures 
métallique pouvant gêner le mouvement de l’acteur. Néanmoins, cette technique présente un 
problème d’occlusions des marqueurs qu’on considère comme un  inconvénient majeur qui 
provoque  un problème de suivi et de reproduction de la trajectoire réelle. 
L’objectif de notre travail  est de réaliser un système qui permet d’estimer la trajectoire 
basé sur filtrage particulaire. 
Durant la réalisation de ce travail, nous avons simulé un système de capture de mouvement 
optique à base de marqueurs, dans lequel nous avons choisi  une scène contenant  un cube (avec  un 
marqueur passif sur chaque sommet) en mouvement, et nous avons placé cinq cameras et quelques 
obstacles empêchant les caméras d’observer les marqueurs. 
 Durant la simulation, nous avons  constaté que le relâchement de l’hypothèse (au moins 
deux cameras voient le marqueur)  ne permet pas d’obtenir  des résultats satisfaisantes ; et face à 
cette situation, nous pouvant  dire que le filtre a perdu totalement sa cible. 
Malgré le problème d’occlusion  des marqueurs,  si l’hypothèse est respectée tout le long 
de la trajectoire, et le bruit d’observation alors est minimisé  le filtrage particulaire permet donc de  












Motion capture is a growing field in the computer vision community. The fields of application 
of this technique are very varied generally used for motion analysis for medical purposes, or for the 
study of sporting gesture, it is also used in the entertainment industry to give more realism to the 
movement humans in movies and games. 
At the present time, optical systems based capture marker are the most of answered that their 
advantage and the complete absence of cable or metal structure that can hinder the movement of the 
actor, with assumption that at least two cameras must perceive the marker. However this technique 
presents a problem of occlusion of the markers that it is considered as a major inconvenience that 
causing a problem tracking and reproduction of the real trajectory. 
The objective of our work is to produce a system which estimates the occluded trajectory, for 
that we have used the particle filter. 
During the realization of this work we have simulate a system of optical motion capture-based 
marker, in which chose a scene containing a cube (in each vertex we put a marker) in motion, then was 
placed five cameras and two segment obstacle which prevents the cameras to observe the markers. 
During simulation, it was noted that the release of the preceding hypothesis does not allow of 
our approach to give satisfactory results, deal with this situation we can say that the filter has 
completely lost its target. 
In spite of the problem of occlusion markers, if we can succeed in keeping this hypothesis all 
along the path, and minimizing the noise of observation then the particle filtering allows us to provide 











تُٛٓا  يٍ ,فٙ عذج يٛادٍٚ انرمُٛح ْزِ ذسرعًم,انكًثٕٛذش سؤٚح فٙ يجرًع ثانغح انًْٛح الاراخ  خًجالاان يٍ احذ ْٙ انرماط انحشكح
 انًضٚذ يٍ لإعطاء ٛحصُاعح انرشفٛٓانفٙ  اٚضا  كًا أَٓا ذسرخذو، انشٚاضٛح انحشكاخ نذساسح أٔ، أغشاض طثٛحيٍ اجم  انحشكح ذحهٛم
 .ٔالأنعاب فٙ الأفلاو الإَساٌ حشكح انٕالعٛح عهٗ
نهغٛاب  ٔ ْزا َظشا فٙ يٛذاٌ انرماط انحشكح  اسرعًالا الاكثش ْٙعلايح ان انرماط انمائًح عهٗ انُظى انثصشٚح فٙ انٕلد انشاٍْ
اثٍُٛ يٍ انكايٛشاخ  لا ٚمم عٍ يا الافرشاض تأٌ يع , انًًثم حشكح عٕقٚأٌ  ز٘ ًٚكٍ يٍ شاَّ ان انٓٛكم انًعذَٙ أٔكاتم انكايم نه
 ٔ انرعمة حيشكه ذأصو انز٘ ٚإد٘ ئنٗ انعائك انشئٛسْٙزا يا ٚعذ ٔ علايحانخرثاء ا يشكهح نذٚٓا ْزِ انرمُٛح نكٍ,علايح ان ذشٖ ٚجة اٌ
 .انحمٛمٙ انًساس سرُساخائعادج 
 .انجسًٛاخ فهرش تاسرخذاؤيٍ اجم ْزا لًُا  نهعلايح انًخثأ ًساسان رمذٚشٚسًح نُا ت َظاو ْٕ ذطٕٚش ْزا عًهُا يٍانشئٛسٙ  انٓذف
 ٚحرٕ٘ عهٗ يشٓذ اخرشَا حٛث علايح،ان انرماط انمائًح عهٗ انثصشٚح انحشكح َظاو تًحاكاج لًُا انذساسح،ذحمٛك ْزِ فٙ اطاس 
   .علاياخانشؤٚح ت هكايٛشاخٍٛ انهزاٌ لا ٚسًحاٌ نكايٛشاخ ٔ عائم خًسح ٕضعلًُا ت ، ثى  ( َضع علايح لًحفٙ كم  ) ٚرحشن  يكعة
َرائج  نُا  اٌ ذمذوت نًُٓاجٛرُا لا ٚسًح انًُصٕص عهٛٓا اعلاِ  اٌ عذو ذطثٛك الافرشاضٛح نُا  ، ذثٍٛانًحاكاج اداسج  خلاليٍ 
 .ْذفّ ذًايا لذ فمذ انجسًٛاخ فهرش ًٚكُُا انمٕل اٌ فٙ ْزِ انحانحٔ  , يشضٛح
 انضٕضاء انرمهٛم يٍارا لًُا تٔ ,علايحان خرثاءا يشكهح عهٗ انشغى يٍ ْٔزا ,انًساس طٕلعهٗ  انفشضٛح ئتماء ْزِ َجحُا فٙارا ف




 انجسًٛاخ فهرش ، خرثاءا ،علايحان انحشكح،انرماط    :مفتاحيةكلمات الال
