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Abstract
It is proved that the Wiener algebra of functions on a connected compact abelian group whose Bohr–
Fourier spectra are contained in a fixed subsemigroup of the (additive) dual group, is projective free. The
semigroup is assumed to contain zero and have the property that it does not contain both a nonzero element
and its opposite. The projective free property is proved also for the algebra of continuous functions with the
same condition on their Bohr–Fourier spectra. As an application, the connected components of the set of
factorable matrices are described. The proofs are based on a key result on homotopies of continuous maps
on the maximal ideal spaces of the algebras under consideration.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction and main results
Let G be a connected compact abelian group and let Γ be its (multiplicative) character group.
Thus Γ consists of continuous homomorphisms of G into the group T of unimodular complex
numbers and separates points of G. It is well known [38] that, because G is connected, Γ can
be made into a linearly ordered group. So let  be a fixed linear order such that (Γ,) is an
ordered group. Let Γ+ = {x ∈ Γ : x  0}, Γ− = {x ∈ Γ : x  0}. Standard widely used examples
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group of integers and R is the group of reals with the discrete topology.
For any nonempty set M , let 1(M) stand for the complex Banach space of all complex-valued
M-indexed sequences x = {xj }j∈M for which the norm
‖x‖1 =
∑
j∈M
|xj |
is finite. Then 1(Γ ) is a commutative Banach algebra with unit element with respect to the
convolution product (x ∗ y)j = ∑k∈Γ xkyj−k . Further, 1(Γ+) and 1(Γ−) are closed unital
subalgebras of 1(Γ ).
Given a = {aj }j∈Γ ∈ 1(Γ ), by the symbol of a we mean the complex-valued continuous
function aˆ on G defined by
aˆ(g) =
∑
j∈Γ
aj 〈j, g〉, g ∈ G, (1.1)
where 〈j, g〉 stands for the action of the character j ∈ Γ on the group element g ∈ G (thus,
〈j, g〉 ∈ T). We denote ej (·) = 〈j, ·〉, j ∈ Γ .
The set {j ∈ Γ : aj = 0} is called the Bohr–Fourier spectrum of aˆ given by (1.1), and aj ,
respectively, its Bohr–Fourier coefficients.
The set of all symbols of elements a ∈ 1(Γ ) forms an algebra W(G) of continuous functions
on G. The algebra W(G) (with pointwise multiplication and addition) is isomorphic to 1(Γ ).
For a subsemigroup Σ of Γ , denote by W(G)Σ the algebra of symbols of elements in 1(Σ),
abbreviating W(G)Γ± to simply W(G)±. We let C(G)Σ be the closure of W(G)Σ in the uni-
form norm ‖f ‖∞ = max{|f (g)|: g ∈ G}. If Σ = Γ , then C(G)Γ = C(G) is the algebra of
all continuous functions on G. The notions of Bohr–Fourier coefficients and spectrum are ex-
tended from functions in W(G) to C(G) by continuity. Note that the Bohr–Fourier spectra of
elements of C(G) are at most countable; a proof for the case Γ = R is found, for example, in
[11, Theorem 1.15]; it can be easily extended to general connected compact abelian groups G.
We will be interested in the projective free property of these algebras. If U is a unital ring, we
denote by U−1 or GL(U) the group of invertible elements in U , and by Un×n the n × n matrix
ring over U . Assuming U is commutative, we let SL(Un×n) be the group of n × n matrices
over U having determinant 1. If U is a unital commutative Banach algebra, then we also denote
by GL0(Un×n) the connected component of In (the n × n identity matrix) in GL(Un×n). Recall
that a unital commutative ring U is said to be projective free if every finitely generated projective
U -module is free; equivalently, if every idempotent X ∈ Un×n is similar to [ Ir 00 0], for some r ,
0 r  n:
X = S
[
Ir 0
0 0
]
S−1, for some S ∈ GL(Un×n).
In the next Theorems 1.1, 1.2, 1.3 we assume that Σ is a subsemigroup (= additive set) of Γ
such that
0 ∈ Σ, and x,−x ∈ Σ 	⇒ x = 0, (1.2)
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A subsemigroup Σ that satisfies (1.2) will be called pointed. (The basic examples of pointed
subsemigroups are Γ+ and Γ−.)
Theorem 1.1. The algebra R is projective free.
For the case Γ = Rn and Σ = Γ+ the result of Theorem 1.1 follows from the main result
of [35] (see also [6]) along with [8, Corollary 1.4].
In connection with Theorem 1.1 note that the real algebra CR(K), where K = S2 is the unit
sphere in the three-dimensional real Euclidean space, is not projective free, see [41, Section 8.1]
(attributed there to a suggestion by K.R. Davidson); in fact, CR(S2) does not have the Hermite
property, which is weaker than being projective free. Recall that a unital commutative ring U is
Hermite if any k × n matrix over U , k < n, whose set of minors of order k is not a subset of a
proper ideal of U can be extended to an invertible n × n matrix over U . To prove that CR(S2)
is not Hermite one uses a theorem of Adams [1] which, in particular, implies that there are no
two continuous vector fields on S2 linearly independent at each point. However, the possibility
to extend the real vector-function (x, y, z)|S2 , where x, y, z are coordinate functions on R3, to an
invertible 3 × 3 matrix over CR(S2) leads to existence of such fields.
The proof of Theorem 1.1 is based, among other things, on a key result on homotopies of
continuous maps on the maximal ideal space M(R) of a commutative unital Banach algebra R
which we presently state. A metrizable topological space X is called an absolute neighborhood
retract, in short ANR, if for any metrizable topological space Z each closed subspace Z0 ⊂ Z
which is homeomorphic to X, is a neighborhood retract of Z; see, e.g., [18].
Theorem 1.2. Let X be an ANR. Then every continuous map f : M(R) → X is homotopic to a
constant map into X.
In fact, we will show in the proof that M(R) is the inverse limit of a family of compact
contractible spaces and then deduce from this fact the required statement.
Theorem 1.2 leads also to the following result.
Theorem 1.3. Every matrix A ∈ SL(Rn×n) admits a factorization into a product of upper and
lower triangular unipotent matrices with entries in R, i.e.,
A = (I +A1)(I +A2) · · · · · (I +A2N−1)(I +A2N), (1.3)
where the matrices A1,A3, . . . ,A2N−1 ∈ Rn×n are strictly lower triangular and the matrices
A2,A4, . . . ,A2N ∈ Rn×n are strictly upper triangular.
Of course, an analogous factorization holds with A2j , j = 1,2, . . . ,N , strictly lower trian-
gular and A2j−1, j = 1,2, . . . ,N , strictly upper triangular. Also, instead of (1.3) we may write
A = X1 · · · · · XM , where each Xj ∈ SL(Rn×n) has the unity on the diagonal and exactly one
nonzero nondiagonal entry.
We will use Theorem 1.3 in applications to factorization (Section 6). Note that the projective
free property plays a role in control theory: If R is a projective free ring, then every stabilizable
plant over R admits a doubly coprime factorization; see [32], also [8]. We refer the reader to
these two papers for more details.
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All Banach algebras in this section are assumed to be complex, commutative, and unital.
Theorem 2.1. Let R be a Banach algebra. Assume that A ∈ SL(Rn×n) belongs to GL0(Rn×n).
Then A admits a factorization into a product of upper and lower unipotent matrices with entries
in R, as in (1.3).
An analogous result was proved recently by Ivarsson and Kutzschebauch [20] for holomorphic
matrices on a finite-dimensional reduced Stein space (so-called Gromov’s Vaserstein problem).
The number of factors of the required factorization in their theorem depends only on n and the
dimension of the Stein space. However, for general Banach algebras R the number of factors in
such a factorization may be any finite number, depending on A. It is an interesting open question
whether the number of elements in such factorizations is uniformly bounded for algebras whose
maximal ideal spaces are of finite covering dimensions.
Proof of Theorem 2.1. To start with, choose 0 > 0 so small that every matrix X ∈ Rn×n such
that
‖X − In‖ < 0 (2.1)
admits complete Gaussian elimination without pivoting, in other words, when the standard Gaus-
sian elimination is applied to X, the diagonal elements of every matrix obtained in the process
are all invertible. In particular, the diagonal elements of every X satisfying (2.1) are invertible.
The number 0 is independent of X, but may depend on n.
By the hypotheses, A can be connected with In by a continuous path γ : [0,1] → GL0(Rn×n),
so that γ (1) = A, γ (0) = I . Moreover, dividing, if necessary, one column (or row) of γ (t) by
det(γ (t)) we may assume that each γ (t) ∈ SL(Rn×n). Let us consider a finite partition 0 =
t0 < t1 < t2 < · · · < tk = 1 of [0,1] such that for each t ∈ [tj−1, tj ] and j = 1, . . . , k, ‖γ (t) ·
γ (tj−1)−1 −In‖ < 0. Now application of the Gaussian elimination method to each matrix γ (tj ) ·
γ (tj−1)−1 results in the factorization of each such matrix as the product of unipotent lower and
upper triangular matrices and a diagonal matrix with determinant one (all with entries in R).
Next, it can be easily checked that a diagonal matrix with determinant one can be decomposed
as a product of unipotent upper and lower triangular matrices (it suffices to show that for 2 × 2
matrices and then proceed by induction); indeed, we have for an invertible x ∈ R:
[
x 0
0 x−1
]
=
[
1 0
−x−1 1
][
1 x − 1
0 1
][
1 0
1 1
][
1 x−1 − 1
0 1
]
.
Finally we get the required result from the obtained factorizations by the formula
A := γ (tk) =
(
γ (tk) · γ (tk−1)−1
)(
γ (tk−1) · γ (tk−2)−1
) · · ·γ (t1). 
We also need the following result obtained in [8] (for terminology on vector bundles see [19]);
the maximal ideal space of a Banach algebra R will be denoted M(R).
922 A. Brudnyi et al. / Journal of Functional Analysis 259 (2010) 918–932Theorem 2.2. Let R be a semisimple Banach algebra, and assume that M(R) is connected. If
each continuous complex vector bundle of finite rank on M(R) is topologically trivial, then the
algebra R is projective free.
3. Preliminaries on subsemigroups of Zk
A subset S of Rk , where k is a positive integer, is called a halfspace if it has the following
properties:
(i) Rk = S ∪ (−S);
(ii) S ∩ (−S) = {0};
(iii) if x, y ∈ S then x + y ∈ S;
(iv) if x ∈ S and α is a nonnegative real number, then αx ∈ S.
A standard example of a halfspace is given by
Ek =
{
(x1, . . . , xk)
T ∈ Rk \ {0}: x1 = x2 = · · · = xj−1 = 0, xj = 0 ⇒ xj > 0
}∪ {0}.
(The vectors in Rk are understood as column vectors; the superscript T denotes the transpose.)
Clearly, when k = 1 the only halfspaces are [0,∞)(= E1) and (−∞,0]. It turns out that in
general all halfspaces are modelled after Ek :
Proposition 3.1. A set S ⊂ Rk is a halfspace if and only if there exists a real invertible k × k
matrix A such that
S = AEk def= {Ax: x ∈ Ek}. (3.1)
A detailed proof, based on [15], [16, Section IV.5], is given in [36].
Lemma 3.2. Let Q ⊂ Zk be a finitely generated subsemigroup. Then Q is pointed if and only if
there exists a real invertible k × k matrix A such that Q ⊆ AEk .
In other words, by Proposition 3.1, a finitely generated additive subset Q of Zk satisfies (1.2)
if and only if Q is contained in a halfspace. One can show (although we will not use it) that the
matrix A may be chosen to have integer entries.
Proof. The “if” part is obvious, so we prove the “only if” part. We use induction on k. The case
k = 1 is trivial, as (1.2) implies that either all elements of Q are nonnegative (then take A = 1),
or all elements of Q are nonpositive (then take A = −1).
Consider now the general positive integer k. Denote by q1, . . . , qm a finite set of generators
of Q. Let C(Q) be the rational cone generated by Q:
C(Q) = {r1q1 + · · · + rmqm: r1, . . . , rm ∈ Q, rj  0},
where Q is the field of rational numbers. By (1.2) it is easy to see that C(Q) = Qk . In view of
a separation theorem (see, for example, [40, Theorem II.4.2.16], [39, Theorem 2.13]; a version
of this result goes back to [42]), there exists a nonzero vector v ∈ Qk such that vT qj  0 for
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of the entries of v is equal to 1. Letting
Q′ = {A0x: x ∈ Q},
where A0 is any matrix of integers with determinant one and first row vT (existence of such a ma-
trix is a standard fact in the theory of commutative unital principal ideal rings [30, Theorem II.1],
for example) we see that the first component of every vector in Q′ is nonnegative. Clearly, we
can consider Q′ instead of Q.
Let
Q˜ := {(x2, . . . , xk)T ∈ Zk−1: (0, x2, . . . , xk)T ∈ Q′}.
One verifies easily that Q˜ is a finitely generated pointed subsemigroup of Zk−1. By the induction
hypothesis, there exists a real invertible (k−1)× (k−1) matrix A˜ such that Q˜ ⊆ A˜Ek−1. Letting
A =
[
1 0
0 A˜
]
∈ Rk×k,
we see that Q′ ⊆ AEk . 
4. Proofs
In this section we prove Theorems 1.1, 1.2, and 1.3. Let Γ0 be the minimal subgroup of Γ
containing Σ . Let G0 be the group dual to Γ0. Then there exists a continuous surjective homo-
morphism p0 : G → G0. In particular, G0 is a connected compact abelian group. According to
the Pontriagin duality the set of characters of G0 lifted to G by p0 coincides with G0. Since
the Bohr–Fourier spectrum of any h ∈ C(G)Σ belongs to Γ0, we may assume without loss of
generality that Γ = Γ0. We will make this assumption in the rest of this section.
Proof of Theorem 1.2. We give the proof for the case R = W(G)Σ ; if R = C(G)Σ , the proof
is completely analogous. Note that if Γ ′ is a subgroup of Γ , and if G′ is the compact abelian
group whose dual is Γ ′, then C(G′) is isomorphic to C(G)Γ ′ , analogously to the corresponding
property of W(G′). This fact follows from the Pontriagin duality.
Let F be the partially ordered by inclusion set of all finite subsets of Σ . For each α ∈ F
by Σα ⊂ Σ and Γα ⊂ Γ we denote the subsemigroup and the group, respectively, generated
by elements of α. Clearly, Σα is a finitely generated subsemigroup of the finitely generated
subgroup Γα of Γ , we have the inclusion maps
iαβ : Σα ↪→ Σβ if α  β,
and Σ is naturally identified with the direct limit of the system {Σα, iαβ}α,β∈F . By πα :
M(W(G)Σ) → M(W(G)Σα ) and πβα : M(W(G)Σβ ) → M(W(G)Σα ), α  β , we denote the
continuous maps of the inverse limiting system with limit M(W(G)Σ) transpose to the system
{Σα, iαβ}α,β∈F .
Since the topology of X is defined by a metric d , one can embed it isometrically into ∞(B),
where B is the closed unit ball of the space Lipo(X) of Lipschitz functions on X (with respect
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image in ∞(B) under this embedding. By U ⊂ ∞(B) we denote an open neighborhood of X
for which there exists a retraction r : U → X.
Let Y ⊂ ∞(B) be the minimal closed subspace of ∞(B) containing f (M(W(G)Σ)). Since
the latter set is compact, Y is a separable Banach space. Thus, by the Banach–Mazur criterion,
Y is a quotient space of the space 1 of summable real functions on N, the positive integers (see
[27], for example). Let q : 1 → Y be the corresponding quotient map. According to the selection
theorem of Michael [28], there exists a continuous map s : Y → 1 such that q ◦ s = id . Let us
consider the continuous map s ◦ f : M(W(G)Σ) → 1. Then s ◦ f := (f˜1, f˜2, . . .), where f˜j
are continuous functions on M(W(G)Σ) and such that supx∈M(W(G)Σ)
∑∞
j=1 |f˜j (x)| < ∞. In
particular, since M(W(G)Σ) is compact, we can choose N ∈ N so large that for the map
F := (f˜1, . . . , f˜N ,0, . . .) :M
(
W(G)Σ
)→ 1
we have (q ◦ F)(M(W(G)Σ)) ⊂ U and
t (q ◦ F)(x) + (1 − t)f (x) ∈ U, ∀x ∈ M(W(G)Σ), and ∀t ∈ [0,1];
that is (q ◦ F)(M(W(G)Σ)) is sufficiently close to f (M(W(G)Σ)).
Further, let EN ⊂ 1 consist of all vectors of the form (v1, . . . , vN ,0, . . .). By a well-known
theorem on continuous maps of the inverse limit of compact sets, see, e.g., [14, Chapter X,
Theorem 11.9], there exist an index α ∈ F and a continuous map Fα : M(W(G)Σα ) → EN ∩
q−1(U) such that F : M(W(G)Σ) → EN ∩ q−1(U) and Fα ◦ πα are homotopic (it is essential
that EN is a finite-dimensional vector space). However, Γα is finitely generated and therefore
can be identified with Zm for some integer m. By Lemma 3.2, Σα is contained in a halfspace
of Rm, and therefore we know that M(W(G)Σα ) is contractible ([35, Theorem 3.1], [6]). (We
use here implicitly the fact that if Γ ′ is a subgroup of Γ , and if G′ is the compact abelian group
whose dual is Γ ′, then W(G′) is isomorphic to W(G)Γ ′ ; this is obvious since W(G′) is defined
entirely in terms of Γ ′: it is isomorphic to 1(Γ ′).) Thus, Fα is homotopic to a constant map
M(W(G)Σα ) → EN ∩ q−1(U). This implies that r ◦ q ◦ F : M(W(G)Σ) → X is homotopic to
a constant map into X. Finally,
r
(
t (q ◦ F)(x) + (1 − t)f (x)), ∀x ∈ M(W(G)Σ), and ∀t ∈ [0,1],
determines a homotopy between r ◦ q ◦ F and f . Thus f : M(W(G)Σ) → X is homotopic to a
constant map into X. 
Proof of Theorem 1.1. Consider a complex continuous vector bundle E → M(R) of finite
rank. According to the general theory of vector bundles on compact sets, see, e.g., [29, §5,
Lemma 5.3], there exist a Grassmannian G := GuRu+v (the set of all u-dimensional subspaces in
Ru+v) for suitable positive integers u and v, a vector bundle EG → G on G and a continuous map
f : M(R) → G such that E = f ∗EG . The Grassmannian G is an ANR (as can be easily seen us-
ing the results of [18, Chapter 3]), hence according to Theorem 1.2 f is homotopic to a constant
map, and E = f ∗EG is isomorphic in the category of continuous bundles to the trivial bundle
on M(R). Thus any such E is topologically trivial. Also, the maximal ideal spaces M(W(G)Σ)
and M(C(G)Σ) are connected; this can be verified using Shilov’s idempotent theorem, see, e.g.,
[4, Theorem II.21.5] (indeed, since G is connected, the only continuous functions f on G that
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tive free; note that both R = W(G)Σ and R = C(G)Σ are easily seen to be semisimple (indeed,
for any g ∈ G, the functional hg(f ) = f (g), f ∈ R, is linear and multiplicative, which implies
that the Gelfand transform is injective). 
Proof of Theorem 1.3. According to Arens’ theorem [2] for a (commutative unital) Banach
algebra R with maximal ideal space M(R) the Gelfand transform induces a bijection between
the sets of connected components of GL(Rn×n) and of homotopy classes of continuous maps
M(R) → GL(Cn×n) (semisimplicity of R is not required in Arens’ theorem). In the case of R
being either W(G)Σ or C(G)Σ with Σ as in Theorem 1.1, it is implied by Theorem 1.2 that the
set of homotopy classes of continuous maps M(R) → GL(Cn×n) consists of a single point; note
that GL(Cn×n) is an ANR, in view of [18, Chapter 3]. Thus GL(Rn×n) is connected and so each
A ∈ SL(Rn×n) can be joined by a continuous path in GL(Rn×n) with In. Now Theorem 2.1 gives
the required result. 
5. Other corollaries of Theorem 1.2
In this section we briefly discuss some other corollaries of Theorem 1.2 following straight-
forwardly from the results of [33]. We refer to [33] for more details. Throughout this section
B stands for any unital complex not necessarily commutative Banach algebra, and R is one of
W(G)Σ or C(G)Σ , where Σ is a pointed subsemigroup of Γ .
We denote by R ⊗̂ B the projective tensor product, a unital Banach algebra. Next, we denote
by idB the set of idempotents in B .
Theorem 5.1. The topological spaces (R ⊗̂ B)−1 and B−1 are homotopically equivalent, i.e.,
there exist continuous maps μ : (R ⊗̂ B)−1 → B−1 and ν : B−1 → (R ⊗̂ B)−1 such that μ ◦ ν
and ν ◦μ are homotopic to the identity map on B−1 and on (R ⊗̂B)−1, respectively.
Proof. According to [12, Theorem 4.10] the Gelfand transform of R induces a homotopy equiv-
alence of (R ⊗̂ B)−1 with C(M(R),B−1), the metric space of continuous functions M(R) →
B−1. Let us show that the latter space is homotopically equivalent to B−1. To this end we fix
a point o ∈ M(R) and consider a map F : C(M(R),B−1) → Const(M(R),B−1) to the set of
constant maps M(R) → B−1, given by the formula
F(f )(m) := f (o), f ∈ C(M(R),B−1), m ∈ M(R).
We equip C(M(R),B−1) with the metric
d(f,g) := sup
m∈M(R)
∥∥f (m)− g(m)∥∥
B
, f,g ∈ C(M(R),B−1),
where ‖ · ‖B is the norm in B . Then F is a continuous map of metric spaces.
First, let us show that F induces a weak homotopy equivalence of C(M(R),B−1) with
Const(M(R),B−1); in other words that F induces an isomorphism of homotopy groups
πn(C(M(R),B
−1)) with πn(Const(M(R),B−1)) for all n. By definition, for each continuous
926 A. Brudnyi et al. / Journal of Functional Analysis 259 (2010) 918–932map h : Sn → C(M(R),B−1) of the unit n-dimensional sphere Sn, n 0, there exists a contin-
uous map H := Sn ×M(R) → B−1 such that h(s) = H(s, ·), s ∈ Sn. Consider the map
hˆ : M(R) → C(Sn,B−1), hˆ(m) := H(·,m), m ∈ M(R).
The metric space C(Sn,B−1) is a Banach manifold (as an open subset of the Banach space
C(Sn,B)) and therefore ANR, see [31, Theorem 5]. Thus according to Theorem 1.2, hˆ is homo-
topic to a constant map, i.e., there exists a homotopy k : M(R) × [0,1] → C(Sn,B−1) such that
k(·,0) = hˆ and k(·,1) = hˆ(o). In turn, k determines a map K : Sn × [0,1] ×M(R) → B−1 such
that K(·, t,m) = k(m, t), m ∈ M(R), t ∈ [0,1]. In particular, for the continuous map
k˜(s, t) := K(s, t, ·) : Sn × [0,1] → C(M(R),B−1), s ∈ Sn, t ∈ [0,1],
we have k˜(·,0) = h and k˜(·,1) = F ◦ h. Thus h can be continuously deformed to the map
F ◦ h with image in Const(M(R),B−1). It follows that F induces an isomorphism of homo-
topy groups πn(C(M(R),B−1)) with πn(Const(M(R),B−1)) for all n. Since C(M(R),B−1)
and Const(M(R),B−1) are Banach manifolds, by a version of the Whitehead theorem, see
[31, Theorem 15], we obtain from here the homotopy equivalence of C(M(R),B−1) and
Const(M(R),B−1).
Finally observe that the map Const(M(R),B−1) → B−1, f → f (o), is a homeomorphism,
which implies the required result. 
Corollary 5.2. GL(Rn×n) is homotopically equivalent to Un, the group of unitary n×n-matrices.
Proof. In this case we apply Theorem 5.1 to B = Cn×n. Then (R ⊗̂ B)−1 = GL(Rn×n) and
Theorem 5.1 implies that GL(Rn×n) is homotopically equivalent to GL(Cn×n). In turn, Un is a
deformation retract of GL(Cn×n), hence homotopically equivalent to GL(Cn×n) (cf. [18, Sec-
tion I.11], for example). 
Next, according to [33, Theorem 4.5], the Gelfand transform on R induces a bijection between
the set of path connected components of id(R ⊗̂B) and the set of homotopy classes [M(R), idB]
of continuous maps M(R) → idB . It was shown in [33, Corollary 1.7] that idB is a Banach
manifold and therefore is an ANR by [31, Theorem 5]. Now, Theorem 1.2 implies that each map
M(R) → idB is homotopic to a constant map. This immediately yields part (a) of the next result;
for part (b), we denote by {idB} the set of equivalence classes of similar elements of idB .
Theorem 5.3. The Gelfand transform on R induces bijections:
(a) between the set of path connected components of id(R ⊗̂ B) and the set of path connected
components of idB;
(b) between {id(R ⊗̂B)} and {idB}.
Proof of part (b). [33, Corollary 4.7] states that the Gelfand transform induces a bijection
of {id(R ⊗̂ B)} with {idC(M(R),B)}. Since each element of idC(M(R),B) is homotopic to
a constant map (by Theorem 1.2), each path connected component of the Banach manifold
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ments of a path connected component of idC(M(R),B) are similar. Therefore {idC(M(R),B)}
can be naturally identified with {idB}. 
Theorem 5.3(b) implies, in particular, that each element a ∈ id(R ⊗̂ B) is similar to an ele-
ment 1 ⊗ b for some b ∈ idB . For instance, taking B = GL(Cn×n), this gives another proof of
Theorem 1.1 because in this case each connectivity class of idB has the canonical representative[
I 0
0 0
]
.
Finally, let us mention one more corollary of Theorem 1.2 asserting that all ˇCech cohomology
groups of M(R) of dimension  1 are trivial.
6. Connected components and factorization
In this section applications to factorability of matrix functions are presented. Our starting
point is a path connectivity property:
Theorem 6.1. Let Σ and R be as in Theorems 1.1 and 1.3. Then the groups GL(Rn×n) and
SL(Rn×n) are path connected.
Proof. The statement about GL(Rn×n) is a byproduct of the proof of Theorem 1.3 (for
GL(Rn×n), connectedness is equivalent to path connectedness). If A ∈ SL(Rn×n), then by the
first part of the theorem there is a continuous path γ (t), 0 t  1, that connects A and I within
GL(Rn×n). Divide one column (or one row) of γ (t) by det(γ (t)) to obtain a path that connects
A and I within SL(Rn×n). Alternatively, the path connectedness of SL(Rn×n) can be deduced
from (1.3), by using the parametrization
At = (I + tA1)(I + tA2) · · · · · (I + tA2N−1)(I + tA2N), 0 t  1. 
Theorem 6.1 yields the next theorem on path connected components of factorable matrix
functions. We recall the concept of factorization of Wiener–Hopf type in the compact abelian
group setting, see e.g. [26,25,13]; in the classical case Γ = Z this type of factorization was
motivated by convolution equations on halfline (the Wiener–Hopf method), see [17]. Let A ∈
W(G)n×n. A representation of the form
A(g) = A−(g)
(
diag
(〈j1, g〉, . . . , 〈jn, g〉))A+(g), g ∈ G, (6.1)
where A±,A−1± ∈ W(G)n×n± and j1, . . . , jn ∈ Γ , is called a (right) W -factorization of A (with
respect to the order ). (Here and elsewhere we denote by diag(x1, . . . , xm) the m×m diagonal
matrix with elements x1, . . . , xm on the diagonal, in that order.) The element j1 + · · · + jn ∈ Γ
is the mean motion of A, denoted MM(A). The factorization (6.1) is called canonical if all
j1, . . . , jn are zeros.
We say that A ∈ W(G)n×n is W -factorable if a W -factorization of A exists. Clearly, it is nec-
essary that A ∈ GL(W(G)n×n) for A to be W -factorable. If Γ = Z, this condition is sufficient
as well; this result is due to Gohberg–Krein [17], and can also be found in many monographs,
e.g. [10,24]. In general, it is not sufficient, as was observed for almost periodic matrix func-
tions defined on R (when Γ is the additive group of the real numbers with discrete topology)
in [22,23], see also [5] for complete proofs and [3,9,21,34] for further examples. A complete
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A ∈ GL(W(G)n×n) is not known; see [26, Section 4] for more details on that. The question about
how “massive” (e.g., dense) is the set of W -factorable matrix functions within GL(W(G)n×n) is
a major open problem. Except for the case Γ = Z, the answer is not known, even for Γ = Z2;
however, we mention in passing that the set of W -factorable matrix functions that admit a canon-
ical W -factorization, is known to be open (cf. [13, Theorem 2.1]).
In case A ∈ SL(W(G)n×n) is W -factorable, the factors can be more explicitly described:
Proposition 6.2. If A ∈ SL(W(G)n×n) is W -factorable, then MM(A) = 0 and A has a W -fac-
torization of the form (6.1), where A−, resp. A+, is a product of upper and lower triangular
unipotent matrices with entries in W(G)n×n− , resp. in W(G)n×n+ .
Proof. Taking determinants in a W -factorization (6.1) of A, we obtain
1 = (detA−)ej1+···+jn(detA+). (6.2)
Clearly, (6.2) is a W -factorization of the scalar constant function 1. By the uniqueness (up to
a nonzero constant multiple) of W -factorizations of scalar functions, we must have that detA−
and detA+ are nonzero constants and j1 + · · · + jn = 0. Scaling if necessary one column of A−
and one row of A+, we may assume detA− = detA+ ≡ 1. Now use Theorem 1.3. 
Theorem 6.3. Let GLF(W(G)n×n) be the set of W -factorable elements X ∈ W(G)n×n. Then the
path connected components of GLF(W(G)n×n) are precisely the sets{
X ∈ GLF(W(G)n×n): MM(X) = γ };
the sets are parameterized by γ ∈ Γ .
It will be convenient to prove a lemma first:
Lemma 6.4. Let X = [ ej1 00 ej2 ], where j1, j2 ∈ Γ , j1  j2. Then for every j ∈ Γ with j1 
j  j2, the matrices X and Xj :=
[ ej 0
0 ej1+j2−j
]
belong to the same path connected component
of GLF(W(G)2×2).
Proof. Let
X˜(t) =
[
ej1 tej
0 ej2
]
, 0 < t  1,
for a fixed j ∈ Γ , j1  j  j2. Then X˜(t) is W -factorable with factorization indices j , j1 +
j2 − j , and the respective factorization is explicitly given by[
t 0
ej2−j 1
][
ej 0
0 ej1+j2−j
][ 1
t
ej1−j 1
− 1
t
0
]
. (6.3)
So, X is homotopic to X˜(1), while due to Theorem 6.1 it is possible to connect the outer factors
X˜(1)± of the factorization (6.3) to I2 within GL(W±(G)2×2). (Actually, due to a very simple
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to a general Theorem 6.1.) A continuous path in GLF(W(G)2×2) that connects X and Xj is
obtained. 
Note that the formula of type (6.3) for the first time was used in the setting of G = T (that
is, for the classical Wiener–Hopf factorization on the unit circle) by Gohberg and Krein [17]
when considering the stability properties of partial indices, and was then adapted to the almost
periodic factorization in one variable (the case G = R) in [22], see also [5, Theorem 8.20], and
to the case of almost periodic factorization in several variables with Bohr–Fourier spectra in a
group Σ ⊆ Rk in [37].
Proof of Theorem 6.3. Let X1,X2 ∈ GLF(W(G)n×n) be such that
MM(X1) = MM(X2) ∈ Γ. (6.4)
We need to show there exists a continuous path within GLF(W(G)n×n) connecting X1 and X2.
Let
Xk = Xk−
(
diag(ejk,1 , . . . , ejk,n)
)
Xk+, jk,1, . . . , jk,n ∈ Γ, k = 1,2,
be W -factorizations of X1 and X2. Without loss of generality we assume
jk,1  jk,2  · · · jk,n, k = 1,2.
Using Theorem 6.1, we can continuously connect Xk with diag(ejk,1 , . . . , ejk,n) within
GLF(W(G)n×n), for k = 1,2, by connecting Xk± to I within GL(W±(G)n×n). If j1,m = j2,m for
m = 1,2, . . . , n, we are done. Otherwise, let m0 be the smallest index such that j1,m0 = j2,m0 ,
say j1,m0  j2,m0 . Clearly, j1,m1 ≺ j2,m1 for some index m1 > m0 (otherwise, a contradiction
with (6.4) results). Use Lemma 6.4 (applied to the 2 × 2 block of diag(ej1,1, . . . , ej1,n ) formed by
the rows and columns indexed by m0 and m1) to connect diag(ej1,1, . . . , ej1,n ) with
diag(ej1,1, . . . , ej1,m0−1, ej2,m0 , ej1,m0+1 , . . . , ej1,m1−1, ej1,m0+j1,m1−j2,m0 , ej1,m1+1 , . . . , ej1,n )
within the set GLF(W(G)n×n). Now we may use induction on n and the induction hypothesis
according to which the matrices
diag(ej1,1, . . . , ej1,m0−1, ej1,m0+1, . . . , ej1,m1−1 , ej1,m0+j1,m1−j2,m0 , ej1,m1+1, . . . , ej1,n )
and
diag(ej2,1 , . . . , ej2,m0−1, ej2,m0+1, . . . , ej2,n )
belong to the same path connected component of GL(W±(G)(n−1)×(n−1)).
Conversely, assume X1,X2 ∈ GLF(W(G)n×n) are such that MM(X1) = MM(X2). We need
to show that X1 and X2 belong to different path components of GLF(W(G)n×n). Arguing by
contradiction, assume that X1 and X2 can be continuously connected within GLF(W(G)n×n).
Then a1 := (detX1) can be continuously connected to a2 := (detX2) within GLF(W(G)1×1).
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the fact that if a ∈ GLF(W(G)1×1), then every function b ∈ W(G) sufficiently close to a in
the Wiener norm, also admits a W -factorization with the same mean motion as a (this fact can
be easily proved using the property that canonical factorization persists under sufficiently small
perturbations, as follows e.g. from [13, Theorem 2.1]). 
For matrix functions A ∈ C(G)n×n, it makes sense to introduce the notion of a (right)
C-factorization. This by definition is the representation (6.1) with the same structure of the mid-
dle diagonal factor but A±,A−1± lying in C(G)n×n± := C(G)n×nΓ± , not necessarily in W(G)n×n± . Of
course, W -factorization is always a C-factorization while the converse is not true. An analogue
of Proposition 6.2 holds for C-factorizations, with essentially the same proof.
Theorem 6.3 can be modified as follows.
Theorem 6.5. Let GLF(C(G)n×n) be the set of C-factorable elements X ∈ C(G)n×n. Then the
path connected components of GLF(C(G)n×n) are precisely the sets
{
X ∈ GLF(C(G)n×n): MM(X) = γ }; (6.5)
the sets are parameterized by γ ∈ Γ .
Proof. Necessity can be proved in exactly the same way as in Theorem 6.3. To prove the path
connectedness of the sets (6.5), observe that any matrix function A ∈ GLF(C(G)n×n) is con-
nected via a path with B ∈ GLF(W(G)n×n) having the same values of j1, . . . , jn. Indeed, it
suffices to take small perturbations B± ∈ W(G)n×n± of A± in (6.1) and connect them with A± via
line segments. Consequently, two matrix functions A1,A2 ∈ GLF(C(G)n×n) with equal mean
motions of their determinants belong to the same path connected component of GLF(C(G)n×n)
because their approximations B1,B2 ∈ GLF(W(G)n×n) have this property. (Once again, Theo-
rem 6.3 is used here.) 
Acknowledgments
We thank D.J. Lutzer, P. Zwengrowski and P. Wong for useful disccusions and consultations.
Research of A.B. was supported in part by NSERC. Research of L.R. was supported in part by
the Faculty Research Assignment and Plumeri Award for Faculty Excellence at the College of
William and Mary.
References
[1] J.F. Adams, Vector fields on spheres, Bull. Amer. Math. Soc. 68 (1962) 39–41.
[2] R. Arens, To what extent does the space of maximal ideals determine the algebras?, in: Function Algebras, Proc.
Internat. Sympos. on Function Algebras, Tulane Univ., 1965, Scott–Foresman, Chicago, IL, 1966, pp. 164–168.
[3] S. Avdonin, A. Bulanova, W. Moran, Construction of sampling and interpolating sequences for multi-band signals.
The two-band case, Int. J. Appl. Math. Comput. Sci. 17 (2) (2007) 143–156.
[4] F.F. Bonsall, J. Duncan, Complete Normed Algebras, Springer-Verlag, New York, Heidelberg, 1973.
[5] A. Böttcher, Yu.I. Karlovich, I.M. Spitkovsky, Convolution Operators and Factorization of Almost Periodic Matrix
Functions, Oper. Theory Adv. Appl., vol. 131, Birkhäuser Verlag, Basel, Boston, 2002.
[6] A. Brudnyi, Contractability of maximal ideal spaces of certain algebras of almost periodic functions, Integral Equa-
tions Operator Theory 52 (2005) 595–598.
A. Brudnyi et al. / Journal of Functional Analysis 259 (2010) 918–932 931[7] A. Brudnyi, Yu. Brudnyi, Metric spaces with linear extensions preserving Lipschitz condition, Amer. J.
Math. 129 (1) (2007) 217–314.
[8] A. Brudnyi, A. Sasane, Sufficient conditions for the projective freeness of Banach algebras, J. Funct. Anal. 257 (12)
(2009) 4003–4014.
[9] M.C. Câmara, Yu.I. Karlovich, I.M. Spitkovsky, Almost periodic factorization of some triangular matrix functions,
in: Modern Analysis and Application. The Mark Krein Centenary Conference, in: Oper. Theory Adv. Appl., vol. 190,
Birkhäuser Verlag, Basel, Boston, 2009, pp. 171–190.
[10] K.F. Clancey, I. Gohberg, Factorization of Matrix Functions and Singular Integral Operators, Oper. Theory Adv.
Appl., vol. 3, Birkhäuser, Basel, Boston, 1981.
[11] C. Corduneanu, Almost Periodic Functions, J. Wiley & Sons, 1968.
[12] A.M. Davie, Homotopy in Fréchet algebras, Proc. London Math. Soc. 23 (1971) 31–52.
[13] T. Ehrhardt, C.V.M. van der Mee, L. Rodman, I.M. Spitkovsky, Factorizations in weighted Wiener algebras on
ordered abelian groups, Integral Equations Operator Theory 58 (2007) 65–86.
[14] S. Eilenberg, N. Steenrod, Foundations of Algebraic Topology, Princeton University Press, Princeton, NJ, 1952.
[15] J. Erdös, On the structure of ordered real vector spaces, Publ. Math. Debrecen 4 (1956) 334–343.
[16] L. Fuchs, Partially Ordered Algebraic Systems, Pergamon Press, Oxford, 1963.
[17] I. Gohberg, M.G. Krein, Systems of integral equations on a half-line with kernel depending upon the difference of
the arguments, Uspekhi Mat. Nauk 13 (2) (1958) 3–72 (in Russian); English translation: Amer. Math. Soc. Transl.
Ser. 2 14 (2) (1960) 217–287.
[18] S.-T. Hu, Theory of Retracts, Wayne State University Press, Detroit, 1965.
[19] D. Husemoller, Fibre Bundles, 3rd edition, Springer-Verlag, New York, Berlin, Heidelberg, 1994.
[20] B. Ivarsson, F. Kutzschebauch, Holomorphic factorization of mappings into SLn(C), arXiv:0812.0312v1
[math.CV], 2008, pp. 1–18.
[21] Yu.I. Karlovich, Approximation approach to canonical APW factorability, Izv. Vyssh. Uchebn. Zaved. Sev.-Kavk.
Reg. Estestv. Nauki (2005) 143–151 (in Russian).
[22] Yu.I. Karlovich, I.M. Spitkovsky, Factorization of Almost Periodic Matrix Functions and (Semi) Fredholmness of
Some Convolution Type Equations, No. 4421-85 dep., VINITI, Moscow, 1985 (in Russian).
[23] Yu.I. Karlovich, I.M. Spitkovsky, On the theory of systems of equations of convolution type with semi-almost-
periodic symbols in spaces of Bessel potentials, Soviet Math. Dokl. 33 (1986) 145–149.
[24] G.S. Litvinchuk, I.M. Spitkovsky, Factorization of Measurable Matrix Functions, Oper. Theory Adv. Appl., vol. 25,
Birkhäuser Verlag, Basel, Boston, 1987.
[25] C.V.M. van der Mee, L. Rodman, I.M. Spitkovsky, Factorization of block triangular matrix functions with off
diagonal binomials, Oper. Theory Adv. Appl. 160 (2005) 423–437.
[26] C.V.M. van der Mee, L. Rodman, I.M. Spitkovsky, H.J. Woerdeman, Factorization of block triangular matrix func-
tions in Wiener algebras on ordered abelian groups, Oper. Theory Adv. Appl. 149 (2004) 441–465.
[27] R.E. Megginson, An Introduction to Banach Space Theory, Springer-Verlag, New York, 1998.
[28] E. Michael, Continuous selections. I, Ann. of Math. 63 (1956) 362–382.
[29] J.W. Milnor, J.D. Stasheff, Characteristic Classes, Princeton University Press, Princeton, 1974.
[30] M. Newman, Integral Matrices, Pure Appl. Math., vol. 45, Academic Press, New York, London, 1972.
[31] R.S. Palais, Homotopy theory of infinite dimensional manifolds, Topology 5 (1966) 1–16.
[32] A. Quadrat, The fractional representation approach to synthesis problems: an algebraic analysis viewpoint. II. In-
ternal stabilization, SIAM J. Control Optim. 42 (1) (2003) 300–320 (electronic).
[33] I. Raeburn, The relationship between a commutative Banach algebra and its maximal ideal space, J. Funct.
Anal. 25 (4) (1977) 366–390.
[34] A. Rastogi, L. Rodman, I.M. Spitkovsky, Almost periodic factorization of 2 × 2 matrix functions: New cases of off
diagonal spectrum, in: Oper. Theory Adv. Appl., vol. 202, Birkhäuser, Basel, 2009, pp. 469–487.
[35] L. Rodman, I.M. Spitkovsky, Algebras of almost periodic functions with Bohr–Fourier spectrum in a semigroup:
Hermite property and its applications, J. Funct. Anal. 255 (2008) 3188–3207.
[36] L. Rodman, I.M. Spitkovsky, H.J. Woerdeman, Factorization of almost periodic matrix functions of several variables
and Toeplitz operators, in: H. Bart, I. Gohberg, A.C.M. Ran (Eds.), Operator Theory and Analysis, Amsterdam,
1997, in: Oper. Theory Adv. Appl., vol. 122, Birkhäuser, Basel, 2001, pp. 385–416.
[37] L. Rodman, I.M. Spitkovsky, H.J. Woerdeman, Noncanonical factorization of almost periodic multivariable matrix
functions, in: Singular Integral Operators, Factorization and Applications, in: Oper. Theory Adv. Appl., vol. 142,
Birkhäuser Verlag, Basel, Boston, 2003, pp. 311–344.
[38] W. Rudin, Fourier Analysis on Groups, J. Wiley & Sons Inc., New York, 1990, reprint of the 1962 original, a Wiley-
Interscience Publication.
932 A. Brudnyi et al. / Journal of Functional Analysis 259 (2010) 918–932[39] S.N. ˇCernikov, Algebraic theory of linear inequalities, Ukrain. Mat. Zh. 19 (1967) 36–80 (in Russian); English
translation: Amer. Math. Soc. Transl. Ser. 2 69 (1968) 147–203.
[40] S.N. ˇCernikov, Linear Inequalities, Nauka, Moscow, 1968 (in Russian).
[41] M. Vidyasagar, Control Systems Synthesis. A Factorization Approach, MIT Press, 1985.
[42] H. Weyl, Elementare Theorie der konvexen Polyeder, Comment. Math. Helv. 7 (1935) 290–306.
