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Abstract. The paper is devoted to well-posed discrete approximations of the so-called generalized
Bolza problem of minimizing variational functionals defined via extended-real-valued functions. This
problem covers more conventional Bolza-type problems in the calculus of variations and optimal
control of differential inclusions as well of parameterized differential equations. Our main goal is
find efficient conditions ensuring an appropriate epi-convergence of discrete approximations, which
plays a significant role in both the qualitative theory and numerical algorithms of optimization and
optimal control. The paper seems to be the first attempt to study epi-convergent discretizatioils of
the generalized Bolza problem; it establishes several rather general results in this direction.
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Introduction and Problem Formulation

The paper concerns a dynamic optimization problem called the "generalized problem of
Bolza," which extends the classical Bolza problem in the calculus of variations as well
Bolza-type problems in constrained optimal control. Let cp: IRn x IRn ~ lR := ( -oo, oo] and
f: IRn x IRn ~ lR be proper lower semicontinuous (l.s.c.) extended-real-valued functions
that may take the infinite value +oo. We always assume that f is a normal integrand in the
sense of [9, Definition 14.27], which signifies a very general and natural class of functions
under integration. Consider the following generalized Bolza problem:
minimize J[x] := cp(x(a),x(b))

+

1b f(x(t),x(t),t) dt

(1.1)

on the space X of absolutely continuous vector functions x: [a, b] ~ IRn. Observe that,
due to the possible infinite values of cp and /, problem (1.1) implicitly incorporates both
1
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endpoint and dynamic constraints
(x(a),x(b)) E domcp,

(x(t),:i;(t)) E domf(·,·,t) for a.e. t E [a,b],

where "dom" stands for the effective domain (points of finite values) of an extended-realvalued function. The case of dom !(·, ·, t) = mn X mn corresponds to the classical Bolza
problem in the calculus of variations (or the problem with finite Lagrangians), where both
functions cp and f are considered to be sufficiently smooth. Admitting extended values
off allows us to include in the framework of (1.1) optimal control problems governed by
differential inclusions of the type
:i;(t) E F(x(t), t) for a.e. t E [a, b].

(1.2)

The differential inclusion model (1.2) covers in turn parameterized systems of optimal control
:i;(t) = g(x(t), u(t), t),

u(t)

E

U(x(t), t) for a.e. t E [a, b],

{1.3)

which can be reduced to {1.2) with F(x, t) = g(x, U(x, t), t). Note that, besides standard
open-loop control systems with state-independent control regions U, the differential inclusion framework (1.2) makes it possible to study state-dependent control regions U = U(x, t)
in (1.3), which are much more complicated and important for applications reflecting a certain feedback effect in control; see the book [10] for more details and references.
Along with the generalized Bolza problem (1.1), we consider its discrete approximation
built as follows. For any natural number k E IN:= {1, 2 .... }, lett~ :=a and
k
k
b-a.
ti := t 0 + -k-J as j = 1, ... , k;

this forms the uniform grid {tj}j=O on [a, b] with t~ = b. A natural discretization of the
Bolza problem (1.1) reads as
k-1

minimize cp(xo, xk) + hk L.J f(xj,
""

X 3'+1

h-

X·3

k

, ti ),

(1.4)

k

j=O

where Xk := {(xo, ... 'Xk) I Xj E mn} and hk := (b-a)fk, k E IN. Furthermore, identifying
Xk with the subspace of piecewise linear continuous functions in X, we can write (1.4) in
the continuous-time form
minimize cp(x(a),x(b))

+

1b f{x(sk(t)),:i;(t),sk(t)) dt,

where the piecewise constant functions sk: [a, b]

sk(t) := tj for t

E

-+

X E Xk,

1R are given by

[tj, tj+l),

k

E

IN.

(1.5)

For each k E IN, define now the functional

Jk[x] := {cp(x(a),x(b))

+

1b f(x(sk(t)),x(t),sk(t))dt

+oo

(1.6)
otherwise

2

on the space X of absolutely continuous functions. The primary goal of this paper is
to establish verifiable conditions ensuring an appropriate epi-convergence of the sequence
{ Jk[xl}:, 1 in (1.6) to the original Bolza functional J[x] given by (1.1). Epi-convergence
is understood in the conventional sense of variational analysis uniquely defined in finitedimensional spaces [9], while in the infinite-dimensional case under consideration there are
various possibilities to specify epi-convergence depending on the topology used. In what
follows, we consider epi-convergence of the Mosco type that distinguishes between the strong
and weak convergence in the corresponding lower limit and upper limit relationships; see [1]
and the precise definition below.
Impose on X the standard Sobolev structure with the W 1•2 [a, b]-norm

llxllw1,2 := max lx(t)l +
tE[a,b]

(I · I stands

(1

a

b

.

l±(t)l2 dt

)1/2

for the norm on JRn) and say that the sequence {Jk[x]}k., 1 in (1.6) Mosco

epi-converges to J[x] in (1.1) if for any x EX we have

lim inf Jk [xk] ;::: J[x] for every sequence xk ~ x
k-+oo

and

lim sup Jk [xk] :::; J[x] for some sequence xk ~ x,

(1.7)

(1.8)

k-+oo

where the symbols ~ and ~. signify the convergence of the sequence xk ~ x as k ~ oo
in the weak and strong/norm topology of W 1•2 [a, b], respectively. One of the strongest
motivations to study the Mosco epi-convergence is the following general result on value
convergence given in [1]:
If {Jk}k., 1 Mosco epi-converges to J, then
lim sup ( inf Jk) :::; inf J.
k-+oo

Furthermore, if there is a sequence xm ~ x such that xm E e;km -argmin Jkm for some
sequences km ~ oo as m ~ oo and e;k ! 0 ask ~ oo, then x E argminJ and one has
inf Jkm ~ inf J as m ~· oo. In particular, if there is a weakly compact set CCX such that
e;k-argmin (Jk n C) i- 0 for all k E JN, then inf Jk ~ inf J ask~ oo.

The reader can find more information on the history of epi-convergence, its relationships with other types of convergence, and a number of applications to various problems of
optimization and control in [1, 2, 6, 7, 8, 9] and the references therein; let us particularly
mention {2] devoted to epi-convergent discretizations for standard parameterized systems
of optimal control of type (1.3) with U(x, t) = U. We are not familiar with any research on
epi-convergence of discrete approximations for the generalized Bolza problem (1.1) and its
basic specifications considered in this paper, although traces of some similar constructions
can be found in [4] for differential inclusions of type (1.2).
The paper is organized as follows. In Section 2 we establish broad sufficient conditions
ensuring the fulfillment of the "lower part" (1.7) in Mosco epi-convergence for the generalized
Bolza problem. Section 3 contains two major results on the "upper part" (1.8) related to
3

special (while rather general) structures of the integrand in (1.1), which particularly cover
the case of differential inclusions. We also discuss some further possible extensions of the
results obtained to the case of higher dimensions.

2

Lower Bpi-Convergence of Discrete Approximations

This section deals with the lower limit part (1.7) in Mosco epi-convergence of the discrete
approximations. First we justify the following relationship between the weak convergence
of sequences in W 1•2 [a, b] and the strong convergence in £2[a, b] of their compositions with
piecewise constant functions sk(-) from (1.5).
Lemma 2.1 (strong convergence of compositions). Let xk ~ x ask-+ oo, and let
sk, k E IN, be the piecewise constant functions defined in (1.5). Then one has the strong

L 2 -convergence of the compositions xk o sk

£x

ask-+ oo.

Proof. It follows from the definitions and the Newton-Leibniz formula that

xk(sk(t))- xk(t) = xk(tj)- [xk(tj)

+ 1: xk(r) dr] = -1: xk(r dr,
3

for all t E

{t1, tj+l), j
iixk

o

3

= 0, ... , k -1, k E IN. Involving Jensen's inequality, we have

sk- xll£2 ~ llxk
=

o

sk- xkii£2

[t 1:~+

1

J=O t 3

~

+ llxk- xll£2
2

1: xk(r) dr

dt]!

+ iixk- xll£2

t3
2

[t1?+11:ixk(r)i drdt]! +llxk-xll£2
J=O

t3

t3

~ .[t hk 1:~+1 ixk(t)i dt] ! + iixk- xll£2
2

)=0

~

t3

v'hkll±kll£2 + llxk- xll£2·

Since xk ~ x ask-+ oo, the sequence of llxkll£2 remains bounded. Furthermore, the weak
convergence of xk -+ x in W 1•2 easily implies the strong convergence of this sequence in L 2 •
Thus we arrive at the conclusion of the lemma by hk -+ 0 as k -+ oo.
6
The next result provides general growth conditions on the integrand fin (1.1) ensuring
the lower limit relationship (1.7) of Mosco epi-convergence.
Theorem 2.2 (lower epi-convergence for the generalized Bolza problem). Let the
integrand f(x, v, t) be convex in v and satisfy the lower growth condition

f(x, v, t) 2::

-'Y(Ixl 2 + t 2 )

-

h(jvi) for all x, v E IRn and a. e. t E
4

[a, b],

(2.1)

where 'Y E lR and the function h: IR+ --+ lR+ · is nondecreasing and such that h( a)/ a 2 --+ 0
as a --+ oo. Then the lower limit relationships (1. 7) hold.
Proof. Take arbitrary xk, x EX with xk ~ x ask--+ oo in the weak topology of W 1 •2 [a, b].
It is easy to observe from the definitions that the weak convergence xk ~ x in W 1•2 [a, b]
implies that xk(a) --+ x(a) and xk(b) --+ x(b) as k --+ oo. Since the endpoint function cp in
(1.1) is assumer to be l.s.c., we get

liminf cp(xk(a), xk(b)) ;:::: cp(x(a), x(b)).

(2.2)

k-+oo

Further, consider the extended-real-valued function

g(u,v) := f(x,v,t) with u = (x,t),

(2.3)

which is l.s.c. in both variables and convex in v by the assumed properties of j, and then
define the integral functional G: L 2 [a,b] x L 2 [a,b]-+ 1R by

G(u,v) :=

1b g(u(t),v(t)) dt.

(2.4)

From the growth condition (2.1) we get

g(u, v) ;::::

-'Yiul 2 -

h( (I vi) whenever u

E

IRn

X

[a, b] and v E IRn

for the function g defined in (2.3) with 'Y E lR and h() having the afore-mentioned properties. Employing [3, Theorem 7], we conclude that the integral functional Gin (2.4) is l.s.c.
on L 2 [a, b] x L 2 [a, b] with respect to the strong convergence in u and the weak convergence in

v. Observing that sk £I (the identity function on [a, b]) by construction, that xk o sk £ x
by Lemma 2.1, and that ±k--+ ±weakly in £ 2 due to xk ~ x, we conclude from definitions
(2.3), (2.4) and from the lower semicontinuity of G asserted above that
(2.5)
Combing finally (2.2) and (2.5) with the constrictions of J[x] and Jk[x] in (1.1) and (1.6),
we arrive at the relationships

1b f(xk(sk(t)),±k(t), sk(t)) dt]
cp(xk(a), xk(b)) +
1b f (xk(sk(t)), sk(t)) dt
2: cp(x(a), x(b)) + 1b f(x(t),
dt

liminf Jk[xk];::: liminf [cp(xk(a),xk(b))
k-+oo

k-+oo

;::: lim inf

+

a

liminf

k-+oo

k-+oo

±(t), t)

and thus complete the proof of the theorem.

5

±k{t),

a

= J[x]

3

Upper Epi-Convergence of Discrete Approximations

In this section we establish the second (upper limit) part (1.8) in Mosco epi-convergence
of discrete approximations for two particular (but rather broad and important for both
optimization theory and applications) classes of the generalized problem of Bolza.
First we consider the generalized Bolza problem (1.1) with the following structures of
the endpoint function cp and the integrand f:
cp(xa,xb) = cpo(xa,xb) +o(xa;n) and f(x,v,t) = fo(x,v,t) +o(v;F(x,t)),

(3.1)

where 8(·; C) stands for the indicator function of the set C equal 0 on C and oo otherwise,
and where the functions cpo and fo take only (finite) real values. The generalized Bolza problem (1.1) with data (3.1) is clearly equivalent to the following problem on minimizing the
standard (not extended-real-valued) Bolza functional on absolutely continuous trajectories
of the differential inclusion:
minimize cpo(x(a),x(b))

+ 1b fo(x(t),x(t),t) dt
(3.2)

subject to x(a) En,
x(t) E F(x(t), t) for a.e. t E [a, b],

where the sets nand F(x, t) are assumed to be closed while may not be convex. The following
theorem presents sufficient conditions for the fulfillment of the upper limit relationships
(1.8) in Mosco epi-convergence of discrete approximations to the Bolza problem (3.2) for
nonconvex differential inclusions.
Theorem 3.1 (upper epi-convergence in the Bolza problem for differential inclusions). Let for every feasible trajectory x(·) to (3.2) there exist U C IRn such that:
-x(t) E U for all t E [a, b];
-<po and fo are continuous on U x U and U x U x [a, b], respectively;
-the mapping F = F(x, t) is bounded on U x [a, b], Lipschitz continuous in x on U
uniformly in t E [a, b], and a. e. Hausdorff continuous in t on [a, b] uniformly in x E U.
Impose furthermore the upper growth condition on fo:
fo(x, v, t) ~ 'Y(Ixl 2 + lvl 2 + t 2 )
with some

'Y, (3 E JR.

+ (3

whenever (x, v)

E

JR2 , t

E

[a, b]

(3.3)

Then the upper limit relationships (1.8) hold.

Proof. Without loss of generality take x E dom J; otherwise (1.8) holds trivially. To find a
sequence of Xk E X satisfying both conditions in (1.8), we use [4, Theorem 3.1] that ensures
the existence of xk E Xk for which xk(a) = x(a), llxk- :i:ll£1 ~ 0 as k ~ oo, and

(3.4)
It follows from the boundedness assumption ofF that in fact llx- xkllw1,2 ~ 0 ask~ oo.
£2
Furthermore, we have the strong convergence xk o sk ~ x by Lemma 2.1.
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Consider now the function

g(u) := -fo(x,v,t) with w = (x,v,t),

(3.5)

which is obviously a normal integrand, and the integral functional

G(u) :=

1b g(u(t)) dt

on L2 [a,b],

which is l.s.c. in the strong topology of L2 by [3, Theorem 7] due to (3.5) and the upper
growth condition (3.3) imposed on fo. Therefore
limsup
k->oo

rb fo(xk(sk(t)),xk(t),sk(t)) dt ~ Jarb fo(x(t),x(t), t) dt.

Ja

Combining this with the dynamic constraints {3.4) and the definition off in {3.1), we get
limsup
k->oo

rb f(xk(sk(t)),xk(t),sk(t)) dt ~ Jarb f(x(t),x(t),t) dt.

la

To finish the proof, it suffices to observe that
lim cp(xk(a),xk(b))

k->oo

= k->oo
lim cpo(x(a),xk(b)) = cp0 (x(a),x(b)) = cp(x(a),x{b)),

where the first and the last equalities follow from xk(a) = x(a) E n while the second one
follows from the continuity of cpo and the fact that the strong convergence llxk -xl1w1,2 -4 0
obviously yields xk(b) -4 x(b) as k -4 oo.
6.
Remark 3.2 (differential inclusions with endpoint constraints). The above arguments allow us to extend the result of Theorem 3.1 to the Bolza problem for differential
inclusions with the general endpoint constraints of the type

(x(a),x(b))

E S1 C

JRn.

To accomplish this in the way of proving Theorem 3.1, we have to perturb the endpoint
constraints {in fact only those on the right-hand end) consistently with the step of discretization hk as k -4 oo; cf. the proof of [4, Theorerri 3.1] and also {5, Theorem 6.4] that
holds in infinite dimensions. A challenging issue is to derive efficient numerical estimates
for appropriate endpoint constraint perturbations ensuring the upper epi-convergence of
discrete approximations.
The next theorem concerns the case of general endpoint constraints (via an arbitrary l.s.c.
extended-real-valued function cp in the generalized Bolza problem) and ensures the upper
epi-convergence (1.8) with no perturbations of endpoint constraints. However, it covers a
special (while rather general) class of (1.1) with integrands f admitting the representation

f(x, v, t)

= fo(x, v, t) + 8(x; C(t)) + g(v),

(3.6)

where g: IRn -4 lR is an extended-real-valued convex function. Note that the special form
(3.6) implies the separated dynamic constraints on the state and velocity variables:

x(t) E C(t) and x(t) E domg for a.e. t E [a,b].
7

Theorem 3.3 (upper epi-convergence for the Bolza problem with arbitrary endpoint and separated .dynamic constraints). Consider the generalized Bolza problem
(1.1), where cp: mn X mn---+ IRis proper and l.s.c., while the normal integrand f is given by
(3.6). Assume that the mapping C: [a, b] ==t
is of closed graph, that the velocity function
g: mn---+ IR is convex and l.s.c., and that the real-valued function f: mn X mn X [a, b] ---+ IR
is continuous and satisfies the upper growth condition (3.3). Then one has (1.8).

mn

Proof. Take x E dom J and define xk E Xk by

xk(tj) = x(tj) for all j = 0, ... , k and k

E IN.

(3.7)

We obviously have that xk(a) = x(a) and xk(b) = x(b) for all k E IN. Let us justify that
xk ~ x as k ---+ oo, where ~ stands as above for the strong convergence in W 1•2[a, b].
Indeed, xk E Xk means that xk is a piecewise constant function on [a, b], and (3.7) gives

.k
x(tj+l) - x(tj)
1 rt1+1 .
.
hk
= hk lt~
x(t)dt for all t
x (t) =

k k

[ti, ti+l),

E

.

J = 0, ... , k -1. (3.8)

3

We can represent xk as xk = pkx, where pk stands for the orthogonal projection on the
subspace of piecewise constant functions. Now pick any e > 0 and y E C 00 satisfying
IIY- ±11£2 :$c. Since the operator pk is nonexpansive, we get

ll±k - ±11£2 ::; IIPk±- pkYII£2 + IIPky- Yll£2 + IIY- ±11£2
::; II±- Yll£2 + IIPky - Yll£2 + IIY- ±11£2
$ IIPky- Yll£2 + 2£
with IIPky - Yll£2 - 0 as k - oo by the uniform continuity of y in [a, b]. This clearly
implies that xk ~ x ask- oo for xk defined in (3.7).
To justify the other relationship in (1.8), we get by (3.8), the v-convexity off in (3.6),
and Jensen's inequality that

k k
(
) ~
( k x(tj+l) - x(tj) k)
J[x]=cpx(a),x(b) +~hkf x(tj),
hk
,ti

= l'(x(a), x(b))

+

t,
k

:$cp(x(a),x(b))+

h,J ( x(t)), ~k
tk

Jt

±(t), t))

I:i,.i+ f(x(tj),x(t),tj) dt
1

i=O t;
= cp(x(a),x(b))

+

= cp(x(a),x(b))

+

lb
lb [!o

f (x(sk(t)),x(t),sk(t)) dt
(x(sk(t)),x(t),sk(t)) + g(x(t))] dt,

where the last equality holds since x E dom J implies that

x(sk(t))

E

C(sk(t)) for all t
8

E

[a,b].

Indeed, it follows from x E dom J that x(t) E C(t) for a.e. t E [a, b], which yields x(t) E C(t)
for all t E [a, b] by the continuity of x and the closed-graph property of C on [a, b].
Define now the normal integrand

g(u, t) :=- fo(x, x(t), r) with u = (x, r)
and consider the integral functional

G(u):= 1bg(u(t),t)dt on L 2 [a,b].

(3.9)

By the upper growth condition (3.3) for fo we have

£

£

x by Lemma 2.1 and since sk
I (the identity
where a(t) := -ylx(t)i2 - (3. Since x o sk
function), we have by the lower semicontinuity result of [3, Theorem 7] applied to (3.9) that

lim sup 1b fo(x(sk(t)), x(t), sk(t)) dt:::; 1b fo(x(t), x(t), t) dt,
hoo

a

a

which implies the first relationship in (1.8) and completes the proof of the theorem.
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Remark 3.4 (extensions to higher dimensions). The proof of Theorem 3.3 works
also for the finite element method (FEM) in higher dimensions. In the latter case, the
uniform grid to < . . . < tk should be replaced by the corner points of a triangulation of
a bounded domain in JRd, and the corresponding counterparts ~f the functions skin (1.5)
are the piecewise constant functions giving the barycenter of the triangle that contains its
argument. Such a higher-dimensional analog of Theorem 3.3 gives consistency results for
FEM approximations applied, e.g., to obstacle problems.
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