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摘 要
针对视频检测对实时性和准确性的要求,提出了将帧间差分与码书模型相融合的运动目标检测算法。首先,选取某个t
时间内采集到的视频图像作为训练图像,对图像的每一个像素点建立码书模型。把码书模型中表示前景的码书去除,余下
的作为背景模型用于检测。检测运动目标时,先将待检测的相邻帧图像进行帧间差分,得到变化区域和没有变化的区域,将
有变化的区域与背景模型进行拟合,区分出前一帧运动区域和目标运动区域。更新背景模型时以不同的更新方法对前一帧
运动区域和目标运动区域进行更新。
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Abstract
Aimedatthereal-timeandveracityofcurentalgorithm fordetectingmovingobjects,analgorithm basedontwocon-
secutiveframessubtractionandcodebookmodelispresented.First,selectthevideoimageswhicharecolectedinacon-
secutivetimeasthetrainingimages,establishacodebookforeverypixeloftheimages.From thefirsttwoimageson,sub-
tracttwoconsecutiveframestofindoutmovingareasandbackgroundareas.Comparethemovingareaswiththeback-
groundmodeltodecidewhetherthemovingareaisthemovingobjectsornot.Thebackgroundupdatingalgorithm variesin
therateofupdatingaccordingtothediferentareasoftheimage.
Keywords:movingobjectsdetection,codebookmodel,twoconsecutiveframessubtraction,shadowdetection
目前,运动目标的检测算法主要有光流、帧间差分、混合高
斯模、非参数模、隐马尔可夫模、码书方、W4等,其中,光流法虽
然能得到大量的运动信息,由于其计算量大且复杂,很难满足实
时性的要求;帧间差分法具有较强的场景变化适应能力,更新速
度快,计算简单等优点,但仅用帧间差分法的话,所得的运动信
息少,无法区分变化区域是否是运动区域;混合高斯模型,隐马
尔可夫模型,码书模型等都属于背景减除算法,不同在于背景模
型的建立与更新算法不一样,由此所得的效果也不同。在目前的
运动目标检测中,减背景算法是一种比较受欢迎的检测算法,而
其中码书模型由于其计算相对简单、速度快,并且能较好地的处
理光照变化和阴影等噪声影响,将被选作本文建立背景模型的
算法,并融合帧间差分,是一种有效、快速的运动目标检测算法。
1 码书背景模型的建立
码书模型算法是利用量化和聚类技术来构建背景模型,我
们通过对每个像素进行训练,基于色彩标准和亮度界限聚类得
到各个像素的码。图像的每一个像素点都包含一个码书,每个码
书里有若干个码字,所有像素的码书组成码书模型。不同像素点
的码书所包含的码字个数不一定相同,码字的个数与内容依采
样图像的变化而不同。在得到包含各个像素码书的码书模型之
后,通过一定的过滤方法将像素里表示前景物体的码字去除,剩
下的即是表示背景的码书背景模型。
1.1建立码书模型
假设P代表一个像素训练序列,它包含K个RGB向量:P=
{p1,p2,⋯,pK}。B代表这个像素的码书,它包含N个码字B={b1,
b2,⋯,bN}(不同的像素的码书对应的 N的取值不同),每个码字
bi,i=1,⋯,N包含一个 RGB向量 νi=(Ri,Gi,Bi)和一个六元组
parai=<H!li,H^hi,λi,fi,ai,li>。这个六元组各个变量具体定义如下:
H!l,H^h:分别表示属于背景的每个像素的亮度变化范围的最
小和最大界;
λ:表示在训练期间,此码字两次出现之间最长的时间间隔;
f:表示在训练期间,该码字出现的频率;
a:表示训练期间,该码字第一次出现的时间;
l:表示训练期间,该码字最后一次出现的时间;
每个像素的码书构建如下:
首先,训练之前,码书为空集,即N=0,B=U。对于每个时刻
t,t=1,2,⋯K(对应每个训练像素值 k=1,2,⋯,K),令 pt=(R,G,
B),计算该时刻像素亮度值H,H= R
2
+G
2
+B
2" 。现在,我们取
t=1时刻的像素值,此时码书里没有码字,所以要创造一个码
字。令N=1,ν1=(R1,G1,B1),para1=(H!li,H^hi,0,1,1,1)。从t=2时
刻到t=K时刻,分别将该时刻像素值对应的色彩和亮度值与该
时刻之前的码书里的所有码字进行匹配,如果能匹配,则更新匹
配的码字,否则,创造一个新的码字。匹配的判断原为:
1)colordist(pt,νs)≤ε1
2)brightness(H,<H!ls,H^hs>)=true
其中,bs为码书中正在被进行匹配的码字。之所以用这两个
公式作为匹配原则是因为通过观察发现,前景物体的影响而使
像素值发生的变化主要体现在色彩变形和亮度变化两个方面。
我们通过限定像素色彩和亮度与背景模型像素对应项的差距便
可判断该像素是否属于变化的区域。具体过程如图1所示。
1.2建立背景模型
由于我们对训练图像没有严格的要求,允许在训练图象中
出现前景物体和干扰噪声,因此,通过上面方法所得到的码书,
不仅包含了表示背景的码字,同时也包含了表示前景和噪声的
部分。因此,在把该模型变为背景模型之前,需要先将把这些不
是表示背景的码字去除。
码字的去除主要以码字中的时间间隔 λ元素作为过滤过程
的主要参。由于图像里不同物体的像素的出现具有不同的周期
性,背景物体重复出现的周期最短,而前景物体和噪声物体的像
素的出现具有偶然性,即使有重复出现的物体,其周期也较长,
因此,我们可通过对像素的某种状态出现的时间间隔,即表示该
状态的码字的时间间隔长短就可以判定该码字是否表示背景。
过滤原则为:
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帧间差分与码书模型相融合的运动目标检测算法
Bbackground={bs|bs∈B∧
λs≤T}
其中,Bbackground为最
终的码书背景模型,包
含所有表示背景的码
字。T是时间域值,若码
字重复出现的最大时间
间隔 λs比规定的时间域
值小,说明该码字重复
出现的周期短,是背景
码字,反之,则为前景和
噪声码字,将从码书中
删除。域值 T的确定由
实验结果得到,一般设
置为2K
5
,其中 K为训
练帧数,若码字在 2K
5
的帧中没有出现,则判
断为前景码字,否则为
背景码字。
在过滤了表示前景和
噪声的码字之后,剩下的码书就是较为纯净的背景模型。有了背
景模型,我们可以进行运动目标的检测了。
2 运动目标的检测
运动目标的检测分为两步。首先,通过帧间差分确定图象的
变化区域,缩小检测范围;其次,将检测到的变化区域与背景模
型相比较,去除干扰区域,确定出运动目标。
2.1帧间差分
通过对相邻的两帧图像进行差分,可以确定出图像的变化
区域。假设训练图像序列中的一帧图像有 m行 n列,第 k帧图
像第 i行第 j列像素的灰度值为 f(k,i,j),则第 K帧图像可以表
示为:
F(k)=
f(k,1,1)⋯ f(k,1,n)
┆ ┆
f(k,m,1)⋯ f(k,m,n
% &
)
两帧差分图像为:D(k)=F(k)- F(k- 1),即
D(k)=
f(k,1,1)- f(k- 1,,1) ⋯ f(k,1,n)- f(k- 1,,n)
┆ ┆
f(k,m,1)- f(k- 1,m,1)⋯ f(k,m,n)- f(k- 1,m,n
% &
)
定义差分图像的每个像素为:
d(k,i,j)=
0 f(k,i,j)- f(k- 1,i,j)≤δ
f(k,i,j)- f(k- 1,i,j) f(k,i,j)- f(k- 1,i,j)>
’
δ
其中,差分图像中像素值等于0的像素为背景区域,像素值
等于1的像素为图像的变化区域,包括运动目标区域,和前一帧
图像中运动目标所覆盖的区域。初步的检测出现的错误有两种,
或者将前景区域认为是背景,或者将背景区域认为是前景。由于
被认为是背景的像素在后续步骤中将一直被认为是背景而不再
被处理,因此,式中阈值 δ的选取应要减少将变化区域误认为背
景的出错率,取其微低于平均值,定义为:
δ= 1
mn
i=m,j=n
i=1,j=1
(d(k,i,j)(仅取变化大的像素差分进行求和,降低
了 δ的取值)
通过上面算法得到图像的变化区域,即d(k,i,j)=f(k,i,j)-
f(k- 1,i,j)的所有像素。在这些变化区域中,其中一部分为前景物
体和噪声,另一部分为上一帧图像中前景的覆盖区域,当前景物
体移动以后,这部分又回到原来的像素,重新属于背景。下面,通
过,对变化区域与背景模型的拟合,将区分出运动物体和背景。
2.2运动目标检测
确定了变化区域,就可以进行运动目标的检测。对于变化区
域的每一个像素,获取它的色彩值 pt=(R,G,B),计算亮度 H=
R
2
+G
2
+B
2) 。在码书背景模型中查找匹配的码字,匹配原则与
码书码书构建时的原则一样,即
1)colordist(pt,νs)≤ε1
2)brightness(H,<H*l,H^hs>)=true
若找到匹配的码字则该像素属于背景,否则,这个像素就是
属于前景像素。把所有变化区域的像素都与背景模型的码字相
匹配,没有找到匹配码字的像素集合就是前景区域。
3 背景模型的更新
背景模型的更新,包括两个部分,背景区域和上一帧运动物
体覆盖区域。
1)属于背景的像素,更新与其匹配的码字 bs,把(νs=(Rs,
Gs,Bs),paras=(H* ls, H^ hs,λs,fs,as,ls))更 新 为 (νs =
fsR
+
s+R
fs+1
,
fsG
,
s+G
fs+1
,
fsB
+
s+B
fs+1
- .,paras=(min<H,H*ls>,max<H,
H^hs>,max<t- ls,λs>,fs+1,as,t));
2)对于上一帧运动物体覆盖区域,更新方法将以快速的更
新速率将它收入到背景模型中,把匹配码字 bs的 νs=(R+s,G,s,B+
s)更新为,把更新为:
νs=
fsR
+
s+2R
fs+2
,
fsG
,
s+2G
fs+2
,
fsB
+
s+2B
fs+2
- .,把 paras=(H*ls,H^hs,
λs,fs,as,ls)更新为 paras=(min<H,H*ls>,max<H,H^hs>,max<t-
ls,λs>,fs+1,as,t))
4 阴影消除
通常我们所检测出来的前景区域并不仅是运动目标,还包
含着阴影区域,因为阴影和运动目标具有一些相似的特性,使得
在检测过程容易把阴影误认为是运动目标。因此,需要一定的阴
影检测算法把阴影从前景中分离出去。本文采用文献[9]中基于
HSV颜色空间的阴影模型。HSV颜色空间具有较好的颜色感知
一致性,符合人的视觉感受,比其他颜色空间能更准确检测出阴
影。检测阴影的公式为:
S(x,y)=
1 α≤ I(x,y).V
B(x,y).V
≤β∧(I(x,y).S- B(x,y).S)≤τs∧|I(x,y).H- B(x,y).H|≤τh
0 其
’
他
其中,I(x,y)表示当前帧,B(x,y)表示背景模型,H、S、V表
示在 HSV颜色空间下的各个组成分量。α限制亮度的强弱,取
值越低,亮度越强;0<β<1,设置β是为了去除噪声的影响。τs一
般取负值,τh区分当前帧与背景模型之间的明显差异。
通过阴影消除,将阴影和噪声排除,剩下的前景区域就是运
动目标。
5 实验结果
对一组连续时间内获取的图像进行实验,实验结果如图 2
所示。原图像从网上下载,共有8帧。在图2中,图2(a)为前四帧
原图像,将其作为训练图像,通过对其训练得到背景模型。图 2
(b)为第五帧原图像,即用于检测的当前图像,与它的前一帧图
像(即第四帧图像)进行帧间差分的结果。从图中可以看出,帧间
图1 流程图
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它们的可重用性。为了避免这种情况,系统软件的开发中引入了
Observer模式。
Observer模式定义了对象间一对多的依赖关系,当一个对
象的状态发生变化时,所有依赖它的对象将得到通知并自动更
新。这个模式的关键是目标(Subject)和观察者(Observer)。一
个目标可有任意数目的依赖它的观察者,当目标改变时,所有观
察者将得到通知。作为对这个通知的响应,每个目标都将查询目
标,以使自身状态与目标状态保持同步。实现 Observer模式的
类图如图3所示。
图3 实现Observer模式类图
图3中的 SensorData类实现了 Subject接口,而 Curent-
Conditions类和Statistics类都实现了 Observer接口,Sensor-
Data对象为目标,而 CurentConditions和 Statistic对象为观
察者,SensorData类中的 registerObserver()方法将给定的观
察者对象添加到自己的观察者列表中,也即 Subject对象注册
了它的Observer对象。这样当SensorData对象的状态发生改
变时,SensorData对象通过 notify()方法遍历自己的 Observer
对象(这里为 CurentConditions和 Statistics对象)列表,调用
它们的 updateDisplay()方法实现对显示数据的修改,即实现
了Subject对象向Observer对象发出通知的功能。
Observer模式降低了传感器采集到的数据信息和它们的
显示方式之间的耦合度,实现了数据信息和显示方式的分离,当
有新的显示需求出现时,只需要添加一个实现 Observer接口的
类就能在不修改原系统的基础上满足需求,提高了系统的可扩
展性。
3 结束语
通过在真空炉控制系统软件的开发中引入设计模式,使得软
件开发领域的优秀思想和优势得以体现,并且也使控制系统的灵
活性,可维护性和可扩展性得到了增强,提高了系统的适应性。
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差分以后得到的变化区域包含了前景物体,也包含前一帧运动
物体覆盖区域和阴影部分。对图2(b)进行进一步的处理,将变化
区域与背景模型进行拟合,得到图2(c)。图2(c)去除了前一帧图
像运动物体覆盖的区域,留下前景物体和阴影。最后,将阴影从
变化区域中移除,得到纯净的运动物体,结果如图2(d)所示。
图2 运动目标图像
实验在 PC机上运行,原图像大小为 704×384像素,实验
每秒能处理16帧图像。从实验结果可以看出,该方法能较好地
满足实时性要求,实验结果准确、有效。
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