







Pandie dan Weismann (2016) mendefinisikan cyberbullying sebagai tindakan 
yang dilakukan untuk melecehkan, menghina, atau mengejek orang lain dengan 
menggunakan media sosial secara berulang-ulang. Contoh tindakan-tindakan 
cyberbullying adalah mengancam seseorang menggunakan media sosial, menghina 
orang lain menggunakan akun palsu, dan menyebarluaskan gambar memalukan 
seseorang tanpa ijin yang diberikan oleh orang tersebut. Tindakan cyberbullying 
dapat dilakukan dengan berbagai macam bentuk. Pandie dan Weismann (2016) 
menjabarkan bentuk-bentuk dari tindakan cyberullying sebagai berikut. 
a. Flaming merupakan bentuk cyberbullying yang berupa pertukaran pesan teks 
yang berisi kata-kata dengan bahasa kasar dan agresif. 
b. Harassment merupakan bentuk cyberbullying yang berupa kiriman pesan 
yang menghina dan membahayakan seseorang yang dapat menyebabkan 
tekanan emosional bagi korban. 
c. Denigration merupakan bentuk cyberbullying yang berupa komentar atau 
ujaran yang mencemarkan dan merusak reputasi dan nama baik seseorang. 
d. Impersonation merupakan bentuk cyberbullying yang dilakukan dengan cara 
berpura-pura atau menyamar menjadi orang lain untuk mengirimkan pesan 
atau ujaran negatif kepada seseorang. 
e. Trickery merupakan bentuk cyberbullying yang dilakukan dengan cara 






f. Outing merupakan bentuk cyberbullying yang dilakukan dengan cara 
menyebarkan informasi-informasi yang bersifat privasi bagi korban dalam 
bentuk teks maupun gambar. 
2.2. Recurrent Neural Network (RNN) 
Recurrent Neural Network (RNN) adalah jenis jaringan saraf tiruan yang 
dapat digunakan untuk memproses data sekuensial. Arsitektur yang digunakan pada 
RNN memiliki bentuk yang serupa dengan Artificial Neural Network (ANN). 
Namun, hal yang membedakan RNN dengan ANN adalah sumber masukan yang 
mengirimkan data kepada hidden layer (Gron, 2017). ANN memiliki hidden layer 
yang hanya menerima masukan dari satu sumber layer, baik dari input layer 
maupun hasil perhitungan hidden layer sebelumnya, sedangkan RNN memiliki 
hidden layer yang menerima masukan dari dua sumber layer, yaitu input layer dan 
hasil perhitungan hidden layer sebelumnya (Raschka and Mirjalili, 2017). Hal ini 
memampukan RNN untuk memiliki memori terhadap hasil perhitungan 
sebelumnya. Gambar 2.1 menggambarkan bentuk penjabaran RNN yang memiliki 
setiap layer yang menerima masukan dari input layer dan hasil perhitungan hidden 
state sebelumnya.  
 
Gambar 2.1 Bentuk Penjabaran Recurrent Neural Network  






Berdasarkan bentuk penjabaran algoritma RNN yang diperlihatkan pada 
Gambar 2.1, dapat diketahui bahwa hidden layer RNN direpresentasikan dengan 
notasi h(t), input RNN direpresentasikan dengan notasi x(t), output layer RNN 
direpresentasikan dengan notasi y(t), dan t merepresentasikan time-step dari RNN. 
Data-data yang diterima dan diproses oleh RNN adalah data yang berupa vektor. 
Oleh karena hidden layer RNN membutuhkan masukan dari hasil perhitungan 
hidden layer sebelumnya, maka hidden layer akan diinisialisasi dengan nilai nol 
atau angka acak yang bernilai kecil pada saat pertama kali dijalankan atau time-step 
bernilai nol. Kemudian, hidden layer selanjutnya akan dihitung berdasarkan 
masukan dari input layer dan hasil yang didapat dari hidden layer sebelumnya 
(Raschka and Mirjalili, 2017).  
Perhitungan yang digunakan oleh RNN dalam memproses data memiliki 
keserupaan dengan perhitungan yang digunakan oleh jaringan saraf tiruan lainnya, 
yaitu memiliki nilai weight pada perhitungannya. Bentuk penjabaran RNN beserta 
dengan weight dapat dilihat pada Gambar 2.2. Berdasarkan Gambar 2.2, weight 
pada RNN adalah sebagai berikut (Raschka and Mirjalili, 2017). 
1. Wxh adalah weight matrix di antara aliran yang menghubungkan input x(t) dan 
hidden layer h(t) 
2. Whh adalah weight matrix di antara aliran yang menghubungkan hidden layer 
sebelumnya h(t-1) dan hidden layer h(t) 
3. Why adalah weight matrix di antara aliran yang menghubungkan hidden layer 






Gambar 2.2 Bentuk Penjabaran RNN beserta dengan weight (Raschka and 
Mirjalili, 2017) 
Gambar 2.2 juga menunjukkan bahwa perhitungan yang dilakukan pada 
hidden layer membutuhkan nilai weight. Selain itu, perhitungan pada hidden layer 
juga menggunakan fungsi aktivasi yang direpresentasikan dengan notasi ϕh dan 
nilai bias yang direpresentasikan dengan notasi bh. Berdasarkan hal tersebut, 
perhitungan yang dilakukan pada hidden layer adalah sebagai berikut (Raschka and 
Mirjalili, 2017). 
ℎ𝑡 =  ∅ℎ(𝑊𝑥ℎ × 𝑥
(𝑡) + 𝑊ℎℎ × ℎ
(𝑡−1) +  𝑏ℎ) … (2.1) 
Nilai ht yang merupakan hasil perhitungan hidden layer akan digunakan 
kembali untuk menghitung nilai output pada time-step t tersebut. Perhitungan untuk 
mencari nilai output juga menggunakan fungsi aktivasi yang direpresentasikan 
dengan notasi ϕy dan nilai bias yang direpresentasikan dengan notasi by, sehingga 
perhitungan untuk mencari nilai output tersebut dapat dilihat sebagai berikut 
(Raschka and Mirjalili, 2017). 
𝑦(𝑡) =  ∅𝑦(𝑊ℎ𝑦 × ℎ
(𝑡) + 𝑏𝑦) … (2.2) 
Meskipun implementasi RNN memberikan solusi yang baik terhadap 





penerjemahan bahasa, RNN juga mengalami kesulitan dalam memproses data 
sekuensial yang panjang. Hal ini terlihat ketika RNN sedang menjalankan algoritma 
backpropagation untuk memperbarui nilai weight pada setiap time-step sesuai 
dengan nilai gradien yang didapat dari hasil evaluasi dari error yang dihasilkan oleh 
perhitungan loss function. Namun begitu, nilai gradien cenderung semakin kecil 
ketika algoritma backpropagation memperbarui weight pada layer yang lebih 
rendah atau yang jauh sudah dijalankan sebelumnya. Hal ini mengakibatkan nilai 
weight yang cenderung tidak berubah karena nilai gradien yang terlalu kecil. Inilah 
yang disebut sebagai vanishing gradients problem (Raschka and Mirjalili, 2017). 
Vanishing gradients problem mengakibatkan proses training RNN tidak dapat 
menghasilkan solusi terbaik (Gron, 2017). Salah satu algoritma yang dapat 
digunakan untuk meyelesaikan permasalahan ini adalah Long Short-Term Memory 
yang dikembangkan oleh Hochreiter dan Schmidhuber pada tahun 1997 (Raschka 
and Mirjalili, 2017). 
2.3. Long Short-Term Memory (LSTM) 
Long Short-Term Memory (LSTM) merupakan algoritma pengembangan dari 
algoritma RNN yang dikembangkan oleh Hochreiter dan Schmidhuber pada tahun 
1997. Algoritma ini pertama kali diperkenalkan untuk mengatasi permasalahan 
vanishing gradients problem yang dihadapi oleh algoritma RNN (Raschka and 









Gambar 2.3 Bentuk Penjabaran Long Short-Term Memory (Prijono, 2018) 
Berdasarkan Gambar 2.3, dapat diketahui bahwa LSTM memiliki keserupaan 
dengan arsitektur RNN. Hal yang membedakan LSTM dengan RNN adalah 
jaringan LSTM menggunakan modul LSTM atau sering disebut LSTM cell yang 
dapat dilihat sebagai kotak hijau pada Gambar 2.3 dan adanya data selain hasil 
hidden layer sebelumnya yang dikirimkan menuju modul LSTM selanjutnya, yaitu 
cell state yang direpresentasikan dengan Ct (Prijono, 2018). Selain itu, komputasi 
yang dilakukan oleh LSTM berbeda dengan RNN. Jika dilihat pada Gambar 2.2, 
RNN hanya memliki satu fungsi aktivasi untuk memproses data. Hal ini berbeda 
dengan LSTM yang memiliki beberapa komputasi yang harus diselesaikan untuk 
memproses data. Hal ini dapat dilihat pada Gambar 2.4. 
 
Gambar 2.4 LSTM Cell (Raschka and Mirjalili, 2017) 
Berdasarkan Gambar 2.4, LSTM cell menerima tiga masukan, yaitu x(t) 
sebagai masukan pada time-step t, h(t-1) sebagai hasil LSTM cell sebelumnya, dan 





memiliki makna element-wise multiplication atau perkalian antar elemen dan notasi 
⊕ memiliki makna element-wise summation atau penjumlahan antar elemen. 
Empat buat kotak pada Gambar 2.4 merepresentasikan komputasi yang diperlukan 
dengan menggunakan fungsi aktivasi, baik fungsi sigmoid maupun fungsi tanh, 
beserta dengan nilai weight pada fungsi tersebut. Komputasi-komputasi tersebut 
yang harus melalui notasi  dinamakan dengan gates (Raschka and Mirjalili, 
2017). Gates inilah yang akan membantu LSTM cell untuk menyimpan data dalam 
waktu jangka panjang, membuang data yang tidak penting, dan membaca data yang 
diperlukan (Gron, 2017). Berdasarkan hal tersebut, LSTM memiliki tiga buah 
gates, yaitu forget gate, input gate, dan output gate (Raschka and Mirjalili, 2017). 
Forget gate berfungsi untuk memutuskan informasi apa yang dapat disimpan 
dan informasi apa yang dapat di-suppress (Raschka and Mirjalili, 2017). Komputasi 
pada forget gate menggunakan fungsi sigmoid sebagai fungsi aktivasi dan 
menggunakan bf sebagai nilai bias. Fungsi sigmoid akan mengeluarkan output 
berupa angka di antara 0 dan 1, sehingga hasil forget gate adalah angka di antara 0 
dan 1. Bila hasil bernilai 0, maka data akan dihilangkan. Bila hasil bernilai 1, maka 
data akan disimpan dalam cell state. Berdasarkan hal tersebut, komputasi yang 
dilakukan pada forget gate adalah sebagai berikut (Raschka and Mirjalili, 2017). 
𝑓𝑡 =  𝜎(𝑊𝑥𝑓 × 𝑥
(𝑡) + 𝑊ℎ𝑓 × ℎ
(𝑡−1) + 𝑏𝑓) … (2.3) 
Input gate berfungsi untuk memperbarui nilai pada cell state (Raschka and 
Mirjalili, 2017) atau memutuskan informasi apa yang diperbolehkan untuk 
disimpan sementara dalam cell state (Gron, 2017). Terdapat dua komputasi yang 






𝑖𝑡 =  𝜎(𝑊𝑥𝑖 × 𝑥
(𝑡) + 𝑊ℎ𝑖 × ℎ
(𝑡−1) + 𝑏𝑖) … (2.4) 
𝑔𝑡 =  𝑡𝑎𝑛ℎ(𝑊𝑥𝑔 × 𝑥
(𝑡) + 𝑊ℎ𝑔 × ℎ
(𝑡−1) + 𝑏𝑔) … (2.5) 
Berdasarkan Rumus 2.5, fungsi aktivasi tanh akan dilakukan. Fungsi aktivasi 
tanh akan mengeluarkan hasil yang bernilai di antara -1 dan 1, sehingga nilai gt 
yang didapat adalah nilai di antara -1 dan 1. Setelah nilai it dan gt didapatkan, 
komputasi yang dilakukan untuk memperbarui cell state adalah sebagai berikut 
(Raschka and Mirjalili, 2017). 
𝐶(𝑡) = (𝐶(𝑡−1)⨀𝑓𝑡) ⊕ (𝑖𝑡⨀𝑔𝑡) … (2.6) 
Output gate berfungsi untuk memutuskan bagaimana nilai dari hidden unit 
atau LSTM cell pada time-step t dapat diperbarui. Komputasi pada output gate 
menggunakan fungsi sigmoid sebagai fungsi aktivasi dan bo sebagai nilai bias. 
Komputasi pada output gate dapat dilihat sebagai berikut (Raschka and Mirjalili, 
2017). 
𝑜𝑡 = 𝜎(𝑊𝑥𝑜 × 𝑥
(𝑡) + 𝑊ℎ𝑜 × ℎ
(𝑡−1) + 𝑏𝑜) … (2.7) 
Setelah komputasi output gate selesai dilakukan, nilai hidden unit atau LSTM 
cell pada time-step t dapat diperbarui dengan cara sebagai berikut. 
ℎ(𝑡) = 𝑜𝑡⨀tanh (𝐶
(𝑡)) … (2.8) 
2.4. Text Pre-Processing 
Text pre-processing merupakan langkah yang perlu dilakukan apabila data 
teks yang akan digunakan tidak memiliki atribut yang lengkap, memiliki noise atau 
kesalahan di dalam data tersebut, dan tidak konsisten dalam penulisannya 
(Anugerah, 2017). Text pre-processing dilakukan untuk membersihkan data teks 
dan melakukan standarisasi terhadap data teks, sehingga noise dalam data teks 





Anugerah (2017), tahapan-tahapan yang dapat dilakukan untuk melakukan text pre-
processing adalah sebagai berikut. 
a. Tokenization, yaitu tahapan yang dilakukan untuk memecah teks atau 
dokumen menjadi beberapa token atau kata. 
b. Noise Removal, yaitu tahapan yang dilakukan untuk menghilangkan karakter 
yang tidak memiliki makna. 
c. Case Folding, yaitu tahapan yang dilakukan untuk mengubah karakter alfabet 
dari huruf kapital menjadi huruf kecil. 
d. Stopword Removal, yaitu tahapan yang dilakukan untuk menghapus kata yang 
dianggap tidak memiliki makna. 
e. Stemming, yaitu tahapan yang dilakukan untuk mengubah bentuk kata-kata 
yang berimbuhan menjadi bentuk kata dasar. 
2.5. Word Embedding 
Komputer mempelajari suatu objek berdasarkan ciri-ciri atau feature yang 
dimiliki oleh objek tersebut (Abdullah, 2018). Namun begitu, terdapat feature yang 
sulit dipelajari oleh komputer, yaitu feature berupa teks (Waykole and Thakare, 
2018). Hal ini dikarenakan komputer menerima masukan berupa vektor untuk 
mempelajari suatu objek (Goldberg and Hirst, 2017). Berdasarkan hal tersebut, 
diperlukan suatu langkah yang dapat mengubah bentuk feature tersebut menjadi 
bentuk vektor, sehingga feature tersebut dapat lebih mudah dipelajari oleh 
komputer. Salah satu langkah yang dapat dilakukan adalah word embedding 
(Waykole and Thakare, 2018). 
Word embedding adalah teknik yang dapat mengubah kata-kata yang dipecah 





Word embedding memiliki tugas untuk membuat representasi setiap kata yang ada 
dalam teks ke dalam sebuah dense vektor yang kecil dan menggunakan neural 
network untuk melakukan clustering terhadap kata-kata tersebut. Clustering yang 
dilakukan pada neural network tersebut akan mendekatkan kata-kata yang memiliki 
makna yang serupa, sehingga kata-kata dalam cluster tersebut memiliki 
representasi kata-kata yang serupa, misalnya kata-kata yang merepresentasikan 
jenis kelamin, kata benda, kata sifat, dan lain-lain. (Gron, 2017). Kelebihan word 
embedding daripada one-hot encoding dalam merepresentasikan kata-kata adalah 
dimensionalitas vektor yang lebih sedikit dibandingkan dengan  one-hot encoding 
dan ekstraksi fitur yang lebih baik oleh karena menggunakan neural network yang 
dapat dilatih (Raschka and Mirjalili, 2017). 
2.6. FastText 
FastText merupakan algoritma word embedding yang dikembangkan oleh 
Facebook. Algoritma FastText menerima dan mempelajari kata-kata atau dataset 
yang sudah disediakan untuk membuat representasi vektor dari dataset yang 
diberikan. Walaupun begitu, FastText tetap dapat menghasilkan representasi vektor 
dari kata-kata yang belum dipelajari sebelumnya. Hal ini dikarenakan FastText 
menggunakan metode character n-gram dalam setiap kata yang akan 
direpresentasikan sebagai data vektor sebelum merepresentasikan kata-kata 
tersebut sebagai vektor. Jumlah n yang digunakan dalam n-gram tersebut adalah 3 
hingga 6 karakter. FastText menggunakan karakter “<” dan “>” di awal dan akhir 
kata untuk membedakan satu kata dengan kata lainnya dalam satu kalimat yang 
sama. Jika kata yang akan direpresentasikan sebagai data vektor adalah kata 





aja, jar, ar>. Setelah mendapatkan hasil n-gram dari setiap kata, FastText akan 
menjumlahkan nilai vektor dari masing-masing n-gram untuk mendapatkan 
representasi vektor dari kata yang diinginkan. FastText menggunakan metode skip-
gram untuk merepresentasikan vektor kata-kata dalam kalimat yang diberikan. 
Metode skip-gram akan menerima nilai vektor dari current word (w(t)) sebagai 
input untuk memprediksi nilai vektor dari kata-kata di sekeliling current word 
dalam satu kalimat yang sama. Algoritma FastText dapat dilihat pada Gambar 2.5 
(Choi and Lee, 2020). 
 
Gambar 2.5 Algoritma FastText (Choi and Lee, 2020) 
2.7. K-fold cross validation 
Cross validation adalah sebuah teknik yang dapat membagi dataset yang 
terbatas menjadi kelas-kelas yang masing-masing kelas merepresentasikan data 
untuk training dan data untuk testing. Salah satu teknik dari cross validation adalah 
k-fold cross validation. K-fold cross validation adalah teknik cross validation yang 
membagi dataset menjadi k kelas atau kelompok. k tersebut merepresentasikan 





kelas tersebut merupakan data untuk testing dan k-1 kelompok merupakan data 
untuk training. Bila nilai k ditentukan sebagai 10, maka akan dilakukan 10-fold 
cross validation (Talpur, 2017).  
10-fold cross validation akan melakukan 10 kali iterasi untuk sebuah 
algoritma klasifikasi. Setiap iterasi akan memiliki 10 kelompok data yang terdiri 
atas satu kelompok untuk data testing dan 9 kelompok untuk data training. Setiap 
iterasi akan menggunakan data testing yang berbeda dan menghasilkan nilai 
evaluasi masing-masing. Hasil akhir dari teknik adalah nilai rata-rata dari jumlah 
nilai evaluasi yang dihasilkan setiap iterasi (Talpur, 2017). Ilustrasi 10-fold cross 
validation dapat dilihat pada Gambar 2.6. 
 
Gambar 2.6 10-fold cross validation (Talpur, 2017) 
2.8. Confusion Matrix 
Confusion matrix dapat melakukan evaluasi terhadap sebuah algoritma 
klasifikasi untuk menyelesaikan binary classification problem. Bagian baris dari 
confusion matrix merepresentasikan kelas yang diprediksi oleh suatu algoritma 
klasifikasi dan bagian kolom dari confusion matrix merepresentasikan kelas aktual 






Tabel 2.1 Tabel Confusion Matrix 
 Actual Positive Class Actual Negative Class 
Predicted Positive Class True Positives (TP) False Positives (FP) 
Predicted Negative Class False Negatives (FN) True Negatives (TN) 
 
Berdasarkan Tabel 2.1 (Hossin and M.N, 2015). 
a. True Positives (TP) adalah kondisi ketika algoritma klasifikasi mendapatkan 
prediksi kelas positif dan kelas aktualnya juga positif 
b. False Positives (FP) adalah kondisi ketika algoritma klasifikasi mendapatkan 
prediksi kelas positif, tetapi kelas aktualnya negatif 
c. False Negatives (FN) adalah kondisi ketika algoritma klasifikasi 
mendapatkan prediksi kelas negatif, tetapi kelas aktualnya positif 
d. True Negatives (TN) adalah kondisi ketika algoritma klasifikasi mendapatkan 
prediksi kelas negatif dan kelas aktualnya juga negatif 
Setelah mengetahui nilai-nilai tersebut pada confusion matrix, perhitungan 
matematis untuk lebih memahami confusion matrix dapat dilakukan. Perhitungan 
yang dapat digunakan untuk mengevaluasi algoritma klasifikasi yang sudah dibuat 
adalah precision, recall, dan f-measure (Hossin and M.N, 2015).  
Perhitungan precision mengevaluasi algoritma klasifikasi berdasarkan 
prediksi kelas positif yang benar dibandingkan dengan semua prediksi kelas positif. 
Perhitungan precision dapat dilihat sebagai berikut (Hossin and M.N, 2015). 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑝 =  
𝑇𝑃
𝑇𝑃+𝐹𝑃
 … (2.9) 
Selain itu, perhitungan yang biasanya digunakan adalah recall. Recall adalah 





anggota kelas positif. Perhitungan recall dapat dilihat sebagai berikut (Hossin and 
M.N, 2015). 
𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑟 =  
𝑇𝑃
𝑇𝑃+𝐹𝑁
 … (2.10) 
Selain perhitungan precision dan recall, perhitungan f-measure juga dapat 
digunakan. Perhitungan f-measure merupakan perpaduan perhitungan precision 
dan recall. Perhitungan f-measure dapat dilihat sebagai berikut (Hossin and M.N, 
2015).  
𝑓 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 = 2 ×
𝑝×𝑟
𝑝+𝑟
 … (2.11) 
2.9. Dataset 
Dataset yang digunakan adalah dataset yang dihasilkan dalam penelitian 
yang dilakukan oleh Andriansyah, dkk (2017). Penelitian tersebut menggunakan 
algoritma Support Vector Machine untuk mendeteksi komentar cyberbullying. 
Komentar cyberbullying yang digunakan adalah komentar cyberbullying terhadap 
suatu konten di Instagram. Konten Instagram dipilih dalam penelitian tersebut 
karena Instagram merupakan media sosial yang paling banyak memiliki kasus 
cyberbullying di antara media sosial lain (Andriansyah et al., 2017). Konten 
Instagram yang dijadikan dataset adalah komentar-komentar pengikut media sosial 
terhadap konten Instagram milik Karin Novilda dan Samuel Alexander. Hal ini 
dikarenakan kedua orang tersebut sering menyebarkan konten yang kontroversial, 
seperti foto-foto yang tidak pantas, konten yang menunjukkan gaya hidup 
hedonisme, dan kata-kata yang tidak sopan, sehingga banyak pengikut media sosial 
mereka yang memberikan komentar cyberbullying dalam setiap konten Instagram 





Komentar-komentar yang digunakan sebagai dataset diambil secara acak dari 
komentar-komentar pada konten Instagram milik Karin Novilda dan Samuel 
Alexander, sehingga didapatkan 1053 komentar yang digunakan sebagai dataset 
penelitian tersebut. Komentar-komentar tersebut dibagi menjadi dua kelas, yaitu 
cyberbullying dan bukan cyberbullying. Andriansyah, dkk (2017) melakukan 
labeling data secara manual terhadap komentar-komentar tersebut dengan label 1 
untuk komentar cyberbullying dan label 0 untuk komentar cyberbullying. Oleh 
karena komentar-komentar yang didapat tidak dalam bentuk standar dan memiliki 
noise, Andriansyah, dkk (2017) melakukan standarisasi data terhadap komentar-
komentar yang sudah didapatkan, seperti menjabarkan singkatan dan 
menghilangkan emoticon. Dataset yang digunakan dalam penelitian tersebut adalah 
dataset yang sudah distandarisasi. Komentar asli, komentar hasil standarisasi, dan 
label kelas yang digunakan dalam penelitian Andriansyah, dkk (2017) dapat dilihat 
pada Tabel 2.2. 





motivasi nya apansi lu 
post beginian? 
Motivasinya apa sih lu 
post yang kayak gini? 
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