ABSTRACT This paper investigates reliable estimation problem for Markovian jump neural networks (MJNNs) with reaction-diffusion terms and asynchronous sensor failure. Considering the communication channel used in practical application, the sensor saturation phenomenon is considered in this paper. Moreover, the stochastic occurring sensor fault phenomenon is noticed in the analysis and is described by another Markov chain, which depends on the network modes. The conditions that ensure the MJNNs stochastically stable with L 2 − L ∞ performance are given in terms of linear matrix inequalities (LMIs). Based on the obtained conditions, a novel mode-dependent estimator is developed, which can be solved by using LMI toolbox. Finally, an example is provided to illustrate the effectiveness of the proposed method.
I. INTRODUCTION
In the last several decades, neural networks (NNs) have been attracting considerable attention due to their outstanding ability in practical applications such as image processing [1] , pattern recognition [2] , power electronics [3] , and a large amount of results have been reported (see [4] - [8] and the references cited therein). In the study of NNs, there is one aspect attracting researchers' attention: in many applications of NNs, it is difficult to keep the parameters unchanged for a long-term due to information latching, sudden disturbances and variation of the environment, which can lead the occurrence of switching between several NNs modes. Fortunately, it is reasonable to describe the special form by Markov process, for which the switching NNs can be represented as Markovian jump neural networks (MJNNs). Thus, the studies of stability analysis and controller or filtering design for MJNNs have attracted a lot of attention over the past years [9] - [12] . To mention a few, Ren et al. [9] has investigated the stabilization problem of uncertain MJNNs; Baskar et al. [10] studied the finite-time control for MJNNs. Furthermore, exponential synchronization and asynchronous filtering of MJNNs have been presented in [11] and [12] .
On the other hand, the reaction-diffusion phenomena in some practical fields cannot be neglected, which means that the activation of neurons varying in space as well as in time. Recently, fruitful results of reaction-diffusion neural networks have been carried out [13] - [20] . For examples, Li et al. [13] , Wang et al. [14] , and Sheng et al. [15] have investigated the stabilization problems of delayed NNs with reaction-diffusion terms, [16] - [19] proposed the synchronization approaches for reaction-diffusion neural networks, including exponential synchronization, adaptive synchronization and dissipative synchronization, etc. Finally, the state estimation problem has also been investigated in [20] . In addition, MJNNs with reaction-diffusion terms have been attracting considerable attention [21] - [27] . For instances, Shen et al. [21] investigated the exponential estimation of Markovian jump reaction-diffusion neural networks (MJRDNNs), Rakkiyappan and Dharani [25] and Ozcan et al. [26] have achieved synchronization for MJRDNNs via sample data approach, and [27] proposed an analysis and control approach for MJRDNNs within a finitetime interval.
In the applications of signal processing, target tracking and associative memory, it is difficult to obtain the exact values of NNs, thus, designing an estimator is essential for neuron states estimation [12] , [28] - [30] . On the other hand, the sensor saturation and failure are the most important sources of estimation performance degradation, which even cause the estimator instable. Thus, considering the factors of saturation and failure in estimation or filtering of NNs is very meaningful, and several results have been reported, for examples, [31] and [32] considered H ∞ and L 2 − L ∞ filtering problems with sensor saturation, Zhuang and Wang [33] presented the robust filtering design approach with sensor failure for NNs. However, to the best of our knowledge, the estimation issue with both sensor saturation and failure for MJRDNNs has not been addressed, which motivates us to do this work.
On another research front, H ∞ estimation or filtering [31] , [34] , [35] plays an important role in robust state estimation methods, which has shown advantages subject to bounded energy disturbances. However, in some engineering applications, the peak value of the output is required to be less than a certain constant [32] , [36] , which means that L 2 − L ∞ estimator would be a better choice. Thus, considering L 2 −L ∞ estimation for MJRDNNs is more meaningful.
Summarizing the above discussion, this paper is concerned with the problem of reliable L 2 − L ∞ estimation for delayed MJRDNNs with sensor saturation and failure. Our main contributions can been listed as follows:
Firstly, based on [37] , the saturation nonlinear term is represented by the combination of linear and local nonlinear terms, and the sensor failure is modeled by another Markov chain.
Second, the conditions that guarantee the state estimation error system stochastically stable with L 2 − L ∞ performance will be given in terms of linear matrix inequalities (LMIs).
Moreover, motivated by [38] , the mixed mode-dependent estimator design approach is proposed.
We organize the framework as follows. The model description is given in section II, and the estimator design is presented in section III. Section IV provides a simulation to illustrate the validity of the proposed approach. Finally, conclusions are offered in section V.
Notations: The notations that used in this paper are fairly standard. R and R n denote the set of all real numbers and n dimensional Euclidean space, respectively. Identity matrix with appropriate dimension is denoted by I , and diag{· · ·} denotes a block-diagonal matrix. * denotes the term that is induced by symmetry. In addition, symmetric matrix M > ( , < ) 0 means that M is positive define (semipositive define, negative define). E{x} and E{x|y} denote the mathematical expectation of x and expectation of x condition on y. col(·) denotes column vectors.
II. PROBLEM FORMULATION AND PRELIMINARIES
Given a probability space (R, F, P), where R is the sample space, F is the algebra of events and P is the probability measure defined on F. Let r(t) be a continuous time discrete state Markovian process defined on the probability space (R, F, P), which takes values in a finite set S = {1, 2, . . . , s}. The transition probability from mode i at time t to mode j at time t + t is governed by
where t > 0, lim t→0 o( t) t = 0, π ij 0 for i = j is the transition rate from mode i at time t to mode j at time t + t, and π ii = − s j=1,j =i π ij . Consider the following Markovian jumping reaction diffusion neural networks:
subject to the Dirichlet boundary condition and initial condition as follows
where x = (x 1 , x 2 , . . . , x m ) T ∈ ⊂ R m and t ∈ [0, ∞) represent the space and time, respectively with
. . , n) denotes the state of l -th neuron, z ml (x, t) ∈ H is the measurement output, z ol (x, t) ∈ H is the controlled output and w j (x, t) ∈ H is the measurement noise. d lk 0 is the transmission diffusion coefficient along the l -th neuron; c l (r(t)) > 0 denotes the charging time constant; a lj (r(t)), b lj (r(t)), e 1lj (r(t)), f lj (r(t)) and e 2lj (r(t)) are the connection weight scalars; f j (·) denotes the neuron active function; τ (t) is the time-varying delay satisfying |τ (t)| τ < 1 ; ϑ l (x, s) is continuous and bounded function defined on × [−υ, 0].
For convenience, the complicated network (2) can be rewritten as the following vector-matrix form:
Assumption 1: It is assumed that
for all k 1 , k 2 ∈ {1, 2, . . . , m}, and
where
Assumption 2: The activation function f (·) is continuously differentiable and satisfies a certain sector and a slope constraint, there exists a diagonal matrix G = diag {g 1 , g 2 , . . . , g n } such that:
Based on Assumption 1, we have
Different from [38] , this paper considers the sensor saturation and Markovian jumping failure in the measurement output, which can be described as follows
. . , n) denote the scale factor of each channel. σ (t) is a right-continuous Markov chain defined on (R, F, P) and takes value in the set U = {1, 2, . . . , u} with transition probabilities as following
for v = φ is the transition rate from mode v at time t to mode φ at time t + t, and λ i vv = − u φ=1, φ =v λ i vφ . The probability Pr(σ (t + t) = φ|σ (t) = ν) depends on the current system mode r(t) and it is assumed that the Markov chain r(t)(t ≥ 0) is independent on σ (s), (0 < s < t), which is a σ − algebra.
Note that the saturation function sat(·) is defined as [37] sat
. . , n} with z l,max denoting the l-th element of the vector z max . Based on [37] , the saturation measurement output sat(Z m (x, t)) can be described as
where diagonal matrix 0 H 1 I and nonlinear function ϕ(Z m (x, t)) satisfying the following sector condition with
Consider the asynchronous jumping sensor failure, we decide to design the mixed mode-dependent state estimator with the following form:
Substituting (7) into (12), we have
, the state estimation error system can be obtained as
Before presenting further, we give the following Lemmas and Definitions: Lemma 1: For the neural networks (6) under the Assumption 2, the following inequality holds for any appropriately dimensional diagonal matrix 1 , t) ) 0 where
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Lemma 2 [39] : For any real vectors x, y and matrix Q > 0 with compatible dimensions, the following inequality holds:
Definition 1: The state estimation error system (14) with w(x, t) ≡ 0 is stochastically stable for the initial condition and boundary conditions (3), if the following inequality holds
Definition 2: The state estimation error system (14) is said to be L 2 − L ∞ stochastically stable with performance level γ , if system (14) is stochastically stable in the sense of Definition 1 and the following inequality holds for ∀T > 0 under zero initial condition
Remark 1: The mixed mode-dependent state estimator considered in this paper is more general in practical applications, compared with mode-independent and mode-dependent estimator, it utilizes the modes of both the system and the sensor failure, which can reduce the conservation of the estimator design. Furthermore, the traditional estimator can be seen as a special case of the mixed mode-dependent estimator.
Remark 2: Compared with the mode-dependent estimator, adopting our proposed mixed mode-dependent one will increase the number of LMIs in Theorem 1. To further reduce the consumption of computing resources, some new approaches such as Finsler's Lemma and new inequality techniques can be applied.
III. MAIN RESULTS
In this section, some conditions that guarantee the error system (14) stochastically stable with L 2 − L ∞ performance are obtained firstly, then the estimator design approach is proposed according to the conditions and some LMI relaxation techniques.
Theorem 1: Given scalars β and γ , the state estimation error system (14) is stochastically stable with L 2 − L ∞ performance under the Assumption 1, if there exist matrices P vi > 0, R > 0 and any appropriately dimensional diagonal matrices 1 > 0, 2 > 0 such that the following inequalities hold for each i ∈ S, v ∈ U,Ē
Proof: Consider the following mixed mode-dependent Lyapunov function candidate for system (14)
Define the weak infinitesimal operator L as
In terms of the fact that
Invoking (18) and (21), the following equality is got
Combining (14) and (22), one has
and , t) ) dx , t) ) dx
Based on Lemma 1, we can obtain the following inequalities from Assumption 1 and (11) 2f
For convenience, define
Combining inequalities (23)- (26), we have
When w(x, t) ≡ 0, based on Theorem 1, we have
Note that 
Integrating (28) and (31), we have
Let κ be the smallest eigenvalue of G −¯ , then
After simple calculation, one has
According to Definition 1, the system (14) is stochastically stable. Furthermore, based on inequality (27) and Theorem 1, we also have
which implies that
On the other hand, it follows from (15) that
which means that
After simple calculation, we can obtain
Based on Definition 2, (36) and (39), we know the error system (14) is stochastically stable with L 2 − L ∞ performance. This completes the proof. Next, the estimator will be designed in Theorem 2. Theorem 2: Given scalars β and γ , the state estimation error system (14) is stochastically stable with L 2 − L ∞ performance under the Assumption 1, if there exist symmetric matrices S vi , X vi , R 11 , R 12 , R 22 and positive scalars α 1 , α 2 , α 3 , ε such that the following inequalities hold for each i ∈ S, v ∈ U,
Moreover, the estimator parameters are obtained as follows:
Proof: Define
We can easily obtain
Substituting (14) into (16), pre-and post-multiplying (16) by diag N 1vi T , I , I , I , I , I , I and diag{N 1vi , I , I , I , I , I , I }, we can easily obtain that
Based on (46), the following inequality is obtained
By Lemma 2, we have
Using Schur complement, we have
Note that
Then inequality (42) is obtained. Pre-and post-multiplying (15) by diag N 1vi T , I and diag {N 1vi , I }, one has N 1vi TĒ T 2viĒ 2vi N 1vi is equal to the following matrix
Note that the fact
Thus we have
Pre-and post-multiplying (56) by diag{ S vi −1 , I } , we have
Based on (50) and (51), the following inequality can be easily obtained
Furthermore, note that
which implies
Based on (58, 60) and Schur complement, we can easily obtain that (15) holds if (41) holds. This completes the proof.
Remark 3:
To solve the nonlinear terms in the estimator design process, the inequalities −R 11
are employed to change the matrix inequalities into LMIs. By using the adjusting parameters α 1 , α 2 and α 3 , significant flexibility is obtained by solving the LMIs in Theorem 2. Remark 4: For the state estimation error system (14) with completely accessible transition rates, to obtain the estimator with great L 2 − L ∞ performance, the optimal state estimation problem can be formulated as following minimization problem:
Min γ 2 S.t. LMIs (40-42) with symmetric matrices S vi , X vi , R 11 , R 12 , R 22 and scalars α 1 , α 2 , α 3 , ε > 0 for all v ∈ U, i ∈ S.
IV. SIMULATION EXAMPLE
This section provides a numerical example to illustrate the effectiveness of the proposed estimator design approach for the Markov jumping neural networks (6) with the following parameters:
The neuron active function is considered as
Furthermore the transition rate matrices are given as Furthermore, to illustrate the influence of time delay and the slave scalar value α 1 to the optimal L 2 − L ∞ performance level γ min , Table 1 and Fig. 5 are obtained by solving the LMIs in Theorem 2.
From Table 1 and Fig. 5 , two observations can be easily got: (i) The minimum allowable values of γ min increase with the increasing of τ . (ii) There exists other values of α 1 = 1 such that the optimal L 2 − L ∞ performance level γ min is less than that when α 1 = 1, which means that the existence of α 1 contributes to reducing the conservation in the estimator design.
Next, we try to find out the relationship between the optimized L 2 − L ∞ performance γ min and the transition rates with step 0.05, we can get the optimization values presented in Fig. 6 . It is obvious that the higher π 12 and -π 21 are, the better the performance is. Larger π 12 and smaller π 21 mean that higher probability the system operate in mode 2, consider the subsystem 2 stable more quickly than that of subsystem 1, which could help to explain the phenomena in Fig. 6 .
V. CONCLUSIONS
This paper has investigated the reliable estimator design approach for Markovian jump neural networks (MJNNs) with sensor saturation and asynchronous failure. Based on modedependent filtering and estimating theory, the mixed modedependent estimator was proposed, which could utilize the information of network mode and failure mode to reduce the conservation. Then the conditions that ensure the state estimation error system stochastically stable with L 2 − L ∞ performance were obtained. Furthermore, the reliable estimator parameters can be obtained by solving LMIs. It is noteworthy that the results obtained in this paper can be broadly extended to reaction-diffusion T-S fuzzy neural networks with Markovian jumping parameters, semi-MJNNs with reaction-diffusion terms, and so on, which is worth further exploring. Her current research interests include fractional order control, robotics for medical applications, nonlinear control, and advances in engineering education.
