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Abstract—In many applications it is desirable to deploy un-
manned autonomous vehicles to remote real-world locations, at
considerable distance from any fixed infrastructure, rendering
direct communication impossible; for example in the Wilderness
Search and Rescue (WiSaR) scenario. However, data transfer be-
tween such vehicles and other participants is required for control,
safety, monitoring progress and sharing of acquired information.
This paper proposes a method of using an Unmanned Aerial
Vehicle (UAV) as a highly mobile relay, providing a delay tolerant
link between a fixed base-station and a team of searching UAVs
to meet this vital communication need. A communication model
is described that permits a single relay to simultaneously collect
data from multiple operational UAVs at pre-arranged meetings,
both theoretical and experimental simulation results demonstrate
the characteristics and effectiveness of this approach in a realistic
cooperative sensing scenario.
Index Terms—UAV, Wilderness Search and Rescue, wireless
communications, relay model
I. INTRODUCTION
In the Wilderness Search and Rescue (WiSaR) problem,
the primary goal is to locate a missing person in a natural
environment [1]. A promising approach is the deployment of
a group of small rotor-craft Unmanned Aerial Vehicles (UAVs)
to aid traditional human response teams [2]. The high mobility
of such platforms makes them ideally suited to operating in
large physical environments. In WiSaR scenarios, communi-
cation between all agents (base-station and UAVs) is vital
to both achieve effective coordination and allow important
collected data (images and video) to be made available to
human rescue personnel. This paper addresses the problem
of providing communication capability for a team of UAVs
operating in a location remote to the base-station.
The primary difficulty of this problem arises from deploy-
ing physical robots into challenging real-world environments,
producing a significant amount of uncertainty [3]. A common
solution to this topic seeks to maintain a continuous link
between operational UAVs and a base station in order to have
low latency transfer of new information, for example [4]–[6].
However, it greatly limits the spatial range of these highly
mobile vehicles, thus significantly restricting their deployment
environment, scope and exploration freedom. Some proposed
solutions position UAVs to form multi-hop links [4], [7], [8];
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this compromises the data gathering rate of a finite number
of UAVs by placing them at certain geographical positions for
the purpose of communication rather than data collection.
Recent work in distributed coordination, control and search
strategies for UAVs provide methods to achieve a greater level
of autonomy and do not require a strict permanent link to
the base station. In this paper, we propose a communication
model that allows data collected by a variable sized team
of autonomous UAVs to efficiently transported to a base
station without a continuous link. This enables searching UAVs
to explore areas distant from the base station with greater
freedom, thus increasing the spatial coverage and search rate,
helping to minimize the delay in locating missing persons.
Specifically, a specialized UAV is designed to act as a
combined relay and data mule for the UAV search team.
Using its high degree of mobility this relayer travels between
the base-station and distant location of the UAVs providing
critical communication provision. At a pre-arranged meeting,
all members of the team exchange data with the relay which
carries multiple antennas (the number of searchers is less than
or equal to the number of antennas and in this paper we use
a maximum of 4 searchers) to avoid contention and minimize
the time required for data exchange. The primary motivation
of this method is to increase overall performance of the entire
system, reducing the delay in locating missing persons. By
relaxing the continuous connectivity constraint the approach
aims to achieve improved utilization of the available UAVs.
A. UAV Team Behaviour
A search team consists of multiple UAVs searching a given
region by passing their ground-ward facing sensors over the
terrain. The UAVs behave in a coordinated manner to have a
high rate of search and reduce redundant coverage (visiting the
same area multiple times). Using the dual concepts of frontier-
based search and pre-arranged rendezvous meetings the team
aims to perform an efficient sensing task. The team behaviour
takes inspiration from the original frontier exploration method
[9], paired searcher/relay approaches to disaster response using
mobile ground-base robots [10] and information sharing at pre-
arranged meetings [11].
Each searching UAV maintains an individual map of the
entire area, representing its current view of search progress
(both visited and unvisited). When the UAV requires a new
region to search it creates a list of potential frontiers in
unvisited space using a region filling approach on this map that
can be searched without changing altitude; a greedy heuristic
selection procedure then chooses the next frontier to search.
Using a sweep pattern the UAV then begins to pass its sensor
over the designated region. To enable coordination of the
search, each UAV periodically broadcasts its current location
and a bounding box describing its search region to nearby
team members with a short message. This allows the frontier
selection process to discount any potential frontiers that either
intersect with the operating area of another team member or
could be searched with lower cost by another UAV.
At periodic pre-arranged meetings, termed rendezvous, all
members of the team move toward a designated location to
exchange information. This provides an opportunity to share
representations of the search progress (by combining maps)
and important sensory data gathered, such as images that may
contain targets. These meetings include all UAVs, searchers
and relay. Future rendezvous are scheduled at the previous
occurrences, with the length of time between them determined
by the relay’s estimated return trip to base.
II. PROBLEM DEFINITION AND MODEL DESCRIPTION
A. Problem Definition
Based on the UAV team behaviour described in Section
I-A, the overall system communication requirements can be
summarized as
1) A short term high bandwidth link between relay and
searching UAVs for payload data exchange;
2) Delay tolerant link between the base and remotely
situated UAVs.
The primary focus of this paper is to propose a communica-
tion model for the relay to efficiently collect acquired payload
data from searching UAVs. This is essential for the system
design to function as a whole and successfully perform the
desired search behaviour. The second communication require-
ment is met by the general behaviour of the relay, exploiting
high mobility of the platform to ferry data between a remote
location and base, where it can inform the critical actions of
human rescuers.
In addition, the communication model should exhibit the
following desirable properties,
 Flexible number of access nodes; allowing the system to
adapt online to changes in team size.
 High data rate within given bandwidth; modern sensing
devices produce large volumes of data despite compres-
sion methods.
 Reliable connections; data loss can reduce efficiency as
sensing must be repeated and at worst result in failure of
the task.
 Optimize for team performance; the model should be
configurable to allow maximum performance of the
team through coordination of communications during
rendezvous.
Throughout this paper, T and H denotes the transpose and
conjugate transpose respectively. trfg, detfg and Efg are the
trace, determinant and expectation of a matrix respectively. log
is the logarithm function with base 2.
B. System Model
The system model is illustrated in Fig.1. We focus on the
scenario where all UAVs are located at the required rendezvous
and they all have data to transmit to the relay. All connections
are constantly maintained, thus there is no bias towards any
particular UAV. This assumption is only for the convenience
of the theoretical analysis.
Fig. 1. The system model; comprising multiple searching UAVs, single relay
UAV and base-station.
We denote the number of UAVs asM , each is equipped with
one antenna and the relay hasN antennas (N M ). All UAVs
are simultaneously connected to the relay, thus creating spatial
multiple access channels. We assume the channels suffer
from slow fading and the relay has this channel information,
obtained through channel estimation. At the nth time stamp,
the received signal at relay r is given by
yr(n) = H(n)V(n)x(n) +w(n); (1)
where H(n) is the channel matrix, V(n) =
fv1(n); :::; vM (n)g is the precoding matrix of the multiple
users, x(n) = [x1; :::; xM ]T is the signal vector from
the M UAVs (Denoted as Um; m = 1; 2; :::;M )
with Efx(n)x(n)Hg = diagfP1; :::; PMg and w(n)
is additive Gaussian white noise (AWGN) with
Efw(n)w(n)Hg = N20 IM . Pm and N0 are the corresponding
symbol and noise variance. For the simplicity of expression,
the time stamp n is neglected for the remainder of this paper.
From (1), we can see an equivalence to a multiple input
multiple output (MIMO) channel [12] except the signals from
different antenna cannot be directly coordinated. Thus the
decoding strategy can be performed by sequential interference
cancellation (SIC) based minimum mean square (MMSE)
algorithm. The detail of this method can be found in [13].
The precoding matrix V is particularly important in this
flexible model as it implies a mapping and control strategy
from the UAVs to the relay. This enables the proposed model
to be configured to satisfy the immediate requirements, e.g.
coordinating the transmission or improving the throughput of
the desired UAVs. In this instance, we focus on minimizing
the rendezvous period through coordinated transmission so
that the UAVs can maximize their search time and the relay
can exchange data with the base station more frequently, thus
increasing efficiency of the whole system. The optimization
of which will be discussed in the next section.
III. THEORETICAL ANALYSIS
To investigate the properties, advantages and limitations
of the proposed communication model a theoretical analysis
is presented, giving further insights of how effective UAV
cooperative networks should be built. Characteristics including
mutual information and average data rate are evaluated using
information metrics.
A. Channel Model
In this theoretical analysis, channels are modelled as in-
dependent and identical distribution (IID) Rician distributions
[12], e.g. Hi;j  CN (m;2). Due to the targeted deployment
environment and team operation the wireless channel contains
both the line-of-sight (LOS) and non-LOS (NLOS) signals. A
Rician distribution is used to model such channels, as follows,
H =
r
K
K + 1
H+
r
1
K + 1
~H; (2)
where K is the Rician factor, H represents the LOS compo-
nents and ~H denotes the NLOS components, which can be
modeled as zero-mean complex Gaussian random variables
with unit variance [14]. Since H is deterministic, its trace can
be obtained as TR
 H HH	 = MN .
B. Mutual Information
The model shown in (1) has mutual information of
I = log det

IN +
1
N0
HWHH

; (3)
where IN is an N N identity matrix and
W = V  diagfP1; :::; PMg VH = diagfP1v21 ; :::; PMv2Mg
(4)
Given the relation det(IM + AMNBNM ) = det(IN +
BNMAMN ), the above equation can be transformed to
I = log det

IN +
1
N0
WHHH

: (5)
Furthermore, by introducing the eigenvalues of HHH, the
mutual information given above can be expressed,
I = log
(
MY
m=1

1 +
Pmv
2
m
N0
m
)
: (6)
Since the channel H suffers from slow fading, from (6), the
target data rate of each individual can be adjusted to satisfy
the required throughput.
C. Average Data Rate
The average data rate reveals the throughput of a model
and is commonly used to verify system performance. For this
model it can be written as
E = EHfIg = EH

log det

IM +
1
N0
HWHH

(7)
Since sequential interference cancellation based MMSE is
used in this paper, the average data rate can be modified to,
E = E
(
MX
m=1
log(1 +
Pmv
2
mm
N0
)
)
: (8)
For which the closed form can be written,
E =
Z
0m1:::mM
 
MX
m=1
log(1 +
Pmv
2
mm
N0
)
!
 f(m1 ; :::; mM )dm1 :::dmM :
(9)
The joint probability density function of sorted eigenvalues:
0  m1  m2  :::  mM (where mi 2 f1; :::;Mg) can
be found in [15], is given by
f(m1 ; :::; mM )
= C1K 
M (K + 1)  M+MN
MY
k<l
(k   l) 1

MY
k=1
N Mk
MY
k<l
(k   l) 1e K
P
l le 
P
l(K+1)l
 detf0F1(N  M + 1;K(K + 1)kl)g;
(10)
where 1; 2; :::; M are the M eigenvalues of H HH, C1 is
a normalizing constant, M = M(M   1)=2 and 0F1(; ) is a
hypergeometric function [16] with scalar arguments given by
0F1(N  M + 1; x) = (N  M)!x
N M
2 IN M (2
p
x) (11)
and IN M () is the modified Bessel function of the first kind.
Denote
QM
k<l(k   l) 1 as det 1(), and after several
mathematical manipulations, the average data rate can be
shown as
E = e
 Mm=1m det 1()
ln(2)( (N  M + 1))M
MX
m=1
det(	(m)); (12)
where  () is the gamma function and 	() is aMM matrix
with entries
f	(k)gi;j =
8>><>>:
R1
0
yN i ln(1 + y)e y
0F1(N  M + 1; yj)dy; j = k
 (N   i+ 1)
1F1(N   i+ 1; N  M + 1; j); j 6= k
(13)
and  = Pmv2m=N0 is the normalized transmitter signal-to-
noise ratio (SNR).
At a high SNR region, we can obtain the approximation of
average data rate using Jensen’s inequality, as follows,
E 
MX
m=1
log(1 + Efmg): (14)
The above equation provides a tight upper bound due to the
nature of the logarithmic function with a large input value.
In addition to the system throughput described by the
average data rate, we would also like to know the capacity
region of the M -UAV channel, which is given asX
m2S
Rm  log det(IN + Pmv
2
m
N0
hShHS);
for each S  f1; :::;Mg;
(15)
where hS contains the corresponding columns withinH. Since
SIC based MMSE detection is used in this model, the above
capacity region is achievable [13]. For example, if there are
only two UAVs, the capacity region is drawn from (15) using
the method introduced in [13] and shown in Fig.2, where R1 =
log(1+ Pmv
2
mh
H
1 h1
N0
), R2 = log(1+
Pmv
2
mh
H
2 h2
N0
) and R1+R2 =
I given by (3). The proposed model can thus theoretically
support the maximum data rate; achieving corner points C1
and C2.
R1
R2
C1
C2
R1+R2= I
Fig. 2. Capacity region of 2 UAVs with maximum data rates R1 and R2.
From the analysis of average data rate, we can see that a
well diversified and less correlated channel matrix, e.g. H,
is very important to the average data rate. This provides an
insight of how to arrange the UAVs at rendezvous when they
are connected to the relay. Intuitively the UAVs should be
well separated to create a well-conditionedH but also within a
certain physical distance so that the channels are strong enough
to support the required minimum data rate.
D. Optimization
In this subsection we examine the optimization to minimize
the maximum communication time of UAVs, given different
amount of data at each UAV. As such the relay can use less
time at each rendezvous and transport the data to station more
frequently, and for the UAV-team, a reduction in waiting time
provides more opportunity for sensing.
Suppose the mth UAV currently has Dm (m = 1; :::;M)
bits of data to be transmitted, where Dm is the total data bits
after framing and other preparation. From the previous model
description, the instant data rate supported by the equivalent
channel is given by
Em = log(1 + Pmv
2
mm
N0
): (16)
Generally the time required for data transmission can be
calculated as follows,
Tm =
Dm
Em Bm (17)
where Bm is the bandwidth assigned to Um. Thus the opti-
mization strategy is defined
minimize maxfTmg;m = 1; :::;M
subject to Pmin  v2mPm  PT ;
(18)
where Pmin and PT are the minimum and maximum trans-
mitting power.
The solution to the above optimization is given below,
1) UAVs inform the relay its amount of data to transfer,
Dm(m = 1; :::;M) using minimum transmitting power
Pmin.
2) Relay estimates the channel matrix H, calculates the
average data rates, and then broadcasts them and the
vector D = fD1; :::; DMgT to the whole team;
3) Uk (with the largest payload and hence longest transfer
time) increases its transmitting power to PT and the
others adjust their power adaptively using the precoding
matrix V(n), where vi; i = 1; :::;M; i 6= k is calcu-
lated from (16) and (17); thus aiming for simultaneous
completion of data transfers to the relay.
Fig. 3 shows the effect of optimization, where the channels
are of IID Rician fading with K = 10. The noise is set
as AWGN and default SNR is 20dB. The amount of data
collected by each user is drawn from a random Gaussian distri-
bution N(1000; 500). Each UAV uses a bandwidth of 1Hz and
can adjust its transmitting power within the allowed budget of
[-10dB,10dB] (the adjusting factor). The optimization process
finds appropriate transmission powers for all UAVs in order to
complete data transmission simultaneously. For example, with
all UAVs at 0db, UAV-1 would require 368 seconds to transfer
its data, greater than all others. After optimization UAV-1
increases its power to maximum, with other UAVs making
corresponding decreases, the team finishes transmitting to
the relay simultaneously after 184 seconds, achieving power
savings and improved team efficiency.
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Fig. 3. The amount of data on each UAV and the corresponding time used
by each one before and after optimization.
IV. SIMULATION EXPERIMENTS
In order to assess the performance of the relay approach,
the UAV deployment strategy has been implemented in a
discrete time simulation. UAVs are modelled as quad-rotor
rotor-craft with basic kinematic constraints, limited commu-
nication power and downward facing sensing capability for
searchers. Each UAV models the ground area using a grid-
based representation with a square considered as perceived
when a sensor is passed over it at the appropriate altitude. The
search environment is modelled from real terrain data from the
UK Ordnance Survey data set with ground height accuracy of
5m at a lateral resolution of 10m. All UAVs respect a minimum
altitude of 20m above ground level, using a standard A-star
path planning algorithm for navigation.
The scenario consists of a fixed base-station and defined
region for the team to search, see Fig. 4. A group of 4
searchers are deployed from base to the remote region with
a single relay UAV responsible for providing a delay tolerant
link between team and base using a high degree of mobility.
Rendezvous meetings occur at the centre of the search area,
with the timing arranged at the previous occurrence. Duration
of each rendezvous is dependent on the time taken for all
searchers to transfer the newly acquired data to the relay.
This is considered to be proportional to the size of this data
and hence the amount of search activity since the previous
meeting. Each searching UAV selects a small area to search
based on its current map and the provided terrain information.
After generating a previously unvisited frontier area that can
be sensed at a constant flight altitude, the UAV then searches
this area with a sweep pattern, visiting every grid location
within bounds.
Fig. 4. A typical deployment environment, with terrain shown by shading
(higher ground is brighter), an elliptical region to be searched by the team at
the lower right (in red) and base station at upper left.
The information gathered during a typical deployment is
shown in Fig. 5. The search team gathers new information at
a consistent rate between rendezvous with the relay. The base
station is periodically updated when, after a rendezvous, the
relayer provides a batch of new data. The frequency of these
updates depends on the travel time between base and meeting
location and the duration of the data transfer. For this exam-
ple a correctly configured relay communication is assumed,
allowing all searcher UAVs to complete data transmission
simultaneously. The approximate length of each rendezvous
is shown by the periods of no increase in team information,
as search operations have paused. As shown in Section III-D,
this duration is proportional to the time consumed by the UAV
with worst wireless link at this rendezvous.
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Fig. 5. Information gathered during search operations as a percentage of
the designated search region, for both the base station and the entire team
combined.
To examine the effectiveness of deploying a specific relay
UAV, a comparison can be made with a team comprising
completely of searching UAVs, with each searcher physically
transporting new data to base on reaching a threshold. To make
a fair comparison it is important to set an appropriate limit for
this data cache: too low will artificially restrict the search rate
and too high results in long periods where the base station
receives no new information. To overcome this difficulty, each
simulation is tuned to mirror the delay in freshly sensed
information reaching base in an equivalent relay/rendezvous
deployment. The new data threshold for searchers being set
equals to the average data gathered by searchers between
rendezvous when a relay is in use. This must be done for each
scenario as the search rate and rendezvous periods depend on
the spatial relationship between the base station and search
region. In a practical non-relay deployment this would be
configured to determine the balance between search rate and
acceptable delay in receiving new information at base. The
transfer duration of data from each searcher to the base station
is considered proportional to the data size; each searcher is
released when its individual transmission is completed. It
is assumed that a fixed ground-based station has sufficient
capacity to allow all searchers being connected simultaneously.
A comparison of the search efficiency of relay and non-relay
search teams is shown in Fig. 6; including a relay-enabled
team of 5 UAVs (1 relay, 4 searchers), a team of 4 searchers
and a team of 5 searchers. The latter is included to examine
the case where we have a limited number of vehicles and
can choose how to configure them, e.g. as either relays or
searchers. The plot shows the combined information gathered
by the search team. These results were generated from taking
averages of 10 simulations for each team configuration, using
a constant size search region at a pre-defined set locations on
the terrain map (similar to that shown in Fig. 4). In the initial
phase the search-only teams gather data at a higher rate as
they do not pause for an early rendezvous. However, the relay-
enabled team is able to achieve an increased search efficiency,
covering the area more quickly than teams with either 4 or 5
searchers. In these simulations the search region is relatively
small (approximately 2.5km2) in comparison to the application
domain requirements. With an increased search area, the relay
method would be expected to offer an even greater advantage
in search efficiency.
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Fig. 6. A comparison of the relay approach with teams containing only
searching UAVs. Data generated by averaging over 10 runs with differently
located search regions.
V. DISCUSSION AND FUTURE WORK
One advantage of the proposed model is its support of
flexible number of UAVs in simultaneous connection as long
as the number is not more than antennas on the relay:M  N .
Thus a variation in team size, such as vehicle failure or
malfunction, does not require a reconstruction of the whole
network model. However, it will affect the transmission time
of each UAV. Less UAVs within a group leads to less co-
channel interference, thereby a reduction in the time taken to
transfer the same amount of data for each participator.
The wireless channel often suffers deep fading [12], thus
the outage probability is as important as the average data rate.
In our future work, both the two metrics will be studied and
tested. Besides, in this work we assume the deployment of a
single relay and the combined travel and data exchange time
does not cause an unacceptable delay. An obvious extension
would use multiple relays to reduce the latency of data
collection to availability at base. By refining this approach,
the balance between search rate and data freshness at base
can be tuned to meet an operational requirement.
This research has been supported by the Sensing Unmanned
Autonomous Aerial VEhicles (SUAAVE) project, in which
we hope to test swarms of UAVs in real search and rescue
deployments [17]. The proposed model will be used as the
backbone of the communication network and its suitability
and efficiency will be tested in practice.
VI. CONCLUSION
In this paper, we focus on the communication provision
to support wilderness search and rescue. A team of UAVs
are deployed to collect information with the support of a
dedicated relay playing the role of data mule between them and
base station. Theoretical analysis and experimental simulation
have shown its suitability for scenarios with considerable
distance between a base station and the search region of
interest. The results demonstrate that it can be beneficial to
allocate a vehicle as a designated relay instead of an additional
searcher and achieve an overall increased search efficiency.
In particular this method takes advantage of the excellent
mobility and high levels of autonomy becoming available in
unmanned autonomous vehicles by removing the requirement
to maintain permanent communication links. This work is
suitable for application in a range of additional cooperative
sensing scenarios, including environmental monitoring and
disaster response.
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