Introduction {#Sec1}
============

A high power laser pulse travelling into a plasma pushes forward and radially the background electrons due to the ponderomotive force^[@CR1],[@CR2]^ which is proportional to the laser pulse intensity gradient. The ions left behind are quasi-stationary due to their heavier mass and form a positively charged region. As the laser pulse passes, the background electrons are attracted by the local space-charge field and start to oscillate around the ions at the plasma frequency setting up a plasma wave trailing behind the laser pulse. This kind of wave is called a wakefield and constitutes the essential part of a laser wakefield accelerator (LWFA)^[@CR3]^. In a highly nonlinear case, called bubble^[@CR4]^ or blowout regime^[@CR5]^ the wakefield takes a spherical shape and the electrons from the back of the bubble, if they have proper momentum, are injected into the bubble and are accelerated by the difference of electric potential existing in the plasma bubble. The structure of the electric field inside the wakefield resembles the one found in a conventional radio-frequency particle accelerator, yet, it is at least three orders higher in magnitude (electric fields of the order of 100 GV/m). The possibility of obtaining compact ultra-short^[@CR6],[@CR7]^ and ultra-bright electron bunches^[@CR8]--[@CR10]^ and radiation sources^[@CR11]--[@CR15]^ explains why the scientific community is so excited about the prospects of LWFA.

In a plasma-based electron accelerator, the acceleration length is one of the parameters that determine the final electron energy. For a self-guided laser pulse, the acceleration length is limited either by the laser etching (depletion) length \[L~etch~ ≈ (ω~0~/ω~p~)^2^cτ~L~\], or, for a non-evolving bubble, by the dephasing length \[L~d~ = (4/3)(ω^2^~0~/ω^2^~p~) a~0~ c/ω~p~\], where a~0~ = eE~0~/(m~e~cω~0~) is the normalized vector potential of the laser, c is the speed of light in vacuum, and E~0~, *ω*~0~ and τ~L~ are the peak laser electric field, laser central frequency and laser pulse duration respectively. Plasma frequency is defined by the formula *ω*~*p*~ = (4 *πn*~0~*e*^2^/*m*^*0.5*^ with *n*~0~ being plasma density, *m* is electron rest mass and *e* is the elementary charge. In a homogenous plasma, the acceleration can be limited by the dephasing, and furthermore bubble expansion by self-focusing of laser pulse can effectively reduce the dephasing length. Even though at the end of acceleration the bubble shrinks due to laser absorption^[@CR16]^, however, it is not sufficient to compensate the energy-loss in quick dephasing due to bubble expansion. Therefore, to achieve the maximum energy gain from an LWFA, the lock or synchronization of the electrons at the maximum field of the wakefield is required.

A method to synchronize the electron bunch with the wakefield phase has been proposed first by Katsouleas^[@CR17]^ and uses an up-ramp plasma density. In an upward plasma density ramp the phase velocity of the back of the bubble continuously increases (the bubble shrinks), and for a proper plasma density gradient, matches the group velocity of the electron bunch. In the frame of reference of the electron bunch, in these conditions, the back of the bubble is stationary. This process is called phase-locking and it has been theoretically shown^[@CR18]--[@CR24]^ that it can control the parameters of the electron beam such as energy and emittance/divergence.

In this report, we present a simple, yet powerful, experimental method that uses a series of longitudinally tailored plasma profiles to control the phase between electron bunch and the wakefield thus, consequently, controlling the parameters of the accelerated electron bunch. Although some experimental work has been done^[@CR25]^ to study the influence of the linear density ramps or sharp density step^[@CR26],[@CR27]^, to the author's knowledge there is no systematic experimental investigation of the phase-locking mechanism of a laser wakefield accelerator in long up-ramp plasma density. Here, we show experimental and numerical results on the effect of longitudinal plasma density profiles on the outcome of an LWFA that can be an important way to optimize the energy and divergence of the accelerated electron beam.

Experimental Results {#Sec2}
====================

In order to experimentally investigate the influence of the phase-locking mechanism on the performance of an LWFA, an experiment has been performed at the Center for Relativistic Laser Science, IBS, Republic of Korea. The experiment has been done using the setup described in Methods. As a reference, we use the dataset recorded with the density profile P3 shown in Fig. [1](#MOESM1){ref-type="media"} in Supplementary Material. The density profiles are obtained from computational fluid dynamics simulations (see Methods). Various gas density profiles were generated by adjusting the tilt angle of the nozzle from 0° to 30°. A further change in the inlet pressure and the interaction position above the nozzle was required to stabilize the electron beam in terms of pointing, charge and divergence. For each of the density profiles shown in Fig. [2](#MOESM1){ref-type="media"} Supplementary Material (experimental conditions summarized in Table [2](#MOESM1){ref-type="media"} in Supplementary Material), we recorded a dataset and the results were averaged. For clarity, Fig. [1c](#Fig1){ref-type="fig"} only shows two density profiles corresponding to 0° and 10° tilting angle. The tilting of the nozzle affects the slope of the density profile ramps and transforms the flat top profile region into a ramp.Figure 1(**a**) Shows the evolution of the mean electron energy for various tilting angles. The error bars represent the standard error of the mean. From each dataset, one shot at maximum energy was extracted and shown as a false colour image in (**b**). (**c**) Shows the gas density profiles corresponding to datasets obtained with 0° and 10° tilting angle. The laser propagates from the right to left. The dotted lines are drawn just to guide the eye and point out the small difference between the top part of the density profiles. The density profiles were obtained by tilting the nozzle, adjusting the interaction point in the vertical direction and changing the inlet pressure. The mean electron beam divergence is shown in (**d**) and follows closely the variation of the mean electron energy. Each dataset is colour-coded depending on the density profile (density profiles shown in Supplementary Material): cyan for the profile at 0°, magenta for 5°, yellow for 10°, dark yellow for 20° and navy for 30°.

We observed significant changes in the energy and the divergence of electron beams with respect to the plasma density profiles generated by the tilted nozzle. The mean peak energy and mean divergence are shown in Fig. [1a,d](#Fig1){ref-type="fig"} respectively. Peak energy is the energy of the electron bunch where the charge density presents a maximum. The mean peak energy and mean divergence are obtained by averaging multiple shots obtained in the same experimental conditions (same dataset). The electron beam mean peak energy for the gas profile with 0° tilting (red colour dashed profile in Fig. [1c](#Fig1){ref-type="fig"}) was 175 ± 1 MeV and increased to 226 ± 10 MeV and 262 ± 10 MeV when the density profiles were generated with tilting angles of 5° and 10°. Interestingly, the gas density profile for 10° tilt angle (black curve in Fig. [1c](#Fig1){ref-type="fig"}) has almost the same length as the density profile generated by 0°, with a 6.6% increase in peak density. Therefore, these results can indicate that the increase in electron energy cannot be due to an increase in plasma length but to changes in the density profile slope. For further tilting to 20° and 30° the electron energy reached a plateau and slightly decreased to 243 ± 8 MeV and 239 ± 8 MeV.

The shots with maximum peak electron energy for each tilting angle are shown in Fig. [1b](#Fig1){ref-type="fig"}. The peak energy increased from 200 MeV for 0° up to 363 MeV for 10° tilting angle, values significantly higher than the mean energies obtained for each dataset, mainly caused by the effect of fluctuations in the laser parameters. Due to the shot-to-shot fluctuations of the laser focal plane, the spot diameter (not shown here) had between ±10.5% and ±5.4% maximum size fluctuation along the horizontal and the vertical axis respectively for 40 consecutive laser shots. Also, important parameters of the laser pulse, such as spectral phase or temporal pulse shape are not exactly known, due to experimental diagnostic constraints. In our experiment injection and acceleration happened mainly in the plasma up-ramp thus the initial laser conditions were critical for the outcome. The acceleration process could be initiated at different points in the ramp where the plasma conditions were very different, consequently affecting the evolution of the wakefield. An increased shot-to-shot stability of the laser should yield an electron beam which presents very small shot-to-shot fluctuations of its parameters as it has been shown in similar studies^[@CR28]^.

Due to the large acceptance angle of the electron spectrometer (±9.3 mrad at the entrance and 6.3 mrad at exit), shot-to-shot electron beam pointing vertical stability (on average between −1 mrad and +8 mrad) and electron beam size we could not deconvolve the energy spectrum to recover the real energy spread. Therefore this parameter was not discussed in the present work but related details can be found in another study^[@CR29]^. We note that the acceptance angle of the spectrometer was much smaller than the divergence of the electron beam and it limited the transport efficiency especially at lower energies where the divergence was significant, thus any information about real beam size or charge was lost after the electron spectrometer.

The mean divergence of the electron beam, measured in front of the electron spectrometer, followed closely the trend of the relative charge (see Fig. [1a](#Fig1){ref-type="fig"} red curve) and showed a significant decrease along both vertical (DivY) and horizontal (DivX) axis: from DivX = 58.9 ± 0.5 mrad and DivY = 35.2 ± 0.27 mrad (for the density profile corresponding to 0°) dropped to DivX = 12.6 ± 1.2 mrad and DivY = 8.2 ± 0.7 mrad (for the density profile corresponding to 5° and 10° respectively). The reduction of the divergence is assumed to be due to selective injection of electrons into the bubble which occurs mainly near the axis^[@CR21]^ thus the accelerated electrons have a lower transverse momentum (i.e. lower emittance). Therefore, the plasma density profile longitudinal shaping can reduce the electron transverse beam emittance and simultaneously increase the beam energy.

Discussion {#Sec3}
==========

In order to examine whether the relatively small changes in the plasma density ramp can determine changes in the electron beam parameters and to qualitatively discuss the physics observed in experiments, we performed quasi three dimensional PIC simulations with OSIRIS^[@CR30],[@CR31]^. In the PIC simulations, we applied 3 types of density profiles, shown in Fig. [2a](#Fig2){ref-type="fig"}: one trapezoidal profile with peak density 1 × 10^19^ electrons/cm^3^ (case *i*), one trapezoidal profile with peak density 1.4 × 10^19^ electrons/cm+ (case *iii*) and one profiles with 3 ramps (case *ii*). The scale-length of density ramps at rise and fall are shorter than the one observed in the experiments. However, the scale lengths of the flat region in cases i and iii, and the second ramp in case ii are similar to the experiments. For all three cases the laser self-focuses during its propagation through the first ramp and by the end of the rising ramp self-injection occurs. For the case *i* and *iii*, the peak energies were very similar. Even though due to higher density, in case *iii* the self-injection occurred at early stage and acceleration field was stronger, faster laser depletion limited the peak energy for the accelerated electrons to 250 MeV. On the other hand, in case *i* peak energy reached 275 MeV. By introducing another density up-ramp in the previously flat part, i.e. in case *ii*, the dephasing of the electron bunch was modified to reach peak energy 315 MeV. Tailored plasma density can provide electron energy enhancement due to the combined effect of phase-locking and enhanced acceleration field, without drastically reducing the acceleration length due to the laser-etching (depletion). It is worth mentioning here that the injection for the case (i) and (ii) occur at the same position, however at a later stage as compare to the case (iii) where the laser effectively sees a higher density as well as density gradients.Figure 2Quasi-3D PIC simulation to show the of density ramp on the LWFA: Figure (**a**) highlights the initial density profiles used to simulate three cases, and (**b**) compares the electron energy spectrum for the three cases when the maximum energy is obtained at time $\documentclass[12pt]{minimal}
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In the experiments with laser wakefield acceleration in up-ramp plasma densities, the control of the electron beam energy was achieved while the laser power was kept constant. The same level of energy tuning can be obtained, theoretically, in a homogeneous plasma by increasing the laser power more than 3 times^[@CR32]^, a result that proves that the method presented by us can improve the efficiency (in terms of electron energy) of the acceleration process. Although we varied the density profile quite significantly with the nozzle tilted at 0° (see Supplementary Material), negligible changes could be observed in the parameters of the electron beam, a result that supports our hypothesis that the phase of the wakefield can be manipulated by upward plasma densities. Particle-in-cell simulations showed that the presence of an up-ramp density instead of a flat top profile can boost the electron energy although not to the levels seen in the experiment. In addition, the electron energy changed remarkably in the experiment with a relatively small variation of density profile, while a 50% change of density up-ramp is required to see the energy difference in the simulations. At this point, it is not certain why the difference of electron energy in the simulations are not comparable to experimental observations. It can be originated by the limited up-ramp scale length used in the PIC simulations, and idealized density and laser profiles. We will investigate the possibility to include in future simulations with realistic experimental parameters such as laser spectral phase, wavefront shape, full-scale of density profiles and so on, which could further boost and enhance the parameters of the accelerated electron beam due to a strong nonlinear evolution of laser pulse in the plasma medium.

Consequently, we observed the increase of electron energy and decrease of divergence by manipulating the up-ramp-density gradient of plasma medium. The increase of the energy of electrons will have a crucial impact in realizing future laser-electron scattering experiments. Our result can be especially useful for LWFA with the new generation of kHz lasers. Due to technological constraints, the kHz laser energy is limited to a few 10's of mJ, therefore, a method to increase the electron energy for a given laser energy would greatly enhance the development of these type of LWFA accelerators. Scanning systematically and automatically the density profiles, (e.g. through learning algorithms) one can build a map of electron energies for various sets of parameters thus creating an energy tunable source of electrons. In fundamental studies, it can allow a systematic access of distinct radiation reaction regimes^[@CR33],[@CR34]^ and in application studies, our results can lead to tunable gamma radiation sources. The effects are highest for Inverse Compton Scattering experiments^[@CR35]^, where the energy of gamma-ray photons depends quadratically on the electron energy and the divergence is inversely proportional to it. Improvements of these parameters will have far-reaching consequences for the applicability of new radiation sources in non-destructive imaging and nuclear activation^[@CR15]^.

Last but not least, many of the plasma-based accelerators nowadays use uniform density profiles but our results suggest that upward plasma ramps should be used instead if one wants to maximize the electron energy output of the plasma-based accelerator and improve the quality of the electron beam.

Methods {#Sec4}
=======

Laser system {#Sec5}
------------

The high power laser with a central wavelength of 810 nm and horizontal polarization is based on chirped pulse amplification technique^[@CR36]^ and is capable of delivering 3.9 J pulses (after compression) with a temporal duration of 27 ± 2 femtoseconds at a repetition frequency of 5 Hz. During the experiment, 1.7 J laser energy per pulse has been used. A spherical mirror with the focal length of 1.5 meters focused down the 65 mm diameter laser beam to a focal spot with a diameter of 42 microns at full-width-at-half-maximum (FWHM) which contained 30% from the total energy. This ensured on target a normalized vector potential of a~0~ = 1.3.

Fluid dynamics simulations of the supersonic gas jet {#Sec6}
----------------------------------------------------

The fluid dynamics simulations of the gas nozzle used in the experiment have been performed using the commercial code ANSYS Fluent^[@CR37]^ that solved the Navier-Stokes equations on a 2-dimensional axisymmetric mesh containing on average 10^6^ quadrilateral cells with various volumes between 10^−14^ m^3^ and 10^−16^ m^3^. A turbulent model, the k-ω shear stress transport model^[@CR38]^, has been used with double precision. *k* represents turbulence kinetic energy and *ω* represents the specific rate of dissipation. The gas inlet has been chosen as pressure inlet and feeds He gas at various pressures. The gas temperature at the inlet is set at 300 K. The outlet was chosen as pressure outlet at 10^−3^ mbar pressure and the walls were considered adiabatic and smooth (no asperities of the surface are present). Mesh-independence tests have been run to ensure that the simulation result does not depend on the mesh size. Similar simulations done using the same conditions showed a very small difference, of the order of 5%, between simulation and interferometry results^[@CR39]^ thus validating the use of the model in our simulations. 2-D contours of gas density were extracted from simulations and from these lineouts of gas density profiles were taken at different heights above the exit of the nozzle based on the experimental conditions such as the tilting angle and laser-gas jet interaction point.

The laser wakefield accelerator {#Sec7}
-------------------------------

The experiment has been run at Center for Relativistic Laser Science (CoReLS), Institute for Basic Science (IBS), South Korea and the setup is shown in Fig. [3](#Fig3){ref-type="fig"}.Figure 3The setup used for laser wakefield acceleration. It consists of a high power femtosecond laser focused down onto a gas jet tilted at various angles relative to the direction of propagation of the laser. The generated electron beam divergence, relative charge and pointing were obtained from LANEX 1 setup which consisted of a LANEX screen imaged onto a CCD camera. The electron beam was dispersed horizontally depending on its energy by the magnetic field from the Espec onto a LANEX 2 screen. A CCD camera captures the optical emission from the screen and converts it into a false colour image which represented, after calibration, the charge density dispersion as a function of its energy.

The setup was installed in a vacuum chamber maintained at a pressure of 10^−5^ mbar and consisted of a high power laser, focusing optics, gas nozzle and electron beam diagnostics. A Ti:Sapphire 810 nm, 1.7 J, 27 ± 2 fs laser with a diameter of 65 mm is focused on a supersonic gas jet. The gas jet was generated by a de Laval-type nozzle mounted on a goniometer which can tilt the gas jet at angles of ±45 degrees relative to the direction of propagation of the laser without changing the position of the laser focal plane relative to the outlet of the nozzle. For the present work, the nozzle has been tilted in the positive direction only (see Fig. [3](#Fig3){ref-type="fig"}). The gas nozzle has a conical geometry with 1 mm inlet diameter, 3 mm outlet diameter and 6° semi-opening angle. To limit the amount of gas released in the chamber during the operation, the gas nozzle was mounted on a solenoid valve (PARKER Series 9) and operated in pulsed mode with an opening time of 3 ms; the laser pulse interacted with the gas jet 1.5 ms after valve opening. The gas density profile was adjusted by tilting the nozzle and afterwards by changing the interaction point relative to the exit of the nozzle (the height) and empirically varying the inlet pressure until an electron beam is obtained.

In our setup, the longitudinal direction represents the laser propagation direction and the transverse direction is the horizontal direction. The laser was placed transversely in the centre of the gas nozzle and longitudinally at 1.5 mm from the centre of the nozzle (corresponding roughly to the leading edge of the gas jet) for the entire experiment. The transverse and longitudinal alignment was done with a Top View imaging setup, which consists of a CCD camera (FLIR BFLY-U3-50H5M-C) equipped with a camera lens (SAMYANG 100 mm F2.8 ED UMC MACRO) and a BG39 glass filter to cut the scattered light from the laser. The Top View setup was also used to monitor the optical emission from the plasma channel due to nonlinear Thomson scattering^[@CR40],[@CR41]^ and other plasma emission processes^[@CR42]^.

The LANEX 1 setup consisted of a 6 × 6 cm Gd~2~O~2~S:Tb screen (LANEX Back) placed at 390 mm from the gas jet and imaged on a CCD camera (FLIR BFLY-U3-50H5M-C) with a camera lens (SAMYANG 135 mm F2.0 ED UMC), providing information on the transverse electron profile, pointing, divergence and relative charge. The results for each dataset (taken for the same experimental conditions) were averaged and the mean value and the mean standard error was calculated.

The electron spectrometer Espec consisted of a 0.9 T dipole magnet that has an opening with a height, width and length of 8 × 70 × 205 mm. The Espec was placed at 430 mm distance from the gas nozzle and dispersed the electrons in the horizontal direction as a function of their energy onto a 430 × 80 mm Gd~2~O~2~S:Tb screen (LANEX Back) placed 1125 mm from the gas nozzle. The LANEX screen was imaged onto a CCD camera (FLIR GS3-U3-50S5M-C) with a lens (SAMYANG 35 mm F1.4 AS UMC). The resolution of the electron spectrometer was determined by electron beam size and pointing and varied depending on energy. For example, the resolution was in between −3.2 \~+6 MeV for 175 MeV and −15.7 \~+35 MeV for 400 MeV. The energy calibration of the electron spectrometer was done using the G4beamline code^[@CR43]^.

After energy calibration, the peak energy (the part of the energy spectrum that contains most of the charge) was determined by finding the maximum of counts from the image and reading the corresponding energy. The data taken in the same experimental conditions were then averaged and the mean value of energy with its corresponding mean standard error was obtained. For each dataset, the maximum value of energy was extracted.

Particle in cell simulations {#Sec8}
----------------------------

To understand the underlying physics multiple PIC quasi-3D simulations with OSIRIS^[@CR30],[@CR31]^ were performed. Here the results are discussed for three density profiles plotted in Fig. [2(a)](#Fig2){ref-type="fig"}, where in case (i) The plasma density rises to n~0~ in plasma scale length 900*c*\\*ω*~*p*~, stay flat for 800*c*\\*ω*~*p*~, and drops down to 0 in next 900*c*\\*ω*~*p*~ plasma length. In case (ii) after reaching the density n~0~ in plasma scale length 900*c*\\*ω*~*p*~, the electron density further grows to 1.4 n~0~ in next 800*c*\\*ω*~*p*~, and in case (iii) the density profile is similar to the case i, with flat density at 1.4 n~0~. Rest of the laser parameters and simulation setup is identical in all the simulations, and are discussed below. We initialize a simulation box, which moves with the speed of light c, has dimensions of 36c/ω~p~ × 50c/ω~p~ and is divided into 3600 × 500 cells, along z and r direction, respectively, with 32 particles per cell. The laser and plasma parameters were chosen by taking into account the experimental conditions, and are as follows: laser peak normalized vector potential *a*~0~ = 1.2, gaussian transverse profile with 42 *μm* full-width half-maximum spot size and 30 fs full-width half-maximum pulse length, and *n*~0~ = 2.0 × 10^19^ *cm*^*−*3^.

Supplementary information
=========================

 {#Sec9}

Supplementary for "Electron energy increase in a laser wakefield accelerator using up-ramp plasma density profiles"

**Publisher's note:** Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Supplementary information
=========================

**Supplementary information** accompanies this paper at 10.1038/s41598-019-47677-5.

The authors thank the OSIRIS consortium at UCLA and IST for providing access to OSIRIS 3.0 framework. This work has been supported by the Institute for Basic Science of Korea under IBS-R012-D1. H.T.K., J.H.S. and S.K.L. also supported by GIST through 'Research on Advanced Optical Science and Technology' grant in 2019. E.B. acknowledges funding from U.K. EPSRC (EP/J018171/1, EP/N028694/1).

C.A. conceived the idea, designed the setup, participated in the experiment, performed the Ansys Fluent simulations and extracted the gas density profiles, run data analysis and wrote the manuscript, B.J.Y. offered technical support for the experimental setup design, K.H.O., C.I.H., J.H.J., S.H.K., J.H.S. participated in the experiment, E.B. wrote the code used for data acquisition and processing, V.B.P. performed the PIC simulations, Y.H.Y., J.H.S. and S.K.L. supported the laser maintenance, H.T.K., M.H.C., B.M.H. and C.H.N. offered support for manuscript writing, correction and revision. All the authors reviewed the manuscript.

The raw data is available from the corresponding author on reasonable request.

The authors declare no competing interests.
