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1. Introduction and Preliminaries
Let T be the lifetime of an unit with distribution function F , density function f and reliability
function F¯ . Then, for any t ≥ 0, the reliability function and density function of the residual
life (T − t | T > t) can be expressed as F¯t(x) = F¯ (t+ x)/F¯ (t), ht(x) = f(t+ x)/F¯ (t), given
F¯ (t) > 0. The reliability function and density function of the inactivity time (t−T | T ≤ t) can
be expressed as F¯(t)(x) = F (t− x)/F (t), f(t)(x) = f(t− x)/F (t), given F (t) > 0, for x > 0.
Residual life and inactivity time are important concepts in reliability theory, survival analysis,
and auctions. Over the last ten years, much research has been done on the distribution of residual
lives and inactivity times for certain kinds of coherent systems and especially k-out-of-n systems.
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Some examples include Bairamov, Ahsanullah, and Akhundov (2002), Asadi and Bairamov
(2005), Asadi and Bairamov (2006), Navarro and Eryilmaz (2007), Khaledi and Shaked (2007),
Gurler and Bairamov (2009), Hu, Jin, and Khaledi (2007), Navarro and Hernandez (2008), Li
and Zhao (2008), Wang, Zhuang, and Hu (2010), Tavangar and Asadi (2010), and Hashemi,
Tavangar, and Asadi (2010).
The signature of a coherent system is an important tool for investigating the performance of a
system structure and comparing different structures. It has been proven to be a useful metric for
a system design, as it is a distribution-free measure that efficiently captures important features
of a system performance. For example often a poor system design with good components will
outperform a good system design with poor components. If, however, two different systems have
common components, then any difference between them must be attributable to the system
design.
Let X1, ..., Xn denote absolutely continuous lifetimes of n independent and identically dis-
tributed (i.i.d.) components of a coherent system, and let X1:n, ..., Xn:n be the corresponding
order statistics. The lifetime of a coherent system can be expressed as T = τ(X1, ..., Xn), where
τ is the coherent system life function. Samaniego (1985) first defined the signature of a coherent
system as a probability vector p = (p1, ..., pn) whose element j is the probability that the system
fails when component j. That is, pj = Pr(T = Xj:n) for j = 1, 2, ..., n, such that
∑n
j=1 pj = 1.
Samaniego (1985) and subsequently Kochar, Mukerjee, and Samaniego (1999) showed that the
reliability of a coherent system having n i.i.d. components can be expressed as a discrete a mix-
ture of the reliability functions of k-out-of-n systems with weights pk for k = 1, 2, ..., n. Navarro,
Ruiz, and Sandoval (2005) found that a similar result holds when the components of the system
are exchangeable (i.e. the joint survival function R(x1, ..., xn) is symmetric in x1, ..., xn). Khaledi
and Shaked (2007) further showed that the reliability functions of the residual life (and inactivity
time) of a coherent system with n i.i.d. components can be expressed as similar mixtures of the
reliability functions (and inactivity time) of k-out-of-n systems. These mixture representations
have proven to be useful in the comparison of the performance of competing systems. For some
examples, see Kochar, Mukerjee, and Samaniego (1999), Li and Zhang (2008), Zhang (2010),
and Navarro, Samaniego, Balakrishnan, and Bhattacharya (2008).
Navarro, Balakrishnan, and Samaniego (2008) showed that if T = τ(X1, ..., Xn) is the lifetime
of a coherent system with n i.i.d. component lifetimes X1, ..., Xn, each distributed according
to a continuous distribution F , then the distribution of the system lifetime T given T > t is a
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mixture of the residual lifetimes of k-out-of-n systems. That is, for all t ≥ 0 and x ≥ 0,
Pr(T − t > x | T > t) =
n∑
i=1
pi(t) Pr(Xi:n − t > x | Xi:n > t), (1)
where coefficients pi(t) = pi Pr(Xi:n > t)/F¯ (t) for i = 1, ..., n, and F¯ (t) > 0.
In order to properly state our results, we will use the following stochastic orderings concepts.
Let X and Y be the lifetimes of two components, with respective distribution functions F and
G, and survival functions F¯ and G¯. Denote their probability density functions by f and g,
respectively. Then X is said to be less than Y in the: (a) usual stochastic order (denoted by
X ≤st Y ) if F¯ (x) ≤ G¯(x) for all x; (b) hazard rate order (denoted by X ≤hr Y ) if F¯ (x)/G¯(x) is
decreasing in x; (c) reversed hazard rate order (denoted by X ≤rh Y ) if F (x)/G(x) is decreasing
in x; (d) likelihood ratio order (denoted by X ≤lr Y ) if f(x)/g(x) is decreasing in the union of
their supports. The details of these stochastic orders can be found in Shaked and Shanthikumar
(2007). Throughout the paper, the notions of increasing and decreasing are used in the weaker
sense of non-decreasing and non-increasing, respectively.
By using the mixture representation (1), Navarro, Balakrishnan, and Samaniego (2008)
proved the following preservation theorems for system signatures.
Theorem 1 (Navarro, Balakrishnan, and Samaniego 2008) Let T1 = τ1(X1, ..., Xn) and T2 =
τ2(X1, ..., Xn) be the lifetimes of two coherent systems, both based on n components with i.i.d.
lifetimes distributed according to the continuous distribution F . And, for all t ≥ 0, let p(t) =
(p1(t), ..., pi(t), ..., pn(t)) and q(t) = (q1(t), ..., qi(t), ..., qn(t)) be their corresponding coefficient
vectors.
(a) If p(t) ≤st q(t), then, (T1 − t | T1 > t) ≤st (T2 − t | T2 > t);
(b) If p(t) ≤hr q(t), then, (T1 − t | T1 > t) ≤hr (T2 − t | T2 > t);
(c) If p(t) ≤lr q(t), then, (T1 − t | T1 > t) ≤lr (T2 − t | T2 > t).
Samaniego, Balakrishnan, and Navarro (2009) define the dynamic signature of a used system
with lifetime T . Specifically, let p be the signature of a coherent system based on n i.i.d.
components. Suppose that the system is operating at time t, and the event {T > t}⋂{Xi:n <
t < Xi+1:n} is noted. Then at time t, there are n − i working components. The dynamic
signature of the system at time t is the n − i dimensional vector p whose k-th element is
pk = Pr(T = {Xk:n|T > t}
⋂{Xi:n < t < Xi+1:n}) for k = i + 1, ..., n. By means of this
definition, some existing representations and preservation theorems for system signatures are
generalized to dynamic versions. Mahmoudi and Asadi (2011) provide more information about
the dynamic signature of coherent systems and some corresponding results.
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To obtain more information about system state or to assure safe operation of a system,
systems can be inspected. Because continuous inspection may be expensive or impossible (e.g.,
inspection for crack initiation of n fan blades in an aircraft engine), inspections may be scheduled
at times. In a simple situation, two inspections might be scheduled during the system’s lifetime.
This is called double monitoring. For this situation and a (n−k+1)-out-of-n system, conditional
on the event that exactly r (r < k) components have failed before time t1 (t1 ≥ 0), Poursaeed
(2010) provided some ordering properties for the expected value of the residual lifetime
(Xk:n − t2|Xr:n < t1 < Xr+1:n, Xk:n > t2) (2)
if the (n− k+ 1)-out-of-n system is still working at time t2 (t2 ≥ t1) and for the expected value
of the inactivity time
(t2 −Xk:n|Xr:n < t1 < Xr+1:n, Xk:n < t2), (3)
if the (n − k + 1)-out-of-n system has failed. These results are extensions of those given in
Poursaeed and Nematollahi (2008) where the special case of parallel systems (k = n) was
studied. Recently, Zhang and Yang (2010) obtained some more general order properties and
some stochastic comparisons of residual life (2) and inactivity time (3) for (n− k + 1)-out-of-n
systems having i.i.d. components.
The purpose of this paper is to extend the results described in the previous paragraph to
more general coherent systems. Specifically, in Section 2 we obtain a mixture representation of
the reliability function of the residual life of a system under double monitoring, some stochastic
properties, and preservation theorems for coefficient vectors. In Section 3 we provide similar
results for inactivity times.
2. Results for Residual Lifetime
In this section, we investigate the residual lifetime of a coherent system, under the condition
that before time t1 (t1 ≥ 0), exactly r (r < n) components have failed and at time t2 (t2 ≥ t1),
the system is still working.
Let T1 = τ1(X1, X2, ..., Xn), T2 = τ2(X1, X2, ..., Xn) be the lifetimes of two coherent systems
of size n, both based on components with i.i.d. lifetimes X1, X2, ..., Xn having a distribution
function F , where τ1 and τ2 are coherent life functions. Assume that p and q are the signatures of
τ1 and τ2, respectively. Under double monitoring, if both systems are still working at time t2 with
probability one, then the corresponding signatures must have the forms p = (0, ..., 0, ps, ..., pn),
and q = (0, ..., 0, qs, ..., qn), r < s ≤ n.
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In the following theorem we give the mixture representation of the reliability function of the
residual life of a coherent system under double monitoring.
Theorem 2 For t2 ≥ t1 ≥ 0, r < s ≤ n and any x > 0,
Pr(T1 − t2 > x | Ar(t1), T1 > t2) =
n∑
i=s
pi(r, t1, t2) Pr(Xi:n − t2 > x,Ar(t1)|Xi:n > t2, Ar(t1)),
where Ar(t1) indicates the event (Xr:n < t1 < Xr+1:n), and
pi(r, t1, t2) =
pi Pr(Xi:n > t2, Ar(t1))∑n
i=s pi Pr(Xi:n > t2, Ar(t1))
(4)
such that
∑n
i=s pi(r, t1, t2) = 1.
Proof. Note that, for t2 ≥ t1 ≥ 0, and r < i ≤ n,
Pr(Xi:n − t2 > x,Ar(t1)) = Pr(Xi:n − t2 > x,Ar(t1)|Xi:n > t2, Ar(t1)) Pr(Xi:n > t2, Ar(t1)),
hence, for r < s ≤ n and any x > 0,
Pr(T1 − t2 > x | Ar(t1), T1 > t2) = Pr(T1 − t2 > x,Ar(t1))Pr(Ar(t1), T1 > t2)
=
∑n
i=s Pr(T1 = Xi:n, T1 − t2 > x,Ar(t1))∑n
i=s Pr(Ar(t1), T1 > t2, T1 = Xi:n)
=
∑n
i=s Pr(T1 = Xi:n) Pr(T1 − t2 > x,Ar(t1) | T1 = Xi:n)∑n
i=s Pr(T1 = Xi:n) Pr(Ar(t1), T1 > t2 | T1 = Xi:n)
=
∑n
i=s pi Pr(T1 − t2 > x,Ar(t1) | T1 = Xi:n)∑n
i=s pi Pr(Ar(t1), T1 > t2 | T1 = Xi:n)
=
∑n
i=s pi Pr(Xi:n − t2 > x,Ar(t1))∑n
i=s pi Pr(Xi:n > t2, Ar(t1))
=
n∑
i=s
pi(r, t1, t2) Pr(Xi:n − t2 > x,Ar(t1)|Xi:n > t2, Ar(t1)).
This completes the proof.
Remark 1. The function pi(r, t1, t2) is Pr(T1 = Xi:n|T1 > t2, Ar(t1)) as follows:
Pr(T1 = Xi:n|T1 > t2, Ar(t1)) = Pr(T1 = Xi:n, T1 > t2, Ar(t1))Pr(T1 > t2, Ar(t1))
=
Pr(T1 = Xi:n) Pr(T1 > t2, Ar(t1)|T1 = Xi:n)
Pr(T1 > t2, Ar(t1))
=
Pr(T1 = Xi:n) Pr(Xi:n > t2, Ar(t1)|T1 = Xi:n)
Pr(T1 > t2, Ar(t1))
=
pi Pr(Xi:n > t2, Ar(t1))
Pr(T1 > t2, Ar(t1))
= pi(r, t1, t2),
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where the fourth equality follows from the fact that the events {T1 = Xi:n} and {Xi:n >
t2, Ar(t1)} are independent when the component lifetimes are i.i.d.
Remark 2. It follows from the result of Theorem 2, that the residual lifetime (T1 − t2 |
Ar(t1), T1 > t2) of the system under double monitoring is a mixture of the residual lifetimes
(Xi:n − t2, Ar(t1)|Xi:n > t2, Ar(t1)) of an (n − i + 1)-out-of-n system under double monitoring
with coefficients pi(r, t1, t2) for i = s, s+ 1, ..., n. The coefficients vector
p(r, t1, t2) = (0, ..., 0, ps(r, t1, t2), ..., pn(r, t1, t2)), r < s ≤ n
is the conditional distribution of the ordered component lifetimes that would cause the system
to fail given (Ar(t1), T1 > t2). The coefficients depend both on the system structure function τ1
and F . It should be noted that p(r, t, t) = (0, ..., 0, ps, ..., pn) ≡ p, r < s ≤ n.
The following result shows that any coherent system with signature p = (0, ..., 0, ps, ..., pn)
has a tail stochastic behavior similar to that of parallel system.
Theorem 3 Assume that if a coherent system has lifetime T1 and signature p = (0, ..., 0, ps, ..., pn),
then lim
t2→∞
p(r, t1, t2) = ( 0, 0, ..., 0︸ ︷︷ ︸
n−1 times
, 1) for fixed t1 > 0.
Proof. Note that, for t2 ≥ t1 ≥ 0, and r < i ≤ n,
Pr(Xi:n > t2, Ar(t1)) =
(
n
r
)
F r(t1)
n−r∑
j=n−i+1
(
n− r
j
)
F¯ j(t2)(F¯ (t1)− F¯ (t2))n−r−j
=
(
n
r
)
F r(t1)F¯n−r(t1)
n−r∑
j=n−i+1
(
n− r
j
)
F¯ j(t2)
F¯ j(t1)
(
1− F¯ (t2)
F¯ (t1)
)n−r−j
=
(
n
r
)
F r(t1)F¯n−r(t1)
n−r∑
j=n−i+1
(−1)j−n+i−1
(
j − 1
n− i
)(
n− r
j
)
F¯ jt1(∆t),
where the last equality follows from David and Nagaraja (2003), and ∆t = t2 − t1. Thus it can
be easily obtained that
lim
t2→∞
Pr(Xi:n > t2, Ar(t1))
Pr(Xk:n > t2, Ar(t1))
=

+∞, if i > k,
1, if i = k,
0, if i < k.
It follows that
lim
t2→∞
pk(r, t1, t2) = lim
t2→∞
pk Pr(Xk:n > t2, Ar(t1))∑n
i=s pi Pr(Xi:n > t2, Ar(t1))
=
 1, if k = n,0, if k < n,
Hence the result holds.
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Theorem 4 Let T1, T2 be the lifetimes of two coherent systems of size n, both based on
components with i.i.d. lifetimes X1, X2, ..., Xn distributed according to a distribution function
F . Let p = (0, ..., 0, ps, ..., pn) and q = (0, ..., 0, qs, ..., qn) be the corresponding system signatures.
For any t2 ≥ t1 ≥ 0, suppose p(r, t1, t2) = (0, ..., 0, ps(r, t1, t2), ..., pn(r, t1, t2)), q(r, t1, t2) =
(0, ..., 0, qs(r, t1, t2), ..., qn(r, t1, t2)) are the corresponding coefficient vectors, for r < s ≤ n.
Then the following results hold.
(a) If p(r, t1, t2) ≤st q(r, t1, t2), then, for any t2 ≥ t1 ≥ 0,
(T1 − t2 | Ar(t1), T1 > t2) ≤st (T2 − t2 | Ar(t1), T2 > t2);
(b) If p(r, t1, t2) ≤hr q(r, t1, t2), then, for any t2 ≥ t1 ≥ 0,
(T1 − t2 | Ar(t1), T1 > t2) ≤hr (T2 − t2 | Ar(t1), T2 > t2);
(c) If p(r, t1, t2) ≤lr q(r, t1, t2), then, for any t2 ≥ t1 ≥ 0,
(T1 − t2 | Ar(t1), T1 > t2) ≤lr (T2 − t2 | Ar(t1), T2 > t2).
Proof. From Shaked and Shanthikumar (2007) it is well-known that Xi:n ≤lr Xi+1:n for i =
1, ..., n− 1, which implies that
(Xi:n − t2, Ar(t1)|Xi:n > t2, Ar(t1)) ≤lr (Xi+1:n − t2, Ar(t1)|Xi+1:n > t2, Ar(t1))
(see Theorem 1.C.6 of Shaked and Shanthikumar 2007), and hence
(Xi:n − t2, Ar(t1)|Xi:n > t2, Ar(t1)) ≤st (≤hr)(Xi+1:n − t2, Ar(t1)|Xi+1:n > t2, Ar(t1)).
Using the conditions and Theorems 1.A.6, 1.B.14, and 1.C.17 of Shaked and Shanthikumar
(2007), respectively, it is easy to show (a), (b), and (c). This completes the proof.
Example 5 Consider the two coherent systems of order 5 depicted in Figure 1. The signature of
the system on the left with lifetime max{X1, X2,min{X3, X4, X5}} is q =
(
0, 0, 310 ,
3
10 ,
2
5
)
. With
some computations, one can show that, for any t2 ≥ t1 ≥ 0 and r = 1 (or 2), the corresponding
coefficient vector is
q(r, t1, t2) =
(
0, 0,
3F¯ 2(t2)
A(t1, t2)
,
9F¯ (t1)F¯ (t2)− 6F¯ 2(t2)
A(t1, t2)
,
4F¯ 2(t2)− 12F¯ (t1)F¯ (t2) + 12F¯ 2(t1)
A(t1, t2)
)
,
where A(t1, t2) = F¯ 2(t2) + 12F¯ 2(t1) − 3F¯ (t1)F¯ (t2). The signature of the system on the right
with lifetime max{min{X1, X2},min{X3, X4}, X5} is p =
(
0, 0, 25 ,
2
5 ,
1
5
)
, and for any t2 ≥ t1 ≥ 0
and r = 1 (or 2), the corresponding coefficient vector is
p(r, t1, t2) =
(
0, 0,
2F¯ 2(t2)
B(t1, t2)
,
6F¯ (t1)F¯ (t2)− 4F¯ 2(t2)
B(t1, t2)
,
F¯ 2(t2)− 3F¯ (t1)F¯ (t2) + 3F¯ 2(t1)
B(t1, t2)
)
,
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where B(t1, t2) = −F¯ 2(t2) + 3F¯ 2(t1) + 3F¯ (t1)F¯ (t2). It can be verified that p(r, t1, t2) ≤lr
q(r, t1, t2) and hence p(r, t1, t2) ≤hr (≤st)q(r, t1, t2). By Theorem 4 the system on the left is
better in the sense that it has a stochastically longer general residual life under the condition
that at time t1 (t1 ≥ 0), given that exactly 1 (or 2) component(s) has (have) failed and at time
t2 (t2 ≥ t1), the systems are still working.
j1
j2
j3 j4 j5
j1
j5 j4
j2 j3
Figure 1. Two coherent systems with likelihood ratio ordered coefficient vectors
Remark 3. Samaniego, Balakrishnan, and Navarro (2009) have shown that if a system of order
n is operating and is inspected at time t (t ≥ 0) and it is noted that precisely r failures have
occurred, then the vector p ∈ [0, 1]n−r whose jth element is the probability that the (r + j)th
component failure is fatal to the system for j = 1, 2, ..., n−r, is a distribution-free measure of the
design of the residual life of the system. Based on this fact they defined the dynamic signature
of a working but used system having age t (t ≥ 0). If t2 = t1 = t in Theorem 2, then, by
Balakrishnan, and Navarro (2009), the residual reliability function of working but used system
can be represented as a mixture of the distribution of order statistic from a random sample of
size n − r from the same distribution as (X1 − t|X1 > t) with the dynamic signatures being
weights.
3. Results for Inactivity Times
In this section, we investigate the inactivity times of coherent systems, under the condition that
before time t1 (t1 ≥ 0), exactly r (r < n) components have failed and at time t2 (t2 ≥ t1), the
systems have failed.
Let T1 = τ1(X1, X2, ..., Xn) and T2 = τ2(X1, X2, ..., Xn) be the lifetimes of two coherent
systems of size n, both based on components with i.i.d. lifetimes X1, X2, ..., Xn having dis-
tribution function F . Assume that p and q are the signatures corresponding to τ1 and τ2,
respectively. Given that at time t1 (t1 ≥ 0), exactly r (r < n) components have failed and at
time t2 (t2 ≥ t1), both systems have failed, the corresponding signatures must have the forms
p = (0, ..., 0, pl, ..., pm, 0, ..., 0), q = (0, ..., 0, ql, ..., qm, 0, ..., 0), for r < l ≤ m ≤ n.
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Similar to Theorem 2, it can be shown that if T1 is the lifetime of a coherent system with
signature p = (0, ..., 0, pl, ..., pm, 0, ..., 0) for r < l ≤ m ≤ n, then the reliability function of the
inactivity time of the coherent system is a mixture of the reliability functions of the inactivity
time of i-out-of-n systems under double monitoring, as described in the following theorem.
Theorem 6 For r < l ≤ m ≤ n, 0 ≤ t1 ≤ t2 and any x > 0,
Pr(t2 − T1 > x | Ar(t1), T1 < t2) =
m∑
i=l
pi(r, t1, t2) Pr(t2 −Xi:n > x,Ar(t1)|Xi:n < t2, Ar(t1)),
where
pi(r, t1, t2) =
pi Pr(Xi:n < t2, Ar(t1))∑m
i=l pi Pr(Xi:n < t2, Ar(t1))
(5)
for i = l, ...,m, such that
∑m
i=l pi(r, t1, t2) = 1.
Remark 4. The function pi(r, t1, t2) can be shown to be the probability of Pr(T1 = Xi:n|T1 <
t2, Ar(t1)) as follows:
Pr(T1 = Xi:n|T1 < t2, Ar(t1)) = Pr(T1 = Xi:n, T1 < t2, Ar(t1))Pr(T1 < t2, Ar(t1))
=
Pr(T1 = Xi:n) Pr(T1 < t2, Ar(t1)|T1 = Xi:n)
Pr(T1 < t2, Ar(t1))
=
Pr(T1 = Xi:n) Pr(Xi:n < t2, Ar(t1)|T1 = Xi:n)
Pr(T1 < t2, Ar(t1))
=
pi Pr(Xi:n < t2, Ar(t1))
Pr(T1 < t2, Ar(t1))
= pi(r, t1, t2),
where the forth equality follows from the fact that the events {T1 = Xi:n} and {Xi:n < t2, Ar(t1)}
are independent when the components lifetimes are i.i.d.
Remark 5. It follows from the result of Theorem 6, that the inactivity time (t2 − T1 |
Ar(t1), T1 < t2) of the system under double monitoring is a mixture of the inactivity times
(t2 − Xi:n, Ar(t1)|Xi:n < t2, Ar(t1)) of i-out-of-n systems under double monitoring with coeffi-
cients pi(r, t1, t2) for i = l, l + 1, ...,m. Here the vector of coefficients
p(r, t1, t2) = (0, ..., 0, pl(r, t1, t2), ..., pm(r, t1, t2), 0, ..., 0), n ≥ r > s
is the conditional distribution of the ordered component lifetimes that are fatal to the system
given (Ar(t1), T1 < t2). These coefficients depend on both the coherent system life function τ1
and on F .
The result below shows that any coherent system with signature p = (0, ..., 0, pl, ..., pm, 0, ..., 0)
has stochastic behavior that is similar to a (n− l + 1)-out-of-n system.
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Theorem 7 Assume that a coherent system has signature p = (0, ..., 0, pl, ..., pm, 0, ..., 0) and
lifetime T1, then lim
t2→∞
p(r, t1, t2) = ( 0, ..., 0,︸ ︷︷ ︸
l−1 times
1, 0, ..., 0︸ ︷︷ ︸
n−l times
) for fixed t1 > 0.
The proof of Theorem 7 is the same as that of Theorem 3, and hence is omitted.
Recall that a bivariate function f(x, y) ≥ 0 is said to be totally positive of order two, abbre-
viated as TP2, if f(x, y)f(x′, y′) ≥ f(x′, y)f(x, y′) for all x ≤ x′, y ≤ y′. When the inequality
above is reversed, f(x, y) is said to be reverse regular of order two, abbreviated as RR2. For
more details about TP2 and RR2, see Karlin (1968).
The following lemma is useful in proving Theorem 9.
Lemma 8 (Shaked and Shanthikumar (2007)) Let α and β be real valued functions such that
α is nonnegative and β/α and α are non-increasing. If Xi has distribution Fi, i = 1, 2 and
X1 ≤rh X2, then ∫ ∞
−∞
β(x) dF1(x)∫ ∞
−∞
α(x) dF1(x)
≥
∫ ∞
−∞
β(x) dF2(x)∫ ∞
−∞
α(x) dF2(x)
.
Theorem 9 Suppose p = (0, ..., 0, pl, ..., pm, 0, ..., 0), q = (0, ..., 0, ql, ..., qm, 0, ..., 0) are the re-
spective signatures of two coherent systems with lifetimes T1, T2 having common i.i.d. compo-
nent lifetimes X1, X2, ..., Xn, for r < l ≤ m ≤ n. For any 0 ≤ t1 ≤ t2,
p(r, t1, t2) = (0, ..., 0, pl(r, t1, t2), ..., pm(r, t1, t2), 0, ..., 0),
q(r, t1, t2) = (0, ..., 0, ql(r, t1, t2), ..., qm(r, t1, t2), 0, ..., 0)
are the corresponding vectors of coefficients, for r < s ≤ n. The following are true:
(a) If p(r, t1, t2) ≤st q(r, t1, t2), then, for t2 ≥ t1 ≥ 0,
(t2 − T1 | Ar(t1), T1 < t2) ≥st (t2 − T2 | Ar(t1), T2 < t2);
(b) If p(r, t1, t2) ≤rh q(r, t1, t2), then, for t2 ≥ t1 ≥ 0,
(t2 − T1 | Ar(t1), T1 < t2) ≥hr (t2 − T2 | Ar(t1), T2 < t2);
(c) If p(r, t1, t2) ≤lr q(r, t1, t2), then, for t2 ≥ t1 ≥ 0,
(t2 − T1 | Ar(t1), T1 < t2) ≥lr (t2 − T2 | Ar(t1), T2 < t2).
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Proof. (a) Note that (t2−Xi:n, Ar(t1)|Xi:n < t2, Ar(t1)) is decreasing in i in the likelihood ratio
order, which implies that Pr(t2 −Xi:n > x,Ar(t1)|Xi:n < t2, Ar(t1)) is decreasing in i = l, ...,m.
Hence
Pr(t2 − T1 > x | Ar(t1), T1 < t2) =
m∑
i=l
pi(r, t1, t2) Pr(t2 −Xi:n > x,Ar(t1)|Xi:n < t2, Ar(t1))
≥
m∑
i=l
qi(r, t1, t2) Pr(t2 −Xi:n > x,Ar(t1)|Xi:n < t2, Ar(t1))
= Pr(t2 − T2 > x | Ar(t1), T2 < t2).
The inequality follows from Shaked and Shanthikumar (2007). This proves the result of (a).
(b) To prove this part, it is enough to show that
Pr(t2 − T1 > x | Ar(t1), T1 < t2)
Pr(t2 − T2 > x | Ar(t1), T2 < t2) =
m∑
i=l
pi(r, t1, t2) Pr(t2 −Xi:n > x,Ar(t1)|Xi:n < t2, Ar(t1))
m∑
i=l
qi(r, t1, t2) Pr(t2 −Xi:n > x,Ar(t1)|Xi:n < t2, Ar(t1))
is increasing in x ≥ 0, that is, for all x2 ≥ x1 ≥ 0,
m∑
i=l
pi(r, t1, t2) Pr(t2 −Xi:n > x2, Ar(t1)|Xi:n < t2, Ar(t1))
m∑
i=l
pi(r, t1, t2) Pr(t2 −Xi:n > x1, Ar(t1)|Xi:n < t2, Ar(t1))
≥
m∑
i=l
qi(r, t1, t2) Pr(t2 −Xi:n > x2, Ar(t1)|Xi:n < t2, Ar(t1))
m∑
i=l
qi(r, t1, t2) Pr(t2 −Xi:n > x1, Ar(t1)|Xi:n < t2, Ar(t1))
.
Let α(i) = Pr(t2−Xi:n > x1, Ar(t1)|Xi:n < t2, Ar(t1)) and β(i) = Pr(t2−Xi:n > x2, Ar(t1)|Xi:n
< t2, Ar(t1)). Note that α(i) is decreasing in i = l, ...,m, and it is easy to show that Pr(t2−Xi:n >
x,Ar(t1)|Xi:n < t2, Ar(t1)) is RR2 in i = l, ...,m and x ≥ 0, which implies that β(i)/α(i) is de-
creasing in i. Hence from Lemma 8, the desired result of (b) follows.
(c) Let f t1,(t2)r:n (x), g
t1,(t2)
r:n (x) denote the density functions of (t2 − T1 | Ar(t1), T1 < t2) and
(t2 − T2 | Ar(t1), T2 < t2), respectively. By Theorem 6, we have
f t1,(t2)r:n (x) =
m∑
i=l
pi(r, t1, t2)fXt1,(t2)i:r:n
(x),
gt1,(t2)r:n (x) =
m∑
i=l
qi(r, t1, t2)fXt1,(t2)i:r:n
(x),
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where f
X
t1,(t2)
i:r:n
(x) is the density function of the random variable (t2−Xi:n, Ar(t1)|Xi:n < t2, Ar(t1)).
For c > 0, let us consider the function
h(x) = f t1,(t2)r:n (x)− cgt1,(t2)r:n (x) =
m∑
i=l
[pi(r, t1, t2)− cqi(r, t1, t2)]fXt1,(t2)i:r:n (x).
From Theorem 1.C.37 of Shaked and Shanthikumar (2007), again, for fixed r and n, f
X
t1,(t2)
i:r:n
(x)
is RR2 in x ∈ <+ and i = l, ...,m. Because p(r, t1, t2) ≤lr q(r, t1, t2), pi(r, t1, t2)/qi(r, t1, t2) is
decreasing in i = l, ...,m, the sequence {pi(r, t1, t2) − cqi(r, t1, t2)} has at most one change of
sign from positive to negative as i ranges from l to m. By Karlin (1968), we have h(x) has at
most one change of sign from positive to negative as x increases. This proves the result of (c).
Example 10 Consider the two systems of order 5 depicted in Figure 2. The signature of the
system on the left with lifetime max{min{X1, X2},min{X3, X4, X5}} is p =
(
0, 35 ,
3
10 ,
1
10 , 0
)
, and
for any t2 ≥ t1 ≥ 0 and r = 1, the corresponding coefficient vector is
p(1, t1, t2) =
(
0,
3 Pr(X2:5 < t2, E1(t1))
5B(t1, t2)
,
3 Pr(X3:5 < t2, E1(t1))
10B(t1, t2)
,
Pr(X4:5 < t2, E1(t1))
10B(t1, t2)
, 0
)
,
where B(t1, t2) =
∑4
i=2 pi Pr(Xi:5 < t2, E1(t1)). The signature of the system on the right with
lifetime max{min{X1, X2},min{X3,max{X4, X5}}} is q =
(
0, 15 ,
3
5 ,
1
5 , 0
)
, and for any t2 ≥ t1 ≥
0, the corresponding coefficient vector is
q(1, t1, t2) =
(
0,
Pr(X2:5 < t2, A1(t1))
5C(t1, t2)
,
3 Pr(X3:5 < t2, A1(t1))
5C(t1, t2)
,
Pr(X4:5 < t2, A1(t1))
5C(t1, t2)
, 0
)
,
where C(t1, t2) =
∑4
i=2 qi Pr(Xi:5 < t2, E1(t1)). It can be verified that p(1, t1, t2) ≤lr q(1, t1, t2),
and hence p(1, t1, t2) ≤rh (≤st)q(1, t1, t2). By the Theorem 9, the system in the left side is
better than the system on the right in the sense of inactivity time given that at time t1 (t1 ≥ 0),
exactly 1 component has failed and at time t2 (t2 ≥ t1), both systems have failed.
j1 j2
j3 j4 j5
j1 j2
j3
j5
j4
Figure 2. Two coherent systems with likelihood ratio ordered coefficient vectors
Conclusions
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In this paper, the mixture representations of the reliability functions of the residual life and
inactivity time of a coherent system with n i.i.d. components are obtained, given some particular
information on the state of the coherent system at inspection at times t1 and t2 (t2 ≥ t1). Some
preservation results of the residual live and the inactivity time of the system are obtained. The
application of these results is illustrated using examples in which the system’s reliabilities are
computed and compared. The results extend previous ones in the literature and are useful for
comparing similar systems that have different structure functions.
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