The perceptual significance of the cochlear amplifier was evaluated by predicting level-discrimination performance based on stochastic auditory-nerve ͑AN͒ activity. Performance was calculated for three models of processing: the optimal all-information processor ͑based on discharge times͒, the optimal rate-place processor ͑based on discharge counts͒, and a monaural coincidence-based processor that uses a non-optimal combination of rate and temporal information. An analytical AN model included compressive magnitude and level-dependent-phase responses associated with the cochlear amplifier, and high-, medium-, and low-spontaneous-rate ͑SR͒ fibers with characteristic frequencies ͑CFs͒ spanning the AN population. The relative contributions of nonlinear magnitude and nonlinear phase responses to level encoding were compared by using four versions of the model, which included and excluded the nonlinear gain and phase responses in all possible combinations. Nonlinear basilar-membrane ͑BM͒ phase responses are robustly encoded in near-CF AN fibers at low frequencies. Strongly compressive BM responses at high frequencies near CF interact with the high thresholds of low-SR AN fibers to produce large dynamic ranges. Coincidence performance based on a narrow range of AN CFs was robust across a wide dynamic range at both low and high frequencies, and matched human performance levels. Coincidence performance based on all CFs demonstrated the ''near-miss'' to Weber's law at low frequencies and the high-frequency ''mid-level bump.'' Monaural coincidence detection is a physiologically realistic mechanism that is extremely general in that it can utilize AN information ͑average-rate, synchrony, and nonlinear-phase cues͒ from all SR groups.
I. INTRODUCTION
The cochlear amplifier is the name often used to describe an active mechanism within the cochlea that is thought to provide amplification of low-level sounds ͑Yates, 1995; . While the mechanism of amplification is not completely understood, several physiological response properties associated with the cochlear amplifier are clear ͑Rug-gero, 1992͒. The most significant of these is that the active mechanism is vulnerable to cochlear damage and has been shown to be absent in many common forms of sensorineural hearing loss ͑Patuzzi et al., 1989͒. This finding raises the question of how the cochlear amplifier benefits normalhearing listeners, especially in complex listening environments, such as understanding speech in noise, for which hearing-impaired listeners have much difficulty ͑Moore, 1995͒. The present study evaluates quantitatively some of the benefits of the cochlear amplifier for extending the dynamic range of the auditory system. The absence of the cochlear amplifier in damaged cochleae is likely responsible for the common report of loudness recruitment by listeners with sensorineural hearing loss and for the associated reduction in dynamic range ͑see review by It is still not well understood how the auditory system overcomes the dynamic-range problem ͑for reviews see Evans, 1981; Viemeister, 1988a ., the discrepancy between the large dynamic range of human hearing ͓over 120 dB ͑Viemeister and Bacon, 1988͔͒, and the limited dynamic range of most auditory-nerve ͑AN͒ fibers ͓less than 30 dB ͑May and Sachs, 1992͔͒. A psychophysical experiment in which the dynamic-range problem is clearly evident was examined in the present modeling study: level discrimination of high-level, narrow-band signals in conditions for which information is restricted to frequency regions near the frequency of the signal ͑e.g., Viemeister, 1974 Viemeister, , 1983 Carlyon a͒ Portions of this work were presented at the Joint Meeting of the Acoustical Society of America and the European Acoustics Association, in Berlin, Germany in 1999. b͒ Now at: Department of Biomedical Engineering, Johns Hopkins University, 505 Traylor Building, 720 Rutland Avenue, Baltimore, MD 21205; electronic mail: mgheinz@bme.jhu.edu and Moore, 1984͒. An influential experiment for levelencoding hypotheses was performed by Viemeister ͑1983͒, who found that Weber's law ͑i.e., constant just-noticeabledifference in level as a function of level͒ was achieved for high-frequency, narrow-band noise in the presence of bandreject noise. This experiment was designed to prevent the spread of excitation by using a band-reject noise masker and to prevent the use of temporal information by using a highfrequency signal. Viemeister's finding has been taken as evidence that Weber's law must hold in narrow frequency regions and must rely on the use of average-rate information.
Low-spontaneous-rate ͑LSR͒, high-threshold AN fibers ͑Liberman, 1978͒ have been implicated in the encoding of high sound levels based on average-rate information in narrow frequency regions because of their wide dynamic range ͑Colburn, 1981; Delgutte, 1987; Viemeister, 1988a Viemeister, , 1988b Winslow and Sachs, 1988; Winter and Palmer, 1991͒ . However, when models based on cat AN fibers have been used to quantify the total information available in a restricted characteristic-frequency ͑CF͒ region with physiological distributions of the SR groups, performance has been predicted to degrade as the level increases above 40 dB SPL ͑Colburn, 1981; Delgutte, 1987; Viemeister, 1988a Viemeister, , 1988b Winslow and Sachs, 1988͒ , which is inconsistent with Weber's law and with trends in human performance ͑Viemeister, 1974 ͑Viemeister, , 1983 Carlyon and Moore, 1984͒ . Delgutte ͑1987͒ demonstrated that Weber's law could be achieved in single CFchannels by processing high-threshold, LSR AN fibers more efficiently than low-threshold, high-SR ͑HSR͒ fibers. He showed that the ''near-miss'' to Weber's law ͑i.e., a slight improvement in performance as level increases͒, which is observed in human performance for tones in quiet ͑e.g., McGill and Goldberg, 1968; Rabinowitz et al., 1976; Jesteadt et al., 1977; Florentine et al., 1987͒ , could be obtained by combining information across CF channels that individually achieved Weber's law. This idea is similar to the assumption made by Florentine and Buus ͑1981͒ in their excitation-pattern model.
While there is anatomical evidence that AN fibers with different thresholds and SRs have different patterns of projection to the cochlear nucleus ͑e.g., Fekete et al., 1984; Rouiller et al., 1986; Liberman, 1991 , there is no strong physiological evidence for the type of preferential processing of LSR fibers used by Delgutte ͑1987͒. In addition, the wide dynamic range of LSR fibers depends on the compressive basilar-membrane ͑BM͒ responses ͑Sachs and Abbas, 1974͒, and there appears to be much less compression at low frequencies than at high frequencies ͑Cooper and Rhode, 1997; Hicks and Bacon, 1999͒ . Reduced compression at low frequencies is consistent with the absence of nonsaturating ͑''straight''͒ rate-level curves at low frequencies in guinea pig ͑Winter and Palmer, 1991͒. Thus, it is desirable to investigate other potential sources of information that could produce Weber's law in narrow frequency regions, especially at low frequencies.
The cochlear amplifier is potentially relevant for the encoding of sound level in narrow frequency regions because the associated nonlinear properties influence primarily CFs near the frequency of a tone. Specifically, the nonlinear near-CF response properties include both compressive magnitude responses ͑Rhode, 1971; Ruggero et al., 1997͒ , as well as level-dependent phase shifts ͓BM: Ruggero et al., 1997; inner-hair cell ͑IHC͒: Cheatham and Dallos, 1998 ; AN: Anderson et al., 1971͔. In evaluating the potential of the cochlear amplifier to extend the dynamic range of the auditory system, it is important to consider several limiting transformations that occur between the BM and the AN. These include ͑1͒ saturating rate-level curves ͑Kiang et al., 1965; Sachs and Abbas, 1974͒ , which act to limit the effect of nonlinear gain on average discharge rate, ͑2͒ roll-off of phase-locking at high frequencies ͑Johnson, 1980; Joris et al., 1994a͒ , which limits nonlinear phase encoding, and ͑3͒ randomness of AN responses ͑Young and Barta, 1986; Miller et al., 1987; Winter and Palmer, 1991; Delgutte, 1996͒ , which limits overall psychophysical performance. Thus, it is important to consider the encoding of information in the AN, not just the compression in BM responses, when evaluating the significance of the cochlear amplifier.
The nonlinear phase changes associated with the cochlear amplifier, which have not been studied in as much detail as the compressive magnitude responses ͑Sachs and Abbas, 1974; Winter and Palmer, 1991; Moore and Oxenham, 1998͒ , are a focus of the present study. These phase cues continue to encode changes in stimulus level at high levels, despite the saturation of average rate above 40 dB SPL for the majority of AN fibers ͑Sachs and Abbas, 1974; May and Sachs, 1992͒ , and thus may provide a partial solution to the dynamic-range problem. It is important to consider physiologically realistic mechanisms that could make use of the information provided by nonlinear phase shifts. While an absolute phase reference is presumably unavailable to the central nervous system, a relative phase reference can be obtained by comparing across neighboring CFs because the changes in phase are different in adjacent CFs. Carney ͑1994͒ demonstrated that nonlinear phase shifts on single AN fibers result in systematic changes in the temporal discharge patterns across CF ͑i.e., spatio-temporal patterns that vary with level over a wide dynamic range͒, and hypothesized that changes in spatio-temporal patterns may be important for the encoding of sound level. Any two AN fibers with different CFs have a relative phase difference that varies with level, independent of the absolute phase of the stimulus. Thus, a mechanism that compared the relative timing of two AN fibers would be sensitive to changes in level, without requiring an absolute phase reference.
The present study considers monaural, cross-frequency coincidence detection as a mechanism for decoding the nonlinear phase cues provided by the cochlear amplifier. Coincidence detection is a physiologically realistic mechanism, because any neuron with multiple subthreshold inputs acts as a coincidence detector ͑Carney, 1994; Joris et al., 1994a͒ . Carney ͑1990͒ has shown that several response types in the antero-ventral cochlear nucleus ͑AVCN͒ with low CF were sensitive to changes in relative phase across their inputs, consistent with a coincidence detection mechanism. Joris et al. ͑1994a, 1994b͒ have reported enhanced synchronization in low-CF bushy cells in the AVCN in response to CF tones and in high-CF primary-like-with-notch cells in re-sponse to low-frequency tones, consistent with coincidence detection at all CFs in globular bushy cells. In addition, there is much evidence for coincidence detection in the binaural system ͑Yin and Chan, 1990; Goldberg and Brown, 1969; Rose et al., 1966; Yin et al., 1987; Joris et al., 1998͒. Neurons in the medial superior olive and inferior colliculus have responses that are consistent with coincidence detection between inputs from each ear as a mechanism for decoding interaural time differences that are known to be important for sound localization ͑reviewed by Colburn, 1996͒. In the present study, methods from signal detection theory ͑SDT͒ were combined with an analytical nonlinear AN model and a simple coincidence-counting model. Analytical AN models, which represent functional descriptions of neural activity to a well-defined class of stimuli, have been used previously with SDT to evaluate psychophysical performance limits based on the stochastic activity in AN responses ͑e.g., Siebert, 1965 Siebert, , 1968 Siebert, , 1970 Colburn, 1969 Colburn, , 1973 Colburn, , 1977a Colburn, , 1977b . Computational auditory models have also been combined with SDT to evaluate psychophysical performance ͑e.g., Dau et al., 1996 Dau et al., , 1997 Gresham and Collins, 1998; Huettel and Collins, 1999; see Heinz et al., 2001a for review͒. The present study quantifies the relative contributions of nonlinear magnitude and nonlinear phase responses to level encoding by using four versions of the analytical AN model, which included and excluded the nonlinear gain and nonlinear phase responses in all possible combinations.
II. METHODS

A. Auditory-nerve model
The nonlinear AN model used in the present study is an extension of simple linear analytical AN models used by Siebert ͑1965, 1968 , 1970͒ and by Colburn ͑1969, 1973 , 1977a , 1977b . The linear AN model was modified to include the main properties of the cochlear nonlinearities associated with the active process, including ͑1͒ nonlinear compressive responses from 30 to 120 dB SPL, ͑2͒ compressive nonlinearity restricted to ''near-CF'' regions, ͑3͒ compression strength that varies with CF, ͑4͒ systematic phase shifts of up to Ϯ/2 above and below CF, ͑5͒ no phase shifts at CF, and ͑6͒ dynamic range of each SR group that depends on the compressive magnitude response. The response properties of the model are described in the text below, while the assumptions and equations used to specify the model are described in Appendix A. This analytical nonlinear AN model was purposefully kept as simple as possible in order to provide greater intuition and to allow the contribution of each nonlinear property to be investigated separately. The analyses presented below are not limited to this AN model, however, and could be pursued in the future with more complex computational nonlinear models.
The statistics of the AN discharges are modeled by a nonstationary Poisson process with rate function r(t). The phase-locked response of the ith AN fiber ͑with characteristic frequency CF i ͒ to a tone burst of level L, frequency f 0 , duration T, and phase , is described by a time-varying rate function similar to that used by Colburn ͑1981͒, i.e.,
͑1͒
where I 0 ͕g͖ is the zeroth-order modified Bessel function of the first kind ͑equal to the time average of the exponential term͒. Both the average rate r͓L eff ͔ and synchrony g͓L eff , f 0 ͔ are affected by saturating nonlinearities, where the effective level L eff is determined by the nonlinear BM filtering properties and by the level and frequency of the tone. The term g͓L eff , f 0 ͔ also depends on the stimulus frequency f 0 such that the strength of phase locking decreases at high frequencies. The nonlinear phase response (L, f 0 ,CF i ) depends on the level and frequency of the tone as well as on the CF of the AN fiber ͑see Anderson et al., 1971; Ruggero et al., 1997͒ , and is described similarly to Carney et al. ͑1999͒ . The stimulus is assumed to have random phase ͑uniformly distributed͒ in order to avoid the assumption that the phase of the tone is known to the detector. Many basic response properties of the AN model are illustrated in Fig. 1 . Panels ͑a͒-͑c͒ show the implementation of the nonlinear magnitude responses, which are consistent with physiological data from Ruggero et al. ͑1997͒ . Normalized BM response versus frequency for a 10-kHz CF is shown in Fig. 1͑a͒ , for a range of levels. The filters are triangular at low levels, consistent with the linear AN models used by Siebert ͑1965, 1968 , 1970͒ and Colburn ͑1969, 1973 , 1977a , 1977b to fit AN tuning curves in cat. The maximum gain of the cochlear amplifier ͑i.e., the gain relative to high levels, or equivalently the amount of compression relative to low levels͒ occurs at CF and is equal to 60 dB for this CF. The nonlinear gain decreases as tone frequency moves away from CF, and the response is linear well away from CF ͑roughly more than Ϯ1/2 octaves͒. Figure  1͑b͒ shows BM output at CF as a function of level for the 10-kHz place. The solid curve represents the nonlinear BM response, while the dashed line represents the linear version of the model. The compressive region extends from 30 to 120 dB SPL, and the model responses are linear below this range. Figure 1͑c͒ shows the cochlear-amplifier gain at CF as a function of CF. The maximum gain decreases as CF decreases, with 60 dB of gain for frequencies above 8 kHz, 20 dB of gain for frequencies below 500 Hz, and a smooth transition for CFs in between. This pattern of nonlinear gain across CF is consistent with both physiological and psychophysical evidence, although the exact amount of gain at low frequencies is still unclear. The majority of BM data has been obtained at high CFs and indicates a maximum gain of roughly 50-60 dB ͑Ruggero et al Nuttall and Dolan, 1996͒. The BM data at low CFs is less abundant, but indicates reduced nonlinearity at low CFs ͑e.g., Cooper and Rhode, 1997͒. Hicks and Bacon ͑1999͒ presented psychophysical evidence that cochlear nonlinearity is reduced at low frequencies and is characterized by a gradual, rather than steep, transition as CF decreases.
Figures 1͑d͒ and ͑f͒ illustrate how average rate varies with level for the three spontaneous-rate ͑SR͒ groups of AN fibers at high and low frequencies, respectively. The AN model represents all fibers within each SR population with a fixed threshold and SR. Based on data from Liberman ͑1978͒, SR values of 60, 3, and 0.1 sp/s, thresholds of 0, 10, and 30 dB SPL, and population percentages of 61%, 23%, and 16%, were used for the HSR, medium-SR ͑MSR͒, and LSR populations, respectively. A saturated rate of 200 sp/s was used for all three SR groups. Note that the rate-level curves at low frequencies are either ''saturating'' or ''sloping saturating,'' while at high frequencies there is a third class of ''straight'' rate-level curves. This pattern is consistent with rate-level curves in guinea pig described by Winter and Palmer ͑1991͒, who found no ''straight'' rate-level curves below 1.5 kHz, and it results from the decrease in cochlear compression as frequency decreases. Figure 1͑e͒ compares the rolloff in phase-locking versus frequency in the model to that in cat ͑Johnson, 1980͒. Figure 1͑g͒ illustrates nonlinear physiological BM phase responses for a 10-kHz CF ͑Ruggero et al., 1997͒, while Fig.  1͑h͒ shows the AN-model phase responses. Phase is plotted relative to the phase at a high level ͑80 dB SPL͒ in both panels, where each curve represents a different tone level. Thus, any difference from zero represents a phase response that changes with level. The major properties of this nonlinear response, observed for BM responses at high frequencies ͑Geisler and Rhode, 1982; Ruggero et al., 1997͒, and IHC ͑Cheatham and Dallos, 1998͒ and AN ͑Anderson et al., 1971͒ responses at low frequencies, are that ͑1͒ phase lags as level increases for f ϽCF, ͑2͒ phase leads as level increases for f ϾCF, ͑3͒ there are no phase changes at CF, ͑4͒ the nonlinear-phase region is the same width in frequency as the nonlinear region for the magnitude response, and ͑5͒ the maximum phase shifts observed are roughly Ϯ/2 and occur about half way into the nonlinear region. The nonlinear phase responses are consistent with broadened tuning as level increases and the associated changes in the phaseversus-frequency slope ͑i.e., the slope becomes more shallow as filters broaden͒.
All predictions in the present study were made with 120 distinct model CFs spaced logarithmically from 300 to 20 000 Hz. It was assumed that the total AN population consists of 30 000 total AN fibers ͑Rasmussen, 1940͒ with CFs ranging from 20 to 20 000 Hz ͑Greenwood, 1990; also see review by Ryugo, 1992͒ . Appendix A describes how the nonlinear-gain and nonlinear-phase properties of the model were included or excluded separately to evaluate the relative contribution of each property to level encoding.
B. Monaural, cross-frequency coincidence counting model
The present study uses a simple coincidence-counting model that was described by Colburn ͑1969, 1973 Colburn ͑1969, , 1977a in his studies of binaural phenomena ͑Fig. 2͒. A coincidence detector receives two AN-fiber inputs, and is assumed to discharge only when the two input fibers discharge within a narrow temporal window. The output of the coincidence counter is the number of coincident discharges within the duration of the stimulus. The present use of the coincidence-counting model differs from that of Colburn only in the source of the two AN inputs. In the binaural model, each AN fiber was from a different ear and had the same CF. In the present study, the two AN inputs are from the same ear, but can have different CFs. In both studies, performance was assumed to depend only on the number of FIG. 1. Nonlinear AN model response properties. ͑a͒ Normalized basilarmembrane ͑BM͒ response for a 10-kHz place as a function of frequency for levels ranging from 0-100 dB SPL. ͑b͒ BM output at CF as a function of level for a 10-kHz place ͑solid: nonlinear; dashed: linear͒. ͑c͒ Nonlinear gain at CF as a function of CF. ͑d͒ Rate-level curves for a 10-kHz tone at CF for three SR groups ͑HSR: solid, MSR: dashed-dotted, LSR: dashed͒. ͑e͒ Maximum synchrony versus frequency. Model responses are compared to data measured in cat ͑Johnson, 1980͒. ͑f͒ Rate-level curves for a 1-kHz tone. ͑g͒ BM phase-response areas ͑phase relative to 80 dB SPL͒ from chinchilla for a 10-kHz CF ͑data from Ruggero et al., 1997͒ . ͑h͒ AN-model phaseresponse areas for a 10-kHz CF ͓͑g,h͒: same symbols as in ͑a͔͒. coincidences between two AN fibers ͑i.e., the timing of the coincidences was ignored͒. The number of coincidences between two AN fibers with discharge times
where t l i is the lth discharge out of K i on the ith AN fiber, and f (•) is a rectangular coincidence window with 10-s width and unity height ͑see Colburn, 1969͒.
C. Evaluation of psychophysical performance limits
Optimal processing of AN responses
Psychophysical performance is limited in part by the random nature of AN responses ͑i.e., different responses are observed for two identical stimulus presentations͒. Psychophysical performance limits for discrimination experiments have been evaluated with methods from signal detection theory ͑SDT͒ by using a nonstationary Poisson process with a time-varying discharge rate r(t) to describe the stochastic nature of AN discharges ͑e.g., Siebert, 1968 Siebert, , 1970 Colburn, 1969 Colburn, , 1973 Heinz, 2000; Heinz et al., 2001a . Heinz et al. ͑2001a͒ described a general computational method for evaluating psychophysical performance limits using any AN model that describes r(t) for the stimulus conditions of interest. The analytical AN model used in the present study was implemented computationally, and psychophysical performance limits were evaluated based on two hypotheses for the type of information used to perform the task, allinformation and rate-place. The all-information model assumes that the observations used by the optimal processor consist of the complete set of discharge times across the entire AN population, Tϭ͕t l i ͖ iϭ1,...,M ;lϭ1,...,K i , where M ϭ30 000 total AN fibers, and K i is the number of discharges on the ith AN fiber. Thus, the all-information model assumes that the processor makes optimal use of all available information from the AN ͑e.g., average-rate, synchrony, and phase information͒. The rate-place model assumes that the optimal processor only uses the number of discharges observed on each AN fiber, ͕K i ͖.
Optimal performance for single-parameter discrimination experiments can be calculated using a likelihood-ratio test ͑van Trees, 1968͒ and has been shown to match the performance limits described by the Cramér-Rao bound ͑Heinz et al., 2001a͒. The contribution of each AN fiber to a level discrimination task can be quantified by calculating the normalized sensitivity ␦Ј to changes in stimulus level. ͓␦Ј is defined as the sensitivity dЈ per dB ͑see Durlach and Braida, 1969; Braida and Durlach, 1988; Heinz et al., 2001a͒ .͔ The square of the normalized sensitivity of the ith AN fiber in the all-information model is given by
where T is the duration of the stimulus ͑Siebert, 1970; Heinz et al., 2001a͒ . The total normalized sensitivity based on the population of AN fibers is the sum of the individual normal-
2 , based on the assumptions of independent AN fibers for deterministic stimuli ͑Johnson and Kiang, 1976 ; see also Heinz et al., 2001a͒ , and an optimal combination across AN fibers. The justnoticeable-difference ͑JND͒ in level is given by
Equation ͑3͒ describes the normalized sensitivity based on the all-information model; the normalized sensitivity based on rate-place information can be calculated with Eq. ͑3͒ by assuming that r(t) is constant across the duration of the stimulus and equal to the average-discharge rate r ͓i.e., setting g to 0 in Eq. ͑1͔͒. Thus, the rate-place model does not include information from fine-time or onset responses and therefore predicts inferior performance to the all-information model. The contribution of temporal information in AN discharges can be discerned from a comparison between performance based on the all-information and rate-place models.
Performance based on coincidence counts
Performance based on the outputs of a set of coincidence counters was calculated and compared to rate-place, allinformation, and human performance. While the allinformation predictions represent the optimal performance of any decision device based on the AN discharge times, the coincidence mechanism represents a specific processor that uses the discharge times suboptimally. The number of discharges from a single coincidence detector,
simple function ͓Eq. ͑2͔͒ of the two sets of Poisson AN discharge times, T i and T j , and thus the statistics of the coincidence counts can be described ͑Appendix B͒. The performance of a single coincidence counter C i j for level discrimination can be evaluated by calculating the sensitivity index
where the just-noticeable difference for this coincidence counter, ⌬L i j,JND , corresponds to Q i j ϭ1. The sensitivity index Q i j represents the commonly used sensitivity index (dЈ) 2 if C i j has a Gaussian distribution with equal variance under both hypotheses, L and Lϩ⌬L ͑Green and Swets, 1966; van Trees, 1968͒. These two assumptions are reasonably accurate for characterizing just-noticeable differences based on a population of independent decision variables ͑Siebert, , 1970 Colburn, 1969 Colburn, , 1973 Colburn, , 1977a Colburn, , 1977b Colburn, , 1981 Heinz et al., 2001a͒ , such as the population of coincidence counts in the present study ͑see below͒. Potential deviations from these assumptions do not significantly affect the characterization of performance based on the sensitivity metric Q ͑Colburn, 1981͒.
It can be assumed that E͓C i j ͉L͔ varies linearly over the incremental level range from L to Lϩ⌬L JND . Thus, the normalized sensitivity squared for a single coincidence counter, defined as (
2 , can be approximated as
The expectation and variance in Eq. ͑6͒ can be evaluated in terms of the stimulus parameters and the two AN CFs ͑Ap-pendix B͒. The partial derivative with respect to level in Eq. ͑6͒ can be approximated computationally as the difference between the expected value at two slightly different levels divided by the incremental level difference ͑Heinz et al.,
The total normalized-sensitivity-squared for a population of coincidence counters is given by the sum of the individual normalized-sensitivities-squared, if it is assumed that the population decision variable is an optimal linear combination of independent ͑uncorrelated͒ random variables ͑or an optimal combination of independent Gaussian random variables͒. In order to satisfy the independence assumption, it is assumed throughout the present study that no AN fiber innervates more than one coincidence counter. The JND based on coincidence counts is calculated from Eq. ͑4͒.
III. RESULTS
A. Distribution of rate, synchrony, and phase information across CF
In order to illustrate the potential benefit of nonlinear phase cues to the encoding of sound level, we first focus on level discrimination at high levels, where the dynamic-range problem is most prominent. Figure 3 illustrates the distribution and relative contributions of rate, synchrony, and phase cues across the AN population of high-spontaneous-rate ͑HSR͒ fibers for level discrimination of a 1-kHz, 100-dB SPL tone. The rate responses ͑i.e., average discharge rate as a function of CF͒ of the nonlinear-gain, linear-phase model are shown for two tones of slightly different level in panel ͑b͒. The more intense tone produces a wider activation pattern; however, the discharge rate for a wide range of CFs near the tone frequency is the same for both tones due to saturation. The distribution of rate information ͓i.e., normalized sensitivity squared, (␦Ј͓CF͔) 2 , for the rate-place model͔ shown in panel ͑c͒ illustrates which AN fibers across the population contribute information for level discrimination. The only rate information available for HSR fibers is at frequencies well away from the tone frequency ͑Siebert, 1965, 1968; also see Stevens and Davis, 1936; Steinberg and Gardner, 1937; Whitfield, 1967͒. The situation of primary interest in this study is when information is restricted to AN fibers with CFs near the frequency of the tone. This situation is thought to occur in experiments that use a notched noise masker to limit the spread of excitation ͑e.g., Viemeister, 1974 Viemeister, , 1983 Carlyon and Moore, 1984͒ . A narrow frequency region that will be considered in the current study is indicated by the vertical dotted lines in Fig. 3 . This region represents seven model CFs, three above and three below the CF equal to the tone frequency. The narrow frequency region for the 1-kHz tone is 896 -1107 Hz and is similar to the notch width used by Carlyon and Moore ͑1984͒, which extended Ϯ10% from the tone frequency. Humans are typically able to perform level discrimination well in the presence of a notched noise ͑e.g., Viemeister, 1974 Viemeister, , 1983 Carlyon and Moore, 1984; Schneider and Parker, 1987͒; however, Fig. 3͑c͒ shows that there is no average-rate information in HSR AN fibers within the narrow-CF region.
AN phase-locking has a different level dependence than average rate does, and thus it is important to examine the distribution of synchrony information in addition to rate information. Figure 3͑d͒ shows the 1-kHz synchrony coefficient ͑or vector strength, which ranges from 0 to 1; see Johnson, 1980͒ for each tone plotted as a function of CF. Synchrony-level curves have thresholds that are roughly 20 dB below rate thresholds, and they typically saturate just above rate threshold ͑Johnson, 1980͒. The synchronyresponse regions are thus slightly wider than the rateresponse regions, but they are also saturated over a wide range of CFs near the tone frequency. The distribution of information available from both rate and synchrony information is shown in panel ͑e͒ and represents the all-information FIG. 3 . Distribution of rate, synchrony, and phase information across the AN population of high-spontaneous-rate fibers for level discrimination of a low-frequency, high-level tone. ͑a͒ AN filter bank with a 1-kHz, 100-dB SPL tone. ͑b͒ Average discharge rate as a function of CF for two tones of slightly different level. ͑c͒ Average-rate information ͑normalized sensitivity squared͒ as a function of CF. The vertical dotted lines indicate the restricted-CF region used in the present study to emphasize the dynamicrange problem. ͑d͒ Synchrony coefficient ͑or vector strength, which ranges from 0 to 1, see Johnson, 1980͒ as a function of CF for both tones. ͑e͒ Information available from both rate and synchrony cues. ͑f͒ Normalized phase response ͑relative to 90 dB͒ for both tones. ͑g͒ Total information from rate, synchrony, and phase cues.
normalized sensitivity squared for the nonlinear-gain, linearphase model. Similar to rate information, there is no synchrony information near the tone frequency for high levels due to saturation of the synchrony coefficient. The useful information from synchrony cues is spread further away from the tone than rate information due to lower synchrony thresholds ͑Colburn, 1981͒.
The distribution and relative contribution of nonlinear phase cues is illustrated in panels ͑f͒ and ͑g͒. The phase responses ͑relative to the phase at 90 dB SPL͒ of both tones are shown as a function of CF in panel ͑f͒ for the nonlineargain, nonlinear-phase model. Auditory-nerve fibers with CFs above and below the tone frequency have phase responses that change with level and thus contribute information. There are no changes in phase at CF, or well away from CF where the BM response is linear. The distribution of the total information provided from rate, synchrony, and phase cues is shown in panel ͑g͒, and represents the all-information normalized sensitivity squared for the nonlinear-gain, nonlinearphase model. By comparing panels ͑e͒ and ͑g͒, the significant contribution of nonlinear-phase cues to the encoding of level can be seen. While there is no information for the CF equal to the tone frequency, there is significant phase information just below and just above the tone frequency. The amount of phase information is roughly twice as large as the rate and synchrony information. Most importantly for the dynamic-range problem, the only information available in the restricted-CF region is that from nonlinear phase cues. Figure 4 compares the distribution of information across CF for HSR and LSR fibers at low and high frequencies ͓see Figs. 1͑d͒ and ͑f͔͒. The contribution of nonlinear phase information in HSR fibers is compared to the contribution of average-rate information in LSR fibers. The limited-CF region is indicated by the vertical dotted lines in the top panels, and this region is magnified in the bottom panels. At low frequencies ͑left column͒, the HSR fibers ͑solid curve͒ contribute significant information from the nonlinear phase cues within the limited CF region. The LSR fibers ͑dashed curve͒ do not contribute any information within the limited CF region for the 1-kHz tone because the LSR fibers saturate at 80 dB ͓see Fig. 1͑f͔͒ due to the small amount of compression associated with the cochlear amplifier at low frequencies ͓Fig. 1͑c͔͒. In contrast, at high frequencies ͑right column͒ the HSR fibers contribute no phase information due to the rolloff in phase locking ͓Fig. 1͑e͔͒, while the LSR fibers contribute significant average-rate information within the narrow CF region. The large amount of compression at high frequencies ͓Fig. 1͑c͔͒ results in very shallow ͑''straight''͒ rate-level curves for LSR fibers at high frequencies ͓Fig. 1͑d͔͒.
B. Predicted performance based on a narrow CF region
Performance based on a narrow CF region was explored by predicting the JND in level ͓⌬L; Eq. ͑4͔͒ using only the information contained in a restricted set of model CFs ͑seven͒ surrounding the frequency of the tone. Performance was calculated for a low-͑996 Hz͒ and a high-frequency ͑9874 Hz͒ tone, where the tone frequencies were chosen to be equal to one of the 120 model CFs. For the low and high tone frequencies, the near-CF regions used were 896 -1107 Hz and 8882-10977 Hz, respectively. Performance was predicted for the HSR, MSR, LSR, and total populations of AN fibers, based on the physiological proportions described by Liberman ͑1978͒. Predicted level-discrimination performance is compared for the rate-place and all-information models, where information in the seven model CFs was assumed to be combined optimally, and was scaled to account for the number of AN fibers represented by each model CF. Performance for the monaural-coincidence scheme was calculated based on the same number of total AN fibers as the rate-place and all-information predictions. The seven model CFs in the narrow-frequency region were assumed to innervate a set of four coincidence counters, one of which had both CF inputs equal to the tone frequency. The other three coincidence counters received one CF input above and one below the tone frequency, which were both separated from the tone frequency by an equal number ͑one, two, or three͒ model CFs. Based on the assumption that each AN fiber innervates only one coincidence counter, one-half as many same-CF-input coincidence counters were included in the total coincidence population as were coincidence counters with different CF inputs. Thus, rate-place, all-information, and coincidence predictions are all based on the same set of AN fibers with CFs near the tone frequency. Three separate populations of coincidence counters were used associated with the three AN SR groups. This implementation is con -FIG. 4 . Comparison of nonlinear phase information in high-spontaneousrate (HSR) fibers and average-rate information in low-SR fibers for the encoding of high sound levels in CFs near the tone frequency. The distribution of information across the AN population is shown for level discrimination of 100-dB SPL low-͑1 kHz, left column͒ and high-frequency ͑10 kHz, right column͒ tones. The HSR curves ͑solid͒ represent rate, synchrony, and phase information, while the LSR curves ͑dashed͒ represent only average-rate information. Physiologically realistic properties of HSR and LSR fibers were used to scale the predictions ͑see text͒. The vertical dotted lines in the top row represent the narrow-CF region discussed in the present study, which is magnified in the bottom row. Same stimulus conditions were used as in Fig. 3. sistent with anatomical studies that have demonstrated distinct projections of the different AN SR groups to the cochlear nucleus ͑Liberman, 1991, 1993͒. Figure 5 shows level-discrimination performance based on the HSR fibers within the narrow frequency region in terms of ⌬L as a function of stimulus level L for a lowfrequency ͑left column͒ and a high-frequency ͑right column͒ tone. Rate-place, all-information, and coincidence performance are shown in the top, middle, and bottom panels, respectively. Note that the scale for the ordinate of the coincidence panel is different than those for the rate-place and all-information panels. In order to illustrate the relative contributions from nonlinear-gain and nonlinear-phase properties, performance based on four versions of the AN model is shown in each panel.
Average-rate information in HSR fibers encodes changes in level only over a limited dynamic range ͑Fig. 5, top row͒. When the nonlinear gain is included in the AN model, the dynamic range over which changes in level are encoded is extended by 10 dB at low frequencies and by 20 dB at high frequencies. The degradation in performance at 30 dB SPL for the nonlinear-gain models results from the compressive BM response that begins at 30 dB SPL ͓Fig. 1͑b͔͒. The larger influence of the nonlinear gain at high frequencies compared with low frequencies is due to the CF dependence of the cochlear-amplifier gain.
The contributions of synchrony and nonlinear-phase information are demonstrated by comparing rate-place and allinformation predictions ͑Fig. 5, top and middle rows͒. The role of synchrony information is most clearly illustrated with the linear-phase versions of the AN model. Synchrony information improves performance at low levels for the lowfrequency tone; however, synchrony does not extend the dynamic range to higher levels due to the saturation of synchrony coefficients at lower levels than average rate ͑Col-burn, 1981͒. The nonlinear phase responses extend the dynamic range for level discrimination up to at least 100 dB SPL at low frequencies. This is in sharp contrast to the range of rate-place information, which does not encode level changes in HSR fibers above 50 dB SPL. At high frequencies, rate-place and all-information predictions are essentially the same because of the sharp rolloff of phase-locking at high frequencies ͓Fig. 1͑e͔͒. The predictions from the simple coincidence-counter model ͑Fig. 5, bottom row͒ follow the same general trends as the all-information predictions for both low and high frequencies, but are more than an order of magnitude worse than optimal all-information performance. The coincidence model utilizes the average-rate ͑and some of the synchrony͒ information that dominates performance below 30 dB SPL. The coincidence mechanism also successfully utilizes nonlinear phase cues provided by the cochlear amplifier at low frequencies.
Predictions based on the set of LSR AN fibers within the narrow frequency region are shown in Fig. 6 . At both low and high frequencies, the nonlinear gain extends the dynamic range over which changes in level are encoded for the rateplace model; however, performance degrades significantly above 40 dB SPL at low frequencies. Changes in level of a 1-kHz tone are not encoded above 90 dB SPL in the average rate of the set of LSR fibers with CFs near the frequency of the tone. In contrast, LSR rate-place performance for a high- frequency tone is roughly constant across a wide dynamic range, up to 100 dB SPL. The all-information predictions demonstrate that the nonlinear phase responses extend the dynamic range of LSR fibers at low frequencies up to 100 dB SPL. The coincidence predictions ͑Fig. 6, bottom row͒ at low frequencies show a small benefit from the nonlinear gain responses; however, performance based on nonlinear gain alone significantly degrades above 70 dB SPL. The benefit from the nonlinear-phase cues is also seen in performance based on the coincidence counters, extending the dynamic range beyond that based on nonlinear gain alone. At high frequencies, coincidence performance is constant above 70 dB SPL when the nonlinear gain is included in the AN model.
The contribution of each of the three SR groups to leveldiscrimination performance based on the narrow range of CFs is shown in Fig. 7 for both low-and high-frequency tones. The rate-place predictions illustrate that the HSR and MSR fibers are primarily responsible for performance at low levels, while the LSR fibers are responsible at high levels ͑roughly above 50 dB SPL at both low and high frequencies͒. Performance based on the combination of average-rate information in the three SR groups degrades by an order of magnitude between 20 and 90 dB SPL at low frequencies, and no changes in level are encoded above 90 dB SPL ͑see also Colburn, 1981; Delgutte, 1987͒ . Changes in level are encoded much more consistently across level at high frequencies as a result of the large amount of cochlear compression at high frequencies.
The all-information predictions ͑Fig. 7, middle row͒ based on all three SR groups are roughly constant across a dynamic range of 100 dB at low frequencies, unlike the rateplace predictions. Thus, Weber's law is achieved based on information within a narrow range of CFs at low frequencies only when nonlinear-phase information is included. Furthermore, performance based on the HSR fibers is as good and often better than performance based on the MSR and LSR fibers for low frequencies, especially at high levels.
Performance at low frequencies based on the populations of coincidence counters ͑Fig. 7, bottom left panel͒ demonstrates roughly the same pattern as the all-information predictions, but is roughly an order of magnitude worse than optimal performance. Performance is roughly constant across a wide dynamic range and is primarily determined by the HSR fibers. At high frequencies, performance based on the coincidence counters is also roughly constant from 10 to 100 dB SPL and is determined by HSR fibers at low levels, by MSR fibers at medium levels, and by LSR fibers at high levels. For comparison, human performance for level discrimination of a high-frequency, bandpass noise ͑6 -14 kHz͒ in a noise masker with a 6 -14 kHz notch is shown by the stars ͑Viemeister, 1983͒.
C. Predicted performance based on entire population "all CFs…
Predicted performance based on the entire population of AN fibers ͑i.e., all CFs͒ was compared to human performance in a pure-tone level-discrimination task in quiet. Rateplace and all-information predictions ͓Eq. ͑4͔͒ were based on the optimal combination of information from the 120 model CFs. The same four coincidence counters were used for each CF as in the narrow-CF predictions described above. The total normalized sensitivity squared was the sum of the individual normalized-sensitivities-squared from each of the four coincidence counters at each of the 120 model CFs.
1 In this implementation, each AN fiber innervated only one coincidence counter, and thus the normalized-sensitivities-squared could be summed based on the assumption of independent AN fibers.
Predicted rate-place, all-information, and coincidence performance based on the entire HSR population is shown in Fig. 8 for low-and high-frequency, 500-ms tones. Rate-place performance ͑top row͒ based on the linear AN model is flat above 20 dB SPL for the low-frequency tone, consistent with the predictions of Weber's law based on the spread of excitation ͑Siebert, 1968͒. For the high-frequency tone, there is a small rise in ⌬L above 60 dB SPL for the linear AN model. This rise is due to the upper side of the excitation spreading beyond the highest CF, and it is consistent with the expected & reduction in ⌬L due to the loss of one-half of the information. There is only a small effect of nonlinear gain on rate-place performance based on the population of CFs. The degradation in performance for the high-frequency tone at mid-levels results from the large amount of compression at FIG. 7 . Level-discrimination performance based on individual and combined spontaneous-rate groups in a narrow range of CFs near the tone frequency ͑see text͒. The just-noticeable difference ⌬L for the nonlinear-gain, nonlinear-phase AN model is plotted as a function of stimulus level for a 996 Hz ͑left column͒ and a 9874 Hz ͑right column͒ tone ͑500-ms duration͒. Optimal performance based on average rate and all information is shown in the top and middle rows, respectively. Performance based on a set of monaural coincidence counters is shown in the bottom row. ͑Note the scale difference between rows.͒ HSR: high-spontaneous-rate; MSR: mediumspontaneous-rate; LSR: low-spontaneous-rate; TOT: optimal combination of all three SR groups. Levels for which symbols are not shown represent conditions in which there is no information available ͑i.e., infinite JND͒. Human data for level discrimination of a 200-ms high-frequency noise band ͑6 -14 kHz͒ in the presence of a notched noise is shown by the stars in the bottom right panel ͑Viemeister, 1983͒.
high frequencies. The presence of a mid-level bump at high, but not low, frequencies is consistent with human performance ͑Florentine et al., 1987͒. At low frequencies, synchrony improves all-information performance ͑Fig. 8, middle row͒ for the linear AN model by a factor of five at 0 dB SPL, and by a factor of slightly less than two for higher levels. Weber's law is again predicted above 20 dB SPL based on the contributions of rate and synchrony information.
The near-miss to Weber's law is present in the lowfrequency predictions when the nonlinear phase responses are included in the AN model. This is consistent with the nonlinear phase responses producing Weber's law within narrow-CF regions ͑Fig. 5͒, and the combination of information across CFs producing the near-miss to Weber's law. Predicted trends based on the population of coincidence counters ͑Fig. 8, lower row͒ generally resemble the allinformation predictions at both low and high frequencies, with the exception that the benefit from synchrony information at very low levels is not observed. Overall, nonlinear gain and nonlinear phase have only a small effect on predicted level-discrimination performance in quiet due to spread of excitation, which is dominated by linear, off-CF responses.
The contribution of the three SR groups to the predicted performance based on the total AN population is shown in Fig. 9 for the nonlinear AN model. The rate-place predictions for the low-frequency tone demonstrate that each of the three SR groups contribute essentially equally above 50 dB SPL. Performance based on the total population of AN fibers ͑squares͒ decreases only slightly between 30 and 80 dB SPL. Rate-place predictions at high frequencies show that both the HSR and MSR population have a mid-level bump, while the LSR population does not. Performance below 70 dB SPL is determined primarily by the HSR and MSR fibers, while the LSR fibers determine performance above 90 dB SPL.
Predictions based on the populations of coincidence counters are shown in the bottom row of Fig. 9 and are compared to human performance measured by Florentine et al. ͑1987͒ as a function of sensation level for the same low-and high-frequency tone conditions.
2 Human performance measured by Viemeister ͑1983͒ for level discrimination of a high-frequency, narrow-band noise in quiet is shown for comparison in the bottom right panel. At low frequencies, performance based on the HSR population is always better than performance based on the MSR and LSR populations, similar to the all-information predictions. Above 90 dB SPL, all three SR groups contribute essentially equally. Overall performance based on the total population of coincidence counters is more than an order of magnitude worse than optimal performance, but matches human performance very closely. Predicted performance is slightly better ͑within a factor of 2͒ than human performance at most levels. The slope of the near-miss to Weber's law observed in the human performance is matched by the coincidence predictions for the low-frequency tone, as well as by the near-miss beginning at 30 dB SPL. The near-miss in the coincidence predictions results primarily from the nonlinear-phase cues ͑which begin at 30 dB SPL͒ in the HSR fibers, and it is not influenced by the population of LSR fibers.
At high frequencies ͑Fig. 9, bottom right panel͒, coincidence performance based on the HSR fibers is best among the three SR groups below 80 dB SPL. Coincidence performance based on the total AN population matches the human performance very closely and is within a factor of 2 of both data sets at all levels. The nonmonotonic dependence on level ͑the ''mid-level bump''͒ observed in both sets of human data is also demonstrated in the coincidence predictions. The level at which the bump occurs is well predicted by the coincidence performance. The size of the bump in the coincidence performance matches the data from Viemeister ͑1983͒ and is slightly smaller than the data from Florentine et al. ͑1987͒ . A slight rise in ⌬L as level increases at high levels is present in the coincidence performance and is predicted based on the spread of the high-frequency information beyond the highest CF in the model. A slight rise is also often observed in human data when plotted as a function of SPL ͑Florentine et al., 1987͒.
IV. DISCUSSION
It has often been suggested that the cochlear amplifier is responsible for the extremely wide dynamic range of the auditory system ͑e.g., Yates, 1995͒. However, this suggestion has typically been based solely on the compressive magnitude response observed on the basilar membrane. The present study quantifies the information available for level discrimination in the auditory nerve ͑AN͒ with and without the nonlinear gain and nonlinear phase responses that are associated with the cochlear amplifier.
A. The benefit of the cochlear amplifier for extending the dynamic range within narrow CF regions
The encoding of sound level within narrow CF regions has been studied psychophysically using notched-noise maskers; however, understanding mechanisms by which stimulus level within restricted CF regions can be robustly encoded has important implications for wide-band stimuli ͑such as speech͒, which often have independent information in many frequency regions.
Nonlinear gain
The ability of humans to discriminate changes in level consistently across a wide range of levels in Viemeister's ͑1983͒ notched-noise experiment has been interpreted as demonstrating that Weber's law is achieved based on average rate within a narrow range of CFs ͑e.g., Delgutte, 1987͒. The notched-noise masker is presumed to mask the CFs away from the signal, and the high-frequency signal is presumed to rule out temporal information. The present predictions support this idea at high frequencies, where the amount of cochlear compression is large enough that the LSR fibers can encode changes in sound level at high levels ͑Fig. 7͒. Figure  6 demonstrates that the ability of LSR fibers to encode changes in high sound levels is due to the nonlinear ͑level-dependent͒ gain ͑i.e., compression͒ associated with the cochlear amplifier. Changes in level of the high-frequency tone were only encoded up to 70 dB SPL in the LSR fibers when the nonlinear gain response was removed from the AN model, but were encoded up to 100 dB SPL with the nonlinear gain.
At low frequencies, however, the average-rate information in a narrow CF region was not adequate to account for Weber's law. There was not enough cochlear compression at low frequencies to encode changes in level across the entire human dynamic range in the average rate of any of the three SR groups ͑Fig. 7͒. The model LSR fibers, which have a sloping saturation, only encode changes in level of the lowfrequency tone up to 90 dB SPL based on average rate, and performance degrades significantly above 50 dB SPL. This result is consistent with predictions of level-discrimination performance based on cat AN fibers, for which ''straight'' rate-level curves are not observed ͑e.g., Sachs and Abbas, 1974; Delgutte, 1987; Viemeister, 1988a Viemeister, , 1988b Winslow and Sachs, 1988͒ . In contrast, Winter and Palmer ͑1991͒ predicted that level-discrimination performance for a 1-kHz tone based on guinea-pig AN fibers that innervate a single IHC was better than human performance up to at least 110 dB SPL; however, their model used compression values that were primarily determined from high-frequency fibers, and thus their model may not account for the reduced cochlear compression at low frequencies. Thus, while LSR fibers have been implicated in the encoding of sound level at high levels, they do not appear to quantitatively solve the dynamic-range problem at low frequencies.
Nonlinear phase
The nonlinear phase responses associated with the cochlear amplifier have rarely been considered for their ability to extend the dynamic range of the auditory system ͑Carney, 1994͒; however, they are significant because the wide dynamic range of their information about changes in level is present in all AN fibers, including the HSR fibers that comprise the majority of the AN population. Such a representation of level is preferred to the level-dependent combination schemes across SR groups that are required for average-rate information to account for level discrimination across a wide range of levels ͑Delgutte, 1987; Winslow et al., 1987; Viemeister, 1988a have suggested that level could be encoded based on average rate with a level-dependent selective processor that relies on HSR fibers at low sound levels and LSR fibers at high levels ͑see review by May et al., 1997͒ . Figure 7 demonstrates that the nonlinear phase responses within a narrow range of CFs support Weber's law at low frequencies based on a combination of the three SR groups that is anatomically realistic ͑Liberman, 1978͒. In fact, performance based on the near-CF HSR fibers alone is relatively flat across the entire range of human hearing.
Carney ͑1994͒ has illustrated schematically how nonlinear phase shifts on single AN fibers produce systematic temporal patterns across CF ͑i.e., spatio-temporal patterns͒. She showed responses for a bank of model AN fibers with different CFs as a function of time for several stimulus levels ͑Fig. 5 Carney, 1994͒. The main feature of the spatiotemporal patterns is that, as level increases, the trajectory across CF of the peaks in the discharge probability as a function of time becomes steeper ͑i.e., the responses across CF become more coincident͒. This motivated her to propose that sound level may be encoded in the spatio-temporal discharge patterns of AN fibers, and that an across-frequency coincidence mechanism could utilize these level cues at medium to high levels. Figure 7 demonstrates quantitatively that a set of monaural, cross-frequency coincidence counters can encode sound level robustly across the entire range of human hearing based on AN fibers within a narrow range of CFs for both low-and high-frequency tones.
Because the cochlear amplifier acts primarily in near-CF regions, the benefits from both gain and phase cues for extending the dynamic range within narrow-CF regions are particularly useful for complex stimuli such as speech, where spread of excitation is limited. This suggestion is consistent with the general finding that hearing-impaired listeners have the most difficulty with complex stimuli in difficult listening conditions where spread of excitation may not be possible ͑Moore, 1995͒. Due to the rolloff in AN phase-locking above 2-3 kHz, the greatest benefit from nonlinear-phase cues is at low frequencies; however, the majority of important speech information is at low frequencies. The ability of nonlinearphase information to account for Weber's law in narrow-CF regions at low frequencies ͑and the inability of average-rate information to do so͒, suggests that nonlinear-phase cues should be considered in the encoding of complex stimuli at high stimulus levels. Loss of the cochlear amplifier would be expected to degrade the representation of complex stimuli in impaired ears due to loss of the nonlinear-phase cues; however, this impairment would not be observed in physiological studies that quantify the reduction of AN information in impaired animals based only on average-rate and synchronizedrate responses ͑e.g., Miller et al., 1997 . In contrast, analyses of rate representations in the cochlear nucleus would be expected to demonstrate an impairment in the encoding of complex stimuli at high stimulus levels in impaired animals. The ability of monaural coincidence counters to encode changes in sound level at low frequencies across a much wider dynamic range than average-rate information in the AN may provide a basis for reports of enhanced rate representations in the cochlear nucleus. Blackburn and Sachs ͑1990͒ and May et al. ͑1998͒ have reported that rate representations of speech sounds are enhanced in the ventral cochlear nucleus ͑e.g., chopper neurons and primary-like units with low SR͒ compared with the AN in normal-hearing animals ͑reviewed by May et al., 1997͒ . Transient-chopper and primary-like-with-notch neurons in the cochlear nucleus have been shown to be sensitive to phase transitions across frequency, consistent with coincidence detection ͑Carney, 1990͒.
B. Pure-tone level discrimination in quiet 1. Near-miss to Weber's law at low frequencies
The present predictions suggest that the only effect of the nonlinear responses associated with the cochlear amplifier for level discrimination of low-frequency tones is that the near-miss, rather than Weber's law, is predicted based on the nonlinear phase responses. The degree of the near-miss in the all-information predictions is larger than in the rate-place predictions, but only matches human performance in the coincidence-detection predictions. Although there are many intuitive reasons to believe that cochlear nonlinearity would strongly influence level discrimination of tones, the predicted effect for tones in quiet is quite small. This nonintuitive finding results from the fact that at medium to high sound levels, where cochlear compression has a strong effect on near-CF BM responses, the primary information about changes in level is contributed by HSR fibers with CFs away from the frequency of the tone. Thus, the CFs that are dominating performance at medium and high sound levels are responding linearly because the nonlinear effects associated with the cochlear amplifier are restricted to near-CF frequencies.
Several other physiological models have produced a near-miss with only low-threshold, HSR fibers. Teich and Lachs ͑1979͒ demonstrated the near-miss with a rate-place model that had more rounded filter shapes than Siebert's filters and that incorporated the effects of refractoriness on AN discharge-count variance. Delgutte's ͑1987͒ model included average tuning-curve shaped filters and realistic AN-count variance. Heinz et al. ͑2001a͒ predicted a significant nearmiss based on a computational AN model with linear gamma-tone filters and Poisson discharge statistics. The ability of many models to predict the near-miss based on different mechanisms supports the idea suggested by Viemeister ͑1988a͒ that the near-miss to Weber's law is not a critical aspect of the dynamic-range problem, and that the robust encoding of sound level in narrow-CF regions is the most important issue.
Mid-level bump at high frequencies
A puzzling detail of human level discrimination of tones in quiet is that performance is nonmonotonic at high frequencies, in contrast to the consistent improvement in performance with level at low frequencies ͑e.g., Carlyon and Moore, 1984; Florentine et al., 1987͒ . Many of the psychophysical experiments exploring the ''mid-level bump'' ͑or the ''severe departure from Weber's law''͒ have used shortduration signals in various noise maskers, because the effect ͑when reported as ⌬I/I͒ is generally larger for short-duration signals ͑e.g., Carlyon and Moore, 1984͒ and can be enhanced or reduced by various configurations of notched-noise maskers ͑e.g., Oxenham and Moore, 1995; Plack, 1998͒. However, the analytical AN model used in the present study is only appropriate to compare to long duration conditions because onset/offset responses and neural adaptation are not included in the model. In addition, the effects of a notchednoise masker on the different types of AN information must be considered quantitatively using methods that are beyond the present study, as discussed below. Thus, the highfrequency mid-level bump reported by Florentine et al. ͑1987͒ for level discrimination of 500-ms pure tones in quiet is an appropriate comparison for the present predictions.
Plack ͑1998͒ has discussed several explanations for the mid-level bump based on both peripheral and central mechanisms; however, only those that are addressed by the present predictions are discussed here. Carlyon and Moore ͑1984͒ have suggested that the mid-level bump at high frequencies may be explained by two populations of AN fibers. They suggested that good performance was provided by the lowthreshold, HSR fibers at low levels and by the highthreshold, LSR fibers at high levels, with a degradation in performance at mid levels because neither population encoded changes in sound level. The absence of the mid-level bump at low frequencies was suggested to result from synchrony information providing good performance at midlevels. The present predictions do not support this explanation by Carlyon and Moore ͑1984͒. For the high-frequency tone, the transition between HSR and LSR fibers determining performance occurs near 80-90 dB SPL ͑Fig. 9͒, and no degradation in performance occurs because of the contribution of the third SR group ͑MSR͒ reported by Liberman ͑1978͒. The contribution of synchrony information at low frequencies is restricted to levels below those where HSR fibers contribute rate information ͑Fig. 9͒, and thus cannot be responsible for good performance at mid-levels. It was suggested by von Klitzing and Kohlrausch ͑1994͒ that the midlevel bump can be explained based on mid-level compression on the BM; however, their explanation requires that BM responses become linear above roughly 50 dB SPL, which has been shown not to be true in healthy cochleae ͑Ruggero et al., 1997͒.
The present predictions demonstrate that a mid-level bump that is consistent with human data results from the large amount of cochlear compression at high frequencies ͑Figs. 8 and 9͒. The degradation in model performance at mid-levels is due to the BM input-output function becoming strongly compressed at 30 dB SPL ͑Fig. 8͒. As level increases further, the spread of excitation goes beyond the near-CF nonlinear region, and performance is dominated by HSR AN fibers that are responding linearly. Thus, the nonlinear-AN-model predictions for the HSR fibers match those from the linear AN model at levels above 60 dB SPL. The lack of a mid-level bump at low frequencies in the model predictions is consistent with the small amount of cochlear compression at low frequencies ͓Fig. 1͑c͔͒.
Thus, the present predictions suggest that the main effect of compressive magnitude responses on level discrimination of high-frequency tones in quiet is a degradation in performance at mid levels. This hypothesis suggests that hearingimpaired listeners without a healthy cochlear amplifier would not show a mid-level bump. However, this would be difficult to measure due to the typically limited dynamic range in hearing-impaired listeners ͑Florentine et al., 1993͒.
In general, the effect of cochlear nonlinearity on level discrimination of tones in quiet was predicted to be small, because the influence of the cochlear amplifier is restricted to near-CF frequencies and the role of spread of excitation is large for tones in quiet. This small predicted effect is consistent with hearing-impaired listeners showing normal JNDs at equal SPL for suprathreshold conditions ͑Florentine et Schroder et al., 1994͒ .
C. Coincidence detection: A robust, physiologically realistic neural mechanism
The predictions from the present study suggest that a set of monaural, cross-frequency coincidence counters that receive AN inputs from a narrow range of CFs can account for Weber's law across the dynamic range of human hearing, both at low and high frequencies. This finding is significant because Weber's law in narrow-CF regions appears to be required to account for human level-discrimination performance ͑Florentine and Buus, 1981; Viemeister, 1983͒; however, an optimal combination of average-rate information across the set of three SR groups in the AN does not produce Weber's law across a wide range of levels, at least at low frequencies ͑Fig. 7; Colburn, 1981; Delgutte, 1987͒. Coincidence detection is a physiologically realistic mechanism, because any neuron with multiple subthreshold inputs acts as a coincidence detector ͑i.e., several nearly coincident discharges across the inputs are required to produce an output discharge͒. There is strong evidence that coincidence detection occurs in the binaural auditory system ͑Yin and Chan, 1990; Goldberg and Brown, 1969; Rose et al., 1966; Yin et al., 1987; Joris et al., 1998͒ , and coincidence detection forms the basis of most models of binaural processing ͑Colburn, 1996͒. Carney ͑1990͒ showed that several low-CF cell types in the antero-ventral cochlear nucleus ͑AVCN͒, primarily globular bushy cells, were sensitive to changes in the relative phase across their inputs. Joris et al. ͑1994a, 1994b͒ have provided evidence for monaural coincidence detection at all CFs in similar AVCN cell types based on enhanced synchronization in low-and high-CF cells to low-frequency tones.
The simple coincidence-counting mechanism analyzed in the present analysis was shown to utilize the leveldependent phase cues associated with the cochlear amplifier, as suggested by Carney ͑1994͒. In addition, the present study demonstrates that monaural, cross-frequency coincidence detection is a robust mechanism for encoding sound level in that both average-rate and nonlinear-phase information from AN discharges are encoded in the coincidence counts, as well as some information from synchrony cues. Thus, coincidence detection may account for level discrimination of noise as well, by decoding average-rate increases at low noise levels and increases in across-CF correlation due to broadened tuning at high levels ͑see Carney, 1994͒.
Overall coincidence-based performance depends on the implementation of the coincidence counter population, which was chosen to be simple and conservative in the present study. Inclusion of every AN fiber as an input to the coincidence population allowed the efficiency of the coincidence mechanism to be evaluated. Allowing each AN fiber to innervate only one coincidence neuron created an independent population for which performance could be more easily calculated. This implementation provided a conservative estimate of coincidence-based performance because allowing AN fibers to innervate more than one coincidence neuron could only improve performance ͑as long as potential acrossneuron correlation was accounted for in the combination across coincidence counts͒.
It is generally accepted that there is far more information in AN responses than is used by humans, and that an inefficient processor is needed to account for human leveldiscrimination performance ͑e.g., Colburn, 1981; Delgutte, 1987͒ . The coincidence-counting model processes the AN discharge times inefficiently. Information is lost in the process of coincidence detection because only the times of coincident AN discharges are considered. Additional information is lost by basing performance only on the coincidence counts ͑i.e., by ignoring the coincidence times͒. Even though the coincidence mechanism in the present study is far from optimal, the coincidence-performance predictions are typically shifted upward roughly in parallel from the allinformation predictions. Figures 7 and 9 illustrate that the degradation in performance that occurs due to the coinci-dence mechanism results in absolute performance levels for level discrimination that are very close to human performance. In addition, the monaural coincidence mechanism eliminates the requirement of an inefficient processor that varies its inefficiency as a function of level, which has been suggested based on average-discharge rate information in the AN ͑Colburn, 1981; Delgutte, 1987͒. The derivations of performance based on a monaural, cross-frequency coincidence counter described in Appendix B suggest an interesting property that could be useful for physiological studies of neurons that are hypothesized to perform coincidence detection. The ratio of the expected value of coincidence counts ͓Eq. ͑B12͔͒ to the variance of counts ͓Eq. ͑B13͔͒ is dependent only on the properties of the temporal coincidence window f (x). This ratio would be expected to be independent of stimulus parameters, and therefore the statistics of the observed discharge counts may be used to make inferences about the shape and size of the coincidence window of a given neuron.
D. Limitations of the present study
The analytical AN model was kept simple for the purposes of the present study. The model does not include the effects of external-and middle-ear filtering, or onset/offset and adaptation responses. Also, the model does not include many complex AN response properties, including refractory behavior, the effects of the olivocochlear efferent system ͑Guinan, 1996͒, and several complex irregularities in response to high-level tones ͑e.g., Liberman and Kiang, 1984; Kiang, , 1990 Ruggero et al., 1996͒ and clicks ͑Lin and Guinan, 2000͒ . The absence of these properties does not limit the basic conclusions of the present study, but does limit the applicability of the present model at high levels and for more complex stimuli, as discussed further in Heinz ͑2000͒.
Predictions in the present study were compared to human data for level discrimination in a notched noise based on the common assumption that the only effect of the notched noise is to eliminate spread of excitation of the tone. In order to accurately evaluate the validity of this assumption, the effect of the noise masker on different types of information must be quantified. This analysis requires two advances beyond the present study: ͑1͒ a more complex AN model and ͑2͒ an extension of the signal detection theory ͑SDT͒ analysis.
In order to accurately evaluate complex stimuli, the AN model must include a description of suppression properties ͑e.g., Sachs and Kiang, 1968; Delgutte, 1990; Ruggero et al., 1992͒ . The AN response to a CF tone in the presence of a notched-noise masker may be suppressed by the noise, whereas the response of AN fibers with CFs within the noise may be suppressed by the tone. Such complex interactions between the tone and noise maskers could contribute significant information to detection or discrimination of signals in noise and therefore need to be quantified.
For cases in which the stimulus is random, an extension of the SDT analysis beyond the present study is required to quantify the relative effects of physiological ͑internal͒ and stimulus ͑external͒ variation on psychophysical performance.
Heinz et al. ͑2001b͒ have described an extension of the SDT analysis to discrimination tasks in which a single parameter is randomly varied ͑e.g., random level variation͒. In addition, a general theoretical analysis of detection or discrimination of a signal in random noise has been developed and applied to the detection of tones in notched noise by Heinz ͑2000͒.
V. CONCLUSIONS
The cochlear amplifier benefits normal-hearing listeners by extending the dynamic range within narrow frequency regions. Nonlinear phase responses near CF associated with the cochlear amplifier encode changes in level across the entire dynamic range of hearing at low frequencies; however, the rolloff in phase locking reduces the effectiveness of phase cues at high frequencies for simple stimuli. Highly compressive basilar-membrane responses at high frequencies allow for the robust encoding of level based on average discharge rate; however, the reduction in cochlear compression at low frequencies reduces the relative ability of average rate to robustly encode sound level at low frequencies.
Cochlear nonlinearity has only a small effect on suprathreshold level discrimination of pure tones in quiet because performance is dominated by spread of excitation to linear off-CF responses. The only effects of cochlear nonlinearity predicted by the model for this task are the ''near-miss'' to Weber's law at low frequencies and the nonmonotonic ''midlevel bump'' at high frequencies.
Monaural coincidence detection is a physiologically realistic mechanism that can utilize the nonlinear gain and phase cues provided by the cochlear amplifier. Performance based on a population of coincidence counters matches human performance for level discrimination of tones across the entire dynamic range of hearing at both low and high frequencies.
sumptions and equations that specify the analytical model are described in this appendix, and basic response properties are shown in Fig. 1 .
The discharge statistics of AN fibers are assumed to be described by a nonstationary Poisson process with a timevarying rate function r(t). Equation ͑1͒ describes the phaselocked response of an AN fiber in response to a tone burst. The average discharge rate r͓L eff ͔ and the strength of phase locking g͓L eff , f 0 ͔ both depend on the effective level L eff that drives each AN fiber.
The effective level for the ith AN fiber is determined by the tone level L ͑dB SPL͒ and by the nonlinear-filter magnitude response H NL ( f 0 ,CF i ,L) for the characteristic frequency CF i and the tone frequency f 0 , i.e.,
The implementation of nonlinear tuning in the present model ͓see Figs. 1͑a͒-͑c͔͒ represents the idea that the cochlear amplifier produces high sensitivity and sharp tuning at low levels by providing amplification to near-CF frequencies, and that the cochlear-amplifier gain is reduced as level increases ͑Yates, 1995͒. At low levels, the magnitude response is described by linear triangular filters that are consistent with those used by Siebert ͑1968, 1970͒ to describe tuning curves in cat ͓see Fig. 1͑a͔͒ , i.e.,
͑A2͒
Nonlinear compression is incorporated into the magnitude response H NL by multiplying the linear triangular magnitude response H S by a level-and frequency-dependent attenuation factor, i.e.,
This form is used so that the level-and frequency-dependent attenuation ␥ dB ( f 0 ,CF i ,L) is specified in dB, which allows model properties to be matched directly to experimental descriptions of responses associated with the cochlear amplifier. The next few expressions describe the frequency and level dependence of this attenuation. The reduction in gain of the cochlear amplifier, ␥ dB , is specified based on several simple assumptions, consistent with physiological findings ͑e.g., Ruggero et al., 1997͒ : ͑1͒ For a given CF, the maximum gain G provided by the cochlear amplifier is produced for tones presented at CF, and G in dB increases with CF ͓see Fig. 1͑c͔͒ where G min ϭ20 dB, G max ϭ60 dB. ͑2͒ The cochlear amplifier provides full gain for levels below L thr NL ϭ30 dB SPL, and the cochlear-amplifier gain is systematically reduced as level increases from L thr NL to L sat NL ϭ120 dB SPL ͓see Fig. 1͑b͔͒ . ͑3͒ The cochlear amplifier only provides amplification for stimulus frequencies near CF, i.e., f l f NL р f 0 р f h f NL , where
as shown in Fig. 1͑a͒ . This simple implementation of the nonlinear frequency region results in a flat magnitude response between f l f NL and f h f NL at high levels (LуL sat NL ) and high characteristic frequencies (CF i у8000 Hz). Based on these assumptions, the level-and frequency-dependent reduction in gain is given in dB by The parameter ␤ mag (L, f 0 ) is a linear interpolation between the compression threshold L thr NL and saturation level L sat NL ͓see Fig. 1͑b͔͒ , and it represents the reduction in cochlearamplifier gain as level increases for near-CF frequencies. The second term in Eq. ͑A6͒ ͑in curly brackets͒ produces maximum gain at CF and reduced gain for tone frequencies off CF, and the third term controls the amount of gain as a function of CF.
In order to evaluate the effect of the nonlinear magnitude response on predictions in the present study, versions of the AN model with and without the nonlinear magnitude responses can be compared. The nonlinear magnitude responses can be excluded by setting ␤ mag (L, f 0 )ϭ0 for all levels and frequencies.
The dependence of average discharge rate r on the effective level L eff of an AN fiber is specified in terms of a simple saturating nonlinearity ͑based on Colburn, 1981͒ which depends on the spontaneous rate ͑SR͒, the saturated rate (R sat ), and the rate threshold (L thr ). The dependence of average rate on tone level L is shown for a high CF ͑maxi-mum gain͒ and a low CF ͑small gain͒ in Figs. 1͑d͒ and ͑f͒, respectively, for the three SR groups used in this study. The dependence of phase locking on effective level L eff is specified using the same general form of saturating nonlinearity, i.e., 
͑A9͒
where the dependence of synchrony on frequency, g max (f 0 ), is matched to data from cat ͓see Fig. 1͑e͒ ; Johnson, 1980͔, and is described by 
͑A10͒
Note that the threshold for phase locking is specified to be 20 dB below the average-rate threshold in Eq. ͑A9͒. The implementation of the nonlinear phase responses in the present study ͓see Fig. 1͑h͔͒ is based on several simple assumptions: ͑1͒ The level-dependent phase responses are limited to the same near-CF frequency region as the magnitude responses, f l f NL р f 0 р f h f NL . ͑2͒ Phase varies linearly with tone level. ͑3͒ The maximum phase changes occur half way into the near-CF nonlinear frequency region, i.e., at frequencies
The maximum phase shifts between low levels and 80 dB SPL are roughly /2. ͑5͒ The total traveling-wave delay at high levels (LϾL sat NL ) is compensated for in each CF with neural delays prior to innervation of the coincidencedetection population. This simple assumption is based on strong onset responses to tones for many cell types in the cochlear nucleus ͑Young, 1984; Rhode and Greenberg, 1992͒ . Based on these simple assumptions, the compensated nonlinear filter phase response ͓see Fig. 1͑h͔͒ is specified by the equation
͑A12͒
where ⌬ max ϭ 6 5 is the maximum phase change between L thr NL and L sat NL , and ␤ phase (L, f 0 )ϭ1Ϫ␤ mag (L, f 0 ), where ␤ mag (L, f 0 ) is specified by Eq. ͑A7͒.
Versions of the AN model with and without the nonlinear phase changes can be compared in order to evaluate the effect of nonlinear phase responses. The level-dependent phase changes can be excluded by setting ␤ phase (L, f 0 )ϭ1 for all levels and frequencies.
APPENDIX B: PERFORMANCE BASED ON A MONAURAL COINCIDENCE COUNTER
This appendix presents derivations of the expected value and variance of the coincidence counts C i j ͕T i ,T j ͖ ͓Eq. ͑2͔͒ that are needed to calculate the normalized sensitivity ␦Ј of a monaural, cross-frequency coincidence counter ͓Eq. ͑6͔͒. Similar equations and related discussions are presented without derivations by Colburn ͑1969, 1977b͒ for a binaural coincidence counter. The expected value and variance in Eq. ͑6͒ depend on the Poisson statistics of the two sets of independent AN discharge times, T i and T j , and will be shown to be given by
where r i (t;) and r j (t;) represent the time-varying rate functions of the two AN inputs to the coincidence counter, is a random phase imposed on every AN fiber ͑to force the lack of an absolute time or phase reference͒, and f (x) is the narrow temporal coincidence window.
The derivations of Eqs. ͑B1͒ and ͑B2͒ rely on several general results for decision variables of the form
where s(t l i ) is any function of the lth discharge time t l i generated from a Poisson process with rate function r i (t). It can
