Fast Data Encryption (FDE) is a new symmetric block cipher which has a DES-like structure. FDE has been designed with an increased key length, increased key scheduling complexity and an improved round function which can be executed in parallel. FDE uses eight Substitution Boxes (S-boxes) in the round function to provide confusion. In this paper, we present the FDE structure and an algorithm to construct a set of strong S-boxes. Eight suitable S-boxes from this set are suggested for use with FDE.
Introduction
Fast Data Encryption (FDE) is a new cryptographic structure based on the principles of the Data Encryption Standard (DES). FDE is suitable for both hardware and/or software implementation [13, 14] . In this paper, we show that FDE is a strong and powerful encryption algorithm that can easily be implemented and is much stronger than DES.
In the next section, the FDE structure is introduced. First, the criteria for designing FDE are discussed. These criteria were chosen to retain the advantages of DES while removing weaknesses. Second, the functionality of FDE is considered. The details of each round of encryption are discussed. Third, the key schedule for generating subkeys from the main key is presented.
In Section 3, an algorithm is presented to construct strong S-boxes. The algorithm employs a bit-to-bit method to design S-boxes with high nonlinearity using the Strict Avalanche Criteria (SAC) [1, 4, 11, 15] . This algorithm has three steps. In the first step, strong 4-bit functions are created, and in the second step 4 × 4 S-boxes are created from the functions obtained in the first step. The third step generates 6 × 4 S-boxes from the S-boxes found in Step 2. The first and second steps of this algorithm are exhaustive, while the last step employs a random search because of the size of the search space. With this algorithm, several thousand strong S-boxes were created, and eight were chosen for use in the FDE structure.
The last Section summarizes the results presented in this paper.
Fast Data Encryption Structure
Fast Data Encryption (FDE) is a symmetric block cipher with a DES-like structure in which the two fundamental cryptographic operations, confusion and diffusion, are performed by substitution boxes and bit permutations, respectively, as in DES. FDE was designed to eliminate DES shortcomings (such as a short key length and a simple key generation algorithm) [2, 5] . In particular, the key length in FDE is 128 bits. A modified DES round structure is employed and permutations are performed on both halves of the data block. Since these operations are separate, the calculations can be done in parallel.
In the FDE round function, eight 6 ×4 S-boxes are used (as in DES). As is well known, the DES S-boxes are not suitable for use in most encryption structures, as they are far from ideal [2] . In addition, the different round structure in FDE requires different S-box properties (with differing priorities). Thus we present new S-boxes and their design in this paper. The FDE design criteria are given below.
FDE Design Criteria
The design of FDE takes into account the following criteria to create a block cipher to replace DES:
1. Improved round function 2. Increased key scheduling algorithm complexity 3. Increased key length (to 128 bits) 4 . Improved S-boxes 5. Parallel computations in the round function 6. A symmetric round structure for efficient pipelined hardware implementation
Functional Structure of FDE
The odd and even FDE round functions are shown in Figs. 1 and 2 , respectively. L i and R i are the first and last 32 bits, respectively, of the 64 bit data block in the i-th round. According to Figs. 1 and 2, the round operations are done in two stages. First the G or G data block is XORed with the 32 bit partial keys X 3i+1 , X 3i+2 and X 3i+3 . Then the substitution and permutation operations are done in F with the 16 bit keys Z 2i+1 and Z 2i+2 . Note that five partial keys from the 128 bit key are employed in each round. The substitution and permutation operations are executed concurrently on each of the two halves of the data block. On the right, S and P are employed, and on the left, the inverse of these are used (S −1 and P −1 ). As with DES, S is a substitution network that consists of eight 6 × 4 balanced S-boxes that map a 32 bit input to a 32 bit output according to 16 bit keys Z. This is shown in Fig. 3 . P is the same as in DES.
The key for S is obtained by XORing the 32 bit keys with the data block. This is used to select the S-boxes according to 16 bit keys (two bits of Z determine a 4 × 4 S-box from a 6 × 4 S-box).
The FDE structure shown in Fig. 4 consists of 16 rounds, and initial and final permutations. Note that there is no F function in the last round. The G, G , F , T and hl functions are defined as where ⊕ denotes modulo-2 addition (XOR).
Figure 1: An even round in FDE.
Figure 2: An odd round in FDE.
Figure 3: The FDE substitution network structure.
In FDE, T is a function that exchanges the two halves of a 64 bit block and is used after the initial permutation. Obviously the inverse of T is equal to itself. hl is a function that converts one 64 bit block into two 32 bit blocks. The inverse of hl converts two 32 bit blocks to one 64 bit block. FDE encryption with these definitions is then
where IP denotes initial permutation. For decryption, we reverse both sides of (2) giving
The inverses of F , G and G are
respectively, because
Thus by substituting (4) in (3) we obtain
Considering the T function, we have
This means that T operating on the left of G , G and F −1 is equivalent to G, G and F , respectively, with T moving to the right side. Thus decryption in (2) can be transformed to
This shows that decryption is the same as encryption, except that the order of the partial keys is reversed. This was a consideration in choosing 16 rounds for FDE implementation. Since G and G are duals, and encryption starts with G, encryption should end with G . Thus G should occur after an odd number of F functions, which implies that the number of FDE rounds be even (as the last round has no F ).
The FDE Key Scheduling Structure
Categorizing the keys in each round, we have the following vectors
Each U i is a 64 bit vector and V is a 96 bit vector. With this definition, FDE is simply
The key generation algorithm is shown below. U is the 128-bit main key, and X and Y are sequentially the first and last 32 bits of U, respectively.
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Choose 96bit(U ) is a selection function which chooses 96 bits from 128 bits (U) for the partial key V . As encryption is a complicated logical operation, the relationship between partial keys will also be complicated. This complexity can be considered an advantage since in practice the subkeys can be considered independent in different attacks. Another advantage of this key generation algorithm is an increase in the Cost of Exhaustive Search (CES) attack complexity by a factor of 31 over that for the simple DES key generator [13] . One minor drawback of this key generation algorithm is that it requires 128 × 16 bits (256 bytes) of memory to store the partial keys. Another is that 30 FDE encryptions are required (to create the partial keys related to the new main key), to start encryption with a new key.
Designing Strong S-boxes
Definitions and Preliminaries
An n × m S-box S performs a mapping of the form S : {0, 1} n → {0, 1} m . S can be represented as 2 n m-bit numbers r 0 , r 1 , . . . , r 2 n −1 or a 2 n × m binary matrix. In this form these numbers are called S-box rows and each m-bit number gives the S-box output for each of the 2 n possible inputs (S(x) = r x , 0 ≤ x < 2 n − 1). This is denoted as the binary matrix representation. S can also be considered as m functions:
, where each f i is a Boolean function. In this form these functions are called S-box columns [10] . Both of these definitions will be used in this section. The linear combination of two functions is defined as
L n is the set of {0, 1} n → {0, 1} linear functions. f is linear if it can be written as the multiplication of a constant vector and an input vector
where multiplication is defined as
A n denotes the set of affine functions mapping f : {0, 1} n → {0, 1}. f is an affine mapping if
These definitions will be used below.
Walsh Transform:
The Walsh transform of a function f : {0, 1} n → {0, 1} is defined as
The set of bent functions f : {0, 1} n → {0, 1} with n even, is defined as
Nonlinearity:
The nonlinearity of a function f : {0, 1} n → {0, 1} is defined as
where wt() denotes the minimum Hamming weight of the function, defined as the least Hamming distance between the function and an affine function. The Hamming weight of an n-bit sequence is equal to the number of ones in the sequence. It can be shown that the above definition is equivalent to the following expression employing the Walsh transform (which is more suitable for calculation) [12] 
The nonlinearity of an S-box S is defined as
where C is the set of all nontrivial linear combinations of the columns of S.
Balance:
The function f : {0, 1} n → {0, 1} is called balanced (bidirectional) if the number of zero and ones in its output is equal when the input accepts all possible values. This means that wt(f ) = 2 n−1 . In general, the function
m is repeated an equal number of times (2 n−m ), for all values of x in the domain. Also, an S-box is balanced if its mapping is defined by a bidirectional function.
Inverse:
The inverse of a balanced S-box S : {0, 
The table entry for α, β denotes the number of input pairs with difference α that generate a difference of β in the output. For an S-box, the XOR value is defined as the maximum value in the XOR table
Let Nz denote the number of non-zero values in the XOR table. The mean and variance of the XOR table can then be defined as
The dynamic distance of order j of a function f : {0, 1} n → {0, 1} is defined as [10] 
This distance can be used to quantify dynamic properties such as the strict avalanche criterion and bit independence criterion.
Strict avalanche criterion:
A function f : {0, 1} n → {0, 1} satisfies the Strict Avalanche Criterion (SAC) if for each input value change, each output bit changes with probability 1/2 [10] . This means that DD 1 (f ) = 0. This is related to the completion of an encryptor which means that each output bit is related to all input bits (key and plaintext). The SAC for a block cipher means that modifying an input bit causes on average half of the output bits change. The distance to SAC is defined as [10] DSAC(f ) = DD 1 (f )
Bit independence criterion:
For an S-box S : {0, 1} n → {0, 1}, output bits are independent if for a change in an input bit the resulting correlation between two output bits is zero. The distance Bit Independence Criterion (BIC) is defined as [10] DBIC(S) = max c∈{0,1} n wt(c)=2
where M is a binary matrix corresponding to S (representation of S as a 2 n ×m binary matrix), and matrix multiplication is done with addition modulo-2. A lower BIC means the outputs due to changes in the inputs are more independent.
S-box Design Criteria
In this paper, the goal is to find S-boxes for which S and S −1 have the following properties:
• High nonlinearity values.
• The XOR table has a proper distribution and XOR(S) is small.
• Satisfy the SAC.
• Output bits change independently (satisfy the BIC).
The first property provides resistance against linear attacks. If the S-box columns are close to a linear function, the S-box mapping will be near linear and as a result the encryption process can easily be defined by some linear equations. The second property will aid in protection against differential cryptanalysis [3] (by proper we mean that the table has close to a constant distribution so that σ is small [10] ). This property is necessary (but not sufficient), to ensure the r-round characteristic [7, 8] with high probability [3] . If an S-box does not satisfy the SAC, some output bits will be dependent only on some input bits. It is possible to use this dependency in a selected text attack if enough cipher text and plaintext can be obtained. This is useful in key space searches. The second to fourth properties ensure that the S-box has good dynamic properties [4] .
The inverse of a balanced 6 × 4 S-box is obtained by inverting each of the 4×4 S-boxes. In the FDE round functions (encryption and decryption), S −1 is employed, hence the above properties must hold for each S-box and its inverse. This is true for most block ciphers which use bidirectional S-boxes.
The bit-to-bit method of balanced S-box construction
A balanced m × m S-box is a permutation of 0 to 2 m − 1, hence the total number of m × m balanced S-boxes is equal to the number of mappings of (0, 1, . . . 
This shows that it is infeasible to search the complete space to find the optimal S-boxes. A random search of this space will result in good S-boxes with low probability since the solution space is small (given the S-box properties being considered). Hence, it is necessary to limit the search in a controlled way. The first method we consider to find an m×m balanced S-box is to generate M functions, each of which is an S-box column. In other words, choose m distinct m bit functions to create a permutation of 0, 1, . . . , 2 m − 1. This is called a bit-to-bit design and is based on the idea that a strong S : {0, 1} m → {0, 1} m map is composed of m strong m-bit functions. In the bit-to-bit method we first create a set of N m-bit functions Δ = {f 1 , f 2 , . . . , f N }. Then m functions are selected from this set such that
This method was first proposed by Webster [15] , and then by Tavares and Adams [1] . Dawson also used this method to create 12,000 S-boxes with good information theoretic properties [4] . O'Connor analyzed this algorithm both theoretically and by simulation [11] . He showed that it is infeasible for m > 6. He obtained a lower bound on the size of Δ such that the probability of having an m bit permutation is greater than 1/2 Table 1 shows the exponential growth of N * m as m varies from 4 to 10. O'Connor also proved that finding an m-bit mapping in Δ is an NP-hard problem, so the algorithm complexity grows exponentially with the size of Δ. Hence, although this S-box design method is better than an exhaustive search, it is still too complex for implementation for practical values of m. 
A New S-box Construction Algorithm
Our new S-box construction algorithm is performed in three steps.
1. Create a set Δ from the functions f : {0, 1} 4 → {0, 1} which satisfy the SAC.
Create 4 × 4 S-boxes from Δ such that the S-box and its inverse have
good properties as given above.
3. Create 6 × 4 S-boxes which satisfy the criteria from the 4 × 4 S-boxes in step 2.
These steps are described in detail below.
Creating a set of SAC functions with maximum nonlinearity
It can be shown that the following inequality is true for each n bit function
Equality holds only when the function is bent [12] . Bent functions have maximum nonlinearity and also satisfy the SAC [9] . However, bent functions are not balanced (their Hamming distance is 2 n−1 ± 2
n−1 ). Therefore, bent functions are not suitable for inclusion in the set Δ. Nonlinearity for balanced functions is less than that for bent functions. Seberry et. al [12] obtained upper and lower bounds on the maximum nonlinearity for a balanced function, and these values are given in Table 2 .
The maximum nonlinearity upper bound for V 2k is 2 2k−1 − 2 k−1 − 2. The maximum nonlinearity lower bound means that balanced functions can be created which have this nonlinearity, which is 2 2k−1 − 2 k for V 2k . Several methods were suggested in [12] to generate functions with this nonlinearity. From Table 2 , the maximum nonlinearity for V 4 is 4. The lower bound for V 6 is 24, while the upper bound is 26 (the true value can be obtained by checking all 2 64 6-bit functions). In our design, the set Δ was created by a computer search from V 4 balanced functions which satisfy the SAC and have the maximum nonlinearity for a balanced function (nl(f ) = 4). The number of functions satisfying these conditions is 1368.
Creating 4 × 4 S-boxes from Δ
Using the functions generated in the first step, and a bit-to-bit method with a branch and bound strategy [11] , we created a set of strong 4 × 4 S-boxes. In this step all groups of 4 members of Δ that produced a permutation were checked. The depth of the tree search was four. In each level of the tree search, one S-box column was selected.
The number of S-boxes that can be generated from Δ is very large, as shown by the following approximation
Number of S-boxes
, and with N = 1368 is a very large number. Because of memory restrictions, it is not feasible to store all of these S-boxes. Hence a Cost function was used to reject some of them. In the design process, there were cases of two S-boxes in which one S-box was better in terms of one property while the other S-box was better in terms of another. A Cost function determines which S-box is better and should be kept. The definition of this function is important as it shows which properties are more important in the design. In this paper, the Cost function is a linear combination of nonlinearity, output bit independency and the SAC for each column
The maximum value of this function corresponds to the maximum S-box nonlinearity, and the shortest distances to SAC and BIC. The details of this function are given in the following pseudo-code
min) then Output and Save s; Cost min = Cost(s) }
The search of all possible combinations is done in four loops. At the beginning of the second, third and fourth for loops, a restriction is placed on the search based on a partial permutation of the functions selected up to that level. A k-tuple (f 1 , f 2 , . . . , f k ) is a partial permutation if the k-bit function defined by the concatenation of f 1 to f k is a balanced mapping. This ensures that the given combination of functions creates a partial permutation which can be converted to a complete permutation by the proper selection of additional functions.
The if instruction within the last for loop checks the S-box Cost function. If this value is greater than or equal to Cost min, the S-box is saved and Cost min is updated.
If
is a balanced mapping, each permutation of the elements will also be balanced, giving 4! = 24 equivalent solutions. Hence in our algorithm each for loop index is greater than the previous loop index to consider only one of these possibilities. This significantly reduces the execution time and memory requirements.
Execution of this algorithm on a Pentium-III (MMX 550 MHZ) machine took approximately 50 hours. The Cost min value was initially 8 but quickly increased to 12 once some S-boxes were obtained. The number of S-boxes with Cost value 12 is 1535. The properties of these S-boxes are
Thus for the best 4 × 4 S-boxes, the nonlinearity is maximum, the SAC is satisfied for all S-box columns, but the BIC is not the best as the distance is 2. The XOR table distribution values for these S-boxes have
All S-boxes with Cost value less than 12 were discarded at this point.
Creating 6 × 4 S-boxes from 4 × 4 S-boxes
Since four 4 × 4 S-boxes are required to create a 6 × 4 S-box, we select four 4 × 4 S-boxes from those obtained in the previous step and construct the corresponding 6 × 4 S-box. We have
If checking one condition takes 10 nanoseconds, it would take 24 years to check all conditions, thus we are forced to do a random selection. The algorithm pseudo-code for this is given below. 
} } First four 4×4 S-boxes are selected at random, and a random permutation is applied to their columns (select random permutation()). Then the properties of the corresponding 6 × 4 S-box are checked. The aim is to find S-boxes with Cost functions that have Cost min and SAC, nonlinearity and BIC values not less than T Dsac, T nl and T Dbic. As the calculation of the Cost function is time consuming, these bounds are checked separately to prevent unnecessary computations.
Results and Final S-box Selection
The initial values were selected as:
T nl = 20, T Dsac = 16, T Dbic = 10, Cost min = 24, MAX = 2200
It took 40 hours to produce 2200 S-boxes. Values of the Cost function ranged from 24 to 32. Checking these S-boxes shows there is a tradeoff between the properties. When one value becomes optimum, others are typically not optimum. For example, five S-boxes with a Cost function of 32 were obtained. These S-boxes (S1-FDE is one of them) have the following properties:
This shows that this group satisfies the SAC, but output bit independence is not achieved completely (as was the case with the 4×4 S-boxes). The DBIC(S) value was the least value among the S-boxes, so it seems likely that this is the minimum possible value. The nonlinearity of this group is 20 which is not the maximum achieved. Another group has a nonlinearity of 22 (FDE-S2 is in this group). The properties of this group are:
Note that the XOR table distribution of this group is also better, but the SAC value is worse. The S-box columns in this case have distance 8 from the SAC.
In fact among all 2200 S-boxes, the best SAC value and a nonlinearity of 22 were never achieved simultaneously. Also a nonlinearity of 24 was never achieved, thus it is likely not possible. To have a nonlinearity of 24, the combination of all S-box columns must have a nonlinearity of 24. For example, the following S-box S = {8, 1, 3, 5, 6, 9, 2, 10, 14, 13, 12, 4, 15 has these values. All columns of S and S −1 have a nonlinearity of 24, but the S-box nonlinearity is 22 because some linear combination of the columns of S have a nonlinearity of 22.
The maximum value achieved for non-zero values in the XOR table is 88, and the minimum value of XOR(S) is 12 (FDE-S6 is one of these). In this group, the better XOR table distribution goes with poorer SAC and BIC properties, as shown below
In general, it is difficult to say which S-box is better among these groups, as this depends on the encryption algorithm structure and the possible attacks against it. From the 2200 S-boxes, eight were selected for use in the FDE structure. These S-boxes are given in Appendix A, and are denoted as FDE-S1 to FDE-S8. In the selection of these S-boxes, the following properties were considered a priority: 
Comparison with DES S-boxes
The following properties were used in the design of the DES S-boxes [6]:
1. None of the S-boxes is a linear or affine function of the inputs.
2. Modification of one input bit causes at least two changes in the output.
3. S-boxes are selected so that for a constant input bit, the difference in the number of 0 and 1 outputs is minimized.
S(x)
and S(x ⊕ 001100) differ in at least in two bits.
The first property ensures the nonlinearity of the S-boxes, which is also considered in the design in this paper. The second property concerns the SAC and the third considers the independence of the SAC variables. Both of these are encompassed in the design given here. The sixth property ensures that each DES 6 × 4 S-box is constructed from four balanced 4 × 4 S-boxes. In fact the first and sixth bit of these 4 × 4 S-boxes selects the function. Each 4 × 4 S-box denotes a permutation of (0, 1, . . . , 15). In DES, the first and sixth input bits of the S-box are key bits. In the DES algorithm the balanced property is not used and in fact DES encryption will work regardless of the S-box mapping. The fourth and fifth properties result in an interesting characteristic of DES S-boxes as given in the following theorem [6] .
Theorem 3.1 If two inputs to the F-function result in equal outputs, the two inputs must differ in the inputs to at least three neighboring S-boxes.
This property provides DES with some resistance against differential attacks, in particular, DES has a low probability of 2-round iterative characteristics. This implies that the DES designers were aware of differential attacks. Tables 3  to 6 compare the FDE and DES S-boxes in terms of nonlinearity, SAC, output bit independence and XOR table distribution, respectively, which were our design factors.
By comparing the values in these tables, we find that the S-boxes given here are better than the DES S-boxes in terms of all four properties. The FDE S-boxes were not designed considering the fourth and fifth properties, but the differences in structure (no expanding function and the independence of key and data bits in each S-box), make this less important. Knudsen showed that without these properties, the resulting encryptor may be weak against differential attacks [7, 8] . This weakness is because of the potentially high probability of 2-round iterative characteristics. In addition, Kim states that resistance to a differential attack cannot be decided based on the XOR table [6] , and that it requires consideration of all n-round iterative characteristics. This along with the analytical and stochastic evaluation of FDE will be the subject of a future paper. 
