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Abstract
Ramsey minimal graph is one of growing topics in Ramsey theory. The search of Ramsey minimal graphs for a combination
of graphs G and H is an interesting and diﬃcult problem. In this paper, we study the properties of Ramsey minimal graphs for
G = mK2 and H = Pn. In particular, we determine all unicyclic Ramsey minimal graphs for this combination.
c© 2015 The Authors. Published by Elsevier B.V.
Peer-review under responsibility of the Organizing Committee of ICGTIS 2015.
Keywords: Ramsey minimal graph, matching, path, unicyclic.
2010 MSC: 05D10, 05C55
1. Introduction
In this paper, we only consider simple graphs. For any given graphs G and H, the notation F → (G,H) means that
in any red-blue coloring on all edges of F there exists a red copy ofG or a blue copy of H in F. A (G,H)−coloring is a
red-blue coloring in F such that neither a redG nor a blue H occurs. A graph F is said to be a Ramsey (G,H)−minimal
if F → (G,H) but for each e ∈ E(F), (F − e)  (G,H). Denote by R(G,H) the set of all Ramsey (G,H)−minimal
graphs.
The problem of determining all graphs F in R(G,H) for a ﬁxed pair of graphs G and H is a diﬃcult problem, even
for small graphs G and H. Burr [5] proved that if G = mK2, for any m ≥ 1 and H is any graph, the complexity of
this problem is polynomially bounded. Numerous papers have discussed the problem of determining the property of
graphs belonging to the set R(G,H).
Burr et al. [3] proved that R(mK2,H) is ﬁnite for arbitrary graph H. They derived the upper bound in terms of the
size of graph F of order n belonging to R(mK2,H), namely |E(F)| ≤
b∑
i=1
ni where b = (m−1)
((
2m − 1
2
)
+ 1
)
+1 for m > 1.
Particularly for H = 2K2, Burr et al. [4] characterized all graphs in this set if m = 2, 3, and 4.
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For H is a path Pn, we summary all results as follows. Mengersen and Oeckermann[6] showed that R(2K2, P3) =
{2P3,C4,C5}.Baskoro and Yulianti [2] proved that for n ≥ 3, the graph 2Pn is the only disconnected graph inR(2K2, Pn)
and there is no tree as a member. Moreover, Mushi and Baskoro[7] derived the properties of graphs belonging to the
set R(3K2, P3) and determined all graphs in this set. Next, Wijaya et al. [8] gave all graphs in the set R(4K2, P3).
Recently, Baskoro and Wijaya[1] gave some necessary and suﬃcient conditions for graphs in R(2K2,H).
Based on the results of Ramsey minimal graphs for a pair of matchings and paths above, it is a natural problem to
ﬁnd the properties concerning the graphs in R(mK2, Pn) for any integers m, n > 1. In this paper, our aim is to derive
the properties of graphs belonging to R(mK2, Pn).We, then, determine all cycle graphs in R(mK2, Pn) for every m and
n. In particular for n = 3, we determine all unicyclic graphs other than cycles in R(mK2, P3).
Most recently, Wijaya et al. [9] gave the necessary and suﬃcient condition of graphs in R(mK2,H), for any positive
integer m > 1 and any graph H. In the same paper they established a relationship between graphs in R(mK2,H) and
R((m − 1)K2,H) and gave the following corollary.
Corollary 1. [9] Let H be a graph and m be a positive integer. If F ∈ R(mK2,H), then for any v ∈ V(F) and any
K3 ⊆ F, both graphs F − v and F − E(K3) contain a graph G ∈ R((m − 1)K2,H).
2. Main Results
Let u, v be any two vertices in a graph G. Denote by u∼ v if u is adjacent to v. The main results of this paper are
presented in the following lemmas and theorems.
Lemma 2. Let m > 1 be a positive integer. Let F be a connected graph. If F ∈ R(mK2, Pn), then |V(F)| ≥ 2m.
Proof. If |V(F)| = 2m− 1, then color all edges of F by red. In this case, we obtain no red mK2 nor blue Pn. Therefore,
F  (mK2, Pn), a contradiction.
Theorem 3. Let m, n > 1 be positive integers. The graph mPn is the only forest in R(mK2, Pn).
Proof. First, we prove that mPn ∈ R(mK2, Pn). Consider any red-blue coloring of mPn containing no blue Pn. Then,
there is at least one red edge in every component Pn. This means that there exists a red mK2. Thus, mPn → (mK2, Pn).
Next, for any edge e in mPn, we have mPn−e  (m−1)Pn∪H, where H is a disconnected graph with two components
Ps ∪ Pt, where s + t = n. Let φ be a red-blue coloring of mPn − e such that one edge in each Pn is colored by red and
the remaining edges are colored by blue. Thus, we obtain a (mK2, Pn)−coloring of mPn − e.
Let F be a forest with more than one component in R(mK2, Pn). Since every edge e ∈ E(F) must be in a path Pn,
then every component of F must contain a path Pn. By the minimality, F = mPn.
Theorem 4. Let m, n > 1 be positive integers. Then, there is no tree in R(mK2, Pn).
Proof. Baskoro and Yulianti [2] proved that there is no tree in R(2K2, Pn). Therefore, we only consider m > 2. Suppose
that there exists a tree T in R(mK2, Pn). Let L be the longest path in T, where V(L) = {v1, v2, . . . , v}. Then, n ≤  ≤
mn−1, otherwise T ⊃ mPn, a contradiction to the minimality of T. If  = n, then vn is a pendant vertex of T. Therefore,
T − vn = T1 is a tree. By Corollary 1, T1 must contain a forest (m− 1)Pn, which is not possible, since the longest path
in T1 is not greater than n. If  ≥ n + 1, then ﬁnd x = vi ∈ L such that one of the components of T − x containing
vi−1 will contain a path Pn, and x is the ﬁrst vertex satisfying this condition. The existence of x is guaranteed, since
x = vn+1 will satisfy this condition. By Corollary 1, T −vi−1 must contain a graphG ∈ R((m−1)K2, Pn). Since T −vi−1
is acyclic graph, G = (m − 1)Pn. The graph T − vi−1 = T2 ∪G1 is a disconnected graph with at least two components,
where v1, v2, . . . , vi−2 ∈ T2. Then, T2 does not contain a path Pn. Hence, G1 must contain a forest (m− 1)Pn. It implies
that T contains a forest mPn, a contradiction to the minimality of T.
Since there is no tree in R(mK2, Pn), every connected graph which belongs to R(mK2, Pn) must contain a cycle.
Lemma 5. Let F be a connected graph in R(mK2, Pn) and s be the circumference of F. Then, 3 ≤ s ≤ mn − 1.
Proof. Let s be the length of the longest cycle (circumference) of F. Clearly s ≥ 3. Next, if s ≥ mn, then F contains
mPn. This contradicts the minimality of F.
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Theorem 6. Let m > 1 and n > 2 be positive integers. A cycle graph Cs ∈ R(mK2, Pn) if and only if mn − n + 1 ≤ s ≤
mn − 1.
Proof. Let V(Cs) = {v1, v2. . . . , vs} and E(Cs) = {e1, e2, . . . , es}, where ei = vivi+1 for all i ∈ [1, s], and the indices are
calculated in mod s. First, we prove that Cs ∈ R(mK2, Pn) if and only if mn − n + 1 ≤ s ≤ mn − 1. Consider any
red-blue coloring ofCs not containing a red mK2. Then, either no red edge occurs or all red edges form a disconnected
subgraph of at most m − 1 components and each component is a P3. Therefore, there are at most 2(m − 1) red edges
in Cs. The blue edges also form a disconnected subgraph of Cs with at the same components as in the red subgraph.
Each blue component forms a path. There is always a blue Pn if and only if the total number of blue edges is at least
(m − 1)(n − 2) + 1. Therefore, together with red edges, s ≥ 2(m − 1) + (m − 1)(n − 2) + 1 = (m − 1)n + 1. Since
Cs  mPn then s ≤ mn − 1. Thus, we have shown that Cs → (mK2, Pn) if and only if mn − n + 1 ≤ s ≤ mn − 1.
Next, for every e ∈ Cs, we have Cs − e  Ps.We can see easily that there exists a (mK2, Pn)−coloring of Cs − e if
and only if mn − n + 1 ≤ s ≤ mn − 1. Hence, Cs ∈ R(mK2, Pn).
Next results, we determine all connected unicyclic graphs in R(mK2, P3), for every positive integer m > 1. For
integers s ≥ 3, t ≥ 1, denote by Cts is a graph obtained from a cycle Cs by adding t pendant vertices such that all
vertices in the cycle have degree either 2 or 3. Suppose thatCts has the vertex-set V(C
t
s) = {v1, v2, . . . , vs, u1, u2, . . . , ut}
and the edge-set E(Cts) = {e1, e2, . . . , es, es+1, . . . , es+t}, ei = vivi+1 (mod s), for i ∈ [1, s] and es+i = uivui , where
vui is the vertex in Cs which is adjacent to a pendant vertex ui for i ∈ [1, t]. Furthermore, Cts has a gap sequence
(a1, a2, . . . , at−1) if d(vui , vui+1 ) = ai for all i = 1, 2, . . . , t − 1.
Now, we observe s and t in Cts.We can prove easily that 2m ≤ s ≤ 3(m − 1) and t ≥ 2 by the following lemma.
Lemma 7. If Cts ∈ R(mK2, P3), then 2m ≤ s ≤ 3(m − 1) and t ≥ 2.
Proof. Let Cts ∈ R(mK2, P3). By Lemma 5, Cts has circumference 3 ≤ s ≤ 3m − 1. Suppose that s does not satisfy
2m ≤ s ≤ 3(m− 1). So, 3 ≤ s ≤ 2m− 1 or s > 3(m− 1). First, we assume 3 ≤ s ≤ 2m− 1. Let φ be a red-blue coloring
of F such that φ(x) = red for x is a cycle edge in Cts and φ(x) = blue otherwise. We obtain a (mK2, P3)−coloring of F.
Next, if 3m − 2 ≤ s ≤ 3m − 1, then by Theorem 6, F is not minimal.
Now, suppose that t = 1. Let u be the pendant vertex ofC1s , u∼v1, for v1 ∈ V(C1s ).Deﬁne φ as a red-blue coloring of
C1s such that φ(x) = red for x incident to v1, vn+1, . . . , v( s−1n n+1) and φ(x) = blue otherwise. Under this coloring, there
exists a red
(
 s−1n  + 1
)
K2 of C1s where 1 ≤  s−1n  ≤ m − 2. Hence, C1s contains no red mK2 nor blue Pn. Therefore,
t ≥ 2.
By Theorem 6, there exists a (mK2, P3)−coloring of cycle Cs, 2m ≤ s ≤ 3(m− 1). By maximizing the red color, the
coloring of edges ofCs form a red P3 and a blue K2, alternately. Adding some pendant vertices inCs will form a graph
Cts. The graph C
t
s will be in R(mK2, P3) depending on the number of pendant vertices and the gap sequence of them.
Next lemma shows that if there exists at least one a multiple of 3 in a gap sequence of Cts, then C
t
s  R(mK2, P3).
Lemma 8. Let 2m ≤ s ≤ 3(m − 1) and (a1, a2, . . . , at−1) be a gap sequence of Cts. Suppose ai ≡ bi mod 3 for every
i ∈ [1, t − 1] and bi ∈ {0, 1, 2}. Let bi0 = 0 for at least one i0 ∈ [1, t − 1]. Then, Cts  R(mK2, P3) for every t ≥ 2.
Proof. Let bi0 = 0 for at least one i0 ∈ [1, t − 1]. We assume a1 = 3, a2 = 1, and ai = 2 for i ∈ [3, t − 1]. So,
b1 = 0, b2 = 1, and bi = 2 for every i ∈ [3, t − 1]. Let ui and vi be the pendant vertex and the vertex in cycle Cts,
respectively. We assume u1 ∼ v1, then u2 ∼ v4 and ui ∼ v2i−1 for i ∈ [3, t]. If t > 3m − 1 − s, then Cts contains a graph
mP3. By Theorem 3, Cts is not minimal. If t ≤ 3m − 1 − s, then we deﬁne φ as a coloring of F such that
φ(x) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
red, for x incident to v1,
x incident to v2i, i ∈ [2, t],
x incident to v2t+3 j, j ∈
[
1,
⌊
s−2t
3
⌋]
,
blue, otherwise.
Under coloring φ, Cts contains at most m − 1 disjoint red edges but it does not contain a blue P3. Thus, φ is a
(mK2, P3)−coloring of Cts.
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Lemma 9. Let 2m ≤ s ≤ 3(m − 1) and (a1, a2, . . . , at−1) be a gap sequence of Cts. Suppose ai ≡ bi mod 3 for every
i ∈ [1, t − 1] and bi ∈ {0, 1, 2}. Let bi  0 for all i ∈ [1, t − 1] and bi0 = 1 for at most one i0 ∈ [1, t − 1]. Then,
Cts ∈ R(mK2, P3) if and only if t = 3m − 1 − s.
Proof. Let bi  0 for all i ∈ [1, t − 1] and bi0 = 1 for at most one i0 ∈ [1, t − 1].We consider two cases, namely bi0 = 1
for some i0 ∈ [1, t − 1] and bi  1 for every i ∈ [1, t − 1].
First, we consider there is one bi0 = 1 for some i0 ∈ [1, t − 1].We assume ai = 2 for every i ∈ [1, t − 1], i  i0 and
ai0 = 4 for some i0 ∈ [1, t − 1]. So, bi = ai for every i ∈ [1, t − 1], i  i0 and bi0 = 1 for some i0 ∈ [1, t − 1]. Let ui be
a pendant vertex in Cts and vi be the vertex in cycle C
t
s, 2m ≤ s ≤ 3(m − 1). Suppose that u1 ∼ v1. Then, ui ∼ v2i−1, for
i ∈ [2, i0 − 1] and ui∼v2i+1 for i ∈ [i0, t].
Let Cts ∈ R(mK2, P3).We will prove that t = 3m − 1 − s. Suppose that t  3m − 1 − s. If t > 3m − 1 − s, then Cts
contains mP3. By Theorem 3, Cts is not minimal. If t < 3m − 1 − s, then deﬁne φ as a coloring of F such that
φ(x) =
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
red, for x incident to v2i−1, i ∈ [1, i0],
x incident to v2i, i ∈ [i0 + 1, t + 1],
x incident to v2t+2+3 j, j ∈
[
1,
⌊
s−2t−3
3
⌋]
,
blue, otherwise.
Under coloring φ, Cts contains at most m − 1 disjoint red edges but it does not contain a blue P3. Thus, φ is a
(mK2, P3)−coloring of Cts.
Conversely, consider t = 3m − 1 − s.We prove that Cts → (mK2, P3).We consider any red-blue coloring of Cts not
containing a red mK2. Then, either no red edge occurs or by ignoring all pendant edges and maximizing the red color,
the red edges of Cts form a disconnected subgraph P2t+1 ∪ (m− t − 1)P3. Since |E(Cs)− E(P2t+1)− E((m− t − 1)P3)| =
(m − t + 1), there are two blue edges separating two red (connected) subgraphs. It means that there exists a blue P3.
Next, we show thatCts is minimal. It is enough to show thatC
t
s does not containG for everyG ∈ R(mK2, P3). SinceCts
contains one cycle, G is either a cycle or a forest, that is G = C3m−2,C3m−1, or mP3. Hence, Cts is minimal. Therefore,
Cst ∈ R(mK2, P3).
The case of bi  1 for every i ∈ [1, t − 1] can be proved in the same fashion.
By Lemma 8 and 9, we have the following theorem.
Theorem 10. Let 2m ≤ s ≤ 3(m− 1) and (a1, a2, . . . , at−1) be a gap sequence of Cts. Suppose ai ≡ bi mod 3 for every
i ∈ [1, t − 1] and bi ∈ {0, 1, 2}. Cts ∈ R(mK2, P3) if and only if t = 3m − 1 − s, bi  0 for all i ∈ [1, t − 1] and bi0 = 1 for
at most one i0 ∈ [1, t − 1].
Lemma 11. Let 2m ≤ s ≤ 3(m − 1). Cts is the only connected unicyclic graph that belongs to R(mK2, P3).
Proof. Let F be a connected unicyclic graph that belongs to R(mK2, P3). Suppose that F is not a graph Cts. Then, F
contains a graph F∗ = Cs
⊙
P3, 2m ≤ s ≤ 3(m − 1). A graph F∗ = Cs
⊙
P3 is a graph obtained from disjoint graphs
Cs and P3 by identifying the vertex of degree one of P3 with one of s vertices in Cs. It is clear that F∗  R(mK2, P3).
Let v be the vertex of degree 3 in F∗. By Corollary 1, F − v must contain a graph G ∈ R(mK2, P3. Since F∗ − v is a
tree, G = (m − 1)P3. Hence, the subgraph (m − 1)P3 in F − v involves other vertices and edges not in F∗. It implies F
contains either mP3 or Cts. So, F is not minimal, a contradiction.
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