Retrieval, the use of learned information, was until recently mostly terra incognita in the neurobiology of memory, owing to shortage of research methods with the spatiotemporal resolution required to identify and dissect fast reactivation or reconstruction of complex memories in the mammalian brain. The development of novel paradigms, model systems, and new tools in molecular genetics, electrophysiology, optogenetics, in situ microscopy, and functional imaging, have contributed markedly in recent years to our ability to investigate brain mechanisms of retrieval. We review selected developments in the study of explicit retrieval in the rodent and human brain. The picture that emerges is that retrieval involves coordinated fast interplay of sparse and distributed corticohippocampal and neocortical networks that may permit permutational binding of representational elements to yield specific representations. These representations are driven largely by the activity patterns shaped during encoding, but are malleable, subject to the influence of time and interaction of the existing memory with novel information.
R
etrieval is the use of learned information, induced by sensory or internal cues. In simple modified reflex behavior, it refers to the postexperience readout of the experience-induced change in behavior and in its underlying synaptic efficacy (Kandel and Schwartz 1982; Byren and Hawkins 2015) . In memories encoded and stored in more complex circuits, such as distributed memories in the mammalian brain, retrieval is posited to involve distinct processes, including selection, reactivation or reconstruction of the target representation, and assessment of the outcome (Tulving 1983; Dudai 2002) . These sequential and parallel processes can be completed within a fraction of a second (e.g., Thorpe et al. 1996) . Retrieval is critical to understanding memory. In fact, once encoding is over, memory unretrieved, whether naturally or by experimental manipulations, is undetected, hence retrieval of the engram or part of it is an essential part of the proof that the specific engram exists.
Despite its central importance in the study of memory and the abundance of data and models of retrieval in human experimental psychology, until fairly recently, retrieval in complex neural circuitry remained mostly an uncharted terrain in the neuroscience of memory. This was owing to a multitude of hindrances, including difficulties in teasing apart retrieval from encoding, limited knowledge on localization of specific candidate memory circuits in humans and animals, and lack of neurobiological methods with the proper spatiotemporal resolution that permits monitoring and manipulation of these circuits to observe, block, trigger or enhance retrieval. The development of novel paradigms, model systems, and new tools in molecular genetics, electrophysiology, optogenetics, in situ microscopy and functional imaging, have contributed markedly in recent years to our ability to investigate retrieval and understand part of its processes and mechanisms from the cellular to the behavioral level. In this work, we will review some of these developments. We will begin with selected studies of memory retrieval in the rodent brain and proceed to discuss aspects of retrieval of episodic memory in the human brain.
MEMORY RETRIEVAL IN THE RODENT BRAIN
The study of memory retrieval in the mammalian brain assumes that the process involves reactivation of patterns of neural activity associated with the original experience, although not necessarily identical with the activity patterns that represented the original experience. Retrieval is hence considered as a reconstructive rather than a replicative process. This activity is likely to be sparse and anatomically distributed, with different brain regions contributing to the quality and strength of the recall. Although the human work focuses on a richer psychology and more complex neuroanatomy than accessible in the rodent, a common theme in both strands of research is a search for coherent patterns of activation correlated with retrieval and for correlations between retrieval and initial learning. The rodent work has been spurred recently by techniques that allow direct activation of distributed neural ensembles to test their functional involvement in memory. We will focus first on the role of hippocampal and cortical circuits in the retrieval of explicit memories in the mouse and rat.
Patterned Activity during Retrieval
As discussed in the literature, the hippocampus plays a critical role in explicit forms of memory that in rodents has been investigated extensively in relation to spatial learning (Morris et al. 1982) . A striking feature of the rodent hippocampus is the identification of place cells (O'Keefe and Dostrovsky 1971) , neurons that fire when the animals enter specific locations in their environment (Moser et al. 2015) . This has led to the view that the hippocampus forms a cognitive map; it encodes a map of space that can be used to allow recognition of specific environments, guide movement through the environment, and identify specific goal areas within an environment (O'Keefe 1990) . At a circuit level, the hippocampus (and surrounding structures such as entorhinal and perirhinal cortex) could serve this function by integrating multimodal sensory information to form a unique map of each particular environment, object, or event.
During retrieval, when a sufficient partial set of cues is provided, the entire map (memory) is recruited in a manner that likely involves the activation of multiple cortical regions coordinated by the hippocampus. A first question we can ask is how similar is the pattern of neural activity during two retrieval trials, or during retrieval and initial learning?
One means of assessing neural activity is through examination of a group of genes, the immediate early genes (IEGs), whose expression in neurons is responsive to activity (Farivar et al. 2004) . The most commonly used IEGs for neural activity mapping are cfos, arc, and zif268. The expression of these genes is modulated by a variety of second messenger signaling pathways, but in excitatory neurons these all seem to be linked to neural activity (Morgan et al. 1987; Sagar et al. 1988) . The cfos gene has been used most extensively in the analysis of rodent behavior and is responsive to burst activity of 30 or more action potentials at frequencies of 10 Hz or above (Schoenenberger et al. 2009 ). It has been used in many behavioral studies examining different brain areas and generally indicates activity in areas consistent with the known electrophysiological responses to the behavior. Although the use of IEG expression offers a simple assay for neural activity with cellular resolution, it lacks temporal resolution, the ability to assess low levels of activity-for example, single action potentials, and the ability to determine activity patterns at more than one time point, which is a requirement for determining the stability of neural ensemble activity during learning and retrieval or across multiple retrieval trials.
The problem of determining activity patterns at two different time points with IEGs was addressed with a method called compartmental fluorescent in situ hybridization (catFISH) (Guzowski et al. 1999) . This approach takes advantage of the fact that genes that are being actively transcribed will have unspliced mRNA in the nucleus but relatively little processed transcript in the cytoplasm at short time points after induction. Cells that were active in the past, but are currently silent, will have mRNA in the cytoplasm but no nuclear transcript. The approach was used with the arc gene to test ensemble activity in the hippocampus in animals that explore an identical environment twice (A-A) compared with animals exploring two distinct environments (A-B). The study found greater ensemble reactivation in CA1 neurons (40%) when the two environments explored were identical (A-A group) versus when they were distinct (A-B group, 15% reactivation). This result is consistent with the idea that the hippocampus is encoding a representation of place that is reactivated when the information is retrieved. However, there are a number of caveats to this interpretation. First, the experiment is really just comparing the activity pattern of two sensory experiences rather than retrieval of a memory. Second, the technique only allows the comparison of ensemble activity at two closely spaced time points (30 min or less) and so does not indicate the stability of these ensembles over long time frames or in multiple retrieval trials. Finally, the link of IEGs to neural activity is crude and does not allow precise assessment of activity patterns or low levels of activity as can be achieved with electrophysiological recording.
Classical hippocampal recording techniques cannot readily detect large ensembles of neurons stably over long periods of time, making it difficult to use for the type of experiment discussed above. An alternative approach is the use of genetically encoded reporters of calcium levels combined with optical imaging of the transient fluorescent signals produced on calcium binding (Akerboom et al. 2012 ). This approach offers a level of temporal resolution and action potential sensitivity that is intermediate between physiological recording and IEG expression, with the advantage that the neurons are precisely identified anatomically and can be stably imaged over long time periods. This approach was used to simultaneously record the activity of between 500 and 1000 CA1 hippocampal neurons over 45 days while the animals ran on a linear track in a constant spatial environment (Ziv et al. 2013) . As seen in previous electrophysiological studies, on any given day, the neurons showed clear spatial firing fields with 20% of neurons meeting the criteria for place cells. However, between any 2 days, the precise ensemble of neurons recruited in each session showed a lower level of stability. At 5 days separation between recording sessions, there was a 25% overlap in the identity of place cells recorded in the two sessions. The overlap dropped to 15% at 30 days separation between recording sessions with only 3% of cells active in all 10 recording sessions. So while on each day 20% of the CA1 neurons were active as place cells on the track, the majority of those cells were different from day to day in identical spatial environments. If the hippocampus is representing the environment through the activity of place cells, then why is there not greater stability of the ensemble of neurons activated when the animal is reexposed to that environment?
There are several possible explanations for the apparent instability in hippocampal ensembles in the preceding experiment. One possibility is that there are subtle differences in the environment from day to day to which the animal is responding. Another possibility is that the task (running for a water reward) was not sufficiently salient to produce a stable representation. A previous study in mice using tetrode recordings showed that the stability of place cells over several days is modulated by the salience of the task the animals were required to perform in that environment (Kentros et al. 2004) . Having non-food-deprived animals collect food pellets during the recording caused the place cells to be unstable from day to day while requiring the animals to attend by demanding that they nav-igate to a specific location to avoid an aversive light/noise cue produced the greatest temporal stability in place cell firing. Another possibility is that the CA1 neurons are encoding a component of time such that each successive day the ensemble varies to indicate that, although the environmental cues are identical, today's exploration is a different event in time from the previous days. This was suggested by electrophysiological recording of place cells over hours to days where it was found that many CA1 neurons changed their firing rate over time, consistent with the calcium imaging studies above, although the CA3 neurons showed greater session-independent stability in firing pattern (Mankin et al. 2012) . Thus, the CA3 region of the hippocampus may hold an environment-specific map with the CA1 region adding information related to the specific time the environment is explored. Finally, it is possible that the critical spatial signal is contained in the small percentage of neurons that do show consistent firing between multiple recording sessions or in subtleties in the activity patterns that are below the threshold of this technique to resolve.
Whatever the explanation, this experiment raises an important question in understanding how memories are represented and retrieved. How consistent is the pattern of brain activity in response to two identical sensory inputs or two memory recall events? What is noise and what is signal in the pattern of neural activity that is observed? Certainly the brain's ability to consistently recognize and learn about elements in the environment implies some coherent signal in the neural activity patterns induced by the same sensory stimulation, but the models and approaches to understanding this information will differ depending on whether the signal is a dominant or a minor component of the sensory-evoked activity.
The examination of activity patterns during learning and retrieval or during two bouts of memory retrieval provide one means of identifying a neural signal associated with memory recall. As we have seen above, these experiments provide somewhat conflicting data regarding the degree of ensemble reactivation fidelity during different retrieval events. These experiments are also conceptually problematic in that they do not truly differentiate memory retrieval from sensory processing or encoding. When animals are placed in the same environment twice, they experience the same sensory cues and any consistency in the neural ensemble activity could reflect the processing of these cues rather than memory retrieval. Finally, even if the neural activity represents memory retrieval, the data are correlative and would require direct manipulation to test for functional relevance.
Optogenetic Manipulation during Retrieval
One approach to directly test the function of distributed ensembles of active neurons in the mouse has recently been developed (Reijmers et al. 2007 ). The approach uses a transgenic mouse that allows the genetic modification of neurons based on their natural, environmentally evoked, activity patterns within an experimentally controlled time window. The IEGs, discussed above, are genes that are expressed in response to neural activity and previous studies have shown that their DNA promoter elements could confer this activity-dependent expression on linked reporters in transgenic mice (Smeyne et al. 1992) . This was exploited to develop a binary genetic system in which neural activity at a given point in time could drive expression of any gene of interest (GOI) in the active neurons (Fig. 1) . In this system, the cfos promoter is used to drive expression of the tetracycline transactivator (tTA), a transcription factor that can be modulated by the antibiotic doxycycline (Dox), a derivative of tetracycline. The tTA can activate the expression of a second gene when it is linked to a tetracycline-responsive promoter element (TRE). In animals carrying two transgenes, cfos-tTA and TRE-GOI, the expression of tTA is directly linked to natural neural activity by the cfos promoter rising and falling as neurons become active. In the presence of Dox the transcriptional activity of the tTA is blocked, preventing downstream activation from the GOI. When Dox is removed, the GOI will now be expressed (via tTA driven transcription) in all neurons that are sufficiently active to drive the cfos-linked tTA. This allows the genetic modi-fication of neurons active at specific points in time in response to specific environmental stimuli, for example, learning or retrieval cues.
The approach was used in several recent publications to test the psychological relevance of distributed neural ensembles activated during learning in a contextual fear-conditioning task (see Fanselow and Wassum 2015) . In contextual fear conditioning, animals receive footshocks in a particular context (the conditioning box) that contains multimodal sensory cues (generally distinct visual, tactile, and odor cues). Memory retrieval is assessed by the fear response the animals display when returned to the conditioning chamber. This is a model of explicit memory that is sensitive to hippocampal lesions and, reported by a number of groups, to show the temporal gradient in amnesia seen in many studies of human hippocampal patients with older (consolidated) context memories insensitive to hippocampal lesion (Kim and Fanselow 1992; Anagnostaras et al. 1999; Squire and Bayley 2007) . In Liu et al. (2012) , cfos-based genetic tagging was used to introduce channelrhodopsin (ChR2) into dentate gyrus (DG) neurons that were activated during contextual fear learning. Mice were placed in one of two contexts A or B (conditioning boxes with different visual, tactile, and odor cues) and the neurons that were naturally activated by this environmental exploration were tagged with ChR2 to allow their subsequent direct activation with light. Both groups of mice were then fear conditioned to context A while on Dox, to prevent any further labeling of active ensembles. When mice in which DG neurons were tagged in context A were also fear conditioned in context A, the subsequent stimulation of the ChR2 expressing neurons produced a fear response in a neutral environment. Stimulation of those neurons that were genetically tagged with ChR2 while animals explored context B failed to produce fear in animals conditioned to fear context A. This suggests that the ensemble of neurons activated during the exploration of context A is capable of producing memory retrieval when directly stim- (Reijmers et al. 2007 ). The cfos-promoter drives tetracycline transactivator (tTA) in response to neural activity and the tTA then activates and gene of interest (GOI) that is linked to a TRE-promoter. Doxycycline (Dox-yellow shading) blocks the transcriptional activity of tTA providing temporal control over the time frame in which neural activity drives the GOI. (B) Experimental design for demonstrating the functional relevance of distributed neural ensembles. Neurons activated during learning in a fear-conditioning paradigm are genetically tagged with channelrhodopsin (ChR2). The subsequent light-induced firing of these ensembles is able to produce a fear response in a second, emotionally neutral, context.
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Cite this article as Cold Spring Harb Perspect Biol 2015;7:a021790 ulated. That is, the brain represents the conditioning box through the activity of the ensemble of neurons active in the DG during initial exploration (learning) and presumably through downstream neurons in other brain regions that are activated when this ensemble is directly stimulated via ChR2. It is quite remarkable that the highly nonphysiological stimulation that is produced with ChR2, which fires all neurons simultaneously and thus eliminates any temporal sequence effects or coordination with endogenous rhythms, can apparently produce a coherent internal representation of a complex environment. To further explore this idea, a complementary experiment was performed to determine whether the ensemble activity in the DG could serve as a conditioned stimulus (CS) in fear conditioning. In this case, cfos-activated neurons were genetically tagged with ChR2 while the animals explored context A, as in the previous study. However, now the ChR2 labeled ensemble was activated in a neutral context and paired with footshocks. Thus, the artificial stimulation served as a CS that was paired with a footshock unconditioned stimulus (US). In this case, the animals developed a fear response to context A even though they never actually received the aversive shock US in that environment (Ramirez et al. 2013) . Taken together, these results provide support for the notion that the activity of DG neural ensembles is sufficient to represent the context and serve as a cue for memory encoding and retrieval.
The artificial stimulation of small ensembles of neurons in the DG region of the hippocampus allows the retrieval of contextual memories presumably by activating more distributed ensembles of neurons in downstream hippocampal and cortical regions. Given the highly parallel nature of neural connectivity and processing, it is possible that although these ensembles may be sufficient for retrieval, they are not necessary as other pathways could compensate. The question of necessity was addressed in two recent studies using a light-gated proton pump from archaebacteria (ArchT) to hyperpolarize and silence cfos tagged neural ensembles in experiments analogous to those described above with ChR2 (Denny et al. 2014; Tanaka et al. 2014) . Both teams of investigators also used context fear conditioning and examined the requirement for ensembles in three different hippocampal regions, the DG, CA3, and CA1. Expression of ArchTwas driven into neurons that were active during learning in context fear conditioning, and these ensembles were subsequently silenced in either the DG, CA3, or CA1 during memory retrieval. In each case, the silencing impaired the retrieval of the contextual fear memory. These results show that in each of the three major hippocampal subregions, the reactivation of the ensemble of neurons active during initial learning is necessary for the subsequent retrieval of the memory. This is consistent with the view that retrieval involves the reconstruction of patterns of brain activity produced during initial learning.
Retrieval of Consolidated Memories
Another notable aspect of memory and its retrieval is the change in circuit structure of hippocampal-dependent memories over time, originally exemplified in amnesic patients such as H.M. (Squire and Dede 2015) . The observation that newly formed memories require the hippocampus for retrieval, but following weeks (in rodents) or months to years (in humans), the hippocampus seems to become dispensable for at least some forms of explicit memory, suggests that there is an anatomical alteration in the memory over time. What is the nature of this circuit-based consolidation of memory ("systems consolidation") ? What is the anatomical locus of hippocampaldependent new memories and hippocampalindependent older, consolidated, memories? What is the role of the hippocampus and cortex in the encoding and retrieval of new and old memories? These questions will also resurface below in our discussion of episodic retrieval in humans. The current view of this process posits that during initial encoding and retrieval of an explicit memory, the hippocampus plays a critical role, for example, by encoding an index or map that helps recruit the appropriate cortical regions and specific neural ensembles for recall.
Over time, these cortical ensembles may become independent of the hippocampus, possibly by strengthening their connectivity through postlearning replay of relevant activity patterns (Wilson and McNaughton 1994) , such that with the newly strengthened cortical connections the memory, or at least some processed versions of it, can be retrieved independently of the hippocampus.
The evidence in rodents for this view of consolidated memories comes from lesion and inactivation of specific brain regions and from studies of the neural activity recruited during retrieval of recent and remote memories. One prediction of the classic memory consolidation model is that, although the hippocampus is important in recent memory retrieval, cortical areas should instead be required for remote memory retrieval, or possibly recent and remote retrieval. This has been tested in the consolidation of three different explicit memory paradigms in rodents: spatial memory, contextual memory, and an olfactory-based social memory (Bontempi et al. 1999; Frankland et al. 2004; Frankland and Bontempi 2005) . In all three studies, hippocampal lesions impaired recent memory retrieval (1 day posttraining) but spared remote retrieval (30 days posttraining) as expected for hippocampus-dependent tasks involving consolidation. For contextual fear and spatial memories, inactivation of the anterior cingulate cortex produced an impairment in remote memory retrieval but did not affect recent memory, the opposite profile to what is observed with hippocampal inactivation or lesion (Kim and Fanselow 1992; Anagnostaras et al. 1999) . A similar result was seen with prefrontal inactivation in the spatial task, while in the olfactorybased social task, inactivation of the orbital frontal cortex impaired both recent and remote memory retrieval.
In addition to inactivation and lesions to probe the anatomical structure of recent and remote memories in rodents, these studies also examined the neural activation patterns during retrieval using IEG expression. In each behavioral paradigm, the activation of the hippocampus was greater with retrieval of recent as opposed to remote memories. Conversely, a wide variety of cortical areas showed increased activity during the retrieval of remote relative to recent memories. Although these studies support the view that remote memories require an increased cortical role in processing, they also raise some questions regarding the initial model of hippocampal coordination of cortical activity during retrieval of recent memory. If, during recent memory retrieval, the hippocampus is coordinating and recruiting cortical activity, then why are these regions often not required for retrieval at this time point and why is there altered cortical activity over time. This suggests that there may be a more fundamental alteration in the circuitry and nature of these memories over time. This is evident at the behavioral level as studies in mice (and humans) have shown that remote memories lose some specificity (Wiltgen and Silva 2007; Winocur et al. 2010; Furman et al. 2012) .
One recent study in the mouse has examined the cortical representation of explicit memory using tagging of behaviorally active neural ensembles with ChR2 (Cowansage et al. 2014) . In experiments similar to those described above for the DG, ChR2 expression was driven into neurons that were activated during context fear leaning. The investigators examined the retrosplenial cortex, a cortical output area of the hippocampus that is required for encoding and retrieval of both recent and remote contextual memory (Keene and Bucci 2008a,b ; see also human studies below). They found that artificial stimulation of the learning-activated ensemble (via ChR2) produced a freezing response suggesting that it instantiated a recall event similar to what was seen in the hippocampal studies. This shows a contextual representation capable of producing retrieval forms in the cortex, in addition to the hippocampus, at the time of learning. More surprisingly, they found that the artificial stimulation of these retrosplenial cortex ensembles produced fear recall even when the hippocampus was pharmacologically silenced 1 day after training, a time point when the hippocampus is still required for natural retrieval of contextual memories. These results show not only that a cortical representation for context memory forms at the time of learning but the normal requirement for the hippocampus in recall can be bypassed by direct activation of this representation. This finding is consistent with the view of the hippocampus as a map or index that recruits the appropriate cortical circuits during memory retrieval but does not directly store a necessary component of the consolidated representation itself.
The experiments using ChR2 to reactivate neural ensembles that were naturally activated during learning provide important information on how the brain stores and represents complex information about the external world. However, it may be incorrect to characterize these neurons as the "engram" or engram-containing neurons as has sometimes been suggested. The term engram refers to the physical changes in the brain that underlie memory (Semon 1904; Lashley 1950 ). If we take context conditioning as an example, the conditioning box is initially neutral and exposure produces exploratory behavior. When paired with footshock, the same chamber now causes animals to express a fear response. The engram for this memory would be the sites within the brain that lead the same sensory information (the cues in the box) to be processed in a way that produces fear rather than exploratory behavior, for example, by routing the information to activate the amygdala. The stimulation of ChR2 ensembles at any point in the pathway for processing the sensory information of the context might be expected to represent, and therefore substitute for, the context, without actually being the critical site of plasticity required to produce the processing to fear circuits (the engram). For example, if the retina could be artificially stimulated in precisely the same manner as when an animal explored the context then it might be expected to produce a fear response in conditioned animals in the same way as the experiments discussed above but without carrying the "engram" for that memory.
The study of memory in invertebrates sets up a solid conceptual framework for understanding information processing by nervous systems. Sensory input is processed to different motor/behavioral output based on experience and via plastic changes at specific nodes in the processing network. The mammalian brain introduces a 4 (mouse)-to 7 (human)-order of magnitude increase in the number of neurons between the input and output nodes, but a deep understanding of mammalian memory and retrieval will still require identifying how this information flows through and is represented in the nervous system and the specific sites that are altered with experience to produce the retrievable memory. We have introduced some of the techniques used in mice and rat models and results that suggest a framework for probing this processing at a fine level focused on specific neural ensembles. The added complexity of the mammalian brain has allowed greater specialization of regions for different processing tasks, and memory/retrieval will likely involve a coordinated interplay of more sparse and distributed networks than in simpler systems. The work in humans involving functional brain imaging and, more recently, electrophysiology, is also beginning to identify some of the principles of these processing networks. These techniques allow the assessment of activity across the entire brain during encoding and retrieval and provide a view of the interactions and functional distinctions of different areas during processing.
MEMORY RETRIEVAL IN THE HUMAN BRAIN
Our discussion of human memory retrieval will focus on declarative and particularly episodic memory (Squire and Dede 2015) . We will start by briefly reviewing aspects of the rich phenomenological analyses of human memory retrieval, which has laid the foundations for much of contemporary research on brain substrates and processes of retrieval. We will then survey current knowledge on human brain circuits that subserve retrieval, and conclude with a brief description of functional models that inform many brain studies of long-term memory retrieval.
body of research in experimental and cognitive psychology that flourished already half a century ago. This research yielded classifications, models, and questions that are at the forefront of investigation of brain and behavioral mechanisms of retrieval. We will mention only a few examples and then proceed to describe their reflection in brain research.
A major distinction in human declarative retrieval is between recall and recognition. Whereas recall is the reactivation or reconstruction of the internal representation of a target item in the absence of that item, prompted by implicit or explicit cues, recognition is the judgment of previous occurrence in the presence of at least part of the target item. This distinction refers hence both to the test used to probe the memory (i.e., whether in the presence or in the absence of the target item) and to the postulated cognitive underpinning of the memory performance gauged by the test. Recall and recognition were each proposed to involve multiple processes, and these processes themselves were further dissociated. In brief, recall was initially posited by some to consist of two major phases, a "generation phase" followed by a recognition phase (Bahrick 1970; Kintsch 1970; Anderson and Bower 1972) . Similarly, "dual-process" models of recognition maintain that recognition judgments can be based on two distinct types of memory, familiarity and recollection (James 1890; Mandler 1980; Jacoby and Dallas 1981; Yonelinas 1994; Diana et al. 2006; Voss and Paller 2010) . Multiple experimental paradigms have been used to dissociate the two processes (Yonelinas 2002) , probing either a subjective sense of recollection ( participants indicate whether they recollect an item, or find it familiar in the absence of specific recollection [Tulving 1985]) , or the objective ability to recollect additional aspects of the study event, such as the context in which it was learned ("source memory") or an item associated with the probe during learning.
Although many investigators agree on the existence of two distinct recognition processes (but see Shimamura 2010, for a single-process model), there remain several contentious debates. The first of these pertains to the nature of the recollection signal and how recollection and familiarity ultimately contribute to the recognition judgment. The two leading classes of models, each based on both behavioral and functional neuroimaging evidence, differ primarily with respect to their view of recollection as either a threshold process or as a continuous variable. According to the dual-process, signaldetection model (Yonelinas 1994 (Yonelinas , 2002 Parks and Yonelinas 2007) , familiarity and recollection are two independent processes initiated in parallel. Familiarity is considered to reflect a continuous measure of memory strength, best modeled as a signal-detection process. Conversely, recollection is considered to be a threshold process, whereby only items falling above a certain threshold will be recollected, resulting in relatively high-confidence responses .
According to an alternate approach, recollection is also a continuous measure that is best modeled by a signal-detection process, and recognition judgments are based on an aggregated memory-strength variable (Rotello et al. 2004; Wixted 2007; Mickes et al. 2009; . The continuous dual-process model maintains that, during the process of recognition, recollection and familiarity each elicit a separate internal measure along a memory strength axis. The decision criterion for identifying an item as recognized may be based either on one of these axes, or on an aggregated memory-strength axis, which takes into account both the sense of recollection and the sense of familiarity, depending on the task at hand. The different approaches start to converge, with suggestions that recollection may be graded based on the amount of recollected information ), but still subject to a threshold-like process (Yonelinas and Jacoby 2012).
Another point of dispute is whether the tests typically used to dissociate recollection and familiarity (e.g., remember/know test [Tulving 1985 ]) indeed dissociate these two processes (e.g., Perfect 1996; Yonelinas 2002; Parks and Yonelinas 2007; Yonelinas et al. 2010) , or whether they in fact only separate strong memories from weaker ones (Donaldson 1996; Dunn 2004; Wais et al. 2008; . Last, but clearly not least, in the context of the present discussion, the debates involve the role of distinct brain regions, primarily in the medial temporal lobe (MTL) in recollection/familiarity processes (see below).
We selected as an example the recollection/ familiarity debate as it is currently one of the more heated topics in research on episodic memory retrieval (Voss and Paller 2010) . However, it is noteworthy that this far from covers the research into the phenomenology, and ultimately candidate brain mechanisms, of human memory retrieval. An additional distinction is drawn between the content of retrieval and the entering of a state that enables retrieval ("retrieval mode" [Tulving 1983 ], see Rugg and Wilding 2000, for a more fine-grained fractionation), or more generally between different types of item-specific and item-invariant processes in retrieval (e.g., Nyberg et al. 1995; Buckner et al. 1998; Köhler et al. 1998; Dobbins and Wagner 2005; Duarte et al. 2011; Bergström et al. 2013) . Further, different types of memories have been shown to involve different retrieval processes, for example, when comparing autobiographical and laboratory-based memories (Cabeza et al. 2004; Svoboda et al. 2006; McDermott et al. 2009 ), field versus observer perspective (Eich et al. 2009 ), objective versus subjective measures of recollection (see Spaniol et al. 2009 for a meta-analysis) and emotional versus neutral memories (Maratos and Rugg 2001; LaBar and Cabeza 2006; Buchanan 2007) . Although this limited discussion does not allow for a comprehensive review of the fine-grained analysis of the phenomenology of human retrieval, it is important to bear in mind that the rich differentiation of retrieval process has been shown to manifest in differential brain activity during retrieval, emphasizing the notion that retrieval cannot be investigated as a unitary construct.
Substrates of Retrieval in the Human Brain
As found in rodents, brain circuits of human explicit retrieval are highly distributed (Maguire et al. 2000; Svoboda et al. 2006; Spaniol et al. 2009; Kim et al. 2010; Mendelsohn et al. 2010 ).
We will briefly review the role of only a few of the major brain areas involved and their interactions in human episodic retrieval, while relating them to some of the postulated subprocesses of retrieval mentioned earlier.
Hippocampus and MTL
Much of the emphasis in the study of episodic retrieval has been placed on the roles of the MTL (Squire and Dede 2015) , specifically differentiating between the hippocampus and surrounding cortices. As focal damage to the fornix and mammillary bodies results in impaired performance that resembles that of hippocampal damage (Dusoir et al. 1990; Tsivilis et al. 2008; Rudebeck et al. 2009; Vann et al. 2009b) , it has been suggested the study of hippocampusbased memory should be extended to include the fornix and mammillary bodies as part of the "extended hippocampal system" (Aggleton and Brown 1999).
One approach to differentiating hippocampal versus MTL cortical contributions to retrieval is based on the aforementioned recollection/ familiarity distinction. Several studies have addressed the question of whether the hippocampus is uniquely involved in recollection, or whether it supports both familiarity and recollection (Brown and Aggleton 2001; Eichenbaum et al. 2007; Skinner and Fernandes 2007; Wixted and Squire 2011; Rugg et al. 2012; Rugg and Vilberg 2013) . Both viewpoints are based on findings from studies in patients with MTL damage combined with functional neuroimaging results in healthy subjects.
Whereas many studies report a disproportionate effect of hippocampal damage on recollection and associative memory relative to familiarity (Huppert and Piercy 1978; VarghaKhadem et al. 1997; Holdstock et al. 2002; Yonelinas et al. 2002; Giovanello et al. 2003; Mayes et al. 2004; Aggleton et al. 2005) , other reports find that hippocampal damage impacts familiarity and recollection to a similar extent (Manns and Squire 1999; Stark et al. 2002; Manns et al. 2003; Cipolotti et al. 2006; Wais et al. 2006; Jeneson et al. 2010; Kirwan et al. 2010; Song et al. 2011 ). Interestingly, a patient with significant perirhinal damage that spared the hippocampus showed impaired familiarity and preserved recollection (Bowles et al. 2007 ). Such studies indicate a causal role of MTL regions in the different processes, yet do not allow for dissociation between encoding, storage and retrieval, nor do they necessarily reflect memory processes in the healthy brain.
Conversely, functional magnetic resonance imaging (fMRI) studies do not allow for demonstration of causality, but they enable targeted investigation of correlation with different stages of memory. However, even in fMRI studies focusing on retrieval processes, incidental encoding during retrieval tasks may hinder the ability to tease apart encoding and retrieval processes Stark and Okado 2003; Kim 2013 ; but, see Staresina et al. 2012b; BenYakov et al. 2014 for temporal dissociations between encoding and retrieval). As with the patient studies, fMRI studies have led to divergent results regarding hippocampal involvement in recollection. One set of studies finds that the hippocampus subserves recollection, but not familiarity, of memoranda such as words or pictures (Eldridge et al. 2000 (Eldridge et al. , 2005 Weis et al. 2004; Wheeler and Buckner 2004; Yonelinas et al. 2005; Montaldi et al. 2006; Diana et al. 2007 Diana et al. , 2010 Cohn et al. 2009; Ford et al. 2010; Rugg et al. 2012; Yu et al. 2012 ). More specifically, the hippocampus has been found to respond more strongly to words or pictures reported as "remembered" (Eldridge et al. 2000 (Eldridge et al. , 2005 Wheeler and Buckner 2004; Yonelinas et al. 2005; Montaldi et al. 2006) , in correct versus incorrect retrieval of the encoding context (Weis et al. 2004; Tendolkar et al. 2008; Duarte et al. 2011; see Staresina et al. 2012b for a related intracranial electroencephalography [iEEG] study), and in associative relative to nonassociative recognition (Kirwan and Stark 2004) or recognition of compound words (Ford et al. 2010) . Recent studies propose that hippocampal activity is not related to the subjective sense of recollection, but modulated by the amount of contextual information actually retrieved Yu et al. 2012) .
According to an alternate view, the hippocampus is not preferentially involved in recollection versus familiarity when controlling for memory strength at the time of the retrieval test (Wais 2008; Wais et al. 2010; Smith et al. 2011 ; see Montaldi et al. 2006 for opposite results). Wixted and colleagues suggest that the hippocampus and perirhinal cortex are involved in both familiarity and recollection ), but that the hippocampus supports strong memories, whereas the perirhinal supports weak memories (see Wais 2008 for a meta-analysis). However, they propose that memory strength is itself not the parameter that differentiates the hippocampus from the surrounding structures, but rather that different MTL structures process attributes of the memory that are differentially expressed in strong versus weak memories. According to this view, the hippocampus supports both recollectionbased and familiarity-based recognition of multiattribute stimuli, and its involvement in retrieval is most evident for strong memories . Despite the differing interpretations with respect to recollection/familiarity, overall, the hippocampus appears to be primarily involved in the retrieval of strong, rich, multiattribute memories, whereas the surrounding cortices can support retrieval of more simple memories without hippocampal involvement.
Recollection/familiarity are often used in the human literature to describe both the behavioral phenomena and the patterns of brain activity correlated with these phenomena, although there may not necessarily exist a oneto-one mapping between the two types of measures (Voss and Paller 2010) . A key example is the finding that the perirhinal cortex is involved in associative memory recognition under conditions of unitization, in which the associated elements comprise a unitized item (Diana et al. 2010; Ford et al. 2010) , whereas the hippocampus is preferentially involved in recognition of nonunitized versus unitized pairs (Quamme et al. 2007; Ford et al. 2010 ). This has been interpreted either as evidence that familiarity can support associative recognition when the paired associates can be bound into a compound unit (Ford et al. 2010; Ranganath 2010) or as evidence that the perirhinal cortex is involved in recollection of unitized pairs (Diana et al. 2010; Wixted and Squire 2011) . Similarly, findings of hippocampal neurons sensitive to picture novelty/oldness (Fried et al. 1997; Rutishauser et al. 2006 Rutishauser et al. , 2008 Viskontas et al. 2006 ) have been subject to differing interpretations, as it is not clear how neuronal sensitivity to familiarity relates to familiarity at the behavioral level (Parks and Yonelinas 2007; Wixted 2007) .
The attempts to delineate the role of hippocampus in recollection versus familiarity rest on the assumption that the hippocampus honors the well-established behavioral dissociation between these two manifestations of retrieval. However, there is an increasing view that the behavioral distinction between recollection and familiarity does not reflect the underlying basic computational role(s) of the hippocampus and its surrounding cortices (Diana et al. 2010; Ranganath 2010; Voss and Paller 2010; Wixted and Squire 2011; Rugg et al. 2012 ). An alternate approach to interpreting the findings reviewed above is that the hippocampal formation plays a role in the binding items in their context (Diana et al. 2007; Eichenbaum et al. 2007; Ranganath 2010 ). This postulated role also introduces a functional distinction between perirhinal and parahippocampal cortices, according to which the perirhinal cortex encodes item information, the parahippocampal cortex encodes contextual information, and the hippocampus encodes item -context associations as well as item -item associations. A related view (Montaldi and Mayes 2010) assigns to the perirhinal cortex a role in item -memory and within-domain inter-item associations. All of these models emphasize the role of the hippocampus in retrieval of bound associations relative to single item/context recognition, which are supported by the surrounding cortices. They can also be considered in line with the view, mentioned above in discussing the rodent work, that the hippocampus serves as a map or index that recruits the appropriate cortical circuits.
The aforementioned models predict a role for perirhinal cortex in recognition of single items. This is supported by fMRI studies that find decreased perirhinal activity for highly familiar stimuli (Weis et al. 2004; Gonsalves et al. 2005; Daselaar et al. 2006a; Montaldi et al. 2006 ; although see Kirwan and Stark 2004 for increased perirhinal activity in response to correct associative recognition), as well as an intracranial recording study that found reduced firing in response to familiar images in perirhinal cortex (Viskontas et al. 2006) . A study combining iEEG in patients with fMRI in healthy controls (Staresina et al. 2012b ) paints a more complex picture. In this study, the perirhinal cortex showed both an early-item novelty effect (differential response to novel vs. familiar words, potentially reflecting a familiarity process) and a sustained source retrieval effect (differential response to correct vs. incorrect retrieval of the context associated with the word). The hippocampus showed an early source retrieval effect, followed by a late-item novelty effect ( potentially underlying encoding of the novel item). These studies show a clear role of perirhinal cortex in the recognition of familiar stimuli.
All in all, these different views converge on a predominant role of the hippocampus in associative retrieval. In addition to the functional division between the hippocampus and surrounding cortices, a within-hippocampus functional dissociation has also been suggested, with anterior hippocampus more involved in encoding and posterior hippocampus more involved in retrieval (Lepage et al. 1998; Strange et al. 1999; Spaniol et al. 2009; Poppenk et al. 2013 ; but see Schacter and Wagner 1999; Ludowig et al. 2008) . High-resolution fMRI (Carr et al. 2010 ) enables an alternate distinction, between the different hippocampal subfields. The few studies available at the time of writing seem to reveal a dissociation between encoding processes observed in DG/CA3 and retrieval (or recollection) in CA1/subiculum (Zeineh et al. 2003; Eldridge et al. 2005; Viskontas et al. 2009 ). ferior parietal lobule, lateral temporal cortex, and MTL, has been identified as preferentially active in situations in which external stimuli are absent. This set of regions has therefore been named the "rest" or "default mode" network (Raichle et al. 2001; Buckner et al. 2008; Raichle 2010) . Multiple functions have been attributed to the default network, including stimulus-independent mental processes ("mind wandering"; Mason et al. 2007 ), mental scene construction and self-projection into the future/past (Addis et al. 2007; Buckner and Carroll 2007) .
There is a remarkable overlap between the network activated in retrieval of autobiographical memory (Svoboda et al. 2006; McDermott et al. 2009 ) and the default network . Further, a recent study of patients with focal lesions in regions within the default network showed correlation of damage to this network with disruption of autobiographical memory retrieval (Philippi et al. 2015) . Whereas deficits in semantic elements of autobiographical memory were associated with damage to the left mPFC and MTL, deficits to episodic autobiographical memory were associated with damage to the right mPFC and MTL. A metaanalysis study (Spreng et al. 2009 ) that compared default mode regions with activations of autobiographical memory retrieval, prospection (imagining oneself in the future), navigation, and intentionality ("theory of mind") found significant overlap between most of the different functions. Retrieval, prospection, and theory of mind tasks all activated similar default mode regions, including multiple prefrontal, parietal, and temporal regions. The abundance of evidence linking episodic retrieval to mental construction or simulation of future/fictitious events Maguire 2007, 2009; Schacter and Addis 2007; Schacter et al. 2008; Buckner 2010; Rabin et al. 2010; Szpunar 2010; Viard et al. 2012 ) has led to a renewed emphasis on the constructive nature of memory (Bartlett 1932) .
Investigation of the commonalities versus the differences between episodic retrieval, which is mental time travel to the past, and mental time travel to the future (imagination), have enabled dissociation between purely mnemonic components and processes relating more generally to construction of episodes (Addis et al. 2007 (Addis et al. , 2009 Weiler et al. 2010; Addis and Schacter 2011; Schacter et al. 2012) . Notably, the hippocampus, which is coupled with the default network at retrieval (Huijbers et al. 2011) , is one of the main regions implicated in tasks that require the participant to imagine future scenarios (Addis and Schacter 2011; Schacter et al. 2012; Maguire and Mullally 2013) .
Prefrontal Cortex
The prefrontal cortex (PFC), subregions of which were mentioned above in the context of the "default network," was one of the first regions linked to episodic memory retrieval in functional neuroimaging studies ( Fig. 2A ) (Nyberg et al. 1995; Buckner et al. 1998; Rugg et al. 1998; Wagner et al. 1998; Düzel et al. 1999; Lepage et al. 2000) , in line with studies revealing memory impairment in patients with frontal lobe damage (e.g., Luria 1966; Stuss et al. 1994; Wheeler et al. 1995; Duarte et al. 2005; Aly et al. 2011) . Different regions of the PFC have been implicated in mnemonic processes that support retrieval, particularly in domaingeneral processes, such as setting the retrieval mode or orientation, initiating the retrieval attempt, monitoring, goal-directed manipulation of retrieved information and overcoming of interference (Shimamura 1995; Rugg et al. 1996; Moscovitch and Winocur 2002; Badre and Wagner 2007; Blumenfeld and Ranganath 2007) . Several functional divisions of the PFC have been suggested, from the original hemispheric encoding/retrieval asymmetry (HERA) model that proposed preferential right PFC involvement in retrieval (Tulving et al. 1994; Habib et al. 2003; see Cabeza et al. 2003 for an alternate hypothesis regarding the roles of left/ right PFC in retrieval), to within-hemispheric divisions according to medial/lateral, anterior/ posterior and dorsal/ventral axes attributing specific mnemonic processes to each subregion (Fletcher and Henson 2001; Wagner et al. 2001; Petrides 2002; Simons et al. 2005; Badre and Wagner 2007) .
A meta-analysis comparing encoding and recollection found that both encoding and retrieval of memoranda such as pictures and words primarily activated the left PFC, in contradiction to the HERA model (Spaniol et al. 2009 ). A comparison between objective/ subjective recollection revealed stronger activation for objective recollection in ventrolateral PFC (VLPFC) and dorsolateral PFC (DLPFC) and lateral anterior PFC and stronger activation for subjective recollection in medial anterior PFC, in line with suggested roles for lateral PFC in cognitive control of memory (Simons and Spiers 2003; Badre and Wagner 2007) and medial PFC in self-referential processing (Northoff et al. 2006 ).
Posterior Parietal Cortex
In contrast to the functional neuroimaging findings concerning MTL and PFC, there is a striking inconsistency between findings of posterior parietal cortex involvement in retrieval and studies of patients with parietal lesions. Functional neuroimaging studies consistently observed parietal activations in episodic retrieval tasks (Shannon and Buckner 2004; Wagner et al. 2005; Vilberg and Rugg 2008; Hutchinson et al. 2009; Spaniol et al. 2009) ; with permission from the author.) (B) Diagrams depicting the dynamics of brain network fast functional connectivity in memory retrieval revealed by electrocorticographical (ECoG) recording in patients undergoing seizure monitoring. The patients were engaged in retrieving spatial and temporal episodic contexts. Phase synchronization between brain areas was used as a measure of connectivity. The panels display the connectivity correlated with correct spatial and temporal retrieval in the 1 -4 Hz and 7 -10 Hz bands. PHG, Parahippocampal gyrus; MFG, middle frontal gyrus; SFG, superior frontal gyrus; IFG, inferior frontal gyrus; IPL, inferior parietal lobule; PCN, precuneus; SPL, superior parietal lobule. Successful retrieval was associated with greater global connectivity among the sites with the medial temporal lobe (MTL) acting as a hub for the interactions, but whereas correct spatial context retrieval was characterized by lower frequency interactions across the network, temporal context retrieval was characterized by faster frequency interactions. These results provide insight into how multiple contexts associated with a single event can be retrieved in the same network. (Based on data in Watrous et al. 2013 ; with permission from the authors.)
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berg . Conversely, most lesion studies find limited, if any, impairment in episodic retrieval (Berryhill et al. 2007 (Berryhill et al. , 2010 Haramati et al. 2008) , supported by an repetitive transcranial magnetic stimulation (rTMS) study that found disruption of the posterior parietal cortex does not significantly impair memory (Rossi et al. 2006) . A study directly comparing patients lesioned in this cortex with fMRI of healthy individuals found an anatomical overlap between the parietal recollection-related activations and the locus of the damage in patients that showed normal performance on the same task (Simons et al. 2008) . The robust parietal involvement in intact recollection taken together with the relatively subtle impairments yielded by damage to this cortex have led to several models regarding its role in memory, particularly in attention to memory (Cabeza et al. , 2012 Ciaramelli et al. 2008) , in serving as a short-lived episodic buffer (Vilberg and Rugg 2008; Wagner et al. 2005) , and in binding relational activity (Shimamura 2011).
Additional Contributions to the Retrieval Network
We focused so far on the region's most commonly identified with human episodic memory retrieval, yet additional brain regions have also been implicated in episodic retrieval. The thalamus, in particular, the anterior thalamic nuclei, has received particular attention because of their connections with the hippocampus. Aggleton and Brown (1999) suggested that the anterior thalamic nuclei and mammillary bodies are necessary for recollection, whereas the medial dorsal nucleus supports familiarity. A recent review (Aggleton et al. 2011 ) supports this proposal only in part. Damage to anterior thalamic nuclei, which are connected to the hippocampus and mammillary bodies, has been shown to impair recognition memory, although the impairment is significantly less severe than damage to the hippocampus or mammillary bodies. An fMRI study identified a linear increase of activity in the dorsomedial thalamus in response to pictures eliciting a stronger sense of familiarity (Montaldi et al. 2006 ), yet it is unclear whether damage to this nucleus directly impairs recognition. An additional region that has received renewed interest is the retrosplenial cortex (see also rodent studies above). Although the retrosplenial cortex is consistently activated in studies of autobiographical retrieval, and damage to the region impairs retrieval of recent episodic memories, its role in memory was originally thought to be indirect (Vann et al. 2009a ). Specifically, this cortex is preferentially involved in recollection of recent (Gilboa et al. 2004 ) and selfrelevant memories (Summerfield et al. 2009 ), and it has been suggested to support translation from egocentric to allocentric views (Byrne et al. 2007) . Taken together, these findings suggest a role for the retrosplenial cortex in semantization of episodic memories, which may entail a shift to a more allocentric representation of the memory. The striatum, traditionally linked to nondeclarative memory, has also become a focus of studies in the context of declarative memory retrieval, and it has been suggested to support cognitive control of episodic retrieval in concert with the PFC (Scimeca and Badre 2012) . Cabeza and Moscovitch (2013) propose that each memory task recruits a different combination of processing components, some of which are likely to be shared by nonmemory tasks as well. The set of processing components that interact to support a given task, for example, retrieval of an episodic memory, is denoted a "process-specific alliance," underlining the effect of transient interregional interactions on the contribution of individual brain regions to the task at hand. In the context of our discussion, this emphasizes the importance of understanding not only the role of each brain region in retrieval, but also how different regions interact to support distinct mnemonic functions, including retrieval (Simons and Spiers 2003; Mendelsohn et al. 2010; Cabeza et al. 2011; Huijbers et al. 2011; St Jacques et al. 2011; Fornito et al. 2012; Watrous et al. 2013) . Further, the notion that the same region could also be involved in nonmnemonic tasks, may at times blur the distinction between brain signatures of
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Distributed Interactions in Retrieval
fMRI studies have shown that, during retrieval, the interactions between distal brain regions is modulated by the type of memory retrieved (Maguire et al. 2000; Greenberg et al. 2005) , the age of the memory (Viard et al. 2010; Sö-derlund et al. 2012) , and its veridicality (Mendelsohn et al. 2010) . However, fMRI provides us with only snapshots of brain states, averaged over a period of time that is much longer than that in which the machinery of retrieval functions (see above). Electrophysiological studies in human patients undergoing evaluation before neurosurgery has led to finer spatiotemporal dissection and novel insights into the detailed mechanisms of retrieval in the human brain (Suthana and Fried 2012) . A prime example is interregional phase locking. Activated ensembles of neurons show oscillatory patterns of activity, and it has been suggested that synchronization in the oscillation phase between different regions may enable communication and mutual interaction between them (Fries 2005 ). Further, synchronization at different frequency ranges corresponds to different spatial scales, with synchronization at lower frequencies associated with interactions between more distal regions . Thus, phase coupling between low and high frequencies may enable synchronization of local activity in distal brain regions (Canolty et al. 2006; Jacobs et al. 2007; Canolty and Knight 2010; Rutishauser et al. 2010; Maris et al. 2011; van der Meij et al. 2012) . In regard to memory, there has been particular interest in the theta band (3 -8 Hz including "slow theta"), and in theta/gamma (30 -150 Hz including "high gamma") coupling, which have been linked to various mnemonic processes of encoding, working memory and long-term memory (Nyhus and Curran 2010; Fell and Axmacher 2011) . Specifically, successful memory retrieval has been linked to intraregional increases in theta and gamma oscillations (Osipova et al. 2006; Gruber et al. 2008) unveiled in EEG/MEG as well as phase synchronization between prefrontal, parietal, and medial temporal regions (Anderson et al. 2009; Polanía et al. 2012; Watrous et al. 2013) and phase-amplitude coupling between prefrontal theta and parietal gamma oscillations (Köster et al. 2014) .
Beyond the role of these oscillations in enabling interregional synchronization, several models suggest that the theta oscillations could serve to encode specific temporal and spatial contexts (Hasselmo 2012; Watrous et al. 2013 Hasselmo and Stern 2014) . In one recent study, Watrous and colleagues (2013) examined low-frequency (1 -10 Hz) phase synchronization in electrocorticographical recordings from the parahippocampal gyrus, the parietal cortex and lateral prefrontal cortex during retrieval of spatial and temporal information regarding locations previously encountered during virtual navigation. They found an overall increase in presumed network connectivity (measured by phase synchronization) during successful retrieval, primarily centered on the parahippocampal gyrus. When comparing successful retrieval of spatial and temporal context, both were characterized by an increase in network connectivity, yet correct retrieval of spatial context involved lower frequency interactions relative to retrieval of temporal context (Fig. 2B ). This suggests a mechanism that could enable simultaneous representation of spatial and temporal contextual information in the same circuit through phase/frequency multiplexing (Watrous et al. 2013 . In addition, theta oscillations may support rapid switching between encoding and retrieval modes in the MTL (Hasselmo et al. 2002; Hasselmo and Stern 2014) . This model is also supported by evidence of differing oscillatory phases following study items versus test probes, albeit in a working memory task (Rizzuto et al. 2006 ).
Reinstatement of Encoding Processes during Retrieval
A widely presented view of episodic memory retrieval, mentioned above, also in referring to A. Ben-Yakov et al. rodent studies, is that retrieval entails reinstatement of brain activity that was elicited during encoding (Damasio 1989; McClelland et al. 1995; reviewed in Buckner and Wheeler 2001; Rugg et al. 2008; Danker and Anderson 2010; Rissman and Wagner 2012; Levy and Wagner 2013) . Influential data-driven cognitive theories posited that the match between encoding and retrieval cues and between level of processing (e.g., in verbal memoranda) is pertinent for successful retrieval (Tulving and Thomson 1973; Morris et al. 1977) . This gives rise to the question of how the representation of a stored memory may relate to the representation of the experience. With the advent of fMRI it became possible to probe this question in the human brain more directly, testing whether retrieval entails reinstatement of specific blood oxygenation level-dependent (BOLD) activity patterns elicited during encoding in distinct brain areas.
Initial studies showed that sensory cortices active at encoding were also active at retrieval (Nyberg et al. , 2001 Wheeler et al. 2000 Wheeler et al. , 2006 Vaidya et al. 2002; Gottfried et al. 2004; Kahn et al. 2004; Wheeler and Buckner 2004; Woodruff et al. 2005) . This reactivation was suggested to be related to the subjective experience of recollection (Wheeler and Buckner 2004) , for both veridical recollection and false alarms (Kahn et al. 2004 ). Johnson and Rugg (2007) directly compared the task-specific recollection activity to the brain activity at time of encoding. They found an overlap between brain regions underlying task-specific successful encoding and regions underlying successful recollection of words encoded under the same task (but no cross-task overlap). This set of studies provides compelling evidence in favor of cortical reinstatement, that is, reinstatement of cortical activity patterns elicited at encoding during retrieval of the same event. However, these studies reveal reinstatement only at a rather coarse level, indicating a general overlap between brain regions involved in content-specific encoding and those involved retrieval of the corresponding stimuli. Multivariate approaches for analysis of fMRI data enable more fine-grained tests of reinstatement of specific spatial activity patterns within regions. Traditional fMRI analyses focus on identifying voxels (volumetric pixels) that change their activity in response to certain tasks or cognitive states, testing each voxel in isolation. More recent multivariate approaches, such as multivoxel pattern analysis (Haxby et al. 2001; Norman et al. 2006 ) and representational similarity analysis (Kriegeskorte et al. 2008) , shift the focus to multivoxel patterns of activity, allowing for the identification of reinstatement at a higher spatial resolution.
In the first multivoxel pattern analysis of episodic memory, Polyn et al. (2005) trained a classifier (i.e., an algorithm that enables classification of brain states based on distinct activation patterns) on activity patterns during encoding of pictures in three categories, and were able to predict the category of pictures recalled in a free recall test. Notably, reinstatement of activity patterns during retrieval has been found to occur in the absence of subjective recollection (Johnson et al. 2009 ) as well as in situations of competing memories (Kuhl et al. 2011 (Kuhl et al. , 2012 , suggesting that reinstatement may occur even in implicit retrieval. The increased spatial resolution afforded by such multivariate approaches enables investigation of event-specific cortical reinstatement. Two recent studies (Staresina et al. 2012a; Ritchey et al. 2013 ) were able to identify such item-specific reinstatement. Staresina et al. (2012a) examined whether item-specific neural representations elicited during episodic encoding are later reinstated during successful recollection. They presented participants with word-scene pairs and later tested their memory using the words as cues, measuring brain activity (using fMRI) during both encoding and retrieval. The parahippocampal cortex showed increased similarity between encoding and retrieval activation patterns (encoding-retrieval similarity) during successful recollection. This reactivation was observed only during successful recollection, not during recognition, and was event-specific (i.e., the encoding-retrieval similarity was driven by reinstatement of specific word-scene combinations rather than by the scene itself ). Notably, the hippocampal encoding-retrieval similarity was not predictive of memory, but the amplitude of the hip-pocampal response was correlated with the parahippocampal encoding -retrieval similarity during retrieval, suggesting it may mediate the reinstatement observed in the parahippocampus.
EEG studies have also shown encoding -retrieval overlap (Rösler et al. 1995; Gratton et al. 1997; Khader et al. 2005) . Given the low temporal resolution of fMRI, which does not enable comparing the temporal dynamics of the activity at encoding versus retrieval at a resolution finer than several seconds, a promising approach may be to test encoding-retrieval overlap using MEG (Jafarpour et al. 2014) or by combining EEG and fMRI (Khader et al. 2007 ; see Johnson et al. 2008 for two studies using similar protocols with fMRI and EEG, respectively). Eletrophysiological measures obtained from depth electrodes in neurosurgical patients are also used to obtain high temporal resolution data in the investigation of human retrieval. For example, using this approach, Gelbard-Sagiv et al. (2008) showed that episodic recall, using movie clips as memoranda, entails the activation of episodespecific activity patterns in the hippocampus.
Although there is compelling evidence that encoding-related brain activity is partially reinstated during retrieval, the overlapping activity is still a small fraction of the overall brain activity elicited during encoding and retrieval (Johnson and Rugg 2007; Rugg et al. 2008; Daselaar et al. 2009; Kim et al. 2010 ). This may be caused by several contributing factors , such as features of the original experience that may not be encoded, or encoded but not retrieved. In addition, given the reconstructive nature of memory retrieval (Loftus and Palmer 1974; Schacter et al. 1998) , additional information, unrelated to the original event, may be incorporated into the representation.
Indeed, false memories have been shown to elicit false reinstatement effects that mimic those of veridical reinstatement (Kahn et al. 2004) , in line with findings that the majority of brain regions involved in retrieval are sensitive to the subjective feeling of retrieval rather than the veridicality of retrieval (Mendelsohn et al. 2010; Rissman et al. 2010; Dennis et al. 2012 ). Interestingly, the main regions found to differentiate true from false memories are in sensory cortices and MTL (Cabeza et al. 2001; Slotnick and Schacter 2004; Daselaar et al. 2006b; Kirwan et al. 2009; Dennis et al. 2012) , the same regions that may be expected to show reinstatement.
More generally, dominant models of systems consolidation (see above, also , suggest that memory representations change over time. For example, systems consolidation in humans has been reported to involve semantization of episodic experience (Cermak 1984; Conway et al. 1997; Nadel et al. 2007; Conway 2009; Piolino et al. 2009; Furman et al. 2012 ). One of the major debates in this regard (see also discussion of rodent studies above) pertains to whether only retrieval of recent memories is dependent on the hippocampus (e.g., Squire et al. 2001; Squire and Bayley 2007; Bartsch et al. 2011) , or whether it is required for retrieval of vivid memories, regardless of memory age (Moscovitch et al. 2005 (Moscovitch et al. , 2006 Rosenbaum et al. 2008; Dudai 2012; Bonnici et al. 2013 ). Evidence from human neuroimaging studies suggests that both vividness and memory age affect different aspects of the hippocampal activity and its connectivity with the cortical retrieval network (e.g., Gilboa et al. 2004; Piolino et al. 2009; Viard et al. 2010; Furman et al. 2012; Harand et al. 2012; Söderlund et al. 2012) . Two recent multivoxel pattern analysis studies directly probed how passage of time affects the representation in both hippocampal and cortical regions by decoding specific recent/ remote autobiographical memories (Bonnici et al. 2012 (Bonnici et al. , 2013 . They found that both vmPFC and hippocampus contained information about recent and remote memories, with more remote information in vmPFC and posterior hippocampus.
Memory representations may also be subject to change when encountering in retrieval novel events that are related to the existing memories (e.g., in reconsolidation; Nader 2015). Such conditions may result in generalization/inference (Moses et al. 2006; Shohamy and Wagner 2008; Kumaran and McClelland 2012) , interfer-ence (Müller and Pilzecker 1900; Anderson 2003; Wixted 2004) , or creation of false memories Loftus 2005) . Increasingly sensitive analyses methods of human brain imaging provide improved abilities to probe the interactions between encoding of new information and reactivation of previous representations (Staresina et al. 2012b; Ben-Yakov et al. 2014; Brown et al. 2015) .
All in all, the studies described in this section show that episodic memory retrieval in the human brain entails activation of corticohippocampal or cortical representations. Timelocking of transient spatiotemporal patterns of activation in distinct distributed cortical or corticohippocampal ensembles may permit permutational binding of representational elements to yield specific representations, and may also allow different representations to be stored in the same network. These representations are driven largely by the activity during encoding, but they are malleable, subject to the influence of time, semantization, and interaction of the existing memory with novel information.
CONCLUSIONS
Our brief review of the investigation of memory retrieval in the mammalian brain shows how the combination of multiple levels of analysis, methods, and experimental systems and the introduction of novel techniques have markedly advanced the study of retrieval in recent years. But it also shows how much has yet to be learned. Research on declarative retrieval builds on a rich body of studies in experimental psychology, which has also generated influential models of retrieval and of the relevance of the information retrieved to the information encoded. Studies of brain damage in amnesia have identified brain areas, particularly in the hippocampus and surrounding neocortex, that play a role in both encoding and retrieval, and indicated that the role of these areas changes as the memory consolidates and with the passage of time. However, until recently, the methods available did not allow the spatiotemporal resolution required to dissect the processes involved in retrieval of complex memory, which is accomplished within a fraction of a second. This is now possible, with the introduction of powerful methods in molecular biology, neurogenetics, and in vivo molecular and cellular imaging in rodents. The development of improved noninvasive functional brain imaging in humans, electrophysiology in patients, and more sophisticated data analyses, now also enable teasing apart subprocesses and brain substrates of retrieval of high-level memory unique to humans, such as autonoetic (i.e., involving selfawareness) episodic memory, verbal recollections, and autobiographical memory. The picture that emerges from both rodent and human studies is that retrieval of complex memory involves coordinated fast interplay of sparse and distributed networks, and yet leaves open the question whether some principles and elements of the codes that embody the expressed representations are still unknown. 
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