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Abstract
Heegaard diagrams on the boundary of a handlebody are studied from the dynamics systems point
of view. A relationship between the strongly irreducible condition of Casson–Gordan and the Masur’s
domain of discontinuity for the action of the handlebody group is established.
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1. Introduction
By a Heegaard diagram on a handlebody we mean the isotopy class of a maximal col-
lection of disjoint, pairwise non-isotopic essential simple loops (a pants-decomposition)
on the boundary surface. We say a Heegaard diagram is strongly irreducible if each com-
ponent of the diagram intersects all meridian discs. The notion of strongly irreducibility
is motivated by the work of Casson and Gordon [2] on the strongly irreducible Heegaard
splittings in which any two meridian discs from different handlebodies intersect. The aim
of the paper is to study the space of Heegaard diagrams from the dynamics system point of
view. The dynamics system consists of the action of the handlebody group on Thurston’s
space of measured laminations [6,11,13,15,19]. H. Masur made a deep study of the dy-
namics system and found the maximal open subset on which the handlebody group acts
properly discontinuously. Our result is the following.
Theorem 1. (a) A Heegaard diagram is in Masur’s domain of discontinuity if and only if it
is strongly irreducible in the above sense.
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(b) If α is a strongly irreducible Heegaard diagram and d is a hyperbolic metric on
the boundary of the handlebody of a genus at least two, there is a computable constant
K > 0 (depending only on α,d) so that I (α, ∂D) Kld(∂D) for all meridian discs D in
the handlebody where ld(x) is the length of the geodesic representative isotopic to x and
I (x, y) is the geometric intersection number.
It is well known that for any hyperbolic metric on a closed surface and for any
number n, there is an algorithm to list the isotopy classes of loops of length at most n.
As a consequence, one sees that for any number n there is an algorithm to find the set of
isotopy classes of meridian discs whose intersection number with a strongly irreducible
Heegaard diagram α is at most n. Thus we obtain the following.
Corollary 2 (Johannson [5]). Given two Heegaard diagrams so that one of them is
strongly irreducible, there is an algorithm to decide if these two diagrams are related by a
handlebody homeomorphism.
The part (a) of Theorem 1 follows easily from a theorem of Starr [18] which
characterizes irreducible curves systems on the boundary of a handlebody. (See [20,
p. 689], for a short proof of Starr’s theorem.) We were not aware of Starr’s theorem when
we worked on Theorem 1 and produced a proof Starr’s theorem using the results obtained
in [8]. This proof may be of some interests as it uses defining equations for the geometric
intersection number functions.
The proof of part (b) of Theorem 1 uses a simple fact on counting the intersection points
of curve systems on surfaces (Lemma 2.1). Namely, a string of a straight arcs and a string
of b straight arcs in a convex planar region intersect at most ab points unless some arcs
overlap. This counting lemma is used repeatedly to obtain the estimate on the constant K .
The paper is organized as follows. In Section 2, we introduce some background material.
In particular, the intersection number with a pair of surface filling curve systems is
emphasized. This intersection number is the combinatorial analogue of the length of the
geodesics. We prove Lemma 2.1 which is the counterpart of an inequality of Thurston [3,
p. 58]. In Section 3, we give a new proof of Starr’s theorem. Theorem 1 and Corollary 2
are proven in Section 4. Some questions about Heegaard splittings are raised in Section 5.
Also in Section 5, we discuss the relationship between the strongly irreducible Heegaard
splittings and the Heegaard diagrams. In Appendix A we give a second proof of Starr’s
theorem.
2. Preliminaries on the measured lamination space
Let us fix a set of notations.
Σg,r is the compact orientable surface of genus g with r boundary components;
S = S(Σg,r ) is the set of isotopy classes of essential simple loops on Σg,r ;
CS = CS(Σg,r) is the set of isotopy classes of curve systems on Σg,r where a curve
system is a finite disjoint union of essential non-boundary parallel simple loops and
essential proper arcs on the surface;
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Hg is the handlebody of genus g  2;
Unless stated otherwise, we take the surfaceΣ to be the boundary of the handlebodyHg
in the rest of the paper;
FN =FN(Σ) is the set of isotopy classes of pants-decompositions on the surface;
CSt = CSt (Σ) is the subset of CS = CS(Σ) consisting of curve systems so that each
component of the system is null homotopic in Hg ;
St = CSt (Σ) ∩ S(Σ) is the set of isotopy classes of the boundary of meridian discs;
FNt = CSt ∩FN is the set of pants-decompositions of the handlebody by the meridian
discs;
Mod(Σ) is the mapping class group Homeo+(Σ)/Iso of the surface;
Γ = Γg is the handlebody group consisting of isotopy classes of homeomorphisms of
the surfaces which extend to homeomorphisms of the handlebody;
ML=ML(Σ) is Thurston’s space of measured laminations on the surface.
The isotopy class of a 1-dimensional submanifold a is denoted by [a]. The geometric
intersection number between two isotopy classes α,β is denoted by I (α,β) = min{|a ∩
b|: a ∈ α, b ∈ β}. We also use I (a, b), I ([a], b) and I (a, [b]) to denote I ([a], [b]).
The intersection number function on the measured lamination spaces will also be denoted
by I . A component of an isotopy class [a] ∈ CS is the isotopy class of a component of a.
A regular neighborhood of a 1-dimensional submanifold a is denoted by N(a). For details
on the space of measured laminations, see [1,3,16,19] and the references cited therein.
Definition (Masur [11]). The limit set L for the action of the handlebody group Γ on the
space of measured laminations is defined to be the closure of the set Q>0 ×St in the space
of measured laminationsML. Let Ω = {α ∈ML(Σ): I (α,β) > 0 for all β ∈L− 0}.
Theorem (Masur [11]). The set Ω is the maximal open subset on which the handlebody
group Γ acts properly discontinuously.
An equivalent definition of elements in the Masur domain Ω is as follows.
Definition. A set A= {α1, . . . , αn} ⊂ CS(Σ) is called surface filling if ∑ni=1 I (x,αi) > 0
for all x ∈ CS(Σ). In this case, define the norm induced by A on CS(Σ) to be |x|A =∑n
i=1 I (x,αi).
Lemma 2.1. If A = {α1, . . . , αk} ⊂ CS(Σ) is surface filling, then for any α,β ∈ CS(Σ),
we have I (α,β) |α|A|β|A.
Proof. Choose representatives ai ∈ αi , a ∈ α and b ∈ β as curve systems so that their
pairwise intersection numbers are minimal within the isotopy classes and there are no
triple intersection points. Since A is surface filling, each component of Σ − ⋃ni=1 ai
is contractible. Say R1, . . . ,Rm are these components. Let xi (respectively yi ) be the
number of connected components of a (respectively b) in Ri . Since there are no bi-gons
in a ∪ b inside Ri , the number of intersection points a ∩ b inside Ri is at most xiyi . Thus,
I (a, b)
∑m
i=1 xiyi  (
∑m
i=1 xi)(
∑m
i=1 yi)= |α|A|β|A. ✷
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Remark 2.1. The above lemma still holds if one replaces the surface filling set A by a
surface filling graph G, i.e., the components of Σ−G are contractible and define the norm
of α to be min{|a ∩G|: a ∈ α and a does not pass through the vertices of G}.
2.2. A finite subset A⊂ CS is surface filling if and only if {γ ∈ Mod(Σ): γ (A)=A} is
a finite group.
Corollary 2.2. Any two norms arising in this way are Lipschitz related.
Indeed, say |α| = |α|A and ||α|| = |α|B for two surface filling sets A and B . Then
|α| =
n∑
i=1
I (α,αi )
n∑
i=1
‖α‖‖αi‖ =
(
n∑
i=1
‖αi‖
)
‖α‖.
Remark 2.3. Fix a hyperbolic metric on the surface and let l(x) be the length of the
geodesic in x ∈ CS. Then for any norm |x| on CS(Σ), there is a constant K1 so that
1
K1
|x|  l(x)  K1|x| for all x ∈ CS(Σ). Thus, the lemma above is a combinatorial
analogous to Thurston’s inequality that I (x, y)  K2l(x)l(y) for all x, y ∈ CS(Σ) [3,
Lemma 2, p. 58].
2.4. Fix a norm |x| on CS(Σ). For each r ∈ Z, let N(r) be the number of elements in
CS(Σ) of norm r . It can be shown easily that N(r) has polynomial growth in r . Thus the
function
∑∞
r=1N(r)tr is convergent for |t|< 1. Is the function rational?
2.5. Using Lemma 2.1, one can give a proof of Thurston’s result that the projective
measured lamination space PML(Σ) is compact. Indeed, given a sequence {xn} in
CS(Σ) − 0, then for any β ∈ S , the sequence I (xn/|xn|, β) is bounded by |β| by
Lemma 2.1. By the standard Cantor diagonal process, we find a subsequence, still denoted
by xn so that I (xn/|xn|, β) converges to a function f (β) for all β ∈ S . To show that the
function f is not identically zero, consider the sum of the values of f on the elements αi
in the set defining the norm. The sum is 1 by definition.
Fix a norm |x| on CS(Σ). Then an element x ∈ML(Σ) satisfies I (x, y) > 0 for
all y ∈ L − 0 if and only if I (x, y)  K|y| for all y ∈ L by the compactness of PL =
{t/|t|: t ∈ L− 0} in the projective measured lamination space PML(Σ). Thus an element
x ∈ML(Σ) is in the Masur domain Ω if and only if the restriction of the intersection
number function I (x, .) on the limit set L is Lipschitz equivalent to a norm. We may
rephrase the part (a) of Theorem 1 as follows.
Theorem 2.3. Suppose α = α1 unionsq · · · unionsq α3g−3 ∈ FN(Σ) so that I (αi, β) > 0 for all i and
all β ∈ St . Then there is a constant K > 0 so that I (α,β)K|β| for all β ∈ St .
The following lemma was known to many mathematicians [12].
Lemma 2.4. If α ∈ S(Σ) so that I (α,α′)= 0 for some meridian disc α′ ∈ St , then α is in
the limit set L.
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Proof. We need to consider two cases: either α′ is non-separating or α′ is separating.
Case 1. If α′ is non-separating, choose β ∈ S so that I (α′, β) = 1 and I (α,β) = 0.
Then βn = Dnα(β), where Dα is the positive Dehn twist on α, converges projectively
to α in ML(Σ) and I (βn,α′) = 1. Let αn = ∂N(α′ ∪ βn) be the isotopy class of a
regular neighborhood of a 1-holed torus which contains both α′ and βn. Since α′ ∈ St
and I (βn,α′)= 1, αn is in St . Furthermore αn converges projectively to α. It follows that
α is in the limit set L.
Case 2. If α′ is non-separating, then the meridian disc bounded by α′ cuts the
handlebody into two handlebodies. Choose α′′ to be a non-separating meridian disc in
one of the handlebody which does not contain α. Then α is in L by case 1 applied to
{α,α′′}. ✷
The following lemma shows the main advantage of using pants-decompositions as
Heegaard diagrams. The proofs are evident except part (c).
Lemma 2.5. (a) If h is a homeomorphism leaving a Heegaard diagram invariant, then
h(3g−3)! is a composition of Dehn twists on the components of the Heegaard diagram.
(b) If α = α1unionsq· · ·unionsqα3g−3 is a Heegaard diagram and β ∈ML(Σ) so that I (α,β)= 0,
then β = k1α1 unionsq · · · unionsq k3g−3α3g−3 where ki ∈ R0.
(c) Given any integer n, there are only finitely many pairs of Heegaard diagrams
(α,β) ∈ FN(Σ) × FN(Σ) up to homeomorphisms of the surface so that I (α,β)  n.
Furthermore, these finitely many pairs can be listed algorithmically.
To show (c), we first note that there are only finitely many Heegaard diagrams up to
homeomorphisms of the surface. Thus, it suffices to count the set {β ∈FN | I (α,β) n}
modulo Dehn twists on α for a fixed α ∈ FN . Consider the Dehn–Thurston coordinate
of β with respect to the pants-decomposition based on α (see [16] and [10] for more
details on Dehn–Thurston coordinate). Then each β has the coordinate of the form
(x1, t1, . . . , x3g−3, t3g−3) where xi  n is the intersection number coordinate and ti is the
twisting coordinate. If |ti |> n, then we may use the Dehn twist on the ith component of α
to change β so that the new twisting number is within the interval [0, n]. Thus the result
follows.
Remark 2.6. A stronger form of Lemma 2.5(c) holds. Namely, for any n the set {(α,β) ∈
S × S: I (α,β) n}/Mod(Σ) is finite.
We end this section by giving a proof of Masur’s theorem in terms of norms. The basic
ideas are due to Masur. We begin with a lemma characterizing compact sets in the Masur
domain Ω in terms of norms. Fix a norm |x| = |x|A where A = {α,β} ⊂ CSt is surface
filling.
Lemma 2.6. If K is a compact subset in Ω , then there is a constant c > 0 so that for all
x ∈K and t ∈L, we have 1
c
|t| I (x, t) c|t|.
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The proof uses the standard compactness argument. For instance, if the left-hand-side
inequality fails, then there are xn ∈ K and tn ∈ L − 0 so that 1n |tn|  I (xn, tn) for all
integer n. Then by choosing a subsequence (still denoted by the same index), we may
assume that xn converges to x ∈K and tn/|tn| converges to t ∈ L− 0. By the continuity of
the intersection number function I (., .), we obtain that I (x, t)= 0. But this contradicts the
assumption that x ∈Ω and A⊂ CSt .
Now to prove Masur’s theorem, take a compact set K in Ω . We shall prove that there
are only finitely many elements γ ∈ Γ so that γ (K) ∩K = ∅. By Lemma 2.6, there is a
constant c > 0 so that 1
c
|t| I (x, t) c|t| for all x ∈K and t ∈ L. Suppose γ (K)∩K = ∅.
Then there is x ∈ K so that γ (x) ∈ K . Thus we have, 1
c
|t|  I (x, t)  c|t|, and 1
c
|t| 
I (γ (x), t) c|t| for all t ∈ L. By the choice of the surface filling set A= {α,β} ⊂ L, we
have,
1
c
|γ (A)| = 1
c
(|γ (α)| + |γ (β)|)
 I
(
γ (x), γ (α)
)+ I(γ (x), γ (β))
= I (x,α)+ I (x,β) c(|α| + |β|).
This shows that the norm of γ (A) is bounded by a constant independent of γ . There
are only finitely many elements in CS of norm at most a given number and also the set
{γ ∈ Γ : γ (A)=A} is finite due to the surface filling property of A. Therefore, we see that
there are only finitely many γ ∈ Γ with γ (K)∩K = ∅.
3. A proof of Starr’s theorem
We begin by introducing some notations. Let
∆= {(x1, x2, x3) ∈R30: xi + xj  xk, i = j = k = i};
∆+ = {(x1, x2, x3) ∈R3>0: xi + xj > xk, i = j = k = i};
W = {(x1, x2, x3) ∈R30: there is an index i so that xi  xj + xk};
W+ = {(x1, x2, x3) ∈R30: there is an index i so that xi > xj + xk}.
Evidently we have ∆ ∩W+ =∆+ ∩W = ∅ and ∆ ∪W+ =∆+ ∪W = R30. We say
that three elements α,β, γ ∈ S bound a 3-holed sphere, denoted by (α,β, γ ) ∈ P , if there
are representatives a, b, c in α,β, γ respectively so that a, b, c bound a 3-holed sphere in
the surface. Note that two of the elements {α,β, γ } may be the same. See Fig. 1.
Definition. (a) An element α ∈ CS is called irreducible with respect to the handlebody if
I (α,β) > 0 for all β ∈ St . Let CS+(Σ) be the set of all isotopy classes of irreducible curve
systems.
(b) Given a Heegaard diagram α = α1 unionsq · · · unionsq α3g−3 ∈ FN(Σ), we associate to α
the following sets: ∆(α) = {β ∈ML(Σ): if (αi , αj ,αk) ∈ P, then (I (αi , β), I (αj ,β),
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Fig. 1.
I (αk,β)) ∈ ∆}; define ∆+(α) similarly. Define W(α) = {β ∈ML(Σ): there is (αi , αj ,
αk) ∈P so that (I (αi , β), I (αj ,β), I (αk,β)) ∈W }; define W+(α) similarly.
The goal of this section is to show the following theorem.
Theorem 3.1 (Starr [18]). CS+(Σ)=⋃α∈FNt (∆+(α) ∩ CS(Σ)).
A similar result that CS(Σ)=⋃α∈FNt (∆(α) ∩ CS(Σ)) was proved in [9].
One may interpret the theorem as follows. Given two curve systems a, b with |a ∩ b| =
I (a, b), we say that a (respectively [a]) contains a wave with respect to b (respectively
[b]) if there exists an arc x in a and a component b′ of b so that (1) ∂x ⊂ b′ and (2)
x ∩ b = x ∩ b′ = ∂x and x approaches its end points from the same side of b′. For a
3-holed sphere P with ∂P = a1unionsqa2unionsqa3 and a curve system b on P , then b contains a wave
with respect to ∂P means that (I (a1, b), I (a2, b), I (a3, b)) ∈W+. The curve system b has
components joining each of the three pairs of boundary components {ai, aj } if and only
if (I (a1, b), I (a2, b), I (a3, b)) ∈∆+. Thus Starr’s theorem states that for each irreducible
curve system β , there is a pants-decomposition α of the handlebody so that in each of
the 3-holed sphere determined α there are arcs in β which join any pair of the boundary
components.
Proof of Theorem 3.1 that
⋃
α∈FNt (∆
+(α) ∩ CS) ⊂ CS+. This follows from the parts
(b) and (c) of the following lemma.
Lemma 3.2. Suppose α ∈FN . Then
(a) ∆(α) ∩ W+(α) = ∆+(α) ∩ W(α) = ∅ and ∆(α) ∪ W+(α) = ∆+(α) ∪ W(α) =
CS(Σ). Furthermore, ∆(α) and W(α) are closed subsets in ML(Σ).
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(b) If β ∈∆+(α) and γ ∈W+(α), then I (β, γ ) > 0.
(c) If α ∈ FNt and β ∈ CSt (Σ), then β ∈ W(α). Furthermore, if I (α,β) > 0, then
β ∈W+(α). In particular, the limit set L is in W(α) for each α ∈FNt .
Proof. Part (a) follows from the definition. Part (b) follows from the fact that if b, c are
curve systems on a 3-holed sphere P with ∂P = a1 unionsqa2 unionsqa3 so that c contains a wave with
respect to ∂P and (I (a1, b), I (a2, b), I (a3, b)) ∈ ∆+, then I (b, c) > 0. Part (c) follows
from the outmost disc argument applied to the meridian discs bounded by α and β . To see
the last statement, we have St ⊂⋂α∈FNt W(α). Thus Q>0 × St ⊂⋂α∈FNt W(α). But⋂
α∈FNt W(α) is closed. Thus the limit set L⊂
⋂
α∈FNt W(α).
Proof of Theorem 3.1 that CS+ ⊂ ⋃α∈FNt ∆+(α). Take an element β ∈ CS+ and
take α = α1 unionsq · · · unionsq α3g−3 ∈ FNt . Define the complexity of α with respect to β to be
C(α)=∑(i,j,k)∈P 2I (αi ,β)+I (αj ,β)+I (αk,β) where (i, j, k) ∈P means (αi , αj ,αk) ∈ P . We
use induction on the complexity to prove the theorem.
Suppose for some (i, j, k) ∈ P , (I (αi , β), I (αj ,β), I (αk,β) is not in ∆+, say I (αi, β)
is at least I (αj ,β) + I (αk,β). Let αi be the component of α so that I (αi , β) is
the largest among all triples (i, j, k) ∈ P so that I (αi , β)  I (αj ,β) + I (αk,β). To
simplify notations, let us assume that (i, j, k) = (5,1,2). Since β ∈ CS+, I (αr , β) > 0
for all r . Thus I (α5, β) > max(I (α1, β), I (α2, β)). In particular, α5 = α1, α2. Choose a
representative a = a1 unionsq · · · unionsq a3g−3 ∈ α and b ∈ β so that |a ∩ b| = I (a, b). Let Pi be the
3-holed sphere components of Σ − int(N(a)). Then since α5 = α1, α2, N(a5) is adjacent
to two distinct 3-holed spheres, say P1 and P2. Let Σ0,4 = P1 ∪N(a5)∪P2 be the 4-holed
sphere and S ′ = S ′(Σ0,4) be the set of isotopy classes of essential non-boundary parallel
simple loops on Σ0,4. We claim that there exits an element α′5 ∈ S ′ so that for the new
Heegaard diagram α′ = α1 unionsq · · · unionsq α4 unionsq α′5 unionsq α6 unionsq · · · unionsq α3g−3 ∈FNt , C(α′) < C(α).
To see this, let the boundary components of Σ0,4 correspond to α1, α2, α3, α4. Since
I (α5, β) is maximal, we have either (I (α5, β), I (α3, β), I (α4, β)) ∈ ∆+ or I (α5, β) 
I (α3, β)+ I (α4, β). Thus the claim follows from the lemma below by taking α5 = γ1 and
α′5 = γ .
Lemma 3.3. Suppose ∂Σ0,4 = α1 unionsq α2 unionsq α3 unionsq α4, γ1 ∈ S ′(Σ0,4) so that (γ1, α1, α2) ∈ P ,
and f (x)= I (x,β) :S(Σ0,4)→ Z0 is the geometric intersection function associated to
β ∈ CS(Σ0,4) so that f (αi) > 0. If either (a) f (γ1)max(f (α1)+f (α2), f (α3)+f (α4))
or (b) f (γ1)  f (α1) + f (α2) and (f (γ1), f (α3), f (α4)) ∈ ∆+, then there exists γ ∈
S ′(Σ0,4) so that
max
(γ ,αr,αs )∈P
(
f (γ )+ f (αr)+ f (αs)
)
< max
(γ1,αr ,αs)∈P
(
f (γ1)+ f (αr)+ f (αs)
)
.
Proof. The proof is based on a theorem proved in [8] which characterizes geometric
intersection number functions. We shall recall the relevant result.
Three elements γ1, γ2, γ3 ∈ S ′ = S ′(Σ0,4) are said to form an ideal triangle if
I (γi , γj )= 2 for i = j . Given two elements γ, γ ′ ∈ S ′ with I (γ, γ ′)= 2, there are exactly
two distinct ideal triangles of the form (γ, γ ′, γ ′′). The following theorem was proved
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in [8]. As a convention, we use (i, r, s) ∈P to denote (γi, αr , αs) ∈ P , and unless indicated
otherwise, the index i runs from 1 to 3, and indices r, s run from 1 to 4.
Theorem 3.4. For surfaceΣ0,4 with ∂Σ0,4 = α1unionsqα2unionsqα3unionsqα4, a function f (δ) :S(Σ0,4)→
Z is a function of the form I (β, δ) for some fixed β ∈ CS(Σ0,4) if and only if the following
three conditions hold:
(1) If (γ1, γ2, γ3) forms an ideal triangle, then
4∑
i=1
f (γi)
= max
(i,r,s)∈P
(
2f (γi),2f (αr),
4∑
r=1
f (αr), f (γi)+ f (αr)+ f (αs)
)
; (1)
(2) If (γ1, γ2, γ3) and (γ1, γ2, γ ′3) both form ideal triangles with γ3 = γ ′3, then
f (γ3)+ f (γ ′3)
= max
i=1,2;(i,r,s)∈P
(
2f (γi),2f (αr),
4∑
r=1
f (αr), f (γi)+ f (αr)+ f (αs)
)
; (2)
(3) f (γi)+ f (αr)+ f (αs) ∈ 2Z when (i, r, s) ∈ P . (3)
Applying the theorem to our situation, we have f (δ) = I (β, δ) takes positive values
on αi and γ1. Let (γ1, γ2, γ3) be the ideal triangle so that f (γ2, γ3) is the smallest among
all ideal triangles of the form (γ1, γ ′, γ ′′). For simplicity, let xi = f (γi), ar = f (αr) and
x ′i = max(i,r,s)∈P(xi + ar + as). Then Eq. (1) in Theorem 3.4 becomes
3∑
i=1
xi = max
i,r
(
2xi, x ′i ,2ar,
4∑
r=1
ar
)
. (4)
Due to the minimality of x2 + x3, we claim that Eq. (5) holds.
3∑
i=1
xi = max
i,r
(
2x1, x ′i ,2ar,
4∑
r=1
ar
)
. (5)
Indeed, if otherwise, by Eq. (4), ∑3i=1 xi = max(2x2,2x3), say, ∑3i=1 xi = 2x3 and
2x3 > maxi,r (2x1, x ′i ,2ar,
∑4
r=1 ar). Since each xi > 0, we obtain x3 = x1 + x2 > x2.
Consider a new ideal triangle (γ1, γ2, γ ′3) where γ ′3 = γ3 and let y3 = f (γ ′3). Then Eq. (2)
in Theorem 3.4 shows x3 + y3 = max(2x1,2x2, x ′1, x ′2,2ar,
∑4
r=1 ar). By the assumption
max(2x1,2x2, x ′1, x
′
2,2ar,
∑4
r=1 ar) < 2x3. Thus y3 < x3 which contradicts the minimality
of (γ1, γ2, γ3).
To finish the proof of the lemma, we claim that for γ to be one of γ2 or γ3, the conclusion
of the lemma holds. If otherwise, we would have
min(x ′2, x ′3) x ′1. (6)
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We shall derive a contradiction that minr (ar) = 0 from (6) by considering two separate
cases: case 1. x1 max(a1 + a2, a3 + a4) and case 2. x1  a1 + a2 and (x1, a3, a4) ∈∆+.
Case 1. x1 max(a1 + a2, a3,+a4). Then 2x1 maxr (x ′1,2ar,
∑4
r=1 ar ). Thus Eq. (5)
becomes
∑3
i=1 xi = max(2x1, x ′2, x ′3).
Subcase 1.1.
∑3
i=1 xi = 2x1, i.e., x2 + x3 = x1. By Eq. (6), we may write
x2 + ar + as  x ′1 (2, r, s) ∈P . (7)
x3 + ar + as ′  x ′1 (3, r, s′) ∈P . (8)
We have (1, s, s′) ∈P . The sum of (7) and (8) gives
x2 + x3 + 2ar + as + as ′  2x ′1. (9)
But x2 + x3 = x1 and 2x ′1  2x1 +
∑4
r=1 ar . Thus (9) implies that 2ar + as + as ′  x1 +∑4
t=1 at . This shows ar  x1+ar ′ where (1, r, r ′) ∈P . Due to x1 max(a1+a2, a3+a4),
we obtain that mint (at )= 0.
Subcase 1.2.
∑3
i=1 xi = max(x ′2, x ′3), say
∑3
i=1 xi = x2 + ar + as with (2, r, s) ∈ P .
Then we have
x1 + x3 = ar + as. (10)
By (6), we have
x3 + ar ′ + as  x ′1 (3, r ′, s) ∈P . (11)
Adding x1 to both sides of (11) and using (10), we obtain
ar + ar ′ + 2as  x1 + x ′1 (1, r, r ′) ∈ P . (12)
But x1 + x ′1  x1 + x1 + ar + ar ′ . Thus by (12), we obtain 2as  2x1. Due to x1 
max(a1 + a2, a3 + a4), this implies mint (at )= 0.
Case 2. x1  a1 + a2 and (x1, a3, a4) ∈ ∆+. Then x1 + a3 + a4  max(2x1, x ′1,2ar,∑4
r=1 ar). Thus Eq. (5) becomes
∑3
i=1 xi = max(x1 + a3 + a4, x ′2, x ′3).
Subcase 2.1.
∑3
i=1 xi = max(x ′2, x ′3), say
∑3
i=1 xi = x2 + ar + as where (2, r, s) ∈ P .
Then
x1 + x3 = ar + as. (13)
By Eq. (6), we may assume that
x3 + ar + as ′  x1 + a3 + a4. (14)
Adding x1 to both sides of (14) and using (13), we obtain
2ar + as + as ′  2x1 + a3 + a4. (15)
Note that {s, s′} = {1,2} or {3,4}. If {s, s′} = {3,4}, then Eq. (15) becomes 2ar  2x1
where r ∈ {1,2}. Due to x1  a1 + a2, we have min(a1, a2) = 0. If {s, s′} = {1,2},
then x1  as + as ′ and r ∈ {3,4}. Thus (15) implies 2ar + x1  2x1 + a3 + a4, i.e.,
2ar  x1 + a3 + a4. This contradicts (x1, a3, a4) ∈∆+.
Subcase 2.2.
∑3
i=1 xi = x1 + a3 + a4. Then x2 + x3 = a3 + a4. By (6), we have
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x2 + ar + as  x1 + a3 + a4 (2, r, s) ∈ P . (16)
x3 + ar + as ′  x1 + a3 + a4 (3, r, s′) ∈ P . (17)
Adding (16) to (17) gives x2 + x3 + 2ar + as + as ′  2x1 + 2a3 + 2a4. Using x2 + x3 =
a3 + a4, we obtain
2ar + as + as ′  2x1 + a3 + a4 (1, s, s′) ∈P . (18)
Inequality (18) is the same as (15). By the same argument as above, we obtain a contradic-
tion again.
Remarks 3.1. One can give a new proof of the main theorem in [9] that CS(Σ) =⋃
α∈FNt ∆(α) ∩ CS using the same argument as above. Indeed, the goal in this case
is to eliminate the waves of β with respect to α ∈ FNt . Suppose there are waves.
Then as in the proof above, we choose αi so that I (αi, β) > I (αj ,β) + I (αk,β)
where (i, j, k) ∈ P and I (αi, β) is the largest. Assume again that (i, j, k) = (5,1,2).
Then (I (α5, β), I (α3, β), I (α4, β)) ∈ ∆ as in the proof above. To construct the move
on α, we prove a lemma similar to Lemma 3.3 where the conditions (a) and (b) are
replaced by (a′) f (γ1) > f (α1) + f (α2) and f (γ1)  f (α3) + f (α4) or (b′) f (γ1) >
f (α1) + f (α2) and (f (γ1), f (α3), f (α4)) ∈ ∆. The proof of the lemma is the same as
above.
3.2. A different proof of Starr’s theorem using CS(Σ)=⋃α∈FNt ∆(α)∩CS and diagram
chasing is given in Appendix A.
3.3. One may quantify the part (b) of Lemma 3.2 as follows. For ε > 0, let ∆ε =
{(x1, x2, x3) ∈ R3>0: xi + xj  (1 + ε)xk, i = j = k = i}. Evidently, ∆+ =
⋃
ε>0∆ε . For
α ∈ FN , we define the set ∆ε(α) in the same way as in the definition of ∆(α). Then
we have the following stronger version of part (b) of Lemma 3.2. Namely, if β ∈∆ε and
γ ∈W+(α), then I (β, γ )  13g−3( ε2 )2g−1W(γ,α)I (α,β) where W(γ,α) is the number
of waves of γ with respect to α and is explicitly given by
∑
(αi ,αj ,αk)∈P
1
2 (I (αi , γ ) −
I (αj , γ )− I (αk,β))+ with x+ = 12 (|x| + x).
4. Proofs of Theorem 1 and Corollary 2
Proof of part (a) of Theorem 1. To see the necessity, take α = α1 unionsq · · · unionsq α3g−3 ∈
FNt ∩Ω . We claim that each αi intersects all elements in St . Indeed, if otherwise, say
I (αi, β) = 0 for some β ∈ St , then by Lemma 2.4, αi is in the limit set L. But we also
have I (α,αi )= 0. This implies that α is not in Ω which contradicts the assumption.
To see the sufficiency part of part (a), take α = α1 unionsq · · · unionsqα3g−3 ∈FN which is strongly
irreducible, i.e., I (αi , β) > 0 for all β ∈ St and all i . If α is not in Ω , then there is β ∈L−0
so that I (α,β) = 0. But α ∈ FN , thus β = k1α1 unionsq · · · unionsq k3g−3α3g−3 for some numbers
ki ∈ R0 and one of them, say k1 > 0. By Starr’s theorem, there exists γ ∈ FNt so that
α1 ∈∆+(γ ). Thus k1α1 ∈∆+(γ ). This implies β ∈∆+(γ ). But β ∈ L⊂W(γ ) which is
the complement of ∆+(γ ). This is a contradiction.
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Proof of part (b) of Theorem 1. We now show that I (α, x)  K|x| for all [x] ∈ St for
some computable constant K > 0 and some fixed norm |.|.
Take α = α1 unionsq · · · unionsq α3g−3 ∈ FN which is strongly irreducible. For each index i ,
by Starr’s theorem, we find (algorithmically) βi ∈ FNt so that αi ∈ ∆+(βi). Since
I (αi, αj )= 0, we also have α ∈∆+(βi). Evidently {α,βi} is a surface filling system. Take
the norm to be the one associated to {α,β1}, i.e., |x| = I (α, x)+ I (β1, x). We claim the
following holds.
Claim. There is a computable constant K > 0 depending on αi and βi so that for
[x]∈⋂3g−3i=1 W+(βi),
I (x,α)KI(x,β1).
As a consequence, for all [x] ∈⋂3g−3i=1 W+(βi) we have,
I (x,α) K
K + 1 |x|.
But only the other hand, (Q>0 ×St )∩⋂3g−3i=1 W+(βi) is dense in the limit set L. Thus the
above inequality still holds for all [x] ∈L.
To prove the claim, take ai ∈ αi , bj ∈ βj and x so that their pairwise intersection
numbers are minimal within the isotopy classes, and there are no triple intersection points.
For each index i , due to [x] ∈W+(βi), the curve system x contains a wave with respect
to bi . But [ai] ∈ ∆+(βi), thus x ∩ ai = ∅. Let xi be an arc in x with end points on a so
that int(xi) ∩ ai = ∅ and |xi ∩ a| 3. Let x ′ =⋃3g−3i=1 xi . We note that a ∪ x ′ is a surface
filling 1-dimensional cell complex (i.e., each component of Σ − (a ∪ x ′) is contractible).
To see this, it suffices to show that for each 3-holed sphere component P of Σ − int(N(a))
the components of P − x ′ are contractible. This is equivalent to show that each component
of ∂P intersects x ′. But the last statement follows from the construction of x ′.
For the surface filling 1-dimensional complex a ∪ x ′, we introduce a norm ‖γ ‖ =
min{|a ∩ y| + |x ′ ∩ y|: y ∈ γ }. By Lemma 2.1, we have
I (x,β1) ‖x‖‖β1‖ I (x,α)
(
I (β1, α)+
3g−3∑
i=1
|xi ∩ b1|
)
. (19)
It remains to show that for each index i , |xi ∩ b1| is bounded by a computable
constant. To this end, we prove a stronger statement that for each index i and for all
[x] ∈⋂3g−3j=1 W+(βj ), there are only finitely many constructible isotopy classes of arc xi
under isotopies leaving a invariant and fixing each point of intersection a ∩ (⋃3g−3i=1 bi).
Indeed, take the closure P of a component of Σ − a. It suffices to prove there are only
finitely many constructible isotopy classes of arcs x ′i = xi ∩P under isotopies leaving each
component of ∂P invariant and fixing ∂P ∩ (⋃3g−3i=1 bi). By construction, |xi ∩ ∂P |  3.
Thus there are at most eighteen isotopy classes of arc x ′i in P under isotopies leaving ∂P
invariant. The only possibility to have infinitely many isotopy classes of x ′i under isotopies
of P fixing each point in ∂P ∩ (⋃3g−3i=1 bi) is that x ′i spirals toward its end points on ∂P ,
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say x ′i spirals toward aj . Then each arc t on aj with end points in bj is isotopic to an arc
t ′ in x ′i so that the isotopy preserves the curve system bj ∩ P . Since [aj ] ∈ ∆+(βj ), i.e.,
any two components of bj which are the boundary of a pants is joint by an arc t ⊂ aj so
that the interior of t is disjoint from bj , this implies that [xi] ∈∆+(βj ) which contradicts
the assumption. In terms of the Dehn–Thurston coordinate for x ′i with respect to α, one
can constructively estimate the twisting coordinate of xi at αj (see [10,16] for details on
the Dehn–Thurston coordinate). Thus, we obtain a computable upper bound on the term
|xi ∩ b1| in (19). This ends the constructive proof.
Proof of Corollary 2. Suppose α,α′ ∈ FN so that α is strongly irreducible. Take β ′ ∈
FNt and let C = I (α′, β ′). By the constructive proof above, we have I (α, x)  K|x|
for all x ∈ CSt for some computable constant K and a fixed norm |.|. Find all elements
β1, . . . , βr ∈ FNt so that |βi | C/K (this can be done algorithmically). Now given two
pairs of Heegaard diagrams (a, b) and (a′, b′), there is an algorithm to check if they are
related by an element in the mapping class group of the surface (one may use Dehn–
Thurston coordinate to do this). Check if (α,βi) is related to (α′, β ′) by an element in
the mapping class group. If they are related by an element γ ∈ Mod(Σ), then γ ∈ Γ
since βi,β ′ ∈ FNt . Thus α and α′ are related by an element in Γ . If none of the pair
(α,βi) is related to (α′, β ′) by an element in Mod(Σ), then α and α′ are not related by
any element in Γ . Indeed, if there were γ ∈ Γ so that γ (α) = α′. Then γ (β ′) ∈ FNt .
Furthermore, |γ (β ′)| 1
K
I (α, γ (β ′))= I (α′, β ′)= C/K . This shows γ (β ′) must be one
of the elements βi by construction.
Remark 4.1. If a pair (α,β) ∈FN ×FNt satisfies Casson–Gordon’s rectangle condition
(see [4,7]), then the inequality in (19) becomes I (α, x) I (β,x)
I (α,β)
for all [x] ∈W+(β).
Corollary 4.1. If α = α1 unionsq · · · unionsq α3g−3 ∈ FN is strongly irreducible, then any non-trivial
Dehn twist h=Dk1α1 · · ·Dk3g−3α3g−3 with one of ki = 0 is not in the handlebody group Γ.
Indeed, if h ∈ Γ , there would be infinitely many distinct elements of the form hn(β) in
FNt whose intersection number with α is bounded. This contracts the fact that α ∈Ω .
Remark 4.2. The related result to Corollary 4.1 is Corollary 2 in [9] which was mistakenly
stated. The correct statement is that for α = α1 unionsq · · · unionsq αk ∈ CS, then α ∈ CSt if and only if
Dα1 · · ·Dαk ∈ Γ (i.e., the condition ai > 0 is needed in the Corollary 2).
5. Some questions
We begin with some terminologies. Given two Heegaard diagrams α and β on the
boundary Σ of a handlebody H , we say they determine the same handlebody structure
if in the handlebody Σ(α) obtained by attaching 2-handles along α to Σ and then
3-handles, each component of β is null homotopic, i.e., Σ(α) =Σ(β). This is equivalent
to the existence of a homeomorphism between Σ(α) and Σ(β) which is the identity
map on the boundary. For a Heegaard diagram α in a handlebody, let sp(α) be the
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set of all Heegaard diagrams which determine the same handlebody structure as α. We
call the pair (Σ(α),H ) a Heegaard splitting. Casson and Gordon’s strongly irreducible
condition on Heegaard splitting (Σ(α),H) says that each meridian in Σ(α) intersects
each meridian in H . Thus by Theorem 1, a Heegaard splitting (Σ(α),H) is strongly
irreducible if and only if sp(α) is a subset of the Masur domainΩ . Call a Heegaard splitting
(Σ(α),H) hyperbolic if the closure of Q>0 × sp(α) in the measured lamination space
ML(Σ) is in Ω . Equivalently, (Σ(α),H) is hyperbolic if and only if there is a positive
constant K so that I (x, y)  K|x||y| for all meridian disc x in H and meridian disc y
in Σ(α). For a hyperbolic Heegaard splitting (Σ(α),H) with a computable constant K ,
the homeomorphism problem for the manifold M =H ∪id Σ(α) is always solvable (using
the work of Rubinstein [17] on the algorithmic construction of all strongly irreducible
Heegaard splittings of a given genus and the same argument used in the proof of Corollary 2
in Section 4).
Lemma 5.1. Suppose (Σ(α),H) is a hyperbolic Heegaard splitting. Let x, y be two
meridians in different handlebodies in the Heegaard splitting. Then ([x], [y]) forms a
surface filling pair. In particular, this implies that the closed 3-manifold M3 = σ(α)∪id H
is irreducible and atoroidal.
Proof. Suppose otherwise that there is a simple loop c on the surface Σ which is disjoint
from both x ⊂ H and y ⊂ Σ(α). Then by Lemma 2.4, c is in the limit set L. Thus
I ([y], [c])= 0 for some [c] ∈ L. This contradicts the assumption that [y] ∈Ω .
Evidently the 3-manifold M3 is irreducible since the Heegaard splitting is strongly
irreducible. To see that it is atoroidal, we use an argument by Hempel. Suppose otherwise
that M3 contains an incompressible torus T . Then due to the strongly irreducibility of
the Heegaard splitting, we may find an incompressible torus T ′ so that T ′ in each of
the handlebody consists of annuli which are incompressible in the handlebody. Let c be
a component of the curve system T ′ ∩ Σ in the surface. Then c is disjoint from some
merdians x and y from each handlebody. Thus we produce a meridian pair (x, y) which is
not surface filling.
A related notion on Heegaard diagrams was introduced by Hempel [4] as follows.
Call a Heegaard splitting sp(α) a distance at least three splitting if for each meridian x
in H and meridian y in the handlebody Σ(α), the pair (x, y) is surface filling. Evidently,
by the above lemma, if a Heegaard splitting is hyperbolic than it is of distance at least
three. Using the work [14], Hempel showed that a 3-manifold with Heegaard splitting
of distance at least three contains no incompressible tori and is not a Seifert fibered
space. Thus according to Thurston’s geometrization conjecture, the manifold M should
be hyperbolic. Following this line one may ask if each hyperbolic 3-manifold supports
a hyperbolic Heegaard splittings. Note that Hempel [4] has constructed many strongly
irreducible Heegaard splittings of hyperbolic manifolds which are of distance at most two.
A less ambitious question is the following.
Question. Is the fundamental group of a closed 3-manifold with a hyperbolic Heegaard
splitting infinite?
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Finally one may ask if Hempel’s notion of distance at least three is the same as the
hyperbolicity.
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Appendix A. A diagram chasing proof of Starr’s theorem
We give a different proof of the fact that CS+ ⊂⋃α∈FNt ∆+(α) using the main theorem
of [9] that CS ⊂⋃α∈FNt ∆(α) and the diagram chasing argument.
Let β ∈ CS+. Take α ∈ FNt so that β ∈ ∆(α). We now follow the same reduction as
in the first two paragraphs in the proof of Theorem 3.1 to construct α1, . . . , α5,P1,P2, and
Σ0,4.
Recall that an ideal triangulation of a compact surface with boundary is a maximal
collection of disjoint pairwise non-parallel essential arcs on the surface. It can be shown
easily the following.
Lemma A1. Any ideal triangulation of the 4-holed sphere is homeomorphic to one of the
following six ideal triangulations.
Now for the curve system b′ = b ∩Σ0,4, there is an ideal triangulation T = t1 unionsq · · · unionsq t6
of Σ0,4 so that b′ is isotopic to k1t1 unionsq · · · unionsq k6t6 for some ki ∈ Z0. Let T ′ be the subset
of T consisting of those t ′i s so that ki > 0. Since β is irreducible, T ′ contains at least three
components. By the diagram chasing argument, one shows the following lemma.
Lemma A2. There is a homeomorphism h of the 4-holed sphere Σ0,4 preserving two
3-holed spheres P1 and P2 so that h(T ′) is one of the following seven curve systems.
Now for each of the seven cases, choose α′5 as indicated. One see from Fig. 3 that
C(α′) < C(α).
Fig. 2.
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Fig. 3.
Remark. The complexity for the induction argument was suggested by the equations in
Theorem 3.4.
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