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ЛИНЕАРИЗОВАННОГО ТИПА НЕОБХОДИМОЕ  
УСЛОВИЕ ОПТИМАЛЬНОСТИ В ДИСКРЕТНЫХ  
СИСТЕМАХ ТИПА ФОРНАЗИНИ–МАРКЕЗИНИ 
Рассматривается одна задача оптимального управления, 
описываемая системой Форназини–Маркезини. Получено не-
обходимое условие оптимальности в терминах производных 
по направлениям. Отдельно рассмотрен случай квазидиффе-
ренцируемого функционала. 
Ключевые слова: дискретная двухпараметрическая сис-
тема, 2-D дискретная система, необходимое условие опти-
мальности, условие Липшица, производная по направлению, 
квазидифференцируемый функционал. 
Введение. Основной результат теории необходимых условий 
оптимальности, принцип максимума Понтрягина (см. напр. 1–3), 
сначала был доказан для задач оптимального управления, описывае-
мых обыкновенными дифференциальными уравнениями. Далее он 
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был распространен на различные задачи оптимального управления 
системами с распределенными параметрами, и в частности, на задачи 
управления системами Гурса-Дарбу 4–8.  
При этом предполагалась, что правые части системы уравнений 
и функционала качества по состоянию являются гладкими. В даль-
нейшем в связи с потребностью теории и практики начали устанав-
ливать необходимые условия оптимальности типа принципа макси-
мума Понтрягина в различных негладких задачах управления обык-
новенными динамическими системами (см. напр. 7–10). 
Предлагаемая же работа посвящена исследованию одной не-
гладкой задачи управления дискретными двухпараметрическими сис-
темами. Установлены ряд необходимых условий оптимальности пер-
вого порядка. 
Постановка задачи. Предположим, что дискретный управляе-
мый процесс описывается системой разностных уравнений 
          1, 1 , , , , 1, , , 1 , , ,z t x f t x z t x z t x z t x u t x      
 ,t x T X  , 
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с краевыми условиями 
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    0 0a x b t . 
Здесь  , , , , ,f t x z p q u  — заданная n -мерная вектор-функция, не-
прерывная по совокупности переменных, причем каждая ее компонента 
удовлетворяет условию Липшица по  , , ,z p q u  и имеет производные по 
любому направлению, т.е. существуют пределы (см. напр. [9, 10]) 
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1,i n , 
где ni R  , 1,3i  , 4 rR  ,  a x ,  b t  –заданные n -мерные дис-
кретные вектор-функции,  ,u t x  — r -мерная дискретная управ-
ляющая вектор-функция со значениями из заданного непустого, ог-
раниченного и выпуклого множества U , т.е. 
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  , ,ru t x U R    ,t x D T X   . (3) 
Такие управляющие функции назовем допустимыми. На реше-
ниях краевой задачи (1)–(2) порожденных всевозможными допусти-
мыми управлениями определим функционал 
     1 1,J u z t x  . (4) 
Здесь  z  — заданная в nR  скалярная функция, удовлетво-
ряющая условию Липшица и имеющая производные по любому на-
правлению. 
Допустимое управление  ,u t x , доставляющее минимум функцио-
налу (4) при ограничениях (1)–(3) назовем оптимальным управлением, а 
соответствующий процесс     , , ,u t x z t x  — оптимальным процессом. 
Основные результаты. Выведем необходимые условия опти-
мальности в рассматриваемой задаче. Считая     , , ,u t x z t x  — 
фиксированным допустимым процессом, положим 
        , , , ,u t x v t x u t x q t x        , (5) 
где  0,1   — произвольное число, а  ,v t x  — произвольное до-
пустимое управление. 
Введем обозначения 
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Положим      , ; , ,u t x u t x q t x    и через  , ;z t x    
   , , ;z t x z t x     обозначим решение системы (1)–(2) соответст-
вующее «возмущенному» управлению  , ;u t x  . 
Положим по определению 
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0
, ; ,
, lim
z t x z t x
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 , (6) 
где           1, , ..., ,nh t x h t x h t x   — n -мерный вектор с координа-
тами  ,ih t x , а  '  оператор транспонирования. 
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Из (1)–(2) ясно, что 
          1, 1; , , , ; , 1, ; , , 1; , , ;z t x f t x z t x z t x z t x u t x         . (7) 
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Используя возмущенную систему получаем, что  ,h t x  опреде-
ляемая формулой (6) является решением задачи 
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Здесь и в дальнейшем использованы обозначения типа 
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Таким образом, получаем, что 
       , ; , , ; ,z t x z t x h t x t x      , 
        1, ; 1, 1, ; ,z t x z t x h t x t x         , (10) 
       1, 1; , 1 , 1 ; , 1z t x z t x h t x t x          . 
Так как функция  z  имеет производную по направлениям и 
удовлетворяет условию Липшица, то учитывая (10) можно записать 
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 (11) 
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Ясно, что 
             1 1 1 1 1 1 1 1 1 1 2, , ; , , ,z t x h t x t x z t x h t x           , (12) 
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С учетом соотношений (12), (13) из (11) имеем 
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Отсюда, в силу произвольности  0,1   следует 
Теорема 1. Для того, чтобы допустимое управление  ,u t x  бы-
ло оптимальным управлением необходимо, чтобы неравенство 
    1 11 1
,
0
,
z t x
h t x
   (15) 
выполнялось для всех допустимых вариаций  1 1,h t x  состояние сис-
темы (1)–(2). 
Неравенство (15) является довольно общим, и учитывает осо-
бенности (негладкости) системы (1) и функционала (4). 
Для того, чтобы из нее получить более конструктивно прове-
ряемые необходимые условия оптимальности уже надо использовать 
специфические свойства функций  , , , , ,f t x z p q u  и  z . 
Предположим, что правая часть системы уравнений (1) имеет 
непрерывные производные по  , , ,z p q u . Тогда краевая задача (8)–
(9) примет вид 
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, 0 , , 1,..., ,
, 0 , , 1,..., .
h t x x x x x
h t x t t t t
  
    (17) 
Пусть далее  z  квазидифференцируема в «точке»  1 1,z t x . 
Тогда по определению квазидифференцируемой функции (см. напр. 
9, с. 128–152, 10, с. 255–263) неравенство имеет вид 
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  
           1 11 1
1 1
1 1 1 1
,,1 1
,
max , min , 0
, B z t xA z t x
z t x
A h t x B h t x
h t x 
     . (18) 
Здесь      1 1 1 1, , ,z t x z t x     — квазидифференциал функ-
ции  z  в «точке»  1 1,z t x , где   1 1,z t x ,   1 1,z t x  есть вы-
пуклые компактные множества (см. напр. 9, с. 130, 16, с. 176). 
Решение краевой задачи (16)–(17) допускает представление (см. 
напр. 11) 
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где  , ; ,R t x s   n n  — матричная функция, являющаяся решением 
задачи 
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 (20) 
     , ; 1, 1 , ; , 1 , 1qR t x x R t x x f x       , 
      , ; 1, 1 , ; 1, 1,pR t x t s R t x t s f t s     , (21) 
 , ; 1, 1R t x t x E   . 
Здесь E  —  n n  единичная матрица. 
Учитывая представление (19) в неравенстве (18) будем иметь 
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,
max , ; , , ,
,
min , ; , , , 0.
t x
A z t x t s x
t x
B z t x t s x
f s
A R t x s v s u s
u
f s
B R t x s v s u s
u


  
  
 
  
 
  
  
  
 
 
 (22) 
Полагая 
 
   
   
1 1
1 1
, , ; , ,
, , ; , ,
A
B
s R t x s A
s R t x s B
  
  

  (23) 
 
        
        
, , , , 1, , , 1 , , ,
, , , , , 1, , , 1 ,
A
A
H t x z t x z t x z t x v t x
t x f t x z t x z t x z t x v


  
    
неравенство (22) записывается в виде 
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      
          
      
          
1 1
1 1
0 0
1 1
1 1
0 0
1 1
,
1 1
,
max , , , , 1, ,
, 1 , , , , , ,
min , , , , 1,
, 1 , , , , , , 0.
t x
u
A z t x t s x
A
t x
u
B z t x t s x
B
H t x z t x z t x
z t x u t x t x v t x u t x
H t x z t x z t x
z t x u t x t x v t x u t x




 
  
 
  
  
  
  
  
 
 
 (24) 
Теорема 2. Пусть  , , , , ,f t x z p q u  непрерывно дифференцируе-
ма по  , , ,z p q u , а  z  квазидифференцируемая скалярная функ-
ция. Тогда для оптимальности допустимого управления  ,u t x  в за-
даче (1)–(5) необходимо, чтобы неравенство (24) выполнялось для 
всех  ,v t x U ,  ,t x D . 
Используя обозначения (22) получим аналоги сопряженной сис-
темы из 8 для рассматриваемой задачи. 
Из (23) с учетом (20) следует, что 
   
       
   
1 1
1 1 1 1
1 1
1, 1 , ; 1, 1
, 1,
, ; , , ; 1,
, 1
, ; , 1 .
A t x R t x t x A
f t x f t x
R t x t x A R t x t x A
z p
f t x
R t x t x A
q
       
          
    
 
Отсюда получаем, что 
            
          
          
1, 1 , , , , 1, , , 1 , , , ,
1, , 1, , , , 1, 1 , 1, , 1,
, 1, , 1 , 1, 1 , , , , 1 , , 1 .
A z A
p A
q A
t x H t x z t x z t x z t x u t x t x
H t x z t x z t x z t x u t x t x
H t x z t x z t x z t x u t x t x
 


     
       
      
 (25) 
Далее принимая во внимание (21) имеем 
 
          
1
1 1 1 1 1 1
1, 1
1, ; 1, , , , 1, 1 , 1, , 1, ,p A
t x
H t x z t x z t x z t x u t x t x


   
        
 
          
1
1 1 1 1 1 1
1, 1
, 1; , 1 , 1, 1 , , , , 1 , , 1 ,
A
q A
t x
H t x z t x z t x z t x u t x t x


  
        (26) 
 1 11, 1A t x A     . 
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Следовательно доказали, что  ,A t x  определяемая формулой 
(23) является решением разностной задачи (25)–(26). 
Аналогично получается уравнение для  ,B t x . 
Выводы. Изучается одна негладкая задача оптимального управ-
ления дискретными двухпараметрическими системами типа Форна-
зини-Маркезини при предположении выпуклости области управле-
ния. Получено общее необходимое условие оптимальности в терми-
нах производных по направлениям. Затем изучены конкретные слу-
чаи позволяющие конкретизировать полученный общий результат. 
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КРАЙОВА ЗАДАЧА З М’ЯКИМИ МЕЖАМИ  
ДЛЯ РІВНЯНЬ ПАРАБОЛІЧНОГО ТИПУ  
З ОПЕРАТОРАМИ БЕССЕЛЯ-ЛЕЖАНДРА-ЕЙЛЕРА  
Методом гібридного інтегрального перетворення типу 
Бесселя-Лежандра-Ейлера зі спектральним параметром одер-
жано інтегральне зображення точного аналітичного розв'язку 
мішаної задачі для рівнянь параболічного типу на трискладо-
вому сегменті з м’якими межами.  
Ключові слова: параболічне рівняння, гібридний дифере-
нціальний оператор, функції Коші, впливу та Гріна крайової 
задачі, гібридне інтегральне перетворення зі спектральним 
параметром, основна тотожність, головні розв'язки. 
Вступ. У класичній теорії теплопровідності розглядаються кра-
йові задачі, в яких на межі області   задається тепловий режим або 
тепловий потік у напрямку нормалі n  або теплообмін за законом 
Ньотона із зовнішнім середовищем через поверхню. В загальному 
випадку крайові умови мають вигляд [8] 
1 2 ( , ) ( , )h h T M t g P tn 
     
, 
де точка P , n  — зовнішня нормаль, і відображать процес поши-
рення тепла, коли межа тіла є жорсткою по відношенню до відбиття 
теплових хвиль. 
Але, якщо припустити, що на межі середовища може відбува-
тись поглинання хвиль (м’яка межа), то оператор крайової умови міс-
титиме похідну по часу і матиме вигляд  
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