To give an adequate explanation of cognition and perform certain practical tasks, connectionist systems must be able to extrapolate. This work explores the relationship between input representation and extrapolation, using simulations of multilayer perceptrons trained to model the identity function. It has been discovered that representation has a marked effect on extrapolation.
Introduction
There are many different definitions of extrapolation used in different fields. The dictionary definitions of extrapolation are: "1: (mathematical) 'To estimate (a value of a function or measurement ) beyond the values already known, by the extension of a curve', and 2: 'To infer (something not known) by using but not strictly deducing from the known facts' (Hanks, McLeod, & Urdang, 1986) . In connectionist modeling, there are two main uses of the term extrapolation. One is extrapolation in time, where the output of a network is taken as the prediction of a value (or values) a number of time steps ahead of the current time step (for an example of this usage, see Ensley & Nelson, 1992 ). An alternative definition of extrapolation with relevance to connectionism is "generalisation performance to novel inputs lying outside the dynamic range of the data that the network was trained on" (compare with interpolation, which is "generalisation performance to novel inputs lying within the dynamic range of the data the network was trained on"). Here, a vector X is in the dynamic range of a set of vectors Y1, Y2, . . . , YM if and only if for every dimension I if the vector space, x i , is within the range of values occurring in dimension I of the Y vectors (i.e., if and only if there exists j and k such that y ji ≤ x i ≤ y ki ). This is the definition of extrapolation used in this article (but see section 4 for extrapolation in reference to convex hulls). Extrapolation is a difficult topic to study; given a set of training data points representing a function to be modeled, data outside the range of the training data may be well behaved, in that their distribution still follows that expected from the underlying function represented by the training data points, or badly behaved, in that something wholly unexpected happens to the distribution outside the range of the training data.
Although extrapolation is a difficult topic, it is an important one to study for the following reasons:
• Biological organisms have to extrapolate, as they often encounter data that lie beyond the range of their previous experience. To do nothing in these circumstances could conceivably threaten the survival of the organism.
• In many practical tasks (including the forecasting of economic indicators such as currency exchange rates), input values may fluctuate beyond the ranges available when training the neural network model. In such situations, it may be sufficient to ignore the model (and then retrain it, including the new data). However, in other situations, it may be necessary for the model to make a best guess. Obviously, models with better extrapolation capabilities will be more desirable in these circumstances.
Three major questions can be asked about extrapolation and neural networks:
1. How can the extrapolation properties of neural networks, such as multilayer perceptrons (MLPs) be improved?
2. What is the relationship between input representation and extrapolation?
3. How can neural networks be manipulated to give good models of human extrapolation performance?
Extrapolation has been investigated in an experiment designed as a critique of eliminative connectionism, where Marcus (1998) demonstrated that MLPs had poor extrapolation abilities. In this experiment, strings of 10 binary digits were presented to an autoassociative MLP trained to perform the identity function. This network was trained on the 512 binary strings representing even numbers in the range 0, . . . , 1022 [0 0 0 0 0 0 0 0 0 0 . . . 1 1 1 1 1 1 1 1 1 0]. The test (extrapolation) set consisted of 512 odd numbers in the range 1, . . . , 1023 [i.e., 0 0 0 0 0 0 0 0 0 1 . . . 1 1 1 1 1 1 1 1 1 1]. Marcus found that the network did not extrapolate the identity function to odd numbers (even after trying models using different learning rates, numbers of hidden units, numbers of layers, and different presentation sequences of training examples). Instead, the network would respond incorrectly; for example, it would typically respond to the input [1 1 1 1 1 1 1 1 1 1] with the output [1 1 1 1 1 1 1 1 1 0]. Marcus points out that it is unsurprising that the network described above is unable to generalize outside the training space, as "in-formally, a unit that never sees a given feature value is akin to a node that is freshly added to a network after training" (p. 263).
In the above training patterns, the right-most input digit in the 10-bit string was always set to zero in the training set. Given the way that backpropagation (and many other error-driven training methods) operates, the weights from this input unit were not changed by the training algorithm, as this input takes no part in the performance of the network. When this input is set to 1 during presentation of the extrapolation test set, it is unsurprising that the autoassociator does not produce the correct (odd-numbered) outputs. Such a problem can be described as statistically neutral (Thornton, 1996) , as the network is attempting to learn the value of the rightmost output when the nine other input units have a probability of 0.5 toward that output unit. Such problems are hard, as searching for dependencies between specific input variables (i.e., the other nine input units) and the right-most output unit is fruitless. Marcus (1998) goes on to state:
Though the training space itself is defined by the nature of the input and output representations, the limitation applies to a wide variety of possible representations. Regardless of the input representation chosen (so long as the units represent a finite number of distinct values), there will always be features that lie outside the training space. Any feature that lies outside the training space will not be generalised properly-regardless of the learning rate, the number of hidden units or the number of hidden layers. (p. 265) It is the above statement that this article takes issue with and attempts to prove that the representation of a problem has an effect on the extrapolation properties of a connectionist system. It seems that a major problem with the model described above is the representational scheme used. The input representation that Marcus used can be thought of as being both localist and distributed. It can be thought of as localist in that there is one input node for one concept (in this case, each input node is representing a concept such as a power of two) but also as distributed because the whole number is being represented on all of the inputs. Such a representation, although designed to tackle an extrapolation task, makes it impossible for the network to extrapolate. If a particular input concept is absent during training (such as the right-most digit being always set to 0 in the bit strings described above), then its presence during testing, when the network has been subjected to the deficiencies of backpropagation learning described above, will inevitably cause errors. A pertinent question is, If the representation used in this problem is changed, is it possible for the network to extrapolate?
Alternative Representations
Different kind of representational schemes exist, such as those using distributed representations (Smolensky, 1990) . Such schemes look attractive with respect to the task described above, in that if a concept is distributed across many or all of the inputs, then its absence during training will be reflected in many of the nodes making up the input representation, and its presence during the testing of extrapolation will also be reflected in many of these nodes. There have been many attempts to define distribution in connectionist representations, such as microfeatures (Hinton, 1990) and coarse coding (Rosenfeld & Touretzky, 1988) . Perhaps the most formal notions of distribution have been given by Hinton, McClelland, and Rumelhart (1986) and van Gelder (1991) who described distributed representations with respect to their extendedness and superposition. For a representation to be extended, the things being represented must be represented over many units, or more generally over some relatively extended proportion of the available resources in the system. In the model described above, the representation of the concept even-odd (signified by the right-most bit of the bit string) would be extended if it were distributed over more than one of the input units. A representation can be said to be superpositional if it represents many items using the same resources. For the representation to be superpositional in the model described above, each input unit would somehow have to represent more than one of the concepts represented by the bit-string positions.
Note that these qualities of extendedness and superposition seem attractive when attempting to perform the extrapolation task described. They imply that the network cannot omit the representation of a single concept (such as even-oddness) by ignoring a single unit when training, as the representation of that concept may be spread over many input units.
Representations in a standard feedforward network can be both extended and superposed (Sharkey, 1992) , as the representation of each input may be distributed over many hidden units, and each hidden unit may be representing several inputs. Such representations, and those developed by other means, have been of great interest to connectionists when trying to answer criticisms posited by symbolic artificial intelligence researchers (see Niklasson & van Gelder, 1994; Browne, 1998a Browne, , 1998b Browne & Sun, 2001 ). However, the intention in this article is not to model the symbol processing capabilities of symbolic artificial intelligence systems; instead, it is to examine alternative representations with respect to their effects on extrapolation.
Generating Alternative Representations.
One approach would be to train an autoassociative MLP to generate distributed input representations by using the hidden layer of this as input to an extrapolation model. However, in actuality, this approach would not work for the extrapolation task described above, as it would be necessary to train this autoassociator with both the training and extrapolation sets so as not to run into identi-cal problems (caused by one input always being set to zero) to those described for the model that Marcus developed. What are needed are simple techniques for generating distributed representations, which can generate representations for a training set (without the model being exposed to an extrapolation set) and can then (independently) be used at a later date to generate an extrapolation set. Three schemes were examined:
Random matrix transformation (Schönemann, 1987; Plate, 1994 ). An input vector X with n elements (indexed x 0, x 1 , . . . , x (n−1) ) is transformed by multiplying it by a matrix R of random numbers to give another vector Y. The MLP can be trained on the 512 Y input vectors produced from the training set and then tested on a set of extrapolation vectors generated using the same matrix R.
Circular Convolution. This technique has been used by connectionist researchers for representing embedded structure in connectionist representations (Plate, 1995) and analogical processing (Plate, 2000) . However, here there are two different uses of convolution. Instead of convolving one vector with another to generate embedding, here a vector is convolved with either a randomly generated vector (the same random vector being convolved with all of the vectors in the training and extrapolation set) or with itself to generate a distributed representation. Convolving a vector with itself appears to be an attractive scheme, as it can produce a distributed representation without the need for the existence of or manipulation of an external parameter (such as the distribution of values in the random matrix or vector in the two other schemes). To illustrate the case where a vector is convolved with itself, consider a vector X with n elements (indexed x 0 , x 1 , . . . ,
where
where the subscripts are modulo-n. For example, given the three element vector X (x 0 , x 1 , x 2 ) shown in Figure 1 , the circular convolution Y of X with itself is given by equation 2.3:
Now supposing that the value of the element x 1 is changed by an amount x 1 to give a new value for this element (x 1 ). It can be seen that the new value of x 1 will affect all three elements of the convolution Y, so a change in a single element of an input vector changes many elements of its selfconvolution. Such a representation is superposed (from the above figures, it can be seen that many of the x components contribute to each y component) and extended (as each x component contributes to many y components).
Using an example taken from the data used by Marcus (1998) Here, although only one of the elements differs between the two original vectors, all 10 elements are different in their self-convolutions.
Simulations
To test the hypothesis that representation has a direct effect on extrapolation, five autoassociative MLPs were constructed, each having 10 inputs and 10 outputs. Each was trained with the scaled conjugate gradients algorithm (Möller, 1993) . Five sets of simulation were carried out. One of these used the localist representations favored by Marcus (described above) to train a series of MLPs to perform the identity task. Another used a similar input representation, except instead of the inputs being either 1/0, they were transformed to −1/1. Another set used random matrix transformation (with a new random matrix being used for each run). The remaining two sets of simulations used either convolution of input vectors with a random vector (with a new random vector being used for each run) or vector selfconvolutions as input. During the simulations, in different trials the number of hidden units and the initial values of both input to hidden and hidden to output weight values and ranges of individual networks were varied. Training was continued until a network attained 100% correct (rounded) outputs on the training set of even numbers or the maximum number (50,000) of epochs was reached. After training finished, the extrapolation set of odd numbers described above was fed through the network (after being suitably recoded). For the self-convolution network (which attempts to match integer outputs), a particular extrapolation example was judged correct if, when all the outputs generated by this case were rounded to the nearest integer, they were identical to the expected extrapolated number. For the random matrix transformation and random vector convolution networks (which attempt to match real outputs), a particular extrapolation example was judged correct if it was the closest (by Euclidean distance) output to that of the expected extrapolated number.
Results.
The networks using untransformed inputs of 1/0 and −1/1 (unsurprisingly) always gave 0% extrapolation to the set of odd numbers (replicating the results of Marcus discussed above). Initially, the networks using random matrix transformation and convolution with a random vector gave erratic results. For example, on successive runs, the networks would veer from 0% correct extrapolation to 83% correct. It was discovered that both of these transformations are sensitive to the random matrix used and the random vector selected for convolution. If values in the matrix or vector were too large because the dynamic range of the extrapolation set exceeded that of the training set by a large amount, clipping was occurring at the hidden layer. The asymptotes of the sigmoidal transfer function in the hidden layer were clipping hidden-layer activation values, and this truncation was adversely affecting extrapolation performance. When the random matrix ranges was reduced to 0.1 * M, where M were random numbers drawn from a standard normal distribution (centered on zero), it was found that the performance of networks using these transformations improved drastically. The transformation based on convolution with a random vector proved more problematic. Even when the range and nature of the distribution the random vector was chosen from were changed, performance was still erratic. No such problems were encountered using self-convolution, which gave consistently good performance. With this transformation, the dynamic range of the test set varied slightly outside that of the training set, but not enough to encounter clipping. For networks using the three transformations described above, percentage correct values for different network configurations (averaged over 10 runs for each number of hidden units, using different initialization weights and ranges) are shown in Table 1 . It can be seen from Table 1 that networks using alternative representations can show 100% correct generalization performance to the extrapolation set consisting of self-convolutions of the odd numbers.
Analysis.
A criticism of these result could be that the (self-convolution) network with 10 hidden units is merely carrying out some form of symbolic copy operation (i.e., copying the value of a particular input unit to a single hidden unit) and then copying the value represented on this hidden unit directly to a single output. For the Marcus representation, Figure 2 shows a Hinton diagram (Hinton et al., 1986) of the input to hidden weights of a typical network trained using the original inputs, with 10 hidden units. It can be seen from this diagram that even using this representation, more than one large weight exists from a particular input to a particular hidden unit. Figure 3 shows a Hinton diagram of the hidden-to-output weights of the same network. From inspection of these two diagrams, it appears that even the network with the original representation is not implementing a symbolic copy operation where each input is mapped uniquely to a particular hidden unit and then to the respective output. Compare this to the Hinton diagrams of input-to-hidden weights (see Figure 4) and hidden-to-output weights (see Figure 5 ) for a network using the self-convolution transformation.
It can be seen from Figures 4 and 5 that this network's input-to-hidden and hidden-to-output weights are definitely not as would be expected if some form of symbolic copy operation were being carried out where each input value was being copied to a single hidden unit, and this value was being copied to a single output. There is not one large weight from each input unit to a corresponding single hidden unit, with all other weights set near zero. It appears from this diagram that each input has weights of reasonable magnitude to many hidden units, and each hidden unit is being influenced by many inputs.
Discussion
The work described in this article has attempted to answer questions 1 and 2 from section 1: How can the extrapolation properties of neural networks (such as MLPs) be improved? and What is the relationship between input representation and extrapolation? It has demonstrated that the extrapolation properties of neural networks such as MLPs can be improved (at least for the identity task) when given an appropriate input representation. It seems that previous work has prematurely drawn erroneous conclusions on their inability to extrapolate based on the presentation of data with an inappropriate input representation. Using an input representation such as that used by Marcus, with the nth unit always set to the same value, is tantamount to telling the network that it exists in an n − 1 dimensional space. It is unsurprising that the network performs badly with an extrapolation data set when the nth dimension appears during testing. In alternative representations, such as those described above, the nth dimension is active in forming the representation of the n − 1 other dimensions. This suggests that for good extrapolation, the transform used must be such that any input value that varies in the transformed test set must also vary in the transformed training set. However, it is not true that the transform used must be such that the input space of the transformed training set spans the input space of the transformed test set. Given the results for the three representations discussed above, where the test set dynamic ranges exceeded those of the training sets, it can be concluded that good extrapolation performance can be obtained if the dynamic range of the test set is not too far outside that of the training set. Defining what "too far" is when discussing test set range and the dangers of clipping by the hidden-layer transfer function will be the subject of further research.
One concept discussed by Marcus (1998) (following work by Touretzky, 1991) is that of training independence, which has two components. Input independence means that when using a learning algorithm such as backpropagation, the amount that a given connection weight from unit i changes is determined by the algorithm to be dependent on the activation level x i (so that whenever x i is zero, there is no change in the weight). Output independence means that output units are also trained independently of one another, because in training algorithms such as backpropagation, the weights feeding a particular output unit are changed independently of the activation levels of other outputs. Therefore, one way of viewing MLPs trained with such algorithms is that they consist of a set of independent classifiers (Touretzky, 1991; Marcus, 1998) ; each output unit in such a network computes its own classification function. This is obviously the case in the network trained to model the identity function using the Marcus representation, as each input is independent of the other input, and each output is independent of the other outputs. An input that is always set to zero in the training phase will be ignored and its output classifier always trained to produce a zero, regardless of the values of the other outputs. However, with the autoassociator using alternative representations, the situation is different. Inputs are dependent on one another, as a change in one input also changes some (or all) of the others. Outputs are also interdependent in a similar fashion. When a novel item from the extrapolation set is presented, it affects many inputs and therefore many outputs. One question that can be asked is, Does the new representation merely code the extrapolation problem as an interpolation problem? This is partially true, as (for example) the circular convolution procedure converts the original input and outputs to integer-valued vectors, where there is no explicit representation of the concepts odd or even, and extrapolation between these concepts actually becomes interpolation on a series of these vectors. Given a problem, one can always find a bad way of representing it to an MLP (as Marcus did) or code it in a form where it can be solved by such a network (even if this loses the explicit representation of the original function). In fact, the problem was not just one of interpolation of transformed vectors. Of the 512 convolved extrapolation test patterns, 503 lay within the dynamic range of the convolved training set. However, nine lay outside the dynamic range of the convolved training set and so can be considered true extrapolations. All of these nine are extrapolated correctly. Future experiments should investigate extrapolation by using representational transformations where a higher proportion (or all) of the transformed extrapolation set lies outside the dynamic range of the training set.
Although the transformations discussed above are convenient ways of producing distributed representations with the aim of enhancing the extrapolation ability of a connectionist system, there are many others, and the ones given above may not always be optimal. For example, consider the XOR training set and its self-convolutions:
As both [0, 1] and [1, 0] are being mapped to the same convolved input, this would not be a suitable representation for a training set if the task involved discrimination between these two vectors. However, in the training and extrapolation sets for the 10-bit identity task described above, there were no identical vectors, and self-convolution proved an appropriate way of generating distributed representations. Alternative transforms suitable for some extrapolation tasks may have to be found.
Regarding question 3 in section 1-How can neural networks be manipulated to give good models of human extrapolation performance?-no claims are made in this article that concepts are represented as self-convolutions in the human brain. However, it is also unlikely that concepts such as "odd number" and "even number" are represented by their corresponding binary representations in the brain. The main demonstration of this work has been that the type of representation used affects the extrapolation ability of MLPs. Further work is needed to determine if cognitive systems (including the human brain and artificial neural systems) can use representational transformation to change hard tasks into easier ones. Of course, the question could be asked, "You have demonstrated extrapolation is possible when data with one missing dimension are recoded using a distributed representation. What happens when the data have higher dimensionality or more than one dimension is missing?" This is a pertinent question, and further work will examine extrapolation for tasks with more than one dimension "hidden" from the network during training. Another interesting approach would be to look at the extrapolation properties of sparse distributed representations, such as those produced by content-dependent Thinning (Rachkovskij & Kussul, 2001 ).
Other researchers have compared the performance of human subjects with connectionist systems when required to extrapolate mathematical functions, such as linear, quadratic, and exponential functions (Busemeyer, McDaniel, & Byun, 1997; DeLosh, Busemeyer, & McDaniel, 1997; Erickson & Kruschke, 2001 and in press), and found purely connectionist explanations of these tasks untenable. In future work, it will prove interesting to observe the effect of alternative input representations on modeling these tasks. In this article, the definition of extrapolation used is "generalization performance to novel inputs lying outside the dynamic range of the data that the network was trained on," as this seemed a natural definition to use when tackling the Marcus data set (i.e., a binary data set with rectangular convex hulls). However, a more restrictive definition of extrapolation exists: "generalisation to novel inputs lying outside the convex hull of the training data." This more rigorous definition should be applied when using other data types, as a value can be within the dynamic range of the inputs but still be an extrapolation. This is often described as hidden extrapolation and can be illustrated by a simple example in two dimensions, where a point has coordinates less than the maximal coordinates in each dimension (hence, falling within the dynamic range of the data) yet because both coordinates are high is in fact an extrapolation.
No points are made in this article regarding the adequacy of eliminative connectionism (as discussed by Marcus). Indeed, we show how connectionist implementation of variable binding and inference can be accomplished using the distributed representations formed on the hidden layers of MLPs (Browne & Sun, 1999) and inference (Browne & Sun, 2001 ). However, suggestions by other researchers, such as that localist representations are adequate for psychological modeling (Page, 2000) , may have to be reviewed in response to the extrapolation results described in this article.
