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Abstract
In this work we deduce explicit formulae for the elements of the ma-
trices that represent the action of integro-differential operators over the
coefficients of generalized Fourier series. Our formulae are obtained by
performing operations on the bases of orthogonal polynomials and result
directly from the three-term recurrence relation satisfied by the polynomi-
als. Moreover we give exact formulae for the coefficients for some families
of orthogonal polynomials.
Some tests are given to demonstrate the robustness of the formulas
presented.
keywords: Integro-differential equations; Operational matrices; Orthogonal
polynomials
1 Introduction
In some spectral methods the operational matrices that transform integro-
differential problems into algebraic problems are often obtained using a sim-
ilarity transformation [13]. For high degree approximation the accuracy of
the approximate solutions is degraded by the bad conditioning of the matri-
ces involved. In recent works, dealing with the extension of spectral methods
to systems of nonlinear integro-differential problems [17] and to problems with
non-polynomial coefficients [16], the error propagation when working with oper-
ational matrices is referred as a drawback. This fact is of great importance when
there is need of a large number of coefficients computed with great precision, as
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it is in the case with Frobenius-Pade´ approximation allowing the computation
of rational approximants of series with unknown coefficients [12].
Several authors have studied different approaches with the purpose of sta-
bilizing the spectral method, by introducing modifications in the way of repre-
senting the solution and thus obtaining a better conditioned algebraic system.
The idea is to represent the action of integro-differential operators acting on a
basis of orthogonal polynomials, on the same basis. But these works refer, in
general, to very particular cases either of operators or of orthogonal bases. For
example see, for Chebyshev polynomials [6], [7], [10], [15], for Legendre poly-
nomials [2], [8], [9], [14], for Jacobi polynomials [4], [9], for Bessel polynomials
[5], [9] or for Hermite and Laguerre polynomials [9]. Here we go in this same
direction of avoiding the similarity transformation, but our work is more general
and results only and directly from the three term recurrence relation satisfied
by the orthogonal polynomials used. We have established recurrence relations
for the operational matrix elements in general, and we give explicit formulas for
those elements when we consider families of classical orthogonal polynomials.
Our procedure being more general, unifies and includes the cases cited above,
with advantages from the point of view of the automation of the algorithms as
well as from the numerical point of view.
In Section 2 we present the recursive formulas for the representation of
derivative and primitive sequences of orthogonal polynomials expressed in terms
of the polynomials themselves. The concretization of these formulas in partic-
ular cases of families of classical orthogonal polynomials results in explicit for-
mulas, some of which have already been mentioned in the literature. In Section
3 the results of the previous section are used for the algebraic representation
of integral-differential operators and in section 4 some numerical tests to the
robustness of the developed formulas are presented.
2 Algebraic and Analytic Operations on Poly-
nomials
In this section we introduce a set of formulas representing the effect of integro-
differential operations over the coefficients of a formal series. Those formulas are
presented in the form of matrix operations and we will present exact formulas
to their elements.
First we present formulas for generic orthogonal polynomials. Some of them
are explicit formulas and others are given as recurrence relations. In a sec-
ond subsection we present explicit formulas to the case of classical orthogonal
polynomials.
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2.1 Formulas for general orthogonal polynomials
In what follows, P = (P0, P1, . . .) is the orthogonal polynomial sequence defined
by an inner product
< Pi, Pj >=
∫ b
a
Pi Pj wdx = ||Pi||
2δij , i, j ∈ N0 (1)
where δij is the Kronecker symbol. A well known property of P is that it
constitutes a basis for P, the space of polynomials of any degree. Another
property of P concerns the coefficients of formal series.
Proposition 1. Lets f be a function represented by an expansion over a basis
of orthogonal polynomials P = (P0, P1, . . .) satisfying (1),
f =
∞∑
i=0
fiPi
then,
fi =
1
||Pi||2
< Pi, f > (2)
where, the equality only holds when the infinite series converge to f .
This is the key property to show the following proposition.
Proposition 2. If l is a linear operator acting on P and L is the infinite matrix
defined by
L = [lij ]i,j≥0, with lij =
1
||Pi||2
< Pi, lPj >, (3)
then formally lP = PL.
Proof. For each j = 0, 1, . . . we define the infinite unitary vector ej = [δij ]i≥0.
So that Pej = Pj and using (2) we get
lPej = lPj =
∑
i≥0
< Pi, lPj >
||Pi||2
Pi =
∑
i≥0
lijPi = PLej, j = 0, 1, . . .
and so lP = PL, in the element wise sense.
A characteristic property of orthogonal polynomials is that they satisfies a
three term recurrence relation. The actual values for the recurrence relation
coefficients depends on a normalization choice. In the sequel we always consider
P0 = 1 and the recurrence relation in the form{
xPj = αjPj+1 + βjPj + γjPj−1, j ≥ 0
P−1 = 0, P0 = 1
, (4)
and we will show that this is enough to determine matrices L representing in P
the action of linear integro-differential operators l.
We start by the operator that to each element p ∈ P associate the polynomial
xp, usually referred as the shift operator.
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Proposition 3. Let P be a basis satisfying (4), defining
M = [µi,j ]i,j≥0, with µi,j =
1
||Pi||2
< Pi, xPj >,
then 

µ0,0 = β0, µ1,0 = α0
µj−1,j = γj , µj,j = βj , µj+1,j = αj
µi,j = 0, |i− j| > 1
, j = 1, 2, . . . (5)
and xP = PM .
Proof. From the definition of µi,j and (2) follows that
xPj =
j+1∑
i=0
µi,jPi, j = 0, 1, . . .
and using (4) we get (5). The fact that xP = PM , in the element wise sense,
is a consequence of proposition 2.
For the differential operator, we define a matrix N = [ηi,j ]i,j≥0 such that
P ′j =
∑j−1
i=0 ηijPi, j ≥ 0. So ηij = 0, i ≥ j, that is, N is an upper triangular
matrix with null main diagonal. Using (4) leads to a relation between neighbour
matrix elements, allowing their evaluation by recurrence.
Proposition 4. Let P be a basis satisfying (4), defining
N = [ηi,j ]i,j≥0, with ηi,j =
1
||Pi||2
< Pi,
d
dx
Pj >,
then ηi,0 = 0, i ≥ 0, η0,1 = 1/α0 and for j = 1, 2, . . .

ηi,j+1 =
1
αj
[
αi−1ηi−1,j + (βi − βj)ηi,j
+γi+1ηi+1,j − γjηi,j−1
]
, i = 0, . . . , j − 1
ηj,j+1 =
1
αj
αj−1ηj−1,j
, (6)
and ddxP = PN .
Proof. From (4) we have P0 = 1 and P1 =
1
α0
(x − β0) and so ηi,0 = 0, i ≥ 0
and η0,1 =
1
α0
. For the remain columns of N , applying the operator ddx to both
sides of (4) then
Pj + xP
′
j = αjP
′
j+1 + βjP
′
j + γjP
′
j−1, j = 0, 1, . . .
and, by definition of ηi,j
Pj + x
j−1∑
i=0
ηi,jPi = αj
j∑
i=0
ηi,j+1Pi + βj
j−1∑
i=0
ηi,jPi + γj
j−2∑
i=0
ηi,j−1Pi, j = 0, 1, . . .
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and so
αj
j∑
i=0
ηi,j+1Pi = Pj +
j−1∑
i=0
ηi,j(αiPi+1 + βiPi + γiPi−1)
−βj
j−1∑
i=0
ηi,jPi − γj
j−2∑
i=0
ηi,j−1Pi
rearranging indices and identifying similar coefficients, (6) is achieved. That
d
dxP = PN is a consequence of Proposition 2.
From that proposition we can derive explicit formulas for the first subdiag-
onals of N .
Corollary 1. Under conditions of Proposition 4, we have
ηj,j+1 =
j + 1
αj
, (7)
ηj,j+2 =
1
αjαj+1
j∑
i=0
(βi − βj+1), (8)
ηj,j+3 =
1
αjαj+1αj+2
j∑
i=0
[(βi − βj+2)(βi − βj+1) + 2αiγi+1 − αj+1γj+2] ,(9)
for j ≥ 0.
Proof. For j = 0, the result η0,1 =
1
α0
is included in Proposition 4. Now,
assuming that ηj−1,j =
j
αj−1
and replacing in (6) we recover (7) by induction.
By definition of ηi,j we can write
P ′2 = η1,2P1 + η0,2
and from (4)
P ′2 =
1
α1
(P1 + xP
′
1 − β1P
′
1)
=
1
α1
(P1 +
1
α0
(α0P1 + β0 − β1)) =
2
α1
P1 +
β0 − β1
α1α0
resulting in η0,2 =
β0−β1
α0α1
and this confirms (8) for j = 0. From (6) we can
write
ηj,j+2 =
1
αj+1
[αj−1ηj−1,j+1 + (βj − βj+1)ηj,j+1 + γj+1ηj+1,j+1 + γj+1ηj,j ]
and, from the fact that ηi,j = 0, i ≥ j and from (7) we get
ηj,j+2 =
1
αj+1
[
αj−1ηj−1,j+1 +
j + 1
αj
(βj − βj+1)
]
and (8) follows by induction.
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The proof of (9) follows in a similar way, using (4) with (7) and (8).
A special case arises when in (4) βi = 0, i = 0, 1, . . .. This is the so-called
symmetric case, resulting in the property that polynomials Pn are functions
with the same parity of n and so, their derivatives P ′n have the parity of n− 1.
Using Proposition 4 we have an alternative proof to an equivalent result.
Corollary 2. Let P be a basis satisfying (4) with βi = 0, i = 0, 1, . . . and ηi,j
defined by Proposition 4, then ηj−2k,j = 0, k = 1, 2, . . . ⌊j/2⌋, j ≥ 2, where ⌊x⌋
is the nearest integer less or equal to x.
Proof. Corollary 1 with βi = 0, i = 0, 1, . . . , j proofs the result for k = 1. Now,
admitting that ηj−2,j = ηj−4,j = · · · = ηj−2k−2,j = 0 and taking βi = 0 in (4)
ηj−2k,j =
1
αj−1
(αj−2k−1ηj−2k−1,j−1 + γj−2k+1ηj−2k+1,j−1 − γj−1ηj−2k,j−2)
=
αj−2k−1
αj−1
ηj−2k−1,j−1
by hypothesis. Iterating the last equality we arrive at
ηj−2k,j =
αj−2k−1αj−2k−2 · · ·α1
αj−1αj−2 · · ·α2k+1
η0,2k
but
η0,2k =
1
α2k−1
(γ1η1,2k−1 − γ2k−1η0,2k−2) = 0
also by the same induction hypotheses.
These results are also useful to derive the matrix representation of the prim-
itive operator.
Proposition 5. Let P be the basis satisfying (4). Defining
O = [θij ]i,j≥0, with θij =
1
||Pi||2
< Pi,
∫
Pj >,
then for j = 1, 2, . . .

θj+1,j =
αj
j + 1
θi+1,j = −
αi
i+ 1
j+1∑
k=i+2
ηikθkj , i = j − 1, . . . , 1, 0
(10)
and
∫
P = PO.
Proof. By definition, considering that the primitive of Pj is a polynomial of
degree j + 1 defined with an arbitrary constant term, we can write
∫
Pj =
j+1∑
i=1
θijPi, j = 0, 1, . . .
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Differentiating both sides and applying proposition 4 we have
Pj =
j+1∑
i=1
θijP
′
i =
j+1∑
i=1
θij
i−1∑
k=0
ηkiPk.
Rearranging indices and identifying similar coefficients,
Pj =
j∑
i=0
[
j+1∑
k=i+1
ηikθkj
]
Pi.
And so, for the coefficient of Pj ,
ηj,j+1θj+1,j = 1
and, for the coefficients of Pi, i = 0, . . . , j − 1,
j+1∑
k=i+1
ηikθkj = 0
The result is obtained solving for θj+1,j the first equation and for θi+1,j each
one in the last set of equations.
That proposition includes explicit formulas for the non null su-diagonal of
matrix O. Using (10) and Corollary 1 we get explicit formulas for O matrix
main diagonal and for the first upper diagonal.
Corollary 3. Under conditions of Proposition 4, we have for j ≥ 1
θj,j =
1
j + 1
(βj − βj), (11)
θj,j+1 =
1
(j + 2)αj
(
j + 2
j + 1
βjβj+2 + αjγj+1 − σj − 2ξj) (12)
where βj =
1
j
∑j−1
i=0 βi, σj =
1
j
∑j−1
i=0 β
2
i and ξj =
1
j
∑j−1
i=0 αiγi+1.
Next section is devoted to achieve explicit formulas to particular cases of
classical orthogonal polynomials.
2.2 Explicit formulas for Classical Orthogonal Polynomi-
als
In this section we treat the particular cases of the classical orthogonal polyno-
mial basis, associated to the names of Jacobi, Laguerre, Hermite and Bessel. For
the first three cases we follow [1] handbook for definitions and normalizations.
For Bessel polynomials data we follow [11].
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2.2.1 Jacobi Polynomials
Jacobi Polynomials P
(α,β)
j can be defined by (4) with
αj =
2(j + 1)(j + γ + 1)
(2j + γ + 1)(2j + γ + 2)
, βj =
β2 − α2
(2j + γ)(2j + γ + 2)
, γj =
2(j + α)(j + β)
(2j + γ)(2j + γ + 1)
where α, β > −1 are parameters and γ = α+ β. Those coefficients result in the
following explicit formulas for the first two main diagonal elements in matrices
N and O.
Proposition 6. Let P = [P
(α,β)
i ]i≥0 be the Jacobi polynomials, N = [ηi,j ]i,j≥0
the differentiation matrix defined in Proposition 4 and O = [θi,j ]i,j≥0 the inte-
gration matrix defined in Proposition 5, then


ηj,j+1 =
(2j + γ + 1)(2j + γ + 2)
2(j + γ + 1)
θj+1,j =
1
ηj,j+1


ηj−1,j+1 =
(2j + γ)2 − 1
2(j + γ)(j + γ + 1)
(β − α)
θj,j =
2(α− β)
(2j + γ)(2j + γ + 2)
j = 0, 1, . . . j = 1, 2, . . .
(13)
with γ = α+ β
Proof. The first set of equalities is obtained by direct substitution of αj in (7)
and in the first equality of (10). For the second set, from definition βj and by
partial fraction decomposition we have
βj = (β − α)
γ
(2j + γ)(2j + γ + 2)
= (β − α)(
j + 1
2j + γ + 2
−
j
2j + γ
)
and so
j−1∑
i=0
βi = (β − α)
j−1∑
i=0
(
i+ 1
2i+ γ + 2
−
i
2i+ γ
) = (β − α)
j
2j + γ
then
j−1∑
i=0
βi − jβj = (β − α)(
j
2j + γ
−
j(j + 1)
2j + γ + 2
+
j2
2j + γ
) =
2j(j + 1)(β − α)
(2j + γ)(2j + γ + 2)
and using Corollary 1
ηj−1,j+1 =
(2j + γ − 1)(2j + γ + 1)
2(j + γ)(j + γ + 1)
(β − α), j = 1, 2, . . .
and from Proposition 3, θj,j =
−1
j(j+1) [
∑j−1
i=0 βi − jβj ].
From the Jacobi polynomials J (α,β), a particular case arises when α = β,
the Gegenbauer polynomials.
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2.2.2 Gegenbauer Polynomials
Gegenbauer Polynomials C(λ) are defined for parameter λ > − 12 , λ 6= 0, by (4)
with
αn =
n+ 1
2(n+ λ)
, βn = 0, γn =
n+ 2λ− 1
2(n+ λ)
= 1− αn (14)
Those coefficients result in the following explicit formulas for the elements in
matrices N and O.
Proposition 7. Let P = [C
(λ)
i ]i≥0 be the Gegenbauer polynomials, N = [ηi,j ]i,j≥0
the differentiation matrix defined in Proposition 4 and O = [θi,j ]i,j≥0 the inte-
gration matrix defined in Proposition 5, then
{
ηi,j = (1 − (−1)
j−i)(λ+ i), i < j
ηi,j = 0, i ≥ j

θj±1,j =
±1
2(λ+ j)
θi,j = 0, i 6= j ± 1
, j ≥ 0 (15)
Proof. Substituting (14) in (7) and in (8) results in ηj,j+1 = 2(λ + j) and
ηj−1,j+1 = 0 proving the result for ηj−1,j and ηj−2,j . For ηj−2k,j , k = 1, 2, . . . ⌊j/2⌋, j ≥
1 the result follows from Proposition (2). Now the result is proved for ηi,j , i < j
for columns j ≤ 2. Admitting that this is true for columns 0, . . . , j and intro-
ducing (14) in (4) we have
ηi,j+1 =
λ+ j
j + 1
[ i
λ+ i− 1
ηi−1,j +
2λ+ i
λ+ i+ 1
ηi+1,j
]
−
2λ+ j − 1
j + 1
ηi,j−1
=
λ+ j
j + 1
[ i(1− (−1)j+1−i)
λ+ i− 1
(λ + i− 1) +
(2λ+ i)(1− (−1)j−1−i)
λ+ i+ 1
(λ+ i+ 1)
]
−
2λ+ j − 1
j + 1
(1− (−1)j−1−i)(λ+ i)
=
λ+ j
j + 1
(2λ+ 2i)(1− (−1)j+1−i)−
2λ+ j − 1
j + 1
(1− (−1)j−1−i)(λ + i)
= (1− (−1)j+1−i)(λ + i)
validating the formula for ηi,j+1 and, by induction over j, for the whole matrix
N .
For the elements of matrix O, from direct substitution of (14) in (10) we get
the formula to θj+1,j and
θi+1,j =
−1
2(λ+ i)
j+1∑
k=i+2
ηi,kθk,j
=
−1
2(λ+ i)
j+1∑
k=i+2
(1− (−1)k−i)(λ+ i)θk,j = −
⌊ j−i
2
⌋∑
r=1
θi+1+2r,j (16)
Since from Proposition 3 we have θj,j = 0, we only have to iterate (16) for
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i = j − 2, j − 3, . . . , 1. This results in
θj−1,j = −θj+1,j = −
1
2(λ+ j)
θj−2,j = −θj,j = 0
θj−3,j = −(θj−1,j + θj+1,j) = 0
θj−2k,j = −
k−1∑
r=0
θj−2r,j = 0
One immediate consequence of that proposition is the validation of the exact
formulas
d
dx
C
(λ)
j =
j−1∑
i=0
(1− (−1)j−i)(λ + i)C
(λ)
i = 2
⌊ j−1
2
⌋∑
r=0
(λ + j − 1− 2r)C
(λ)
j−1−2r∫
C
(λ)
j =
1
2(λ+ j)
(C
(λ)
j+1 − C
(λ)
j−1)
Next we present a set of formulas obtained to particular cases of sequences
of classical orthogonal polynomials. The four Chebyshev cases result from Ja-
cobi polynomials P
(α,β)
n , combining α = ±
1
2 with β = ±
1
2 ; the Legendre case
results from Gegenbauer polynomials C
(λ)
n with λ =
1
2 ; formulas for the three
other cases, Laguerre, Hermite and Bessel polynomials, result from the gen-
eral orthogonal polynomials formulas, with the data provided. The proofs are
particular cases of propositions Proposition 4 to Proposition 7.
2.2.3 Particular Classical Orthogonal Polynomials
In Table 1 we present the coefficients of the recurrence relation (4) for a set of
particular cases of classical orthogonal polynomials families.
For the first and the second kinds of Chebyshev polynomials and for Legen-
dre, Laguerre and Hermite polynomials, we follow the normalisation proposed
by Hochstrasser in [1]. The data for Chebyshev polynomials of third and fourth
kinds are from [3] and Bessel polynomials are defined by [11]. In some of those
cases, coefficients α0 and β0 are redefined to result the same cited polynomial
sequences, with the initial conditions P−1 = 0, P0 = 1 as in (4).
In Table 2 and Table 3 we present explicit formulas for the coefficients ηi,j
and θi,j of the Fourier expansions of P
′
j and
∫
Pj , respectively. Pj are one of
the orthogonal polynomials presented in Table 1. Since N = [ηi,j ] are upper
triangular matrices with null diagonal and O = [θi,j ] are tridiagonal matrices,
we present formulas only for the eventually non null elements. Any ηi,j and θi,j
elements with i = −1 or with j = −1 must be considered as zero.
With those values, we get the polynomials derivatives and primitives ex-
pressed in the same orthogonal basis.
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Table 1: Values αj , βj , j = 0, 1, . . . and γj , j = 1, 2, . . . for (4). δj ≡ δj,0 is the
Kronecker symbol.
Pj Name αj βj γj
C
(λ)
j Gegenbauer
j+1
2(j+λ)
0 j+2λ−1
2(j+λ)
Tj Chebyshev 1
st kind 2δj−1 0 2−1
Uj Chebyshev 2
nd kind 2−1 0 2−1
Vj Chebyshev 3
th kind 2−1 1− 2−δj 2−1
Wj Chebyshev 4
th kind 2−1 2−δj − 1 2−1
Pj Legendre
j+1
2j+1
0 j
2j+1
Lj Laguerre −(j + 1) 2j + 1 −j
Hj Hermite 2
−1 0 2j
yj Bessel
1
2j+1
−δj −
1
2j+1
Table 2: i, j ∈ N, i,j = (−1)
i+j , i,j = 1− i,j, δi is the Kronecker symbol and
ςi = δi − 1. In all cases, P
′
0 = 0,
∫
P0 = α0P1 and
∫
P1 =
α1
2 P2 +
1
2 (β1 − β0)P1.
Pj ηi,j , i ≥ 1, j > i θi,j , j ≥ 2 i
C
(λ)
j i,j(i+ λ) ±(2j + 2λ)
−1 j ± 1
Tj i,jj/2
δi ±(2i)−1 j ± 1
Uj i,j(i+ 1) ±(2j + 2)
−1 j ± 1
Vj i,j(i+
1
2
) + j − i 1
2
(j + 1)ςj−1−i(−j)ςj+1−i j, j ± 1
Wj (i,j(i+
1
2
) + j − i)i,j+1 −
1
2
(−j − 1)ςj−1−ijςj+1−i j, j ± 1
Pj i,j(i+
1
2
) ±(2j + 1)−1 j ± 1
Lj −1 (−1)
j−i j, j + 1
Hj 2jδj−1−i (2j + 2)
−1 j + 1
yj (i− j)(i+ j + 1)(i+
1
2
)i,j (j + 1)
ςj−1−i(2j + 1)ςj−ijςj+1−i j, j ± 1
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Table 3: Primitives are considered with undetermined P0 coefficient. In all
cases, P ′0 = 0,
∫
P0 = α0P1 and
∫
P1 =
α1
2 P2 +
1
2 (β1 − β0)P1.
Pj P
′
j , j = 1, 2, . . .
∫
Pj , j = 2, 3, . . .
C
(λ)
j 2
⌊(j−1)/2⌋∑
k=0
(λ+ j − 1− 2k)C
(λ)
j−1−2k
1
2(λ+ j)
(C
(λ)
j+1 − C
(λ)
j−1)
Tj
(1− (−1)j)j
2
T0 + 2j
⌊j/2⌋∑
k=1
Tj+1−2k
1
2(j + 1)
Tj+1 −
1
2(j − 1)
Tj−1
Uj 2
⌊(j−1)/2⌋∑
k=0
(j − 2k)Uj−1−2k
1
2(j + 1)
(Uj+1 − Uj−1)
Vj
j∑
k=1
[1− (−1)k
2
(2j + 1) + (−1)kk
]
Vj−k
Vj+1
2(j + 1)
−
Vj
2j(j + 1)
−
Vj−1
2j
Wj
j∑
k=1
[1− (−1)k
2
(2j + 1)− k
]
Wj−k
Wj+1
2(j + 1)
+
Wj
2j(j + 1)
−
Wj−1
2j
Pj
⌊(j−1)/2⌋∑
k=0
(2j − 1− 4k)Pj−1−2k
1
2j + 1
(Pj+1 − Pj−1)
Lj −
j−1∑
i=0
Li Lj − Lj+1
Hj 2jHj−1
1
2(j + 1)
Hj+1
yj
1
2
j−1∑
i=0
(2i+ 1)(−1)j+i(i− j)(i + j + 1)yi
1
2j + 1
[
yj+1
j + 1
+
yj−1
j
]+
yj
j(j + 1)
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Those matrices, introduced in propositions 3, 4 and 5, can be interpreted
as representing the action of multiplication by x, differentiating and integrat-
ing the elements of an orthogonal polynomial basis P . In that sense, because
they translate into algebraic terms those analytical operations, they are called
Operational matrices.
3 Integro Differential operators
Combined the operational matrices introduced in the previous section, we can
translate in algebraic terms the action of a linear integro-differential operator
over the coefficients of a formal Fourier series.
Proposition 8. If y = Pa, a = [a0, a1, . . .]
T is a formal Fourier series in the
orthogonal polynomial basis P = (P0, P1, . . .) satisfying (1) then
1. for j ∈ N, xjy = PM ja;
2. for j ∈ N,
djy
dxj
= PN ja;
3. for p ∈ P, p(x)y = Pp(M)a;
4. for j ∈ N and p ∈ P, p(x)
djy
dxj
= Pp(M)N ja.
Proof. Since y = Pa then, using Proposition 3, xy = xPa = PMa. For j > 1
the proof of sentence 1. results by induction over j. For sentence 2. the proof
is the same, substituting the functional l = x by l =
d
dx
and using Proposition
4. In 3., since p ∈ P we can write, for some n ∈ N, p =
∑n
i=0 pix
i and the result
follows by linearity, and by 1. with p(M) =
∑n
i=0 piM
i and 4. is a combination
of 2. and 3..
Now, the action of a linear differential operator with polynomial coefficients
over a formal Fourier series can be represented by an algebraic operation over
the coefficients vector.
Corollary 4. If y = Pa, a = [a0, a1, . . .]
T is a formal Fourier series in the
orthogonal polynomial basis P = (P0, P1, . . .) satisfying (1) and
D =
ν∑
i=0
pi
di
dxi
, pi ∈ Pni , (17)
then Dy = PΠa where
Π =
ν∑
i=0
pi(M)N
i
To extend this operational representation for integro-differential operators,
we have to apply Proposition 5 to the case of definite integrals.
13
Proposition 9. Let P be the basis satisfying (4), y = Pa a formal Fourier
series and O the matrix introduced in Proposition 5, defining
Oxa = [ϑij ]i,j≥0,


ϑ0j = −
j+1∑
i=1
θijPi(a)
ϑij = θij , i > 0
then
∫ x
a y = PO
x
aa
Proof. Defining Fj ≡
∫
Pj =
∑j+1
i=1 θijPi, the primitive with undefined P0 coef-
ficient, introduced in Proposition 5, then∫ x
a
Pj(t)dt = Fj(x)− Fj(a)
=
j+1∑
i=1
θijPi(x) −
j+1∑
i=1
θijPi(a) = PO
x
aej
meaning that
∫ x
a
P = POxa in element wise sense. The proof follows by linearity.
In Table 4 we present explicit formulas for the coefficients ϑ0j of Proposition
9 for the classical orthogonal polynomials defined in compact or in semi compact
orthogonality intervals. In that table, we consider ϑ0j as the coefficient of P0
in
∫ x
a
Pj(t)dt when integration limit a is the same integration limit defining the
orthogonality relation (1).
Table 4: Coefficients ϑ0j =
1
||P0||2
< P0,
∫ x
a Pj(t)dt >.
Pj a ϑ00 ϑ01 ϑ0j , j ≥ 2
C
(λ)
j −1 1 −
λ(2λ+1)
2λ+2
(−1)j
j+1
(
j+2λ−2
j
)
Tj −1 1 −1/4
(−1)j+1
j2−1
Uj −1 1 −3/4
(−1)j
j+1
Vj −1 1/2 0
(2j+1)(−1)j+1
j(j+1)
Wj −1 −1/2 0
(−1)j
j(j+1)
Pj −1 0 1/6 0
Lj 0 1 0 0
With repeated use of Proposition 9 an equivalent result of Proposition 4
arrives to the case of integral operators.
Proposition 10. If y = Pa, a = [a0, a1, . . .]
T is a formal Fourier series in the
orthogonal polynomial basis P = (P0, P1, . . .) satisfying (1) and
S =
ν∑
i=1
piI
i, pi ∈ Pni , I
iy =
∫ x
aii
∫ xi−1
ai,i−1
· · ·
∫ x1
ai,1
y(x0)dx0dx1 · · · dxi−1
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then Sy = PΣa where
Σ =
ν∑
i=1
pi(M)Θi, Θi = O
x
aiiO
x
ai,i−1 · · ·O
x
ai,1
4 Numerical tests
4.1 Differential equations
In order to test the robustness of both explicit and recurrence formulas presented
in section 2, we build matricesM and N associated to classical orthogonal poly-
nomials and we test the effectiveness of their differential properties. Following
[1], orthogonal polynomials satisfies differential equations of the type
g2(x)P
′′
j + g1(x)P
′
j + ajPj = 0, j = 0, 1, . . . (18)
where g1 and g2 are algebraic polynomials depending only on x and aj are
constants depending only on j. And so, for exact matrices M and N , we must
have
T ≡ g2(M)N
2 + g1(M)N +D = 0 (19)
where D is the diagonal matrix D = diag(a0, a1, . . .) and 0 the double infinite
null matrix. Table 5 shows the data for equation (18), as in property 22.6 of [1].
Table 5: Coefficients g1, g2 and an in (18).
Pj g2(x) g1(x) an
P
(α,β)
j 1− x
2 β − α− (α + β + 2)x n(n + α + β + 1)
C
(λ)
j 1− x
2 −(2λ+ 1)x n(n+ 2λ)
Tj 1− x
2 −x n2
Uj 1− x
2 −3x n(n + 2)
Pj 1− x
2 −2x n(n + 1)
Lj x 1− x n
Hj 1 −2x 2n
We test, for some families of orthogonal polynomials Pj if the corresponding
matrix Tn×n in (19) is the exact null matrix evaluating maxi,j |Tij |, for some
values of n. In Figure 1 we present the results obtained with matrix dimensions
starting with n = 20 and stepping by 20 to n = 1000. We present values for
Jacobi P (α,β), Gegenbauer C(λ) and Legendre P polynomials. For other cases,
we have arrived in exact matrices.
From those numerical experiences we can observe that for small values of n,
the error propagation in the elements of matrices T = g2(M)N
2+ g1(M)N +D
evaluated in double precision arithmetic is absent or meaningless. For increas-
ing values of n we observe an increasing effect of the error propagation, in
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n
M
(n)
M(n) = maxi,j |tij |
 
 
P(2,3)
P(20,3/7)
C(12)
C(1/7)
P
Figure 1: Error propagation M(n) = maxij |tij | in T = (tij)n×n, the matrix
(19) truncated to n× n dimension, for Jacobi P (2,3) and P (20,3/7), Gegenbauer
C(12) and C(1/7) and for Legendre P polinomials.
several cases of Jacobi polynomials, including Gegenbauer and Legendre par-
ticular cases. In those cases, the numerical behaviour of the recursive formulas
(6) combined with explicit formulas (13), applied with Jacobi data have similar
effect of using explicit data from Table 2.
4.2 Integral evaluation
To test the formulas presented in Table 3 we use properties 22.13 from [1]. For
Legendre polynomials case, and for each n ∈ N0 we must have
I2n =
∫ 1
0
xkP2n(x)dx =
(−1)nΓ(1+k2 )
2Γ(−k2 )
Γ(2n−k2 )
Γ(2n+3+k2 )
, k > −1
and
I2n+1 =
∫ 1
0
xkP2n+1(x)dx =
(−1)nΓ(2+k2 )
2Γ(2−k2 )
Γ(2n+1−k2 )
Γ(2n+4+k2 )
, k > −2
Defining P (x) = [P0(x), P1(x), . . . , Pn−1(x)] we test, for several values of
k if the vector Tn = (P (1) − P (0))M
kO retrieves the same exact values of
In = [I0, I1, . . . , In−1], with truncated n × n matrices M and O. We remark
that, in Legendre case, we have exact values for Pk(1) = 1, k = 0, 1, . . . , n and a
recursive formula Pk+1(0) = −
k
k+1Pk−1(0), k = 1, 2, . . . , n with P0(0) = 1 and
P1(0) = 0 for values in the other extreme.
Figure 2 show, for several valuresof k, the square norm of ∆n = Tn − In,
obtained with double precision arithmetic, for increasing n, from n = 20 up to
n = 1000.
We observe that the error propagation due to the evaluation of Legendre M
and O operational matrices in double precision arithmetic, is slowly increasing
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Figure 2: Error propagation ||(P (1)−P (0))MknOn− In||2 for distinct values for
k and n = 20, 40, . . . , 1000.
with n and with k. Despite this, even for k = 50 and n = 1000 the error square
norm of (P (1)− P (0))MknOn − In is negligible in double precision.
4.3 Generating Functions
To test the errors propagation in higher powers of N and O matrices, for some
classical orthogonal polynomials P we have selected an associated generating
function, as in [1],
g =
∞∑
i=0
giz
iPi(x).
From those functions we build a set of differential operators Dk and integral
operators Sk such that Dk(g) = 0 and Sk(g) = 0. So, if Dn(k) and Sn(k) are
the matrices representing the action of Dk and Sk, respectively, truncated to
dimension n × n, and if an = (g0, g1z, g2z
2, . . . , gn−1z
n−1) are the coefficients
vector of a partial sum of g, then Dn(k)an and Sn(k)an are residuals vectors,
approaching the null vector as n goes to infinity.
In Table 6 we present matrices D(k) and S(k), together with the associated
generating functions, selected for our numerical tests.
5 Conclusions
In this paper we have introduced a set of formulas intended to evaluate the
generalized Fourier coefficients of the transforms of orthogonal polynomials by
integro-differential operators. These formulas are suitable to evaluate the whole
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Table 6: Matrices D(k), S(k), coefficients gi and generating function g in (4.3),
R = (1 + z2)I − 2zM , r = 1 + z2 − 2zx.
Pj D(k) S(k) gi g
C
(λ)
j RN
k+1 − 2(λ+ k)zNk (2z)k(λ− k)kO
k − Rk 1 r−λ
Tj RN
k+1 − 2kzNk 1
i
1− 1
2
ln(r)
Uj RN
k+1 − 2(k + 1)zNk 1 r−1
Pj RN
k+1 − (2k + 1)zNk (2k − 1)!!zkOk − (−R)k 1 r−1/2
Lj (z − 1)
kNk − zkI zkOk − (z − 1)kI 1 e
zx/(z−1)
1−z
Hj N
k − (2z)kI (2z)kOk − I 1
i!
e2zx−z
2
1 2 3 4 5 6 7 8 9 10
10−26
10−24
10−22
10−20
10−18
10−16
10−14
10−12
10−10
10−8
dn(k ) = Dn(k )an, n = 10
3
k
||
d
n
(k
)|
|
 
 
C(1/7)
C(12)
T
U
P
L
H
1 2 3 4 5 6 7 8 9 10
10−34
10−32
10−30
10−28
10−26
10−24
10−22
10−20
10−18
10−16
sn(k ) = Sn(k )an, n = 10
3
k
||
s
n
(k
)|
|
 
 
C(1/7)
C(12)
P
L
H
Figure 3: Error propagation ||dn(k)||2, and ||sn(k)||2 and an results from G(k)
and a, as defined in Table 6, truncated to dimension n = 1000, z = 1/10.
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set of coefficients of an orthogonal polynomials base transformed by integral and
differential operations.
In the case of general orthogonal polynomial bases, we have recursive for-
mulas, allowing to evaluate the matrices representing the action of integral and
differential operators over those bases. For the case of the most used classical
orthogonal polynomials, from the recursive general formulas, we arrive at ex-
plicit formulas. Some of those formulas are already known in the literature, but
we believe some others are quite new.
Another feature of these formulas is that all of them result only from the
recurrence relation characteristic of orthogonal polynomials, avoiding the need
for additional information. This allows to obtain the matrix representation of
the action of integral and differential operations, represented in an orthogonal
polynomial basis, only from the parameters of its three terms recurrence relation.
Finally, we have proposed numerical tests to stress the behaviour of those
matrix representations when evaluated in finite arithmetic. Based on orthogo-
nal polynomials properties, we measured the error propagation introduced by
double-precision arithmetic, in several integral and differential operations. Nu-
merical results indicate that the formulas introduced in this work are sufficiently
robust to produce highly accurate results, even when dealing with powers of high
dimensional matrices.
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