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Abstract
We prove that if A = [Aij ] ∈ RN,N is a block symmetric matrix and y is a solution of a nearby linear sys-
tem (A + E)y = b, then there exists F = FT such that y solves a nearby symmetric system (A + F)y = b,
if A is symmetric positive definite or the matricial norm μ(A) = (‖Aij‖2) is diagonally dominant. Our
blockwise analysis extends existing normwise and componentwise results on preserving symmetric per-
turbations (cf. [J.R. Bunch, J.W. Demmel, Ch. F. Van Loan, The strong stability of algorithms for solving
symmetric linear systems, SIAM J. Matrix Anal. Appl. 10 (4) (1989) 494–499; D. Herceg, N. Krejic´, On
the strong componentwise stability and H -matrices, Demonstratio Mathematica 30 (2) (1997) 373–378; A.
Smoktunowicz, A note on the strong componentwise stability of algorithms for solving symmetric linear
systems, Demonstratio Mathematica 28 (2) (1995) 443–448]).
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In many practical applications we need to solve a linear system of equationsAx = b,whereA ∈
RN,N is nonsingular and has special block structure. We assume that the matrix A is partitioned
into s × s blocks
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A = [Aij ] =
⎡⎢⎢⎣
A11 A12 . . . A1s
A21 A22 . . . A2s
. . . . . . . . . . . .
As1 As2 . . . Ass
⎤⎥⎥⎦ , (1)
where Ai,j ∈ Rni ,nj is refered to as the (i, j) block of A, {n1, . . . , ns} is a given set of positive
integers, n1 + · · · + ns = N .
Very often, the block matrices Aij are sparse and many of them are zero. Numerical algo-
rithms should exploit the structure of the matrix A. Without loss of generality we restrict our
attention to the spectral matrix norm (2-norm) and the second vector norm (length of x). It is
well-known that ‖A‖22 = ρ(ATA), where ρ(A) = max{|λ| : λ ∈ spect(A)} denotes the spectral
radius of A.
The aim of this paper is to answer the following question:
Assume that A ∈ RN,N is symmetric and y is a solution of a nearby linear system (A + E)y =
b, does it follows that y solves a nearby symmetric system (A + F)y = b?
Bunch, Demmel, and Van Loan (cf. [1]) show that there is F = F T such that ‖F‖2  ‖E‖2.
Smoktunowicz (cf. [10]) proves that if |eij |  |aij | for all i, j = 1, 2, . . . , N and A is symmetric
and diagonally dominant or symmetric positive definite, then there exists a symmetric matrix F
such that (A + F)y = b with |fij |  c|aij |, where c is a modest constant depending only on N .
Herceg and Krejic´ (cf. [6]) get similar result for H -matrices. Elsner (cf. [4]) observed that we can
take c = 2 instead of c = 3 in [10], if A is diagonally dominant.
We extend existing results on preserving symmetric perturbations to block matrices. We assume
that ‖Eij‖2  ‖Aij‖2 for all i, j = 1, 2, . . . , s. We prove that symmetry is preserved in pertur-
bations if A is symmetric positive definite or A = [Aij ] is diagonally dominant in an appropriate
block sense. A general matrix A = [Aij ] partitioned as in (1) is block diagonally dominant with
respect to the spectral norm if, for all i = 1, 2, . . . , s,
‖Aii‖2 
s∑
j=1,j /=i
‖Aij‖2. (2)
Similarly, A is a block H -matrix if there is a positive vector w = [w1, w2, . . . , ws]T such that for
all i = 1, 2, . . . , s,
‖Aii‖2wi 
s∑
j=1,j /=i
‖Aij‖2wj . (3)
In componentwise case, i.e. for s = n, we call A satisfying (2) or (3) pointwise diagonally domi-
nant or a pointwise H -matrix, respectively.
Notice, that if all matrices Aii in (1) are nonsingular, then
‖Aii‖2  1‖A−1ii ‖2
. (4)
We see that if, for all i,
1
‖A−1ii ‖2

s∑
j=1,j /=i
‖Aij‖2, (5)
then A satisfies (2), while the opposite is not true.
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Our definitions (2) and (3) are different from considered by Feingold and Varga (cf. [5]) and
Cvetkovic´ and Kostic´ (cf. [2]). We do not assume that the diagonal blocks Aii are nonsingular.
Moreover, we use the spectral norm instead of the infinity norm. We show that the properties (2)
and (3) are quite natural when we introduce matricial norms.
2. Matricial norms
For a general matrix A = [Aij ] partitioned as in (1) we define a matricial norm μ(A) as follows
(cf. [3,8])
μ(A) =
⎡⎢⎢⎣
‖A11‖2 ‖A12‖2 . . . ‖A1s‖2
‖A21‖2 ‖A22‖2 . . . ‖A2s‖2
. . . . . . . . . . . .
‖As1‖2 ‖As2‖2 . . . ‖Ass‖2
⎤⎥⎥⎦ . (6)
Some important cases of matricial norms are: μ(A) = |A| for s = n and μ(A) = ‖A‖2 for s = 1.
The matrix |A| is the matrix whose elements are |ai,j | and we write |A|  |B| to mean that
inequalities between matrices hold componentwise. The vector x ∈ Rn is partitioned conformally:
x = [x1T, . . . , xsT]T where xi ∈ Rni and μ(x) = [‖x1‖2, . . . , ‖xs‖2]T.
We review the main facts on the matricial norms (cf. [3,8,10]).
Theorem 1. Let μ be the matricial norm as defined in (6). For matrices A = [Aij ] and B = [Bij ]
partitioned as in (1) and (6) we have
(a) μ(cA) =| c | μ(A) for all c ∈ R,
(b) μ(A + B)  μ(A) + μ(B), μ(AB)  μ(A)μ(B),
(c) μ(x + y)  μ(x) + μ(y) for all x, y ∈ RN,
(d) μ(Ax)  μ(A)μ(x) for all x ∈ RN,
(e) ρ(A)  ρ(μ(A)),
(f) ‖A‖2  ‖μ(A)‖2.
The property (e) is a generalization of the Perron–Frobenius inequality and was first proved
by Ostrowski (cf. [8]), see also [3]. It is useful in the study of convergence of iterative methods
for solving large linear system of equations and for eigenvalue inclusion sets, see Varga (cf. [13,
Section 6]), where the infinity norm was used instead of the spectral norm (2-norm).
Notice that the property (2) means that μ(A) is pointwise diagonally dominant and (3) reads
as μ(A) is a pointwise H -matrix.
3. Symmetric perturbations
In practice it is very important to exploit the block structure of A. If y solves a problem that
is close to the original one, i.e. (A + E)y = b where μ(E)  μ(A), then A + E has the same
block structure as A: Aij = 0 implies that Eij = 0.
The blockwise backward error can be computed exactly, from the formulae of Rigal and Gaches
(cf. [9]).
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Theorem 2 (Rigal and Gaches). The blockwise backward error
ημ(y) = min{ : (A + E)y = b, μ(E)  μ(A)} (7)
is given by
ημ(y) = max
i
‖ri‖2
ci
, (8)
where r = [r1T, . . . , rsT]T = b − Ay, y = [y1T, . . . , ysT]T, ri, yi ∈ Rni , and
ci = [μ(A)μ(y)]i =
s∑
j=1
‖Aij‖2‖yj‖2, i = 1, . . . , s. (9)
Here ξ/0 is interpreted as zero if ξ = 0 and infinity otherwise.
Proof. It is obvious that the right-hand side of (8) is a lower bound for ημ(y). It remains to prove
that there exists E = [Eij ] such that this lower bound is attained.
Without loss of generality we can assume that yj /= 0 for all j = 1, . . . , s.
Define E = [Eij ] as follows
Eij = ‖Aij‖2
ci‖yj‖2 riy
T
j .
It is easy to verify that Ey = r and
‖Eij‖2 = ‖Aij‖2‖ri‖2
ci
,
so E = [Eij ] is the desired matrix. 
We can compute the blockwise relative error to evaluate numerical algorithms. We recommend
using special techniques of iterative refinement for improving a computed solution y˜ to a linear
system Ax = b (cf. [11]). For a deeper discussion of practical error bounds and condition numbers
for a linear system with respect to a special class of perturbations we refer the reader to [7, pp.
131–150].
If A = [Aij ] is symmetric then it is reasonable to have a numerical solution y being a solution
of slightly perturbed symmetric system (A + F)y = b. We partly resolve this problem using
blockwise approach. In our construction of a symmetric matrix F we use the following lemma
[12].
Lemma 1. Let a, b ∈ Rn with a /= 0. Then the matrix
Sn = Sn(a, b) = ab
T + baT − (bTa)In
aTa
(10)
is the smallest symmetric matrix in the spectral norm such that b = Sna.
The spectral norm of Sn equals
‖Sn‖2 = ‖b‖2‖a‖2 . (11)
Proof. We omit the proof. It is similar to the proof of Theorem 2.2 in [12].
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Lemma 2. Assume A = [Aij ] ∈ RN,N is symmetric and (A + E)y = b with μ(E)  μ(A). Let
y = [y1T, . . . , ysT]T, yi ∈ Rni and
‖y1‖2  ‖y2‖2  · · ·  ‖ys‖2. (12)
Then there exists F = F T such that (A + F)y = b with
‖Fij‖2  ‖Aij‖2 for i /= j (13)
and
‖Fii‖2  
⎛⎝‖Aii‖2 + 2 i−1∑
j=1
‖Aij‖2
⎞⎠ . (14)
Proof. We construct a symmetric F such that Fy = Ey. Let F1,1 = 0 for y1 = 0. If y1 /= 0 then
we apply Lemma 1 for a = y1, b = E11y1 and n = n1. We take F1,1 = Sn1(y1, E11y1). Then F11
is symmetric, F11y1 = E11y1 and
‖F11‖2 = ‖E11y1‖2‖y1‖2  ‖E11‖2  ‖A11‖2.
Define the block off-diagonal of F by Fij = F Tji = Eij for j > i. We find Fii = F Tii such that
Fiiyi = Eiiyi +
i−1∑
j=1
(Eij − ETji)yj . (15)
If yi = 0 set Fii = 0. Then (14) holds trivially. Otherwise, using a formula
yj =
(
yjy
T
i
yTi yi
)
yi,
define Gii ∈ Rni ,ni as follows
Gi,i = Eii +
i−1∑
j=1
(Eij − ETji)
(
yjy
T
i
yTi yi
)
. (16)
Take Fi,i = Sni (yi,Giiyi). Then Fii is symmetric and Fiiyi = Giiyi , so (15) holds. It is easy to
check that
‖Fii‖2  ‖Gii‖2  ‖Eii‖2 +
i−1∑
j=1
(‖Eij‖2 + ‖ETji‖2)
‖yj‖2
‖yi‖2 ,
which together with (12) yields (14). This completes the proof. 
We can now formulate our main results.
Theorem 3. Assume A = [Aij ] ∈ RN,N is symmetric and μ(A) is diagonally dominant and (A +
E)y = b with μ(E)  μ(A). Then there exists F = F T such that (A + F)y = b with μ(F) 
3μ(A).
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Proof. First, assume that (12) holds. Then, by Lemma 2 and diagonal dominance
‖Fii‖2  
⎛⎝‖Aii‖2 + 2 i−1∑
j=1
‖Aij‖2
⎞⎠  3‖Aii‖2, (17)
which together with (13) gives the desired bound for μ(F).
Now assume that y = [y1T, . . . , ysT]T satisfies
‖yp1‖2  ‖yp2‖2  · · ·  ‖yps‖2 (18)
for some permutation {p1, p2, . . . , ps} of {1, 2, . . . , s}.
Let y˜ = [yp1 T, . . . , yps T]T. Clearly, there is a permutation matrix P = [Pij ] partitioned as in
(1) such that y˜ = Py.
Let A˜ = PAP T, E˜ = PEP T, b˜ = Pb. Then A˜ = [A˜ij ] with A˜ij = Apipj for i, j = 1, . . . , s.
Clearly, A˜ is symmetric diagonally dominant. Thus, we can apply Lemma 2 to (A˜ + E˜)y˜ =
b˜. Since μ(E˜) = μ(P )μ(E)μ(P )T, we have, μ(E˜)  μ(A˜). There is a symmetric F˜ such
that (A˜ + F˜ )y˜ = b˜ with μ(F˜ )  3μ(A˜). With F = P TF˜P , we find that F is symmetric and
(A + F)y = b with μ(F)  3μ(A). This finishes the proof. 
Theorem 4. Assume A = [Aij ] ∈ RN,N is symmetric and μ(A) is an H -matrix and (A + E)y =
b with μ(E)  μ(A). Then there exists F = F T such that (A + F)y = b with μ(F)  3μ(A).
Proof. Notice that if μ(A) is an H -matrix, then, similarly to Cvetkovic´ and Kostic´ (cf. [2]), we
can introduce a block diagonal matrix W ∈ RN,N such that
W = diag(w1In1 , w2In2 , . . . , wsIns ), (19)
where Ini denotes the identity matrix of size ni , i.e. the size of Ai,i in (1). Then μ(A) is an
H -matrix if and only if AW is a block diagonal matrix in the sense of (2). We observe that WAW
is symmetric and block diagonally dominant. We get
μ(WAW) = μ(W)μ(A)μ(W),μ(W) = diag(w1, w2, . . . , ws) (20)
and just apply Theorem 3 to WAW . This completes the proof. 
Now we focus our attention to symmetric positive definite matrices. The definiteness implies
certain relations among the submatrices Aij .
Lemma 3. Let A = [Aij ] ∈ RN,N be a symmetric positive definite matrix, partitioned as in (1).
Then
‖Aij‖22 < ‖Aii‖2‖Ajj‖2 f or i /= j (21)
and
max
i,j
‖Aij‖2 = max
i
‖Aii‖2. (22)
Proof. Let A be symmetric positive definite. Then xTAx > 0 for every nonzero vector x ∈ RN .
Without loss of generality we can assume that i < j .
It is known (cf. [7, p. 127]) that for every B ∈ Rm,n
‖B‖2 = max‖u‖2=‖v‖2=1 |u
TBv|.
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Let u ∈ Rni and v ∈ Rnj be such that ‖u‖2 = ‖v‖2 = 1 and ‖Aij‖2 = |uTAijv|. For arbitrary
t ∈ R we define x = [x1T, . . . , xsT]T with xk ∈ Rnk , as follows
xk =
⎧⎨⎩
tu for k = i,
v for k = j,
0 for k /= i, j.
Then 0 < xTAx = t2(uTAiiu) + 2t (uTAijv) + (vTAjjv) for arbitrary t , hence
 = 4(uTAijv)2 − 4(uTAiiu)(vTAjjv) < 0.
Since ‖u‖2 = ‖v‖2 = 1, we conclude that
‖Aij‖22 = (uTAijv)2 < (uTAiiu)(vTAjjv) < ‖Aii‖2‖Ajj‖2,
which is our claim. 
Theorem 5. If A = [Aij ] ∈ RN,N is symmetric positive definite and (A + E)y = b with μ(E) 
μ(A), then there exists F = F T such that (A + F)y = b with μ(F)  (2s − 1)μ(A).
Proof. Let A = [Aij ] be a symmetric positive definite matrix, partitioned as in (1). Define a
positive diagonal matrix W as in (19) with
wi = ‖Aii‖2− 12 , i = 1, . . . , s. (23)
Define the scaling A˜ = WAW . Notice that A˜ is symmetric positive definite. We apply Lemma 3
to A˜. It is clear that ‖A˜ii‖2 = 1. By (21) and (23) we obtain
‖A˜ij‖2 = ‖Aij‖2wiwj < 1 for i /= j.
We use the same reasoning as in Theorems 3 and 4. From Lemma 2 it follows there exists a
symmetric matrix F˜ such that
‖F˜ij‖2  ‖A˜ij‖2 for i /= j
and
‖F˜ii‖2  
⎛⎝‖A˜ii‖2 + 2 i−1∑
j=1
‖A˜ij‖2
⎞⎠ .
This together with ‖A˜ij‖2  1 gives
μ(F˜ )  ( + 2(s − 1))μ(A˜)) = (2s − 1)μ(A˜).
With F = W−1F˜ W−1, we find that F is symmetric and μ(F)  μ(W−1)μ(F˜ )μ(W−1)  (2s −
1)μ(A). This gives the desired conclusion. 
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