Grasping and manipulation of objects is an important research problem in the area of robotics and has been addressed both from an analytical and an empirical perspective. In Europe, there have been several large-scale projects that studied different aspects of this problem: HANDLE, GRASP, DEXMART, PACO-PLUS, TOMSY, THE, to name a few. We summarize some of the main ideas and results from the GRASP project (www.grasp-project.eu).
Introduction
Given that object manipulation and grasping represents one of the key cognitive abilities, the main aim of the GRASP project was to develop a cognitive system capable of performing grasping and manipulation tasks in open-ended environments, dealing with novelty, uncertainty and unforeseen situations. One important direction was to study grasping in humans in order to provide additional insight into human grasping. This then served as a starting point for implementation in robotic systems and further grounded through introspection for the specific embodiment.
As a result of the initial idea, GRASP developed state of the art methods for perception, action generation, simulation, novel models for task based grasping; and finally integrated, evaluated and demonstrated them on several state-of-the-art robot platforms. In particular, grasping was studied from the viewpoint of a robot's tactile self-experience, allowing for the development of reactive grasping primitives as well as understanding the stability of grasping through the robotic sense of touch. These developments increased the adaptability of robotic grasping 2013 2 8 Grasping, Manipulation, Object Detection, Human Grasping * 1000 44 Stockholm, Sweden and enabled task execution under incomplete knowledge. A simulation framework named OpenGRASP (http://opengrasp.sourceforge.net/) [1] was developed which is suitable for running complex experiments and scenarios with various robot platforms and thus benchmark different methodologies. For benchmarking, a large library of domestic everyday object models and a real-life scenario that features a humanoid robot acting in a kitchen are also included. The neuroscientific research initiated by the engineering questions posed in the GRASP project has led to the development of a number of novel behavioural paradigms, specifically designed to investigate the role of selective attention in reaching and grasping in humans [2] [4].
Motivation and Challenges
To enable robots to grasp any object one needs to integrate computational techniques of machine learning, computer vision, control theory and signal processing together with experimental frameworks that include real robotic platforms and advanced simulation tools. Grasping any object in GRASP has been achieved by building up relations between task requirements, embodied hand actions, object attributes, rigorous control and contextual knowledge.
GRASP has addressed the following scientific and technical challenges:
Theory of Grasp Modelling We studied the requirements and effects of the agent's embodiment on the situatedness, awareness, task and environment understanding that provide the means for adaptation and self-reasoning. Learning from human grasping examples was used to predict and derive which part(s) of the space of all possible grasps can be realised with a specific artificial hand configuration.
Self-and Context-Awareness We investigated how an agent benefits from using tutor based or au-tonomous exploration together with physical modelling of the world to learn more about the possibilities and constraints integral to its embodiment.
Curiosity and Surprise Driven Behaviour We studied how an unexpected event or action can be exploited to efficiently add new values, categories or dimensions to the representation of a whole grasping process.
Inferring new Grasping Strategies We used the ontology and acquired general knowledge to generate expectations for grasping and manipulation tasks as means of correction between the predicted and the actual state. This allowed for adaptation to new objects and situations without the need for extensive reprogramming.
Exploitation for Future Prosthesis, Industrial and Service Markets Finally, we exploited the theoretical findings by investigating grasp mapping to various artificial hands. The objective was to learn how kinematic design and the number of DOFs influence dexterity and how to optimise the graspable subset of all possible grasps while minimising DOFs.
Main Findings and Results
One of the central objectives has been to understand human grasping: to understand how precisely visual and somatosensory information is used to plan and guide prehension movements in humans. For example, it was studied how humans adapt their grasping kinematics to various context factors, such as spatial constraints of the grasp transport component (as imposed by the presence of obstacles or by intermediate spatial goals) and the requirement of performing a simultaneous secondary movement with the other hand [2] [4] . In terms of human observation, GRASP developed a 3D hand tracking system [5] that, based on the input provided by a range of cameras, track all the degrees of freedom of a moving hand.
Another contribution was the novel study of pre-grasp manipulation tasks. Motivated by the human way of changing the pose of the object prior to manipulation, GRASP has presented a model for how robots can generate actions such as sliding, prior to grasping objects [6] . We also employed recent techniques from the machine learning community-Gaussian Process Latent Variable Models (GP-LVMs) to model a lower dimensional manifold of human hand motions, in particular during object grasping. We showed how the technique could be used to embed high-dimensional grasping actions in a lower-dimensional space suitable for modelling, recognition and mapping [7] , see Fig. 1 .
We have also studied embodiment-specific robot grasping tasks, represented in a probabilistic framework. The framework integrates a Bayesian network with a novel multivariate discretization model [8] . In an imitation experiment, we have demonstrates that our representation framework can transfer task knowledge between different embodiments, see Fig. 2 .
An important aspect of the project was also to provide insights and methods for evaluation and comparison of human and artificial hands. We have developed a method for evaluation of robotic and prosthetic hand capabilities where the human hand served as a benchmark. A natural question was how to define a similarity measure through which the capabilities of different hands can be analyzed. We addressed the problem of comparing the capabilities of different hands through the use of non-linear dimensionality reduction techniques [9] .
We have further developed a representation for grasping in task-space based on dynamical systems theory that considers each fingertip of a grasping hand as a mass point and encodes finger synergies by means of virtual springs between the fingertips [10] . Grasp stability was studied in terms of physical interaction with objects allowing corrective action to be taken in the case of an unsuccessful grasp [11] , see Fig. 3 .
GRASP has also made a significant effort in pushing processing of visual data to meet real-time demands and deal with significant noise and occlusion problems [12] [13] [19] , see Fig. 4 . We have extended the primarily 2D attention cues and exploited stereo and RGB-D images to include 3D pre-attentive cues as also known to be used in humans. The main novelty of the work lies in the understanding how and what pre-attentive cues should be combined for the estimation of attention points useful for segmentation of graspable objects [17] .
We also addressed the problem of grasp generation and transfer between objects that share similar geometric properties and functionality [18] . The system models the dependencies between the tasks, actions and objects taking into account the constraints posed by each. For example, when pouring from a cup it should be grasped by its handle and not from the top. Results of a completely integrated system on a humanoid platform are † http://www.youtube.com/watch?v=rXNwBurCnTc Fig. 5 Snapshots from the markerless hand tracking method reported in Ref. [14] reported in a video "Task-based Grasp Adaptation" † .
A new strand of research regarding hand tracking was devoted towards jointly tracking two strongly interacting hands [14] . In that respect, we proposed a method that relies on markerless visual observations to track the full articulation of two hands that interact with each other in a complex, unconstrained manner, see Fig. 5 . Another new research area was the work on the formulation of a method for inferring physical attributes of the observed world with the aid of physics based simulation [15] . Here, a full model of a human hand was developed and integrated in the simulator [20] .
To integrate different steps of a grasping process, GRASP has proposed a new abstraction architecture for embodiment independent sensor-based control. The main aim was to address three specific challenges inherit to the grasping tasks: hardware independent control of manipulation, use of sensors to alleviate problems of complexity and uncertainty of the environment, and ease of transferring knowledge for different embodiments through a hierarchical abstract representation of manipulation skills [16] .
Open Questions
Despite the considerable development in this and other projects, there are many tasks that involve close interaction with humans and complex objects that robots are still not able to perform with the desired level of robustness and efficiency. Imagine carrying an injured person, tying shoes, putting on a rather tight skirt over your head or properly complying with a dance partner. Humans are still able to execute these tasks even in cases when one of our arms/hands/legs is injured or not functioning properly.
Using available methods for synthesizing such motions on robots requires complex planning. Even when it is possible to find a plausible solution, it is not clear how the gathered experience can be used for solving a similar problem on a future occasion. Extracting the semantics of motion is one of the major bottlenecks that still remain to be solved. The TOMSY project (www.tomy-project.eu) is one of the projects that follow this line of research. Another important aspect is in hand manipulation, a problem studied in the HANDLE project (www.handle-project.eu). The project THE (http://www.thehandembodied.eu) studies the concept of constraints imposed by the embodied characteristics of the hand and its sensorimotor apparatus on the learning and control strategies in exploration, grasping and manipulation. A recent trend is also to study the problem of graspig in a multiagent framework. The project RECONFIG will develop a reconfigurable and adaptive decentralized coordination framework for heterogeneous multiple and multi-DOF robot systems. Agent coordination is based on two types of information exchange: at an implicit level, e.g. when robots are in contact with each other and can sense the contact, and at an explicit level, using symbols grounded to each embodiment, e.g. when one robot notifies one other about the existence of an object of interest in its vicinity. 
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