ABSTRACT Recent research has shown that cognitive function can be improved with proper practices. To improve cognitive skills, we developed a series of training programs using the Unity 3D TM Game Engine, which connects to an EPOC+ headset from EMOTIV TM to provide EEG data. In order to engage participants and maintain interest, we employed game concepts and developed each program as a game with specific rules and three levels of difficulty. The programs focus on such cognitive abilities as reaction speed, flexibility, attention span, memory and problem solving. We analyzed a user's performance with a detection system embedded in each program; the system automatically directs the user to a suitable level. To simplify software development, the interactive framework was designed as an application programming interface (API), which employs rich texts, static images, animations, and user interactions. We also investigated the effectiveness of using cognitive training with EPOC+ headsets to improve cognitive skills. The results are promising in some users. 
I. INTRODUCTION
Recent studies have consistently shown that cognitive deficits are a significant characteristic of human mental disease such as anxiety disorders and depression [1] - [4] . For a long time, cognitive capacity was believed to be fixed after a brief critical period of early development [1] - [5] . In this view, little could be done to improve cognitive skills during adulthood. However, recent research has shown that cognitive capacity, rather than being fixed and non-improvable after the early stage of development, can be continually improved with proper practices [6] - [12] . There are now various methods to treat cognitive diseases and to improve cognitive function. For example, Meichenbaum [13] has developed an approach called self-instructional training, which has led to much of the rationale underlying cognitive training. The first stage of self-instructional training occurs when the instructor models the behavior necessary for optimal resolution of tasks (i.e. defining goals, focusing the problem, evaluating performance, and correcting mistakes). In the next stage, the patient The associate editor coordinating the review of this article and approving it for publication was Mohammad Zia Ur Rahman.
performs the task on his/her own, instructing him or herself first and then using internalized cognitive skills to direct task performance. Such an approach has proven to be effective. Mahncke, Bronston and Merzenich [14] have proposed a computerized cognitive training method, which is specifically designed for older adults. It includes training and practice sessions for memory, attention, and executive functions, and allows for adaptive training with different difficulty levels. In large scale trials, this training method has shown to markedly improve cognitive functioning in older subjects. Cognitive training programs generally involve a series of interactive computer-based exercises that are designed to improve mental abilities, such as knowledge acquisition, attention, memory, judgment and evaluation, reasoning, problem solving and decision making, comprehension, and production of language [5] , [6] , [12] , [15] - [24] .
Despite tremendous research, there is still much room for advancement in this field. Little work has been done using real-time biological signals that provide immediate performance feedback so that training levels can be adjusted. PsychicVR [25] and Mightier [26] are two systems that employ biological signals. PsychicVR is an integrated system using a VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ brain-computer interface device and a virtual reality headset to improve mindfulness by giving the user superhero powers. Essentially, neurofeedback from brain activity manipulates the 3D virtual world where the user is immersed in. The system aims to help the user achieve higher levels of concentration, while simultaneously entertaining the user. Mightier is aimed at children who get upset easily, with the idea of teaching them to control their emotions by requiring them to calm down in order to progress through the game. Through mobile devices, Mighter uses a Bluetooth heart rate monitor to adjust the difficulty of games. There has also been little research on improving cognitive abilities of healthy college students, who face challenges from study and research. Thus, we have developed an interactive cognitive skills training program, which uses brainwaves from electroencephalograms (EEG) as real time input. The training program can be customized to dynamically respond to real-time biological signals, and accordingly adjust the training to the appropriate level.
The headset from EMOTIV TM was used as the braincomputer interface for receiving EEG signals [33] . The EEG hardware is used not only to record brainwaves for real-time and long-term performance analyses, but also provide data to the training programs so that adjustments can be made accordingly. Specifically, the user's mental commands, emotional states, and facial expressions, as well as performance metrics, can be extracted from the EEG data in real-time. The information is then summarized to determine the user's cognitive state and the program adjusts the training level to this state.
We first designed a cognitive training framework to simplify and accelerate software development. Following the establishment of the framework, several cognitive training programs were developed. We also implemented a human interaction interface in the training software to collect real-time training data. Upon completion of the development stage, volunteers from Purdue University Northwest were recruited to help evaluate our programs. During the evaluation process, we compared our pre and post training data with those from traditional training methods using the t statistic. The results showed that our methods improved cognitive skills compared to traditional training methods. An overall road map of our project is shown in Figure 1 . 
II. FRAMEWORK DESIGN
In each cognitive training category, we developed a set of interactive training programs. Though the contents may vary, the development steps and the fundamental elements of the programs in each category are similar. For example, all programs can read real-time brain signals from the EEG hardware and develop 3D virtual environments. Therefore, in order to accelerate software development, we summarized the common features of the programs and designed a general framework. The framework is designed as an easy-to-use, easy-to-manage, and easy-to-upgrade application program interface (API) [9] , [27] - [30] .
A. USE CASE OF FRAMEWORK
The design of the framework starts with the use case diagram. Each training program, which contains a static virtual environment setup and animations by use of data from the EEG hardware-EPOC+ headset, can interact with user [32] . The EMOTIV EPOC+ is a portable, high resolution, 14-channel, EEG system. It is for scalable and contextual human brain research with advanced brain-computer interface applications. It also provides access to professional grade brain data with a quick and easy to use design [32] . The use case model is shown in Figure 2 . During training, the user can navigate through the 3D virtual environment, interact with the environment using the mouse and keyboard, provide cognitive signals passively through the EEG hardware, and read real-time performance data generated by the program. 
B. DESIGN ACTIVITY
Based on the use case model, we designed four subsystems: 1) the Brain Computer Interface System, which manages the EPOC+ headset tools and implementations, 2) the Action and Interaction System, which controls the player's character and its interactions, 3) the Recording & Environment Update System, which records the user's performance and EEG signals, and 4) the Virtual Environment Setup System, which builds the interactive environment. The four subsystems are shown in Figure 3 . The following sections will introduce each subsystem in detail. 
1) BRAIN COMPUTER INTERFACE (BCI) SUBSYSTEM -EPOC MANAGER
BCI is the link between the computer and an EEG device (EPOC+ Headset). We name it the EPOC manager in the system. The EEG device reads signals from an array of neurons and the BCI translates these signals into inputs, which influence the user's input (i.e., mouse and keyboard) to direct the programs. Therefore, BCI can be used for performing brain exercises on the computer [34] - [42] . Emotiv makes incorporating EEG data into programs simple by providing developers with the EMOTIV Unity 3D Support Pack, which contains all training and interactive functions. In our programs, we build an EPOC Manager user interface as a controller to connect the Emotiv support pack [34] - [42] .
2) ACTION AND INTERACTION SUBSYSTEM
The Action and Interaction Subsystem defines the general rules managing the interactions between the user and program. It can be triggered by either EEG signals or mouse and keyboard events, passing signals and events to all interactive objects. The interactive objects will update interactive events by changing the user's character's properties, such as appearance, movement speed, animation, and sound effects.
Multiple algorithms were implemented in this subsystem. In problem solving games, the MiniMax Game Tree algorithm was implemented to calculate the most optimize solution and the Cut-Off algorithm was applied to reduce path calculation. More details are introduced in session III.
3) RECORD AND ENVIRONMENT UPDATE SUBSYSTEM
This subsystem saves information, including interactive properties between user and objects, performance time, and user's progress. The environment and objects' properties are updated dynamically by altering display elements, such as movement speed, animation, and sound effects.
4) VIRTUAL ENVIRONMENT SETUP SUBSYSTEM
The Virtual Environment Setup Subsystem builds the interactive environment, including User Interface (UI), Game models, and the EEG expression kits.
a: UI
The UI and graphics package create a 3D virtual environment for displaying and managing virtual elements, such as virtual objects, text guidance, and audio prompts. These display elements are represented by the UI components, which define properties such as shape, material, and texture. The UI Button components provide options for the user to train, play, change levels, pause the game, and exit the game.
b: GAME MODELS
Since the focus of the project is not on the design of 3D models, we purchased or downloaded most of the models, including the player character models and the environment models, from the Unity asset store [35] . The Unity asset store created by Unity Technology provides a wide range of available assets, including textures, models, and animations.
c: EEG SIGNAL EXPRESSION
We incorporated a slider bar that indicates real-time cognitive power as the user is completing a task. The cognitive power is digitized from the inputs received from the EPOC+ headset. Figure 4 shows the UI slider and its components. Figure 5 shows the image that is loaded onto each game scene to display the status of the 16 electrodes from the EPOC+ headset [34] - [36] . When the electrode is green, the signal is excellent; when it is yellow, the signal is good; when the it is red, the signal is bad; and when it is black, there is no signal. VOLUME 7, 2019
III. DEVELOPMENT OF GAMES FOR COGNITIVE TRAINING
Our brain-computer training modules focus on improving cognitive abilities, such as memory, logical reasoning, reaction speed, and attention. These modules were developed with game concepts to attract and maintain attention. We first selected popular game narratives to swiftly engage users in the training activities, and then further revised and extended the games in each training category to include narratives for specific training purposes and different cognitive abilities. To challenge the user and avoid repetition, games were designed with many levels of difficulty. Having different levels of difficulty allows us to collect more useful data, which in turn generates more valid assessments.
A. GENERAL DESIGN OF ALL TRAINING MODULES
The general design of all training modules is:
1) GAMEMANAGER
Every game has a GameManager to organize the game based on the defined rules. It initializes all game objects and records initial states. It also checks the progress and defines the winning criteria.
2) GAME OBJECTS
There are various objects in the different games. All game objects are connected to the GameManager since their properties are updated in the GameManager. Generally, a game object interacts with the user's character. A game object can be either a movable or non-movable object.
3) PLAYER CHARACTER
A player character is a special game object that represents the user. The user plays the game by controlling the player character.
4) EVENT
An event is a condition that triggers an action to happen. Some game objects may have multiple events. An event condition is comprehensively defined by the game rules.
5) ACTIONS
Actions comprise the movements of game objects. In addition to being able to manipulate game objects, actions change the status of game objects.
6) GAME STATUS
Game status reflects the current game progress. Each game object has a game status determined by a score that is updated by the GameManager.
7) GOAL
The goal is a state that players try to achieve by controlling game objects. Once the player completes an existing goal, a more difficult goal is triggered.
8) GAME RULES
Rules are constraints used to set up and run the game. Rules are implemented and manipulated in the GameManager. Specifically, game rules define procedures for the player to follow and complete.
B. TRAINING GAME MODULES 1) REACTION SPEED TRAINING GAME
The game ''Flying Helicopter'' shown in Figure 6 is a homage to the popular game ''Flappy Bird'' [42] . The purpose of this game is to improve attention and response time. Attention data gathered by the EEG headset is automatically recorded in real time. This attention data is also used as input for directing a helicopter to avoid random obstacles under the influence of gravity. The speed increases at higher levels. To make the game more challenging, obstacles are generated in random positions and with different speeds; and treasure items are added along the route. If a treasure item is picked up by the player, the player's score increases. The game's difficulty level adjusts according to performance. The score and EEG signals are displayed in real time, and all data is recorded for further evaluation. More specifically, the BCI in the EPOC+ headset reads the user's attention signal on the action ''jump,'' which then becomes the input to drive the helicopter up or down to avoid obstacles. The game is over when the time runs out.
2) REACTION SPEED TRAINING GAME
The training program ''Zoo Home Match'' shown in Figure 7 is also designed to improve attention and reaction speed. The player is trained to achieve the goal through guiding various animals back to their own habitats. The road control system in the program randomly initializes a moving path. At regular intervals, a random animal model is generated. The player controls the direction of three paths using the concentration signals from the headset to guide the randomly generated animal models back to their own habitats. Animal models keep moving along the available path until they reach their destinations. Scores are only increased if the model is guided to the correct destination. Otherwise, the user's score is decreased. To receive higher scores, the user must connect the path to the right destination. As performance improves, the speed of the models increases, making the game more challenging. In this game, each card has a random color assigned to it and only the back of the card is shown to the user. The user may flip two cards at the same time. If the cards have the same color, both will be eliminated from the program. The user is required to eliminate all the cards within a specified amount of time. The number of cards increases when the user completes a task successfully. The number of cards matched by the user and the time spent is recorded and used to generate the final score.
4) PROBLEM SOLVING TRAINING GAME a: SINGLE PLAYER PROBLEM SOLVING TRAINING GAME
The game ''Push the Vat'' shown in Figure 9 focuses on problem solving. It is an extension of the traditional and popular Japanese puzzle game Sokoban [26] , [39] . With simple rules, this puzzle-type game trains the user in logical thinking. We developed the game environment and constructed the way the player character interacted with other game objects.
When the game begins, the player character, ''the little fox,'' is placed in a warehouse with several vats and round tiles, which indicate storage locations. The objective of the game is to help the fox move the vats into designated storage locations. The fox pushes the vats around the maze-like room until all the vats are stored. The fox can move forward and rotate clockwise and counterclockwise, but the vats can only be pushed, not pulled. Each level has a different maze structure, each of which requires a different strategy.
b: MULTIPLE AND SINGLE PLAYER PROBLEM SOLVING TRAINING GAME
''Gomoku'' shown in Figure 10 is another problem-solving game. It is a complex game with simple rules. One player is given black stones, while the other player is given white stones. Then the players alternate placing the stones on a 19 by 19 grid. The player who places five stones in a row first wins the game. After the stones are placed on the grid, they can never be moved or replaced. Of course, in a single player game, one of the players is the computer. Many algorithms exist for solving chess problems. For example, Depth-first [43] search is one of the simplest algorithms to traverse or search a tree. Charles Pierre Tremaus [44] proposed this method for solving mazes. To date, this method has been extended and used in many games, including Gomoku and other computer chess games. The algorithm is easy to implement to determine the best possible move in a game, working bottom to top without rechecking any nodes. Specifically, it works by using a recursive function to simply check the number of stones in a row. Based on the number of stones, different priorities are assigned for each row. Junru Wang and Lan Huang [45] proposed another Gomoku solver that uses a genetic algorithm. They investigated the general framework to apply the genetic VOLUME 7, 2019 algorithm and designed their own fitness function. When it is the computer's turn to make a move, the solver first generates a group of chromosomes, where each chromosome represents a solution. Then those chromosomes are evaluated by the designed fitness function. Chromosomes with higher fitness are selected as seeds and undergo ''evolution,'' namely crossover and mutation, producing the next generation of chromosomes. These new chromosomes are evaluated and then evolve again until the optimal move is found. Experimental results showed that the genetic algorithm was effective and could result in a deep search.
Depth-first search can be simply implemented, but it most likely misses the optimal move. As a result, we did not consider depth-first search in our application. Although the genetic algorithm performs well, it has two main disadvantages: 1) finding the optimal move is not guaranteed and 2) it takes longer than most algorithms to reach a solution. Ultimately, we selected the MiniMax Game Tree algorithm [46] (MGT), which we embedded with the Alpha-Beta cut-off algorithm together [47] . Such a combination produces quick, robust results, which meets our requirements. The MGT finds the best move, while the Alpha-Beta cut-off algorithm prevents the program from searching branches of the game tree that are unproductive, i.e., branches that would not yield better results than previous branches.
MGT is used to calculate and optimize stone placement. It evaluates every possible position on the grid, rating each position and generating a value for the computer and the player. The algorithm compares the values and tries to maximize the computer's value and minimize the player's value. The MGT algorithm decides whether the computer should attack or defend.
The evaluation function is fundamental to the MGT algorithm, but it is also the most difficult to develop. The effectiveness, or ''intelligence,'' of our algorithm depends on the search depth. More depth produces a smarter move, but it decreases the game's performance. An evaluation table shows every possible possibility in a row. Based on game rules, each case is assigned a value. If a player has more stones in a row, then the player has a higher potential to win and, as a result, is assigned a higher value. For example, the two-open link case in the evaluation table has a higher probability than one-open link case of becoming five in a row, so it is assigned a higher value. The evaluation table, shown in Table 1 , serves as a reference for MGT algorithm to decide the optimal position.
We also implemented the Alpha-Beta cut-off algorithm to reduce the size of the search space because the algorithm is calculation intensive. For example, after the first stone is placed, there are 360 positions to place the second stone. After the second stone is placed, there are 359 positions to place the third stone, and so on. If the search depth is set at 4, then each step results in 359 + 359 * 358 + 359 * 358 * 357 + 359 * 358 * 357 * 356 cases that need to be searched. The alphabeta cut-off algorithm reduces the computer resources needed to carry out these searches by suggesting only adjacent positions to search. We limited the number of choices to eight possible moves, cutting off unnecessary branches and greatly decreasing the number of searches.
In the single player training game, user plays against our computer-controlled opponent. The multiple player training game allows the user to collaborate with other players or compete against other players. In order to encourage users to actively complete the training sessions, we implemented a collaborative multi-user game using networking components. Multiple users can log in at the same time and play with each other on the same game. The algorithms record and analyze each user's action, calculate and record the scores, and exit the game when one user wins.
IV. EVALUATION A. PARTICIPANTS AND PROCEDURES
Twenty students from Purdue University Northwest were recruited to assess the effectiveness of our training programs in improving cognitive skills, i.e., attention, memory, response speed, and problem solving. Participants were trained with and without two interventions, i.e., with and without the EPOC+ headset. The cognitive training schedule consisted of two (pre and post) testing sessions and four training activities (Reaction Speed, Attention Span, Working Memory, and Problem Solving) over 2 weeks with three training sessions per week. The training and active control groups engaged in four different activities in 20-minute sessions. We compared the performances of the two groups to evaluate training effectiveness.
B. INITIAL SETUP BEFORE EACH GAME
In order to use the EPOC+ headset properly, one must follow the initial set up procedures below: 1) All 16 sensors on the EPOC+ headset must be hydrated using saline hydration. 2) Once the EPOC+ headset is put on, the position of each sensor needs to be adjusted for good signals to be received on the game interface and indicated by green and yellow dots shown in Figure 5. 3) The user needs to provide a ''Neutral'' signal to the game interface using instructions displayed on the game interface. The API from Emotiv EPOC+ analyzes EEG data received from the 16 sensors and determines if the signal received is ''Neutral''. It may take a longer time to provide the ''Neutral'' signal for some users than others. To facilitate the process, our program will prompt text instructions such as ''please try to relax.'', ''please clear your mind.'', or ''would you like to try in 5 minutes?'', for users who take more than three minutes for the user to obtain the ''Neutral'' signal. 4) Specific commands are required in each game. For instance, in the reaction speed training game, the user starts thinking ''Jump'' for the helicopter after providing the ''Neutral'' signal. Only after the signal from the ''Jump'' command training is strong enough for the game ''Flying Helicopter'' to use, the user can start playing the game. In order to facilitate the training process, we developed instructions for the command training in each game.
C. EVALUATION SCALES AND TESTS
The Wechsler Memory Scale (WMS) [48] , Human Benchmark -Reaction Time Test (HBRT) [49] , Moss Attention Rating Scale (MARS) [50] , and Wechsler Adult Intelligence scale (WAIS) [51] were used to evaluate the four training activities [48] - [54] . The four evaluation scales are described below: One of the most widely used tests of adult memory is the Wechsler Memory Scale. The Wechsler Memory Scale is a neuropsychological test designed to measure different memory functions in a person 16 -90 years of age. It has been revised and enhanced to provide us with advanced measures and results [48] .
The Human Benchmark-Reaction Time Test is a simple but reliable tool to measure reaction times [49] . It can measure instant reaction speeds.
The Moss Attention Rating Scale (MARS) was developed by John Whyte and colleagues at Moss TBI Model Systems [50]. It was designed as an observational rating scale to provide a reliable, quantitative and ecologically valid measure of attention-related behavior.
The Wechsler Adult Intelligence Scale is the most widely used IQ test designed to measure intelligence and cognitive ability in adults. The original WAIS was published by David Wechsler and is found on Wechsler's definition of intelligence, which he defined as ''. . . the global capacity of a person to act purposefully, to think rationally, and to deal effectively with his environment'' [51] . This definition includes abilities like problem-solving and logical thinking, so we selected WAIS to evaluate our problem-solving training program.
D. STATISTICAL ANALYSES
R Studio is software for statistical computing and graphics. It is a free, open-source, integrated development environment, and is easy to learn and program [52] . Therefore, we selected R Studio to analyze our data, which was evaluated with t-tests. A t-test is an inferential statistic method used to determine if there is significant difference between the means of two groups [53] , [54] . In the t-test, which is used for small sample sizes (n<30), the test statistic is distributed normally [53] . The t.test() function produces a variety of t-tests in R Studio [54] .
The alternative hypothesis is true when the null hypothesis is determined to be false. The null hypothesis is the default position that there is no relationship between two measure phenomena [55] . We used a p-value of 0.05 for rejecting the null hypothesis and accepting the alternative hypothesis. Figure 11 shows the t-test for the attention training experiment using R studio. The p-value is 0.005019, which is much less than 0.05. Therefore, we accept the alternative hypothesis, i.e., our training method increases attention span.
In addition to comparing pre and post results with and without the EPOC+ headset, we analyzed: 1) the difference between EEG training (with headset) and no training, 2) the difference between normal training (without headset) and no training, and 3) the difference between EEG training (with headset) and normal training (without headset) (Table 2-5). The main findings of our study are: 1) both EEG training and normal training lead to significant cognitive improvement and 2) EEG training is more effective than normal training in improving attention span and problem solving, but not reaction speed and memory. The results indicate that both EEG training and normal training produce an immediate improvement in cognitive abilities. We assume that EEG training is better than normal training in improving attention and problem solving because users must focus more intently to successfully play the game with the headset. Otherwise, they cannot proceed to the next level. We postulate that increasing concentration also increases problem solving. Since reaction speed and memory training require users to complete tasks within a time limit, users may be too preoccupied with the tasks at hand (responding to unexpected obstacles or memorizing colors) to utilize EEG feedback. As a result, the EEG headset did not make a difference.
V. CONCLUSION AND FUTURE WORK
Today, very little is known about how computer-based training programs improve human cognitive abilities. To be sure, it is vitally important to understand the principles that underlie the specific cognitive outcomes from various computer-based training games. In our project, we developed various computer-based cognitive training programs and explored the performance of these programs using several popular psychological scales to evaluate cognitive abilities. We chose a commercial EEG headset as the brain-computer interface to collect and process the EEG signals. We also designed a framework to simplify and accelerate the development of the training software. Lastly, we recruited 20 students from Purdue University Northwest to evaluate our training programs. Though the results are positive, we still cannot conclude that our programs improve cognitive skills due to the limited sample size of participants.
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