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Resumen del Proyecto 
En el presente proyecto se exponen dos tipos de problemas, uno es abastecer o dar 
mantenimiento a máquinas de ‘vending’ (es decir, a máquinas expendedoras de productos de 
alto consumo en el sector alimentario) que se encuentran en determinada zona de la ciudad y 
otra, dar dicho mantenimiento a un gran número de máquinas ubicadas en un mismo recinto 
como podría ser el aeropuerto, grandes estaciones o locales comerciales. 
El objetivo que se persigue es, mediante las herramientas que nos brinda la teoría de 
grafos, optimizar la ruta a seguir de modo que la reposición y mantenimiento de las máquinas 
de ‘vending’ se pueda hacer con la mayor brevedad posible. 
Para llevar a cabo nuestro objetivo, en el primero de los casos, se propone modelar a partir 
de un fragmento de mapa la zona en cuestión, de manera que el primer problema que nos 
encontramos se trate como un caso de distribución discreta que resolveremos mediante un 
circuito de Hamilton; mientras que para el segundo problema, partiremos de una perspectiva 
de futuro y se tratará como un problema de distribución continua, para el cual procederemos a 
hallar una ruta de Euler. 
A continuación, se exponen los resultados, validando de esta forma las ideas planteadas y 
la teoría aplicada a ellas. 
Podemos concluir que mediante técnicas y algoritmos adecuados a cada caso se ha 
conseguido optimizar una ruta con el consiguiente ahorro de recursos y atendiendo a la 
preservación del medio ambiente. 
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Resum del Projecte 
En aquest projecte s’exposen dos tipus de problema: El primer és abastir i donar manteniment 
a màquines de ‘vending’ (és a dir, màquines expenedores de productes d’alt consum en el 
sector alimentari) que es troben en una zona determinada de la ciutat. El segon problema és 
donar manteniment a un gran nombre de màquines ubicades a un mateix recinte, com podria 
ser un aeroport, grans estacions o locals comercials. 
L’objectiu que es persegueix és, mitjançant les eines que ens proporciona la teoria de grafs, 
optimitzar la ruta a seguir per tal que la reposició i el manteniment de les màquines de 
‘vending’ es pugui dur a terme amb la major brevetat. 
Per assolir el nostre objectiu, en el primer cas es proposa modelar a partir d’un fragment de 
mapa la zona en qüestió, de manera que el primer problema que ens troben es tracti com un 
cas de distribució discreta que resoldrem mitjançant un circuit de Hamilton. En el segon 
problema, partirem d’una perspectiva de futur i es tractarà com a un problema de distribució 
continua, per el qual procedirem a trobar una ruta d’Euler. 
 A continuació, s’exposen els resultats, validant d’aquesta forma les idees plantejades i la 
teoria aplicada. 
Podem concloure que mitjançant tècniques i algoritmes adequats a cada cas, s’ha aconseguit 
optimitzar una ruta amb el consegüent estalvi de recursos i atenent a la preservació del medi 
ambient. 
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Abstract 
On this Project, two types of problems are exposed. The first one consists on the supplying or 
maintenance of vending machines (that is to say, a machine that sells high consumption 
products in the food industry) that are located in specific areas of the city. The second 
problem consists on providing maintenance service to a big number of vending machines 
located in the same enclosure such as airports, big train stations or shopping malls. 
 The main goal of the project is the optimization of the distribution route using the tools 
provided by the graph theory, in order to be able to accomplish the replacement and 
maintenance of the vending machines as soon as possible. 
To achieve our goal, in the first case a modeling from a fragment of a map is proposed. Just 
like that, the first problem that we find out will be treated as a case of discrete distribution 
that will be resolved by a Hamilton circuit. In the second case, we start from a future 
perspective and the problem will be treated as a continuous distribution problem, for which 
we will proceed to find an Euler route. 
Following, the results are exposed, validating the ideas set out and the applied theory. 
We can conclude that, applying the appropriated techniques and algorithms to each case we 
have achieved the optimization of the route with the resultant saving of resources and 
attending to the environmental protection. 
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1. Introducción 
Las máquinas expendedoras se encuentran en el mercado desde hace más de un siglo. La 
primera máquina comercial expendedora de tarjetas postales accionada por monedas, se 
introdujo en Londres a principios de 1880. Desde entonces comenzaron a utilizarse con 
frecuencia en otros países europeos. 
 
El ‘vending’ es un neologismo en voz inglesa que se utiliza para denominar el sistema de 
ventas por medio de máquinas expendedoras accionadas por diversos medios de pago, tiene 
sus orígenes en los productos de gran consumo del sector de la alimentación, aunque en un 
inicio, las máquinas más utilizadas fueron las que sacaban golosinas, la evolución que han 
experimentado dichas máquinas ha sido impresionante, y la aceptación en los ámbitos en los 
que se ha introducido cada vez mayor. 
 
Hace mucho tiempo que las máquinas expendedoras dejaron de ser territorio exclusivo de 
cafés, tabaco, refrescos; hoy estas máquinas llegan a constituirse en pequeños supermercados, 
y hay casos como el de una pescadería de Munguía (Vizcaya) donde se colocó, hace dos 
años, una dispensadora que ofrece pescado en bandejas y que permite día y noche un servicio 
sin intermediario humano. 
 
Hace 15 años ya había máquinas de café en tres de cada cinco empresas, hoy las máquinas 
de ‘vending’ instaladas en España ya suman 600.000, según datos de Proveedores de Vending 
Asociados (la organización que aglutina a los fabricantes o proveedores de productos o 
servicios de este tipo). Pese a la diversificación del sector, las ventas las siguen liderando las 
bebidas calientes, los zumos y las botellas de agua. 
 
Cabe destacar que con la mejora e incremento de tipo de productos que se ofrecen 
mediante este canal de comercialización, se viene dando una progresiva profesionalización de 
las empresas del sector, mejorando la calidad del servicio y los productos como atañe a todos 
los negocios emergentes, y naturalmente las condiciones higiénicas y de mantenimiento. Para 
lo cual las empresas del sector desplazan a sus empleados de manera sistemática para reponer 
existencias según el consumo, y comprobar el estado de las mismas habitualmente.  
 
En el presente proyecto se pretende optimizar la ruta a seguir para que dicho 
desplazamiento se haga en el menor tiempo posible con el consiguiente ahorro de recursos. 
 
Se exponen dos tipos de problemas, uno es abastecer o dar mantenimiento a las máquinas 
que se encuentran en determinada zona de la ciudad y otro dar dicho mantenimiento a un gran 
número de máquinas ubicadas en un mismo recinto, como podría ser el aeropuerto, grandes 
estaciones o locales comerciales.  
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Estos tipos de problemas tienen una gran complejidad computacional, ambos se 
encuentran dentro de la categoría NP-duro (o NP-difícil, que quiere decir al menos tan 
complejo como NP pero no necesariamente es NP)
1
. Su importancia se debe a la gran 
variedad de situaciones prácticas en las que pueden ser aplicados ya sea la expuesta en este 
proyecto u otras. La mayor parte de éstas se encuentran en el campo de la logística (reparto 
de mercancías, correo, rutas escolares), también podemos encontrar aplicaciones de estos 
problemas en industria (producción de circuitos integrados) o en genética. En el presente 
proyecto se intentará analizar y resolver en el menor tiempo posible los dos problemas 
expuestos. 
 
Para cumplir con los objetivos planteados, vamos a utilizar como herramienta la teoría de 
grafos, el primer problema lo trataremos como un caso de distribución discreta partiendo de 
una zona concreta: Sants, localizando mediante un mapa de dicha zona, los hoteles que se 
encuentran alrededor que a la vez tienen máquinas ‘vending’ en su interior, el objetivo que se 
persigue es optimizar la ruta que va a utilizar el técnico para dar el servicio demandado, para 
ello se analizarán los posibles rutas, se utilizarán varias técnicas y algoritmos, de manera que 
seamos capaces de encontrar un camino que pase por todos los hoteles en el menor tiempo 
posible, lo haremos mediante un circuito de Hamilton. 
 
Para resolver el segundo problema, lo trataremos como un caso de distribución continua, 
centrándonos en un determinado local comercial en el que operan únicamente máquinas 
‘vending’, supondremos un gran número de éstas de manera que el técnico tenga que recorrer 
todos los pasillos del local, modelaremos la situación expuesta mediante un grafo que luego 
será analizado. El objetivo que perseguimos en este caso es hallar un camino que contenga 
todas las ramas del grafo y cuya longitud total sea mínima, la forma de conseguirlo será 
encontrando una ruta de Euler. 
 
A continuación se expondrán unos cuantos conceptos fundamentales de la teoría y varias 
aplicaciones de la misma, de manera que nos familiaricemos con el tema comprobaremos que 
el concepto de grafo ya lo hemos utilizado de una u otra forma a lo largo de nuestra vida. 
                                                 
 
1
 NP es el acrónimo en inglés de nondeterministic polynomial time ("tiempo polinomial no determinista"). Es 
el conjunto de problemas que pueden ser resueltos en tiempo polinómico por una máquina de Turing no 
determinista. 
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2. Herramientas de trabajo 
2.1  Conceptos básicos 
En matemáticas y en ciencias de la computación, la teoría de grafos estudia las 
propiedades de los grafos. Un grafo es un conjunto no vacío, de objetos llamados vértices (o 
nodos) y una selección de pares de vértices, llamados aristas que pueden ser orientados o no. 
 
Los grafos son usados con frecuencia, para representar redes de comunicación o 
transporte. En un grafo que represente una de estas redes es importante conocer la existencia 
de caminos que recorran todas las aristas o todos los vértices y que en cierto modo sean los 
más económicos, para ponernos en situación primero vamos a dar una serie de definiciones 
básicas. 
 
Típicamente, un grafo se representa mediante una serie de puntos (los vértices) conectados 
por líneas (las aristas). Formalizando la definición anterior podemos simbolizar un grafo 
como (N, A, P) donde N es un conjunto de nodos, A es un conjunto de aristas, y P es una 
función de las aristas tal que cada P(a) = {p, q} donde p, q son nodos (posiblemente con p = 
q, así que podemos decir que P(a) es un conjunto de 1 o 2 elementos).  
 
Cuando G es un grafo, GN denota sus nodos, GA sus aristas, y GP su función de aristas. 
A continuación ofrecemos un ejemplo de grafo: 
 
 
2.1. Ejemplo de grafo 
GN    = {1, 2, 3, 4} 
GA    = {a, b, c, d, e} 
P(a) = {1, 2} 
P(b) = {2, 3}  
P(c) = {1, 4} 
P(d) = {1, 3} 
P(e) = {3}, donde a la arista e se le llama auto lazo. 
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Un nodo aislado es aquel que no está conectado a ninguna arista. 
 
Los vértices o nodos, constituyen uno de los dos elementos que forman un grafo. Se 
define también como la unidad fundamental de la que están compuestos los grafos. 
Los vértices son tratados, en la teoría de Grafos, como unidades indivisibles y sin 
propiedades, aunque pueden tener estructuras adicionales dependiendo del uso del grafo al 
que pertenecen. 
 
Las ramas o aristas, junto con los vértices, forman los elementos principales de un grafo. 
Se definen como las uniones entre nodos o vértices.  
Usualmente las aristas denotan relaciones entre los vértices, como el orden, la vecindad o 
la herencia. 
 
Las aristas además de unir dos vértices suelen tener una dirección establecida. Es decir, 
que ab sería una arista distinta que ab, pudiendo existir ambas en el mismo grafo 
(ab). Siendo estos grafos conocidos como dirigidos o digrafos. 
 
En algunos tipos de grafos las aristas llevan asociadas un número que indica una 
información asociada a ambos vértices. Pueden indicar un coste o ser una representación del 
trabajo necesario para recorrer el camino de un vértice al otro. Puede darse el caso en que el 
camino de A hacia B tenga un coste diferente que el de B hacia A. 
 
Finalmente, no existe obligación de que dados dos vértices exista una arista que los una. 
Es decir, la relación entre vértices y aristas no tiene por qué producirse. 
 
Como hemos dicho antes, un grafo es una pareja de conjuntos G = (V, A), donde V es el 
conjunto de vértices, y A es el conjunto de aristas. Este último es un conjunto de pares de la 
forma (a, b) tal que a, b Є V, tal que a ≠ b. Para simplificar, notaremos la arista (a, b) como 
ab. 
 
En teoría de grafos, la forma de las aristas no es relevante y solo importa a que vértices 
estén unidas. La posición de los vértices tampoco importa, y se puede variar para obtener un 
dibujo más claro. Muchas redes de uso cotidiano pueden ser modeladas con un grafo: una red 
de carreteras que conecta ciudades, una red eléctrica o la red de alcantarillado. 
 
La cardinalidad del conjunto de vértices del grafo se denomina orden del grafo y su 
notación es |V|. La cardinalidad del conjunto de aristas del grafo se denomina tamaño y su 
notación es |A|. 
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Ejemplo: 
  
 
2.2. Ejemplo grafo de orden 6  
 
Grafo de orden 6 y tamaño 8 
 
 
Llamamos grafos simples a aquellos grafos que no tienen lazos ni lados paralelos, lados 
paralelos a las aristas que tienen relación con un mismo par de vértices y lazo a aquella arista 
que sale de un vértice y regresa al mismo. 
 
El grado de un vértice v, que se denota como (v), se define como la cantidad de aristas que 
llegan o salen de él.  
 
 Para grafos no orientados, el grado de un vértice es simplemente la cantidad de aristas 
incidentes a este vértice. 
 Para los grafos dirigidos, a un vértice del que solo salen aristas se le denomina fuente. 
Por el contrario, a aquellos en los que solo entran aristas se les denomina pozo o 
sumidero. 
 
Un grafo es simple si a lo sumo solo una arista une dos vértices cualesquiera. Esto es 
equivalente a decir que una arista cualquiera es la única que une dos vértices específicos. Un 
grafo que no es simple se denomina grafo múltiple. 
 
Un grafo completo de n vértices (kn) es el grafo en donde cada vértice está relacionado con 
todos los demás sin lazos ni lados paralelos. Se indica como kn  en donde n es el número de 
vértices del grafo. 
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Ejemplos: 
 
 
 
 
 
 
2.3. Ejemplos grafos completos 
 
La valencia de un vértice, es el número de lados que salen o entran a un vértice. Hay que 
tener en cuenta que en el caso del vértice del lazo solo se considera una vez, entrada o salida 
pero no ambos. 
 
La valencia en cada uno de los vértices de los grafos completos es (n – 1), y el número de 
lados está dado por la expresión:       
             
 
 
En donde n es el número de vértices del grafo. 
 
 
Ejemplo: 
 
En los grafos de la figura 3 tenemos: 
G1: a valencia 0, núm. de lados 0 
G2: a y b valencia 1, núm. de lados 1 
G3: a, b y c valencia 2, núm. de lados 3 
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Un subgrafo de un grafo G es un grafo cuyos conjuntos de vértices y aristas son 
subconjuntos de los de G. Se dice que un grafo G contiene a otro grafo G’ si algún subgrafo 
de G es G’ o es isomorfo a G’. 
 
El subgrafo inducido de G es un subgrafo G' de G tal que contiene todas las aristas 
adyacentes al subconjunto de vértices de G. 
 
Definición 
Sea G = (V, A) y G’ = (V’, A’). Se dice que G’ es subgrafo de G si: 
· V’  V 
· A’  A 
· (V’, A’) es un grafo. 
Si G’= (V’, A’) es subgrafo de G, para todo V Є G se cumple grafo (G’, V) ≤ grafo 
(G, V). 
 
Ejemplo: 
 
 
2.4. Grafo G supergrafo de G’ 
 
 
2.5. G' subgrafo de G  
 
G’ es un subgrafo generador de G si contiene todos los vértices del supergrafo, es decir, 
si:   V’ = V y E’ c E 
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Ejemplo: 
 
 
2.6. Subgrafo generador G’ 
 
Un grafo es conexo si cada par de vértices está conectado por un camino. Es decir, si para 
cualquier par de vértices (a, b), existe al menos un camino posible desde a hacia b. 
 
Un grafo es fuertemente conexo si cada par de vértices está conectado por al menos dos 
caminos disjuntos; es decir, es conexo y no existe un vértice tal que al sacarlo el grafo 
resultante no sea conexo. 
 
 
Ejemplos: 
 
 
2.7. Ejemplo de grafo conexo 
 
2.8. Ejemplo de grafo no conexo 
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Un grafo es plano si se puede dibujar sin cruces de aristas. 
  
El grafo nulo es un grafo que no tiene vértices ni aristas. El grafo vacío es un grafo que 
posee únicamente vértices. 
 
Todo grafo completo está conectado totalmente y la única manera de convertirlo en un 
grafo no conexo con una eliminación de vértices es aplicarla a todos, dejándolo vacío. 
 
Un árbol es un grafo conexo sin ciclos. La razón por la que se llama árbol es que lo 
podemos dibujar eligiendo algún nodo como la “raíz” y dibujar todos los vecinos un nivel 
más arriba, todos los nuevos vecinos a su vez un nivel más arriba y así sucesivamente. 
 
En el ejemplo siguiente se muestra el mismo árbol eligiendo dos nodos diferentes para ser 
la raíz. Los nodos raíz son el nodo 1 y el nodo 2 respectivamente: 
 
 
Ejemplo: 
 
 
2.9. Ejemplo de árboles 
 
Este ejemplo muestra la importancia de un árbol en las redes de comunicación: 
 
En una red de comunicación, queremos asegurar la conectividad de la red como grafo, 
para que ningún nodo quede desconectado de otro. Los nodos pueden actuar recibiendo y 
dejando pasar mensajes destinados a otro nodo. Se decide hacer especialmente confiables 
algunas conexiones, para que mientras sigan funcionando éstas, la red siga conectada. Desde 
luego estas conexiones especiales van a costar más, y por tanto no vamos a poner más que las 
necesarias. Entonces, las conexiones especiales van a formar un árbol, porque si hay un ciclo 
hay dos caminos entre algún par de nodos, y podemos reemplazar alguna conexión especial 
con una ordinaria. 
 
 
26                                                                      Distribución óptima de ‘vending’ por grafos 
 
 
 
    
Teorema  
Teorema de la cadena de margaritas. 
2
 
Sea T un grafo con n nodos. Las siguientes afirmaciones son equivalentes, es decir, o el grafo 
T goza de todas las seis propiedades, o de ninguna. 
 
(a) T es un árbol. 
(b) T no tiene ciclos y tiene n − 1 aristas. 
(c) T es conexo y tiene n − 1 aristas. 
(d) T es conexo, pero sacando cualquier arista queda no conexo. 
(e) Existe exactamente un camino sin repetición entre dos nodos cualesquiera. 
(f) T no tiene ciclos, pero agregando cualquier nueva arista, se formará un ciclo. 
 
El árbol generador de un grafo es aquel subgrafo generador con estructura de árbol. La 
eliminación de un vértice v de un grafo G origina un subgrafo G-v cuyos vértices son todos 
los de G salvo v, y cuyas ramas son todas aquellas que pertenecen a G tal que no son 
incidentes con v. 
 
Por otro lado, la eliminación de una rama e de un grafo G origina un subgrafo generador 
G-e que contiene todos los vértices y todas las ramas de G salvo e. 
G-v y G-e son los subgrafos máximos de G que no contienen v y e respectivamente. 
 
Un grafo ponderado es aquel en el que cada rama e tiene asociado un determinado peso 
w (e). Los grafos ponderados se suelen llamar redes. 
Denotamos: 
Peso w (e): representa el tiempo entre los dos vértices que definen dicha rama e. 
Longitud: es la suma de los pesos de las ramas que lo componen. 
Distancia d (u, v): (entre u y v) es la longitud del camino más corto que une u con v. 
 
Digrafos o grafos orientados: 
Para algunas aplicaciones sobre grafos es necesario asignar un sentido a las aristas, por 
ejemplo, si se quiere representar la red de las calles de una ciudad con sus direcciones únicas.  
 
El conjunto de aristas será ahora un subconjunto de todos los posibles pares ordenados de 
vértices, con (a, b) ≠ (b, a).  Los grafos que contienen aristas dirigidas se denominan grafos 
orientados. Las aristas que no tienen orientación se consideran bidireccionales para efectos 
prácticos. Es decir, es equivalente a decir que existen dos aristas orientadas entre los nodos, 
cada una en un sentido. 
                                                 
 
2
 Referencias: Curso de Postgrado, Thomas  N. Hibbard 
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Dado un dígrafo D, se define camino dirigido, a la secuencia alternada de vértices y arcos 
v0, e1, v1, e2,…vn, donde cada ei = vi-1 vi  ( ) constituye un arco de G. 
 
La longitud de un camino es el número de arcos que lo componen. 
Un camino cerrado es aquel cuyos vértices inicial y final coinciden, es decir: v0 = vn. 
Un camino generador es aquel que contiene todos los vértices de D. 
Se define camino trivial como aquel arco cuyos vértices origen y destino coinciden. 
 
Se define ciclo como aquel camino no trivial cuyos vértices son todos distintos salvo el 
inicial y el final. 
Un ciclo generador es aquel que contiene todos los vértices. 
Un grafo acíclico es aquel dígrafo que no posee ciclos dirigidos. 
 
Se define arborescencia o bifurcación a aquel árbol de un dígrafo G en el que ningún par 
de arcos está dirigido a un mismo vértice. 
 
Se define raíz al vértice incluido en una bifurcación que no tiene arcos dirigidos hacia él 
mismo. Es decir, no existe ningún vértice incidente a la raíz. 
El peso de una bifurcación o de una arborescencia es la suma de todos los pesos de los 
arcos que la componen. 
 
Una bifurcación generadora es aquella bifurcación que incluye todo vértice del dígrafo. 
Del mismo modo, una arborescencia generadora de un dígrafo D, con el menor peso posible, 
se denomina mínima bifurcación generadora. 
 
Un digrafo es fuertemente conexo, si y solo si todo par de vértices es mutuamente 
alcanzable, es decir, siempre existe un camino entre dos vértices cualquiera. 
Un digrafo es unilateralmente conexo, si y solo si para todo par de vértices al menos uno 
es alcanzable desde el otro. 
Un digrafo es débilmente conexo, si y solo si todo par de vértices está unido por un 
semicamino. 
 
Ejemplos: 
 
2.10. Ejemplo digrafo fuertemente conexo 
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2.11. Ejemplo digrafo unilateralmente conexo 
 
2.12. Ejemplo digrafo débilmente conexo 
Una forma muy útil y práctica de representar los grafos es mediante matrices, de la cual 
podemos extraer cierta información característica de los grafos 
 
 
2.1.1  Representación matricial 
 
Dado un dígrafo D, se define la matriz adyacente A = A(D) como aquella cuyos 
elementos aij valen: aij = 1 si vi es adyacente a vj y 0 en caso contrario. Supondremos que un 
vértice i es adyacente consigo mismo si y solo si existe el arco: 
 < i , i >. 
 
Ejemplo:  
 
2.13. Grafo G, ejemplo representación matricial. 
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La matriz de adyacencia de vértices viene dada por: 
 
A (G)=  
 
 
Podemos observar que en esta matriz es muy fácil visualizar la conectividad interna de los 
vértices, observamos también la simetría respecto de la diagonal principal, es decir (A)ij=(A)ji 
ello es debido a que ambos elementos de matriz, nos informan de una misma realidad: que los 
vértices i y j están conectados por un lado. 
 
De acuerdo a la teoría matricial, podemos calcular las potencias n-ésimas de la matriz A. 
Estas potencias encierran una importantísima información topológica. Así un elemento 
genérico de la potencia n-ésima de la matriz A, aij (con i≠j) es igual al número de diferentes 
caminos de longitud n conectando los vértices i y j. Las sucesivas potencias de A del ejemplo 
anterior serían: 
 
 
 A
1
 (G)=       A
2
 (G)= A
3
 (G)=  
 
Más adelante retomaremos estas matrices para extraer la información que necesitemos 
según sea el caso. 
 
Existen muchos tipos de problemas de rutas según las restricciones adicionales que se 
impongan (número de vehículos, ubicación de los clientes, ventanas de tiempo, capacidad de 
los vehículos, tipo de servicio demandado, etc.). La principal diferencia existente entre estos 
problemas y los problemas de caminos es que en el primer caso hay un subconjunto de nodos 
y/o arcos que se deben visitar y, en el segundo, se busca una ruta que una el origen y el 
destino sin importar los nodos o arcos intermedios. 
 
Tenemos dos grandes tipos de problemas de rutas según los clientes se encuentren sobre 
los nodos o sobre los arcos. En el primero de los casos, la ruta óptima a determinar debe 
visitar todos los nodos, mientras que, en el segundo, se deben recorrer todos los arcos del 
grafo que define el problema. En otras palabras, en los problemas sobre los nodos se entiende 
que cada cliente está representado por un nodo mientras que en los problemas sobre los arcos 
se entiende que los arcos son calles que deben ser visitadas. 
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2.2 Búsqueda de caminos óptimos 
 
Se define el camino como una secuencia de vértices adyacentes dos a dos. Es decir, cada 
par de vértices de la secuencia son adyacentes. 
 
Un ciclo es una sucesión de aristas adyacentes, donde no se recorre dos veces la misma 
arista, y donde se regresa al punto inicial. 
 
Para representar la estructura de calles de una ciudad, se puede utilizar un digrafo en el 
cual todo sentido de circulación entre dos cruces se designa mediante un vértice; si desde un 
sentido de circulación se puede acceder a otro, esto queda representado por medio de un arco. 
El tiempo que se tarda en acceder desde una calle hasta otra dependerá de la complejidad del 
cruce así como del tráfico. 
 
Primero asignaremos a cada arco, un determinado peso constante que será el tiempo medio 
en llegar desde un vértice hasta otro considerando el vértice situado en el punto medio de la 
línea imaginaria que une ambos cruces, de tal manera que podremos representar cualquier 
estructura de una ciudad mediante un dígrafo ponderado.  
 
Si la calle es de doble sentido vamos a considerar dos vértices uno por cada sentido. 
 
 
Ejemplo: 
 
Supongamos una zona cualquiera de una determinada ciudad que queramos representar 
mediante un digrafo ponderado: 
 
 
2.14. Búsqueda de caminos óptimos, ejemplo. 
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El digrafo quedaría representado de la siguiente manera: 
 
 
 
 
2.15. Búsqueda de caminos óptimos, digrafo 
 
 
 
Podemos observar que es un digrafo ponderado en el cual, las ramas representan el tiempo 
que se tarda en llegar de una calle a otra. 
 
Nuestro objetivo es hallar el camino óptimo desde el vértice origen hasta el vértice 
destino, éste camino óptimo será aquel que minimice la suma total de los tiempos. Para 
conseguirlo podemos generar todos los posibles caminos que tengan como origen y destino 
los vértices convenientes, el problema radica en grafos con un gran número de vértices, en los 
cuales hallar todos los caminos se puede complicar mucho. 
 
En el ejemplo anterior el camino óptimo es: 
a,<a,b>,b,<b,g>,g,<g,j>,j,<j,m>,m,<m,o>,o,<o,q>,q,<q,r>,r 
 
Con la suma de los respectivos pesos: Tab+Tbg+Tgj+Tjm+Tmo+Toq+Tqr =  8minutos 
 
 
2.2.1 Determinación de ciclos 
 
La existencia de ciclos implica que el número de caminos es infinito. Es decir, somos 
capaces de generar tantos caminos como deseemos. Si definimos un camino n-ésimo como 
aquel que tiene como origen el vértice orig, como destino el vértice dest, y que contiene un 
ciclo n veces, podemos generar tantos caminos como deseemos dando distintos valores al 
parámetro n, deducimos entonces que el camino óptimo no deberá contener ciclos. 
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El hecho de que no aparezcan ciclos en un dígrafo, permite aplicar algoritmos muy 
sencillos para encontrar el camino óptimo entre dos vértices, de aquí la importancia de saber 
si un digrafo los contiene. Para determinarlo, basta con obtener la matriz de adyacencia y 
calcular sus sucesivas potencias tal y como hemos visto anteriormente; si aparece algún 
elemento no nulo en la diagonal principal de las sucesivas potencias, implica la existencia de 
ciclos, mientras que si todos los elementos son nulos, no existen ciclos.  
 
Además el exponente de la potencia de la matriz donde hemos hallado el elemento no 
nulo, nos dice cuántos arcos hemos de atravesar para completar el ciclo. 
Cabe destacar que cuando un digrafo es acíclico, el número de caminos que se pueden 
generar es finito. Además si tenemos un digrafo de orden n, los caminos serán todos de 
longitud menor o igual a n-1. 
 
 
Ejemplos: 
 
 
 
2.16. Digrafo, ciclos 
 
 
M1 =           M1
2
 =     
 
 
 
M1 es la matriz de adyacencia, si nos fijamos en la diagonal de M1
2 
podemos notar que hay 
un 2 el cual indica que hay dos ciclos de longitud dos cuyo origen y destino son el vértice b.
  
Las secuencias que conforman los ciclos son: 
 
b,<b,a>,a,<a,b>,b 
b,<b,c>,c,<c,b>,b 
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     Retomando el ejemplo que utilizamos en la representación matricial (2.1.1, pg. 29), vamos 
a analizar ahora, las matrices obtenidas de las sucesivas potencias de A: 
 
 
A (G)=  
 
 
A
1
 (G)=       A
2
 (G)= A
3
 (G)=  
 
 
Vamos a considerar como ejemplo el elemento a14 (o a41) de cada una de las tres matrices.  
En la primera matriz A
1
(G) (que coincide con la matriz de adyacencia), toma el valor 0, 
indicando que no existe el camino de longitud 1 conectando los vértices 1 y 4, o lo que es lo 
mismo que no existe lado alguno conectando dichos vértices. Pero esto no significa que no 
podamos ir del vértice 1 al vértice 4, aunque sea dando un pequeño rodeo es posible. 
 
     Podemos observar que en la segunda matriz A
2
(G) el elemento es distinta de cero lo cual 
quiere decir que existe un camino de longitud 2 que nos permite ir del vértice 1 al vértice 4, la 
secuencia de vértices de este camino sería: 124.  Lo mismo sucede en la tercera matriz, 
lo cual significa que existe un camino de longitud 3 que nos permite viajar del vértice 1 al 4 y 
la secuencia de vértices es: 1234. 
 
     Consideremos ahora otro ejemplo con las mismas matrices pero escogiendo esta vez  a12 (o 
a21). En este caso es un elemento que vale 1, esto quiere decir que podemos desplazarnos de 1 
a 2 directamente, en la segunda matriz, éste elemento toma el valor de 0 lo cual quiere decir 
que no existe un camino de longitud 2 conectando los vértices 1 y 2, por último en la tercera 
matriz tenemos una vez más un valor no nulo que en este caso es 3, esto supone que existen 3 
caminos de longitud 3 para desplazarnos del vértice 1 al 2.  
 
Los caminos citados serían:  
 
1232 
1242 
1212 
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2.2.2 Caminos o trayectorias de Euler 
 
 
     Un camino, ruta o trayectoria de Euler es aquel en el que solo se incluye o visita cada 
arista una sola vez y un ciclo Euleriano es aquel que además empieza y termina en el mismo 
vértice.  
 
 
 
2.17.Ciclo Euleriano 
 
     Antes de intentar encontrar el ciclo de Euler en un grafo, es lógico pensar en la 
importancia de saber si éste ciclo existe o no.  
A continuación tenemos el problema que marca el origen histórico de la teoría de grafos. 
En la siguiente figura se muestra un plano de la antigua ciudad de Könisberg, (en Prusia 
Oriental, hoy pertenece a Rusia y se denomina Kaliningrado). Se muestra el río Pregel que 
pasa por la ciudad y los siete puentes que la atravesaban. 
 
 
2.18. Los siete puentes de Könisberg 
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En el siglo XVIII, se plantea la cuestión de si era posible seguir una ruta que recorriera los 
siete puentes atravesándolos una sola vez y regresando al punto de partida.  
 
Éste problema fue tratado por Euler, quien escribió un artículo indicando que no existía 
ruta alguna y formuló el problema inaugurando la teoría de grafos, representando la ciudad 
mediante el siguiente multigrafo: 
 
 
 
2.19. Disposición de los puentes de Könisberg 
 
Cada sector terrestre de la ciudad viene representado por un vértice y cada puente por una 
arista. Una vez traducido el problema al lenguaje de la teoría de grafos, Euler trató de 
encontrar una respuesta al mismo, como caso particular, y al caso más general de un grafo 
cualquiera. 
 
El problema se planteó de la siguiente manera: ¿En qué grafos es posible encontrar una 
ruta que recorra todas las aristas una sola vez y vuelva al punto de partida? 
 
Euler llegó a las siguientes conclusiones: 
 
 Si todos los vértices del grafo tienen valencia par, es decir, tienen un número par de 
aristas incidentes, se puede recorrer el grafo de una sola pasada y volver al punto de 
partida. (En este caso la ruta o circuito seguidos se denominan eulerianos y al grafo en 
cuestión se le denomina grafo euleriano.) 
 
 Si el grafo tiene dos vértices con un número impar de aristas concurrentes, se le puede 
recorrer partiendo de una de estos y llegando al otro. (A la ruta seguida en este caso se 
le denomina semieuleriana y al grafo correspondiente grafo semieuleriano, de modo 
que no se cumplen todas las condiciones de Euler, es decir se recorren todas las aristas 
del grafo una sola vez, pero no se vuelve al punto de partida.) 
 
 Si el grafo tiene más de dos vértices con un número impar de aristas concurrentes, el 
problema no tiene solución (el grafo en cuestión es un grafo no euleriano.) 
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Si nos fijamos en el multigrafo de Euler, el cual indica la disposición de los puentes, 
podemos observar que los cinco vértices tienen grado impar, por tanto Euler concluyó que el 
problema no tenía solución. Así pues:  
 
“No existe una ruta en la ciudad de Könisberg que permita comenzar en un punto, 
recorrer una sola vez los siete puentes de la ciudad y regresar al punto de partida”.  
 
“Ni tan siquiera existe una ruta que, comenzando en un punto determinado, recorra los 
siete puentes de la ciudad y termine en un punto diferente”. 
 
Sobre Könisberg se han construido después de la época de Euler dos puentes nuevos que 
permiten, ahora sí, una solución positiva al histórico problema. 
 
 
 
2.20. Actual disposición de los puentes de Könisberg 
 
Observando el multigrafo, notamos como ahora todos los vértices tienen grado par, por 
tanto dicho grafo, admite un circuito euleriano. 
Una posible ruta sería: 1231234241 
 
“Podemos recorrer los nueve puentes de la ciudad una única vez, partiendo de un 
determinado punto y regresando finalmente al mismo punto” 
 
¿Qué sucede con los grafos dirigidos? 
 
 Un grafo dirigido tiene un circuito de Euler si y solo si cada vértice tiene el mismo 
grado de salida como de entrada, y todos los vértices con grado diferente de cero 
pertenecen al mismo componente fuertemente conectado. 
 
  Un grafo dirigido tiene un camino de Euler si y solo si por mucho un vértice tiene 
una diferencia de 1 entre el grado de salida y de entrada, si por mucho otro vértice 
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tiene una diferencia de 1 entre el grado de entrada y el de salida, el resto de vértices 
tienen igual grado de salida y de entrada, y todos los vértices con grado diferente de 
cero pertenecen al mismo componente conectado. 
 
Una vez nos aseguramos de que en el grafo puedan existir caminos y/o circuitos de Euler, 
la cuestión es ¿cómo encontrarlos? La noción de arista “puente” nos puede ayudar a 
entenderlo: Una arista en un grafo conectado se asume como “puente” si el remover 
solamente esa arista hace que partes del grafo se desconecten. 
 
 
 
2.21. Arista puente 
 
 
Algoritmo de Fleury 
3
 
 
Si un multigrafo (V,A) tiene una cola euleriana C (trayectoria sin aristas repetidas), puede 
construirse mediante el siguiente algoritmo: 
 
      P1.− Empezar en un vértice x de grado impar. Si no lo hay, empezar en cualquier                   
vértice x. Hacer C = x. 
      P2.− Si gr(x) = 0 parar. 
      P3.− Si gr(x) =1 con a = {x, y}, tomar (V,A) = (V − {x},A − {a}), hacer C = Cay y 
continuar en P5. 
      P4.− Si gr(x) > 1 elegir una arista a = {x, y}, cuya eliminación no desconecte el  
multigrafo. Tomar (V,A) = (V,A − {a}) y hacer C = Cay. 
      P5.− Reemplazar x por y y volver a P2. 
 
                                                 
 
3
 “Grafos”,  José Antonio Abia Vian 
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Para el caso de los multidigrafos, los resultados son análogos teniendo en cuenta que la 
cola debe ser dirigida, es decir, para que exista un circuito en cada vértice al que se llegue 
debe haber un arco saliente. 
 
Teorema 
4
 : Un multidigrafo conexo tiene un circuito euleriano si, y sólo si, todos sus 
vértices tienen el mismo ingrado que exgrado (ing(v) = exg(v), para todo v). 
 
Hoy en día y cada vez más, se buscan rutas óptimas de transporte, se diseñan redes, etc. Si 
un determinado grafo admite un recorrido euleriano, esa es sin lugar a dudas la ruta óptima de 
transporte. Por ejemplo tenemos el problema del cartero chino
5
, que busca una ruta óptima 
para recorrer la ciudad, las calles serían los lados del grafo y debe recorrer dichas calles 
siguiendo un ruta óptima; tenemos también el ejemplo de una exposición de pinturas, las 
cuales están expuestas a lo largo de diferentes galerías y se pretende que el visitante las vea 
todas sin pasar dos veces por las mismas pinturas y vuelva al punto de partida, es decir se 
trata de colocar las pinturas en una disposición adecuada para que pueda ser contempladas 
siguiendo un circuito euleriano.  
 
 
 
2.2.3 Caminos o trayectorias de Hamilton 
 
 
     En 1856, William Rowan Hamilton, presentó al mundo un puzle basado en un dodecaedro 
regular. Este poliedro tiene 12 caras, cada una de las cuales es un pentágono regular, y en 
cada uno de sus 20 vértices, confluyen tres aristas de los pentágonos. Cada vértice del 
dodecaedro de Hamilton se marcaba con el nombre de una ciudad importante. El juego 
consistía en salir de una determinada ciudad, encontrar una ruta a lo largo de las aristas del 
dodecaedro que pasase por cada ciudad una única vez y regresar a la ciudad de partida.  
 
     El dodecaedro era un tanto incómodo de manejar con lo que Hamilton desarrolló una 
versión del juego en la que reemplazaba el dodecaedro por un grafo con 20 vértices unidos 
entre sí, mediante 30 aristas de la misma forma que en el dodecaedro.  El grafo resultante se 
conoce como grafo del dodecaedro. 
                                                 
 
4
 “Grafos”,  José Antonio Abia Vian 
5
 “Una breve introducción a la teoría de grafos”, Amador Menéndez Velázquez 
    “Teoría de grafos”, Enrique Benavent 
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2.22. Grafo del dodecaedro, G  
    
   
     Un camino de Hamilton es un camino ruta o trayectoria en un grafo G que solo incluye o 
visita cada vértice una sola vez y un ciclo Hamiltoniano es aquel que recorre todos los 
vértices del grafo exactamente una vez, a excepción del vértice de partida y final, que es el 
mismo. 
 
 
 
2.23. Ciclo Hamiltoniano. 
 
     Un posible ciclo hamiltoniano es el que se muestra en la figura anterior, otros posibles 
ciclos serían: 
 
12345101217162019181391481571161 
12345101391481571116201918171261 
En total hay sesenta ciclos hamiltonianos diferentes. 
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     El problema se plantea dados N lugares que tendrán que ser visitados, y conocidas las 
distancias entre cada par de ellos, el objetivo es encontrar una ruta que, comenzando y 
terminando en un lugar concreto, pase una sola vez por cada uno de estos lugares y además 
minimice la distancia recorrida. 
 
     Para resolver este problema sería interesante disponer de un circuito hamiltoniano en el 
grafo G donde cada lugar a ser visitado será un vértice y las aristas las rutas entre un lugar y 
otro. La cuestión es cómo encontrarlo. No existe un método óptimo hoy en día, sin embargo 
hay varios algoritmos que nos dan soluciones aproximadas cercanas a la óptima. 
 
     Al buscar una ruta euleriana o hamiltoniana, estamos buscando una ruta tal que cumpla 
los requisitos mencionados anteriormente, pero estos requisitos son diferentes. En la primera 
buscamos pasar por cada lado del grafo una sola vez, y en la segunda buscamos pasar por 
cada vértice una única vez. 
 
A continuación, a modo de ejemplo, tenemos un grafo en el que se indica si es Euleriano o 
Hamiltoniano,  así como sus respectivas rutas en caso de serlo. 
 
 
 
Ejemplo: 
 
 
 
2.24. Ejemplo grafo euleriano y hamiltoniano. 
 
 
Ruta euleriana: 
12345135241 
 
Ruta hamiltoniana: 
123451 
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2.3 Algoritmo de Dijkstra 
 
 
El algoritmo de caminos mínimos o algoritmo de Dijkstra, es un algoritmo para la 
determinación del camino más corto dado un vértice origen al resto de vértices en un grafo 
dirigido y con pesos en cada arista. Este algoritmo es una especialización de la búsqueda de 
costo uniforme, por tanto no funciona en grafos con aristas de costo con valor negativo y 
aunque está pensado para grafos, basta tener en cuenta que en un dígrafo no tiene porqué 
cumplirse la igualdad Tij=Tji para que sea aplicable el algoritmo. 
 
Notación utilizada: 
 
1) U= {} será el conjunto de vértices para los que hemos encontrado el camino óptimo. 
2) Tij el peso del arco entre el vértice i y el vértice j. 
3) D(v) la distancia desde el origen hasta el vértice v que vamos optimizando 
4) ϴ vértice origen. 
Pasos a seguir: 
 
1) Inicio: Sea U= {ϴ} para todo vértice v que no pertenece a U, D(v)= Tϴv 
2) Iteración: 
 a) Encuéntrese un vértice w que no pertenezca a U, tal que D(w) sea mínimo y 
agréguese a U. 
             b) Actualícese D(v) para todo vértice v que no pertenezca a U de la forma: 
                             D(v) = min (D(v), D(w) + Twv) 
 
 
 
Ejemplo:  
 
 
2.25. Ejemplo Dijkstra 
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Procedemos a hacer la tabla del dígrafo de la siguiente manera: 
  
 
 a b c d e f g 
a X 3 9     
b 3 X 2 7 1   
c 9 2 X 7 1   
d  
7 7 X 5 2 8 
e  
1 1 5 X 9 
 
f    
2 9 X 4 
g    
8 
 
4 X 
2.1. Dijkstra, tabla de pesos. 
 
 
Pretendemos hallar los pesos mínimos desde el vértice a hacia los otros vértices del grafo 
aplicando el algoritmo de Dijkstra. 
 
 
U D(a) D(b) D(c) D(d) D(e) D(f) D(g) 
{a,b} - 3 9     
{a,b,e} - - 5 10 4   
{a,b,e,c} - - 5 9 - 13  
{a,b,e,c,d} - - - 9 - 13  
{a,b,e,c,d,f} - - - - - 11 17 
{a,b,e,c,d,f,g} - - - - - - 15 
2.2.Algoritmo de Dijkstra, ejemplo. 
 
 
 
Veamos ahora, cómo ha sido gráficamente el proceso realizado por el algoritmo:  
 
     En cada paso, representamos con líneas continuas verdes los caminos que desde a ya que 
son de peso mínimo y con líneas de color gris los caminos a los demás vértices que, en este 
momento del algoritmo, tienen menor peso (el peso se indica entre corchetes). Cuando el 
peso es  dibujamos en amarillo unos caminos inexistentes para visualizar mejor el proceso. 
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2.26.Algoritmo de Dijkstra 1 
 
 
 
2.27.Algoritmo de Dijkstra 2 
 
 
2.28.Algoritmo de Dijkstra 3 
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2.29. Algoritmo de Dijkstra 4 
 
 
 
2.30. Algoritmo de Dijkstra 5 
 
 
2.31. Algoritmo de Dijkstra 6 
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2.32. Algoritmo de Dijkstra 7 
 
 
 
 
 
2.4 Algoritmo de Bellman-Ford 
 
      
      Éste algoritmo, corrige la limitación del de Dijkstra de que los pesos no puedan ser 
negativos, sin embargo el algoritmo de Dijkstra genera el camino más corto en un grafo 
dirigido ponderado en un tiempo menor y dado que en nuestro caso no trabajaremos con 
pesos negativos utilizaremos éste último.  
 
     Considero importante incluir el Algoritmo de Bellman-Ford en este proyecto, ya que 
ayuda a comprender la dinámica de etiquetado de una manera sencilla, además es un 
algoritmo adecuado para encontrar el camino más corto siempre y cuando sepamos de 
antemano si existen o no existen ciclos.  
 
     Se basa en el principio de ortogonalidad de Richard Bellman, que afirma que un camino 
óptimo está formado por subcaminos que también lo son. No solo nos permite encontrar 
caminos de longitud mínima, sino también de longitud máxima, según el tipo de problema 
que nos interese resolver. El algoritmo se basa en etiquetar cada vértice con dos valores. 
 
La nomenclatura utilizada es la siguiente: 
 
1. Tij: define el tiempo medio en ir desde el vértice i hasta el vértice j. Si i=j, 
entonces Tij = 0 y si el arco <i,j> no existe, entonces Tij = ∞. 
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2. Para cada vértice k se define la etiqueta Ek como el par (λk, Xk) 
o El valor λk proporciona la distancia mínima desde el vértice origen hasta el 
vértice k. 
o El elemento Xk es el vértice adyacente a k que pertenece al camino óptimo      
desde el origen hasta k. 
            Para el vértice origen: 
λorigen = 0, el tiempo mínimo en ir desde un vértice hasta él mismo es nulo. 
Xorigen = origen, ya estamos en el vértice origen. 
 
3. Definimos el conjunto Uλ como el conjunto de vértices etiquetados. A partir de 
aquí debemos pasar a etiquetar todos los vértices. La dificultad del problema 
radica en qué orden etiquetamos los vértices. 
 
 Sea un vértice k cualquiera. Es posible etiquetar el vértice k, si y solo si, todo vértice i 
adyacente a k pertenece a Uλ.  
 El valor de λk vale: λk= min {λ1 + T1k, λ2 + T2k,…, λn + Tnk} donde 1,2,…,n son los 
vértices adyacentes a k.  
 El valor Xk es el vértice que minimiza la expresión anterior. 
 Debemos repetir el proceso hasta que se haya etiquetado el vértice destino, es decir, 
hasta que el vértice destino pertenezca a Uλ. 
 La única restricción que tenemos es que no existan ciclos. 
 
 
 
Ejemplo: 
 
 
 
2.33. Bellman-Ford, ejemplo. 
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Ea= (0, a) 
Eb= (1, a) 
Ec= (2.9, a) 
Ed= (3.1, a) 
Ee= (4.5, c) 
Eg= (5.4, d) 
Eh= (3.1, b) 
Ei= (3, b) 
Ef= (5.8, i) 
Ej= (6.8, f) 
 
 
      Podemos observar que otra opción sería Ej= (6.8, h), con la cual tendríamos un vértice 
menos por el cual pasar manteniendo el mismo coste; escoger entre una opción y otra, 
dependerá de las distintas restricciones según sea el caso, en este ejemplo se ilustran las dos 
opciones. 
 
Opción 1: Tomando el vértice destino (es decir el vértice j), y retrocediendo hasta llegar al 
vértice origen (en este caso a); tenemos jfiba de manera que un camino óptimo 
será: a,<a,b>,b,<b,i>,i,<i,f>,f,<f,j>,j  
 
     Opción 2: tenemos jhba y el camino es:  a,<a,b>,b,<b,h>,h,<h,j>,j 
 
Marcamos el camino con una línea continua de color verde para la opción 1 y naranja para la 
opción 2 en el dígrafo siguiente: 
 
 
 
2.34. Bellman-Ford, ejemplo 
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2.5 Algoritmo de Ford-Fulkerson 
 
 
Nos permite encontrar entre un vértice origen y el resto de los vértices el camino óptimo 
aun existiendo ciclos. 
 
La notación utilizada en este algoritmo es la siguiente: 
1. Para todo vértice v, definimos la etiqueta Ev, al par (n, D(v)) donde D(v) nos 
indica la distancia que vamos optimizando y n nos indica el vértice adyacente 
a v que pertenece al camino óptimo hallado hasta el momento. 
2. Tij es el peso del arco entre el vértice i y el vértice j. 
3.  θ es el vértice origen. 
 
El algoritmo está dividido en dos partes: 
 
1. Inicio: se etiqueta Eθ = {θ, 0.0}. Para todo vértice v≠θ se etiqueta Ev = {θ, ∞}. 
2. Iteración: 
Para cada vértice v≠θ se actualiza Ev. Donde D(v) toma el valor: 
 D(v) = min (D(v), D(w)+Twv) siendo w todo vértice tal que Twv≠∞ y n el vértice w que 
minimiza esta expresión. 
o Repetir el paso anterior mientras exista alguna actualización. 
 Recordemos que para un grafo los algoritmos se aplican de igual manera donde se 
cumple que para todo i, j  Tij = Tji. 
 
Ejemplo:  
 
 
2.35. Algoritmo de Ford-Fulkerson, ejemplo 
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En el dígrafo anterior podemos observar los distintos pesos a partir de los cuales haremos la 
tabla correspondiente. 
 
 a b c d e f g 
a X 9 14 8 4 2 1 
b 11 X 5 6 14 10 12 
c 6 12 X 5 11 7 7 
d 8 5 10 X 10 6 9 
e 9 6 11 6 X 7 10 
f 11 8 13 7 3 X 12 
g 12 9 14 8 4 2 X 
2.3. Algoritmo de Ford-Fulkerson, tabla del digrafo 
 
Ciclo a b c d e f g 
Inicial (a,0) (a,ϴ) (a,ϴ) (a,ϴ) (a,ϴ) (a,ϴ) (a,ϴ) 
1 (a,0) (a,9) (a,14) (a,8) (a,4) (a,2) (a,1) 
2 (a,0) (g,9) (g,14) (g,8) (g,4) (g,2) (a,1) 
3 (a,0) (f,8) (f,13) (f,7) (f,3) (g,2) (a,1) 
4 (a,0) (e,6) (e,11) (e,6) (f,3) (g,2) (a,1) 
5 (a,0) (e,6) (b,5) (b,6) (f,3) (g,2) (a,1) 
6 (a,0) (e,6) (b,5) (c,5) (f,3) (g,2) (a,1) 
Final (d,8) (e,6) (b,5) (c,5) (f,3) (g,2) (a,1) 
2.4. Algoritmo de Ford-Fulkerson, ejemplo 
Aplicando el algoritmo de Ford-Fulkerson obtenemos lo siguiente: 
a,<a,g>,g,<g,f>,f,<f,e>,e,<e,b>,b,<b,c>,c,<c,d>,d,<d,a>,a con un peso w= 30 
  
 
2.36. Algoritmo de Ford-Fulkerson, camino 
50                                                                      Distribución óptima de ‘vending’ por grafos 
 
 
 
    
2.6 Comparación entre algoritmos 
 
     Es importante saber en qué ocasión y bajo qué circunstancias es preferible utilizar un 
algoritmo u otro, para ello nos interesa calcular de forma aproximada, qué ocurre cuando el 
orden del grafo es muy grande ya que en nuestro caso en la relación entre estructura viaria y 
digrafo nos vamos a encontrar con un gran número de vértices. 
 
Para conocer el tiempo que tarda un algoritmo en resolver un problema debemos conocer el 
concepto de órdenes de magnitud para lo cual nos es útil la notación de Landau. 
 
Sean f y g dos funciones tal que: 
 
 
 
Se dice que f(n) = O (g(n)), s i el crecimiento de f(n) está limitado por el de g(n), cuando n 
tiende a . Es decir: 
 
 
 
Si f(n) = O (g(n)) y g(n) = O (f(n)), f y g tienen el mismo orden de magnitud. 
Se dice que f(n) = o (g(n)) si se verifica que: 
 
 
 
En este caso, g tiene un mayor orden de magnitud que f. Si f(n) = o (g(n)) f(n) = O (g(n)) 
la relación de órdenes de magnitud entre f y g se puede encontrar fácilmente calculando el 
límite: 
 
 
 
 
 Si 0 < L< ,  f y g son del mismo orden de magnitud. 
 Si L = 0,  f(n) = o (g(n)). 
 Si L = ,  g(n) = o (f(n)). 
 
 
Veamos ahora, a modo de ejemplo, valores de funciones con órdenes típicos de magnitud: 
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 N     
0 1 0 1 1 2 
1 2 2 4 8 4 
2 4 8 16 64 16 
3 8 24 64 512 256 
4 16 64 256 4096 65536 
5 32 160 1024 32768 4294967296 
2.5. Órdenes típicos de magnitud 
 
     Si f(n) es la función que nos proporciona el tiempo de ejecución del algoritmo, en función 
del número de vértices que conforma el digrafo, podemos comprobar que en el peor de los 
casos, el algoritmo de Ford y el de Ford-Fulkerson se comportan de la forma:  
 
f (n)= O ( ) 
 
Conclusiones 
 El tiempo de ejecución en calcular si existen o no existen ciclos en un digrafo, es 
superior al tiempo empleado en aplicar el algoritmo de Ford-Fulkerson. 
 En general, el tiempo de ejecución para el algoritmo de Bellman-Ford es menor 
que para el de Ford-Fulkerson, pero si tenemos en cuenta que este último se aplica 
sin importar si hay ciclos o no y el caso que estamos estudiando es el de una 
estructura viaria, será más práctico utilizar el algoritmo de Ford- Fulkerson. 
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3. Planteamiento del problema 
      
     Lo que se pretende en este proyecto mediante la teoría de grafos es mejorar la 
planificación de rutas de trabajo de las empresas del sector de distribución automática.  
 
     Nuestro objetivo principal es encontrar un camino que minimice el tiempo de 
mantenimiento o abastecimiento de máquinas ‘vending’, para ello vamos a desarrollar un 
modelo matemático partiendo de las siguientes premisas: 
 
 Supongamos que el ‘target’ principal de la empresa que se encarga del mantenimiento 
o abastecimiento son los hoteles de distintas zonas de Barcelona, nosotros nos 
centraremos en la zona de Sants, a partir de aquí se puede ampliar a otras zonas de la 
ciudad.  
 
 Dado que los hoteles que pertenecen a esta zona y solicitan el servicio, están 
distribuidos por ciertas calles estamos frente a un problema de distribución discreta. 
 
 Los puntos de distribución, en nuestro caso los hoteles, se representarán mediante 
vértices, incluyendo el punto origen/destino. 
 
Se trata de encontrar el camino de longitud mínima que contenga los puntos de ubicación 
de las máquinas ‘vending’, dicha longitud será la suma de los pesos de los arcos que 
componen el camino. 
 
Para hacer frente al problema de optimización, a partir del dígrafo ponderado G, 
generamos otro G’ donde V(G’) es el conjunto finito de los n vértices de G, que deben 
pertenecer al camino generado y E(G’) es el conjunto de pares ordenados de elementos de 
V(G’) que definen los arcos de G’. Donde G’ es un dígrafo ponderado, en el cual el peso de 
cada arco nos define el tiempo mínimo en llegar de un vértice a otro, será además un dígrafo 
completo de n vértices y n(n-1) arcos. 
 
Una vez tenemos G’ se procede a encontrar un ciclo hamiltoniano de peso mínimo (en 
lugar de referirnos a ciclo hamiltoniano, hablaremos de contorno hamiltoniano mínimo que es 
un ciclo que contiene los n vértices y cuyo peso es mínimo), a partir del cual pasaremos a 
generar la secuencia global en G con sus respectivos V(G) Y E(G). Para esto veremos unas 
cuantas técnicas que nos servirán como ayuda, dependiendo el caso para encontrar este 
contorno hamiltoniano mínimo. 
 
A continuación tenemos un fragmento de la zona de Sants donde se muestra la ubicación 
de los Hoteles que precisan mantenimiento o abastecimiento. Suponemos también que el 
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técnico llega por la calle del Consell de Cent y se va por la calle de Tarragona con lo cual, el 
punto en el que se encuentran estas dos calles será el punto de origen y destino. 
 
 
 
 
3.1. Hoteles zona Sants. 
 
 
 
     A continuación se asignan los respectivos pesos a cada una de las calles, los cuales van a 
representar el tiempo que se tarda en pasar por cada una de las calles de la zona. Estos 
tiempos los consideraremos constantes, así que no se requerirá actualizarlos en cada 
momento. ¿Por qué los consideramos constantes? Porque nos conviene un modelo genérico 
no sometido a las fluctuaciones del tráfico en los distintos días y horas, de modo que 
conseguimos una buena aproximación. Se podría generalizar dando algún tipo de solución 
aproximada a un problema incorporando pesos variables en el tiempo. 
 
     Como se ha explicado, el procedimiento a seguir es a partir del digrafo G de la zona de 
una ciudad cualquiera. El caso de estudio es Barcelona, zona Sants, obtendremos un digrafo 
G’, a partir de aquí se utilizaran distintos algoritmos y técnicas para encontrar una ruta óptima 
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que nos permita aprovechar los recursos de una empresa que se dedique al mantenimiento de 
máquinas expendedoras. 
 
     El grafo G estaría construido tal y como se ha explicado en la introducción previa al 
desarrollo de esta parte.  
 
 
 
Ejemplo 
 
Si tomamos un fragmento del mapa de la zona en cuestión, tenemos: 
 
 
 
 
3.2. Fragmento zona Sants 
 
 
 
Un fragmento del digrafo G correspondiente sería: 
 
 
 
 
3.3. Fragmento digrafo G 
 
 
Si tenemos en cuenta que: 
a = H6 
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b = H5 
e = H4 
k = origen/destino. 
 
 
 
 
3.4. Fragmento digrafo G modificado. 
 
 
     El digrafo G’ estará compuesto por los Hoteles y el punto origen/destino que serán los 
vértices; para construirlo, se podrían ir generando los arcos constituidos por los tiempos que 
se tarda de ir  de un vértice a otro por ejemplo en este fragmento, para ir del origen al hotel 
H4 : Habría que pasar por 4 vértices en el digrafo G antes de llegar a H4 tal y como se muestra 
a continuación: 
 
 
 
 
3.5. Construcción de G' 
 
     De la misma manera, para ir de Origen a H6 o a H5,  y así para todos los nuevos vértices, 
de forma que tendremos un Grafo G’ completo constituido por 7 vértices y 42 arcos (que 
están representados con flechas dobles así que en la ilustración siguiente aparecen 21). Cada 
uno de los pesos de los arcos de G, se van sumando, según sea el caso, para constituir un solo 
arco de G’ entre un vértice y otro. 
A final tendremos el digrafo siguiente: 
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3.6. Digrafo G' 
 
 
Es un digrafo completo, con el cual  trabajaremos de ahora en adelante. 
 
     De esta forma se trabaja cuando se tiene un mapa cualquiera de una determinada ciudad y 
se quiere utilizar grafos. Sin embargo se puede tornar muy engorroso el hecho de tener que 
dibujar el digrafo G antes de pasar al G’ ya que una estructura viaria con las características de 
Barcelona tiene un elevado número de calles y manzanas y si cada calle representa un vértice 
podemos llegar a tener un digrafo demasiado extenso.  
 
     En la parte de resultados observaremos una forma más intuitiva muy similar a esta pero 
pasando directamente del mapa al digrafo G’ de manera que es más fácil y rápido construirlo 
sin tener que representar primero el grafo G. Otra forma de afrontar este problema sería en 
lugar de considerar los pesos por cada calle de cada manzana, agruparlas de manera que nos 
ahorrásemos vértices. 
 
     Veamos ahora distintas técnicas para resolver el problema de hallar para un dígrafo 
completo un ciclo hamiltoniano de peso mínimo. Primero analizaremos cada técnica 
propuesta para aplicarla posteriormente al digrafo G’, los resultados se exponen en el 
siguiente capítulo. 
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3.1 Método Directo (problema del viajante) 
 
 
Una primera forma de resolver este problema es generar todos los ciclos hamiltonianos y 
tomar aquel de peso mínimo, pero los ciclos hamiltonianos que podemos generar en un 
digrafo completo son:  
N= (n-1)  
 
Esto funciona en el caso de problemas con un número de vértices pequeño, pero si el 
número de vértices aumenta, el número de ciclos hamiltonianos se dispara con lo que pierde 
sentido intentar generar todos estos ciclos ya que tardaríamos demasiado. 
 
Ahora bien, si lo aplicamos a modo de ejemplo en nuestro caso concreto es decir en la 
zona de Sants tenemos 6 hoteles representados por 6 vértices más un vértice que representa el 
punto de partida en total tenemos 7 vértices, por tanto: 
 
N= (7-1) =720 
Podemos generar 720 ciclos hamiltonianos en el dígrafo correspondiente a la zona de 
Sants. De estos 720 ciclos habría que encontrar el mínimo. 
 
Si f(n) es el tiempo que tarda el algoritmo en generar todos los ciclos hamiltonianos, 
tenemos que:  
f(n)=O((n-1)!) 
 
Con lo que se pueden encontrar otros algoritmos tales que: f’(n)=o(f(n)). 
 
 
 
 
 
3.2 Método de ramificación y acotación (‘Branch & 
Bound’) 
 
 
A la hora de encontrar un contorno hamiltoniano mínimo nos puede interesar utilizar un 
método heurístico como es la técnica ‘Branch and Bound’, esto es debido a que muchos 
problemas de optimización como el propuesto en este proyecto, aunque admiten algoritmos 
matemáticos eficaces, pueden resultar ineficientes en función del tiempo de ejecución que 
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requieren. Estas técnicas se basan en subdividir un problema en dos, de tal manera que el 
primero de ellos sea el problema anterior más una restricción adicional.  
 
Ante la imposibilidad de resolver alguno de estos problemas, o ante la posibilidad de que 
la solución obtenida no sea válida, los problemas pueden ser, a su vez, divididos en otros dos 
subproblemas. Estos subproblemas reciben el nombre de ramificaciones, pues este método se 
suele representar por un árbol de decisión, siendo la raíz el problema original y las ramas los 
subproblemas.  
 
El proceso continúa de esta forma hasta obtener alguna solución satisfactoria o hasta que 
alguna rama sea “podada", lo que ocurre cuando el subproblema correspondiente da lugar a 
una solución tal que la función objetivo tome un valor superior a algún elemento anterior del 
árbol. 
 
 
Ejemplo: 
 
 
 
 
 
       
 
Se trata de separar el conjunto U formado por el digrafo anterior y su tabla correspondiente, 
en dos subconjuntos U1 y U2 tal que:  
U1 U U2 = U 
U1 ∩ U2 = Ø 
     Desde ahora en adelante, el arco <i, j> lo denotaremos como mij, donde mij pertenece al 
ciclo óptimo de soluciones o no pertenece a dicho ciclo, además, el peso del arco lo 
denotaremos con wij. El peso del contorno óptimo hallado hasta el momento lo representamos 
con w y cada rama la representamos mediante una tabla nxn, donde n es el número de 
vértices. 
 a b c d 
a X 2 1 1 
b 1 X 3 3 
c 1 1 X 3 
d 4 2 3 X 
3.1.Ejemplo B&B, tabla del digrafo 
3.7.Ejemplo B&B, digrafo 
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Por último, el valor de cada elemento mij de la tabla puede ser: 
  X si mij no pertenece al ciclo óptimo de soluciones. 
  wij si aún no sabemos si pertenece al ciclo óptimo de soluciones. 
  wij si mij pertenece al ciclo óptimo de soluciones. 
 
Cabe destacar que el elemento mii no pertenecerá al ciclo óptimo ya que no tiene sentido ir 
desde un vértice hasta sí mismo. Las tablas correspondientes a los subconjuntos U1 y U2 se 
muestran a continuación: 
 
 
 
 
 
 
 
 
Si un determinado arco, pertenece a un ciclo hamiltoniano, excluye la posibilidad de que 
otro se encuentre en la misma fila o en la misma columna de la tabla.  En este caso hemos 
escogido mca para generar U1 y podemos obtener el peso correspondiente: 
w1= 1+3+1+2= 7 
w2= 1+1+1+2= 5 
 
Vamos ahora a determinar una cota inferior wi mediante la siguiente expresión: 
 
   Para todo k≤n 
 
A partir de U1, procedemos a generar dos nuevos subconjuntos de soluciones U3 y U4. 
Escogemos ahora mdb. 
 
 
           
 
 
 
 
      
 a b c d 
a X 2 X 1 
b X X 3 3 
c 1 X X X 
d X 2 3 X 
 a b c d 
a X 2 1 1 
b 1 X 3 3 
c X 1 X 3 
d 4 2 3 X 
3.2. U1 3.3.U2 
 a b c d 
a X X X 1 
b X X 3 X 
c 1 X X X 
d X 2 X X 
 a b c d 
a X 2 X X 
b X X X 3 
c 1 X X X 
d X X 3 X 
U3 U4 
3.4. U3 y U4 
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     De donde hemos generado dos ciclos hamiltonianos, con w3=7 y w4=9 con lo cual w=7 y 
podremos eliminar todos aquellos subconjuntos de soluciones cuya cota de peso mínimo sea 
mayor o igual a 7. 
 
     Como hemos visto que w2=5, no podemos descartar este subconjunto de soluciones, así 
que pasamos a generar U5 y U6 a partir de U2. 
 
 
 
 
   
 
 
 
 
 
Tenemos que w5 = 6 y w6 = 7 con lo cual podemos eliminar U6, mientras que para el 
subconjunto U5 hemos de continuar generando subconjuntos ya que w5 ˂ w. 
 
 
 
 
 
 
 
     
 
 Tenemos que U7 es un nuevo ciclo hamiltoniano cuyo peso es menor que w con lo que el 
nuevo valor de w pasa a ser 6, por otro lado w8 = 9 > w así que lo descartamos.  
Podemos concluir diciendo que el contorno hamiltoniano óptimo será: 
a,<a,d>,d,<d,c>,c,<c,b>,b,<b,a>,a  con un peso w=6. 
 
     Como hemos podido comprobar, el tiempo que tarda el algoritmo en llegar a la solución 
óptima depende de cómo se generan los subconjuntos de soluciones, es decir si los arcos 
presentan pesos muy próximos, el algoritmo es muy lento (en el peor de los casos el tiempo 
de ejecución es exponencial), mientras que si están más dispersos este tiempo disminuye 
notablemente. 
 a b c d 
a X X 1 1 
b 1 X X 3 
c X 1 X X 
d 4 X 3 X 
 a b c d 
a X 2 1 1 
b 1 X 3 3 
c X X X 3 
d 4 2 3 X 
3.5.U5 3.6.U6 
 a b c d 
a X X X 1 
b 1 X X X 
c X 1 X X 
d X X 3 X 
 a b c d 
a X X 1 X 
b X X X 3 
c X 1 X X 
d 4 X X X 
3.7.U7 3.8.U8 
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3.3 Técnicas aproximadas 
    
     Para encontrar un ciclo hamiltoniano, se exponen tres técnicas: acotación del problema, 
que se basa en encontrar un árbol generador de peso mínimo (‘Minimum Spanning Tree’)6 
mediante el algoritmo de Prim, el método del vecino más cercano y por último el método de 
inserción, de las cuales queremos obtener la técnica aproximada más adecuada a nuestro caso 
de estudio de manera que podamos compararla con lo obtenido mediante otros algoritmos 
como el de Ford-Fulkerson o la técnica heurística ‘Branch & Bound’. 
 
     Se busca encontrar un algoritmo, capaz de generar un ciclo hamiltoniano C en un tiempo 
de computación polinómico, de manera que el peso de este ciclo se acerque de manera más 
próxima posible a la solución óptima en la mayor parte de casos.  
 
 
 
3.3.1 Acotación del problema 
 
 
     Por medio de esta técnica hallamos una cota mínima teniendo en cuenta que todos los 
arcos de un circuito hamiltoniano deben cumplir que: 
a) Cada vértice debe tener un arco incidente a y un arco incidente desde el mismo. 
b) Todos los arcos son conexos. 
 
Teorema  7:  
Si un grafo G es conexo, entonces tiene un árbol generador. 
Sea T un árbol generador de un grafo conexo y sea e una arista de G que no está en T, entonces 
T+e contiene un único ciclo. 
 
     Si T es un árbol generador de peso mínimo de un determinado grafo G que contiene como 
mínimo un ciclo hamiltoniano, y sea e una rama de peso mínimo en G-T. Entonces, el peso 
total mínimo de todo ciclo hamiltoniano es al menos w(T)+w(e). Cabe destacar que si no hay 
mucha variación en los pesos de las ramas, la cota inferior w(T)+w(e) es normalmente una 
buena aproximación para el peso total óptimo. 
 
                                                 
 
6
 “Introduction to Algorithms” (Cap.VI), Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rives, 
Clifford Stein 
 
7
 “Teoría de Grafos”, Enrique Benavent 
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El objetivo a partir de aquí es encontrar un árbol generador de peso mínimo, a partir del cual 
generaremos un ciclo hamiltoniano. 
 
  
3.3.1.1 Arborescencia  
 
 
     El objetivo es hallar la mínima bifurcación generadora, para lo cual utilizamos el 
algoritmo de máxima bifurcación (al final bastará con cambiar el signo) el cual tiene una 
fase de compresión y otra de expansión. 
 
     El algoritmo utiliza una serie de conjuntos de arcos Ai y una serie de conjunto de vértices 
Vi. Los conjuntos de arcos incluyen aquellos que han sido seleccionados, mientras que los 
conjuntos de vértices incluyen aquellos que ya han sido examinados. 
 
En la fase de compresión el algoritmo examina los vértices sucesivamente uno a uno. De 
todos los arcos incidentes a un vértice determinado se escoge el mayor. Si incluimos el arco 
en el conjunto de arcos seleccionados pueden ocurrir dos cosas: 
 
1) Que la bifurcación se mantenga.  
2) Por el contrario, esta bifurcación genere un ciclo.  
 
Si se mantiene la bifurcación, pasamos a examinar otro vértice, pero si se genera un ciclo, 
debemos generar un nuevo digrafo. En este nuevo digrafo se comprimirán todos los arcos y 
vértices pertenecientes al ciclo, en un único vértice. Suponiendo que el digrafo de trabajo lo 
hemos denominado Gi, el nuevo digrafo será Gi+1. De igual modo, si los conjuntos de vértices 
y arcos eran Vi y Ai, los nuevos conjuntos serán Vi+1 y Ai+1 respectivamente. 
 
Se deben redefinir algunos vértices y arcos en Gi+1 para lo cual: 
 Todo arco en Gi+1 tendrá el mismo peso que en Gi, excepto los arcos dirigidos a Vi. El 
nuevo valor para el peso de estos arcos viene dado por la expresión: 
                    
ω (x,Vi) = ω(x,y) + ω(r,s) - ω(t,y)  donde: 
 
 El arco <x, y> es aquel arco del digrafo Gi tal que x no pertenece a Ci pero y 
sí. 
 El arco <r, s> es el arco de mínimo peso en el ciclo Ci. 
 El arco <t, y> es el arco que pertenece a Ci y es incidente a y. 
 
 
Una vez definido Gi+1, se sigue examinando el resto de vértices hasta que todos 
pertenezcan al conjunto de vértices. 
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En la fase de descompresión se realiza el proceso contrario a la fase anterior. Se trata de 
descomponer el vértice que ha originado un ciclo, en diferentes arcos que formarán una 
bifurcación. 
 
Siempre que haya un vértice Vi en el digrafo tendremos que expandirnos. Al hacerlo 
pueden ocurrir dos cosas, según si el vértice es raíz o no de alguna bifurcación: 
 
1. Si el vértice Vi-1 es la raíz de alguna bifurcación en Ai debemos considerar los arcos 
que forman el ciclo Ci-1 y eliminar el de mínimo peso. 
 
2. Si el vértice Vi-1 no es la raíz de alguna bifurcación en Ai, existe un único arco <x,Vi-
1> en Ai que está dirigido hacia el vértice Vi-1. Este arco <x,Vi-1> corresponde a otro 
arco <x,y> donde el vértice y pertenece a Ci-1. 
 
 Del conjunto de arcos que componen Ci-1 existe un arco dirigido al vértice y. 
 Dicho arco es el que impide que tengamos una bifurcación, y es el que debe ser 
eliminado. 
 Continuaremos expandiendo hasta que i=0. 
 
 
 
Ejemplo: 
 
 
3.8.Máxima bifurcación, digrafo 
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Cambiamos de signo cada arco y le sumamos el valor absoluto del arco de mayor peso de 
forma que trabajemos con valores positivos de este modo generamos un digrafo equivalente 
el cual vamos a maximizar. 
 
 
 
3.9.Máxima bifurcación, digrafo equivalente 
 
 
Vértices examinados V0 A0 
c c <f,c> 
b c,b <f,c>,<c,b> 
     e c,b,e <f,c>,<c,b>,<b,e> 
f c,b,e,f <f,c>,<c,b>,<b,e>,<e,f> 
 
3.9.Máxima bifurcación, análisis de vértices 1 
 
 
 
Observando el digrafo, optamos por analizar los vértices de la tabla 3.8 ya que forman un 
ciclo, ahora procedemos a unificar dichos vértices y sus respectivos arcos en un solo V0 con 
la fórmula: 
 
w(x,vi) = w(x,y) + w(r,s) - w(t,y) 
w(a,v0) = 3+0-3= 0 
w(d,v0) = 3+0-2= 1 
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Donde w(r,s) es el arco de mínimo peso en el ciclo y w(t,y) es el arco incidente a y que 
pertenece al ciclo. Aplicando la fórmula tenemos el nuevo dígrafo: 
 
 
3.10.Primera compresión 
 
Vértices examinados V1 A1 
a a <V0,a> 
d a,d <V0,a>,<a,d> 
V0 a,d,V0 <V0,a>,<a,d>,<d,V0> 
3.10.Análisis de vértices 2 
 
3.11.Segunda compresión 
 
Vértices examinados V2 A2 
g g <V1,g> 
h g,h <V1,g>,<V1,h> 
V1 g,h,V1 <V1,g>,<V1,h> 
3.11.Análisis de vértices 3 
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Finalmente ya tenemos todos los vértices examinados, podemos comprobar que en A2 no 
aparece ningún ciclo.  
 
     Pasemos a la fase de descompresión: En esta fase, tenemos A2 como conjunto inicial de 
vértices, hemos de expandir G2 de forma que recuperaremos G1. Dado que V1 es la raíz de G2, 
tenemos que eliminar el arco de menor peso en el ciclo que aparece en A1, escogemos <V0,a> 
obteniendo un nuevo conjunto: A1 = {<a,d>,<d,V0>} 
 
Pasamos en este momento a descomprimir G1. Como podemos observar, V0 no es raíz de 
la bifurcación. Podemos observar que el arco <d,V0>, le corresponde el arco <d,b> así que 
debemos eliminar de A0 aquel arco que perteneciendo al ciclo está dirigido a b, es decir 
<c,b>. Al arco <a,V0>, le corresponde el arco <a,c> así que eliminamos <f,c>. 
 
Finalmente obtenemos la siguiente bifurcación generadora mínima de peso w=29 donde el 
peso es el resultado de la suma de todos los arcos y claramente a es la raíz. 
 
 
3.12. Bifurcación generadora mínima 
 
Hemos de tener en cuenta que cuando aplicamos este algoritmo a cualquier digrafo, puede 
suceder que la bifurcación de máximo peso, no coincida con una bifurcación generadora. 
 
     Una vez obtenido el árbol generador mínimo, tenemos también el ciclo hamiltoniano, 
basta con unir el último vértice con la raíz, sin embargo en nuestro caso, se torna bastante 
engorroso aplicarlo al digrafo obtenido de la zona de Sants ya que al ser un digrafo con 7 
vértices y 42 aristas, sería más factible pensar en otro algoritmo como por ejemplo el 
Algoritmo de Prim que es más sencillo, el problema es que se aplica a grafos con lo cual 
tendremos que pensar en algo que nos permita pasar del digrafo que tenemos a un grafo 
equivalente. 
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3.3.1.2 Algoritmo de Prim 
 
     En el capítulo siguiente, se plantea aproximar el digrafo obtenido de la zona de Sants a un 
grafo, de manera que para todo par de vértices i y j, tomamos los arcos correspondientes <i,j> 
y <j,i>, los cuales redefinimos así:  
<i,j>=<j,i>=min(<i,j>,<j,i>)  
Como consecuencia, para cada par de vértices tendremos una pareja simétrica de arcos de 
igual peso. En este capítulo nos limitaremos a explicar cómo funciona el algoritmo mediante 
un ejemplo sencillo partiendo de un Grafo.  
 
El algoritmo de Prim
8
 nos proporciona una cota inferior en la búsqueda de árboles de peso 
mínimo, opera continuamente intentando añadir una nueva rama de peso mínimo al árbol 
existente. Parte de un cierto vértice que se escoge de manera aleatoria, y va generando el 
árbol de peso mínimo añadiendo los arcos incidentes al vértice que minimizan la longitud 
total. Cabe destacar que el grafo que se va construyendo en cada paso intermedio es conexo y 
el árbol está completamente construido cuando no quedan más vértices por agregar. 
 
 
Ejemplo:   Dado un grafo queremos construir un árbol generador de peso mínimo. 
 
 
3.13. Algoritmo de Prim, Grafo 
                                                 
 
8
 “Introduction to Algorithms” (Cap.VI), Thomas H. Cormen, Charles E. Leiserson, Ronald L. Rives, 
Clifford Stein 
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Vamos escogiendo los arcos de menor peso, empezamos por la arista formada por los 
vértices a y h, seguido por <h, f> y <f, g>. 
 
 
3.14. Algoritmo de Prim, ejemplo 
 
Llegados a este punto tenemos dos aristas de igual peso, <g,h> y <a,c> pero dado que con 
la primera se formaría un ciclo, nos quedamos con <a,c>. La siguiente arista incidente de 
menor peso es <a,b> y por último tenemos la arista <f,e> 
 
 
 
3.15. Algoritmo de Prim, ejemplo      
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     De modo que si eliminamos los caminos no óptimos tenemos el siguiente árbol generador 
de mínimo peso cuyo peso es w=29. 
 
 
 
 
3.16. Algoritmo de Prim, árbol generador mínimo 
 
 
 
 
 
 
3.3.2 Método del vecino más cercano 
 
 
     El método del vecino más cercano es una técnica aproximativa, que utilizaremos para 
hallar un contorno hamiltoniano cercano al óptimo; consiste en escoger un vértice inicial 
arbitrario a partir del cual, generaremos un camino añadiendo en cada iteración un nuevo 
vértice. 
 
     El problema de este algoritmo es que al generar el camino de n vértices no tiene en cuenta 
el peso del último arco que se incorpora, con lo que puede diferir bastante del ciclo óptimo. 
Resulta interesante utilizar los resultados para compararlos con las otras técnicas 
aproximativas, heurísticas o el algoritmo de Ford-Fulkerson (capítulo 4). 
 
     Vamos ahora a aplicar el algoritmo en un digrafo cualquiera en el que queremos conocer 
el camino más corto donde el origen es el vértice a y el destino es el vértice g. 
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Ejemplo: 
 
 
3.17. Método vecino más cercano, digrafo 
 
a                      b 3 
b                e 1 
e                  c 2 
c                d 7 
d                f 2 
f                   g 4 
3.12. Método del vecino más cercano 
 
En la tercera columna de la tabla podemos observar los distintos pesos de los arcos 
correspondientes, y finalmente obtenemos el camino:  
a,<a,b>,b,<b,e>,e,<e,c>,c,<c,d>,d,<d,f>,f,<f,g>,g con un peso w=19. 
A continuación tenemos el digrafo con la ruta establecida. 
 
 
3.18. Método del vecino más cercano 
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3.3.3 Método de inserción 
 
 
     Este método nos sirve para encontrar un contorno hamiltoniano mínimo aunque no lo 
garantiza, sin embargo es importante ya que el tiempo de ejecución es menor que el requerido 
por las técnicas aproximativas anteriores y podemos utilizarlo para una primera 
aproximación. 
 
     Se trata de generar un ciclo y de forma continua ir expandiendo a un ciclo mayor 
añadiendo un nuevo vértice entre un par de vértices consecutivos, dicha incorporación se 
producirá en aquel lugar en el que se minimice el nuevo peso del ciclo. Teniendo en cuenta 
que al añadir un vértice k nuevo, agregamos dos arcos <i,k> y <k,j> y eliminamos uno <i,j>, 
varía el peso total del ciclo de manera que: 
 
D=w(i,k)+w(k,j)-w(i,j) 
 
Así que debemos escoger los valores de i, j, k que minimicen D. 
 
 
 
 
Ejemplo: 
 
Aplicamos el método de inserción al siguiente dígrafo (como podemos observar es el mismo 
dígrafo que utilizamos para el ejemplo del método de ramificación y acotación o B&B) para 
luego verificar si el contorno hamiltoniano que hemos hallado es el mínimo. 
 
 
 
3.19. Ej. Método de inserción, digrafo 
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Primero hemos de generar un ciclo inicial, se escoge los vértices a y c ya que la suma de los 
pesos de los arcos es mínima. 
 
w = w(a,c)+w(c,a)= 1+1=2 
 
 
3.20.Método de inserción, ejemplo1 
      
     A partir de este momento, buscamos qué vértice vamos a incorporar, en nuestro caso el 
vértice b.   
 
w = w(a,c)+w(c,b)+w(b,a)= 1+1+1=3 
 
 
 
3.21. Método de inserción, ejemplo2 
 
 a b c d 
a X 2 1 1 
b 1 X 3 3 
c 1 1 X 3 
d 4 2 3 X 
3.13. Ej. Método de inserción, pesos del digrafo 
74                                                                      Distribución óptima de ‘vending’ por grafos 
 
 
 
    
Finalmente añadimos el vértice d: w = w(a,d)+w(d,c)+w(c,b)+w(b,a)=1+3+1+1=6 
 
     El peso del contorno hamiltoniano mínimo es 6 coincidiendo con lo obtenido con el 
método de ramificación y acotación. 
 
 
3.22. Método de inserción, ejemplo3 
 
Llegados a este punto, queremos comprobar que efectivamente el contorno que hemos 
obtenido, es el contorno hamiltoniano mínimo; en nuestro ejemplo tenemos un número de 
vértices igual a 4 con lo que es factible generar los ciclos que existen. 
 
N= (4-1)!=6 
 
Ahora procedemos a generar los seis ciclos que existen en un dígrafo completo de orden 4, 
obteniendo además sus correspondientes pesos. 
 
 
3.23.Ciclos digrafo orden 4 
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Los ciclos existentes en un digrafo completo de orden 4 del ejemplo planteado tienen los 
siguientes pesos: 
 
w1 = 2+3+3+4 = 12 
w2 = 2+3+3+1 = 9 
w3 = 1+1+3+4 = 9 
w4 = 1+3+2+1 = 7 
w5 = 1+2+3+1 = 7 
w6 = 1+3+1+1 = 6 
 
Comprobamos de esta manera que el contorno hamiltoniano mínimo corresponde al 
camino:  
 
a,<a,d>,d,<d,c>,c,<c,b>,b,<b,a> con un peso w=6 
 
Obviamente, esta comprobación no se puede hacer si tenemos un número elevado de 
vértices y puesto que al aplicar este algoritmo no podemos garantizar que obtengamos el 
contorno hamiltoniano mínimo, teniendo en cuenta el tiempo de computación que es: 
 
f(n) = O (n
3
) 
 
     Donde f(n) es el tiempo que tarda el algoritmo en generar el ciclo hamiltoniano en función 
del número de vértices. 
 
     Veamos que significa aplicarlo al digrafo correspondiente a la zona de Sants, tenemos un 
digrafo completo con 7 vértices, esto quiere decir que tenemos: 
 
N = (7-1)! = 720 ciclos hamiltonianos  
 
Con lo que no tiene sentido representar todos ciclos gráficamente como en el ejemplo e 
intentar comprobar que el obtenido es el mínimo, sin embargo resulta interesante utilizar el 
método de inserción para conseguir un ciclo hamiltoniano y luego compararlo con lo 
obtenido con los demás métodos y a partir de los resultados poder verificar que el ciclo 
hamiltoniano obtenido es el mínimo. Éste y otros resultados quedan expuestos en el siguiente 
capítulo. 
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     Ahora, imaginemos que el número de máquinas que tenemos repartidas por la ciudad es lo 
suficientemente grande, es decir, hay una máquina o más por cada calle. Para cubrir sus 
necesidades ya sea de mantenimiento o  el abastecimiento de dichas máquinas, se tendría que 
recorrer cada una de las calles, y estaríamos planteando, de este modo, un problema de 
distribución continua.  
 
     En este caso, la empresa que se encarga de dar este servicio, tendría que recorrer toda la 
ciudad pasando por todas las calles; esto exigiría contratar a más personas y se piense en una 
forma de partición de dicha ciudad. Tanto en el caso de distribución discreta como en el de 
distribución continua, hemos asumido que la partición de la ciudad, ha sido realizada y nos 
hemos centrado en estudiar una zona determinada.  
 
     Dado que el segundo caso de distribución no es muy factible, habría que pensar en la 
extensión del modelo a aeropuertos, estaciones y locales comerciales. Se plantea por ejemplo 
un centro comercial operado únicamente por máquinas ‘vending’. 
 
 
 
 
3.24.Abierto las 25 horas. 
 
 
 
Según Hostelvending, magazine online de ‘vending’, “Las franquicias ‘vending’ fortalecen 
su posición en el mercado. De entre las diferentes enseñas que facilitan su marca para 
desarrollar espacios de venta automática completos, Abierto 25 horas, Non Stop, con más de 
200 puntos abiertos en toda la geografía española”. 
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3.25. Local comercial 1 
 
 
3.26.Local comercial interior 
 
 
     En las fotos anteriores tenemos a modo de ejemplo un pequeño espacio abierto las 24 
horas; opera únicamente con máquinas vending, podemos observar locales como estos 
repartidos por toda España, sin embargo aún está en el aire la aparición de un gran centro 
comercial operado exclusivamente por estas máquinas expendedoras.  
 
     Para estudiar esta parte del proyecto, se ha supuesto la existencia de un local comercial lo 
suficientemente grande para que tenga sentido buscar una ruta de distribución.  
Dentro de este centro comercial las personas encargadas del mantenimiento deberán hacer el 
abastecimiento “a pie”. La primera consecuencia de esto es que ahora trabajaremos con 
grafos en lugar de digrafos como era en el primero de los casos de distribución ya que una 
persona puede caminar en ambos sentidos. 
 
     Como bien podemos intuir, la principal diferencia entre la distribución “a pie” y la 
motorizada es la circulación ya que influye de manera muy directa a este tipo de problemas. 
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Para estudiar este segundo caso vamos a tener en cuenta las siguientes consideraciones: 
 
 El tráfico no afecta de ninguna manera, con lo cual el peso de cada rama deberá tener 
otro significado, dado que la velocidad se mantendrá constante, podemos decir que el 
tiempo empleado será directamente proporcional a la longitud recorrida. 
 
 Para abastecer o reparar estas máquinas, una persona puede circular en ambas 
direcciones, es decir la estructura del recinto la representaremos con un grafo y la 
longitud del espacio a recorrer será el peso de cada rama. 
 
 Nos referiremos a grafolínea y en lugar de arcos, tendremos en cuenta ramas. 
 
 En lugar de hablar de grafos simétricos hablaremos de grafos pares. 
 
Habíamos dicho que dado un grafo, se define el grado de un vértice, al número de 
ramas incidentes al mismo. Si todos los vértices de un grafo G tienen grado par, 
entonces el grafo G se denomina par. 
 
 Si el grafo es par entonces seguro existe una ruta de Euler. 
 
Recordemos que una Ruta de Euler, es un camino cerrado que contiene todas las 
ramas exactamente una vez. La forma de generar la ruta es ir generando ciclos con 
ramas diferentes, finalmente unirlas en un ciclo único que contenga cada rama 
exactamente una vez. 
 
 Si el grafo no es par, existirán ramas que sean atravesadas en más de una ocasión. 
Aquellos vértices cuyo grado sea impar, tendrán alguna rama incidente que deberá ser 
atravesada en más de una ocasión. 
 
 A partir de aquí se construye un nuevo grafo G* que contiene una serie de copias de 
cada rama del grafo G. Llegados a este punto G* ya es par, entonces seremos capaces 
de resolver el problema. 
 
 El hecho de que los pesos de las ramas representen distancias y no tiempos quiere 
decir que se trata de un problema invariante en el tiempo de solución única que solo 
depende de la estructura. 
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4. Resultados 
4.1 Distribución discreta 
     A continuación, se muestra el mapa de la zona, con los respectivos pesos que indican el 
tiempo que se tarda en trasladar por cada una de las calles correspondientes a cada manzana: 
 
 
4.1. Zona Sants, pesos de las calles. 
 
     Por ejemplo si llegamos por la calle de Tarragona que es nuestro punto de origen 
orientativo, y queremos ir al primer hotel, tardamos: 1+1+2+1+2+2+3= 12 minutos, en este 
caso y dadas las condiciones de circulación como el sentido de las calles, no tendríamos 
alternativa, pero para ir desde el punto de origen al hotel 3, podemos tardar dependiendo el 
camino escogido, más o menos tiempo de tal manera que: 
 
Camino1 1+1+2+1+2+1+2+1 11 minutos 
Camino2 1+1+2+1+1+1+2+1+2+1 13 minutos 
Camino3 1+1+2+1+2+1+1+3+1+1 14 minutos 
Camino4 1+1+2+1+1+1+2+1+1+3+1+1 16 minutos 
4.1 Distintas trayectorias 
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4.2. Camino 1 (11minutos) 
 
4.3. Camino 2 (13 minutos) 
 
4.4.Camino 3 (14 minutos) 
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4.5. Camino 4 (16minutos) 
Así, vamos evaluando los posibles caminos entre cada uno de los hoteles y el origen/destino 
entre sí. 
 
     Para construir la tabla del digrafo se pretende escoger los caminos que impliquen menor 
coste de tiempo, sin embargo los “otros caminos” forman parte de opciones alternativas que 
en determinadas circunstancias pueden llegar a formar parte del digrafo tal y como se 
explicará en la pg. 96. 
 
 
4.6. Digrafo zona Sants. 
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Los pesos de las calles han sido estimados, teniendo en cuenta los datos de densidad de 
tráfico y el tiempo de los semáforos. 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X 12 17 11 6 2 1 
H1 14 X 8 11 17 13 15 
H2 9 15 X 8 14 10 10 
H3 11 8 13 X 13 9 12 
H4 12 9 14 9 X 10 13 
H5 14 11 16 10 5 X 15 
H6 15 12 17 11 6 2 X 
4.2.Tabla del digrafo 
 
  
 
     Empezamos por exponer los resultados de aplicar las Técnicas Aproximadas y 
Heurísticas vistas en el capítulo anterior para compararlas entre sí además de aplicar 
posteriormente el algoritmo de Ford-Fulkerson, obtenemos los siguientes resultados: 
 
 
 
Hacemos una primera aproximación, mediante el método de inserción 
 
Empezamos con los vértices Orig/dest. y H6 ya que la suma de los pesos de sus arcos es la 
mínima de todo el digrafo.(también podría haber escogido H5 en lugar de H6) y de esta forma 
vamos añadiendo cada vértice según corresponda. 
 
 
 
4.7. Método de inserción 1 
 
w(Orig/dest,H6)+w(H6,Orig/dest) = 16 
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4.8. Método de inserción 2 
w(Orig/dest,H6)+w(H6,H5)+w(H6,Orig/dest) = 17 
 
 
4.9. Método de inserción 3 
 
w(Orig/dest,H6)+w(H6,H5)+ w(H5,H4)+ w(H4,Orig/dest) = 20 
 
 
 
4.10. Método de inserción 4 
 
w(Orig/dest,H6)+w(H6,H5)+ w(H5,H4)+ w(H4,H3)+ w(H3,Orig/dest) = 28 
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4.11. Método de inserción 5 
w(Orig/dest,H6)+w(H6,H5)+ w(H5,H4)+ w(H4,H3)+ w(H3,H1)+ w(H1,Orig/dest) = 39 
 
 
4.12. Método de inserción 6 
w(Orig/dest,H6)+w(H6,H5)+w(H5,H4)+w(H4,H3)+w(H3,H1)+w(H1,H2)+w(H2,Orig/dest)=42 
     Obtenemos una primera aproximación del ciclo hamiltoniano mínimo el cual tiene un peso 
de 42 minutos, a continuación se compara este resultado con el que obtenemos al aplicar otras 
técnicas aproximadas como el algoritmo de Prim o el método del vecino más cercano. 
 
     A continuación aplicamos el método de acotación del problema, en el cual encontramos 
un árbol generador mínimo mediante el algoritmo de Prim para a partir de aquí obtener el 
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contorno hamiltoniano mínimo. Como hemos visto en el capítulo anterior, el algoritmo de 
Prim se utiliza para grafos así que previamente pasamos del digrafo obtenido de la zona de 
Sants a un grafo equivalente de forma que para todo par de vértices i y j, tomamos los arcos 
correspondientes <i,j> y <j,i>, los cuales redefinimos así: <i,j>=<j,i>=min(<i,j>,<j,i>) 
 
4.13. Grafo equivalente 
A partir de aquí aplicamos el algoritmo de Prim: 
 
4.14. Algoritmo de Prim 1 
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Desde el vértice H5 decidimos ir hacia el vértice H4 ya que la arista correspondiente a 
<H5,Orig./dest.> nos genera un ciclo.  
 
 
4.15. Algoritmo de Prim 2 
Desde el vértice H4 tenemos dos opciones válidas <H4,H1> y <H4,H3> , las otras dos las 
descartamos ya que se generarían ciclos. 
1. Si elegimos <H4,H3> tenemos: 
 
 
4.16. Algoritmo de Prim 3 
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Tenemos dos resultados: 
 
 
4.17. Algoritmo de Prim 4 
 
 
 
4.18. Algoritmo de Prim 5 
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2. Si elegimos <H4,H1> tenemos: 
 
 
4.19. Algoritmo de Prim 3 
 
Nuevamente hay dos posibles caminos, podemos ir hacia H3 o hacia H2 obteniendo lo 
siguiente: 
 
4.20. Algoritmo de Prim 4 
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4.21. Algoritmo de Prim 5 
     Hemos obtenido 4 posibles resultados (figuras 4.11, 4.12, 4.14 y 4.15), de los cuales nos 
quedaremos únicamente con el que se pueda generar un ciclo hamiltoniano mínimo. 
Como podemos observar todos los árboles tienen el mismo peso, además hemos reducido el 
problema a 4 casos de los cuales nos quedaremos con aquel cuya arista que une la raíz (en 
nuestro caso la raíz es el vértice Orig./dest.) con el último vértice añadido sea de menor peso. 
 
 
4.22. Ciclo Hamiltoniano Mínimo 1 
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Otra opción según los resultados al aplicar el algoritmo sería la siguiente: 
 
 
 
4.23. Ciclo Hamiltoniano Mínimo 2 
 
Hemos de tener en cuenta que partimos de un grafo equivalente y estamos haciendo una 
aproximación, con lo cual para poder elegir cuál de los dos ciclos obtenidos es el correcto, 
necesitamos valernos de otro método para validar el que vamos a elegir. Podemos observar 
que la figura 4.16 es la que más se ajusta a la primera aproximación que obtuvimos mediante 
el Método de Inserción. 
 
 
Utilizando el método del vecino más cercano obtuvimos lo siguiente: 
 
 
Origen                        H6 1 
H6                                  H5 2 
H5                                                H4 5 
H4                                                H3 9 
H3                                                H1 8 
H1                                                H2 8 
4.3.Vecino más cercano, mq. ‘vending’ 
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En la tercera columna de la tabla anterior podemos observar los distintos pesos de los 
arcos entre cada vértice y su vecino más cercano, cabe recordar que el vértice origen es a la 
vez el destino, con lo cual luego de visitar el último hotel, nos dirigimos al punto de partida; 
tenemos así el siguiente contorno hamiltoniano:  
 
Origen, <Origen,H6>,H6, <H6,H5>,H5 <H5,H4>,H4,<H4,H3>,H3,<H3,H1>,H1,<H1,H2>,H2,<H2,Origen>,Origen. 
 
El tiempo total que se tardaría el técnico o el encargado de abastecer las máquinas será el 
tiempo resultante de sumar los pesos de la tercera columna más lo que tarda en volver al 
punto de partida, es decir: 1+2+5+9+8+8+9=42 minutos. 
A continuación tenemos el método heurístico ‘Branch and Bound’, que es muy útil 
aunque el tiempo que se tarda en llegar a la solución óptima depende de cómo se generan los 
subconjuntos de soluciones, en el caso que nos ocupa tenemos que los pesos de los arcos del 
digrafo no están dispersos pero tampoco son demasiado próximos con lo cual decidimos 
aplicarlo. 
     Para aplicar este método de ramificación y acotación, partimos de la tabla del dígrafo y 
hemos ido generando los subconjuntos correspondientes, dado que son muchas tablas y en 
este caso concreto se torna muy larga la aplicación de éste método, podemos encontrar la 
resolución paso a paso en el anexo; en este apartado expondremos únicamente el resultado 
para compararlo con lo que obtuvimos al aplicar otros métodos, ya que lo que buscamos es 
validarlos. 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 X X 8 X X X X 
H2 9 X X X X X X 
H3 X 8 X X X X X 
H4 X X X 9 X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
4.4. Resultado de aplicar B&B 
 
W29 = 42 = W 
 
Con el subconjunto U29 encontramos finalmente un ciclo hamiltoniano con un peso de 42, 
es decir, necesitamos 42 minutos como mínimo para pasar por todos los hoteles de la zona de 
Sants y dar mantenimiento o reabastecer las máquinas correspondientes. 
 
Vamos ahora a aplicar el algoritmo de Ford-Fulkerson para de esta manera validar lo 
obtenido con las técnicas anteriormente aplicadas. 
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Ciclo Eorigen EH1 EH2 EH3 EH4 EH5 EH6 
Inicial (Origen,0) (Origen,ϴ) (Origen,ϴ) (Origen,ϴ) (Origen,ϴ) (Origen,ϴ) (Origen,ϴ) 
1 (Origen,0) (Origen,12) (Origen,17) (Origen,11) (Origen,6) (Origen,2) (Origen,1) 
2 (Origen,0) (H6,12) (H6,17) (H6,11) (H6,6) (H6,2) (Origen,1) 
3 (Origen,0) (H5,11) (H5,16) (H5,10) (H5,5) (H6,2) (Origen,1) 
4 (Origen,0) (H4,9) (H4,14) (H4,9) (H5,5) (H6,2) (Origen,1) 
5 (Origen,0) (H3,8) (H3,13) (H4,9) (H5,5) (H6,2) (Origen,1) 
6 (Origen,0) (H3,8) (H1,8) (H4,9) (H5,5) (H6,2) (Origen,1) 
Final (H2,9) (H3,8) (H1,8) (H4,9) (H5,5) (H6,2) (Origen,1) 
4.5.Ford-Fulkerson, mq. Vending. 
 
 De manera que para saber cuál es el camino hamiltoniano, vamos tomando las etiquetas y 
leyendo los vértices correspondientes, de esta forma obtenemos la secuencia: 
Origen, <Origen, H6>,H6, <H6,H5>,H5 <H5,H4>,H4,<H4,H3>,H3,<H3,H1>,H1,<H1,H2>,H2,<H2,Origen>,Origen. Con 
un tiempo de 42 minutos. 
  
Como podemos observar en el ciclo 4, hay dos posibles soluciones con lo cual para 
asegurarnos la óptima, vamos a ver que secuencia obtendríamos si nos dirigiéramos al Hotel 
1 en lugar de ir al 3. Esto es lo que obtuvimos al aplicar el algoritmo: 
 
 
 
Ciclo Eorigen EH1 EH2 EH3 EH4 EH5 EH6 
Inicial (Origen,0) (Origen,ϴ) (Origen,ϴ) (Origen,ϴ) (Origen,ϴ) (Origen,ϴ) (Origen,ϴ) 
1 (Origen,0) (Origen,12) (Origen,17) (Origen,11) (Origen,6) (Origen,2) (Origen,1) 
2 (Origen,0) (H6,12) (H6,17) (H6,11) (H6,6) (H6,2) (Origen,1) 
3 (Origen,0) (H5,11) (H5,16) (H5,10) (H5,5) (H6,2) (Origen,1) 
4 (Origen,0) (H4,9) (H4,14) (H4,9) (H5,5) (H6,2) (Origen,1) 
5 (Origen,0) (H4,9) (H1,8) (H1,11) (H5,5) (H6,2) (Origen,1) 
6 (Origen,0) (H4,9) (H1,8) (H2,8) (H5,5) (H6,2) (Origen,1) 
Final (H3,11) (H4,9) (H1,8) (H2,8) (H5,5) (H6,2) (Origen,1) 
4.6. Ford-Fulkerson 
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Origen, <Origen, H6>,H6, <H6,H5>,H5 <H5,H4>,H4,<H4,H1>,H1,<H1,H2>,H2,<H2,H3>,H3,<H3,Origen>,Origen. 
 
Con un tiempo de 44 minutos mayor al anterior con lo cual deducimos que el primer ciclo 
hamiltoniano encontrado es el óptimo y no este. 
 
     Llegados a este punto ya podemos comparar y validar los resultados de manera que 
obtenemos finalmente la ruta óptima para realizar el mantenimiento o abastecimiento de las 
máquinas ‘vending’ ubicadas en distintos hoteles de la zona de Sants. A continuación 
tenemos el mapa indicando dicha ruta. 
 
4.24. Camino óptimo hoteles zona Sants 
      
 
 
Varios factores básicos que pueden condicionar los tiempos que hasta ahora hemos 
considerado constantes son: 
 
1) Horarios del día 
2) Día de la semana 
3) Estaciones del año 
 
     Es decir, el valor temporal entre dos determinados tramos, lo hemos considerado como un 
valor medio, y la forma de obtenerlos es mediante un gran número de muestras relativas a 
diversos días y calcular la media aritmética, aun así, dado que las tasas de tráfico son muy 
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variables en el tiempo, la solución puede ser diferente a la óptima. Los valores pueden 
cambiar mucho por ejemplo si es un día de semana o fin de semana, si es verano y el tráfico 
notablemente cambia debido a que muchas personas están de vacaciones, o si son las 8 de la 
mañana o las 9 de la noche, etc.  
 
     Los tiempos asociados a cada tramo se pueden conocer a priori o no, dependiendo del caso 
se tendrán tasas variables deterministas o tasas variables aleatorias. 
 
     En el primer caso se conocen los valores temporales medios a lo largo del día y de la 
semana de cada tramo de la ciudad en cuestión. El problema sería resuelto realizando una 
estimación aproximada del tiempo entre el vértice origen y el vértice destino, siendo el 
origen/destino cada punto representado por un vértice en nuestro digrafo; el peso de cada arco 
se calcularía como el valor medio de todos los valores temporales tomados a lo largo del día 
y de la semana, y luego se aplicaría el algoritmo de Dijkstra obteniendo así una estimación 
del tiempo entre un vértice y otro. No se ha podido aplicar a nuestro caso debido a la falta de 
datos reales, ya que no me ha sido posible obtenerlos 
 
     Si se tienen tasas variables aleatorias, es decir no se conoce a priori los datos, intentaremos 
resolver el problema de hallar el camino óptimo entre dos vértices determinados; se aplica el 
algoritmo de Ford-Fulkerson entre el vértice origen y destino que sea requerido en cada 
momento, con lo cual la ruta optima puede ir variando en el tiempo. Dado que se conocen los 
tiempos actuales y anteriores se pueden ponderar de alguna forma dichos valores. 
 
 
Ejemplo 
      
     Supongamos que actualizamos el valor de los pesos de cada arco, cada vez que se alcanza 
un determinado vértice. Si buscamos una estimación del nuevo valor del peso del arco en 
función de los dos últimos valores actualizados tenemos que: 
 
w = aw(t1) + (1-a)w(t0)   (0≤a≤1) 
 
Siendo t1 el instante actual y t0 el anterior instante de actualización. Si queremos que el valor 
actual tenga un mayor peso que el anterior deberá cumplirse que a≤0.5 
      
     Nosotros nos centramos en lo que sucede con las altas tasas de tráfico, que pueden ser 
originadas por diversas situaciones, en este caso se utilizan los caminos alternativos que 
mencionamos al plantear el problema. 
 
     Si tenemos el caso en que ocurra algo que obstaculice el desplazamiento por determinada 
calle de la zona, ya sea debido a un accidente, manifestación etc., lo que debemos hacer es 
considerar dicho tramo suficientemente alto en el tiempo, para efectos prácticos infinito. En 
nuestro caso supondremos que un tramo de la calle de Béjar está en obras y no se puede pasar 
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por ahí. A continuación se muestra como queda modificada la tabla del dígrafo en cuestión y 
el mapa de la zona correspondiente. 
 
 
4.25. Calle Béjar en obras 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X 12 17 14 6 2 1 
H1 14 X 8 13 17 13 15 
H2 9 15 X 8 14 10 10 
H3 11 8 13 X 16 12 12 
H4 12 9 14 11 X 13 13 
H5 14 11 16 13 5 X 15 
H6 15 12 17 14 6 2 X 
4.7. Tabla del digrafo modificada 
 
 
     Podemos apreciar en la tabla del dígrafo varias modificaciones en los pesos, la mayoría 
concentrados en los caminos que llevan hacia el hotel H3, un par hacia el hotel H5 y por 
último una ligera modificación en el camino dirigido hacia H4. 
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     Ahora es el momento en el que se utilizan dependiendo el caso, aquellos “caminos 
alternativos” que habíamos descartado al principio ya que no eran los adecuados en ese 
momento por no ser los de menor peso. Si observamos la tabla 18, encontramos 4 posibles 
caminos para ir desde el origen hasta el H3, el camino de menor peso era el de 11 minutos, al 
no poder pasar por la calle Bèjar esto cambia y tenemos que quedarnos con el camino de peso 
14 minutos modificando así respectivamente la tabla del digrafo. 
 
De la misma forma vamos cambiando todas las trayectorias afectadas por el cierre de la calle. 
Obteniendo el siguiente digrafo modificado: 
 
 
 
4.26. Digrafo zona Sants modificado. 
 
 
Lo cual modifica también nuestra ruta óptima, aplicando el método del vecino más cercano 
obtenemos: 
 
Origen  H6 
H6  H5 
H5  H4 
H4  H1 
H1  H2 
H2  H3 
4.8. Nueva ruta 
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Una posible ruta: 
 
Origen,<Origen,H6>,H6,<H6,H5>,H5,<H5,H4>,H4,<H4,H1>,H1,<H1,H2>,H2,<H2,H3>,H3,<H3,Origen>,Origen. Con un 
coste de 44 minutos 
 
 
4.27. Nueva ruta 
 
Si lo comparamos con la ruta que resulta de la modificación de tiempo que se tarda en ir de 
H4 a H3 tenemos: 
 
Origen  H6 
H6  H5 
H5  H4 
H4  H3 
H3  H1 
H1  H2 
4.9. Ruta modificada 
 
Otra posible ruta: 
Origen,<Origen,H6>,H6,<H6,H5>,H5,<H5,H4>,H4,<H4,H3>,H3,<H3,H1>,H1,<H1,H2>,H2,<H2,Origen>,Origen. Con un 
coste de 44 minutos igual que la ruta alternativa. 
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4.28. Ruta modificada 
 
Hemos conseguido dos rutas en las que tardamos 44 minutos para recorrerlas, a partir de aquí 
dependerá de cada caso y las respectivas necesidades escoger una ruta o la otra. 
 
     Como hemos comentado antes, para conseguir los resultados anteriores hemos hecho una 
estimación de los tiempos de los semáforos, lo cierto es que los semáforos de una ciudad no 
constituyen una estructura aislada y normalmente están correlados con el resto, vamos a ver 
ahora como deberíamos modificar los grafos realizados, a partir del supuesto de que haya 
correlación entre semáforos. 
 
Si tenemos por ejemplo:  
 
 
 
4.29. Correlación entre semáforos 
Distribución óptima de ‘vending’ por grafos 99 
 
   
Tenemos el siguiente digrafo asociado: 
 
 
4.30. Digrafo antes de hacer la corrección 
 
Se añade un arco entre los vértices i y k de forma que el peso entre ambos vértices:  
 
Tik ≤ Tij + Tjk 
 
 
4.31. Digrafo después de añadir la corrección 
 
 
 
4.2 Distribución continua 
 
Vamos ahora a exponer el caso de distribución continua en el que tenemos un local 
comercial en el que operan únicamente máquinas vending y lo hacen las 24 horas, 
supongamos una estructura como la siguiente: 
 
 
4.32. Estructura del local comercial 
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     Suponemos que en todos los pasillos del local comercial tenemos máquinas que necesitan 
mantenimiento o ser abastecidas, con lo cual la persona encargada, tiene que recorrer cada 
uno de los pasillos hasta haber recorrido todos, dicho recorrido lo hace con un carrito, no nos 
importa el sentido de circulación, el objetivo será encontrar una ruta euleriana. 
 
Primero obtenemos el siguiente grafo: 
 
 
4.33. Grafo local comercial 
 
     Como podemos observar, el grafo expuesto es par ya que todos sus vértices son pares, por 
lo tanto podemos asegurar que existe una ruta de Euler, es decir un camino cerrado que 
contiene todas las ramas exactamente una vez.  
 
Ahora la cuestión es encontrar esta ruta. Para encontrar la ruta de Euler hemos ido generando 
ciclos, con distintas ramas llegando finalmente a obtener lo siguiente 
 
 
 
4.34. Ruta de Euler 
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f,<f,e>,e,<e,d>,d,<d,c>,c,<c,b>,b,<b,h>,h,<h,i>,i,<i,c>,c,<c,h>,h,<h,f>,f,<f,g>,g,<g,a>,a,<a
,b>,b,<b,i>,i,<i,f>,f el peso de las ramas corresponde a la longitud de los pasillos del local 
comercial. La longitud total será la suma de cada uno de los arcos. 
 
     Como podemos observar la ruta empieza y termina en el mismo vértice, de hecho se puede 
empezar en cualquier punto que nos interese según sea el caso, ya sea porque la puerta del 
almacén queda cerca de este punto, etc. 
 
Si observamos con atención el grafo, podemos verificar que corresponde al grafo euleriano 
siguiente: 
 
 
 
4.35. Grafo Euleriano 
 
 
     Sin embargo lo habitual es que la estructura de un local no se pueda modelar mediante un 
grafo Euleriano, pero podemos encontrar una ruta semieuleriana que nos servirá como 
aproximación. A continuación veremos qué hacer cuando no se cumpla una de las 
condiciones para que exista dicho grafo. 
 
¿Qué sucede si tenemos una estructura correspondiente a un grafo impar? 
 
 
4.36. Grafo G 
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     En caso de tener un grafo impar, combinamos el cálculo de caminos más cortos y de 
acoplamientos siguiendo los pasos detallados a continuación: 
 
 
Vértice Paridad 
a Impar 
b Impar 
c Impar 
d Par 
e Impar 
f Par 
g Par 
4.10. Tabla paridad 
 
Primero calculamos los caminos más cortos entre todos los pares de vértices impares de G: 
 
 
 a b c e 
a X 2 1 1 
b 2 X 1 1 
c 1 1 X 1 
e 1 1 1 X 
4.11. Tabla vértices impares. 
 
 
Luego construimos un grafo completo G1, cuyos vértices son los vértices impares de G y 
los costes de las aristas son los costes de los caminos más cortos entre los vértices 
correspondientes. 
 
 
4.37. Grafo G1 
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Para cada arista (Vi, Vj) duplicamos en G las aristas del camino más corto entre Vi y Vj. 
 
 
 
4.38. Grafo G con duplicado 
 
 
El resultado es un grafo con todos los vértices pares, y por tanto, euleriano y el camino 
construido será un camino con coste total mínimo. 
 
 
 
4.39. Camino óptimo 
 
 
     En el grafo podemos observar en verde el camino y en naranja las aristas duplicadas, 
hemos obtenido la siguiente ruta: 
 
a,<a,b>,b,<b,c>,c,<c,d>,d,<d,e>,e,<e,a>,a,<a,c>,c,<c,e>,e,<e,b>,b,<b,d>,d,<d,a>,a,<a,g>,g,
<g,e>,e,<e,b>,b,<b,f>,f,<f,c>,c,<c,a>,a 
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Con un coste total de 3+1+2+2+1+1+1+1+1+1+2+3+1+1+2+1= 24m que es la longitud 
total que se deberá recorrer. 
 
     Habrá entonces pasillos recorridos dos veces, lo cual no incrementa mucho el tiempo 
porque no es necesario detenerse en las máquinas y porque los duplicados son los de valor 
mínimo, los más cortos. 
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5. Impacto medioambiental. 
 
Mediante la teoría de grafos hemos podido conseguir modelar y resolver distintos casos 
referidos al encaminamiento urbano, de modo que hemos encontrado la forma de evitar 
congestiones ya sea por tráfico, semáforos, o algún tipo de actividad no prevista como podría 
ser una manifestación. 
 
Uno de los principales consejos que nos dan la mayoría de artículos referidos a la hora de 
ahorrar combustible es evitar dar acelerones bruscos e innecesarios. Incluso acelerar en 
ralentí en parado produce un consumo extra que no conduce a nada. Además con ello se evita 
emitir más CO2, con lo que logramos contaminar menos.  
 
También se aconseja planificar en lo posible las rutas con esto conseguimos: 
-Ahorro de combustible 
-Menor emisión de CO2 
Por consiguiente, una contribución a un mejor impacto medioambiental. 
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6. Conclusiones  
Mediante las herramientas que nos brinda la teoría de grafos, hemos conseguido optimizar 
la ruta de distribución a seguir tanto en una zona de la ciudad como en un recinto cerrado, de 
manera que la reposición y mantenimiento de las máquinas de ‘vending’ se pueda hacer con 
la mayor brevedad posible. 
Para ello diferenciamos entre dos casos que son la distribución discreta  y la distribución 
continua, resolviéndolos al encontrar un circuito de  Hamilton y una ruta de Euler, 
respectivamente. 
Para encontrar un circuito Hamiltoniano partimos de un grafo obtenido del mapa de la 
zona en cuestión y aplicamos distintas técnicas y algoritmos, empezando por técnicas 
aproximadas como el método de inserción con el que conseguimos una primera 
aproximación, haciéndonos una idea de cómo iría encaminada la ruta; empezamos por este 
método dado que es el de menor tiempo de ejecución de todas las técnicas aproximadas que 
planteamos. 
Luego buscamos un árbol generador de peso mínimo mediante el algoritmo de Prim, pero 
obtuvimos varios resultados distintos del mismo peso, ya que para aplicar este algoritmo 
utilizamos un grafo equivalente al digrafo original, para asegurarnos del resultado escogido 
aplicamos también el método del vecino más cercano. 
Mediante estas tres técnicas aproximadas hemos encontrado un circuito Hamiltoniano 
mínimo con un peso de 42 minutos. 
Para validar los resultados obtenidos, los hemos comparado con el resultado de aplicar el 
método heurístico ‘Branch and Bound’ (que es muy eficaz pero cuyo tiempo de alcanzar la 
solución óptima depende de cómo se generan los subconjuntos de soluciones, y de lo 
dispersos que sean los pesos de los arcos del digrafo). Decidí utilizarlo pero la ejecución se 
tornó bastante larga con lo que consideré que para validar lo obtenido mediante las técnicas 
aproximadas era preferible aplicar el algoritmo de Ford-Fulkerson, así obtuvimos el Ciclo 
Hamiltoniano Mínimo que coincidía con el obtenido con las anteriores técnicas. 
La técnica de ramificación y acotación y el algoritmo de Ford-Fulkerson han sido de gran 
utilidad a la hora de encontrar la solución óptima, sin embargo este último resulta más rápido 
y menos engorroso.  
 
Para los problemas más complicados, es deseable obtener soluciones aproximadas que 
puedan ser obtenidas con una relativa rapidez y que sean lo más parecidas a la óptima. La 
utilización de algoritmos que dan lugar a soluciones casi óptimas (heurísticas), es la opción 
más elegida cuando se trabaja con ‘el problema del viajante’ desde el punto de vista práctico, 
esto lleva consigo el análisis de la solución que ofrecen como en nuestro caso el método de 
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‘el vecino más cercano’ que tal y como hemos podido comprobar nos acerca bastante a la 
óptima.  
 
Para evaluar soluciones que son resultado de aplicar algoritmos de aproximación, se puede 
utilizar las nuevas tecnologías o se puede evaluar de una forma empírica como se ha 
realizado en este proyecto, que consiste en comparar la solución óptima con la solución 
ofrecida por la heurística. 
 
Por otro lado, para encontrar una ruta Euleriana, partimos de un grafo obtenido de modelar 
la estructura de un local comercial, en principio partimos de un grafo par con el cual la ruta 
que buscamos estaba asegurada; sin embargo lo habitual es que la estructura de un local no se 
pueda modelar mediante un grafo Euleriano así que combinamos el cálculo de caminos más 
cortos y de acoplamientos consiguiendo encontrar una ruta semieuleriana la cual nos permite 
recorrer dos veces los pasillos de longitud menor que fueran necesarios sin incrementar 
mucho el tiempo de recorrido. La longitud mínima que conseguimos fue de 24m. 
 
El abanico de posibilidades que nos brinda la teoría de grafos, resulta de gran utilidad  no 
solo en problemas relacionados con el reparto y recogida de productos, sino también, en 
numerosos problemas ligados a los campos del transporte, la logística y la distribución ya 
sea: rutas escolares, sistemas de recogida de basuras, limpieza de calles, reparto de 
mercancías y correo, ruta de vendedores o comerciales, etc. 
 
Finalmente, podemos decir que mediante técnicas y algoritmos adecuados al problema, 
según sea el caso de los dos planteados en este proyecto, he conseguido optimizar una ruta, 
de manera que se realice en el menor tiempo posible y con el consiguiente ahorro de recursos, 
el mantenimiento o abastecimiento de máquinas expendedoras, las mismas que hoy en día, 
forman parte de un mercado emergente como es el ‘vending’. 
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7. Anexos 
Dedicaremos una nota a hablar sobre PVA (proveedor de ‘vending’ asociados), debido a la 
implicación del presente proyecto en el sector del ‘vending’.  
 
La Asociación de Proveedores del ‘vending’ nace aglutinando a los fabricantes o 
proveedores de productos o servicios relacionados con dicho sector, por lo tanto, máquinas, 
medios y sistemas de pago, consumibles (cafés, solubles, etc.), vasos y envases, seguridad, 
automoción, conservación, instalaciones, mobiliario, servicios técnicos, seguimiento y 
control, financiación, etc. 
 
A continuación se muestra una lista de las marcas asociadas: 
 
 
 
De manera que nos podemos hacer una idea de lo que el ‘vending’ significa en el día a día 
de esta sociedad, tanto es así que hay muchos interesados en este mundo, de hecho el pasado 
mes de abril se celebró la Feria Internacional del ‘vending’ que cerró con éxito su tercera 
edición organizada por IFEMA en sus instalaciones en la feria de Madrid.  
 
Esta edición tuvo la capacidad de convocar a 5.243 profesionales, (cifra que representa un 
incremento del 20% en relación con la anterior convocatoria de 2013), y acogió a 92 
empresas expositoras, procedentes de 7 países, que ocuparon una superficie neta expositiva 
de 3.000 m
2
 - un incremento del 30% con respecto a hace dos años-. “Estas cifras confirman 
–en palabras del Director de VENDIBÉRICA, Raúl Calleja- que VENDIBÉRICA es la 
plataforma sectorial y empresarial, que pone en valor comercial las oportunidades de 
desarrollo de las empresas y del conjunto del sector.”  
 
Como podemos comprobar, el sector del vending y la restauración automática muestra su 
gran potencial como canal de distribución. Las propuestas para un nuevo vending más 
saludable, tecnológico, interactivo y seguro, recibe una gran acogida por parte de operadores 
y cliente final. 
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Método de ramificación y acotación (Branch & Bound):  
 
Vamos a aplicar éste método sobre el ejercicio expuesto en el proyecto, se trata de pasar 
por los puntos indicados en el mapa en la zona de Sants, de manera que la persona encargada 
del mantenimiento y/o abastecimiento de las máquinas vending ubicadas en los hoteles de la 
zona, lo haga en el menor tiempo posible con el consiguiente ahorro de recursos. 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X 12 17 11 6 2 1 
H1 14 X 8 11 17 13 15 
H2 9 15 X 8 14 10 10 
H3 11 8 13 X 13 9 12 
H4 12 9 14 9 X 10 13 
H5 14 11 16 10 5 X 15 
H6 15 12 17 11 6 2 X 
7.1. Tabla del digrafo. 
 
A partir de la tabla del digrafo que hemos obtenido del mapa de la zona, procedemos a 
generar dos subconjuntos de posibles soluciones U1 y U2 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 14 X 8 11 17 13 X 
H2 9 15 X 8 14 10 X 
H3 11 8 13 X 13 9 X 
H4 12 9 14 9 X 10 X 
H5 14 11 16 10 5 X X 
H6 X 12 17 11 6 2 X 
7.2. B&B U1 
W1 = 41 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X 12 17 11 6 2 X 
H1 14 X 8 11 17 13 15 
H2 9 15 X 8 14 10 10 
H3 11 8 13 X 13 9 12 
H4 12 9 14 9 X 10 13 
H5 14 11 16 10 5 X 15 
H6 15 12 17 11 6 2 X 
7.3. B&B U2 
 
W2 = 50 
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Como podemos comprobar: 
U1 U U2 = U 
U1 ∩ U2 = Ø 
 
Con lo cual iremos generando ramas hasta encontrar una solución, desde donde 
eliminaremos otras ramas que contienen un gran número de soluciones. 
A partir de U2 obtenemos U3 y U4  
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X 2 X 
H1 14 X 8 11 17 X 15 
H2 9 15 X 8 14 X 10 
H3 11 8 13 X 13 X 12 
H4 12 9 14 9 X X 13 
H5 X 11 16 10 5 X 15 
H6 15 12 17 11 6 X X 
7.4. B&B U3 
W3 = max (45, 50) = 50 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X 12 17 11 6 X X 
H1 14 X 8 11 17 13 15 
H2 9 15 X 8 14 10 10 
H3 11 8 13 X 13 9 12 
H4 12 9 14 9 X 10 13 
H5 14 11 16 10 5 X 15 
H6 15 12 17 11 6 2 X 
7.5. B&B U4 
W4 = max (46, 50) = 50 
A partir de U3 obtenemos U5 y U6: 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X 2 X 
H1 14 X 8 11 X X 15 
H2 9 15 X 8 X X 10 
H3 11 8 13 X X X 12 
H4 12 9 14 9 X X 13 
H5 X X X X 5 X 15 
H6 15 12 17 11 X X X 
7.6. B&B U5 
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W5 = max (52, 50) = 52 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X 2 X 
H1 14 X 8 11 17 X 15 
H2 9 15 X 8 14 X 10 
H3 11 8 13 X 13 X 12 
H4 12 9 14 9 X X 13 
H5 X 11 16 10 X X 15 
H6 15 12 17 11 6 X X 
7.7. B&B U6 
 
W6 = max (51, 51) = 51 
 
A partir de U5 Obtenemos U7 y U8: 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X 2 X 
H1 14 X 8 X X X 15 
H2 X X X 8 X X X 
H3 11 8 X X X X 12 
H4 12 9 14 X X X 13 
H5 X X X X 5 X 15 
H6 15 12 17 X X X X 
7.8. B&B U7 
 
W7 = max (52, 55) = 55 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X 2 X 
H1 14 X 8 11 X X 15 
H2 9 15 X X X X 10 
H3 11 8 13 X X X 12 
H4 12 9 14 9 X X 13 
H5 X X X X 5 X 15 
H6 15 12 17 11 X X X 
7.9. B&B U8 
 
W8 = max (53, 51) = 53 
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A partir de U7 obtenemos U9 y U10: 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X 2 X 
H1 14 X 8 X X X 15 
H2 X X X 8 X X X 
H3 X 8 X X X X X 
H4 12 X 14 X X X 13 
H5 X X X X 5 X 15 
H6 15 X 17 X X X X 
7.10. B&B U9 
 
W9 = max (58, 56) = 58 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X 2 X 
H1 14 X 8 X X X 15 
H2 X X X 8 X X X 
H3 11 X X X X X 12 
H4 12 9 14 X X X 13 
H5 X X X X 5 X 15 
H6 15 12 17 X X X X 
7.11. B&B U10 
 
W10 = max (55, 55) = 55 
 
A partir de U9 obtenemos U11 y U12: 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X 2 X 
H1 X X 8 X X X X 
H2 X X X 8 X X X 
H3 X 8 X X X X X 
H4 12 X X X X X 13 
H5 X X X X 5 X 15 
H6 15 X X X X X X 
7.12. B&B U11 
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W11 = max (58, 56) = 58 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X 2 X 
H1 14 X X X X X 15 
H2 X X X 8 X X X 
H3 X 8 X X X X X 
H4 12 X 14 X X X 13 
H5 X X X X 5 X 15 
H6 15 X 17 X X X X 
7.13. B&B U12 
 
W12 = max (64, 62) = 64 
 
A partir de U11 obtenemos U13 y U14: 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X 2 X 
H1 X X 8 X X X X 
H2 X X X 8 X X X 
H3 X 8 X X X X X 
H4 12 X X X X X X 
H5 X X X X 5 X 15 
H6 X X X X X X X 
7.14. B&B U13 
 
W13 = 58 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X 2 X 
H1 X X 8 X X X X 
H2 X X X 8 X X X 
H3 X 8 X X X X X 
H4 X X X X X X 13 
H5 X X X X 5 X X 
H6 15 X X X X X X 
7.15. B&B U14 
 
W14 = 59 
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Hemos generado dos ciclos Hamiltonianos siendo W13 el de peso mínimo con lo cual W= 
58 de manera que todo subconjunto de soluciones cuya cota de peso mínimo sea mayor o 
igual que 58, podremos eliminarlo. 
 
Hasta ahora podemos eliminar a U9, U11, U12, U14 
 
Como W1= 41, vamos a generar más subconjuntos a  partir de U1: 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 14 X 8 11 17 X X 
H2 9 15 X 8 14 X X 
H3 11 8 13 X 13 X X 
H4 12 9 14 9 X X X 
H5 14 11 16 10 5 X X 
H6 X X X X X 2 X 
7.16. B&B U15 
 
W15 = max (41, 41) = 41  
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 14 X 8 11 17 13 X 
H2 9 15 X 8 14 10 X 
H3 11 8 13 X 13 9 X 
H4 12 9 14 9 X 10 X 
H5 14 11 16 10 5 X X 
H6 X 12 17 11 6 X X 
7.17. B&B U16 
 
W16 = max (45, 48) = 48 
A partir de U15 obtenemos U17 y U18: 
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 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 14 X 8 11 X X X 
H2 9 15 X 8 X X X 
H3 11 8 13 X X X X 
H4 12 9 14 9 X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.18. B&B U17 
 
W17 = max (41, 41) = 41 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 14 X 8 11 17 X X 
H2 9 15 X 8 14 X X 
H3 11 8 13 X 13 X X 
H4 12 9 14 9 X X X 
H5 14 11 16 10 X X X 
H6 X X X X X 2 X 
7.19. B&B U18 
 
W18 = max (46, 49) = 49 
 
A partir de U17 obtenemos U19 y U20:  
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 14 X 8 X X X X 
H2 X X X 8 X X X 
H3 11 8 X X X X X 
H4 12 9 14 X X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.20. B&B U19 
 
W19 = max (41, 43) = 43 
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 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 14 X 8 11 X X X 
H2 9 15 X X X X X 
H3 11 8 13 X X X X 
H4 12 9 14 9 X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.21. B&B U20 
 
W20 = max (42, 42) = 42 
A partir de U19 obtenemos U21 y U22: 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 X X 8 X X X X 
H2 X X X 8 X X X 
H3 11 8 X X X X X 
H4 12 9 X X X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.22. B&B U21 
 
W21 = max (41, 43) = 43 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 14 X X X X X X 
H2 X X X 8 X X X 
H3 11 8 X X X X X 
H4 12 9 14 X X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.23. B&B U22 
 
W22 = max (47, 49) = 49 
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A partir de U21 obtenemos U23 y U24 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 X X 8 X X X X 
H2 X X X 8 X X X 
H3 X 8 X X X X X 
H4 12 X X X X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.24. B&B U23 
 
W23 = 44 
Hemos generado otro ciclo Hamiltoniano: 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 X X 8 X X X X 
H2 X X X 8 X X X 
H3 11 X X X X X X 
H4 X 9 X X X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.25. B&B U24 
 
W24 = 44 
 
 
Podemos observar que hemos generado dos ciclos Hamiltonianos mas, con un peso de 
W=44 < 58, por consiguiente eliminamos todos los subconjuntos de soluciones cuya cota de 
peso mínimo sea mayor o igual que 44.  
 
Comprobamos que todos los subconjuntos generados a partir de U2 tienen peso mayor que 
W así que puedo prescindir de ellos. 
 
De los subconjuntos generados a partir de U1 podemos eliminar: 
U16, U18, U22, U23 
 
 
Como hemos generado subconjuntos a partir de U20 
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 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 14 X 8 X X X X 
H2 9 X X X X X X 
H3 X 8 X X X X X 
H4 12 X 14 9 X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.26. B&B U25 
 
W25 = 42 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 14 X 8 11 X X X 
H2 9 15 X X X X X 
H3 11 X 13 X X X X 
H4 12 9 14 9 X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.27. B&B U26 
 
W26 = max (45, 43) = 45 
Podemos eliminar el subconjunto U26 de soluciones. 
 
Generamos subconjuntos a partir de U25: 
 
  
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 X X 8 X X X X 
H2 9 X X X X X X 
H3 X 8 X X X X X 
H4 12 X X 9 X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.28. B&B U27 
 
W27 = 42 
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 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 14 X X X X X X 
H2 9 X X X X X X 
H3 X 8 X X X X X 
H4 12 X 14 9 X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.29. B&B U28 
 
W28 = 48 
 
Podemos eliminar U28 y además podemos notar como a partir de U27 se puede generar el 
siguiente ciclo Hamiltoniano, que además coincide con el peso del ciclo encontrado con el 
Algoritmo de Ford-Fulkerson y con el método del vecino más cercano. 
 
 
 Origen H1 H2 H3 H4 H5 H6 
Origen X X X X X X 1 
H1 X X 8 X X X X 
H2 9 X X X X X X 
H3 X 8 X X X X X 
H4 X X X 9 X X X 
H5 X X X X 5 X X 
H6 X X X X X 2 X 
7.30. B&B U29 
 
W29 = 42 = W 
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