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OUTER AUTOMORPHISMS AND THE JACOBIAN
KIYOSHI IGUSA∗, JOHN KLEIN†, AND E. BRUCE WILLIAMS
Abstract. A graphs of rank n (homotopy equivalent to a wedge of n
circles) without “separating edges” has a canonical n-dimensional com-
pact C1 manifold thickening. This implies that the canonical homomor-
phism φ : Out(Fn) → GL(n,Z) is trivial in rational cohomology in the
stable range answering a question raised in [6]. Another consequence of
the construction is the existence of higher Reidemeister torsion invari-
ants for IOut(Fn) = kerφ. These facts were first proved in [8] using
different methods.
introduction
The purpose of the paper is to give an application of the Dwyer-Weiss-
Williams approach to higher torsion. We give an easy proof of the following
theorem first proved in [8].
Theorem 0.1. The natural homomorphism
φ : Out(Fn)→ GL(n,Z)
is trivial on stable rational cohomology, i.e., the induced mapping
H∗(GL(∞,Z);Q)→ H∗(Out(Fn);Q)
is zero in all positive degrees.
Remark 0.2. According to [2] and [10], Hk(GL(n,Z);Q) is stable, i.e.,
isomorphic toHk(GL(∞,Z);Q) for n > 2k+1. Thus the map φ above is zero
on rational cohomology in positive degrees less than (n − 1)/2. According
to [7] the homology of Out(Fn) is stable through degree (n−4)/2. (See also
[1], [11] for more about the homology of Out(Fn).)
The theorem of Dwyer-Weiss-Williams which we are advertising is the
following.
Let p : E → B be a fiber bundle whose fiber is a compact C1 manifold M
and whose structure group is the group of C1 diffeomorphisms of M . Let
φk : B → BAut(Hk(M)/torsion)→ BGL(∞,Z)
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be the stabilized classifying maps of the associated Hk(M)/torsion-bundles
over B.
Theorem 0.3 (Dwyer-Weiss-Williams [4]). The alternating sum of the in-
duced maps in rational cohomology
(φk)
∗ : H∗(GL(∞,Z);Q)→ H∗(B;Q)
is zero in every positive degree. I.e.,∑
(−1)k(φk)∗ = 0 for ∗ > 0.
Remark 0.4. This theorem says that the mapping in cohomology∑
(−1)k(φk)∗ : H∗(GL(∞,Z);Q)→ H∗(B;Q)
is an obstruction to smoothing for any topological bundle E → B whose
fibers are finite cell complexes. We call this the cohomological obstruction
to smoothing
One example of this theorem is given by the mapping class group Mg
of oriented genus g surfaces. Since the canonical bundle Σg → E → BMg
over the classifying space BMg is a smooth bundle whose fiber is a compact
smooth manifold (the surface of Σg of genus g) we get the following well-
known fact.
Corollary 0.5. The natural homomorphism
ψ :Mg → GL(2g,Z)
is trivial in rational cohomology in positive degrees < g.
Proof. The mapping class group Mg acts trivially on H0(Σ0) and H2(Σg)
and the action of Mg on H1(Σg) ∼= Z2g is given by the natural homomor-
phism ψ. Consequently, the map in cohomology induced by ψ is negative
the cohomological obstruction to smoothing in the stable range. Since the
bundle is smooth, its obstruction to smoothing is zero. 
In order to apply the Dwyer-Weiss-Williams theorem to prove the first
theorem we need to construct a smooth bundle
W → E(W )→ B
where B = BOut(Fn) andW is a compact manifold homotopy equivalent to
a connected graph of rank n and the action of π1B = OutFn onHn(M) ∼= Zn
is the natural action.
The idea of the construction is simple: one model for BOut(Fn) is the
space of all graphs of rank n without “separating edges” (edges which would
disconnect the graph when deleted). Thus there is a tautological bundle
Γ→ E(Γ)→ BOut(Fn)
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whose fiber over Γ ∈ BOut(Fn) is Γ. This bundle has a canonical fiberwise
immersion, defined up to translation, into the associated Jacobian bundle
whose fiber is the manifold
Jac(Γ) := H1(Γ;R/Z) ∼= (S1)n.
This canonical immersion, which we call the Abel-Jacobi immersion, is suf-
ficiently regular so that we can take a fiberwise immersed tubular neighbor-
hood with fiber a compact manifold W ≃ Γ.
Γ ⊆W # Jac(Γ)
Since W ≃ Γ we are done since the Dwyer-Weiss-Williams theorem now
applies to the thickened tautological bundle E(W ).
This construction is summarized by the following theorem.
Theorem 0.6. Every graph Γ of rank n without separating edges has a
canonical n-dimensional C1 manifold thickening W (Γ). Furthermore, this
thickening varies C1 continuously over the space of such graphs.
We end with an explanation of the Dwyer-Weiss-Williams definition of
higher smooth torsion. This gives elements
τDWW2k ∈ H4k(IOut(Fn);Q)
where IOut(Fn) is the kernel of the natural homomorphism OutFn →
GL(n,Z) of Theorem 0.1. It is widely assumed that the Dwyer-Weiss-
Williams higher smooth torsion classes should be a multiple of the higher
Franz-Reidemeister torsion classes which were defined by the second author
in [9] and computed by the first author [8]. However, this is still a conjecture
even in this special case.
We would like to thank Richard Hain for explaining the fiberwise Abel-
Jacobi map (from [5]), a crucial idea in this paper, to some of us in topo-
logical terms.
1. Category of graphs
We consider finite graphs Γ with unoriented edges. Each edge is con-
sidered to have two halves e and e which we also view as the two possible
orientations of the edge. Let Γ1 denote the set of half-edges of Γ. Then we
have a free involution e 7→ e on Γ1 sending each half-edge e to its “other
half” e.
Let Γ0 denote the vertex set of Γ. Each half-edge e is incident to exactly
one vertex τe ∈ Γ0 which we call the target of e. The valence of a vertex
is the number of half-edges incident to it. The target of e will be called the
source of e and written σe = τe. The involution on Γ1 can be extended to
an involution on Γ0
∐
Γ1 by making each vertex into a fixed point.
By a path in Γ we mean a sequence of half-edges e1, · · · , en so that τei =
σei+1 for each i < n. If τen = σe1 then the path is an oriented cycle.
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Oriented cycles give cycles in the usual sense, i.e., elements of the kernel of
the mapping
d : C1(Γ)→ C0(Γ)
where C0(Γ) = ZΓ0 is the free abelian group generated by Γ0 and C1(Γ) is
the free abelian group generated by Γ1 modulo the relation e + e = 0 and
de = τe− σe. The rank of H1(Γ) = ker d will be called the rank of Γ.
A morphism of graphs Γ→ Γ′ is given by a mapping
φ : Γ0
∐
Γ1 → Γ′0
∐
Γ′1
which is equivariant with respect to the involution, is surjective and so that
the inverse image of each half-edge of Γ′ is a single half-edge of Γ and the
inverse image of every vertex is a tree. (A tree is a connected graph having
no oriented cycles.) We sometimes call these collapsing morphisms to em-
phasize their nature. Note that a morphism Γ → Γ′ induces a continuous
mapping of geometric realizations |Γ| → |Γ′| which is a homotopy equiva-
lence.
Let Gr(n) be the category of all finite connected graphs of rank n with
all vertices of valence ≥ 3 . Take Γ0,Γ1 to be subsets of some fixed universe
Ω to avoid set theoretic difficulties. Then we have the following theorem
which follows immediately from the contractibility of Outer Space [3] and
the lemma which follows.
Theorem 1.1. The classifying space of the category of graphs of rank n
is homotopy equivalent to the classifying space of the outer automorphism
group of the free group Fn on n letters:
BGr(n) ≃ BOut(Fn).
Proof. Let G˜r(n) be the category of pairs (Γ, φ) where Γ is a graph of rank
n and φ is a homotopy class of homotopy equivalences |Γ| ≃ ∨rS1. Then we
claim that BG˜r(n) is contractible. To see this, choose one object from each
isomorphism class in G˜r(n). The resulting full subcategory is a deformation
retract of G˜r(n). Since there is at most one morphism between any two
objects by the lemma below, this category is a poset and its nondegenerate
realization is simplicially isomorphic to the spine of Outer Space and is thus
contractible. (See [3], [11], [1].)
The outer automorphism group Out(Fn) is the group of homotopy classes
of self-homotopy equivalences of ∨rS1. It clearly acts freely on G˜r(n) and
the quotient is Gr(n). 
Lemma 1.2. No two distinct morphisms f, g : Γ → Γ′ in Gr(n) can be
homotopic.
Proof. If f, g are distinct then there must be at least one half-edge e in Γ′
with distinct inverse images e1, e2 under f, g. Furthermore, e1 6= e2. Choose
an oriented cycle which is disjoint from e1, e1 but contains e2 or e2 in an
essential way. Then the image of this oriented cycle under f is disjoint
OUTER AUTOMORPHISMS AND THE JACOBIAN 5
from e, e and its image under g contains e or e in an essential way. This is
impossible. 
Let Gr0(n) be the full subcategory of Gr(n) consisting of graphs without
separating edges, i.e., edges which when deleted would separate the graph
into two components.
Lemma 1.3. The inclusion Gr0(n) → Gr(n) is a left adjoint functor and
therefore BGr0(n) is a deformation retract of BGr(n).
Proof. The right adjoint is given by collapsing all separating edges. 
Recall that the classifying space of a category is the geometric realization
of its simplicial nerve:
BGr(n) = |NGr(n)| =
∐
∆k × (Γ0 → · · · → Γk)/ ∼
where (Γ0 → · · · → Γk) is considered to be one point (in NkGr(n)). The
tautological fibration over BGr(n) is given by
EGr(n) =
∐
|Γ0| ×∆k × (Γ0 → · · · → Γk)/ ∼
To make fibers vary continuously we vary the lengths of the edges linearly.
In other words over t = (t0, · · · , tk) ∈ ∆k, the length λ(E) of an edge
E = {e, e} in Γ0 × t is given by
λ(E) =
∑
tiλi(E)
where λi(E) (= 0, 1) is the length of the image of E in Γi.
Note that the length function λ has the property that
(1) 0 ≤ λ(E) ≤ 1
(2) λ(E) varies linearly with t ∈ ∆k
(3) λ(E) = 1 for at least one edge in any cycle.
We use the notation |Γ|λ for the resulting metric space which we call a
metric graph. The distance function on |Γ|λ is the length of the shortest
path between two points. Each edge E is isometrically equivalent to the
interval of length λ(E). We also take the length of a half-edge e to be half
the length of the whole edge E = {e, e}.
Proposition 1.4. The action of π1(BGr(n)) = Out(Fn) on the fiber of the
canonical fibration is the usual homotopy action of Out(Fn) on a wedge of
n circles.
Proof. This follows from the proof of Theorem 1.1. 
The theorem that we will prove is the following.
Theorem 1.5. The tautological bundle over BGr0(n) has an n-dimensional
compact C1 thickening, i.e., there is a fiber bundle over BGr0(n) whose fibers
are compact C1 n-manifolds W with structure group C1Diff(W ) which con-
tains a copy of the the tautological bundle EGr0(n) as a fiberwise deformation
retract.
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This shows that the cohomological obstruction to smoothing as given
in Theorem 0.3 is trivial and therefore gives a shorter and more conceptual
proof of the following theorem proved by the first author in [8] using “framed
graphs.”
Corollary 1.6. The canonical mapping Out(Fn) → GL(n,Z) is trivial in
rational cohomology (above degree 0) in the stable range, i.e., Out(Fn) →
GL(∞,Z) is zero on reduced rational homology and cohomology. 
2. The classical Abel-Jacobi map
In what follows we will construct a discrete analog of the Abel-Jacobi map
which applies to graphs. We first review the classical Abel-Jacobi map.
Suppose that X is a connected smooth manifold. If V is any real vector
space and ω is a closed V -valued 1-form on X then ω gives an element
[ω] ∈ H1(X;V ) ∼= Hom(H1(X;R), V )
Thus, in the case V = H1(X;R) there is a canonical choice (module exact
forms) for this 1-form so that its cohomology class represents the identity
mapping on V . Call this ω0.
Integration of the 1-form ω0 along 1-cycles gives a homomorphism∫
ω0 : H1(X;Z)→ V = H1(X;R)
which, by construction of ω0 must be the inclusion map induced by the
inclusion map of coefficients Z →֒ R. The cokernel of this mapping is the
Jacobian of X
Jac(X) := H1(X : R/Z).
If we choose a point x0 ∈ X then the Abel-Jacobi map
αx0 : X → Jac(X)
is given on each x ∈ X by integrating the 1-form ω0 along any path from x0
to x. (This gives an element of V which is well defined modulo the image
of H1(X;Z). Thus the image in Jac(X) = V/H1(X;Z) is well defined.)
Without the choice of x0 ∈ X we can view α as being defined only up to
translation.
Let X˜ be the covering space of X with fiber H1(X;Z) and let x˜0 ∈ X˜
be a lifting of x0. Then the map αx0 is covered by an H1(X;Z)-equivariant
mapping of covering spaces
α˜x˜0 : X˜ → V = H1(X : R)
which is given on each x ∈ X˜ by integrating the pull-back ω˜0 of ω0 to X˜
along any path from x˜0 to x in X˜.
In what follows we imitate this construction with X replaced by a graph
Γ. This is a variation of a construction which appears in [5].
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3. The cocycle space Ω1(Γ, V )
To construct the Abel-Jacobi map for a graph Γ we use “balanced” 1-
cocycles instead of 1-forms. Since Γ has no 2-cells, all 1-cochains are cocy-
cles. We use the same notation for a graph Γ, its geometric realization and
the variable length version of the geometric realization discussed in section
1.
Definition 3.1. A balanced 1-cocycle on a graph Γ with coefficients in a
real vector space V is defined to be any function
ω : Γ1 → V
where Γ1 is the set of half-edges of Γ so that
(1) (cocycle) ω(e) = −ω(e)
(2) (balanced)
∑
τei=v
ω(ei) = 0 (For every vertex v, the sum of ω(ei)
over all half-edges incident to v is zero.)
The vector space of all V -valued balance 1-cocycles on Γ will be denoted
Ω1(Γ;V ).
Using the first condition, the second condition can also be written∑
σei=v
ω(ei) = 0.
This is the condition which would hold when a 1-form on a smooth manifold
is restricted to a tautly embedded graph.
It follows easily from the definition that
Ω1(Γ, V ) ∼= H1(Γ, V ) ∼= Hom(H1(Γ), V ) ∼= V r.
We need an explicit description of this isomorphism.
Choose any maximal tree T in Γ and let e1, · · · , er be a choice of one
half-edge from each of the n edges of Γ not in T .
Proposition 3.2. Restriction gives an isomorphism
Ω1(Γ, V )
≈−→ V r
ω 7→ (ω(e1), · · · , ω(er))
Furthermore,
(1) For each e ∈ Γ1, ω(e) is a linear combination of the ω(ei).
(2) If the ω(ei) are linearly independent then the coefficient of ω(ei) in
ω(e) is 0, 1 or −1 for each i.
(3) For each fixed i, the half-edges e for which 1 is the coefficient of ω(ei)
in ω(e) form an oriented cycle (ei together with the unique path in
T from τei to σei). 
We will say that ω ∈ Ω1(Γ, V ) is nonsingular if {ω(e) | e ∈ Γ1} spans an n
dimensional subspace of V . By the proposition above, this is equivalent to
saying that ω(e1), · · · , ω(er) are linearly independent for any choice of the
maximal tree T . Furthermore, we have the following easy corollary.
8 K. IGUSA, J. KLEIN, AND E.B. WILLIAMS
Corollary 3.3. Suppose that ω ∈ Ω1(Γ, V ) is nonsingular. Then ω(e) = 0
iff {e, e} is a separating edge. 
We need to deform the standard isomorphism Ω1(Γ, V ) ∼= Hom(H1(Γ), V )
using a metric on Γ.
Definition 3.4. By a length function on Γ we mean a function
λ : Γ1 → [0, 1/2]
so that
(1) λ(e) = λ(e)
(2) λ(e) = 1/2 for at least one half-edge in each cycle. (So, the length
of the whole edge E = {e, e} is 1.)
We say that λ is nondegenerate if λ(e) 6= 0 for all e ∈ Γ1.
Given any morphism Γ→ Γ′, any length function on Γ′ induces a length
function on Γ by letting the length of any half-edge in Γ be equal to the
length of its image in Γ′. Conversely, any length function on Γ is induced
from a unique nondegerate length function on Γ′ where Γ′ is obtained from
Γ by collapsing all edges of length zero.
Given a length function λ on Γ let
λ∗ : Ω
1(Γ, V )→ Hom(H1(Γ), V )
be the function given by
λ∗(ω)
(∑
niei
)
= 2
∑
niλ(ei)ω(ei).
This is a smooth (C∞) function of (ω, λ) which is analogous to integration
of the 1-form ω on the 1-cycles of Γ. As in the classical case, we use this to
make a canonical choice for ω.
Lemma 3.5. This function is natural in the sense that the following diagram
commutes for any morphism φ : Γ → Γ′ and compatible length functions
λ, λ′.
Ω1(Γ, V )
λ∗−−−−→ Hom(H1(Γ), V )
φ∗
x∼= ∼=xφ∗
Ω1(Γ′, V )
λ′∗−−−−→ Hom(H1(Γ′), V )
where φ∗ are the obvious isomorphisms induced by φ. 
Proposition 3.6. λ∗ : Ω1(Γ, V ) → Hom(H1(Γ), V ) is a natural isomor-
phism.
Proof. Since the domain and range of λ∗ are vector space with the same
finite dimension, it suffices to show that λ∗ is a monomorphism. By the
lemma we may assume that λ is nondegenerate.
Suppose that ω ∈ Ω1(Γ;V ) lies in the kernel of λ∗. We choose a base
point v0 ∈ Γ0. Then let
f : Γ0 → V
OUTER AUTOMORPHISMS AND THE JACOBIAN 9
be the mapping given by f(v0) = 0 and
f(τe) = f(σe) + 2λ(e)ω(e).
This defines f(v) for every v ∈ Γ0 by induction on the distance from v to
the base point v0. The function f is well-defined since λ∗(ω) = 0. Since λ(e)
is never zero, f = 0 iff ω = 0.
Suppose f 6= 0. Then there is a vertex v ∈ Γ0 so that f(v) 6= 0. Choose
v so that ‖f(v)‖ is maximal and, among these, choose v closest to the base
point v0. Let ei be the half-edges with source v which are not part of loops.
Then
∑
ω(ei) = 0. When ω(ei) = 0 we get f(τei) = f(v). Since τei is
closer to v0 than v, this implies that we cannot have ω(ei) = 0 for all i.
If ω(ei) 6= 0 for some i then i can be chosen so that ω(ei) · f(v) ≥ 0 since∑
ω(ei) · f(v) = 0. Since λ(ei) > 0 we have
‖f(τei)‖ =
√
‖f(v)‖2 + 4λ(ei)2‖ω(ei)‖2 + 4λ(ei)ω(ei) · f(v) > ‖f(v)‖
which is a contradiction. Thus f = 0 which implies that ω = 0 as claimed.

Let V = H1(Γ,R). Since λ∗ is an isomorphism there is a canonical element
ω(Γ, λ) ∈ Ω1(Γ, V ) corresponding to the inclusion map H1(Γ)→ V :
ω(Γ, λ) := λ−1∗ (inc) ∈ Ω1(Γ,H1(Γ,R)).
Since the inclusion map is nonsingular so is ω(Γ, λ). Therefore, by the
inverse function theorem and Corollary 3.3 we get the following.
Corollary 3.7. ω(Γ, λ) is a smooth function of λ. Furthermore, ω(Γ, λ)(e) >
0 for all half-edges e ∈ Γ1 (including those with λ(e) = 0). 
4. Abel-Jacobi immersion
We consider pairs (Γ, λ) where Γ ∈ Gr0(n) has no separating edges and λ
is a length function on Γ. For each such pair we will construct an immersion
of |Γ|λ into its Jacobian Jac(Γ) := H1(Γ,R/Z). This map, which is only
well-defined up to translation, is the graph analog of the Abel-Jacobi map.
4.1. On the universal abelian cover. Choose a base point v0 ∈ Γ0. Then
the universal abelian cover Γ˜ is an infinite covering graph of Γ where the
inverse image of v ∈ Γ0 is the set of all homology paths x =
∑
ei from v0 to
v. By this we mean that x is a 1-chain with boundary v − v0.
With respect to the base point v0 the canonical 1-cocycle ω(Γ, λ) gives a
mapping α˜ of the vertex set Γ˜0 of Γ˜ to V = H1(Γ, R) by
α˜(x) = 2
∑
λ(ei)ω(Γ, λ)(ei)
if x =
∑
ei. This sum represents the “integral” of ω(Γ, λ) along the ho-
mology path x. Since H1(Γ,R) is a vector space over R and α˜(σe) = α˜(τe)
whenever λ(e) = 0, we get the following.
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Proposition 4.1. By extend linearly over the edges we get a mapping
α˜ : |Γ˜|λ → H1(Γ,R)
which varies smoothly with respect to λ in the sense that, for every v ∈ Γ˜0,
α˜(v) varies smoothly with λ. 
For the purpose of thickening this map the following property is impor-
tant.
Proposition 4.2. If e ∈ Γ˜1 and λ(e) 6= 0 then α˜(e) := 12(α˜(τe) − α˜(σe))
is nonzero and depends only on the image of e in Γ1. Furthermore, there
exists a scalar product on H1(Γ,R) so that〈
α˜(e), α˜(e′)
〉 ≤ 0
for any two distinct half-edges e, e′ with either the same source or with σe, σe′
connected by a path disjoint from e, e′ all of whose components have less than
maximal length.
Remark 4.3. This proposition implies that, α˜ is locally an embedding. So
we call it an immersion.
Proof. First of all, Γ˜ has no loops since, otherwise, the projection π : Γ˜→ Γ
would be nonzero on H1. Next, by definition of α˜ we have
α˜(e) = λ(e)ω(Γ, λ)(πe) > 0
since ω(Γ, λ) is nonsingular, λ(e) 6= 0 and Γ has no separating edges.
For the scalar product we apply Proposition 3.2 to ω = ω(Γ, λ). Choose
a maximal tree T in Γ which contains all edges of less than maximal length.
Let e1, · · · , er be choices for unpaired half-edges not in T . Then ω(ei) are
linearly independent in V = H1(Γ,R). So, we can choose the metric on V
which makes these vectors orthonormal.
For each i, the half-edges e ∈ Γ1 for which the ω(ei) coordinate of ω(e) is
positive form an oriented cycle with exactly one half-edge ei not in T . This
implies that the half-edges e, e′ under consideration cannot both belong to
this cycle. So the scalar product 〈ω(e), ω(e′)〉 is a sum of nonpositive terms.
So, 〈
α˜(e), α˜(e′)
〉
= λ(e)λ(e′)
〈
ω(e), ω(e′)
〉 ≤ 0.

4.2. On |Γ|. Note that x lies over v0 iff it is a cycle (x ∈ H1(Γ)). In that
case
α˜(x) = λ∗(ω(Γ, λ))(x) = inc(x) = x.
Since α˜ is additive, i.e., α˜(x + y) = α˜(x) + α˜(y) if x is a cycle and y is a
homology path from v0 to w, α˜ is H1(Γ)-equivariant. Therefore it induces
a map
α : |Γ|λ → Jac(Γ) = H1(Γ,R/Z)
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which varies smoothly with λ in the sense that the composition |Γ| → |Γ|λ →
Jac(Γ) varies smoothly with λ, but which is only well-defined up to trans-
lation. (If we change the base point to v1 then we need to add α˜(x) where x
is any homology path from v1 to v0.) We call α the Abel-Jacobi immersion
of |Γ|λ into its Jacobian.
5. Thickening
In this section we will show that the Abel-Jacobi immersion of |Γ| in its Ja-
cobian has a natural C1 thickening. This will form a compact n-dimensional
C1 manifold bundle fiber homotopy equivalent to the tautological graph bun-
dle. As explained in the introduction, the existence of this bundle proves
the main theorem.
5.1. The idea. To understand what we mean by “C1 thickening” suppose
for a moment that the Abel-Jacobi immersion is a well defined embedding
|Γ|λ →֒ Jac(Γ) which varies C1 continuously with respect to the length
function λ on Γ. We assume that λ varies linearly over a simplex ∆k. Thus
|Γ|λ → E(Γ)→ ∆k
is one simplex in the tautological bundle over BGr(n). Then we will con-
struct a family of functions
Φλ : Jac(Γ)→ [0, 1]
which is C1 on Jac(Γ)×∆k with Lipschitz derivative. I.e.,
‖DΦλ(x)−DΦλ(y)‖ ≤ K‖x− y‖
for some constant K, with the additional property that
(1) Φλ(x) = 0 iff x ∈ |Γ|λ
(2) DΦλ(x) 6= 0 if Φλ(x) 6= 0, 1
Under these conditions the set
E(W ) = Φ−1[0, 1/4] = {(x, λ) ∈ Jac(Γ)×∆k |Φλ(x) ≤ 1/4}
will be a compact C1 manifold bundle over ∆k containing E(Γ) as a fiberwise
deformation retract. (The implicit function theorem tells us that each fiber
Wλ is a C
1 manifold and that E(W ) is C1 diffeomorphic to Wλ ×∆k. The
Lipschitz condition allows us to integrate the gradient of Φλ to deform E(W )
fiberwise into a smaller neighborhood of E(Γ) which collapsed to E(Γ).)
In general, the Abel-Jacobi immersion is neither well defined nor it is
an embedding. In fact it is only well-defined up to translation. However,
this second point is not a problem as long as our thickening construction is
translation invariant.
The Abel-Jacobi immersion is also not an embedding, or at least we could
not prove that is it always an embedding. But the existence of a good metric,
as given by Proposition 4.2 above, implies that we can break up Γ into a
union of trees which embed in Euclidean space.
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t
ψ′(t)
1
1
1
2
√
2
2
3
2
Figure 1. Graph of ψ′(t)
To obtain this decomposition of Γ into trees, we choose a lower bound
for the lengths of the long edges. This lower bound will be continuously
variable over the space of graphs but it will never go to zero. By rescaling
we may assume this bound is equal to 4. Cutting all edges with length ≥ 4,
the graph Γ falls apart into a union of trees each of which is embedded (in
a well-defined way up to translation) in the universal cover H1(Γ;R) of the
Jacobian. We double the lengths of the external edges (the ones incident to
the leaves) of these trees to make them equal to the original long edges of
Γ.
Therefore, it suffices to show that every metric tree embedded in Eu-
clidean space with “long” external edges (at least 4 units long) and satisfying
the angle condition of Proposition 4.2 has a canonical C1 manifold thicken-
ing which is standard near the leaves. By standard near the leaves we mean
the thickening W is equal to the set of all points within a fixed distance,
say 1/2, of the graph within 5/2 of the leaves. In particular, this thickening
forms a solid cylinder of radius 1/2 along the middle of each external edge.
Therefore, these manifold thickenings agree near the points at with we cut
apart the original graph Γ and we can paste them together to form a C1
manifold thickening of the entire matric graph |Γ|λ. The thickenings of these
trees is given by a simple formula.
5.2. The formula. First we need a smooth function ψ : [0,∞) → [0, 1]
with the following properties:
(1) ψ(t) = t2 for t ≤ 1/2
(2) ψ′(t) > 0 for 0 < t < 3/2
(3) ψ(t) = 1 for t ≥ 3/2
(4) 0 ≤ ψ′′(t) ≤ 2 (⇒ ψ(t) ≤ t2 ≤ 12) for t ≤
√
2/2.
(5) ψ′′(t) ≤ 0 for t ≥ √2/2.
To see that such a function exists, please examine the graph of φ′(t) indicated
in Figure 1. The only purpose of the last two conditions is to insure that
the following condition holds.
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Lemma 5.1. The logarithmic derivative of ψ is strictly monotonically de-
creasing for 0 < t < 3/2. In other words,
ψ′(s)
ψ(s)
>
ψ′(t)
ψ(t)
whenever 0 < s < t < 3/2.
Proof. The derivative of ψ′(t)/ψ(t) is negative for 0 < t < 3/2. 
Definition 5.2. Suppose that T is a tree which is linearly embedded in Rn
(or any other normed vector space over R). Let ΦT : R
n → R be given by
the following formula.
ΦT (x) =
∏
Ei
ψ(‖x− yi‖)∏
vj
ψ(‖x − vj‖)val(vj )−1
where the numerator is the product over all edges Ei of ψ(‖x − yi‖) where
yi ∈ Ei is the point closest to x and the denominator is the product over
all vertices vj of the indicated factor where val(vj) is the valence of vj. We
define ΦT (x) to be zero when the above expression is undefined, i.e., when
x is a vertex.
The formula for ΦT (x) can be rewritten in a more useful way as follows.
let E0 be any edge of T . For every other edge Ei let vi be the endpoint of
Ei closest to E0 with distance measured along the tree T . Then
ΦT (x) = ψ(‖x− y0‖)
∏ ψ(‖x− yi‖)
ψ(‖x− vi‖) .
We call this the edge formula for ΦT (x) with respect to the edge E0. This
formula is easier to work with. For example, we see immediately that
ΦT (x) ≤ ψ(‖x − y0‖) ≤ 1
since each fraction in the edge formula is ≤ 1.
Lemma 5.3. (1) 0 ≤ ΦT (x) ≤ 1 for all x ∈ Rn.
(2) ΦT (x) = 0 iff x ∈ T .
(3) ΦT (x) = 1 iff x is at least 3/2 from T .
Proof. Let y0 be the point in T which is closest to x and let E0 be one of the
edges containing y0. If ‖x − y0‖ ≥ 3/2 then every factor in ΦT (x) is equal
to 1 making ΦT (x) = 1. If ‖x− y0‖ < 3/2 then
ΦT (x) ≤ ψ(‖x − y0‖) < 1
by the edge formula.
If x ∈ T then x = y0 and ΦT (x) = 0. Conversely, if x /∈ T then ΦT (x) > 0
since all terms in the formula are positive. 
Another point which is clear is the C1 continuity of ΦT with respect to T ,
at least away from the vertices of T . Suppose we have a smooth ∆k family
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of trees T (t), t ∈ ∆k. This is given by a fixed tree T0 and family of linear
collapsing maps
ft : T0 → T (t)
(Recall from section 1 that this means ft sends vertices to vertices so that
the inverse image of every vertex is a tree and the inverse image of every
open edge is an open edge.) We assume that none of the external edges of
T0 collapse. When we say ft is smooth we mean that for each vertex v of
T0, ft(v) ∈ Rn varies smoothly with t ∈ ∆k. When a ∆k family of graphs is
cut up into trees as explained earlier, we get this kind of ∆k family of trees.
The embedding into Rn is a lifting to H1(Γ;R) ∼= Rn of the restriction to T
of the Abel-Jacobi immersion on |Γ|.
Proposition 5.4. Let T (t) be a smooth ∆k family of linearly embedded trees
in Rn. Then ΦT (t)(x) is a C
1 function on the set of all (x, t) ∈ Rn ×∆k so
that x is not a vertex of T (t).
Proof. Let E0 be an external edge of T0 or any other edge which does not
collapse in any T (t). For every (x, t) ∈ Rn ×∆k and every edge Ei of T0 let
yi(t) be the point in ft(Ei) closest to x. Let v(t) = ft(v) for every vertex v
of T0. Then we have the following variation of the edge formula for ΦT (t)(x).
ΦT (t)(x) = ψ(‖x− y0(t)‖)
∏ ψ(‖x− yi(t)‖)
ψ(‖x− vi(t)‖) .
This formula, which is obviously C1 with respect to (x, t) when the denomi-
nators are nonzero (since each term is C1), agrees with the previous formula
since the fractions corresponding to collapsed edges Ei, which do not appear
in the usual formula, are equal to 1. The Proposition follows. 
The following lemma shows that the function ΦT depends only on the
image of T in Rn.
Lemma 5.5. Suppose that v0 is a point in the interior of an edge E0 of T .
Let T ′ be the tree obtained from T by dividing the edge E0 into two edges
E1, E2 connected at the vertex E1 ∩ E2 = v0 which has valence 2. Then
ΦT ′ = ΦT .
Proof. The factor ψ(‖x− y0‖) in ΦT (x) is replaced by the factor
ψ(‖x− y1‖)ψ(‖x − y2‖)
ψ(‖x− v0‖)
in ΦT ′(x). However, y0 must be equal to either y1 or y2 and the other one
is equal to v0. So, these these factors agree and ΦT ′(x) = ΦT (x). 
5.3. Properties of ΦT for T fixed. We will assume that T ⊆ Rn is a
linearly embedded tree which is taut in the following sense.
(1) At each vertex, some positive linear combination of the unit vectors
given by the edges pointing away from the vertex adds up to zero.
(2) T has no bivalent vertices.
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v0
θi
ri
ρ
•x
yi
Ei
Figure 2. ΦT (x) near the vertex v0
(3) Any two segments of an embedded path in Γ have nonnegative dot
product. (I.e., the angle between them is at most π/2.)
Lemma 5.6. If T ⊆ Rn is taut, then ΦT : Rn → R is C1 with Lipschitz
derivative.
Proof. The numerator and denominator of ΦT are C
1 and piecewise C2.
Consequently, ΦT is C
1 with Lipschitz derivative away from the vertices
of T . So it suffices to show that ΦT is C
1 with Lipschitz derivative in a
neighborhood of each critical point.
Choose a vertex v0 of T with k incident edges E1, · · · , Ek. Then, for x in
a small neighborhood of v0, the product of the factors of Φ(x) coming from
v0 and these k edges is
Φ0(x) = ‖x− v0‖2
k∏
i=1
‖x− yi‖2
‖x− v0‖2 = ρ
2
k∏
i=1
r2i
ρ2
= ρ2
k∏
i=1
cos2 θi
where yi is the point on Ei closest to x, ri = ‖x−yi‖ and θi = cos−1(ri/ρ) ≤
π/2. (See Figure 2.) Although θi is undefined at x = v0 the factors cos
2 θi
are bounded by 1. So, Φ0(x)→ 0 as x→ v0 and ∇Φ0(v0) = 0.
Since ∇ρ2 = 2X and
∇ (cos2 θi) = 2
ρ2
Zi − 2 cos
2 θi
ρ2
X
where X = x− v0 and Zj = x− yj we see that
∇Φ0 = ∇
(
ρ2
k∏
i=1
cos2 θi
)
(x) = (2− 2k)X
∏
cos2 θi + 2
k∑
j=1
Zj
∏
cos2 θi
cos2 θj
.
Since ‖∇Φ0(x)‖ ≤ (4k − 2)‖X‖ we conclude that Φ0 and thus Φ is C1 with
Lipschitz derivative at v0. The terms in the expression for ∇Φ0 are all C1
except for Zj which is piecewise differentiable with ‖∇Zj‖ = 1. Thus, in
a deleted neighborhood of v0, ∇Φ0 is piecewise differentiable. Expanding
D2Φ0 we get
‖D2Φ0(x)‖ ≤ 16k2 − 12k − 2.
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
Here is the key lemma.
Lemma 5.7. If T is taut then ∇ΦT (x) 6= 0 whenever ΦT (x) 6= 0, 1.
Proof. Suppose that 0 < Φ(x) < 1. I.e., x /∈ T and the distance from x to T
is less than 3/2. We will first find an appropriate edge to be E0 in the edge
formula for ΦT (X). Then the directional derivative of ΦT in the direction
parallel to E0 will be nonzero except in one case which we treat separately.
As before, for each edge Ei of T let yi ∈ Ei be the point closest to x. If
E1 is the edge closest to x (so that 0 < ‖x−y1‖ < 3/2) let u be an endpoint
of E1 not equal to y1. Let T0(x, u) be the smallest subtree of T containing
all edges Ei so that
(1) yi is not equal to the endpoint of Ei closest to u with distance being
measured along the tree T and
(2) ‖x− yi‖ < 3/2.
Then E1 lies in T0(x, u) by construction. Renumber the edges so that E0
is one of the external edges of T0(x, u). Let v be the endpoint of E0 closest
to u and let w be the other endpoint of E0. Then y0 6= v and E0 is also an
external edge of the tree T0(x, v). So, w is a leaf of T0(x, v).
Take the edge formula for ΦT (x) with respect to this choice of E0:
ΦT (x) = ψ(‖x− y0‖)
∏ ψ(‖x− yi‖)
ψ(‖x− vi‖) .
Take the logarithmic derivative of ΦT (x) in the direction of u = (w−v)/‖w−
v‖:
(1)
DuΦT (x)
ΦT (x)
=
ψ′(‖x− y0‖)
ψ(‖x− y0‖)
〈u, x− y0〉
‖x− y0‖
+
∑(ψ′(‖x− yi‖)
ψ(‖x− yi‖)
〈u, x− yi〉
‖x− yi‖ −
ψ′(‖x− vi‖)
ψ(‖x− vi‖)
〈u, x− vi〉
‖x− vi‖
)
When we take the derivative of ‖x − yi‖ we may assume that each yi is
stationary since it can only move in a direction perpendicular to x− yi.
It is easy to see that the y0 term is nonnegative. The summand corre-
sponding to any edge Ei on the w side of E0 must be zero since either yi = vi
or yi and vi are at least 3/2 from x forcing ψ
′(‖x− yi‖) = ψ′(‖x− vi‖) = 0.
For those summands on the v side of E0 we have:
〈u, x− yi〉 ≥ 〈u, x− vi〉 ≥ 〈u, x− v〉 > 0
by the angle condition on T and
0 < ‖x− yi‖ ≤ ‖x− vi‖
by choice of yi. Therefore,
〈u, x− yi〉
‖x− yi‖ ≥
〈u, x− vi〉
‖x− vi‖
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with equality holding iff yi = vi.
Since ψ′/ψ is strictly monotonically decreasing when ψ 6= 0, 1 we conclude
that the ith summand of (1) is nonnegative and equal to zero only when
either yi = vi or distance from x to both yi and vi is at least 3/2. Therefore,
DuΦT (x) > 0 except in the special case when this condition holds for every
i ≥ 1. However, in this special case we have:
∇ΦT (x) = ∇ψ(‖x− y0‖) 6= 0.
So, ∇ΦT (x) 6= 0 in all cases. 
This lemma together with Proposition 5.4 are designed to prove the fol-
lowing.
Proposition 5.8. For T ⊆ Rn taut, W (T ) = Φ−1T [0, 14 ] is a C1 compact n-
manifold thickening of T which varies C1 continuously with T in a smooth
∆k family. 
5.4. Proof of Theorem 1.5. The proof of Theorem 1.5 proceeds as out-
lined at the beginning of this section: We want to find a C1 manifold thick-
ening for the tautological graph bundle over the nondegenerate classifying
space of the category Gr0(n). This “bundle” is actually only a fibration
which is assembled from fibrations over ∆k with fiber |Γ|λ over t ∈ ∆k where
λ is a length function on Γ which is linear in the barycentric coordinates of
t ∈ ∆k. We take the canonical Abel-Jacobi immersion
|Γ|λ → Jac(Γ)
We break up each graph along the centers of all edges of length 1 making
them into a union of trees. The Abel-Jacobi immersion on each tree is lifted
up to the universal covering
J˜ac(Γ) ∼= H1(Γ;R) ∼= Rn
and use a smooth family of good metrics as given by Proposition 4.2.
Take the family of C1 thickenings of these trees as given in Proposition
5.8 above. Pasting together the trees we get a ∆k family of C1 thickenings
W (|Γ|λ) of the metric graphs |Γ|λ. These thickenings are compatible with
face operators since they are canonically constructed. So, they produce a
thickening of the entire bundle.
Finally, we note that the thickening W (|Γ|λ) is immersed in the Jacobian.
But this immersion is only well defined up to translation. So, it does not
produce a fiberwise immersion of the thickened bundle
W → E(W )→ BGr0(n)
into the Jacobian bundle
Jac(Γ)→ E(J)→ BGr0(n).
However, if we took the category of pointed graphs, whose classifying space
is BAut(Fn) we would get such a fiberwise immersion since we would have
a base point in each graph which can be sent to 0 in the Jacobian
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6. Higher Reidemeister torsion
We explain the Dwyer-Weiss-Williams definition of smooth torsion and
apply it to the outer automorphism group. It is generally believed that this
definition agrees with the one given in [8]. We need a homotopy version of
the cohomological obstruction to smoothing.
Theorem 6.1. [4] Let E → B be a C1 bundle with compact C1 manifold
fiber F and let
Hi(F ) : B → KZ = Z×BGL(∞,Z)+
be given by sending t ∈ B to n×Hi(Ft) where n is the rank of Hi(F ). (Since
Z has finite global dimension this is well-defined.) Then the mapping
(2)
∑
(−1)i[Hi(F )] : B → KZ
(defined up to homotopy) factors through Q(S0).
Remark 6.2. This follows from the A-theory version (also proved in [4])
which is easier to state: The mapping B → A(∗) sending each t ∈ B to the
retractive space Ft ∪ ∗ must factor through Q(S0).
Dwyer, Weiss and Williams prove this for regular topological bundles
(where the vertical tangent bundle has structure group Homeo(Dn)). They
point out that this is equivalent to the same statement with regular replaced
with C∞. Since C∞ implies C1 which implies regular, the C1 statement is
also equivalent.
Remark 6.3. It is also proved in [4] that each smooth structure on the
same topological bundle determines a well-defined lifting of the mapping
B → A(∗). Therefore, there is a comparison map for any two such structures
from the base B to the homotopy fiber of the map Q(S0)→ A(∗).
In the special case when the fundamental group of B acts trivially on
the homology of the fiber, the mapping (2) is trivial for another reason.
Therefore, we obtain a mapping
B → C(Q(S0)→ KZ)
from B to the mapping of Q(S0)→ KZ which is rationally homotopy equiv-
alent to the loop space ofKZ which in turn is rationally homotopy equivalent
to BO. Thus the Borel regulator classes
b2k ∈ H4k(ΩKZ;R)
pull back to smooth torsion classes
τDWW2k (E) ∈ H4k(B;R).
One example is the Torelli group
Tg := ker(Mg → GL(2g,Z).
Since the tautological bundle for this group is smooth:
Σg → E → BTg
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The higher smooth torsion is defined:
τDWW2k (Tg) ∈ H4k(Tg;R)
These classes are believed to be proportional to the Miller-Morita-Mumford
classes κ2k which are also called tautological classes. (See [8] for a proof of
this in the case of higher Franz-Reidemeister torsion.)
The graph thickening theorem allows us to do the same for
IOut(Fn) := ker(Out(Fn)→ GL(n,Z).
We obtain invariants
τDWW2k (IOut(Fn)) ∈ H4k(IOut(Fn);R)
These classes are probably also the same as the ones defined in [8].
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