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Despite the success in describing a range of quantum many-body states using tensor networks,
there is a no-go theorem that rules out strictly local tensor networks as topologically nontrivial
groundstates of gapped parent Hamiltonians with short-range (including exponentially decaying)
couplings. In this work, we show that for free fermions, strictly local tensor networks may describe
nonzero temperature averages with respect to gapped Hamiltonians with exponentially decaying
couplings. Parent Hamiltonians in this sense may be constructed for any dimensionality and without
any obstructions due to their topology. Conversely, we also show that thermal averages with respect
to gapped, strictly short-range free-fermion Hamiltonians can be calculated by tensor networks
whose links decay exponentially with distance. We also describe a truncation-reconstruction scheme
for such tensor networks that leads to a controlled approximation of exact averages in terms of a
sequence of related thermal averages. We illustrate our scheme on the two-dimensional Haldane
honeycomb model considering both topological and nontopological phases.
I. INTRODUCTION
It is highly nontrivial to obtain the eigenstates in gen-
eral quantum many-body problems, even for the ground
state. Among the possible approaches, tensor networks
[1–3] have established themselves as promising general-
izations of matrix-product-state methods [4–6] to sys-
tems beyond one spatial dimension. Conceptual and
methodological aspects of tensor networks are rapidly de-
veloping, with scope including not only condensed matter
systems, but also fields such as quantum chemistry [7],
holographic dualities[8], etc. The efficiency and versatil-
ity of tensor networks is due to their capability of encod-
ing correlations and entanglement in quantum states such
that they effectively capture the relevant Hilbert space
based on the area law of entanglement entropy[9]. Thus
tensor networks can be viewed as a natural language for
quantum problems where area laws are relevant [10].
Tensor networks are parameterized by tensors on dis-
crete sites, and links between them describing the con-
traction of indices of tensors at the link ends. For a tensor
network description to be efficient, the degrees of freedom
(DOF) in the tensor variables should not grow exponen-
tially with system size. This, in particular, rules out ten-
sor networks with long-range link structure, since each
additional link to a tensor implies an additional tensor
index. For gapped systems, the area law, as well as the
exponential decay of correlations [11, 12] suggest some
local structure for ground states. One may thus won-
der whether a description is possible using local tensor
networks, where links between sites are unimportant, or
even absent, beyond a certain finite range.
Such local tensor networks, may however be at odds
with topologically nontrivial states, as these display char-
acteristic features largely independent of local details.
Indeed, even though a range of time-reversal symmet-
ric topological states (e.g. string-net condensates [13])
are known to admit local tensor network representations,
obstacles exist [14, 15] in the local tensor network de-
scription of chiral topological states (e.g. quantum Hall
states or chiral p-wave superconductors), and more gen-
erally for any topologically nontrivial free-fermion state
beyond one dimension [16]. Recent no-go theorems [14–
16] in fact show that local tensor networks for such topo-
logical states can only be the ground states of parent
Hamiltonians [14, 17, 18] that are either gapless or have
power-law-decaying couplings. (Useful, albeit nonlocal,
tensor networks for such states with gapped short-range
parent Hamiltonians [19–22], as well as numerical stud-
ies using strictly local tensor networks that account for
spurious long-range correlations [23], do however exist.)
An alternative approach to the tensor network descrip-
tion of topological phases was suggested in Ref. 24. In-
stead of constructing ground states, it was shown that
there exist simple local tensor network representations of
groundstate expectation values for a range of topological
states, including chiral and strongly correlated cases.
The tensor networks of Ref. 24 are “exponentially lo-
cal”: the importance of their links decays exponentially
with distance. This is distinct from the “strictly local”
tensor networks in the no-go theorems [14–16] mentioned
earlier; there links are entirely absent beyond a certain
finite distance. Such strictly local tensor networks also
naturally arise in applying the approach of Ref. 24 in
practice, since keeping tensor sizes from scaling expo-
nentially with system size requires truncation.
Motivated by these observations, in this work we ask
where the tensor networks for expectation values [24] lead
us if we insist that the networks therein be strictly local.
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2Focusing on free fermions as in Refs. [14–16], we consider
two complementary perspectives:
(i) In the spirit of the no-go theorems [14–16], we take a
tensor network as the starting point, and ask about the
parent Hamiltonian. We show that a parent Hamilto-
nian may indeed be defined; with respect to this the ten-
sor network describes nonzero temperature averages. Re-
markably, the parent Hamiltonians may be both gapped
and have exponentially short-range couplings with no ob-
structions imposed by their topology.
(ii) Conversely, in the spirit of Ref. 24, we take a
gapped strictly short-range Hamiltonian Hˆ as a start-
ing point. We show that, under a suitable truncation-
reconstruction procedure, an exact exponentially local
tensor network for groundstate averages is approximated
by a strictly local network for nonzero temperature aver-
ages with respect to a parent Hamiltonian. This pro-
cess is expected to be exponentially controlled: the
elimination of exponentially small couplings should only
have small quantitative effects. Reducing the degree of
truncation (i.e., increasing the range of permitted net-
work links) corresponds to reducing the fictitious tem-
perature and approaching Hˆ with the parent Hamilto-
nian. Throughout this process, the parent Hamiltonian
remains gapped; for gapped systems, this truncation-
reconstruction procedure thus preserves topological fea-
tures and connects smoothly to the ground state without
significantly affecting physical properties. The same con-
siderations also apply for nonzero temperature averages
with respect to Hˆ.
Our results are based on a generalization of the ap-
proach of Ref. 24 to describe the expectation values not
just in the ground state but at general nonzero temper-
atures. We therefore start the presentation, in Sec. II,
by explaining the basis of constructing tensor networks
for thermal averages with respect to gapped free fermion
systems. In Sec. III, we show how suitable mappings
between Hamiltonians and such tensor networks relate
strictly local to exponentially local objects, including
strictly local tensor networks to gapped, exponentially
short-range, parent Hamiltonians for thermal averages
[(i) above]. In Sec. IV, we discuss how parent Hamil-
tonians for thermal averages can be reconstructed af-
ter truncating an exponentially local tensor network [(ii)
above]. We numerically illustrate this in Sec. V taking
the two-dimensional (2D) Haldane model [25] as an ex-
ample. We close in Sec. VI with a summary and dis-
cussion. The Appendices contain further details on the
Grassmann expression underlying our tensor network av-
erages (App. A), topological aspects of thermal states
(App. B), and the outline of the proof of the theorem
invoked in Sec. III establishing the strictly local to expo-
nentially local correspondence (App. D).
II. GRASSMANN TENSOR NETWORKS AND
FREE FERMION THERMAL AVERAGES
We consider a free fermion system with quadratic
Hamiltonian Hˆ =
∑
i,j aˆ
†
iHij aˆj , where aˆ
(†)
i are fermionic
annihilation (creation) operators on a set of n lattice sites
labelled by i = 1, . . . n. We denote the eigenstates of
the single-particle Hamiltonian matrix H (with compo-
nents Hij in the basis of lattice sites) by |ψk〉 and the
corresponding energies (measured from the chemical po-
tential) by k. The many-body ground state |Ψ〉 is the
Slater determinant of all occupied (k ≤ 0) eigenstates.
We will be considering insulators: particle number con-
serving gapped systems such that k 6= 0 for all system
sizes, i.e., the chemical potential lies within the gap of
the system. (Our considerations can be also straight-
forwardly extended to gapped superconductors.) It will
be useful to introduce the single-particle spectral projec-
tor P =
∑
k<0
|ψk〉〈ψk| onto the single-particle states
occupied in the ground state. The matrix representa-
tion of this projector in the lattice basis describes two
point groundstate correlations of the lattice operators,
Pij = 〈Ψ|aˆ†j aˆi|Ψ〉. It will also be useful to introduce the
so-called flat band Hamiltonian h = 1− 2P = sgn H [12],
a matrix obtained from the single-particle Hamiltonian H
by flattening its spectrum to −1 (+1) for occupied (un-
occupied) states, but keeping intact its gapped nature
and eigenvectors, and hence its topological features. The
tensor networks of Ref. [24] for groundstate expectation
values are based on h.
For nonzero temperatures β−1, the system can
be described by the normalized density matrix
ρˆ = 1Z e
−βHˆ = 1Z e
−∑k βkaˆ†kaˆk with partition function
Z =
∏
k(1 + e
−βk) and annihilation (creation) operators
aˆ
(†)
k of eigenstates |ψk〉. Using the same Grassmann in-
tegral approach [26] as in Ref. 24, we next show that
the expressions for nonzero temperature thermal expec-
tation values have the same structure, and thus relation
to Grassmann tensor networks [27], as those in Ref. 24
for groundstate averages.
The thermal average 〈Xˆ(aˆ, aˆ†)〉 = Tr[Xˆ(aˆ, aˆ†)ρˆ] of an
operator Xˆ(aˆ, aˆ†) can be conveniently expressed as an
integral over a set of Grassmann variables. Following
Bravyi [26] and Ref. 24, the Grassmann mapping substi-
tutes
θj√
2
for aˆj ,
θ¯j√
2
for aˆ†j , and
θ¯jθj+1
2 for aˆ
†
j aˆj , where θj
and θ¯j are Grassmann variables. (We assume that oper-
ators on the same site appear in the order aˆ†j aˆj , without
loss of generality.) This maps Xˆ(aˆ, aˆ†) to some function
X˜(θ, θ¯). As shown in Appendix A,
〈Xˆ(aˆ, aˆ†)〉 = N
ˆ
(
n∏
j=1
dθjdθ¯j)X˜(θ, θ¯)e
−θ¯>hT θ, (1)
3where
N−1 =
ˆ
(
n∏
j=1
dθjdθ¯j)e
−θ¯>hT θ = det(−hT ) (2)
is an X independent normalization factor and
hT = coth
(
β
2
H
)
. (3)
Importantly, Eqs. (1) and (2) are almost identical to the
Grassmann integrals that form the starting point of the
analysis in Ref. 24; the only difference is the appear-
ance of hT instead of h. [In the zero temperature limit,
β → ∞, k 6= 0 and coth(±∞) = ±1 ensures hT → h.]
It is based on these expressions that Ref. 24 develops a
Grassmann tensor network [27] description and the same
approach thus applies to the nonzero temperature case
that we consider here. The key step involves [24] the
Grassmann Leibniz rule [28] to change the integral over
Grassmann variables on sites to variables on links, with
a nonzero matrix element (hT )jl corresponding to there
being a link between sites j and l. For our considerations
below, the transformation into a link-variable structure
is not necessary, and thus it will be Eq. (1) that will form
the basis of our subsequent analysis. We will, however,
use that it is hT that determines the link structure of the
tensor network we could convert to, and thus we shall
henceforth refer to hT as the link matrix. (For complete-
ness, in Appendix C we briefly summarize the explicit re-
lation between our expressions and the Grassmann tensor
network contractions of Ref. 27.)
III. STRICTLY LOCAL TENSOR NETWORKS
AND THEIR PARENT HAMILTONIANS
Having identified hT as the key object encoding the
tensor network connectivity properties, we can now turn
to discussing how the locality properties of correspond-
ing Hamiltonian – tensor network pairs are related. The
basis of this relation is the following theorem on “strictly
short-range” matrices, i.e., matrices M with indices i, j
labeling the sites of a finite lattice, and for which there is
a range R∗ > 0 much smaller than the linear size of the
lattice such that Mij = 0 if Rij > R
∗, where Rij denotes
the distance between sites i and j:
Theorem 1 Let M be a Hermitian strictly short-range
matrix with range R∗ and eigenvalues within D=D−∪D+
where D−=[−η2,−η1], D+ =[η1, η2] with 0 < η1 < η2.
Let f be such that on D− (D+) it is the restriction of a
function f1 (f2) analytic in a neighborhood of D− (D+)
in the complex plane. Then, there exist C > 0 and χ > 1
such that
|f(M)ij | ≤ Cχ−Rij/R∗ . (4)
This result is based on the work of Benzi et al. [29], who
proved a variant of it [for f1 (f2) analytic on the left
(right) half of the complex plane] building on approxi-
mation theorems of Chui and Hasson [30] and Bernstein
[31]. Our formulation of the theorem differs from that
of Ref. 29 only in qualifying the domain of analyticity of
f1,2 and is thus proven following nearly the same steps.
We outline the proof in Appendix D.
The utility of the Theorem 1 for our purposes lies in
taking M as the strictly short-range object that we wish
to relate to its counterpart. Taking M = H, the gapped
strictly short-range single-particle Hamiltonian, the ex-
ponentially local nature of the tensor network for ground-
state averages [24] follows if we take f(x) = sgn(x), that
is f(H) = h, the flat band Hamiltonian, which, as we
noted in Sec. II, is the groundstate link matrix. (The ex-
ponential decay of h was also noted in Ref. 12 in a form
of an approximation theorem; see also Ref. 32.)
If we again take M = H but now we use
f(x) = coth(βx/2), that is f(H) = hT , we find that the
thermal averages remain described by exponentially local
tensor networks even for nonzero temperatures.
A particularly interesting implication of Theorem 1
arises when one applies it in reverse: take a tensor net-
work defined via its link matrix g. Requiring the spec-
trum of g to lie within the range of coth ensures that
〈Xˆ(aˆ, aˆ†)〉 = N
ˆ
(
n∏
j=1
dθjdθ¯j)X˜(θ, θ¯)e
−θ¯>gθ, (5)
with
N−1 =
ˆ
(
n∏
j=1
dθjdθ¯j)e
−θ¯>gθ = det(−g), (6)
corresponds to the thermal average with respect to a par-
ent Hamiltonian Hpar defined by
βparHpar = 2 arccoth(g). (7)
We note that this procedure defines Hpar, and thus also
the temperature β−1par, only up to an overall energy scale.
However, this already determines the decay properties of
the couplings and the presence or absence of a spectral
gap in Hpar, which are the features we are interested in.
Suppose now that g defines a strictly local tensor net-
work, and that the spectrum of g is contained within
the union of finite intervals [−gmax,−gmin]∪ [gmin, gmax],
1 < gmin, gmax < ∞ such that the number of eigenval-
ues contained in each of the intervals increases linearly
with the number of sites n. (That is, viewed as a single-
particle Hamiltonian, g is a strictly short-range finite
bandwidth insulator with spectrum in the analytic do-
main of arccoth.) Then, by Theorem 1 and Eq. (7),
Hpar will be an insulator with exponentially decaying cou-
plings. Furthermore, the eigenvectors of g and Hpar are
the same; in particular the eigenvectors of g correspond-
ing to eigenvalues Gj of a given sign are eigenvectors
of Hpar with eigenvalues of the same sign. Therefore, if
the Gj < 0 eigenvectors of g have topological features,
4including being those of a chiral topological state with
nonzero Chern number, then Hpar will define a ground
state, and thermal density matrix, with the same topo-
logical features. (The density matrix topology follows
from the same eigenvectors [33, 34], as we review in Ap-
pendix B.) We thus find that thermal expectation values
of gapped parent Hamiltonians with exponentially decay-
ing couplings can be represented by strictly local tensor
networks, without any restrictions imposed by topology.
It is useful to compare this finding to the no-go the-
orems of Refs. 15 and 16: these rule out the existence
of gapped parent Hamiltonians with short-range (includ-
ing exponentially decaying) couplings for a large class
of strictly local tensor networks encoding topologically
nontrivial ground states. Our construction, in contrast,
works with different settings: firstly we consider expec-
tation values instead of a direct representation of states.
Secondly, at least for topologically nontrivial insulators
Hpar, the strictly local tensor networks in our approach
always correspond to thermal averages at strictly pos-
itive temperature. This is not a mere artefact of using
Eq. (7) to define Hpar: for any Hpar, zero temperature av-
erages correspond to g = sgn Hpar, which cannot be both
topologically nontrivial and strictly short-range [16, 35].
IV. TRUNCATION AND RECONSTRUCTION
Starting from an exponentially local tensor network, a
strictly local tensor network naturally arises if one wishes
to perform a numerical computation: In a practical cal-
culation, to have a numerically tractable number of DOF,
one has to truncate some of the longer links, be the ten-
sor network constructed from the flat band Hamiltonian
h in the zero temperature case [24], or from hT at nonzero
temperatures. We shall refer to the resulting truncated
link matrix as ht. If the goal is simply to obtain a con-
trolled approximation for the purposes of numerical re-
sults, one may obtain ht by directly discarding links be-
yond a certain cutoff length; the error will be controlled
exponentially due to the exponentially local nature of
the exact network. However, more care should be taken
if one wants to associate a valid free-fermion state to the
network after truncation, because merely truncating h
or hT may place some of the eigenvalues η
t
k of h
t in the
interval (−1, 1), thus placing the spectrum of ht outside
the domain of arccoth [cf. Eq. (7)] thereby precluding the
correspondence to a parent Hamiltonian, and thus parent
density matrix ρˆ = Z−1 exp
[
−β∑i,j aˆ†i (Hpar)ij aˆj].
Whether |ηtk| < 1 arise depends both on the degree
of truncation and on the temperature. For a thermal
system at high temperature (small β) the eigenvalues
ηk = coth(βk/2) of hT are far from [−1, 1] if the k spec-
trum is bounded. One then expects |ηtk| > 1 to continue
to hold under any moderate truncation. However for the
zero temperature system, represented by the flat-band
Hamiltonian h with eigenvalues ±1, getting |ηtk| < 1 for
at least some eigenvalues is inevitable however small the
truncation is.
To address the cases where |ηtk| < 1, we modify the
truncated link matrix ht into a “reconstructed” link ma-
trix ht,r by a shift and rescaling
ht,r = α(ht − γ1) . (8)
Here α and γ are chosen to ensure that the eigenval-
ues of this truncated and reconstructed link matrix,
ηt,rk = α(η
t
k−γ), satisfy |ηt,rk | ≥ 1 (see below). As ht,r has
a spectrum in the domain of arccoth, it now corresponds
to an effective parent Hamiltonian βt,rHt,r with eigenval-
ues βt,rt,rk = 2 arccothη
t,r
k . After this reconstruction we
obtain the approximate Grassmann formula
〈Xˆ〉 ≈
´
(
∏n
j=1 dθjdθ¯j)X˜(θ, θ¯)e
−θ¯>ht,rθ
´
(
∏n
j=1 dθjdθ¯j)e
−θ¯>ht,rθ , (9)
which replaces hT by h
t,r in Eqs. (1) and (2).
To specify α and γ, we impose two constraints, one
each on ηt,r+ and η
t,r
− , the minimum positive and the max-
imum negative eigenvalue of ht,r, respectively. These, via
arccoth, correspond to the largest (in magnitude) posi-
tive and negative eigenenergies, t,r+ and 
t,r
− , respectively,
of Ht,r. To set ηt,r± , we choose β
t,rt,r± = β±, that is,
ηt,r± = coth
(
β±
2
)
, (10)
where + and − are maximum and minimum eigenen-
ergies of H, respectively, and β is the physical inverse
temperature. For zero temperature, as β± → ±∞, the
constraints become ηt,r± = ±1. We note that the cor-
responding infinite thermal eigenvalues βt,rt,r± only indi-
cate the corresponding states of the approximate nonzero
temperature problem always being occupied or empty,
but not a divergent approximation for the total energy
〈Hˆ〉, which should be calculated via Eq. (9).
We also note that instead of Eq. (10), one could also
place the ηt,rk spectrum into the domain of arccoth via
a requirement on min(|ηt,r− |, |ηt,r+ |) only. As this is just
one constraint, the parameters α, γ may be chosen such
that an additional requirement is satisfied, e.g., that the
exact average particle number is maintained under the
truncation reconstruction procedure: 〈Nˆ〉=∑nk=1 1eβk+1
be equal to 〈Nˆ t,r〉=∑nk=1 1
e2arccothη
t,r
k +1
.
With the truncation-reconstruction procedure de-
scribed above, a remaining question is whether the parent
Hamiltonian Ht,r is gapped. The gap of Ht,r closes if the
spectrum of ht,r approaches ±∞. Provided the spectrum
of hT is bounded (as is the case for insulators), no gap
closing of Ht,r will occur as the changes due to truncation
(and thus the corresponding adjustments in reconstruc-
tion) are exponentially controlled. We expect the gap-
less case to arise only near topological phase transitions,
where the gap of the physical Hamiltonian H vanishes.
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FIG. 1. Left: The smallest and largest positive eigenvalues ηtk versus truncation length Lm (in units of nearest neighbor
distance) for Chern (C = 1, crosses) and trivial (C = 0, circles) insulating cases, and the transition between them (squares).
The negative eigenvalues follow by spectral symmetry. The parameters are t1 = 1, t2 = 1/3
√
3, M = 0.5, and N = 40. The
lines are guides for the eye. Right: The entropy St,r (per unit cell) as a function of Lm, with the same parameters.
V. NUMERICAL RESULTS FOR THE
HALDANE MODEL
We now turn to studying our truncation reconstruc-
tion procedure on a concrete model. The 2D Haldane
model on honeycomb lattice is a minimal, two-band, sys-
tem permitting nontrivial topological phases [25]. Its
Hamiltonian involves on-site energy offsets ±M for A
and B sublattices, nearest neighbour hoppings with uni-
form amplitude t1, and next-nearest neighbour hoppings
with coefficients t2e
±iφ where the positive (negative) sign
corresponds to the hoppings forming a closed triangle in
one hexagon with clockwise (counterclockwise) direction.
This model is known to yield Chern numbers C = ±1
when |M | < 3√3|t2 sinφ| (cf. insets in Fig. 1). We uti-
lize this model to demonstrate the truncation and recon-
struction approach described above for gapped systems,
including its applicability to topological phases. For com-
parison, we also show results for a gapless system arising
at a topological phase transition.
In what follows we focus on the approximation of
groundstate expectation values, i.e., the truncation start-
ing from h, where reconstruction is always necessary as
discussed before. For simplicity, we choose a lattice of
rhombus shape with periodic boundary conditions.
We can obtain the groundstate expectation value of
any operator using Eq. (1) with hT replaced by the flat-
band link matrix h. As h is only exponentially but not
strictly local, we wish to truncate it into htm with various
truncation lengths Lm by setting all entries hij = 0 if
Rij>Lm. (We choose Lm as the m-th nearest neighbor
distance.) Then we reconstruct to ht,rm , which is not only
gapped around (−1, 1) by construction, but, as expected
and verified numerically, also has finite bandwidth if H is
gapped, thus corresponding to a gapped Ht,r.
For the simplicity of reconstruction, we consider the
system at half filling; here H is particle-hole symmetric.
The truncation procedure is chosen such that the same
particle-hole symmetry holds for ht; this implies γ = 0.
At half filling, this two-band model has average particle
number Ntot for a system with Ntot = N ×N unit cells,
where N is the period along one edge of the rhombus;
the preservation of spectral symmetry during truncation
ensures that 〈Nˆ t,r〉 = Ntot is maintained. We find that
for gapped systems, the finite correlation length renders
the N dependence in our numerics negligible beyond a
certain system size; the results in Figs. 1 and 2 are for
N = 40 which is already in this N independent regime.
We consider a number of measures to assess the effects
of truncation. Since the spread and the location of the
ηtk spectrum determines the properties of the subsequent
reconstruction, in Fig. 1 (left panel) we show the smallest
and largest positive ηtk as a function of truncation length
Lm. (The behavior of the negative eigenvalues follows by
spectral symmetry.) The rate of ηtk deviating from ±1 as
Lm is reduced depends on how far the system is from the
topological phase transition. The closer to the transition,
the wider the ηtk spectrum becomes, as truncations result
in larger errors due to h becoming less local. Due to γ=0,
and spectral symmetry, the reconstruction amounts to
ηt,rk = αη
t
k with α = 1/η
t
+. The η
t,r
k spectrum is thus a
further factor of 1/ηt+ wider than that of η
t
k.
Next we turn to the entropy corresponding to βt,rHt,r,
which provides a useful single-number measure of how
thermal the state corresponding to βt,rHt,r is and thus
how far it is from the ground state of the physical Hamil-
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FIG. 2. Left: The absolute value of approximate two-point correlations P t,rij versus distance Rij (in units of nearest neighbor
distance) for various truncation lengths Lm as well as the exact result Pij , for the Chern insulator case of Fig. 1 (M = 0.5,
φ = pi/2, C = 1). Right: the absolute value of the corresponding errors, δP t,rij = Pij − P t,rij . The lines are guides for the eye.
tonian. We have
St,r =−
∑
k
[pt,rk ln p
t,r
k + (1−pt,rk ) ln(1−pt,rk )], (11)
where pt,rk = [exp(β
t,rt,rk ) + 1]
−1 and the summation is
over all eigenstates. The results for St,r (per unit cell)
are shown in Fig. 1 (right panel). Similarly to the spec-
trum plots, the truncation effect is smaller for cases deep
in the gapped (topological or nontopological) phases but
larger near a phase transition. It is noticeable that St,r
grows from 0 with decreasing Lm faster than the spectra
do in Fig. 1, because the entropy formula increases dra-
matically from zero with ηt,rk moving away from ±1. In
the extreme case at the topological phase transition, e.g.,
with M=0.5, φ=pi/6, St,r approaches the maximum for
such a two-site unit cell, i.e., 2 ln 2≈1.386.
Finally, to obtain a spatially resolved measure of the
effects of truncation, we turn to the one-body density
matrix 〈aˆ†i aˆj〉, focusing on the gapped case where our ap-
proach is expected to work. Before truncation, as we are
considering the ground state, 〈aˆ†i aˆj〉 = Pji=hji/2 (i 6=j).
Calculating the same after truncation and reconstruc-
tion using Eq. (9) leads to the approximate result
〈aˆ†i aˆj〉t,r≡P t,rji =[(ht,r)−1]ji/2 (i 6=j). Given that γ = 0
in the particular case we are studying, the change in the
off-diagonal correlations after reconstruction is a simple
scaling: P t,ri 6=j =α
−1[(ht)−1]i 6=j/2. In Fig. 2, we show the
approximate correlations P t,rij and the corresponding er-
rors, for the topologically nontrivial case of Fig. 1 with
M = 0.5, φ = pi/2, and Chern number C = 1. (The
topologically trivial insulator at φ = 0 has similar be-
havior.) For both P t,rij and the errors, the absolute val-
ues shown are isotropic, i.e., the spatial dependence is
only through Rij . As the Lm dependence of the errors
shown illustrates, the approximation converges uniformly
and exponentially upon increasing the truncation length;
the short-distance correlations are in the exponentially
converging regime already for moderate Lm. The accu-
rate recovery of the one-body density matrix confirms
that the Chern number C is preserved throughout the
truncation-reconstruction: owing to the exponential de-
cay of correlations, C is encoded already in a few, short-
range elements Pij [12, 32] (a conclusion that remains
true for thermal states as characterized in App. B and
references therein); this also allows the calculation of the
Chern number via local Chern markers [37, 38]. The
preservation of C is also as expected from the absence of
gap closing during our procedure.
VI. SUMMARY AND DISCUSSION
We have formulated the calculation of thermal expec-
tation values in free fermion systems in a form equivalent
to Grassmann tensor networks, thereby generalizing the
results of Ref. 24 to nonzero temperatures. The consid-
eration of nonzero temperature averages allowed us to
demonstrate how strictly local tensor networks can de-
scribe gapped, exponentially short-range parent Hamilto-
nians. Conversely, a tensor network for thermal averages
was shown to be exponentially local provided we work
with a gapped, strictly short-range Hamiltonian. Topol-
ogy presents no obstructions to these results; they only
require the corresponding spectrum to lie in the analytic
domain of the function mapping between the link matrix
and the parent Hamiltonian Eq. (7) or vice versa, Eq. (3).
The parent Hamiltonians here, however, are Hamiltoni-
ans with respect to which nonzero temperature expecta-
tion values are calculated using the tensor networks, thus
7are understood in a slightly different sense than parent
Hamiltonians in earlier works [14–16] where tensor net-
works encode the corresponding ground states.
We have also described a truncation and reconstruction
procedure applicable to the exact, exponentially local,
tensor networks above, be those for thermal or ground-
state averages. The strictly local tensor networks aris-
ing in this process approximate exact averages by aver-
ages with respect to a sequence of parent Hamiltonians at
fictitious nonzero temperatures; the corresponding ther-
mal states approach their exact form upon increasing the
truncation length. We have illustrated this procedure
by approximating groundstate averages for the 2D Hal-
dane honeycomb model and found that the truncation-
reconstruction works well both for nontopological and
topological gapped phases.
While we formulated our analysis in terms of ther-
mal states of Hamiltonians, our approach, at its core,
only uses the Gaussian nature of the state of interest
and therefore may be extended (by suitable choices for
f in Theorem 1) to include Gaussian states arising, e.g.,
from dissipative dynamics [33, 34]. In that context, a
trade-off analogous to that observed here, namely be-
tween strictly short-range dissipative dynamics, nontriv-
ial topology, and the purity of the achievable states, has
been pointed out recently [36]; the reason there is the
same as for tensor-networks (cf. Sec. III): the impossi-
bility for the flat band Hamiltonian h to be both strictly
short-range and topologically nontrivial [16, 35].
Our results represent the first step towards develop-
ing efficient approaches bridging tensor networks, mixed
Gaussian states, and topology. Key to our approach is
exploiting the advantages offered by focusing on expec-
tation values directly and bypassing representations for
states themselves. This initial study based on simple
free-fermion Hamiltonian leaves much to be investigated
in the future. One of the most interesting questions is to
what extent our approach can be generalized to capture
and approximate strongly correlated states.
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Appendix A: Thermal expectation values via
Grassmann integrals
In this Appendix we verify the Grassmann integral ex-
pression Eq. (1). The averages on both sides of Eq. (1)
can be calculated using Wick’s theorem. The substitu-
tion rules aˆj → θj√2 , aˆ
†
j → θ¯j√2 , and aˆ
†
j aˆj → θ¯jθj+12 from
the operator Xˆ(aˆ, aˆ†) to X˜(θ, θ¯) thus imply the following
correspondence between two-point averages:
〈aˆ†j aˆl〉 =
1
2
〈δjl + θ¯jθl〉. (A1)
Eq. (1) holds if calculating the left hand side of Eq. (A1)
with the thermal density matrix gives the same result as
calculating the right hand side via the Grassmann inte-
gral expression.
For the right hand side, the Grassmann integral yields
1
2
〈δjl + θ¯jθl〉 = 1
2
(δjl − (h−1T )lj) . (A2)
To evaluate the left hand side, we define
Clj = 〈aˆ†j aˆl〉 =
1
Z
Tr
(
aˆ†j aˆle
−βHˆ
)
. (A3)
In terms of the matrix U that diagonalizes the single-
particle Hamiltonian as H = U†EU with E = diag(k), we
have
C = U†DU, (A4)
with
Dkq = 〈aˆ†qaˆk〉 = δkq〈aˆ†kaˆk〉 (A5)
in terms of the annihilation (creation) operators aˆ
(†)
k of
single-particle eigenstates. Using
〈aˆ†kaˆk〉 =
1
exp(βk) + 1
=
1
2
[
1− tanh
(
βk
2
)]
, (A6)
we find
C =
1
2
[
I− U† tanh
(
βE
2
)
U
]
=
1
2
(
I− h−1T
)
, (A7)
or
〈aˆ†j aˆl〉 =
1
2
(
δjl − (h−1T )lj
)
(A8)
as required.
Appendix B: Topological characterization of free
fermion thermal states
In this Appendix, we briefly summarize how the topo-
logical features of free fermion thermal states may be
characterized, adopting the approach of Ref. 34 to the
particle number conserving case we consider here. The
topological characterization of Ref. 34 is in terms of the
correlation matrix Γpqij = (i/2)〈[cˆpi , cˆqj ]〉, where i, j =
1, . . . , n, p, q = 1, 2 with Majorana fermions cˆ1j = aˆj + aˆ
†
j ,
cˆ2j = (−i)(aˆj− aˆ†j). Collecting the p, q components of Γpqij
in a matrix,
Γij = i
〈(
cˆ1i
cˆ2i
)(
cˆ1j cˆ
2
j
)〉− iI2δij . (B1)
8For a particle number conserving system, one can re-
late the correlation matrix to the correlator 〈aˆ†j aˆl〉 using
W = 1√
2
(
1 1
−i i
)
as
− iW †ΓijW =
(
δij − 2〈aˆ†j aˆi〉
2〈aˆ†i aˆj〉 − δij
)
. (B2)
For a free-fermion thermal state at temperature β−1 and
with single-particle Hamiltonian H this takes the form
− iW †ΓW ==
 tanh(βH2 )
− tanh
(
βHT
2
)  . (B3)
Viewing Γ as a single-particle Hamiltonian, it is gapped
around zero energy if and only if H is an insulator.
For such gapped Γ, the topological properties (deter-
mined by invariants whose concrete form depends on
the presence or absence of time-reversal and sublattice
symmetries as well as the dimensionality of the sys-
tem) are set by the “ground state” (negative “energy”)
eigenvectors of Γ [34]. Recognising the right-hand side as
the Bogoliubov-de-Gennes Hamiltonian corresponding to
tanh(βH/2), we note that, up to a particle-hole redun-
dancy, these eigenvectors have the same topology as the
groundstate eigenvectors of tanh(βH/2). These, in turn,
are the same as those of H due to tanh(x) being a mono-
tonically increasing odd function of x. Thus, the topology
of the groundstate eigenvectors of H also determines that
of the thermal density matrix.
Appendix C: Relation to Grassmann tensor
networks
In this Appendix, we briefly review the relation be-
tween our expressions and contractions of the Grassmann
tensor networks introduced in Ref. 27. The structure of
such network contractions, specialized for the averages we
consider, is illustrated in Fig. 3: links ij between sites i
and j are associated with link tensors Gij ; sites are asso-
ciated with site tensors T
(Xj)
j (the superscript indicates
that the concrete form of these depends on the action Xj
of operator X on site j). The Grassmann variables θji ,
θ¯ji of the network are associated with the legs ji of sites
j (with ji denoting the end of link ij running into site
j). The link tensors Gij are Grassmann even expressions
of θij , θ¯ij , θji , θ¯ji ; the site tensors T
(Xj)
j are expressions
involving Grassmann differentials {dθJ , dθ¯J |J ∈ j} with
J ∈ j denoting leg J of site j. The Grassmann parity of
T
(Xj)
j equals the fermion parity of Xj .
The tensor network contractions are of the form
〈X(aˆ, aˆ†)〉 = N P0
ˆ ∏
j
T
(Xj)
j
∏
k<l
Gkl, (C1)
where P0 denotes a projection on the scalar part of the
resultant integral and where we separated a normaliza-
tion factor as in Eq. (1). As described in Ref. 27, such
FIG. 3. The structure of Grassmann tensor networks for ex-
pectation values [27]. Full circles denote the site tensors T
(Xi)
i
and T
(Xj)
j ; the empty circle denotes the link tensor Gij . The
Grassmann variables θJ = {θJ , θ¯J} of the link tensors (and
the corresponding differentials of the site tensors) reside on
the legs J of the sites.
contractions may be efficiently approximated using the
Grassmann tensor entanglement renormalization group;
for works applying this scheme to concrete problems see
e.g., Refs. 39, 40.
The conversion of the expression Eq. (1) or Eq. (5) is
achieved using a combination of the Grassmann Leibniz
rule [28] and inserting suitable scalar part projections;
this transforms the initial integral from one over Grass-
mann variables on the sites of the lattice into one over an
increased number of Grassmann variables on the legs, as
in Fig. 3. This leads to link tensors [in terms of Eq. (5),
for concreteness]
Gkl = exp[−θ¯klθlkgkl] exp[−θ¯lkθklglk]. (C2)
The site tensors where X does not act (Xj = 1) are
T
(1)
j =
∑
J∈j
dθJ
∑
J∈j
dθ¯J
− gjj . (C3)
For Xj = aˆj , Xj = aˆ
†
j , and Xj = aˆ
†
j aˆj we have
T
(aˆj)
j = −
1√
2
∑
J∈j
dθ¯J , T
(aˆ†j)
j =
1√
2
∑
J∈j
dθJ , (C4)
and
T
(aˆ†j aˆj)
j =
1
2
∑
J∈j
dθJ
∑
J∈j
dθ¯J
− (gjj − 1)
 ,
(C5)
respectively. We emphasize, however, that for our pur-
poses the conversion to the structure in Fig. 3 is not
required; we directly work with the integrals of the form
Eq. (5) and the resultant matrix expressions.
Appendix D: Proof of Theorem 1
In this Appendix we briefly outline the proof of The-
orem 1. This is based on the proof of Theorem 8.12 of
Benzi et al. [29] and its matrix generalizations discussed
in the same reference.
9A preliminary step is to show that a function f˜ that
takes real values on [η21 , η
2
2 ], and is analytic in a neigh-
bourhood of [η21 , η
2
2 ] in the complex plane, can be approx-
imated by polynomials to exponential accuracy. Based
on this, one can show that f in Theorem 1 can also be
approximated by polynomials to exponential accuracy.
Then, the matrix decay bound in Theorem 1 follows via
the spectral decomposition of M. Our proof only differs
from that of Benzi et al. [29] in the preliminary step, and
only in the choice of the ellipse Eχ below, which accom-
modates the slightly weaker analyticity requirements on
f˜ (and thus on f) compared to those in Ref. 29.
To make our formulation more precise, for integer
k ≥ 0, we define Ek(ϕ, I) as the error for the k-th best
approximation of a function ϕ on a finite set I of finite
intervals:
Ek(ϕ, I) = inf
{
max
x∈I
|ϕ(x)− p(x)| : p ∈ Pk
}
, (D1)
where Pk is the set of all polynomials with real coefficients
of degree no greater than k.
Consider now an ellipse Eχ with foci at η21 and η22 ,
and denote its semiaxes by a and b (a > b). With the
constraint a2−b2 = c2 where the fixed semifocal length
c=
η22−η21
2 , the ellipse is parametrised by χ=
a+b
c , which de-
termines a=
η22−η21
4 (χ+χ
−1) and b= η
2
2−η21
4 (χ−χ−1). The
infimum of χ is 1, when Eχ reduces to the segment [η21 , η22 ]
on the real axis. The supremum χ¯ is set by the analytic
properties of f˜ ; it corresponds to Eχ first touching a sin-
gularity of f˜ as it is gradually blown up with increasing
χ. By the coordinate transformation
x(u) =
η22−η21
2
u+
η21 +η
2
2
2
(D2)
we map u ∈ [−1, 1] to x ∈ [η21 , η22 ] and the ellipse E0χ
with vertices ±(χ+χ−1)/2 and ±i(χ−χ−1)/2 to Eχ.
For 1 < χ < χ¯, the function f˜ [x(u)] is analytic on E0χ and
takes real values on [−1, 1]. One can thus invoke Bern-
stein’s theorem [31] (see also Theorem 8.7 in Ref. 29):
Ek(f˜ [x(u)], [−1, 1]) ≤ 2M(χ)
χk(χ− 1) , (D3)
where M(χ) = maxz∈Eχ |f(z)|. Because x(u) is a linear
transformation, we also have
Ek(f˜(x), [η
2
1 , η
2
2 ]) ≤
2M(χ)
χk(χ− 1) . (D4)
Now taking χ such that ±√Eχ are in the interiors of
the neighborhoods in Theorem 1, the proof regarding the
polynomial approximation of f on D is identical to that
of Theorem 8.12 in Ref. 29: this uses suitable combina-
tions of f1(2) and
√· for f˜ to show that there exists K > 0
such that
Ek(f,D) ≤ Kχ−k/2. (D5)
The final step is to use Eq. (D5) to prove Theorem 1.
As the strictly short-range Hermitian matrix M has range
R∗, the matrix power Mk has range kR∗, and so does
the polynomial function pk(M) with pk(x) the k-th best
approximation of f(x) on D. Now consider a pair of
sites i 6= j, and take k to be the largest integer such that
(k + 1)R∗ ≥ Rij > kR∗. The matrix elements [pk(M)]ij
are zero. Therefore,
|f(M)ij | = |[f(M)−pk(M)]ij | ≤ ||f(M)−pk(M)||2, (D6)
where we use the matrix spectral norm,
||A||2 = max||x||=1
√
〈x|A†A|x〉 or, equivalently, the
maximum singular value of A. (The inequality
|Aij | ≤ ||A||2 follows, e.g., from the Cauchy-Schwartz
inequality applied to Aij = 〈ei|Aej〉 with basis vectors
|ei,j〉.) As M is Hermitian, we can diagonalise it using
a unitary matrix U, i.e., M = U†ΛU where Λ is a
diagonal matrix containing the eigenvalues λj . We also
have f(M) = U†f(Λ)U and pk(M) = U†pk(Λ)U. As
f(M) − pk(M) is also Hermitian, its singular values are
the absolute values of its eigenvalues, |f(λj) − pk(λj)|.
Furthermore,
||f(M)− pk(M)||2 = max
λj
|f(λj)− pk(λj)|
≤ max
x∈D
|f(x)− pk(x)| ≤ Kχ−k/2 ≤ Kχ−
Rij−R∗
2R∗ , (D7)
where the first inequality holds because λj ∈ D, and the
second because pk is the k-th best polynomial approxi-
mation. Defining K˜ = Kχ1/2 and χ˜ = χ1/2 we find
|f(M)ij | ≤ K˜χ˜−Rij/R∗ , (D8)
which, upon renaming variables, proves Theorem 1.
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