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a b s t r a c t
A b-colouring of a graph is a colouring of its vertices such that every colour class contains
a vertex that has a neighbour in all other classes. The b-chromatic number of a graph is the
largest integer k such that the graph has a b-colouring with k colours. We show here how
to compute in polynomial time the b-chromatic number of an outerplanar graph of girth at
least 8. This generalizes the seminal result of Irving and Manlove on trees.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
Let G be a simple graph. A proper colouring of G is an assignment of colours to the vertices of G such that no two adjacent
vertices have the same colour. The chromatic number of G is the minimum integer χ(G) such that G has a proper colouring
with χ(G) colours. If in a proper colouring of G there is a colour h such that for every vertex with colour h some other colour
is missing from its neighbourhood, then we can eliminate colour h and obtain a proper colouring with fewer colours. This
heuristic can be applied iteratively, but we cannot expect to reach the chromatic number of G, since the colouring problem is
NP-hard.Motivated by this recolouring process, Irving andManlove introduced the notion of ‘‘b-colouring’’ in [5]. Intuitively,
a b-colouring is a proper colouring that cannot be improved by the above heuristic, and the b-chromatic number measures
the worst possible such colouring. More formally, a vertex u is a b-vertex with respect to a given colouring of a graph G if u
has a neighbour coloured with each colour different from the colour of u. A b-colouring of G is a proper colouring of G such
that each colour class contains a b-vertex. The b-chromatic number of G, denoted by χb(G), is the largest integer k such that
G has a b-colouring with k colours. In a b-colouring with k colours, let vi be any b-vertex of colour i (for i ∈ {1, . . . , k}); we
say that the set {v1, . . . , vk} is a basis of the b-colouring. A b-colouring may have many bases.
Every proper colouring of G with χ(G) colours is a b-colouring of G, hence χ(G) ≤ χb(G). For an upper bound, observe
(as in [5]) that if G has a b-colouring with k colours, then G has at least k vertices with degree at least k− 1 (the vertices of
any basis of the b-colouring). Letting m(G) be the largest integer such that G has at least m(G) vertices with degree at least
m(G)− 1, we deduce that G cannot have a b-colouring with more thanm(G) colours, so
χb(G) ≤ m(G).
This upper bound was introduced by Irving and Manlove in [5]. They showed that the difference between χb(G) and m(G)
can be arbitrarily large for general graphs. They proved that χb(G) ∈ {m(G),m(G)− 1}when G is a tree, and they provide a
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polynomial time algorithm that computes χb(G) for every tree. In addition, the problem of computing χb(G) is NP-hard in
general graphs and even when restricted to bipartite graphs [5,6].
The fact that the difference between χb(G) andm(G) can be arbitrarily large for general graphs but is at most 1 for trees
made us wonder what graphs other than trees have this property. A natural way is to investigate ‘‘tree-like’’ graphs such as
cacti, block graphs, k-trees, etc. Earlier [2] we found a positive answer for cacti. Here we consider the more general family
of outerplanar graphs. A graph is outerplanar if it is embeddable in the plane with all vertices on a single face. The girth of a
graph G is the length of a shortest cycle in G. Our main result is the following:
Theorem 1.1. If G is an outerplanar graph with girth at least 8, then χb(G) ∈ {m(G),m(G) − 1}. Moreover, we can determine
the value of χb(G) (and a b-colouring with χb(G) colours) in polynomial time.
Here is an outline of the proof of Theorem 1.1. We define what we call a ‘‘good’’ set of vertices, and distinguish between
the outerplanar graphs that have a good set and those that do not. We show that we can decide in polynomial time whether
an outerplanar graph has a good set, and we can produce such a set if the graph has any. We then show that graphs that do
not have a good set cannot have a b-colouring withm(G) colours but do have a b-colouring withm(G)− 1 colours. Finally,
we prove that graphs that have a good set admit a b-colouring withm(G) colours. The proofs are given in Sections 4 and 5.
We emphasize that the proof in [2] for cacti is non-constructive and its complexity suggests that it might require a higher
effort to generalize Theorem1.1 for general outerplanar graphs. In Section 6we present a construction that shows thatχb(G)
can be arbitrarily smaller thanm(G) for series–parallel graphs, which is a superclass of outerplanar graphs. The construction
also works for block graphs and line graphs of trees. This means that Theorem 1.1 cannot be generalized to these classes of
graphs. We alsomention that, in our construction, whenwe try to increase the difference betweenm(G) and χb(G), it seems
that we always need to increase the size of a complete bipartite subgraph of G. This fact can also be observed in other known
constructions, for example for interval graphs in [4]. This observation suggests that a lower bound for m(G) − χb(G) may
depend on the size of a largest complete bipartite subgraph of G.
2. Definitions and notation
We use standard elementary terms in graph theory as defined in [1]. We write V (G) for the vertex set and E(G) for the
edge set of a graph G. We write dG(u) or simply d(u) for the degree of a vertex u in G, and we write N(u) for its set of
neighbours. For X ⊆ V (G), let N(X) = (x∈X N(x)) \ X , and let NX (u) = N(u) ∩ X . Let G[X] denote the subgraph of G
induced by X . A cut-vertex of a graph G is a vertex whose deletion increases the number of components. A block of G is a
maximal connected subgraph H such that H is a graph having no cut-vertex.
We write ⟨v1, . . . , vq⟩ to denote a path with vertices v1, . . . , vq in order, and we write [v1, . . . , vq] to denote the cycle
obtained from the path ⟨v1, . . . , vq⟩ by adding the edge vqv1. A chord of a path or cycle is an edge joining nonconsecutive
vertices along it; an induced path or induced cycle is such a subgraph having no chords. Chords vivj and vhvk of a cycle
[v1, . . . , vq] are crossing if i < h < j < k.
Let Kn denote the complete graph on n vertices, and let Kp,q denote the complete bipartite graphwith parts of size p and q.
A subdivision of G is a graph obtained from G by a sequence of edge subdivisions.
Outerplanar graphs were introduced by Chartrand and Harary [3], who gave the following characterization.
Theorem 2.1 ([3]). For any graph G, the following are equivalent:
– G is outerplanar;
– G does not have a subgraph that is a subdivision of K4 or of K2,3;
– G is planar and every block of G is either a vertex, an edge, or a cycle with no crossing chords.
One can produce the list C of induced cycles of an outerplanar graph G in polynomial time. The following lemma will be
of use in our colouring procedure. We give its easy proof for the sake of completeness.
Lemma 2.2. If x and y are non-adjacent vertices in an outerplanar graph, then at most one induced cycle contains them both. If
there is such a cycle, then its two (x, y)-paths are the only induced paths joining x and y.
Proof. The first statement is immediate from the observation that the induced cycles are the boundaries of bounded faces.
For the second statement, the union of three chordless paths joining two vertices contains a subdivision of K2,3, which does
not appear in an outerplanar graph. 
Lemma 2.3. Let x and y be two non-adjacent vertices in an outerplanar graph of girth at least 8, and suppose that there is a path
of length at most 4 joining them. Thus either such a path is unique, or there are exactly two such paths, they both have length 4,
and their union is an induced cycle.
Proof. If there are two such paths, then their union contains a cycle and has at most eight vertices. Since girth(G) ≥ 8, the
cycle has length 8, and both paths have length 4. By Lemma 2.2, there is no third such path. 
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3. Dense vertices and good sets
Recall thatm(G) is the largest integer k such that G has at least k vertices with degree at least k− 1. We say that a vertex
u in V (G) is dense if d(u) ≥ m(G)− 1, and we denote the set of dense vertices of G byM(G).
LetW be a subset ofM(G), and let u be any vertex in V (G) \W . For a vertex v inW , we say that u reaches v within W if
either u is adjacent to v or there is inW a common neighbourw of u and v with d(w) = m(G)− 1. If u reaches every vertex
of W , then we say that u reaches W (this is the same as the notion of ‘‘encirclement’’ in [5]). It must be noted that, given a
setW , one can easily test in polynomial time for the existence of a vertex u in V (G) \W that reachesW (we omit the details
of this fact). We say that a subsetW ofM(G)with |W | = m(G) is a good set if:
(a) no vertex in V (G) \W reachesW , and
(b) Every vertex x in V (G) \W with d(x) ≥ m(G) is adjacent to a vertexw inW with d(w) = m(G)− 1.
We recall the following lemma from [5].
Lemma 3.1 ([5]). Let G be any graph and W be a subset of M(G) with |W | = m(G). If there exists a vertex in V (G) \ W that
reaches W, then W cannot be the basis of any b-colouring of G with m(G) colours.
4. Graphs with no good set
In this section we prove one part of the main theorem, namely:
Theorem 4.1. Let G be an outerplanar graph with girth at least 8. If G has no good set, then χb(G) = m(G)− 1.
One can observe that the proofs presented in this section actually hold for any (not necessarily planar) graph with girth at
least 8.
Lemma 4.2. In a graph G, let W be a subset of M(G)with |W | = m(G). If a vertex x in V (G) \W with d(x) < m(G) reaches W,
then |NW (x)| ≥ 2 and |W \ N(x)| ≥ 1.
Proof. Since d(x) < m(G) = |M(G)|, there is a vertexw inW \N(x). Since x reachesW , there is a vertex v inNW (w)∩NW (x).
If v is the only neighbour of x in W , then all vertices of W \ v must be adjacent to v, a contradiction to the fact that
d(v) < m(G). 
As noted above, it is easy to check in polynomial time whether there exists a vertex x that reaches a given subsetW . On
the other hand, M(G) may in general contain exponentially many subsets of size m(G). In the following lemma, we show
that we can determine whether a good set exists by testing only a few subsets ofM(G).
Lemma 4.3. If G is a graph with girth at least 8, then the following two properties are equivalent:
• G does not have a good set,
• |M(G)| = m(G) and some vertex x in V (G) \M(G) reaches M(G).
Moreover, a good set of G (if any exists) can be found in polynomial time.
Proof. The proof is a polynomial time algorithm that finds a good set in Gwhenever the second property of the lemma does
not hold.
By the definition of m(G), there are at most m(G) vertices with degree at least m(G). Hence there is a subset of M(G) of
sizem(G) that contains all such vertices. LetW be any such subset. If no vertex in V (G) \W reachesW , thenW is clearly a
good set. Thus suppose otherwise and let u ∈ V (G) \W be some vertex that reachesW . If |M(G)| = m(G), then the second
property of the lemma holds and G has no good set. Hence, we may assume |M(G)| > m(G). Consider the sets N1 = NW (u)
and N2 = W \ N1. By Lemma 4.2, we have |N1| ≥ 2, |N2| ≥ 1, and every vertex of N2 has a neighbour in N1. Because
girth(G) ≥ 8, the sets N1 and N2 are stable sets and every vertex of N2 has exactly one neighbour in N1. Choose some v2 in
N2 and let v1 be the unique neighbour of v2 in N1. Since u reaches W , we know that d(v1) = m(G) − 1. Choose some w in
M(G) \ W and consider the subset W ′ = (W \ {v1}) ∪ {w}. If no vertex in V (G) \ W ′ reaches W ′, then W ′ is a good set.
Otherwise, let u′ be a vertex of V (G) \W ′ that reachesW ′. By Lemma 4.2, there exists v3 in N1 \ {v1}.
Suppose thatw ≠ u. Note that u does not reach v2 withinW ′, since any (u, v2)-path different from ⟨u, v1, v2⟩must have
length at least 6. Likewise, v1 does not reach v3 withinW ′ and so u′ ∉ {u, v1}. Since v1 is the only neighbour of v2 inW and
v1 ∉ W ′, it follows that either u′ is adjacent to v2 or w ∈ N(u′) ∩ N(v2). Also, since u′ must reach v3, there exists a path of
length at most 2 between u′ and v3. In each case, we obtain a cycle of length at most 7, a contradiction.
Therefore we must have w = u. It is easy to see that if N2 \ N(v1) ≠ ∅, then no vertex in V (G) \W ′ reachesW ′. Hence,
suppose thatW ′ ⊆ N(v1)∪ N(u)∪ {u}. In this case, letW ′′ = (W \ {v2})∪ {u}. Clearly, no vertex in V (G) \W ′′ reachesW ′′
and, since v2 ∈ N(v1) and d(v1) = m(G)− 1,W ′′ is a good set. 
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Fig. 1. Special cycles of type (2, 2, 4), (2, 3, 3) and (3, 3, 3).
Proof of Theorem 4.1. By Lemma 4.3, we know that |M(G)| = m(G) and there exists a vertex u in V (G)\M(G) that reaches
M(G). By Lemma3.1,Gdoes not have a b-colouringwithm(G) colours. Now let us show thatGhas a b-colouringwithm(G)−1
colours. Let p = m(G) − 1,W = M(G),N1 = N(u) ∩W and N2 = W \ N1. We know that N1 and N2 are stable sets, every
vertex of N2 has a unique neighbour in N1, and N2 ≠ ∅. Let v1, . . . , vp, w be the vertices ofM(G) and suppose, without loss
of generality, that v1 ∈ N2 andw ∈ N(v1)∩N1. By Lemma 4.2, we can choose some h in {1, . . . , p} such that vh ∈ W \N(w).
Assign colour i to vi for every i in {1, . . . , p}, colour 1 to u, and colour h to w. This partial colouring is proper and, for each i
in {1, . . . , p}, vertex vi does not have two coloured neighbours of the same colour. Let L = N(M(G))\ (M(G)∪{u}). Because
girth(G) ≥ 8, L is a stable set and each vertex of L has exactly one neighbour inM(G). Thus, for each i in {1, . . . , p}, we can
colour the uncoloured neighbours of vi in such away that all colours different from i appear inN(vi). Finally, the vertices that
are still uncoloured have degree less than p and so they can be greedily coloured in any order, which gives us a b-colouring
of Gwith basis {v1, . . . , vp}. 
5. Graphs with a good set
In this section we prove the second part of the main theorem, namely:
Theorem 5.1. Let G be an outerplanar graph with girth at least 8. If G has a good set, then χb(G) = m(G).
Let W = {v1, . . . , vm(G)} be a good set of G. Our aim is to construct a b-colouring of G with m(G) colours such that, for
each i in {1, . . . ,m(G)}, vertex vi is be a b-vertex of colour i. We start by assigning colour i to vi for each i in {1, . . . ,m(G)}.
We name this partial colouring c . We are going to extend c to the rest of the graph in several phases. Before explaining these
phases, we need to introduce some terminology and notation.
Let C be any induced cycle in G that contains vertices ofW . A sector of C is any subpath of C , of length at least 1, whose
extremities are inW and interior vertices are not inW . When C has q sectors, of length ℓ1, . . . , ℓq in consecutive order of the
sectors, we say that C is a cycle of type (ℓ1, . . . , ℓq). We say that an induced cycle is special whenever it is of the following
five types: (2, 3, 3), (3, 3, 3), (2, 2, 2, 2), (2, 2, 2, 3), (2, 2, 3, 3). In addition, we also say that a cycle C of type (2, 2, 4) is
special if the middle vertex of its sector of length 4 has a neighbour inW . See Figs. 1 and 2. Note that every special cycle is
an induced cycle in G.
Let S be the collection of special cycles of G. One can obtain S easily by examining every member of the collection C of
induced cycles of G.
We call link any path of length 2 or 3 whose extremities are inW and internal vertices are not inW . Every interior vertex
of a link is called a link vertex. Let L be the set of all link vertices. Note that every vertex in a special cycle is inW ∪ L. Let L0
be the set of vertices of L that belong to special cycles.
We colour the vertices of L in four phases. In Phase 1 we colour the vertices of L0. In Phase 2 we colour the vertices of
NL(w) for every vertex w in W that has at least two neighbours in L \ L0. In Phase 3 we colour the uncoloured vertices of
L \ L0 that have a neighbour in L. In Phase 4 we colour the remaining vertices of L. Finally we extend the partial colouring
to a b-colouring of Gwithm(G) colours. Throughout the colouring procedure we ensure that the partial colouring is proper
and that no colour is repeated in the neighbourhood ofw, for allw inW , except in Phase 4, where wemay repeat a colour in
the neighbourhood of one vertex w ofW if d(w) allows it. During Phases 1, 2 and 3, we ensure that the following property
holds.
(P) If a vertex x gets colour j during Phase 1, 2 or 3, then either:
P1 there exists a path ⟨x, x′, vj⟩ for some x′ in L, or
P2 there exists a path ⟨x, u, x′, vj⟩ or ⟨x, u, x′, x′′, vj⟩ for some u in W and x′, x′′ in L.
5.1. Phase 1
In this phase, we colour L0 by iteration on the special cycles. At the iteration of a special cycle C , some vertices of C
may have been coloured already, in which case their colours remain unchanged. The uncoloured vertices of C are coloured
according to the pattern shown in Figs. 1 and 2. On these figures, vertices of W are in the corners, and the other vertices
have their colour placed next to them. It is easy to check that every vertex coloured during Phase 1 satisfies Property (P).
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Fig. 2. Special cycles of type (2, 2, 2, 2), (2, 2, 2, 3) and (2, 2, 3, 3).
5.2. Phase 2
For everyw inW , let Lw = N(w) ∩ (L \ L0). In this phase, we colour the uncoloured vertices of Lw for eachw inW with
|Lw| ≥ 2. This is called the iteration of vertexw.
Let Lw = {x1, . . . , xq}, with q ≥ 2. For each vertex x in Lw , let D(w, x) be the set of colours j such that x lies on a link
⟨w, x, vj⟩ or ⟨w, x, x′, vj⟩ between w and vj. By the definition of L, this set is not empty. For each i in {1, . . . , q}, we choose
one colour ci inD(w, xi). Since girth(G) ≥ 8, we haveD(w, x)∩D(w, y) = ∅ for all x, y in Lw with x ≠ y; hence c1, . . . , cq are
pairwise distinct. Take any derangement (permutation with no fixed point) c ′1, . . . , c ′q of c1, . . . , cq. For every uncoloured
vertex xj in Lw , assign colour c ′j to xj. Clearly, every vertex that is coloured during Phase 2 satisfies property P2.
5.3. Phase 3
In this phase, we colour the uncoloured vertices of L \ L0 that have some neighbour in L. For every such vertex x, there
exists a path ⟨x, x′, vj⟩ for some x′ in L and vj inW . We assign colour j to x. Clearly, x satisfies property P1.
Lemma 5.2. After Phases 1, 2 and 3 are applied, the partial colouring is proper and does not repeat colours in the neighbourhood
of any vertex in W.
Proof. Suppose on the contrary that there are two vertices x and y with the same colour j such that either (i) x and y are
adjacent, or (ii) x and y are neighbours of some vertexw inW . We first claim that:
There is no special cycle that contains x, y and vj. (1)
Suppose otherwise and let C be a special cycle that contains x, y and vj. Since x is in a special cycle, it is coloured during
Phase 1 in the iteration of some special cycle containing vj. By Lemma 2.2 and since x and vj are non-adjacent, there is a
unique induced cycle containing them and this must be C . Likewise, C is the unique special cycle containing y and vj. Thus x
and y are both coloured during the iteration of C . By the definition of the colouring procedure of Phase 1 (Figs. 1 and 2), the
colouring of every special cycle is obviously proper; hence x and y are not adjacent. Thus we must be in case (ii). Again by
the definition of the colouring in Phase 1, w cannot be in C . But then C and the path ⟨x, w, y⟩ contradict Lemma 2.2; hence
(1) holds.
Since x and y satisfy Property (P), there exists a path Px equal to either ⟨x, x′, vj⟩ or ⟨x, u, x′, vj⟩ or ⟨x, u, x′, x′′, vj⟩, for some
u in W and x′, x′′ in L, and there exists a path Py equal to either ⟨ y, y′, vj⟩ or ⟨ y, v, y′, vj⟩ or ⟨ y, v, y′, y′′, vj⟩, for some v in
W and y′, y′′ in L. Since girth(G) ≥ 8, each of Px and Py is induced. Let ℓx and ℓy be respectively the length of Px and Py. We
distinguish between two cases.
Case 1: ℓx = 2. Thus Px = ⟨x, x′, vj⟩ for some x′ in L. This hypothesis implies that x is coloured in Phase 1 or 3. We know that
y is non-adjacent to vj and different from x and vj, so y ≠ x′. Hence there is a path Q equal to ⟨ y, x, x′, vj⟩ in case (i) and to
⟨ y, w, x, x′, vj⟩ in case (ii) (clearlyw ∉ {x, x′}). Since girth(G) ≥ 8,Q is an induced path.
Suppose that Q = Py. Thus we must have case (ii) and Py has length 4. It follows that y is not coloured during Phase 3.
By Lemma 2.2, if y is coloured during Phase 1 in the iteration of a special cycle C , then Py is a subpath of C , contradicting (1).
Thus y is coloured during Phase 2. By the definition of the colouring in Phase 2 and of Py, it follows that y is coloured in the
iteration ofw and that x is in Lw . But then x is also coloured during Phase 2, a contradiction. Therefore Q ≠ Py.
NowQ and Py are two different paths from y to vj, so their union contains a cycle C .We have |V (C)| ≤ |V (Q )∪V (Py)| ≤ 8,
soC must have length exactly 8,whichmeans thatQ and Py have length 4 andC = [y, w, x, x′, vj, y′′, y′, v]. ThusC is a special
cycle of type (2, 3, 3), which contradicts (1). This completes the proof in Case 1.
Case 2: ℓx ≥ 3 and, by symmetry, ℓy ≥ 3. In the subpath of Px between u and vj, let us call s the vertex adjacent to u and t the
vertex adjacent to vj (in other words, if ℓx = 3, then s = t = x′, and if ℓx = 4, then s = x′ and t = x′′). The hypothesis of
this case implies that each of x and y is not coloured during Phase 3.
We know that y is different from x and vj and not adjacent to vj, so y ≠ t . By Lemma 2.3, if y is adjacent to t , then
Py = ⟨y, t, vj⟩, which contradicts ℓy ≥ 3. Hence y is not adjacent to t , which implies y ≠ swhen ℓx = 4.
Suppose that y is adjacent to u. Hence there is a path P ′y = ⟨y, u, x′, vj⟩, when ℓx = 3, or P ′y = ⟨y, u, x′, x′′, vj⟩, when
ℓx = 4. By Lemma 2.3, we may assume that P ′y = Py, which restores the symmetry between x and y. If both x and y are
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coloured during Phase 2, then it must be in the iteration of u and with s ∈ Lu. But then the definition of the colouring in
Phase 2 implies that x and y receive different colours. Therefore we may assume, up to symmetry, that x is coloured during
Phase 1 in the iteration of a special cycle C , where vertices u, s, vj are in C and s is in L0. If y is also coloured during Phase 1,
in the iteration of a special cycle C ′, then u, s, vj are in C ′. Since u and vj are not adjacent, Lemma 2.2 implies that C = C ′;
hence u has three neighbours x, y, s in C , which is impossible. Thus y is coloured during Phase 2, in the iteration of u. But
this is also impossible because s is not in Lu.
Therefore y is not adjacent to u and, in case (ii), we have w ≠ u. Hence there is a path Q equal to ⟨ y, x, u, x′, vj⟩ or
⟨ y, x, u, x′, x′′, vj⟩ in case (i) and to ⟨ y, w, x, u, x′, vj⟩ or ⟨ y, w, x, u, x′, x′′, vj⟩ in case (ii). Since girth(G) ≥ 8,Q is an induced
path.
It follows directly from the nature of Q and Py that these two paths from y to vj are different; hence the subgraph induced
by their union contains a cycle. More precisely, let Z denote the set V (Px)∪ V (Py). We have y′ ∉ {x′, x′′} and x′ ∉ {y′, y′′}, for
otherwise Z (in case (i)) or Z ∪ {w} (in case (ii)) contains a cycle of length at most 7.
Now suppose that ℓx = 4, ℓy = 4 and x′′ = y′′. We must then be in case (ii), for otherwise Z induces a cycle of length at
most 7. Observe that (Z ∪ {w}) \ {vj} induces a cycle of type (2, 2, 4), and this cycle is a special cycle as the middle vertex of
its sector of length 4, vertex x′′, is adjacent to vj. Since x lies on this special cycle, it follows that x is coloured during Phase 1 in
the iteration of a special cycle Cx that contains x and vj. By Lemma 2.2, ⟨x, w, y, v, y′, y′′, vj⟩ is a subpath of Cx, contradicting
(1) as in this case Cx contains x, y and vj. Thus we are not in the case where ℓx = 4, ℓy = 4 and x′′ = y′′, and consequently
Px \ {vj} and Py \ {vj} have no common vertex. Now, either case (i) occurs and Z induces a special cycle of type (2, 3, 3) or
(3, 3, 3), or case (ii) occurs and Z ∪ {w} induces a special cycle of type (2, 2, 2, 2), (2, 2, 2, 3) or (2, 2, 3, 3). In either case,
the special cycle contains x, y and vj, which contradicts (1). 
5.4. Phase 4
Let R be the set of vertices of L that are uncoloured after Phase 3. We know that R ∩ L0 = ∅ and that no vertex of R has a
neighbour in L. Moreover, the following is valid:
P4a If ⟨x, w, y⟩ is a path with x ∈ R,w ∈ W and y ∈ L, then y ∈ L0,
for otherwise xwould be coloured during Phase 2.
We divide this phase into three subphases. In the first two subphases, we deal with vertices x in R such that there exists
a path ⟨x, w, y⟩withw inW and y in L0. For each vertex y in L0, we define the sets:
Wy = {w ∈ NW (y):NR(w) ≠ ∅}, and
Ry = {x ∈ R:NWy(x) ≠ ∅}.
We call span of y the value span(y) = |Wy|. For each vertex y in L0 we colour every x in Ry. We call this the iteration of y.
Vertices with span at least 2 are iterated in Subphase 4.1, and vertices with span equal to 1 are iterated in Subphase 4.2. In
Subphase 4.3, we colour the remaining vertices of R.
5.4.1. Subphase 4.1
Consider any vertex y in L0 with span(y) ≥ 2 and let q = span(y). LetWy = {vi1 , . . . , viq} and Ry = {x1, . . . , xq} where
xj is the neighbour of vij in R (recall that each vertex ofWy has only one neighbour in R, for otherwise its neighbours would
have been coloured during Phase 2). For each j in {1, . . . , q}, choose a colour cj in D(vij , xj). Because xj has no neighbour
in L, we know that vcj is adjacent to xj. Since girth(G) ≥ 8, we have D(vij , xj) ∩ D(vik , xk) = ∅ whenever j ≠ k, so the
colours c1, . . . , cq are pairwise distinct. Take any derangement c ′1, . . . , c ′q of c1, . . . , cq and, for each uncoloured vertex xj in
Ry, assign colour c ′j to xj. Vertices coloured in Phase 4.1 do not necessarily satisfy Property (P), but the following lemma will
be sufficient for our purpose.
Lemma 5.3. After Subphase 4.1 is applied, the partial colouring is proper and does not repeat colours in the neighbourhood of
any vertex in W.
Proof. First suppose that the partial colouring is not proper after the iteration of some vertex y in L0. With the notation
above, this must be because some vertex xk in Ry receives colour cj while xk is already adjacent to a vertex z of colour cj.
We have z ∉ L because xk has no neighbour in L; hence z = vcj . But then [y, vik , xk, vcj , xj, vij ] is a cycle of length 6, a
contradiction.
Now suppose that the partial colouring repeats a colour in the neighbourhood of some vertex w in W . This must be
because somevertex xk inRy∩N(w) receives a colour cjwhilew alreadyhas a neighbour z ≠ xk of colour cj (possiblyw = vik ).
Suppose that z = vcj . If w = vik , then [y, vik , vcj , xj, vij ] is a cycle of length 5, while if w ≠ vik , then [y, vik , xk, w, vcj , xj, vij ]
is a cycle of length 7, a contradiction. Thus z ≠ vcj and z ∈ L. By P4a applied to ⟨xk, w, z⟩ we have z ∈ L0, so z is
coloured during Phase 1. This means that some special cycle C contains z and vcj . By Lemma 2.2, if w = vik , then the path⟨vcj , xj, vij , y, vik , z⟩ is a subpath of C , a contradiction since xj ∉ L0. If w ≠ vik , then we also get a contradiction because of
the path ⟨vcj , xj, vij , y, vik , xk, w, z⟩. 
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5.4.2. Subphase 4.2
During this subphase, we may need to change the colour of vertices of L0. As we make these changes, we ensure that:
P4b If y ∈ L0, then c(y) can be changed only during the iteration of y in Subphase 4.2;
P4c If c(y) is changed to j, then there exists a path ⟨ y, w, x, vj⟩ for somew in W and x in R.
Consider any vertex y in L0 with span(y) = 1. LetWy = {vi} and Ry = {x}, and assume that x is still uncoloured. Choose
a colour j in D(vi, x). Since x has no neighbour in L, we know that vj is adjacent to x. Let h be the colour of y. By P4b, h is the
original colour of y, so y is coloured during Phase 1 in the iteration of a special cycle Cy that contains vh. By Lemmas 2.2 and
2.3, if h = j, then ⟨ y, vi, x, vj⟩ is the path Py of Property (P) and Py is a subpath of Cy, contradicting x ∉ L0; hence h ≠ j. We
assign colour h to x and recolour ywith j. Clearly, y satisfies P4b and P4c.
Lemma 5.4. After Subphase 4.2 is applied, the partial colouring is proper and does not repeat colours in the neighbourhood of w,
for everyw in W.
Proof. Suppose that the partial colouring is not proper after the iteration of some vertex y in L0. This must be because, with
the notation above, either (i) x has a neighbour u of colour h, or (ii) y has a neighbour z of colour j.
Suppose that (i) occurs. Because NL(x) = ∅, we know that u = vh. By Lemma 2.2, ⟨ y, vi, x, vh⟩ is a subpath of Cy, a
contradiction since x ∉ L0. Now suppose that (ii) occurs. We have z ≠ vj, for otherwise [y, vi, x, vj] is a cycle of length 4.
Since z is adjacent to y, we have z ∉ R. Thus z is coloured during Phase 1, 2 or 3 and maybe recoloured during Subphase
4.2. In each case, either by Property (P) or by Property P4c, there exists a path Pz of length at most 4 between z and vj and
this path is different from ⟨z, y, vi, x, vj⟩ because y ∉ W . Hence the union of these two paths contains a cycle C of length
at most 8. Since girth(G) ≥ 8, it must be that C has length 8, so Pz = ⟨z, v, z ′, z ′′, vj⟩ for some w inW and z ′, z ′′ in L. Thus
C = ⟨z, y, vi, x, vj, z ′′, z ′, v⟩, a contradiction since in this case C is a special cycle that contains x.
Now suppose that the partial colouring repeats a colour in the neighbourhood of some vertexw inW after the iteration
of a vertex y in L0. Let us consider the first vertex y for which this occurs. The repetition occurs because either (iii) w is
adjacent to x and has a neighbour z ≠ xwith c(z) = h, or (iv)w is adjacent to y and has a neighbour z ≠ ywith c(z) = j.
Suppose that (iii) occurs. We note that z is not adjacent to vi, for otherwise colour hwould be repeated already in N(vi),
contradicting the choice of y. By Lemma 2.2, if z = vh, then ⟨ y, vi, x, w, z⟩ is a subpath of Cy, which contradicts x ∉ L0.
Therefore z ≠ vh, and z ∈ L. By P4a applied to ⟨x, w, z⟩, we have z ∈ L0, so z is coloured during Phase 1 andmaybe recoloured
during Phase 4.2. By Property (P) or P4c, there exists a path Pz equal to either ⟨z, z ′, vh⟩ or ⟨z, w′, z ′, vh⟩ or ⟨z, w′, z ′, z ′′, vh⟩
for some w′ in W and z ′, z ′′ in L. It is possible that w′ = w, but in each case the union of ⟨ y, vi, x, w⟩ and Pz contains an
induced path Q between y and vh that contains x. By Lemma 2.2, Q is a subpath of Cy, which contradicts x ∉ L0.
Now, suppose that (iv) occurs. Hence z ∈ L, for otherwise [w, y, vi, x, vj] is a cycle of length 5. Suppose that w = vi.
By P4a applied to ⟨x, vi, z⟩, we have z ∈ L0, so z is coloured during Phase 1. By P4b, the colour of z has not changed, for
otherwise x would have been coloured in Subphase 4.2 at the iteration of z. So there exists a special cycle Cz that contains
z and vj. By Lemma 2.2, ⟨z, vi, x, vj⟩ is a subpath of Cz , which contradicts x ∉ L0. Therefore w ≠ vi, and so there is a path Q
equal to ⟨z, w, y, vi, x, vj⟩. Because span(y) = 1, we have z ∉ R and so z is coloured during Phase 1, 2, 3 or 4.2. By Property
(P) or P4c, there is a path Pz of length atmost 4 between z and vj. Clearly, Pz ≠ Q and the union ofQ and Pz contains a cycle C
of length 8 or 9. Thus C is a special cycle of type (2, 2, 2, 2) or (2, 2, 2, 3) that contains x, again a contradiction to x ∉ L0. 
5.4.3. Subphase 4.3
Now, let x be a vertex of R that is still uncoloured.We know that x has no neighbour in L and that it is the unique neighbour
in L of eachw in NW (x). If there exists some u inW that is not adjacent to x or to any neighbour of x inW , then we can colour
xwith c(u). Clearly, this colour will not appear twice in the neighbourhood of any vertexw in NW (x).
Now suppose that every vertex ofW is either adjacent to x or adjacent to a vertex of NW (x). SinceW is a good set, x does
not reach W and there must exist w∗ in NW (x) with d(w∗) ≥ m(G) and u in NW (w∗). We colour x with c(u). Observe that
this situation cannot occur with another vertex x′ distinct from x, for otherwise there would be a cycle of length at most 6
containing x, x′ and at least two vertices ofW . Thus the procedure described in this paragraph is done for at most one vertex
x in V (G)\W and, consequently,w∗ is the only vertex ofW with a repeated colour in its neighbourhood, which is acceptable
since d(w∗) ≥ m(G).
5.5. Completing the colouring
Now all the vertices in W ∪ L are coloured. Moreover, for every w in W , except possibly for one vertex w∗, there is no
repeated colour in N(w), and the exceptional vertexw∗, if it exists, has only one repeated colour in its neighbourhood, this
colour appears only twice, and d(w∗) ≥ m(G).
Let U be the set of uncoloured neighbours of vertices ofW . Clearly, each vertex x of U has only one neighbour inW and
has no neighbour in L. In particular U is a stable set. We colour the vertices of U as follows. For each vertex vi in W , the
uncoloured neighbours of vi receive all the colours different from i that are not already present in N(vi). This is possible,
by the arguments given in the preceding paragraph. Now each vi in W has a neighbour of every colour j with j ≠ i. By the
definition of a good set, every vertex of degree at leastm(G) is inW ∪ L ∪ U and is now coloured. Thus the vertices that are
still uncoloured have degree at mostm(G)− 1, and so they can be coloured greedily in any order. This completes the proof
of Theorem 1.1.
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Fig. 3. Representation of an (r, k)-gadget. Here, Sa and Ka denote a stable set and a clique of size a, respectively.
6. Makingm(G)− χb(G) arbitrarily large
Let r be any positive integer; in this section, we construct a graph G such that χb(G) ≤ m(G) − r . Let k be an integer
such that k ≥ r . An (r, k)-gadget is a graph H obtained from a clique C of size 2kr + 2r − k − 2 by adding two vertices
v1, v2 adjacent to all vertices of C , then, for each j in {1, 2}, adding a stable set S j consisting of k vertices adjacent to vj, and,
finally, for each vertex u in S1 ∪ S2, adding a stable set of 2kr + 2r − 2 vertices adjacent to u. See Fig. 3. We denote the
starting clique of H by C(H), the two vertices adjacent to the clique by v1(H) and v2(H) and the stable set adjacent to vj(H)
by S j(H), j ∈ {1, 2}.
Now let G be the disjoint union of r (r, k)-gadgets H1, . . . ,Hr . Set C(G) = C(H1) ∪ · · · ∪ C(Hr). It is easy to check that
the degree of every vertex of G is as follows:
– If u ∈ C(G), then d(u) = 2kr + 2r − k− 2− 1+ 2 = 2kr + 2r − k− 1;
– For each j in {1, 2}, d(vj(Hi)) = 2kr + 2r − k− 2+ 1+ k = 2kr + 2r − 1;
– If u ∈ S j(Hi), j ∈ {1, 2}, then d(u) = 2kr + 2r − 2+ 1 = 2kr + 2r − 1;
– Every other vertex u satisfies d(u) = 1.
Thus, there are r(2k + 2) = 2rk + 2r vertices with degree 2kr + 2r − 1 and every other vertex has degree at most
2kr + 2r − k − 1 < 2kr + 2r − r (recall that k ≥ r). Thus m(G) = 2kr + 2r . The set M(G) of vertices of degree at
leastm(G)− 1 is
M(G) =
r
i=1
2
j=1
{vj(Hi)} ∪ S j(Hi).
Suppose that χb(G) > m(G) − r , let c be a b-colouring of G with χb(G) colours, and let W be a basis of c. Every vertex
ofW must have degree at least m(G) − r , soW ⊆ M(G). Since |W | > m(G) − r , there must exist a gadget Hi such thatW
contains all vertices from {v1(Hi), v2(Hi)} ∪ S1(Hi) ∪ S2(Hi). So each of v1(Hi) and v2(Hi) is a b-vertex of c , and all colours
that appear in S1(Hi) ∪ S2(Hi) are different. Therefore it must be that all colours of c , except for c(v1(Hi)) and c(v2(Hi)),
appear in C(Hi). But this is impossible, because |C(Hi)| = 2kr+2r−k−2 = m(G)− (k+2) < m(G)− (r+1) ≤ χb(G)−2.
Hence χb(G) ≤ m(G)− r .
Note that the constructed graph G is a block graph, that is, a graph whose blocks are cliques. Moreover, if we remove the
edges of C(Hi) for all i, the argument is still valid and the obtained graph is series–parallel. Also, if instead of letting S j(Hi) be
a stable set wemake it a clique and, for each u in S j(Hi), we add a clique with 2kr+2r− k−1 vertices adjacent to u, instead
of a stable set of size 2kr + 2r − 2, the argument again works and the obtained graph is the line-graph of a tree (a claw-free
block graph).
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