We prove that translationally invariant Hamiltonians of n qubits with nearest-neighbour interactions have two seemingly contradictory features. Firstly (in the limit n → ∞) that almost all eigenstates have maximal entanglement between fixed-size sub-blocks of qubits and the rest of the system; in this sense these eigenstates are like those of completely general Hamiltonians (i.e. Hamiltonians with interactions of all orders between arbitrary groups of qubits). Secondly we will show that the density of states of such systems is Gaussian; thus as far as the eigenvalues are concerned the system is like a non-interacting one. The results apply to chains of qubits with translation invariant nearest-neighbour interactions, but we will show that many of the results are extendible to much more general systems (both in terms of the local dimension, the geometry of interaction and, in the case of the density of states, the requirement of translation invariance).
Introduction
Quantum spin chains are ubiquitous in modern physics. Since Dirac and Heisenberg first observed a quantum ferromagnetic phase transition in the ground state of such a model in 1926 [1] , solving the long standing problem of ferromagnetism, their use has been widespread. These models display a rich variety of quantum phase transitions [2] and have applications to high fidelity quantum state transfer [3, 4] .
Entanglement in the ground state of quantum spin chains, between a continuous block of l spins and the rest of the chain, has also been widely studied by many authors [5, 6, 7, 8, 9] , via the entropy of entanglement; and techniques from random matrix theory have proved very productive [10, 11] . Here, the entropy is logarithmic in l for a wide range of critical chains. Masanes [12] proved an area law for the entropy of entanglement of low energy eigenstates of a spatially-extended quantum system with local interactions. Entanglement in the low energy eigenstates of chains has also been considered in [13, 14] , and for higher eigenstates for integrable models in [15] .
The entanglement of low lying eigenstates of nearest-neighbour Hamiltonians is in marked contrast to that of the eigenstates of completely general Hamiltonians (we can think of such a system as having interactions between all groups of parties of all orders). Such an eigenstate, being a random state in the full Hilbert space, has entropy of entanglement proportional to the number of qubits l in the limit n → ∞ [16] .
At the other end of the spectrum are completely local Hamiltonians (given by sums of terms involving only one qubit). Such Hamiltonians have eigenstates that are product states, and a spectral density that is Gaussian in the large n limit.
In this paper we consider translationally invariant Hamiltonians of n qubits with nearest-neighbour interactions; such Hamiltonians are thus specified by 12 real parameters, We will prove that such systems have two seemingly contradictory features. Firstly (in the limit n → ∞) that almost all eigenstates have maximal entanglement between sub-blocks of l qubits and the rest of the system. Secondly we will show that the density of states of such systems is Gaussian. Thus, even though the Hamiltonian is local and thus specified by a small number of parameters, loosely speaking, almost all eigenstates are rather like (at least if one looks at relatively small blocks of spins) those of completely general Hamiltonians but the distribution of eigenvalues is similar to a non-interacting system. In fact we will prove that the density of states has a Gaussian distribution even in the non-translationally invariant case.
While the results are initially proven for chains of qubits with nearest-neighbour interactions, we will show that many of the results are extendible to much more general systems (both in terms of the local dimension and the geometry of interaction).
In quantum statistical mechanics, it is a fundamental question to understand the mechanism of equilibration [17, 18] . One idea is that it can be traced directly to properties of the eigenstates: the celebrated "eigenstate thermalization" hypothesis [19, 20] . Although very attractive, and borne out in some examples [21] , this hypothesis has so far resisted proof. While we do not prove the hypothesis, our work can be understood as providing evidence towards it: our results show that the infinite temperature eigenstates (which constitute almost all states) obey the hypothesis for a wide class of physically interesting systems. This paper will be split into the following sections: In Section 2 the basic classes of spin chain Hamiltonians which will be studied are introduced. The first is a generic form of a spin chain Hamiltonian describing a ring of n qubits each interacting with only their nearest-neighbours. The second is a subclass of this, containing only those Hamiltonians which are invariant with respect to translation around the ring.
In Section 3 the main results of the paper are given. Theorem 1 and its corollary show that the purity of most reduced eigenstates of a translationally invariant chain's Hamiltonian, on a continuous block of an asymptotically small proportion of the total number of qubits, tends towards its minimal value. That is, most eigenstates are maximally entangled between these qubits and the rest of the chain.
The proof of this theorem is given in Section 4. This is in contrast to Theorem 2 which shows that a central limit theorem holds for the spectrum of many matrices from the first class of Hamiltonians (including many translationally invariant ones), in the large chain limit. This limiting spectral behaviour is exactly that seen for generic Hamiltonians of systems of non-interacting qubits. The proof of this theorem is given in Section 5 and its generalisations to qudits, more general interaction geometries and a proof of a conjecture by Atas and Bogomolny [22] are established.
The crossover between these interacting and non-interacting type behaviours is also particularly sensitive. Given two large portions of a chain, the size of the terms connecting them in the Hamiltonian, the 'interaction' term, can be arbitrarily small compared to the rest of the Hamiltonian and yet still affect the eigenstates of the system dramatically. Section 6 outlines some open problems.
Spin chain Hamiltonians
Throughout the initial part of this paper we will consider the following two classes of spin chain Hamiltonians, describing a chain or ring of n qubits. The extensions to qudits and more general interaction geometries will be made where appropriate.
The first class contains Hamiltonians of the form
for any α a,b,j = α a,b,j (n) ∈ R and the matrices
where σ (1) , σ (2) and σ (3) are the 2 × 2 Pauli matrices and I 2 ≡ σ (0) is the 2 × 2 identity matrix:
The labelling is cyclic so that σ
1 . These matrices act on the Hilbert space of n distinguishable qubits, C 2 ⊗n , which is the n fold tensor product of the individual qubit Hilbert spaces C 2 .
This class is seen to contain the most general Hamiltonians, up to the addition of the identity operator, that describe a ring of qubits which are only able to interact with their nearest-neighbours. It characterises the Hamiltonians studied within a random matrix theory framework in our related paper [23] .
The second class is a subclass of the first. It includes only those Hamiltonians with a translational symmetry along the chain, specifically the matrices for any α a,b = α a,b (n) ∈ R.
is invariant under conjugation by the unitary translation operator, T , which acts as
if |0 and |1 are an eigenbasis for σ (3) , for all x 1 , x 2 , . . . , x n ∈ {0, 1}.
Results
The first analytic result of this paper concerns entanglement in the eigenstates of a translationally invariant matrix of the form H The average of the purity Tr A ρ 2 A,k over all eigenstates for any fixed matrix H n is bounded by: Theorem 1 (Average eigenstate purity on l qubits for translationally invariant Hamiltonians). For
be a fixed sequence of spin chain Hamiltonians for any
is a common orthonormal basis of H (inv) n and the translation operator T , with the corresponding eigenval-
. Then, for 2l < n, the reduced density matrices
where A is the Hilbert space of the qubits labelled (1) to (l) and B is the Hilbert space of the remaining qubits.
As the purity of ρ k,A is at least The proof of this theorem is given in Section 4. Here, it is also shown that many matrices of the form H (inv) n have a non-degenerate spectrum, so that Theorem 1 describes the unique (up to phase)
eigenstates of H (inv) n in these cases. A slight refinement of the theorem in the case of some matrices of the form H n is also given for the case l = 1.
The second analytic result of this paper concerns the convergence of the density of states probability measure for many fixed sequences of matrices H n as n → ∞ (which includes the translationally invariant
Hamiltonians as a special case). The density of states probability measure determines the density of the eigenvalues of H n on the real line. The theorem provides a contrast to the eigenstate statistics of translationally invariant Hamiltonians, which are that expected from systems of highly interacting qubits.
Theorem 2 (Limiting density of states measure for a sequence of Hamiltonians). For n = 2, 3, . . . let
be a fixed sequence of spin chain Hamiltonians for any α a,b,j = α a,b,j (n) ∈ R such that for each n
for some positive constant C independent of a, b, j and n. Then the density of states measure
for the eigenenergies λ 1 , . . . , λ 2 n of H n tends weakly to that of a standard normal distribution, that is
for all x ∈ R (the notation x + represents the limit as x is approached from above).
It is noted that this theorem holds, in particular, for translationally invariant Hamiltonians.
The proof of this theorem follows closely a calculation in [24, 25] . There it was shown that for many Hamiltonians H n and product states |φ , over the n qubits, that Tr AB e i tHn |φ φ| tends to the characteristic function of some scaled and shifted Gaussian random variable. A modified version of this calculation is given in Section 5 to prove Theorem 2. This modification leads to slightly more general constraints within the proof which carry forward to the generalisation to more elaborate interaction geometries, given thereafter. This modified calculation also highlights the similarity to the related random matrix calculation, which this extends, given in our previous paper [23] .
Proof of Theorem 1 and extended results
The proof of Theorem 1 will now be given:
Proof. The proof is in two parts. First the Hermitian matrix ρ k,A will be expanded over an orthonormal Pauli matrix basis. The non-identity coefficients in this expansion will then be bounded using the translational invariance of H (inv) n , so that the desired trace can be calculated.
The space of 2 l × 2 l Hermitian matrices admits the orthonormal basis
with respect to the (scaled) Hilbert-Schmidt inner product (A, B) = 1 2 l Tr A (AB † ). As such, the reduced density matrices ρ k,A have the decomposition
Combining the trace over the first l qubits and the trace over the last n − l qubits reduces this to
or equivalently
It now remains to bound the coefficients ψ k |σ
By construction, T is unitary and
where M (a), for a = (a 1 , . . . , a l ), is the Hermitian matrix on n qubits
Excluding the case where a = 0, if 2l < n
as all the off-diagonal terms, in the square above, have zero trace by the orthonormality property of the Pauli matrix basis.
These facts may now be combined to complete the proof. By equations (4.4) and (4.5) and the orthonormality property of the Pauli matrix basis,
Dividing through by 2 n and recalling that Tr A ρ
density matrix, completes the proof.
Extension to qudits and higher dimensional lattices
This proof relies on the fact that an orthogonal basis {B i } for Hermitian operators supported on subsystem A can be translated along the chain many times by a translation operator T with
for all j = 0, . . . , n − 1, as used in equation (4.5) . This situation is not restricted to a one dimensional system of qubits. A similar result will hold for qudits or higher dimensional systems, so long as there exists a suitable translation symmetry in the system so that an analogous identity to (4.5) holds.
Eigenstate uniqueness
The eigenstates of matrices with a non-degenerate spectrum are unique up to phase. In this case Theorem 1 becomes a theorem describing the unique (up to phase) eigenstates of H (inv) n
. The following two lemmas shows that this is the case for most matrices H (inv) n when n is an odd prime:
For odd prime values of n, there exists some ǫ ∈ R such that the matrix
has a non-degenerate spectrum.
Proof. Let n be an odd prime. The 2 n eigenvalues of B are given by
for the multi-index x = (x 1 , . . . , x n ) ∈ {0, 1} n , as seen in Appendix A.
First, it will be shown that for odd prime values of n the values {µ j } n−1 2 j=1 are linearly independent over the integers. With ω = e 2π i n ,
so that for integers a j
where
The non-zero powers of ω are linearly independent over the integers [26, Lemma 2.11]; hence
from which it is concluded that the {µ j } n−1 2 j=1 are linearly independent over the integers. For small ǫ, the eigenvalues λ x (ǫ) admit the expansion
Suppose, for a contradiction, that two eigenvalues are equal in some neighbourhood of ǫ = 0, that is for
Comparing the ǫ 0 coefficient (and setting
Comparing the ǫ 1 coefficient gives
as µ n = 0 and µ j = −µ n−j for j = 1, . . . , Comparing the ǫ 2 coefficient gives
It has already been seen that the second term in this last expression is zero from the ǫ 0 result, therefore
(by transforming j → n − j in ω −2j d j ). Now by the linear independence of the non-zero powers of ω over integers, d j = −d n−j for all j = 1, . . . , n − 1. It has already been seen that d n = 0 and that
so that it is concluded that d j = 0 for all j. That is x = y, a contradiction. Therefore there must exist some ǫ for which H (ǫXY +Z) n has a non-degenerate spectrum by the analyticity of λ x (ǫ) for ǫ > 0.
Lemma 2. For odd prime values of n the matrix
for α = (α 0,1 , . . . , α 3,3 ) ∈ R 12 , generically has a non-degenerate spectrum.
Proof. Let V be the 2 n × 2 n Vandermonde matrix with elements V j,k = λ k−1 j for the eigenvalues
. Then by the properties of the Vandermonde matrix
and also, by direct calculation,
The function
is then a polynomial in the elements of α by (4.26) and is zero iff H (inv) n has at least one repeated eigenvalue by (4.25). Lemma 1 shows that there exists some α 0 such that this polynomial is non-zero.
Hence the Lebesgue measure of the zeros of this polynomial must be zero, completing the proof.
Non-translationally invariant Hamiltonians
An exact result for each eigenstate is possible in the l = 1 case for some particular instances of the matrices H n with non-degenerate spectrum:
Theorem 3 (Eigenstate purity on one qubit for some matrices H n ). Let
for any α a,b,j ∈ R and where {|ψ k : k = 1, . . . , 2 n } are eigenstates of H (pair) n with the corresponding eigenvalues λ 1 < λ 2 < · · · < λ 2 n (the absence of local terms proportional to σ (a) j should be noted). Then the reduced density matrices ρ k,A = Tr B (|ψ k ψ k |) satisfy,
where A is the Hilbert space of the qubit labelled (1) and B is the Hilbert space of the remaining qubits.
Proof. As in the proof of Theorem 1, see equation (4.4), the density matrix ρ k,A may be written as
For the unitary operator S = σ (2) ⊗n and a = 1, 2, 3, j = 1, . . . , n it can be shown that Sσ 
so that both |ψ k and S|ψ k are eigenstates of H (pair) n with eigenvalue λ k . By assumption λ k is non-
1 , it then follows that for a = 1, 2, 3,
1 |ψ k , and it is concluded that ψ k |σ 
The value of Tr A ρ 2 k,A is now seen to be In fact this proof gives a more general result. Subsystem A may be extended to the qubits labelled (1) to (l) (for l = 1, . . . , n). The density matrix ρ k,A then reads
as in equation (4.4). By an analogous reasoning to that in (4.32), it is then deduced that the coefficients
|ψ k , for which an odd number of the {a j } l j=1 are non-zero, vanish.
Proof of Theorem 2 and extended results
The proof of Theorem 2 will now be given. The proof of this theorem is an adaptation of that in [24, 25] for the distribution of eigenvalues of a generic qubit spin chain Hamiltonian, in a fixed product state.
The Hamiltonian will be split into many commuting blocks to which Lyapunov's central limit theorem [27] applies, by removing some interaction terms. The error generated by the removal of these terms is shown to vanish in the large n limit.
Proof. First, H n is split into blocks b k acting nontrivially on l consecutive qubits, in the same fashion as in [24] , that is let
for k = 1, 2, . . . , n l , where
for j = 1, 2, . . . , n − 1 and h j = 0 otherwise. Also let
so that H n is a sum of the blocks B and links L, that is H n = B + L. The value l = l(n) is chosen such The characteristic function ψ n (t) associated to ρ n (λ) is, by definition,
Let the analogous characteristic function for the matrix B be φ n (t) = for all fixed t ∈ R. The integral identity for any 2 n × 2 n Hermitian matrices X and Y [24] 
along with the Cauchy-Schwartz inequality, for any 2 n × 2 n matrix M ,
and the triangle inequality yield that
The matrices σ
j+1 appearing in L are orthonormal with respect to the (scaled) Hilbert-Schmidt inner product (X, Y ) = 1 2 n Tr AB XY † so therefore 
Lyapunov's central limit theorem [27] can now be applied to the characteristic function φ n (t), which is the characteristic function of a sum of independent random variables, each with the characteristic function 1 2 n Tr AB e i tb k respectively. Lyapunov's central limit theorem states that ifx n,1 , . . . ,x n,r(n)
are some independent random variables (not necessarily identically distributed) each with finite mean E (x n,j ) and variance E x 2 n,j , for each n ∈ N and some strictly increasing function r : N → N, and if
and the Lyapunov condition
is satisfied for some δ > 0 then the distribution of the sum
x n,j − E (x n,j ) (5.14)
converges in distribution to a standard normal random variable.
A sufficient Lyapunov condition on the fourth moment of the distributions associated to the characteristic functions
Here, the first, second and fourth moments of the distributions associated with characteristic functions appearing in H n and b k are orthonormal with respect to the (scaled) Hilbert-Schmidt inner product
seen by directly calculating the traces. Therefore s sn φ n (t) tend weakly to a standard normal distribution. By the continuity theorem [27] pointwise convergence of the characteristic functions is equivalent to the weak convergence of the related distributions. Therefore as s n → 1 and |φ n (t) − ψ n (t)| → 0 the density of states distribution ρ n (λ) tends weakly to that of a standard normal distribution as claimed.
All that remains to be shown is that the Lyapunov condition (5.15) holds. This is equivalent to showing that
For a term in this sum to be non-zero, it must be the case that the four factors h j can be split into two pairs with the indices of the h j differing by at most one within each pair. If this is not the case, then the term evaluates to zero as the factors h j will act on completely separate sites and each has trace zero. There are then at most 3(l − 1) 2 non-zero terms. Each non-zero term can then by definition (5.2) be expanded as 12 4 terms, each containing a four fold product of the matrices σ
j+1 , and each with modulus bounded by at most
by the assumptions in (3.4) and the normalisation of the Pauli matrices. Therefore
(seen by bounding n l by n l + 1 and l − 1 by l) which tends to zero as n → ∞ by the assumptions (5.4), completing the proof.
More general interactions
More general qubit interactions can be dealt with (cf. [24, 25] ). Consider a sequence of systems of n qubits where in each system each qubit is allowed to interact with a fixed number (independent of n) other qubits, for example interactions on a two dimensional lattice. The general Hamiltonian of this system with n qubits will have the form
where the sum over (j, k) represents the sum over all sites labelled j and k (for j < k) between which an interaction is present and the α a,b,j,k are some real coefficients. Here the local terms, proportional to σ 
Interacting qudits
Qudits (of fixed dimension d, independent of n) may also be used in place of qubits. Given a matrix basis for each qudit site which is orthogonal under the Hilbert-Schmidt inner product, an analogous proof to that of Theorem 2 again holds. In effect this involves increasing the range of the indices a and b by some fixed amount in the proof. This only leads to a change of the constants in the bounds given.
A conjecture of Atas and Bogomolny
Atas and Bogomolny have conjectured [22] that for
where α 1 and α 2 are fixed real coefficients, it is the case that for all positive integers k, 
(by considering the moments of the normal distribution), proving the conjecture.
6 Discussion and open questions Throughout the bulk of the spectrum a value close to the maximum 1 − 1 2 l is seen whereas at the edge of the spectrum a deviation from this is observed. This is consistent with the area law for low lying eigenstates.
Eigenvalue uniqueness
Non-degeneracy in the eigenvalues of a matrix H The presences of the local terms proportional to σ . Without them, it was shown in our previous paper [23] , that for odd values of n a Kramers degeneracy exists leading to doubly degenerate eigenvalues throughout the spectrum. 
Extension of Theorem 1 to non-translationally invariant matrices

Tightness of the bound in Theorem 2 (Density of states)
In our related paper [23] , matrices of the form
where the α a,b,j are some real constants and C is the sum of their squares, were diagonalised numerically for values of n up to 32 using the Jordan-Wigner transform. Such matrices provide numerical evidence that the bound in Theorem 2 is at least asymptotically tight. In [23] it was seen numerically that the number N n (x) of the eigenvalues of a generic instance of H (JW ) n , with values less than or equal to x, appear to satisfy
where c(x) is independent of n. Whether this is the true rate of convergence remains an open question.
Appendices
A Spin chain diagonalisation via the Jordan-Wigner transform
The Jordan-Wigner transformation [28] gives a standard route to diagonalising the matrix
We will require this when n takes odd prime values. The transform is used to define the Fermi creation and annihilation operators
so that for j = 1, . . . , n − 1, as seen in [28] ,
The canonical commutation relations for Fermi operators, a j a k = −a k a j and a j a † k = −a † k a j + Iδ jk , can also be verified to hold. This allows H (ǫXY +Z) n to be rewritten as
It will now be shown that H (ǫXY +Z) n is block diagonal in the product basis formed from the n-fold tensor product of eigenstates of σ (3) = |0 0| − |1 1|, denoted |0 and |1 . Let this basis be denoted |x z = |x 1 ⊗ · · · ⊗ |x n for some multi-index x = (x 1 , . . . , x n ) ∈ {0, 1} n . The Hamiltonian H The eigenstate ν|ψ of H (ǫXY +Z) n must be in the η = 1 subspace as n is odd and therefore ην = −νη so that ην|ψ = −νη|ψ = ν|ψ . This implies that the spectrum within the η = 1 subspace is the negative of that within the η = −1 subspace. This is precisely given by the values
(2x j − 1) ǫµ j + ǫ 2 µ 2 j + 1 (A.20) indexed by the x for which r = j x j has the opposite parity as taken for the η = −1 block.
The entire spectrum for odd prime values of n and most ǫ > 0 (and therefore all ǫ by the analyticity of the eigenvalues) is therefore given by
(2x j − 1) ǫµ j + ǫ 2 µ 2 j + 1 (A.21)
