Abstract. In this paper we find new equivalent norms in L p (R n , B) by using multivariate Littlewood-Paley functions associated with Poisson semigroup for the Hermite operator, provided that B is a UMD Banach space with the property (α). We make use of γ-radonifying operators to get new equivalent norms that allow us to obtain L p (R n , B)-boundedness properties for (vector valued) multivariate spectral multipliers for Hermite operators. As application of this Hermite multiplier theorem we prove that the Banach valued Hermite Sobolev and potential spaces coincide.
Introduction
The Hermite operator (also called harmonic oscillator)H on R n is defined bỹ
where ∆ denotes the usual Laplacian operator. For every m ∈ N we denote by h m the m-th Hermite function given by
2 , u ∈ R, where P m represents the m-th Hermite polynomial ( [48, p. 104 
]).
If k = (k 1 , . . . , k n ) ∈ N n , the k-th Hermite function h k is defined by
h kj (x j ), x = (x 1 , . . . , x n ) ∈ R n .
We have that, for every k = (k 1 , . . . , k n ) ∈ N n ,
where |k| = k 1 + · · · + k n . The sequence {h k } k∈N n is an orthonormal basis in L 2 (R n ). Moreover, the linear space span{h k } k∈N n generated by {h k } k∈N n is dense in L p (R n ), 1 ≤ p < ∞ ([45, Lemma 2.3]).
The Hermite operator H is defined by
where
According to [45, Lemma 1.2] , the space C ∞ c (R n ) of smooth compactly supported functions inwith the Ornstein-Uhlenbech operator in R n . In the last decade this topic has been studied by a host of authors ( [16] , [18] , [19] , [30] and [38] ).
In the monography of Thangavelu ([51] ) and in the papers of K. Stempak and J.L. Torrea ([45] , [46] and [47] ) the harmonic analysis operators associated with the Hermite operator (Hermite function expansions setting) were investigated. Later, this study have been completed in a series of papers (see [2] , [4] , [5] , [23] and [31] among others).
The heat semigroup {W H t } t>0 generated by −H in L 2 (R n ) is defined by
k∈N n e −(2|k|+n)t c k (f )h k , f ∈ L 2 (R n ) and t > 0.
According to Mehler's formula ([51, Lemma 1.1.1, p. 2]) we can write, for every t > 0 and f ∈ L 2 (R n ), 1+e −2t , x, y ∈ R n and t > 0.
Moreover, {W
H t } t>0 (defined by (1) ) is the semigroup of contractions in L p (R n ), 1 ≤ p < ∞, generated by −H.
The Poisson semigroup {P H t } t>0 associated with the Hermite operator (generated by − √ H) in L p (R n ), 1 ≤ p < ∞, is defined by using the subordination formula as follows; for every t > 0, , x ∈ R n , for every f ∈ L p (R n ) and k ∈ N \ {0}. L p -boundedness properties of the (nonlinear, but almost linear) operator g H W,k , k ∈ N \ {0}, were established in [51, Theorem 2.3.2, p. 41] and [46, Theorem 2.2] . By using g H W,k it is possible to define equivalent norms in L p (R n ), 1 < p < ∞. Indeed, for every 1 < p < ∞ and k ∈ N \ {0}, there exists C > 0 such that
Equivalence (2) allows to obtain L p -boundedness for spectral Hermite multipliers (see [51, Theorem 2.4.1, p. 45]).
The Littlewood-Paley functions associated with the Hermite-Poisson semigroup {P
We define the multivariate square function g H P,k as follows
for every f ∈ L p (R n ), 1 < p < ∞. By proceeding as in the proof of [58, Theorem 2.4] we can show the following property.
n . Then, there exists C > 0 such that
Equivalence in (3) is the key to establish a multivariate spectral multiplier theorem ([58, Theorem 2.2]).
Our first objective in this paper is to prove a Banach valued version of Theorem A. Then, inspired by the results of Meda [34] and Wróbel ([58] and [59] ), we prove a vector valued multivariate spectral multiplier theorem in the Hermite setting. As an application of our Hermite multiplier theorem we see that the Banach valued Hermite Sobolev and Hermite potential spaces coincide provided that the Banach space has UMD and (α) properties.
Let B be a Banach space and k = (k 1 , . . . , k n ) ∈ (N \ {0}) n . In order to define Hermite square functions in the B-valued setting, the more natural way is to replace the absolute value that appears in the scalar case by the norm in B. With this idea we define, for every f ∈ L p (R n , B),
This kind of Littlewood-Paley function have been considered in [9] , [22] , [32] , [52] and [60] , among others, always in the univariate case. According to the results in [28] and [32] , even in the case n = k = 1, there exists C > 0 such that, for some 1 < p < ∞,
if, and only if, B is isomorphic to a Hilbert space. If we want to get equivalent norms in L p (R n , B) by using multivariate Hermite square functions for Banach spaces B that are not isomorphic to Hilbert spaces, we need to follow other way. This question in the univariate case have been studied by Hytönen [24] and Kaiser and Weis [27] . Hytönen in [24] used stochastic integration to define Littlewood-Paley functions associated with diffusion semigroups. We recall that the Hermite heat and Poisson semigroups are not diffusion semigroups. Kaiser and Weis [27] studied vector valued square functions defined by convolutions by using γ-radonifying operators. The two procedure are, in some sense, equivalent (see [54] ). The results obtained in [24] and [27] are valid for UMD Banach spaces. It is well-known that all the Banach spaces that are isomorphic to Hilbert spaces are also UMD but there exists UMD Banach spaces that are not isomorphic to Hilbert spaces (for instance, L p (R), 1 < p < ∞, p = 2). In this paper we define multivariate square functions associated to Hermite operators by using γ-radonifying operators following the ideas in [27] .
We now recall some definitions and properties that will be useful in the sequel. We consider the Hilbert space
, n ∈ N \ {0}, and we choose an orthonormal basis {ϕ j } j∈N of H n . Suppose that {γ j } j∈N is a sequence of independent standard Gaussians on a probability space (Ω, P) and that B is a Banach space. By L (H n , B) we denote the space of bounded linear operator from H n into B. We say that T ∈ L (H n , B) is a γ-radonifying operator (written T ∈ γ(H n , B)) when the series
This definition does not depend on the sequences {ϕ j } j∈N and {γ j } j∈N . By endowing γ(H n , B) with the norm · γ(H n ,B) defined by
which is independent of the basis {ϕ j } ∞ j=1 , γ(H n , B) becomes a Banach space. Also, we have that
where the supremum is taken over all the finite orthonormal sets {ϕ j } l j=1 in H n . Moreover, if the Banach space B does not contain any copies of c 0 (for instance, when B is a UMD space), then T ∈ L (H n , B) if and only if
where the supremum is taken over all the finite orthonormal sets
. By identifying f with T f , for every
t1···tn , B is a dense subspace of γ(H n , B) provided that B does not contain any copy of c 0 . If T f ∈ γ(H n , B), or if f is not even weakly H n , then we write f γ(H n ,B) = ∞. The main properties of γ-radonifying operators can be found in [54] .
As it is well-known the Hilbert transform is defined by
for every f ∈ L p (R), 1 ≤ p < ∞, and it is a bounded operator from L p (R) into itself, for every 1 < p < ∞, and from
The Banach space B is said to be UMD when the operator H ⊗ Id B can be extended to L p (R, B) as a bounded operator from L p (R, B) into itself for some (equivalently, for every 1 < p < ∞). Main results about UMD Banach spaces were established by Bourgain ([13] ), Burkholder ([15] ) and Rubio de Francia ( [39] ).
If
is a sequence of independent symmetric ±1-valued random variables (usually called Rademacher variables) on some probability space, we denote by E ǫ the corresponding expectation operator.
Suppose that {ǫ j } ∞ j=1 and {η j } ∞ j=1 are two independent sequences of Rademacher variables. We say that a Banach space B has (Pisier's) property (α) when there exists C > 0 such that
for every α i,j ∈ {+1, −1}, x i,j ∈ B, i, j = 1, . . . , N , and N ∈ N \ {0}. This property is satisfied by the commutative L p spaces, 1 ≤ p < ∞, and it is also inherited from X to L p (X), 1 ≤ p < ∞. A Banach lattice has the property (α) if and only if it has finite cotype.
UMD and (α) properties of Banach spaces are crucial in order to prove Banach valued Fourier multipliers theorems of Mikhlin type (see [26] and [57] , among others) and joint H ∞ functional calculus ( [29] ). Segovia and Wheeden ([41, p. 248] ) introduced the notion of fractional derivative ∂ α t , α > 0, as follows. Suppose that α > 0 and m ∈ N \ {0} such that m − 1 ≤ α < m. If f is a reasonable nice function on (0, ∞) × R n we define
Littlewood-Paley functions involving fractional derivatives were used in [41] to characterize classical Sobolev spaces. Fractional square functions associated with diffusion semigroups have been studied in [1] and [52] in a Banach valued setting. We define the univariate fractional g-function operator G H P,α;B , α > 0, associated with the Hermite-Poisson semigroup by
Theorem 1. Let B be a UMD Banach space. For every α > 0 and 1 < p < ∞ there exists
Our first result is a multivariate version of Theorem 1.
n , we consider the g-function associated with the Hermite operator defined by
Theorem 2. Let B be a UMD Banach space with the property (α), k ∈ (N\{0}) n and 1 < p < ∞.
Since γ(H n , C) = H n , Theorem A can be seen as a special (scalar) case of Theorem 2. In order to prove Theorem 2 we use that 
Remark 1. Equivalence of norms for L
p (R n , B) established in Theorem 2 also holds when we consider the more general multivariate g-function operator involving fractional derivatives defined as follows. Suppose that n j ∈ N \ {0}, j = 1, . . . , l ∈ N, such that l j=1 n j = n, and α = (α 1 , . . . , α l ) being α j > 0, j = 1, . . . , l. We define the Littlewood-Paley type operator by
We prefer to state Theorem 2 in the present form because this simpler one is sufficient to obtain our results about vector valued Hermite Sobolev spaces (see Theorem 5 bellow). Moreover, the proof of the corresponding equivalence of norms for the more general operator G H P,α;B , α ∈ (0, ∞) l , can be made by using the same ideas used to show Theorem 2, with straightforward notational elements and manipulations.
Suppose now that m is a bounded Borel measurable function from (0, ∞) n into C. The Hermite multivariate multiplier T m associated with m is defined by
where [34] ). For every α = (α 1 , . . . , α n ) ∈ N n , we consider
We write L iβ to refer us to the operator T m β where m
The operator
Theorem 3. Let B be a UMD Banach space with the property (α) and 1 < p < ∞. Suppose that m is a bounded Borel measurable function on (0, ∞) n , such that for some γ ∈ N n , 
In the following theorem we specify conditions in order that a function m satisfies the property (4) in Theorem 3. Remark 2. Note that, since the spectrum σ(H) of H is contained in [1, ∞), Theorems 1 to 4 can be also established when the Hermite operator H is replaced by the operator H − ω, where ω < 1. In order to simplify the proofs we prefer to state the results for the Hermite operator, that is, in the case ω = 0.
Bongioanni and Torrea ([11] and [12] ) studied Sobolev spaces in the Hermite setting. In this paper we consider Hermite Sobolev spaces in the Banach valued context.
The Hermite operatorH admits the following factorizatioñ
We denote byW p H,ℓ (R n , B) the Hermite Sobolev space that consists of all those functions f ∈ L p (R n , B) such that, for every
Let β > 0. The −β-power H −β of the Hermite operator is defined by
Since H −β is a positive operator, by [11, Theorem 1] , the operator H −β is bounded and one to one from L p (R n , B) into itself, for every
The following result is a vector valued version of [11, Theorem 4] and [12, Theorem 1] , and Theorem 4 plays an important role in our proof.
Theorem 5. Suppose that B is isomorphic to a closed subquotient of [X, Q] θ where θ ∈ (0, 1), X is a UMD Banach space, and Q is a Hilbert space, and that B has the property (α). Then,
As it was mentioned, Segovia and Wheeden ( [41] ) characterized classical Sobolev spaces by using square functions associated to Poisson semigroup involving fractional derivatives. In [10] Hermite Sobolev spaces are described by fractional Littlewood-Paley functions defined by HermitePoisson semigroup. We now extend the results in [10] for the Hermite Sobolev spaces to a Banach valued setting.
Let B be a Banach space and 1 < p < ∞. Suppose that β > 0 and k ∈ N \ {0}. We consider the Littlewood-Paley operator G H P,β,k;B defined by G
Note that the space F H β,k (R n , B) can be considered as a Triebel-Lizorkin type space in the Hermite setting.
Theorem 6. Let B be a UMD Banach space and 1 < p < ∞. Suppose that β > 0 and k ∈ N is such that k > β. Then,
In the following sections of this paper we present proofs for the Theorems. Throughout this paper by C and c we always represent positive constants but not necessarily the same in each occurrence.
The authors would like to thank Professor J.L. Torrea (UAM, Madrid). He has told us about Meda's multiplier theorem several years ago.
Proof of Theorem 2
Let 1 < p < ∞. For every α = (α 1 , . . . , α n ) ∈ (N \ {0}) n we consider the operator G H P,α;B defined by
) we proceed by induction on the dimension n.
According to [6, Theorem 1] if α ∈ N \ {0}, the operator B) ) Suppose now that n ∈ N \ {0} and that for every α ∈ (N \ {0}) n the operator defined by
). Let now β = (β 1 , . . . , β n+1 ) ∈ (N \ {0}) n+1 . We are going to see that the operator defined through
where t = (t 1 , . . . , t n+1 ) ∈ (0, ∞) n+1 and x = (x 1 , . . . ,
, for almost every x ∈ R, G H P,β1;C (g)(·, x) ∈ H 1 . Hence, we can choose a subset A 1 of R and a subset A 2 of R n such that |R \ A 1 | = 0, |R n \ A 2 | = 0, and, for every i = 1, . . . , k and (
We conclude that, for every
is the linear space generated by
We consider the function
According to [55, Lemma 2.5] F is strongly measurable if, and only if, for every h ∈ H n+1 the function
is strongly measurable. Let h ∈ H n+1 . We have that
It is clear that the range of F h is contained in B k . Hence, the range of F h is separable subset of B.
Assume now that S ∈ B * . We can write
strongly measurable (this property is implicitly included in [58, Theorem 2.4]).
We conclude that the function F is strongly measurable. Since B has the property (α) we have that γ(H n+1 , B) ≃ γ(H 1 , γ(H n , B)) ([56, Corollary 3.5]). By using the induction hypothesis and [6, Theorem 1] and taking into account that γ(H l , B), l ∈ N \ {0}, is UMD with the property (α) we obtain
). This extension operator is denoted byG H P,β;B . We are going to show that, for every f ∈ L p (R n+1 , B),
and there exists a subsequence
On the other hand, for every
, where δ > 0, we get
Let l ∈ N, l ≥ 1. The subordination formula allows us to write,
According to Faà di Bruno's formula ([20, (4.6)]) we have that,
The equality (7), since W
, v ∈ R and u ∈ (0, ∞) [45, (2.9)], leads to
Let h ∈ H n+1 such that supp h ⊂ (δ, ∞) n+1 , for a certain δ > 0. From (9) we deduce that
in B, for every x ∈ R n+1 , and, for every S ∈ B * , S,
as k → ∞, for every x ∈ R n+1 . Also, for every S ∈ B * , and x ∈ A, we have that
as k → ∞. Hence, for every S ∈ B * ,
We conclude that, for every S ∈ B * and x ∈ A, S, G
as elements of L (H n+1 , B) Thus, the induction is completed and we prove that the operator G B) ), for every β ∈ (N \ {0}) n+1 and n ∈ N. Our next objective is to see that there exists C > 0 such that
By using standard spectral arguments we can show that (see [ 
Since B * is UMD and it has the property (α), G
, and by using Hölder's inequality we get
Proof of Theorem 3
Since m ∈ L ∞ (R n ) the multiplier operator T m defined by
and, for every f ∈ L 2 (R n ),
Inspired by [34] , [58] and [59] we consider, for every α = (α 1 , . . . , α n ) ∈ N n ,
n , and
. By proceeding as in the proof of [58, Lemma 3.2] we can show that, for every α = (α 1 , . . . , α n ) ∈ N n and f ∈ L 2 (R n ),
with t = (t 1 , . . . , t n ) ∈ (0, ∞)
n and x = (x 1 , . . . , x n ) ∈ R n and where α + 1 = (α 1 + 1, . . . , α n + 1) and
The imaginary power H iγ , γ ∈ R, of the Hermite operator H is bounded from L p (R) into itself ( [7] and [47] ). Thus, the operator L iv is bounded from
According to (11), Minkowski's inequality leads to
By using the polarization formula (10) in the scalar case we get, for every g ∈ L (11) holds for f . According to (4 
Since B is a UMD Banach space the imaginary power H iγ , γ ∈ R, is bounded from L p (R, B) into itself ( [7] ). Then, the operator L iv is bounded from L p (R n , B) into itself, for every v ∈ R n . According to Theorem 2 we get, for every u ∈ Ω,
By using again Theorem 2 we obtain
We conclude that T m can be extended from
Proof of Theorem 4
According to [49, Theorem 2.5.1] if X is a UMD Banach space, α ∈ R and 1 < q < ∞, the imaginary power H iα of the Hermite operator is bounded from L q (R, X) into itself and, for every 
where C does not depend on α.
where C does not depend on u. By proceeding as in the proof of [34, Theorem 3] and working coordinate to coordinate we can obtain that
Then, if
By using Theorem 3 we deduce that the multiplier operator T m is bounded from L p (R n , B) into itself provided that
We denote by S + the forward shift operator defined by
Since S + =RT m , S + can be extended to L p (R, B) as a bounded operator from L p (R, B) into itself.
By S − we denote the backward shift operator defined by
According to [21, Lemma 2.3] , since B * is a UMD Banach space with the property (α), we get
Hence, the operator S − can be extended to L p (R, B) as a bounded operator from L p (R, B) into itself.
We now come back to the n-dimensional situation. Let m = (m 1 , . . . , m n ) ∈ N n and j ∈ N, 1 ≤ j ≤ n. We consider the shift operator S m,j defined by S m,j f = k=(k1,...,kn)∈N n k l ≥m l , l=1,...,j c k (f )h k1−m1 (x 1 ) · · · h kj −mj (x j )h kj+1+mj+1 (x j+1 ) · · · h kn+mn (x n ), where f ∈ L 2 (R n ). By taking into account the L p -boundedness properties for the one dimensional shifts we can deduce that the operator S m,j can be extended to L p (R n , B) as a bounded operator from L p (R n , B) into itself. We define the Hermite Riesz transform R m,j as follows R m,j f = A According to [12, (8) ] we have that, for every k = (k 1 , . . . , k n ) ∈ N n , k ℓ ≥ m ℓ , ℓ = 1, . . . , j, 2(k ℓ + s)) (2|k| + n) |m| 2 ×h k1−m1,...,kj −mj ,kj+1+mj+1,··· ,kn+mn (x), x ∈ R n .
Then, for every f ∈ F H , by taking into account that the sum is finite, we can write 
