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Abstract
Language identiﬁcation is the task of determining the natural language that a doc-
ument or part thereof is written in. The central theme of this thesis is generalized
language identiﬁcation, and deals with eliminating the assumptions that limit the
applicability of language identiﬁcation techniques to speciﬁc settings that may not
be representative of real-world use cases for automatic language identiﬁcation tech-
niques. Research to date has treated language identiﬁcation as a supervised machine
learning problem, and in this thesis I argue that such a characterization is inade-
quate, showing how standard document representations do not take into account the
variation in a language between diﬀerent sources of text, and developing a repre-
sentation that is robust to such variation. I also develop a method that allows for
language identiﬁcation of multilingual documents, i.e. documents that contain text in
more than one language. Finally, I investigate the robustness of existing oﬀ-the-shelf
language identiﬁcation methods on a novel and challenging domain.
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Chapter 1
Introduction
Language identiﬁcation (LangID) is the task of determining the natural language
that a document or part thereof is written in. The problem of LangID is one that is
intuitively familiar, since one of the characteristics of being human is the ability to
communicate complex and sophisticated thoughts and ideas, and this is only possible
through the use of a common language. People are generally quickly able to recognize
languages that they are familiar with. Table 1.1 presents excerpts from Wikipedia
articles in diﬀerent languages on the topic of natural language processing, labeled
according to the language they are written in. Without referring to the labels, readers
of this thesis will certainly have recognized at least one language in Table 1.1, and
many are likely to be able to identify all the languages therein.
Research into LangID aims to mimic this human ability to recognize speciﬁc lan-
guages. Over the years, a number of computational approaches have been developed
that, through the use of specially-designed algorithms and data structures, are able
to infer the language being used without the need for human intervention. In a way,
1
2 Chapter 1: Introduction
English Natural language processing is a ﬁeld of computer science, artiﬁcial
intelligence, and linguistics concerned with the interactions between
computers and human (natural) languages.
Italian L’Elaborazione del linguaggio naturale è il processo di trattamento
automatico mediante un calcolatore elettronico delle informazioni
scritte o parlate nel linguaggio umano o naturale.
Chinese 自然語言處理是人工智慧和語言學領域的分支學科。
Japanese 自然言語処理は、人間が日常的に使っている自然言語をコンピュー
タに処理させる一連の技術であり、人工知能と言語学の一分野であ
る。
Table 1.1: Excerpts from Wikipedia articles on natural language processing in diﬀer-
ent languages.
the capability of such systems is super-human. An average person may be able to
identify a handful of languages, and a trained linguist or translator may be familiar
with dozens, but most of us will have experienced at some point an encounter with
a language that is alien to us. However, LangID research aims to develop systems
that are able to recognize any human language, a set which numbers in the thousands
(Lewis et al. 2014).
In a broad sense, LangID applies to any modality of language, including speech and
handwritten text, and is relevant for all means of information storage that involve
language, digital or otherwise. However, in this thesis, we limit the scope of our
investigation to LangID of documents, i.e. written text. Furthermore, we assume that
this text is stored in a digitally-encoded form, though we do not assume that the
exact encoding is known in advance.
Research to date on LangID has generally focused on monolingual documents
(Hughes et al. 2006). In monolingual LangID, the task is to assign each document a
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unique language. Some work has reported near-perfect accuracy for LangID of large
documents in a small number of languages (Cavnar and Trenkle 1994; Dunning 1994;
Grefenstette 1995; Prager 1999a; Teahan 2000), prompting some researchers to label
it a “solved task” (McNamee 2005). However, in order to attain such accuracy,
simplifying assumptions have to be made, such as the aforementioned monolinguality
of each document, as well as assumptions about the type and quantity of data and
the number of languages considered. These assumptions do not correspond to the
challenges presented by dealing with real-world data. Increased availability of large
quantities of textual data from a diverse variety of sources has led to a demand for
methods to identify language in settings which diverge greatly from those that have
been examined in the literature. The central theme of this thesis, generalized language
identiﬁcation, deals with eliminating the assumptions that limit the applicability of
LangID methods to speciﬁc settings. Our aim is to develop LangID techniques that
are eﬀective in a more general context, and so we focus speciﬁcally on gaps that exist
between the capabilities of existing methods and the diﬃculties presented by real-
world data. We assemble a large collection of language-labeled data from existing
corpora for the purposes of this research, and use this data to facilitate the analysis
and synthesis of the concepts in LangID research to date, identifying core ideas and
common themes, and draw on research from areas such as machine learning, topic
modeling and multi-label classiﬁcation in order to address some of the open issues in
LangID.
The ability to accurately detect the language that a document is written in is
an enabling technology that increases accessibility of data and has a wide variety
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of applications. In natural language processing (NLP), most techniques presuppose
that the language of input text is known, and many techniques further assume that
all documents are in the same language. In order to apply NLP techniques to real-
world data, LangID is typically the ﬁrst step in order to ensure that only documents
in relevant languages are subjected to further processing. Similarly, in information
storage and retrieval, it is common to index documents in a multilingual collection
by the language that they are written in, and LangID is necessary for document
collections where the languages of documents is not known a-priori, such as in data
crawled from the World Wide Web. Another application of LangID that predates
computational methods is the detection of the language of a document for routing
to a suitable translator; this application has become even more prominent due to
the advent of machine translation methods. In order for machine translation to be
applied to translate a document to a target language, it is generally necessary to know
the language being translated from, and this is the task of LangID. LangID also plays
a part in helping to bridge an increasing “digital divide” by providing support for
the documentation and use of lower-density languages. One area where LangID is
frequently used in this regard is in linguistic corpus creation, where LangID is used
to process targeted web crawls to collect text resources for lower-density languages
(Scannell 2007; Xia et al. 2010a; Yamaguchi and Tanaka-Ishii 2012; King and Abney
2013).
In this chapter, we provide a brief introduction to the problem of LangID, dis-
cussing the nature of the task as well as the unique challenges presented (Section 1.1).
We then discuss some of the open issues in LangID that we tackle as part of our ef-
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forts to achieve generalized language identiﬁcation (Section 1.2), and we conclude this
chapter with an overview of the structure and content of the remainder of this thesis
(Section 1.3).
1.1 LangID as Text Categorization
LangID is in some ways a special case of text categorization. Sebastiani (2002:Sec-
tion 2.1) gives a deﬁnition of text categorization, which can be summarized as the
task of mapping a document onto a pre-determined set of classes. This is a very
broad deﬁnition, and indeed one that is applicable to a wide variety of tasks, among
which falls modern LangID. The archetypal text categorization task is perhaps clas-
siﬁcation of newswire articles according to the topics that they discuss, exempliﬁed
by the Reuters-21578 dataset (Debole and Sebastiani 2005) that is commonly used
in text categorization research. However, LangID has particular characteristics that
make it diﬀerent from typical text categorization tasks:
1. Text categorization tends to use statistics about the frequency of words to
model documents, but for LangID purposes there is no universal notion of a
word: LangID must cater for languages where whitespace is not used to denote
word boundaries.
2. In text categorization tasks, the set of labels usually only applies to a particular
dataset. For example, it is not meaningful to ask which of the Reuters-21578
labels is applicable to the abstract of a biomedical journal article. However, in
LangID there is a clear notion of language that is independent of domain; it is
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possible to recognize that a text is in English regardless of whether it is from a
microblog post or from a newspaper article.
3. In text categorization, the set of labels of interest is usually ﬁnite and predeﬁned,
but in LangID the set of languages is potentially open: the system may be
required to identify that a text is from a language it does not have training
data for.
4. In LangID, text in the same language can sometimes be written with diﬀerent
orthographies and stored in diﬀerent encodings. Thus, despite belonging to
a single logical class, texts from the same language may have very diﬀerent
representations under standard text categorization methods, and may require
multiple non-overlapping models for each class.
5. Some text categorization methods can handle documents that are associated
with multiple labels. In LangID, documents may be multilingual, in that they
may contain text in more than one language. However, when this is the case the
document can always be uniquely segmented into monolingual extents, which
may be as small as individual words. This is in contrast to text categoriza-
tion involving multi-labeled documents, where it is not necessarily possible to
subdivide the document into speciﬁc extents associated with a single label.
These distinguishing characteristics present unique challenges and oﬀer particular
opportunities, so much so that research in LangID has generally proceeded inde-
pendently of text categorization research. We will examine modern approaches to
LangID in greater depth in Section 2.2, where we relate LangID to machine learning
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in general, and examine the speciﬁc solutions that have been developed to tackle the
diﬃculties presented by LangID. We will also provide a broader overview of open
issues in LangID in Section 2.5, but in the next section we will focus speciﬁcally on
the issues that we will tackle in the course of this thesis.
1.2 Main Contributions
In this section, we detail the speciﬁc issues that we have tackled as part of this
thesis, focusing on the primary ﬁndings of the thesis. A more detailed synthesis of
the open issues that have been identiﬁed by other researchers and the work done
to address them is provided in Section 2.5. In contrast to this section, Section 1.3
provides an overview of the main narrative of the thesis without delving into details
of the ﬁndings.
The ﬁrst major issue we will tackle in this thesis is the variation present in a
language across diﬀerent sources of text, and its impact on the robustness of LangID
systems when applied to text from various sources. Language varies substantially
between diﬀerent text sources, and any native speaker knows that, for example, the
language used in a newspaper article looks very diﬀerent from the language used in
legal documents or on social media. This variation can be due to a wide variety of
reasons, which we will examine detail in Section 3.1, and yet a native speaker is able
to recognize his or her own language and understand the content of documents from
a wide variety of sources. This indicates that there must be some shared properties
across these sources that characterize a language independently of the source. In
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Chapter 4, we investigate the cross-domain generalizability of LangID systems,1 and
quantify the loss in accuracy of LangID when data used to train a language identiﬁer
comes from a diﬀerent source from the data the identiﬁer is then applied to. In
Chapter 5, we investigate the underlying causes of this decrease in accuracy, and
develop a document representation for LangID that is robust to the variation in
language between diﬀerent sources of text.
The next issue that we will tackle is the assumption that a document contains
text in a single language, sometimes referred to as the monolinguality assumption.
As we discussed early in this chapter, work to date on LangID generally assumes
that the entire document is written in a single language. Multilingual documents,
i.e. documents that contain sections of text in more than one language, can exist
for a variety of reasons, and detecting them can be useful in a variety of settings.
We discuss the reasons and the settings in detail in Chapter 6, where we develop a
method for LangID that is able to detect if a document is multilingual, identify the
languages present and estimate the relative proportions of the document written in
each language.
Finally, we address the issue of language identiﬁcation in new and challenging
domains. Whereas LangID research to date has tended to focus on LangID of longer,
well-structured documents, many of the newer application areas for LangID have
come about as a result of the growth in social media and the user-generated content
it produces. Documents from such sources are typically short, and the language
used is irregular, taking liberties with respect to conventional notions of spelling and
1We initially use the terms domain and text source interchangeably, providing a more speciﬁc
deﬁnition of domain in Section 5.3.3.
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grammar. Nonetheless, there is a clear need for eﬀective language identiﬁcation in
such novel domains, for reasons such as user accessibility (e.g. identifying the language
of a post in order to translate it into a language understood by the user), but also for
data analytics reasons such as user proﬁling. In Chapter 7, we present a case study
on language identiﬁcation of short text messages from a microblogging service that
was popular at the time of writing of this thesis.
1.3 Thesis Overview
We begin this thesis with a review of the relevant literature (Chapter 2), where
we examine the common themes and ideas that underpin research in LangID. The
literature review provides a brief history of LangID, tracing early work and identify-
ing the ﬁrst computational methods for detecting the natural language a document
is written in. We then discuss modern approaches to LangID, highlighting the role of
machine learning and comparing and contrasting relevant work on the diﬀerent ap-
proaches taken towards issues of tokenization, feature selection, learning algorithms
and empirical evaluation. Thereafter, we discuss some of the areas where LangID
has been applied, followed by a broader discussion of open issues in LangID research
and work to date on these areas, covering preprocessing, support for lower-density
languages, “unseen” languages, multilingual documents, short texts, closely-related
languages, issues of encoding, orthography and transliteration, non-linguistic meta-
data, and standardized corpora for LangID evaluation.
Chapter 3 discusses issues of data collection for LangID training and evaluation.
It begins with a discussion of the role of variation in language between languages in
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LangID and the importance of acquiring data to represent a wide scope of the possible
variation in a language between diﬀerent sources of text. We describe linguistic and
non-linguistic ways that a language can vary between sources, and identify 9 data
sources from which we acquire data for the experiments in this thesis. For each
source, we give a brief description of the type and quantity of data available, as well
as any characteristics or peculiarities of the source. We also give an overall summary
of the datasets prepared for the experiments in Chapter 4 and Chapter 5.
Chapter 4 investigates the cross-domain generalizability of LangID systems. The
main focus in this chapter is quantifying the eﬀects of using training and test data
from diﬀerent sources on the accuracy of LangID. We identify three existing LangID
systems that can be re-trained with new training data and describe each in detail,
providing an analysis of how documents and languages are represented by each system,
an explanation of the classiﬁcation algorithm that each system implements, as well
as details about any tunable parameters that each system has. We follow that with
parameter tuning experiments to illustrate the eﬀect that the tunable parameters have
on the accuracy of each system. We then use the datasets described in Chapter 3
to assess accuracy of each system when training and test data are drawn from the
same dataset, and plot learning curves to assess the impact of quantity of training
data on each of the systems compared. We compare the in-domain results, where
training and test data are drawn from the same text source, to cross-domain results,
where the training and test data are drawn from diﬀerent text sources. We provide
comparisons in two distinct settings: (1) single-source, where training and test data
are drawn from two diﬀerent text sources, and (2) all-source, where the test data is
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drawn from a single source, and the training data is the union of the data drawn from
all the other sources combined. We compare the in-domain results to the single-source
and all-source cross-domain results to quantify the impact on classiﬁcation accuracy
resulting from apply existing LangID systems trained on data from a diﬀerent source
to the target domain.
On the basis of the ﬁndings in Chapter 4, in Chapter 5 we take a closer look
at the reasons for the diﬀerence in accuracy for a LangID system trained on data
from the same source as the test data versus the same system trained on data from
a diﬀerent source or sources as the test data, and develop a strategy to mitigate
the loss in performance due to training and test data coming from diﬀerent sources.
We begin with a more detailed comparison of the three systems we investigated in
Chapter 4, showing how the systems share common concepts in the representation
of documents and languages, and how each system implements supervised machine
learning to determine the most likely language of a document. We discuss how the
inductive learning hypothesis in machine learning relates to the concept of homogene-
ity from corpus linguistics. We use a standard method to evaluate the homogeneity
with respect to language of documents from diﬀerent datasets, and show how the
pre-conditions of supervised machine learning are not met in the cross-domain clas-
siﬁcation settings examined in Chapter 4. We relate this to the study of transfer
learning in the machine learning literature, and draw on a common theme in trans-
fer learning to develop a feature selection methodology that takes into account both
the language and the source of text, and show that this method yields a document
representation that is more homogeneous with respect to language across diﬀerent
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datasets than the document representations used by the existing systems.
We then revisit the learning algorithms used by each system and identify the
shared properties that make the algorithms suitable for LangID. We apply each al-
gorithm to our novel document representation, which takes into account both the
language and source of documents in its feature selection, and compare the accuracy
of the resulting language identiﬁers to the existing systems re-trained on the same
data. We conclude the chapter with an error analysis, examining the diﬀerence in ac-
curacy between existing systems trained on in-domain data and our novel document
representation using cross-domain data. We identify the major sources of error and
discuss methods to minimize them.
In Chapter 6, we deal with LangID of multilingual documents, i.e. documents
that contain text in more than one language. We describe a method that is able to
detect documents that contain text in more than one language, while simultaneously
determining the languages present as well as the relative proportions of each lan-
guage in the document. This method builds on the work on document representation
described in Chapter 5. It draws on work on generative mixture models that have
become popular for text modeling tasks such as topic modeling. We show how our
method relates to the naive Bayes learning algorithm described in detail in Chapter 5,
as well as to the Latent Dirichlet Allocation model commonly used for topic modeling.
We develop a synthetic dataset and use it to compare our method to other methods
for LangID in multilingual documents that have been described in the literature. We
also demonstrate the eﬀectiveness of the method on a real-world dataset, on a task in-
volving multilingual documents collected from a targeted web crawl for building text
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corpora of lower-density languages. Finally, we integrate our work on multilingual
documents with our work on cross-domain language identiﬁcation from Chapter 5,
and show that the document representation that we developed in Chapter 5 is able to
better take advantage of training data from multiple diﬀerent sources when combined
with our method for LangID of multilingual documents.
Chapter 7 presents a case study in “oﬀ-the-shelf” LangID. In Chapter 2 we iden-
tify and describe a number of “oﬀ-the-shelf” LangID systems, i.e. complete software
systems that are distributed with pre-trained models for a number of languages, such
that end-users can run them as-is, without a need to provide their own training data.
In Chapter 7, we benchmark these systems on user-generated messages on Twitter.
Twitter is a popular microblogging service that has been explored by researchers in
recent years due to the volume, variety and immediacy of the data available. One
challenge in evaluating the accuracy of oﬀ-the-shelf LangID systems on Twitter mes-
sages is the lack of a broad-coverage dataset of language-labeled Twitter messages.
We introduce a “mostly-automated” approach to constructing such a dataset, tak-
ing advantage of user identity to allow us to construct a corpus of language-labeled
Twitter messages without using automated tools to directly determine the languages
of the messages. We evaluate the accuracy of each oﬀ-the-shelf system using this
new dataset, and analyze a number of simple techniques that have been proposed to
improve the accuracy of oﬀ-the-shelf LangID on Twitter messages.
We conclude the thesis with Chapter 8, which summarizes the main ﬁndings and
contributions of the thesis and provides a broad overview of directions that future
work in LangID should take.
Chapter 2
Literature Review
As we discussed in Chapter 1, LangID is the task of determining the natural lan-
guage(s) that a document (or part thereof) is written in. In Section 1.1, we discussed
the relationship between LangID and more general approaches to text categorization,
identifying the aspects that make the LangID task challenging and unique.
In this chapter, we will examine the common themes and ideas that underpin
research in LangID. We begin with a brief history of research that has led to modern
LangID (Section 2.1), and then proceed to review the literature, providing synthesis
and analysis of existing research, focusing speciﬁcally on the representation of text
(Section 2.2.1 and Section 2.2.2), the learning algorithms used (Section 2.2.3), and the
methods for evaluating the quality of the systems (Section 2.2.4). We examine areas
where LangID has been applied (Section 2.3), and then provide an overview of “oﬀ-
the-shelf” LangID systems (Section 2.4). We conclude the chapter with a discussion
of the open issues in LangID (Section 2.5), enumerating issues and existing eﬀorts to
address them.
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2.1 A Brief History of LangID
Language identiﬁcation as a task predates computational methods – the earliest
interest in the area was motivated by the needs of translators, and simple manual
methods were developed to quickly identify documents in speciﬁc languages, such as
the use of particular diacritics (Newman 1987) or characteristic word tables (Ingle
1976). Language identiﬁcation as a computational task has previously been attributed
to Gold (1967) (Hughes et al. 2006; Trieschnigg et al. 2010; Chew et al. 2011), who
sought to investigate language learnability from a language theory perspective. Gold
(1967) gives a formalization of LangID as a closed-class classiﬁcation problem, and
investigates theoretical limitations on the ability to separate languages from diﬀerent
classes. However, the deﬁnition of language of Gold (1967) is only tangentially related
to natural language. The results of Gold (1967) are much more general: the key result
is that given suﬃcient labeled data in multiple languages (language as in language
theory rather than natural language), it is possible to construct an algorithm that will
correctly distinguish context-free languages. The proof given is a proof of existence;
it does not actually suggest how to construct such an algorithm. In short, the results
of Gold (1967) prove that (assuming documents are generated using a context-free
grammar), there exists an algorithm to perform supervised text categorization that
will converge to the correct answer in a ﬁnite number of steps. This may be a
signiﬁcant theoretical result, but it is a result that is generally taken for granted in
any sort of supervised machine learning applied to text classiﬁcation, and does not
have any speciﬁc signiﬁcance in the context of classifying documents by the natural
language they are written in.
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Much of the earliest work on automatic LangID was focused on identiﬁcation of
spoken language, or did not make a distinction between written and spoken language.
The earliest reference to a computational method of distinguishing natural languages
is perhaps the work of House and Neuburg (1977), which focuses on LangID of a spo-
ken utterance, but their main contribution is simply to demonstrate the feasibility
of LangID on the basis of a statistical model of broad phonetic information. They
speculate that it is possible to use relative frequencies of particular phonetic patterns
to automatically identify the language of a given utterance without the need for any
manual intervention. However, their experiments do not use actual speech data, but
rather “synthetic” data in the form of phonetic transcriptions derived from written
text. Each text is mapped onto a 4-symbol alphabet, which consists of: (a) stop
consonant, (b) fricative consonant, (c) non-vocalic sonorant, and (d) vowel. This
phonetic transcription is then used to estimate the transition probabilities between
symbols for each language. These models are then used to estimate the probability
of an unseen text coming from each language, and the authors ﬁnd that the “correct”
model generally gives the highest probability. The authors used phonetic transcrip-
tions of text as a close approximation of a representation that could be obtained
by processing a speech waveform. However, in using written text as a proxy for
speech, they inadvertently provide the ﬁrst investigation of a computational method
for LangID of text, using techniques that we will see again in Section 2.2.3.
The earliest work to describe a functional LangID program for text is perhaps
Beesley (1988), which describes “Language Identiﬁer: A Computer Program for Au-
tomatic Natural-Language Identiﬁcation of On-line Text”. The role of this program
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was to route documents to machine translation systems, and the paper describes what
has later come to be known as a byte n-gram model (Figure 2.1 on page 22). The
key advance over manual methods of LangID used by translators, and a develop-
ment that was foreshadowed by the work of House and Neuburg (1977) on statistical
models based on phonetic classes, is the use of not just the binary presence/absence
of particular letters or words, but rather the relative frequencies thereof. The fact
that the distribution of letters is relatively consistent for a language was already well
known, and is the basis of much of traditional cryptanalysis, but Beesley was the
ﬁrst to apply this directly to the task of identifying languages of written documents
through a computer program.
A number of other earlier works on problems related to LangID are discussed by
Muthusamy and Spitz (1997). Perhaps the most cited early work in automatic LangID
of text is Cavnar and Trenkle (1994). We examine the method in much more detail
in Chapter 4, but the gist of the method is to build per-document and per-language
proﬁles, and classify a document by language according to which language proﬁle it
is most similar to, using a rank-order similarity metric deﬁned by the authors. They
evaluate their system on 3478 documents in 8 languages obtained from USENET
newsgroups, reporting a best overall LangID accuracy of 99.8%. van Noord (1994)
produced an implementation of the method of Cavnar and Trenkle (1994) named
TextCat, which has become eponymous with the method itself. TextCat is packaged
with pre-trained models for a number of languages, and so it is likely that the strong
result reported by Cavnar and Trenkle (1994), combined with the ready availability
of an “oﬀ-the-shelf” implementation has resulted in the exceptional popularity of
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this particular method. Cavnar and Trenkle (1994) can be considered a milestone
in automatic LangID, as it popularized the use of automatic methods on byte n-
gram models for LangID, and to date the method is still considered a benchmark
for automatic LangID (Kruengkrai et al. 2005; Tiedemann and Ljubešić 2012; Carter
et al. 2013; Brown 2013).
2.2 Modern Approaches to Automatic LangID
In the previous section, we discussed early research that has shaped current ap-
proaches to automatic LangID. In this section, we focus on modern work, surveying
contemporary literature on automatic LangID. Modern LangID systems can generally
be decomposed into four key steps:
1. a representation of text is selected
2. a model for each language is derived from documents known to be written in
each language
3. a function is deﬁned that determines the similarity between a document and
each language
4. the highest-scoring model determines the language of the document predicted
by the system.
Very similar descriptions of the process can be found in House and Neuburg (1977),
as well as Ueda and Nakagawa (1990:Section 5.1), and in a broad sense this describes
a supervised machine learning approach (Section 5.3). In LangID, the choice of text
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representation can usually be subdivided into two speciﬁc aspects: the tokenization
of text (Section 2.2.1), and feature selection over the tokens (Section 2.2.2). The
model of each language and the similarity function usually fall under the scope of the
learning algorithm (Section 2.2.3), though the feature selection also has a part to play
in deﬁning the model of a language. Finally, determining suitable metrics for scoring
models falls under the problem of empirical evaluation, discussed in Section 2.2.4.
Text representation deals with issues of transforming raw text into a form suit-
able for computationally processing a document, in our case to determine the nat-
ural language that the document is written in. The representations used in work
to date come under a variety of descriptions, including phonetic classes (House and
Neuburg 1977), letter sequences (Beesley 1988), mixture of byte n-grams (Cavnar
and Trenkle 1994), character shape codes (Sibun and Spitz 1994), bigraph/trigraph
frequencies (Souter et al. 1994), trigram models (Grefenstette 1995), grammatical
words (Giguet 1995), Markov processes (Dunning 1994), variable length n-grams
(Cowie et al. 1999), grammatical-class models (Dueire Lins and Gonçalves 2004),
symbol features (Xafopoulos et al. 2004), and compressive models (Teahan 2000;
Yamaguchi and Tanaka-Ishii 2012).
Due to the lack of standardized datasets and evaluation metrics in LangID research
(which we discuss in more detail in Section 2.2.4), it is very diﬃcult to contrast
the relative eﬀectiveness of the diﬀerent approaches to text representation. Results
across diﬀerent datasets are generally not comparable, as a method’s eﬃcacy can
vary substantially with parameters such as the number of languages considered, the
relative amounts of training data, and the length of the test documents (Baldwin
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and Lui 2010a). As we will see in the following sections, the diﬀerent document
representations are very similar in terms of the underlying ideas, and can be seen as
diﬀerent parametrizations of the same basic process. Where possible, we will compare
and contrast results from work to date on diﬀerent aspects of this process.
Table 2.1 provides an overview of experimental conﬁgurations that have been ex-
plored in the literature. Each publication is summarized in terms of the algorithm(s)
explored, the granularity of text used, the source of the text and the document repre-
sentation. Where possible, the authors’ own descriptions have been used to populate
the “Algorithm” and “Representation” columns. This makes the algorithms and rep-
resentations appear more diverse than they actually are, which we discuss in more
detail in the respective sections on algorithms (Section 2.2.3) and representation (Sec-
tion 2.2.1). An entry of “multiple” indicates that the authors experiment with diﬀer-
ent algorithms and/or representations in the paper, usually to compare and contrast
between them. In the “Algorithm” column, many publications are listed as using
“ﬁngerprinting”. This is a catch-all term we introduce to describe methods that con-
struct representations of each language that are speciﬁc to that publication, without
giving an explicit name to the method. In the granularity column, “snippet” refers to
publications that sample sections of a document. These sections are usually of ﬁxed
length, either in terms of words or characters, and the same publication often uses
multiple lengths to compare accuracy. In the “Source” column, “various” indicates
that text from more than one source has been used.
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Reference Algorithm Granularity Source Representation
Cavnar and Trenkle (1994) rank-order statistics document newsgroup byte n-gram
Dunning (1994) Markov process snippet parallel text byte seq
Sibun and Spitz (1994) discriminant analysis scanned text not speciﬁed word shape
Souter et al. (1994) ﬁngerprinting document linguistic resource bigram/trigram
Combrinck and Botha (1995) ﬁngerprinting document not speciﬁed letter trigram
Grefenstette (1995) ﬁngerprinting sentence linguistic resource trigram/short word
Kikui (1996) ﬁngerprinting webpage web crawl byte n-gram
Sibun and Reynar (1996) relative entropy document linguistic resource character shape
Adams and Resnik (1997) conditional probability document parallel text character n-gram
Elworthy (1998) naive Bayes snippet linguistic resource word shape
Cowie et al. (1999) ﬁngerprinting snippet not speciﬁed variable length n-gram
Prager (1999a) vector space document web document byte n-gram/short words
Hakkinen and Tian (2001) decision trees place names name database letter seq
Poutsma (2002) ﬁngerprinting document linguistic resource sampled word/n-grams
Tian and Suontausta (2003) neural network document not speciﬁed word counts
Dueire Lins and Gonçalves (2004) ﬁngerprinting document web document word class
Padró and Padró (2004) multiple document newspaper character seq
Takçi and Soğukpınar (2004) centroid-based document web document letter counts
Xafopoulos et al. (2004) hidden Markov models document web document symbol features
Kruengkrai et al. (2005) ﬁngerprinting/SVM document news articles string kernel
Martins and Silva (2005) ﬁngerprinting document web document character n-gram
McNamee (2005) ﬁngerprinting sentence various common word counts
Tran and Sharma (2005) Markov model snippet web document letter seq
Windisch and Csink (2005) ﬁngerprinting snippet translations descriptive statistics
Artemenko et al. (2006) multiple snippet newspaper character n-gram/words
Da Silva and Lopes (2006) covariance similarity snippet legal text discriminant seq
Mandl et al. (2006) multiple snippet newspaper multiple
Murthy and Kumar (2006) multiple linear regression snippet not speciﬁed akshara seq
Singh (2006) mutual cross entropy snippet various byte n-gram
Vojtek and Bieliková (2007) Markov process document newswire character seq
Grothe et al. (2008) rank-order statistics document various multiple
Choong et al. (2009) boolean n-gram matching document newspaper byte n-gram
Rehurek and Kolkus (2009) word relevance sentence Wikipedia character n-gram
Baldwin and Lui (2010a) multiple document various multiple
Pienaar and Snyman (2010) spell checking document government web individual words
Trieschnigg et al. (2010) multiple document linguistic resource multiple
Vatanen et al. (2010) multiple short text UDHR character n-gram
Yang and Liang (2010) search engine document Wikipedia character n-gram
Chew et al. (2011) ﬁngerprinting document various byte seq
Lui and Baldwin (2011) naive Bayes document various byte n-gram
Ng and Selamat (2011) optimum proﬁle document web document character n-gram
Stupar et al. (2011) hybrid doc/para web document function word + letter seq
Tromp and Pechenizkiy (2011) graph-based message Twitter character n-gram
Winkelmolen and Mascardi (2011) naive Bayes short text subtitles character n-gram
Bergsma et al. (2012) multiple message Twitter char n-gram + metadata
Botha and Barnard (2012) multiple snippet various character n-gram
Brown (2012) vector space sentence various byte n-gram
Lui and Baldwin (2012) naive Bayes document various byte n-gram
Majliš (2012) multiple snippet Wikipedia byte n-gram
Milne et al. (2012) multiple document various word + character n-gram
Takçi and Ekinci (2012) multiple snippet linguistic resource weighted letters
Takçı and Güngör (2012) centroid-based snippet linguistic resource individual characters
Vogel and Tresner-Kirsch (2012) graph-based message Twitter character n-gram
Brown (2013) k-nearest neighbor sentence various byte n-gram
Carter et al. (2013) ﬁngerprinting message Twitter char n-gram + metadata
Goldszmidt et al. (2013) multiple message various character/word n-gram
Brown (2014) multiple sentence various byte n-gram
Lui and Baldwin (2014) multiple message Twitter multiple
Simões et al. (2014) neural network document various character class + trigrams
Table 2.1: Summary of experiment conﬁgurations.
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1-gram l, a, n, g, u …
2-gram la, an, gu, ua, ag …
3-gram lan, ang, gua, uag, age …
4-gram lang, angu, guag, uage, age_ …
5-gram langu, angua, guage, uage_, age_i …
Figure 2.1: Character n-gram representations of the string “language identiﬁcation”.
2.2.1 Tokenization
The ﬁrst step in representing a document for purposes of LangID deals with the
issue of tokenization, that is how the continuous stream of characters that comprises
text should be divided into units that are meaningful for distinguishing between
languages.
In computational processing of written text, a distinction is generally drawn be-
tween character-oriented and word-oriented models (Kay 1997). Word-oriented mod-
els have a rich history in text processing, and underpin most work in information
retrieval (van Rijsbergen 1979; Witten et al. 1999) and text categorization (Sebas-
tiani 2002). A model that represents a document as a distribution over the frequency
of the words contained is colloquially referred to as a bag-of-words model.1
1The origins of the term “bag-of-words” is unclear. An early use of the phrase found in books
digitized by Google uses the term as an insult (Jortin and Clerc 1808:p.p.398), wherein Hieronymus
Emserus is described as “an impertinent prater, saccum verborum, a mere bag of words”. The use of
“bag-of-words” to describe language starts to appear in the 1970s. Moulton (1975:p.p.18) discusses
how some view language as “little more than a bag of words”, and Goodman (1973:p.p.11) describes
how, in the methodology being developed, “language is seen [   ] as much more than the bag of
words we used to think it was.” Similarly, Harris (1970:p.p.785) argues that “language is not merely
a bag of words but a tool with particular properties which have been fashioned over the course of
its use.” Perhaps somewhat ironically given the assertions of Harris and Goodman, the modern use
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Character-oriented models for LangID generally involve frequency counts over
speciﬁc character sequences, often referred to as character n-grams or simply n-grams;
an illustrative sample of character n-grams is given in Figure 2.1. The use of the term
n-gram to refer to character sequences sometimes causes confusion, as in empirical
approaches to computational linguistics, an n-gram usually implicitly refers to a word
n-gram. Suzuki et al. (2002) proposed the use of the term shift-codon as an alternative
name for such character sequences, but this term has not seen wider uptake.
Character-oriented models tend to be more commonly used in LangID. Despite
the varied terminology used to describe them, most character-oriented representations
share some fundamental properties. Documents are viewed as a stream or sequence of
characters (Cavnar and Trenkle 1994; Kikui 1996), and this stream is processed in a
number of ways to arrive at a concrete document representation, which is generally a
function of the relative frequencies of particular character sequences. These sequences
are selected such that their relative distributions are expected to diﬀer greatly between
languages. The most signiﬁcant diﬀerence between word-level and character-level
models is that in character-level models, sequences of characters that are adjacent
and overlap are counted separately. For example, the word language would produce
a single count in a word-level model, but would produce counts for lang, angu, ngua,
of the “bag-of-words” models language as being just that – a bag full of words, as if a document
had been cut up into individual words that have been all dumped into a bag. From a probabilistic
perspective, the bag-of-words model of a document is essentially the probability of drawing any
given word out of this bag at random. In this context, the use of the term “bag” is related to the
mathematical entity known as the multiset, and indeed Knuth (1998:p.p.636) notes that “bag” is an
alternative name proposed for the concept.
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guag and uage in a character 4-gram model. This overlap can lead to redundant
information, and may not correspond to independence assumptions between features
made by certain learning algorithms. On the other hand, the breaking of words into
smaller segments provides an automatic means of accessing linguistically-motivated
features such as distinctive preﬁxes or suﬃxes, which may be much more common than
any individual word using them. One question in using character-sequence models is
whether to allow sequences to span across whitespace. Some authors choose to do
so (Grefenstette 1995; Brown 2013), whereas others enforce that the sequences may
only start or end with whitespace but not contain it (Cavnar and Trenkle 1994).
Where word oriented-models are used for LangID, word segmentation is usually
done by simply tokenizing on whitespace (e.g. McNamee (2005)), which limits the ap-
plicability of such methods to languages where words are whitespace-delimited. Some
authors have tested word-oriented models alongside character-oriented ones (Grefen-
stette 1995; Poutsma 2002), with mixed conclusions. Word-oriented models have had
particular success in discriminating closely-related languages. For example, the model
used by Tiedemann and Ljubešić (2012) to discriminate between Bosnian, Serbian and
Croatian makes use of word frequencies, focusing in particular on identifying words
that are not valid in a particular language. Zampieri (2013) also uses a bag-of-words
model to distinguish between continental and colonial varieties of French, Spanish and
Portuguese. Some authors have also used document representations that mix word
and character n-gram representations (Prager 1999a). Interesting variations on word-
oriented representations include word shape representations (Sibun and Reynar 1996;
Elworthy 1998), which are intended for LangID of images of text as part of an op-
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tical character recognition (OCR) process, and word-class models (Dueire Lins and
Gonçalves 2004), which map words onto grammatical classes. An interesting midpoint
between word-oriented and character-oriented models is syllable-oriented models for
Indian languages. Murthy and Kumar (2006) argue that fundamental unit of writing
in Indian scripts is a group of characters known as an akshara, and that akshara
sequences are appropriate for modeling Indian languages.
Work to date that has compared character-oriented and word-oriented models for
LangID has generally found that character-oriented models are more accurate (Souter
et al. 1994; Prager 1999a). Furthermore, Prager (1999a) found that a combined
representation using character and word features had higher accuracy than either
feature set alone. One area where word-centric models have been found to outperform
character-oriented models is in the discrimination of closely-related languages (see
Section 2.5.6), because the subtle diﬀerences are lost in the character n-gram “wash”.
Another reason why character-oriented models tend to be more popular is that word
segmentation is not trivial in languages that are morphologically complex, or that do
not use word delimiters. Character-oriented models are preferred when such languages
are included due to their universal applicability to text in any language.
It is not clear from research to date if there is some inherent universally-optimal
value for n, the length of character sequences to use. Some authors have considered
only a single value for n, such as Takçi and Ekinci (2012) and Takçı and Güngör
(2012), which use the frequencies of single letters (i.e. n = 1), and Grefenstette
(1995) and Suzuki et al. (2002), which only tests n = 3. Others test multiple discrete
values of n, such as Prager (1999a), which tests n = 2; 3; 4; 5 and ﬁnds that n = 4
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is optimal. Majliš (2012) tests n = 1; 2; 3; 4, and ﬁnds that n = 2 is optimal for
standard classiﬁcation algorithms, whereas n = 4 is optimal for algorithms developed
speciﬁcally for LangID. Another possibility is to use a range of values for n, such as
in Cavnar and Trenkle (1994), where features are a mixture of n-grams of length 1–4.
Studies that have considered values of n5 have generally reported that the optimal
value for n is 3 or 4 (Adams and Resnik 1997; Prager 1999a; Choong et al. 2009;
Vojtek and Bieliková 2007; Baldwin and Lui 2010a). Indeed, in contrast to Takçi and
Ekinci (2012); Takçı and Güngör (2012), Brown (2012) explicitly dismisses n = 1; 2 as
insuﬃciently informative for LangID. Related research in text retrieval has found that
n = 4 is a good choice for European languages (McNamee and Mayﬁeld 2004). One
possible explanation for this optimal value is that n =3–4 very roughly corresponds
to the average size of a morpheme in many languages, and so captures characteristics
such as distinctive preﬁxes or suﬃxes. An exception to this trend is Brown (2012)
which reports the best results for n = 6, with reduced accuracy for higher values of n.
This may be due to Brown (2012) considering more languages simultaneously, which
may require longer sequences to discriminate between similar languages, consistent
with the ﬁndings of Tiedemann and Ljubešić (2012) which ﬁnd that word-oriented
models are better for discriminating between Bosnian, Serbian and Croatian than
character-oriented models.
A subtlety in character-oriented models is what exactly is considered a character,
where a distinction needs to be made between individual symbols used by a language,
and the underlying digital representation in terms of a sequence of bytes. Each
abstract symbol (e.g. a letter in an alphabet, or a Chinese ideogram) is represented
Chapter 2: Literature Review 27
by a codepoint, which is a number that indexes the speciﬁc symbol in a character
set. The mapping between the codepoint and the actual sequence of bytes that is
stored and transmitted by computers is known as an encoding. Well-known and
commonly-used encodings include ASCII, Latin-1 and UTF-8. For some encodings
there is a one-to-one mapping between bytes and codepoints (e.g. in ASCII, characters
are always represented by exactly one byte). Where this is the case, there is no
practical diﬀerence between a byte-oriented model and a character-oriented model (a
point noted by Singh (2006)), and so much early work on European languages does
not make any distinction between the two. A further point of distinction needs to
be drawn between character-oriented and letter-oriented models, where the latter is
sometimes used to mean models that only consider a subset of the possible characters,
such as in the case of Hakkinen and Tian (2001), which only consider the 26 letters of
the English alphabet and discard all other characters. Symbol features (Xafopoulos
et al. 2004) have also been proposed, which cover the letters of several alphabets as
well as commonly used symbols.
One issue that can arise in character-oriented models for broad sets of languages is
data sparsity (Simões et al. 2014), resulting from certain languages using a large vari-
ety of symbols, of which only a small proportion will be present in any given document.
One proposed solution is “codeplane reduction” (Nakatani 2010b), where codepoints
from speciﬁc Unicode blocks such as punctuation, as well as more language-speciﬁc
blocks such as Japanese-language Hiragana/Katakana script, are mapped to a single
codepoint used to represent the entire block. Simões et al. (2014) use a similar process,
where characters are mapped to character classes roughly according to their script.
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Baldwin and Lui (2010a) compared representations based on byte and codepoint n-
grams, and found that byte-oriented models generally attained better accuracy than
codepoint-oriented models. Approximating a stream of characters (or codepoints)
with an underlying stream of bytes presents two main challenges: (1) some encodings
represent certain characters using multi-byte sequences, and these sequences can be of
variable length (e.g. UTF-8); and (2) some languages have several common encodings
in use (e.g. popular encodings for Chinese include GuoBiao, Big5 and UTF-8). How-
ever, the interaction between encoding and LangID is a relatively under-researched
area, which we discuss is more detail in Section 2.5.7.
2.2.2 Feature Selection
From a theoretical perspective, the document representation consists of a dis-
tribution over the entire space of possible character sequences, whether this space
is the space of words or the space of ﬁxed-length sub-sequences. In practice, such
a space is either exponentially large (in the case of character n-grams), or inﬁ-
nite (in the case of words), which presents computational challenges. The prac-
tical solution to this is to select a subset of sequences which we will consider as
being “relevant” to discriminating between languages, a process known as feature
selection. Feature selection is a well-studied problem, and it provides beneﬁts be-
yond complexity reduction. We discuss theoretical aspects further in Section 5.4.
In this section, we limit ourselves to the discussion of how work to date has im-
plemented feature selection – the automatic identiﬁcation of relevant character se-
quences – for purposes of LangID. In some methods the relevant character sequences
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are externally speciﬁed. Examples include the use of speciﬁc words (Giguet 1995;
Dueire Lins and Gonçalves 2004), or word fragments thought to be characteristic of
particular languages (Dunning 1994). As an alternative to externally-speciﬁed se-
quences, the relevant sequences can be learned from labeled training data (noting
that this is a distinct problem from learning a model of a language, the subject of
Section 2.2.3). In such approaches, the character stream is converted to a frequency
count over character sequences. The individual sequences derived are referred to as
character n-grams; an illustrative example is given in Figure 2.1 on page 22. The
character n-gram representation allows the characteristic sequences of each language
to be learned directly from the data. Examples of this in the literature include the use
of feature selection methods such as raw frequency counts (Cavnar and Trenkle 1994;
Grefenstette 1995), measures of discriminant ability (Da Silva and Lopes 2006), as
well as methods based on information gain (Lui and Baldwin 2011). Brown (2013)
introduces a heuristic method to reduce the overlap in the set of sequences. Overlap-
ping sequences are compared for frequency, and if the shorter sequence occurs with
roughly the same frequency as the longer sequence, the shorter one is eliminated. In
these approaches, the total set of possible n-grams is reduced to a representative set,
which has the advantage of making the model smaller, in turn requiring reduced com-
putational resources. Another advantage is that feature selection can help to reduce
“overﬁt” (discussed in more detail in Section 5.4).
In contrast, methods such as Markov processes (Dunning 1994; Vojtek and Bieliková
2007) and compressive models (Teahan 2000; Yamaguchi and Tanaka-Ishii 2012) do
not have a pre-deﬁned set of “relevant” sequences, but instead they model the prob-
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ability of arbitrary sequences of characters. In practice, this turns out to be very
similar to estimating the relative distribution of pre-determined sequences. Consider
a ﬁrst-order Markov process for generating sequences of characters, where the next
character generated is conditioned only on the previous character. The maximum
likelihood estimate for the transition probabilities of the process corresponds exactly
to a renormalized frequency count over character 2-grams, and indeed this intuition
can be generalized to n-gram sequences of any order. Essentially, models that have
an explicit set of character sequences S can be interpreted as a probabilistic language
model deﬁned as follows:
P (s) =
8>>><>>>:
Ns
+
P
i2S Ni
; if s2S:
s  0; otherwise:
(2.1)
In Equation 2.1, Ni is the frequency with which sequence i occurs,  is a small
amount of probability mass set aside to be distributed over sequences that do not
occur in the training data, and s is a small value may be determined by some
method of smoothing or interpolation. Adams and Resnik (1997) experiment with
add-k smoothing and Good-Turing smoothing. Brown (2013) uses a diﬀerent form of
smoothing, where the language prediction for previous sentences is used as a prior for
subsequent sentences. Brown (2014) proposes to apply “non-linear mappings” to each
P (s) for a given language, in the form of: (1) raising each n-gram probability for a
given language to a power  < 1; and (2) a normalized variant of the logarithm func-
tion, again with an exponential parameter  . He ﬁnds that the mappings improve the
accuracy of a range of existing language identiﬁers, over two corpora. Giwa and Davel
(2013) test various methods for smoothing, and report that any form of smoothing
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substantially improves accuracy of LangID for individual words as compared to a
baseline naive Bayes model.
2.2.3 Learning Algorithms
In the previous sections, we compared how text is represented in work to date,
examining issues of tokenization and of feature selection. In this section, we contrast
the diﬀerent approaches to building models of languages that can be used to determine
what language a document is written in. Akin to the apparent diversity in document
representation, there is a corresponding diversity in the descriptions of the learning
algorithms applied to induce language classiﬁers. Many learning algorithms from the
machine learning literature have been applied in some form to the task of LangID,
including support vector machines (Kruengkrai et al. 2005; Majliš 2012; Takçi and
Ekinci 2012), neural networks (Tian and Suontausta 2003; Sagiroglu et al. 2007;
Takçi and Ekinci 2012; Simões et al. 2014), decision trees (Hakkinen and Tian 2001),
vector-space models (Prager 1999a; Takçi and Soğukpınar 2004; Brown 2013), and
naive Bayes models (Grefenstette 1995; Hakkinen and Tian 2001; Lui and Baldwin
2011; Winkelmolen and Mascardi 2011).
Many of the learning algorithms applied to LangID can be understood in the
framework of Bayesian classiﬁcation, in which we compute P (LijD), the probability
of a given language Li from a closed set of candidate languages L given a particular
document D. The identiﬁed language l of document D is thus determined as the
most likely language conditioned on the document D (Equation 2.2).
l = argmaxLi2L P (LijD) (2.2)
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Bayes’ theorem allows us to re-express the likelihood of the language given the doc-
ument (P (LijD)) in terms of the product of the likelihood of the document given
the language (P (DjLi)) and the prior probability of Li (P (Li)), normalized by the
document probability P (D) (Equation 2.3).
l = argmaxLi2L
P (DjLi)P (Li)
P (D)
(2.3)
Since P (D) is independent of Li, it does not aﬀect the relative ordering of languages
and thus can be dropped for purposes of determining the most likely language (Equa-
tion 2.4).
l = argmaxLi2L P (DjLi)P (Li) (2.4)
Implementing a Bayesian classiﬁer thus requires methods for estimating the like-
lihood of a document given a particular model of a language (P (DjLi)), as well as
the prior probability over the set of languages (P (Li)). Methods diﬀer in how they
estimate these two quantities. Approaches to computing P (DjLi) include Markov pro-
cesses (Dunning 1994; Vojtek and Bieliková 2007), naive Bayes methods (Grefenstette
1995; Elworthy 1998; Hakkinen and Tian 2001; Lui and Baldwin 2011; Winkelmolen
and Mascardi 2011), and compressive models (Teahan 2000). Language identiﬁers
based on neural networks can also be understood in this context, as each node in the
output layer eﬀectively computes the likelihood of the input under the class modeled
by that particular node (Tian and Suontausta 2003).
Where P (Li) is estimated, it is normally by maximum likelihood methods (Lui
and Baldwin 2011). However, it is also common to assume a uniform prior (Dunning
1994; Grefenstette 1995; Kikui 1996; Elworthy 1998; Teahan 2000). A uniform prior
encodes the notion that no assumptions are made about what languages a document
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is most likely to be written in – without seeing a document, it is considered to be
equally likely that the document is written in any of the languages the classiﬁer
knows about. Depending on the application, this may or may not be a desirable
characteristic of the classiﬁer. Another characteristic of Bayesian methods is that,
under the assumption that the input document is written in a single language, it is
possible to determine when suﬃcient evidence to make a decision has been collected
and thus avoid processing the rest of the document (Elworthy 1998; Nakatani 2010b).
Another group of methods can be summarized as language ﬁngerprinting ap-
proaches, which are also known as language proﬁling, nearest prototype (in contrast
to nearest-neighbor), or Rocchio-style (Rocchio 1971) methods. Fingerprinting meth-
ods construct a single “ﬁngerprint” for each language, using information such as the
relative frequency of particular sequences of characters, and classify documents by
ﬁnding the most similar ﬁngerprint. More formally, ﬁngerprinting methods have a
ﬁngerprinting function f that maps the set of documents from a given language Li2L
onto a single per-language pseudo-document SLi , and a distance metric m used to
compare a document to be classiﬁed to each pseudo-document. The identiﬁed lan-
guage l of a document D is thus selected as the language of the pseudo-document
SLi that D is most similar to, as measured by m(D;SLi). This is summarized in
Equation 2.5.
l = argminLi2Lm(D;SLi) (2.5)
The ﬁngerprinting function is usually simple, such as the sum (Cavnar and Trenkle
1994) or the average (Prager 1999a; Takçi and Soğukpınar 2004) across document
vectors, which consists of counts across a speciﬁc set of features such as short words
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(Grefenstette 1995; Prager 1999a) or letter sequences (Cavnar and Trenkle 1994;
Souter et al. 1994). This produces per-language pseudo-documents that can be
thought of as a “typical” document in the given language. The per-language pseudo-
documents can be interpreted in several ways, depending on the machine learning
paradigm we view them from. From the perspective of vector-space models, the
pseudo-document is a centroid of the cluster of points associated with a particular
language. From a probabilistic perspective, if we interpret each document as an in-
dependent and identically distributed sampling from a multinomial distribution over
byte n-grams, the pseudo-documents produced by averaging the document vectors
corresponds to the maximum likelihood estimate of the parameters of the underlying
multinomial distribution.
The varying interpretations of the pseudo-document lead us to a variety of ways
to measure the similarity between a document and the per-class pseudo-documents.
These include metrics based on rank order statistics (Cavnar and Trenkle 1994;
Goldszmidt et al. 2013), Markov processes (Dunning 1994), information theory (Sibun
and Reynar 1996; Baldwin and Lui 2010a), string kernels (Kruengkrai et al. 2005)
and vector space models (Prager 1999a; Takçi and Soğukpınar 2004; McNamee 2005;
Brown 2013).
It is diﬃcult to determine which learning algorithm is best for LangID indepen-
dently of the document representation used. Studies that have attempted to do so
have arrived at contrasting conclusions. Vojtek and Bieliková (2007) empirically com-
pared the methods proposed by Dunning (1994) and Teahan (2000) using data from 8
European languages, and found that their accuracy was very close. Baldwin and Lui
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(2010a) compared naive Bayes, k-Nearest Neighbor (k-NN) and support vector ma-
chines over a standardized document representation based on byte n-grams of ﬁxed
order, and found that a cosine-based 1-NN model performed best. However, when
a mixture of diﬀerent orders of n-grams (Cavnar and Trenkle 1994) was used, a 1-
NN model based on skew divergence (Lee 1999) performed best. The out-of-place
distance metric proposed by Cavnar and Trenkle (1994) was also tested with 1-NN
but performed worse than skew divergence. Majliš (2012) considered 5 algorithms,
and found that support vector machines (SVM) achieved the best accuracy overall.
Mandl et al. (2006) compared vector space models, the out-of-place metric, naive
Bayes, and word-based models and found that naive Bayes methods had the lowest
error rate. Finally, Goldszmidt et al. (2013) also considered multiple algorithms under
a standardized document representation. They found that the best performance was
obtained using “Spearman’s Footrule”, which is identical to the out-of-place distance
metric described in Cavnar and Trenkle (1994). The only conclusion we can draw
from this is that the target domain is clearly a factor in determining which learning
algorithm is best for LangID. We examine this issue and other issues in systematic
evaluation of LangID more closely in the following section.
2.2.4 Empirical Evaluation
In the previous two sections, we have alluded to issues of evaluation in LangID
research to date. In this section, we examine the literature more closely, providing
a broad overview of the metrics that have been used, as well as the experimental
settings in which LangID research has been evaluated.
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Reference Overall Per-Language# Lang Acc Err P R F CM LC TS S NF
Cavnar and Trenkle (1994) 8 X X X X
Dunning (1994) 2 X
Sibun and Spitz (1994) 23 X
Souter et al. (1994) 9 X X
Combrinck and Botha (1995) 12 X X
Grefenstette (1995) 9 X X X
Kikui (1996) 9 X X
Sibun and Reynar (1996) 27 X X
Adams and Resnik (1997) 2 X X
Elworthy (1998) 18 X X X
Cowie et al. (1999) 34 X X
Prager (1999a) 13 X X
Hakkinen and Tian (2001) 4 X X
Poutsma (2002) 10 X X X
Tian and Suontausta (2003) 25 X
Dueire Lins and Gonçalves (2004) 4 X
Padró and Padró (2004) 6 X X X
Takçi and Soğukpınar (2004) 4 X
Xafopoulos et al. (2004) 5 X X
Kruengkrai et al. (2005) 17 X
Martins and Silva (2005) 12 X X
McNamee (2005) 10 X X
Tran and Sharma (2005) 7 X X X
Windisch and Csink (2005) 5 X X X
Artemenko et al. (2006) 6 X X
Da Silva and Lopes (2006) 19 X
Mandl et al. (2006) 8 X X
Murthy and Kumar (2006) 9 X X X
Singh (2006) 39 X X
Vojtek and Bieliková (2007) 8 X X
Grothe et al. (2008) 9 X
Choong et al. (2009) 68 X
Rehurek and Kolkus (2009) 9 X X
Baldwin and Lui (2010a) 67 X X X X X X
Pienaar and Snyman (2010) 11 X X
Trieschnigg et al. (2010) 16 X X X
Vatanen et al. (2010) 281 X X X
Yang and Liang (2010) 12 X
Chew et al. (2011) 182 X
Lui and Baldwin (2011) 89 X X
Ng and Selamat (2011) 23 X X
Stupar et al. (2011) 12 X
Tromp and Pechenizkiy (2011) 6 X
Winkelmolen and Mascardi (2011) 22 X X
Bergsma et al. (2012) 12 X
Botha and Barnard (2012) 11 X X X
Brown (2012) 923 X X X
Lui and Baldwin (2012) 67 X X
Majliš (2012) 90 X X X X X
Milne et al. (2012) 6 X X X
Takçi and Ekinci (2012) 9 X X
Takçı and Güngör (2012) 9 X X X X X
Vogel and Tresner-Kirsch (2012) 6 X X X X
Brown (2013) 1100 X X X
Carter et al. (2013) 5 X X
Goldszmidt et al. (2013) 52 X X X
Brown (2014) 1311 X X
Lui and Baldwin (2014) 65 X X X X
Simões et al. (2014) 25 X
Table 2.2: Summary of empirical evaluations. Acc=Accuracy, Err=Error Rate,
P=Precision, R=Recall, F=F-score, CM=Confusion Matrix, LC=Learning Curve,
TS=Test Size, S=Speed, NF=Number of Features.
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Table 2.2 summarizes some of the parameters of empirical evaluations in work to
date. The most common approach is to treat the task as a document-level classiﬁ-
cation problem. Given a set of evaluation documents, each having a known correct
label from a closed set of labels (often referred to as the “gold-standard”), and a
predicted label for each document from the same set, the document-level accuracy
is the proportion of documents that are correctly labeled over the entire evaluation
collection. This is the most often-reported metric, and conveys the same information
as the error rate, which is simply the proportion of documents that are incorrectly
labeled (i.e. 1  accuracy).
Authors sometimes provide a per-language breakdown of results. There are two
distinct ways in which results are generally summarized per-language: (1) precision,
in which documents are grouped according to their predicted language; and (2) recall,
in which documents are grouped according to what language they are actually written
in. More formally, consider a set of documents D = fD1  Dmg and a set of languages
L = fL1  Lng. For each document Dx we denote that the document is written in
language Ly by Dx!Ly, and that the system predicts the document is written in Lz
by Dx.Lz. We use an overline to denote negation, for example Dx!Ly denotes that
Dx is not written in Ly. For each language Li2L, each document can fall into four
possible categories:
True Positive (TP) Dx!Li and Dx.Li
False Positive (FP) Dx!Li and Dx.Li
False Negative (FN) Dx!Li and Dx.Li
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True Negative (TN) Dx!Li and Dx.Li
Given a gold-standard and a set of predictions, the frequency of each category can be
tabulated for each language. On the basis of these counts, precision (P) and recall
(R) are deﬁned as the following ratio of counts:
P = TP
TP + FP
R = TP
TP + FN
Earlier work has tended to only provide a breakdown based on the correct label
(i.e. only reporting per-language recall). This gives us a sense of how likely a document
in any given language is to be classiﬁed correctly, but does not give an indication of
how likely a prediction for a given language is of being correct. Under the monolingual
assumption (i.e. each document is written in exactly 1 language), this is not too much
of a problem, as any false negative for one language must also be a false positive for
another language, so precision and recall are closely linked. Nonetheless, later authors
have tended to explicitly state both precision and recall for clarity. It is also common
practice to report an F-score (F), which is the harmonic mean of precision and recall:
F = 2 P  RP +R
The F-score (also sometimes called F-measure) was developed in information re-
trieval to measure the eﬀectiveness of retrieval with respect to a user who attaches
diﬀerent relative importance to precision and recall (van Rijsbergen 1979:Chapter 7).
When used as an evaluation metric for classiﬁcation tasks, it is common to place equal
weight on precision and recall, and this has also been the practice in work to date on
LangID that has used the F-score (Murthy and Kumar 2006; Baldwin and Lui 2010a;
Takçı and Güngör 2012; Vogel and Tresner-Kirsch 2012).
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In addition to evaluating performance for each individual language, authors have
also sought to convey the relationship between classiﬁcation errors and speciﬁc sets
of languages. Errors in LangID systems are generally not random; rather, certain
sets of languages are much more likely to be confused. For example, Grefenstette
(1995) found that Norwegian documents had an elevated chance of being misclas-
siﬁed as Swedish, compared to a range of other European languages. Sibun and
Reynar (1996) found an elevated chance of misclassiﬁcation between Croatian, Ser-
bian and Slovenian, and this speciﬁc set of languages has been the focus of later
research (Ljubešić et al. 2007; Tiedemann and Ljubešić 2012). The typical method of
conveying this information is through the use of a confusion matrix, a tabulation of
the distribution of (predicted language, actual language) pairs. Confusion matrices
can be presented over the entire language set (Sibun and Reynar 1996), or can be
cropped to focus on a particular subset of languages (Kikui 1996).
Presenting full confusion matrices becomes problematic as the number of lan-
guages considered increases, and as a result has become relatively uncommon in work
that covers a broader range of languages. Per-language results are also harder to
interpret as the number of languages increases, and so it is common to present only
collection-level summary statistics. There are two methods to summarize across a
whole collection: (1) giving each document equal weight; and (2) giving each class
(i.e. language) equal weight. (1) is referred to as a micro-average, and (2) as a macro-
average. For LangID under the monolingual assumption, micro-averaged precision
and recall are the same, since each instance of a false positive for one language must
also be a false negative for another language. In other words, micro-averaged precision
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and recall are both simply the collection-level accuracy. On the other hand, macro-
averaged precision and recall give equal weight to each language. In datasets where
the number of documents per language is the same, this again works out to being the
collection-level average. However, LangID research has frequently dealt with datasets
where there is a substantial skew between classes. In such cases, the collection-level
accuracy is strongly biased towards more heavily-represented languages. For example,
as of December 2013, English Wikipedia accounts for 4.5M of 30.5M articles (15%),
whereas Chinese Wikipedia only accounts for 734k articles (2.4%).2 Reporting the
average on a representative sample of Wikipedia would mean that the English ac-
curacy would have over 6 times the impact on the overall accuracy of the Chinese
accuracy. This eﬀect can be seen in the results reported by Baldwin and Lui (2010a),
where the best performing system on a Wikipedia-based dataset has a collection-level
accuracy of 86.9%, whereas the macro-averaged precision and recall are 74.0% and
64.6% respectively. To address this issue, in work on skewed document collections,
authors tend to report both the collection-level accuracy as well as the macro-averaged
precision/recall/F-score, in order to give a more complete picture of the characteris-
tics of the method being studied.
Whereas the notions of macro-averaged precision and recall are clearly deﬁned,
there are two possible methods to calculate the macro-averaged F-score. The ﬁrst
is to calculate it as the harmonic mean of the macro-averaged precision and recall,
and the second is to calculate it as the arithmetic mean of the per-class F-score.
Baldwin and Lui (2010a) choose to use the second deﬁnition, which has the peculiar
2http://stats.wikimedia.org/EN/TablesArticlesTotal.htm
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characteristic that the F-score may not fall between the precision and recall values.
Goldszmidt et al. (2013) took a diﬀerent approach in dealing with the skew in
available data between languages, proposing instead weighted accuracy, where each
language is weighted using the standard deviation of the estimate of the accuracy.
The number of correctly-labeled documentsm is modeled as a random variable, with a
Binomial distribution Bin(n; p), where n is the gold-standard number of documents
for the language and p is the maximum likelihood estimate of the accuracy (i.e.
p = m
n
). The weight w for the language is deﬁned as w =
q
n
p(1 p) , and the overall
weighted accuracy of an identiﬁer on a document collection is given by
P
l2L wlplP
l2L wl
. This
method has the advantage of allowing direct evaluation of the statistical signiﬁcance of
a diﬀerence between classiﬁers by means of a Wald test. However, its relationship with
commonly-used metrics has not been suﬃciently explored to enable the comparison
of weighted accuracy results to macro-averaged precision/recall/F-score.
The comparability of published results is also limited by the variation in size and
source of the data used for evaluation. In work to date, authors have used data
from a variety of diﬀerent sources to evaluate the performance of proposed solu-
tions. Typically, data for a number of languages is collected from a single source
(for example web pages (Dueire Lins and Gonçalves 2004), or a newswire source
(Takçı and Güngör 2012)), and the number of languages considered varies widely
(see Table 2.2). Earlier work tended to focus on a smaller number of Western Eu-
ropean languages. Notable exceptions are Sibun and Spitz (1994), which consid-
ered 23 languages including some African and Asian languages, and Kikui (1996),
which included Japanese. Later work has shifted the focus to supporting larger num-
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bers of languages simultaneously, with the work of Brown (2014) pushing the upper
bound, reporting a language identiﬁer that supports over 1300 languages. The in-
creased size of the language set considered is partly due to the increased availability
of language-labeled documents from novel sources such as Wikipedia and Twitter,
supplementing existing data from translations of the Universal Declaration of Hu-
man Rights, Bible translations, as well as parallel texts from MT datasets such as
OPUS (Tiedemann 2012) and SETimes3, and European Government data such as
JRC-Acquis (Steinberger et al. 2006). This has led to a shift away from proprietary
datasets such as the ECI multilingual corpus (Armstrong-Warwick et al. 1994) that
were more commonly used in earlier research. As more languages are considered
simultaneously, the accuracy of LangID systems decreases (Padró and Padró 2004;
Baldwin and Lui 2010a). A particularly striking illustration of this are results for
the method of Cavnar and Trenkle (1994). The original paper reports an accuracy
of 99.8% over 8 European languages. Lui and Baldwin (2011) report an accuracy of
68.6% over a dataset of 67 languages from Wikipedia, and Xia et al. (2009) report an
accuracy as low as 1.66% by applying the method to LangID of Interlinear Glossed
Text (IGT) in 638 languages.
In contrast to the trend towards considering more and more languages concur-
rently, there has also been a tendency towards focusing on particular groups of
languages that are diﬃcult to disambiguate (Murthy and Kumar 2006; Botha and
Barnard 2012; Tiedemann and Ljubešić 2012; Zampieri et al. 2012a; Zubiaga et al.
2014). This type of research tends to focus on the reasons for aﬃnity between the
3http://nlp.ffzg.hr/resources/corpora/setimes/
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languages and the particular distinguishing characteristics of each, and so reports
detailed results and analysis on a small number of languages. LangID within groups
of closely-related languages is an open problem, which we discuss in greater detail in
Section 2.5.6.
Separate to the question of the number and variety of languages included are issues
regarding the quantity of training data used. A number of studies have examined the
relationship between LangID accuracy and quantity of training data through the
use of learning curves (column “LC” of Table 2.2). One slight variation on this
theme is Souter et al. (1994), which examined the quantity of training data required
before no new features were observed for a language, features being character 2-
grams or 3-grams. Another variation is Baldwin and Lui (2010a), which presented
a breakdown of per-language accuracy according to the training data available for
each language in the dataset used. The general ﬁnding is that LangID accuracy
increases with more training data, though there are some authors that report an
optimal amount of training data, where adding more training data decreases accuracy
thereafter (Combrinck and Botha 1995; Ljubešić et al. 2007). Overall, it is not clear
that there is a universal quantity of data that is “enough” for any language, rather
this amount appears to be aﬀected by the particular set of languages as well as the
domain of the data. As a rough gauge, training data quantities on the order of 50KB
per language onwards appear to be quite common (Souter et al. 1994; Adams and
Resnik 1997; Prager 1999a; Xafopoulos et al. 2004; Takçı and Güngör 2012), and most
of the reported learning curves appear to plateau somewhere around 100KB to 1MB
per language. The breakdown presented by Baldwin and Lui (2010a) shows that with
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less than 100KB per language, there are some languages where classiﬁcation accuracy
is near perfect, whereas there are others where it is very poor.
Another aspect that is frequently reported on is how long a sample of text needs to
be before its language can be correctly detected. Column “TS” in Table 2.2 identiﬁes
papers that report results broken down by the size of the test sample. Unsurprisingly,
the general consensus is that longer samples are easier to classify correctly. In most
cases, the point of inﬂection appears to be around 100 bytes. Text samples below 100
bytes are typically reported to have elevated error rates, and the accuracy increases
quickly with increasing sample size. Beyond 100 bytes, the accuracy generally tends
to plateau. As with quantity of training data, this value varies with the exact set
of languages considered, as well as the source of the data. There is a strong interest
in classifying short segments of text, as certain applications naturally involve short
text documents, such as LangID of microblog messages or search engine queries.
Another area where LangID of texts as short as one word has been investigated is in
the context of dealing with documents that contain text in more than one language,
where word-level LangID has been proposed as a possible solution (see Section 2.5.4).
These outstanding issues have led to research focused speciﬁcally on LangID of shorter
segments of text, which we discuss in more detail in Section 2.5.5.
From a practical perspective, knowing the rate at which a LangID system can
process and classify documents is useful as it allows a practitioner to predict the
time required to process a document collection given certain computational resources.
However, so many factors inﬂuence the rate at which documents are processed that
comparison of absolute values across publications is largely meaningless. Instead,
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it is more valuable to consider publications that compare multiple systems under
controlled conditions (same computer hardware, same evaluation data, etc.). Such
papers are identiﬁed in column “S” of Table 2.2. The most common observations are
that classiﬁcation times between diﬀerent algorithms can diﬀer by orders of magnitude
(Poutsma 2002; Lui and Baldwin 2011; Lui and Baldwin 2012; Majliš 2012; Takçi and
Ekinci 2012; Takçı and Güngör 2012; Brown 2013) and that the fastest methods are
not always the most accurate (Poutsma 2002; Majliš 2012; Brown 2013). Beyond
that, the diversity of systems tested and the variety in the test data make it hard to
draw further conclusions about the relative speed of algorithms.
Where feature selection is used, the number of features retained is a parameter
of interest, as it aﬀects both the memory requirements of the LangID system as
well as its classiﬁcation rate. In general, a smaller feature set results in a faster
and more lightweight identiﬁer. Relatively few authors give speciﬁc details of the
relationship between the number of features selected and accuracy (column “NF” of
Table 2.2). This may be because in most cases, the improvement in accuracy simply
plateaus with increasing feature count (Vatanen et al. 2010; Lui and Baldwin 2011;
Brown 2012; Lui and Baldwin 2012), though the exact number of features required
varies substantially with the method and the data used. At the lower end of the scale,
Cavnar and Trenkle (1994) report that 300–400 features per language is suﬃcient,
whereas at the other end, Brown (2012) ﬁnds that for the best method tested, the
error rate continues to decrease up to around 5000–8000 features per language.
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2.3 Applications
Research in LangID has cited a variety of motivations for investigating the task. In
this section, we brieﬂy summarize what these motivations are, and how their speciﬁc
needs diﬀer.
The oldest motivation for automatic LangID is perhaps in conjunction with trans-
lation (Beesley 1988; Combrinck and Botha 1995). Automatic LangID is used as a
pre-processing step to determine what translation system to apply to an input text,
whether it be by routing to a speciﬁc human translator or by applying MT. Such a use
case is still very common, and can be seen in the Google Chrome web browser,4 where
an in-built LangID module is used to oﬀer MT services to the user when the detected
language of the web page being visited diﬀers from the user’s language settings.
NLP components such as part-of-speech (POS) taggers and parsers tend to make
a strong assumption that the input text is monolingual in a given language. Similarly
to the translation case, LangID can play an obvious role in routing documents written
in diﬀerent languages to NLP components tailored to those languages. More subtle is
the case of documents with mixed multilingual content, the most commonly-occurring
instance of which is foreign inclusion, where a document is predominantly in a single
language (e.g. German or Japanese) but is interspersed with words and phrases (often
technical terms) from a language such as English. For example, Alex et al. (2007)
found that around 6% of word tokens in German text sourced from the Internet are
English inclusions. In the context of POS tagging, one strategy for dealing with
inclusions is to have a dedicated POS for all foreign words, and force the POS tagger
4http://www.google.com/chrome
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to perform both foreign inclusion detection and POS tagging of those words in the
target language; this is the approach taken in the Penn POS tagset, for example
(Marcus et al. 1993). An alternative strategy is to have an explicit foreign inclusion
detection pre-processor (e.g. based on monolingual lexicon and corpus analysis: Alex
(2006)), and some special handling of foreign inclusions. For example, in the context
of German parsing, Alex et al. (2007) used foreign inclusion predictions to restrict the
set of (German) POS tags used to form a parse tree, and found that this approach
substantially improved parser accuracy.
Another commonly-mentioned use case is for multilingual document storage and
retrieval. A document retrieval system (such as, but not limited to, a web search
engine) may be required to index documents in multiple languages. In such a setting,
it is common to apply LangID at two points: (1) to the documents being indexed;
and (2) to the queries being executed on the collection. Simple keyword matching
techniques can be problematic in text-based document retrieval, because the same
word can be valid in multiple languages. Classic examples of such words (known
as “false friends”) include gift, which in German means “poison”, and burro, which
means “butter” in Italian but “donkey” in Spanish. Performing LangID on both the
document and the query helps to avoid confusion between such terms, by taking ad-
vantage of the context in which it appears in order to infer the language. This has
resulted in speciﬁc work in LangID of web pages (Kikui 1996; Xafopoulos et al. 2004;
Martins and Silva 2005; Rehurek and Kolkus 2009; Chew et al. 2011), as well as
search engine queries (Ceylan and Kim 2009; Gottron and Lipka 2010). Having said
this, in many cases, the search query itself does a suﬃciently good job of select-
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ing documents in a particular language, and overt LangID is often not performed
in mixed multilingual search contexts. Indeed, outside of specialized tasks such as
cross-lingual information retrieval (Grefenstette 1998; Nie 2010), there is very little
research that has shown that LangID empirically boosts retrieval eﬀectiveness, with
Han et al. (2011) being a rare instance of this, in demonstrating for monolingual En-
glish information retrieval over Twitter, that explicit LangID to ﬁlter out non-English
documents improved retrieval eﬀectiveness.
Automatic LangID has also been used to facilitate linguistic and other text-based
research. Suzuki et al. (2002) report that their motivation for developing a language
identiﬁer was “to ﬁnd out how many web pages are written in a particular language”.
Automatic LangID has been used in constructing web-based corpora. The Crúbadán
project (Scannell 2007) makes used of automated LangID techniques to gather lin-
guistic resources for under-resourced languages. Similarly, the Online Database of
INterlinear text (ODIN) (Lewis and Xia 2010) uses automated LangID as one of the
steps in collecting interlinear glossed text from the web for purposes of linguistic
search and bootstrapping NLP tools. hrWac (Ljubešić and Klubička 2014) is a web
corpus collected from the .hr top-level domain using automated LangID techniques
(Stupar et al. 2011). ClueWeb095 is a multilingual dataset that presents web pages
grouped into 10 languages; the grouping was carried out using an implementation of
the method of Cavnar and Trenkle (1994). Resnik (1999) demonstrated that LangID
can be used to reduce false positives in parallel corpora crawled from the web based
on structural parallelism. Finally, Kralisch and Mandl (2006) make use of automated
5http://lemurproject.org/clueweb09/
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language identiﬁcation in the study of the eﬀect of language on information access in
websites.
One challenge in collecting linguistic resources from the web is that documents
can be multilingual (i.e. contain text in more than one language). This is problematic
for standard LangID methods, which assume that a document is written in a single
language, and has prompted research into segmenting text by language (Yamaguchi
and Tanaka-Ishii 2012), as well as word-level LangID (King and Abney 2013; Nguyen
and Dogruoz 2013), to enable extraction of linguistic resources from multilingual
documents.
Automated LangID also has a role in online communities such as web forums and
social media. Many such communities are multilingual (e.g. Nguyen and Dogruoz
(2013) report experiments on a mixed Dutch-Turkish web forum). From a usability
perspective, LangID is needed to help users understand content generated by speakers
of a diﬀerent language (Kralisch and Mandl 2006). Such problems are often faced by
users of travel-related websites such as TripAdvisor6 or Booking.com,7 where other
users may have written reviews in a language we are not familiar with. Furthermore,
when scraping websites containing user-generated content, it is common to encounter
web pages that contain text in more than one language (an issue discussed in Sec-
tion 2.5.4). Another common issue is that the language of the content may not match
the language of the interface used (Bosca and Dini 2010). Amongst the newer “social
media” platforms, a number of authors have investigated LangID for Twitter mes-
sages (Tromp and Pechenizkiy 2011; Bergsma et al. 2012; Lui and Baldwin 2012;
6http://www.tripadvisor.com
7http://booking.com
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Mayer 2012; Carter et al. 2013; Derczynski et al. 2013; Goldszmidt et al. 2013;
Lui and Baldwin 2014), and Han et al. (2014a) demonstrated that when performing
user geolocation over Twitter, it is empirically advantageous to ﬁrst automatically
partition users based on language, based on the observation that for many languages,
the mere fact that a given user posts in the language biases the set of locations they
are likely to be based in (e.g. if a user posts in Finnish, they are highly likely to
be based in Finland, and not elsewhere in the world). There has also been research
on identifying the language of private messages between eBay users (Mayer 2012),
presumably as a ﬁltering step prior to more in-depth data analysis.
2.4 Oﬀ-the-Shelf Language Identiﬁers
In Section 2.1, we attributed part of the popularity of the method of Cavnar and
Trenkle (1994) to the availability of TextCat, an “oﬀ-the-shelf” implementation of
the algorithm. In this context, “oﬀ-the-shelf” implies that the software is distributed
with pre-trained models for a number of languages, such that a user is not required
to provide training data before using the system. Such a setup is highly attractive to
many end-users of automatic LangID, whose main interest is in utilizing the output
of a language identiﬁer rather than implementing and developing the technique. To
this end, a number of oﬀ-the-shelf language identiﬁers have been released over time.
In this section, we provide a brief summary of systems that are available, as well as
the key characteristics of each system.
TextCat is the most well-known implementation of Cavnar and Trenkle (1994),
and is still available (van Noord 1994), and as of January 2014 lists models for 76
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languages in its oﬀ-the-shelf conﬁguration. The classiﬁer itself uses rank-order statis-
tics of byte n-grams to determine the most likely language for a document, and is
described in detail in Section 4.1.1. TextCat is not the only example of an oﬀ-the-
shelf implementation of Cavnar and Trenkle (1994); another such implementation is
Scheelen (2003). The main issue addressed by later implementations is classiﬁcation
speed: TextCat is implemented in Perl and is not optimized for speed, whereas im-
plementations such as Scheelen (2003) have been speciﬁcally written to be fast and
eﬃcient.
ChromeCLD (Sites 2013b) is the language identiﬁer embedded in the Google Chrome
web browser.8 It uses a naive Bayes classiﬁer, and script-speciﬁc classiﬁcation strate-
gies. ChromeCLD assumes that all input is in UTF-8, and assigns the responsibility
of encoding detection and transcoding to the user. ChromeCLD uses Unicode infor-
mation to determine the script of the input, which is then processed in one of three
ways: (1) if the script is speciﬁc to a single language, that language is immediately
output as a prediction; (2) if the input contains Chinese/Japanese/Korean scripts, a
character-level unigram model is used; and (3) all other documents are classiﬁer using
a character-level quadgram (4-letter) model. ChromeCLD also implements a number of
pre-processing heuristics to help boost performance on its target domain (web pages),
such as stripping letter sequences like ‘.jpg’. The standard implementation supports
83 languages, and an extended model is provided that supports 160 languages.
LangDetect (Nakatani 2010b) is a Java library that implements a language iden-
tiﬁer based on a naive Bayes classiﬁer trained over character n-grams. As of Jan-
8http://www.google.com/chrome
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uary 2014, the software comes with pre-trained models for 53 languages, using data
from Wikipedia. LangDetect makes use of a range of normalization heuristics to
improve the performance on particular languages. These include: (1) clustering of
Chinese/Japanese/Korean characters to reduce sparseness; (2) removal of “language-
independent” characters, and other text normalization; and (3) normalization of Ara-
bic characters. We examine LangDetect in greater detail in Section 4.1.3.
whatlang (Brown 2013) uses a vector-space model with per-feature weighting on
character n-gram sequences. It is a standalone version of an identiﬁer originally
developed to produce a “language-aware” version of the Unix strings utility (Brown
2012). One particular feature of whatlang is that it uses discriminative training in
selecting features, i.e. it speciﬁcally makes use of features that are strong evidence
against a particular language, which is generally not done by naive Bayes models, and
has been shown to be eﬀective, particularly in discriminating between closely-related
languages (Tiedemann and Ljubešić 2012). Another feature of whatlang is that
it uses inter-string smoothing to exploit sentence-level locality in making language
predictions, under the assumption that adjacent sentences are likely to be in the
same language. Brown (2013) reports that this substantially improves the accuracy
of the identiﬁer. Another distinguishing feature of whatlang is that it comes pre-
trained with data for 1100 languages, which is the highest number by a large margin
of any oﬀ-the-shelf system.
YALI (Majliš 2012) implements an oﬀ-the-shelf classiﬁer trained using Wikipedia
data, covering 122 languages. Although not described as such, the actual classiﬁca-
tion algorithm used is a linear model, and is thus closely related to both multinomial
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naive Bayes and a cosine-based vector space model (see Section 5.5.1). The weights
for each term are calculated as the maximum likelihood estimate. However, unlike in
a multinomial naive Bayes model, the weights are not log-scaled. The feature repre-
sentation used is byte-level 4-grams, selecting the most frequent 100 per-language.
In addition to the above-mentioned general-purpose language identiﬁers, there
have also been recent eﬀorts to produce pre-trained language identiﬁers targeted
speciﬁcally at Twitter messages. LDIG (Nakatani 2012) is a Twitter-speciﬁc LangID
tool with in-built models for 17 languages. It uses a document representation based
on tries (Okanohara and Tsujii 2009). The algorithm is a logistic regression classiﬁer
using all possible substrings of the data. The use of all possible substrings is important
to maximize the available information from the relatively short Twitter messages.
Okanohara and Tsujii (2009) show how to construct a maximal substring model that
is equivalent to the all substring model, with the advantage that the maximal model
can be constructed in linear time, and utilizes tries for fast prediction. Nakatani
(2012) also applies some hand-crafted normalization rules to further boost accuracy,
similar to those applied in earlier work by the same author (Nakatani 2010b).
Another Twitter-speciﬁc LangID tool is MSR-LID (Goldszmidt et al. 2013) which,
like TextCat, uses rank-order statistics over character n-grams. Unlike TextCat, an
unnormalized variant of Spearman’s  is used to measure correlation. The Twitter-
speciﬁc training data is acquired through a bootstrapping approach, starting with
Wikipedia data. The authors provide a reference implementation, as well as pre-
trained models for a variety of parametrizations of the system.
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2.5 Open Issues in LangID
As we have seen in the previous sections, there is wide diversity in the types of
research that are relevant to LangID. In this section, we identify speciﬁc issues or
research questions that have been raised over the years with regards to particular
aspects of the LangID problem, and provide a short analysis of work to date on each
issue.
Several papers have been published cataloging open issues in LangID (Sibun
and Reynar 1996; Xia et al. 2010b; Hughes et al. 2006; Da Silva and Lopes 2006;
Baldwin and Lui 2010a). Some of the issues, such as text representation (Section 2.2.1,
Section 2.2.2) and choice of algorithm (Section 2.2.3), have already been covered in
detail in this review. In this section, we synthesize the remaining issues into a sin-
gle master list, adding our own where appropriate. The following subsections each
explore an issue, and work to date that has been done to address it.
2.5.1 Text Preprocessing
Text preprocessing (also known as normalization) is an umbrella term for tech-
niques where an automatic transformation is applied to text before it is presented
to a classiﬁer. The aim of such a process is to eliminate sources of variation that
are expected to be confounding factors with respect to the target task. Text prepro-
cessing is slightly diﬀerent from data cleaning, as data cleaning is a transformation
applied only to training data, whereas normalization is applied to both training and
test data. Hughes et al. (2006) raise text preprocessing as an outstanding issue in
LangID, arguing that its eﬀects on the task have not been suﬃciently investigated.
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While there is no work to date that speciﬁcally focuses on comparing diﬀerent ap-
proaches to text preprocessing for the explicit purposes of LangID, in this section we
summarize the normalizations that have been proposed for LangID.
Case folding is the elimination of capitalized letters, replacing them with their low-
ercased forms. This is not a trivial operation, as it requires script-speciﬁc information,
and so is generally only possible if the exact encoding is known. This can be problem-
atic when dealing with encodings that share certain portions of the codespace, such
as many 8-bit encodings which share the lower 7-bit space with ASCII. In ASCII,
uppercase letters can be converted to lowercase by adding 32 to the value of each
byte, and this rule extends to some members of the ISO-8859 family, but encodings
such as CP850 do not follow this rule, potentially resulting in incomplete (if only the
ASCII portion is converted) or incorrect (if the add-32 rule is blindly applied) case
folding. One solution to this problem is provided by the Unicode Character Database
(UCD),9 which explicitly represents case relationships between symbols, making au-
tomatic case folding relatively straightforward if the input document is known to be
in a Unicode encoding.
Goldszmidt et al. (2013) apply case folding in building a language identiﬁer for
Twitter messages, and ﬁnd that case folding generally lowers accuracy. ChromeCLD
(Sites 2013b) makes use of case folding, but does not report on its eﬀect on accuracy.
ChromeCLD also makes use of a variety of other heuristics, including expanding HTML
entities, deleting digits and punctuation, and removing SGML-like tags. LangDetect
(Nakatani 2010a) is another oﬀ-the-shelf language identiﬁer that makes some use
9http://www.unicode.org/ucd/
56 Chapter 2: Literature Review
of normalization techniques. Characters from Chinese/Japanese/Korean scripts are
clustered together to reduce their relative sparsity – script information is again ob-
tained from UCD. LangDetect also removes “language-independent characters” such
as numbers, symbols, URLs and mail addresses. It also removes words that are all-
capitals, and tries to remove other acronyms and proper names, though how this is
done is not speciﬁed (Nakatani 2010b).
In the domain of Twitter messages, Tromp and Pechenizkiy (2011) remove links,
usernames, smilies and hashtags (a Twitter-speciﬁc “tagging” feature), arguing that
these entities are language independent and thus should not feature in the model.
However, they do not report on the eﬀect that this cleaning has on accuracy. Xafopou-
los et al. (2004) address LangID of web pages, and report removing HTML formatting,
and applying stopping using a small stopword list. They also do not report the eﬀect
that this has on accuracy. Takçi and Ekinci (2012) carry out LangID experiments on
the ECI multilingual corpus, and report removing punctuation, space characters and
digits. They too do not report the eﬀect of the cleaning on accuracy.
2.5.2 Supporting Lower-Density Languages
Hughes et al. (2006) paint a fairly bleak picture of the support for lower-density
languages in automatic LangID, and this is supported by the arguments of Xia et al.
(2010b), who detail speciﬁc issues in building hugely multilingual datasets. Abney
and Bird (2010) has also speciﬁcally called for research into automatic LangID for
low-density languages. As we saw in Table 2.2, early research in LangID tended to
focus on a very limited number of languages (sometimes as few as 2). This situ-
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Rhoddodd yr athro lyfr i’r bachgen ddoe
gave-3sg the teacher book to-the boy yesterday
‘The teacher gave a book to the boy yesterday’
Figure 2.2: Example of Interlinear Glossed Text (IGT), reproduced from Xia et al.
(2010a).
ation has improved somewhat, with many current oﬀ-the-shelf language identiﬁers
supporting on the order of 50-100 languages (Section 2.4). The standout in this re-
gard is Brown (2013), supporting 1100 languages in its default conﬁguration. This is
still substantially less than the 7100 languages listed by the Ethnologue (Lewis et al.
2014). However, only about half the listed languages are known to have a writing
system, and in many cases the writing system is very rarely used, with little to no dig-
itized text available.10 Xia et al. (2010b) describe the Ethnologue in more detail, and
discuss the role that LangID plays in other aspects of supporting minority languages,
including detecting and cataloging resources. The problem is circular: LangID meth-
ods are typically supervised, and need training data for each language to be covered,
but the most eﬃcient way to recover such data is through LangID methods. Brown
(2013) avoids this issue by using data from the most varied source available (and part
of the raison d’etere of Ethonologue): bible translations. However, as we will see in
Chapter 4, bible text tends to be regular in a way that is often not representative of
other forms of text in a language.
A number of projects are ongoing with the speciﬁc aim of gathering linguistic
data from the web, targeting as broad a set of languages as possible. One such
project is the Online Database of INterlinear text (ODIN) (Xia et al. 2010a), which
10http://www.ethnologue.com/enterprise-faq/how-many-languages-world-are-unwritten
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aims to collect parallel snippets of text from scholarly articles published to the web.
ODIN speciﬁcally targets articles containing Interlinear Glossed Text (IGT), a semi-
structured format for presenting text and a corresponding gloss that is commonly used
in linguistics. Figure 2.2 reproduces an example of IGT reported in Xia et al. (2010a).
Xia et al. (2010a) describe the construction of web crawlers speciﬁcally targeting
IGT, as well as the identiﬁcation of the languages represented in the IGT snippets.
Language identiﬁcation for thousands of languages from very small quantities of text
is one of the issues that they have had to tackle. They list four speciﬁc challenges for
LangID in ODIN: (1) the large number of languages, (2) “unseen” languages, that
appear in the test data but not in training data, (3) short target sentences, and (4)
(sometimes inconsistent) transliteration into Latin text. They report that the method
of Cavnar and Trenkle (1994) attains an accuracy as low as 1.66% on their speciﬁc
task. Their solution to this task is to take advantage of a domain-speciﬁc feature:
they assume that the name of the language that they are extracting must appear
in the document containing the IGT. The ﬁrst step is IGT and language mention
detection, which is carried out in a language-independent fashion. After language
names and IGT have been identiﬁed, the next step is to map each extent of IGT
to a language name, and this is done using a machine learning approach similar to
those used for coreference resolution, using features such as the nearest language that
precedes the IGT instance, language names appearing in the neighbourhood of the
IGT instance, as well as supervised classiﬁcation and unsupervised clustering of IGT
instances using a character and word level n-gram representation. Xia et al. (2010a)
report that this approach signiﬁcantly outperforms the text-based LangID approach
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in this particular problem setting.
Another project with the aim of creating text corpora for under-resourced lan-
guages by crawling the web is the Crúbadán project (Scannell 2007). The crawler
uses seed data in a target language to generate word lists, that in turn are used
as queries for a search engine. The returned documents are then compared to the
seed resource via an automatic language identiﬁer, which is used to eliminate false
positives. The core identiﬁer uses a vector-space model with manually-set minimum
thresholds, and is augmented in problematic cases with a word-level naive Bayes clas-
siﬁer. Scannell (2007) reports that corpora for over 400 languages have been built
using this method.
Much recent work on multilingual documents (Section 2.5.4) has been done with
support for minority languages as a key goal. One of the common problems with
gathering linguistic data from the web is that the data in the target language is often
embedded in a document containing data in another language. This has spurred
recent developments in text segmentation by language (Yamaguchi and Tanaka-Ishii
2012) and word-level LangID (King and Abney 2013; Nguyen and Dogruoz 2013),
which we discuss in more detail in the section on LangID for multilingual documents
(Section 2.5.4).
2.5.3 “Unseen” Languages
“Unseen” languages are languages that we do not have training data for, that
may nonetheless be encountered by a language identiﬁer system being applied to
real-world data. Dealing with languages for which we do not have training data has
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been identiﬁed as an issue by Hughes et al. (2006), and has also been mentioned by
Xia et al. (2010a) as a speciﬁc challenge in harvesting linguistic data from the web.
Xia et al. (2010a) address the problem by using a speciﬁc feature of the type of data
they are targeting: they assume that the name of the language appears somewhere
in the document they are extracting strings from, and thus tackle the issue through
coreference resolution, which we describe in more detail in Section 2.5.2. This is
an elegant solution to their problem but it is not applicable to general text-based
LangID.
Some authors have attempted to tackle the unseen language problem through
attempts at unsupervised labeling of text by language. Biemann and Teresniak (2005)
present such an approach, building graphs of co-occurrences of words in sentences,
and then partitioning the graph using a custom graph-clustering algorithm, which
labels each word in the cluster with a single label. The number of labels starts out
the same as the number of words, and decreases as part of the process of applying
the algorithm. After a small number of iterations (the authors report 20), the labels
become relatively stable and can be interpreted as cluster labels. Smaller clusters are
then discarded, and the remaining clusters are interpreted as groups of words for each
language. The authors apply this algorithm to a corpus containing documents in 7
European languages, and report that (after manually mapping clusters to languages)
the LangID accuracy is comparable to supervised methods.
Amine et al. (2010) also tackle the unseen language problem through clustering. In
contrast to the word co-occurrence statistics used by Biemann and Teresniak (2005),
they use a character n-gram representation for text, and a clustering algorithm that
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consists of an initial K-means phase, followed by a particle-swarm optimization de-
signed to mimic the behavior of ants (Deneubourg et al. 1990). This produces a large
number of small clusters, which are then labeled by language through a separate step.
Biemann and Teresniak (2005) and Amine et al. (2010) both tackle the unseen
languages problem by treating it as an unsupervised learning (i.e. clustering) problem.
However, both solutions are somewhat unsatisfactory as there is still a step required
to label the clusters, so essentially the problem has simply been transformed from
document-level supervised LangID to cluster-level supervised LangID with manual
intervention. The fact that clustering algorithms can group documents from related
languages is promising, but there is much work to be done in this respect in terms
of actually developing techniques that are useful for extracting text samples from
resources such as the web for languages that we do not have training data for.
A diﬀerent incomplete solution to the issue of unseen languages is to design the
classiﬁer to be able to output “unknown” as a prediction for language (Biemann and
Teresniak 2005; Rehurek and Kolkus 2009; Winnemöller 2010). This helps to alleviate
one of the problems commonly associated with the presence of unseen languages
– classiﬁers without an “unknown” facility are forced to pick a language for each
document, and in the case of unseen languages the choice may be arbitrary and
unpredictable (Biemann and Teresniak 2005). When LangID is used for ﬁltering
purposes, i.e. to select documents in a single language, this mislabeling can introduce
substantial noise into the data extracted; furthermore, it does not matter what or how
many unseen languages there are, as long as they are consistently rejected. Therefore
the “unknown” output provides an adequate solution to the unseen language problem
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for purposes of ﬁltering.
The easiest method to implement unknown language detection is through thresh-
olding. Most systems internally compute a score for each language for an unknown
text, so thresholding can be applied either with a global threshold (Cowie et al. 1999),
a per-language threshold, or by comparing the score for the top-scoring N-languages.
Of the oﬀ-the-shelf systems we discussed in Section 2.4, only ChromeCLD implements
unknown language detection. However, there has been relatively little attention paid
to this issue, and there is a lack of research into how to evaluate such “unknown” pre-
dictions (e.g. should a system be equally penalized for wrongly predicting “unknown”
as for predicting the wrong language?).
2.5.4 Multilingual Documents
Multilingual documents are documents that contain text in more than one lan-
guage. Recent research has investigated how to make use of multilingual documents
from sources such as web crawls, (King and Abney 2013), forum posts (Nguyen and
Dogruoz 2013) and microblog messages (Ling et al. 2013). However, most LangID
methods assume that a document contains text from a single language, and so are not
directly applicable to multilingual documents. As a result, research to date has some-
times discarded multilingual documents before carrying out experiments (Cavnar and
Trenkle 1994; Tromp and Pechenizkiy 2011).
Handling of multilingual documents has been named as an open research ques-
tion (Hughes et al. 2006). Most natural language processing techniques presup-
pose monolingual input data, so inclusion of data in foreign languages introduces
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noise, and can degrade the performance of NLP systems (Alex et al. 2007; Cook
and Lui 2012). Automatic detection of multilingual documents can be used as a
pre-ﬁltering step to improve the quality of input data. Detecting multilingual doc-
uments is also important for acquiring linguistic data from the web (Scannell 2007;
Abney and Bird 2010), and has applications in mining bilingual texts for statistical
machine translation from online resources (Resnik 1999; Nie et al. 1999; Ling et al.
2013), or to study code-switching phenomena in online communications (Nguyen
and Dogruoz 2013). There has also been interest in extracting text resources for
low-density languages from multilingual web pages containing both the low-density
language and another language such as English (Yamaguchi and Tanaka-Ishii 2012;
King and Abney 2013). King and Abney (2013:p1118) speciﬁcally mention the need
for an automatic method “to examine a multilingual document, and with high accu-
racy, list the languages that are present in the document”.
The need to handle multilingual documents has prompted researchers to revisit
the granularity of LangID. Many researchers consider document-level LangID to be
relatively easy (McNamee 2005), and that sentence-level (Brown 2013) and word-level
(King and Abney 2013; Nguyen and Dogruoz 2013) LangID are more suitable targets
for further research. However, word-level and sentence-level tokenization are not
language-independent tasks, and for some languages are substantially harder than
others (Peng et al. 2004). Furthermore, reducing the granularity of LangID also
presents challenges in dealing with shorter quantities of text on which to base the
prediction (see Section 2.5.5).
Research to date on LangID for multilingual documents has been fairly limited.
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Linguini (Prager 1999a) is a language identiﬁer that supports identiﬁcation of mul-
tilingual documents, which we analyze in greater detail in Chapter 4. The system is
based on a vector space model, and cosine similarity between a feature vector for the
test document and a feature vector for each language Li, computed as the sum of fea-
ture vectors for all the documents for language Li in the training data. The elements
in the feature vectors are frequency counts over byte n-grams (2n5) and words.
Language identiﬁcation for multilingual documents is performed through the use of
virtual mixed languages. Prager (1999a) shows how to construct vectors representa-
tive of particular combinations of languages independent of the relative proportions,
and proposes a method for choosing combinations of languages to consider for any
given document. One weakness of this approach is that for exhaustive coverage,
this method is factorial in the number of languages, and as such intractable for a
large set of languages. Furthermore, calculating the parameters for the virtual mixed
languages becomes unfeasibly complex for mixtures of more than 3 languages (see
Section 6.2.4).
Another approach to handling multilingual documents is to attempt to segment
them into contiguous monolingual segments. In addition to identifying the languages
present, this requires identifying the locations of boundaries in the text which mark
the transition from one language to another. Several methods for supervised language
segmentation have been proposed. Teahan (2000) proposed a system based on text
compression that identiﬁes multilingual documents by ﬁrst segmenting the text into
monolingual blocks. Mandl et al. (2006) detect “language shift” using an eight-
word sliding window. Rehurek and Kolkus (2009) perform language segmentation by
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computing a relevance score between terms and languages, smoothing across adjoining
terms and ﬁnally identifying points of transition between high and low relevance,
which are interpreted as boundaries between languages. Yamaguchi and Tanaka-Ishii
(2012) use a minimum description length approach, embedding a compressive model
to compute the description length of text segments in each language. They present
a linear-time dynamic programming solution to optimize the location of segment
boundaries and language labels.
Closely related to the idea of text segmentation by language is the idea of word-
level LangID (King and Abney 2013; Nguyen and Dogruoz 2013). Here, the task
becomes to label each word in the document with a speciﬁc language. Work to date
in this area has assumed that word tokenization can be carried out on the basis
of whitespace, and that the languages present in the document are known in ad-
vance. King and Abney (2013) make use of conditional random ﬁelds, and introduce
a technique to estimate the parameters using only monolingual data, an important
consideration as there is no readily-available collection of manually-labeled multilin-
gual documents with word-level annotations. Nguyen and Dogruoz (2013) present a
two-pass approach to processing Turkish-Dutch bilingual documents, where the ﬁrst
pass labels each word independently and the second pass uses the local context of a
word to further reﬁne the predictions.
To encourage further research on LangID for multilingual documents, the Aus-
traliasian Language Technology Workshop 2010 hosted a shared task where partici-
pants were required to predict the language(s) present in a held-out test set contain-
ing monolingual and bilingual documents (Baldwin and Lui 2010b). The dataset was
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prepared using data from Wikipedia, and bilingual documents were produced using
a segment from an article in one language, and a segment from the equivalent article
in another language. Equivalence between articles was determined using the cross-
language links embedded within each Wikipedia article.11 The winning entry (Tran
et al. 2010) attained a macro-averaged F-score of 0.932, by ﬁrst building monolingual
models from multilingual training data, and then applying them to a chunked version
of the test data and making the ﬁnal prediction a function of the prediction over
chunks.
2.5.5 Short Texts
Language identiﬁcation of short strings has attracted recent interest from the
research community. Hammarström (2007) describes a method that augments a dic-
tionary with an aﬃx table, and tested it over synthetic data derived from a parallel
bible corpus. Ceylan and Kim (2009) compared a number of methods for identifying
the language of search engine queries of 2 to 3 words. They develop a method which
uses a decision tree to integrate outputs from several diﬀerent LangID approaches.
Vatanen et al. (2010) focus on messages of 5 – 21 characters, using n-gram language
models over data drawn from UDHR in a naive Bayes classiﬁer. Carter et al. (2013)
focus speciﬁcally on LangID in Twitter messages by augmenting standard methods
with LangID priors based on a user’s previous messages and by the content of links
embedded in messages; this is the method used in TwitIE (Bontcheva et al. 2013).
11Note that such articles are not necessarily direct translations but rather articles about the same
topic written in diﬀerent languages.
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Tromp and Pechenizkiy (2011) present a method for LangID of short text messages
by means of a graph structure, extending the standard ‘bag’ model of text to include
information about the relative order of tokens. This method was further developed by
Vogel and Tresner-Kirsch (2012), who proposed linguistically-motivated modiﬁcations
to the algorithm of Tromp and Pechenizkiy (2011). Their proposed augmentations
include the use of word-length information, as well as downweighting of repeated in-
formation and improving robustness to outliers through the use of medians rather
than averages. Bergsma et al. (2012) examine LangID for creating language-speciﬁc
twitter collections, ﬁnding that a compressive method trained with out-of-domain
data from Wikipedia and standard text corpora performed better than the oﬀ-the-
shelf language identiﬁers they tested. Goldszmidt et al. (2013) proposed a method
based on rank-order statistics, using a bootstrapping process to acquire in-domain
training data from unlabeled Twitter messages.
Whilst all of the above-mentioned approaches are similar in that they speciﬁcally
tackle LangID of short text segments, there are signiﬁcant diﬀerences between them
due to the speciﬁc domains they target. The work of Hammarström (2007) and
Vatanen et al. (2010) is domain-agnostic, in that their focus is on accurate LangID
of short text segments. We would expect that generic methods for LangID of short
texts should be eﬀective in any domain where short texts are found, such as search
engine queries or microblog messages. However, Hammarström (2007) and Vatanen
et al. (2010) both only test their systems in a single domain, Bible texts in the former
case and texts from the Universal Declaration of Human Rights (UDHR) in the
latter case. Other research has shown that LangID results do not trivially generalize
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across domains (Baldwin and Lui 2010a; Lui and Baldwin 2011), and found that
LangID in UDHR documents is relatively easy (Yamaguchi and Tanaka-Ishii 2012).
For both Bible and UDHR data, we expect that the linguistic content is relatively
grammatical and well-formed, an expectation that does not carry across to domains
such as search engine queries and microblogs. In the absence of further empirical
evidence, it is diﬃcult to conclude whether the proposed systems would be eﬀective
in such application domains.
In the domain of search engine queries, the method of Ceylan and Kim (2009)
appears to be state-of-the-art, and draws on features derived from the work of Ham-
marström (2007). Overall, they report that their method signiﬁcantly outperforms
that of Cavnar and Trenkle (1994) (82.7% vs 65.2% accuracy).
There has been more work done in the microblog domain, with Tromp and Pech-
enizkiy (2011), Carter et al. (2013) and Goldszmidt et al. (2013) all reporting over
90% accuracy on Twitter messages. One signiﬁcant diﬀerence in the approach of
Carter et al. (2013) is that they make use of additional domain-speciﬁc information
in the form of semi-supervised priors, drawn from metadata related to the message
such as the author as well as the language of pages linked to by the message (we
discuss the use of metadata to facilitate LangID in Section 2.5.8). From a practical
standpoint, the text-only approaches of Tromp and Pechenizkiy (2011) and Gold-
szmidt et al. (2013) are more attractive, as they require tracking and processing of
much less information. However, if the goal is to maximize accuracy at all costs,
it may be possible to integrate these approaches with the semi-supervised priors of
Carter et al. (2013), potentially leading to a better-performing hybrid system.
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Bergsma et al. (2012) raise an important criticism of LangID work on Twitter
messages to date: only a small number of European languages has been considered.
Baldwin and Lui (2010a) showed that for longer documents, good performance on just
European languages did not necessarily imply equally good performance in the general
case, and it stands to reason that in the case of short text segments the problem is
exacerbated as more languages are considered. This does not detract from the work
of Tromp and Pechenizkiy (2011) and Carter et al. (2011), but rather highlights
the need for further research. Bergsma et al. (2012) expand the scope of LangID
for Twitter, covering nine languages across Cyrillic, Arabic and Devanagari scripts.
In Chapter 7, we tackle the problem of gathering data to evaluate the accuracy of
LangID on Twitter messages across a broader range of languages.
2.5.6 Closely-related Languages
While one line of research into LangID has focused on pushing the boundaries
of how many languages are supported simultaneously by a single system (Xia et al.
2010b; Brown 2012; Brown 2013), another has taken a complementary path and fo-
cused on LangID in groups of closely-related languages. Research in the area typically
does not make a distinction between languages, varieties and dialects, because such
terminological diﬀerences tend to be political rather than linguistically-motivated
(Xia et al. 2010b; Zampieri et al. 2012b), and the technical challenges presented tend
to be fairly similar.
Language identiﬁcation for closely-related languages has been studied for Malay-
Indonesian (Ranaivo-Malancon 2006), Indian languages (Murthy and Kumar 2006),
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Serbo-Croatian languages (Ljubešić et al. 2007; Tiedemann and Ljubešić 2012), Aus-
tralian-British-Canadian English (Lui and Cook 2013), Belgian-Netherlandic Dutch
(Peirsman et al. 2010), Dutch dialects (Trieschnigg et al. 2010), Mainland-Singapore-
Taiwan Chinese (Huang and Lee 2008), European-Brazilian Portuguese (Zampieri
et al. 2012b), Spanish varieties (Zampieri et al. 2013), French varieties (Diwersy et al.
2014), and Arabic dialects (Elfardy and Diab 2013; Zaidan and Callison-Burch 2014).
Closely-related languages are a known problem for existing language identiﬁers
(Ranaivo-Malancon 2006; Sites 2013a; Zampieri 2013). Tiedemann and Ljubešić
(2012) report an overall accuracy of 97.7% on Bosnian/Serbian/Croatian, compared
to 45% attained by TextCat. Lui and Cook (2013) ﬁnd that LangID methods are
not competitive with word-based methods in distinguishing between national vari-
eties of English. Ranaivo-Malancon (2006) reports that a character trigram model
is able to distinguish Malay/Indonesian from English, French, German and Dutch,
but handcrafted rules are needed to distinguish between Malay and Indonesian. One
kind of rule is the use of “exclusive words” that are known to occur in only one of
the languages. A similar idea is used by Tiedemann and Ljubešić (2012), which au-
tomatically learn a “blacklist” of words that have a strong negative correlation with
a language – i.e. their presence implies that the text is not written in a particular
language. Brown (2013) also adopts such “discriminative training” to make use of
negative evidence in LangID.
Zampieri (2013) investigated the issue of document representation for closely
related languages, since typical LangID approaches use a character n-gram rep-
resentation of text, but recent work on closely-related languages seems to favor
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word-based representations (Huang and Lee 2008; Tiedemann and Ljubešić 2012;
Lui and Cook 2013), comparing n-gram based representations to bag-of-words repre-
sentations for LangID over varieties of Spanish, Portuguese and French. The results
were inconclusive, with word-level models being better for Spanish and character
n-gram models being better for Portuguese and French.
The 25th International Conference on Computational Linguistics (Coling 2014) in
Dublin, Ireland included a workshop on Applying NLP Tools to Similar Languages,
Varieties and Dialects (VarDial). The workshop proposed a shared task on discrimi-
nating between similar languages (Zampieri et al. to appear), where participants were
challenged to build an automatic LangID system to discriminate between 13 languages
in 6 groups. Groupings included highly-similar languages, as well as national varieties
of the same language. Results were generally strong, consistent with previous work
showing that targeted classiﬁers are able to discriminate between closely-related lan-
guages with high accuracy. However, the broader problem of integrating these results
into a general LangID system was not directly addressed.
2.5.7 Encoding, Orthography and Transliteration
The character n-gram models that are typical in LangID (see Section 2.2.1) model
text as consisting of a stream of characters. However, there is a slight mismatch
between this view and how text is actually stored: documents are digitized using
a particular encoding, which is a mapping from characters (e.g. a letter in the al-
phabet, or a Chinese ideogram), onto the actual sequence of bytes that is stored
and transmitted by computers. Well-known and commonly-used encodings include
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ASCII, Latin-1 and UTF8. For many encodings there is a one-to-one mapping be-
tween bytes and the characters they represent (e.g. in ASCII, characters are always
represented by exactly one byte). Where this is the case, there is no practical diﬀer-
ence between a stream-of-bytes and a stream-of-characters representation. However,
there are two complicating factors in approximating the stream of characters with
an underlying stream of bytes: (1) some encodings represent certain characters us-
ing multi-byte sequences, and these sequences can be of variable length (e.g. UTF8);
and (2) some languages have several common encodings in use (e.g. Chinese is of-
ten encoded in GuoBiao, Big5 and Unicode-based encodings). Some research has
avoided the issue entirely by assuming that all the documents to be processed use
the same encoding, which may be a reasonable assumption in some settings, such as
when processing data from a single source (e.g. all data from Twitter and Wikipedia
is UTF-8 encoded). ChromeCLD (Sites 2013b) also assumes that all input data is
UTF-8 encoded. However, in formulating a generalized language identiﬁer, assuming
a ﬁxed encoding simply defers the problem. Some research has included an encoding
detection step to resolve bytes to the characters they represent (Kikui 1996), eﬀec-
tively transcoding the document into a standardized encoding before attempting to
identify the language. However, transcoding is computationally expensive, and other
research suggests that it may be possible to ignore encoding and build a single per-
language model covering multiple encodings simultaneously (Kruengkrai et al. 2005;
Baldwin and Lui 2010a). Another solution is to treat each language-encoding pair
as a separate category (Cowie et al. 1999; Suzuki et al. 2002). The disadvantage of
this is that it increases the sparsity of the training data, and increases computational
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costs by modeling a larger number of classes.
Related to issues of encoding are issues of orthography and transliteration. Cer-
tain languages can be written in more than one script, for example Serbian, which is
commonly written using both Latin and Cyrillic script. Like encoding, there is gen-
erally a one-to-one mapping between diﬀerent orthographies for the same language,
and so a similar issue arises that what is logically the same text can have multiple
concrete representations. Transliteration is another phenomenon that has a similar
eﬀect, whereby phonetic transcriptions in another script are produced for particular
languages. These transcriptions can either be standardized and oﬃcially sanctioned,
such as the use of Hanyu Pinyin for Chinese, or may also emerge irregularly and
organically as in the case of arabizi for Arabic (Yaghan 2008). Correctly and au-
tomatically identifying instances of transcribed text is an open question for LangID
research.
2.5.8 Domain-speciﬁc LangID
One approach to LangID is to build a generic language identiﬁer that aims to
correctly identify the language of text without any information about the source
of the text. This approach has been fairly successful, and has resulted in a num-
ber of oﬀ-the-shelf language identiﬁers (Section 2.4) which are pre-packaged with
general models for a number of languages, and enjoy widespread usage in research
and commercial applications (Section 2.3). Some work has speciﬁcally targeted
LangID across multiple domains, learning characteristics of languages that are con-
sistent between diﬀerent sources of text (Lui and Baldwin 2011). However, there
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are often domain-speciﬁc features that are useful for identifying the language of a
text. In this thesis, our primary focus is on LangID of digitally-encoded text, us-
ing only the text itself as evidence on which to base the prediction of language.
Within text, there can sometimes be domain-speciﬁc peculiarities that can be used
for LangID. For example, Mayer (2012) investigates LangID of user-to-user mes-
sages in the eBay e-commerce portal. He ﬁnds that using only the ﬁrst two and
last two words of a message is suﬃcient for identifying the language of a mes-
sage. Another example of domain-speciﬁc textual evidence is the use of xml:lang
attributes or the <div lang="en"> construct, but relying on these alone suﬀers
the potential pitfall that they are often incorrectly set (Rehurek and Kolkus 2009;
Chew et al. 2011).
In many of the applications of LangID, the text being processed is accompanied
by a variety of metadata, such as user identiﬁers, content headers, and timestamps.
This information can be used in conjunction with text-based LangID to improve per-
document LangID accuracy in domains that support it. Mayer (2012) reports that
LangID accuracy over user-to-user messages can be further improved by including
information about the site language, which can be obtained from the user proﬁle.
Bosca and Dini (2010) make use of the interface language of a user’s web browser to
help identify the language of search engine queries, ﬁnding that this can help boost
LangID accuracy relative to just using the query text itself. LangID of web pages
has also beneﬁted from the use of domain-speciﬁc features. Martins and Silva (2005)
make use of a number of heuristics speciﬁc to web pages, such as increasing the
weight of text from certain regions of the document, and removal of boilerplate text
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inserted by content management systems. They also make use of information from
the URL of the document, and a similar ﬁlter is implemented in ChromeCLD (Sites
2013b). Baykan et al. (2008) carry out LangID of web pages using only the URL,
ignoring the document content. They use the top-level domain, words in the URL,
character n-grams of the URL as features and apply a naive Bayes classiﬁer, as well
as a meta-learning approach based on decision trees.
In addition to approaches that only consider document-level metadata, there are
also approaches that consider information across a collection of documents. For ex-
ample, Lui and Baldwin (2014) use user identity to identify Twitter users that only
post messages in a single language, and use this information to build a collection of
language-labeled Twitter messages. This form of collective classiﬁcation can also be
understood in terms of domain-speciﬁc priors. For example, Carter et al. (2013) use
metadata from Twitter messages to compute language priors, which are then com-
bined with a text-based model to produce a ﬁnal language prediction. They make
use of authorship, hyperlinks and dialog structure to produce per-language priors for
any given message, and ﬁnd that this method substantially improves on the LangID
performance of text-only methods.
In this section, we have used the term “document” fairly loosely. According to
the domain, a document could be a web page, a blog post, a Twitter message, or
even all the content posted by a single user. While the exact metadata available
varies by domain, there are some common trends, such as the availability of user
identiﬁers and timestamps. Future work in this area could focus on comparing the
eﬀectiveness of diﬀerent types of metadata in diﬀerent application domains. Another
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question of interest is the relative value of per-document metadata versus collection-
level priors. The latter requires access to a large document sample to compute, and
can be computationally expensive, begging the question: does it actually provide
much utility beyond simpler models of the metadata available with each message,
e.g. user and message metadata associated with individual Twitter messages? Once
again, research on user geolocation would suggest yes, as metadata has been shown
to be a stronger predictor of geolocation than the content of the message itself (Han
et al. 2014b). Another open question is how textual and non-textual data can be
integrated in a single language identiﬁer, where work on meta-learning (Wolpert 1992;
Dietterich 2002) and multi-task learning (Evgeniou and Pontil 2004; Jiang 2009) may
be relevant.
2.5.9 Standardized corpora for LangID evaluation
As we discussed in Section 2.2.4, objective comparison of diﬀerent methods for
LangID is diﬃcult due to the variation in the data that diﬀerent authors have used
to evaluate LangID methods, an open issue in LangID research (Hughes et al. 2006).
Baldwin and Lui (2010a) emphasize the point by showing how the performance of a
system can vary according to the data used for evaluation. This implies that com-
parisons of results reported by diﬀerent authors may not be meaningful, as a strong
result in one paper may not translate to a strong result on the dataset used in a diﬀer-
ent paper. In other areas of research, authors have proposed standardized corpora to
allow objective comparison of diﬀerent methods, for example the Reuters-21578 cor-
pus (Lewis 1997) for topic-based text classiﬁcation, or the OHSUMED corpus (Hersh
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et al. 1994) for information retrieval in biomedical text.
In LangID research to date, the ECI multilingual corpus (Armstrong-Warwick
et al. 1994) is perhaps the most commonly-used (Grefenstette 1995; Sibun and Rey-
nar 1996; Elworthy 1998; Resnik 1999; Poutsma 2002; Da Silva and Lopes 2006;
Takçı and Güngör 2012). Comparability of results is still questionable, because dif-
ferent authors have used diﬀerent portions of the corpus. Furthermore, this corpus
is proprietary, somewhat limiting widespread adoption. Another proprietary corpus
that has been used in LangID research is the Reuters Corpus, Volume 212 (Vojtek
and Bieliková 2007; Gottron and Lipka 2010; Lui and Baldwin 2011). An alter-
native source of language-labeled documents is parallel corpora used in MT, such
as JRC-Acquis (Steinberger et al. 2006), which has been used by a number of au-
thors (Konstantopoulos 2007; Lui and Baldwin 2011; Bergsma et al. 2012), or Eu-
roparl (Koehn 2005), which is also commonly used (McNamee 2005; Brown 2012;
Lui and Baldwin 2012; Milne et al. 2012; Carter et al. 2013). Other data sources
from which datasets for LangID have been derived are bible translations (Windisch
and Csink 2005; Hammarström 2007; Chew et al. 2011; Brown 2012; Brown 2013),
Wikipedia (Windisch and Csink 2005; Grothe et al. 2008; Rehurek and Kolkus 2009;
Yang and Liang 2010; Baldwin and Lui 2010a; Chew et al. 2011; Lui and Baldwin
2011; Brown 2012; Bergsma et al. 2012; Majliš 2012; Milne et al. 2012; Brown 2013;
Goldszmidt et al. 2013), translations of the Universal Declaration of Human Rights
(Vatanen et al. 2010; Chew et al. 2011; Yamaguchi and Tanaka-Ishii 2012; King and
Abney 2013), and the University of Oxford Text Archive (Souter et al. 1994). How-
12http://trec.nist.gov/data/reuters/reuters.html
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Reference Source
Tromp and Pechenizkiy (2011) Twitter
http://www.win.tue.nl/~mpechen/projects/smm/LIGA_Benelearn11_dataset.zip
Brown (2013) Bible Translations, Wikipedia
http://sourceforge.net/projects/la-strings/files/Language-Data/
Tiedemann and Ljubešić (2012) News Texts
https://bitbucket.org/tiedemann/blacklist-classifier
Baldwin and Lui (2010a) Government Documents, News Texts, Wikipedia
http://www.csse.unimelb.edu.au/research/lt/resources/naacl2010-langid/
Baldwin and Lui (2010b) Wikipedia (synthetic multilingual docs)
http://people.eng.unimelb.edu.au/tbaldwin/etc/altw2010-langid.tgz
Zaidan and Callison-Burch (2011) Online Commentary
http://www.cs.jhu.edu/~ozaidan/AOC
Lui and Baldwin (2011) Various
http://people.eng.unimelb.edu.au/tbaldwin/etc/ijcnlp2011-langid.tgz
Majliš (2012) Wikipedia
http://ufal.mff.cuni.cz/~majlis/yali/
King and Abney (2013) Web Crawl
http://www-personal.umich.edu/~benking/resources/mixed-language-annotations-release-v1.0.tgz
Lui and Baldwin (2014) Twitter
http://people.eng.unimelb.edu.au/tbaldwin/data/lasm2014-twituser-v1.tgz
Lui et al. (2014) Wikipedia (synthetic multilingual docs)
http://people.eng.unimelb.edu.au/tbaldwin/etc/wikipedia-multi-v5.tgz
Tan et al. (2014) News Texts
https://bitbucket.org/alvations/dslsharedtask2014
Table 2.3: Published LangID datasets
ever, these cannot be considered standardized corpora as authors have used diﬀerent
versions, subsets and splits of the data sources, and authors seldom release the exact
dataset used.
Some authors have released datasets to accompany their work, to allow for di-
rect replication of their experiments and encourage comparison and standardization.
Dunning (1994) reports that the data used would be made available through the
“Consortium for Lexical Resources”, and that the dataset of Cavnar and Trenkle
(1994) would be similarly available. However, as of writing, the “Consortium for Lex-
ical Resources” appears defunct, and furthermore since 1994, no other work has been
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published on either dataset. One dataset that has seen some re-use is the collection
of Twitter messages in six languages published by Tromp and Pechenizkiy (2011),
which has been used to evaluate LangID on Twitter messages (Lui and Baldwin 2012;
Vogel and Tresner-Kirsch 2012; Goldszmidt et al. 2013; Lui and Baldwin 2014).
Table 2.3 lists a number of datasets that have been released to accompany speciﬁc
LangID publications. In this list, we only include corpora that were prepared speciﬁ-
cally for language identiﬁcation research, and that include the full text of documents.
Corpora of language-labelled Twitter messages that only provide document identiﬁers
are also available (Bergsma et al. 2012; Carter et al. 2013; Zubiaga et al. 2014), but
reproducing the full original corpus may be an issue as the original Twitter messages
are deleted or are made otherwise unavailable (Lui and Baldwin 2014).
To address speciﬁc sub-problems in LangID, a number of shared tasks have been
organized (see Table 2.4) on problems such as LangID in multilingual documents
(Baldwin and Lui 2010b), code-switched data (Solorio et al. 2014), and discriminating
between closely related languages (Zampieri et al. 2014). The datasets for shared tasks
have generally been made publicly available after the conclusion of the task, and are a
good source of standardized evaluation data. However, the shared tasks to date have
generally targeted speciﬁc sub-problems in LangID, and no general, broad-coverage
LangID datasets have been compiled.
One challenge in standardizing datasets for LangID is that the codes used to
label languages are not fully standardized, and a large proportion of labeling systems
only cover a minor portion of the languages used in the world today (Constable
and Simons 2000). Xia et al. (2010b) discuss this problem in detail, listing diﬀerent
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Title Reference
Australasian Language Technology Workshop 2010 Baldwin and Lui (2010b)
http://comp.mq.edu.au/programming/index.htm
Twitter Language Identiﬁcation Workshop at SEPLN 2014 Zubiaga et al. (2014)
http://komunitatea.elhuyar.org/tweetlid/?lang=en_us
First Workshop on Computational Approaches to Code Switching Solorio et al. (2014)
http://emnlp2014.org/workshops/CodeSwitch/call.html
VarDial Workshop at COLING 2014 Zampieri et al. (2014)
http://corporavm.uni-koeln.de/vardial/sharedtask.html
Table 2.4: Shared tasks and accompanying datasets
language code sets, as well as the internal structure exhibited by some of the code
sets. Some standards consider certain groups of “languages” as varieties of a single
macro-language, whereas others consider them discrete languages. An example of
this is found in South Slavic languages, where some language code sets refer to Serbo-
Croatian, whereas others make distinctions between Bosnian, Serbian and Croatian
(Tiedemann and Ljubešić 2012). The unclear boundaries between such languages
make it diﬃcult to build a reference corpus of documents for each language, or to
compare language-speciﬁc results across datasets.
Another challenge in standardizing datasets for LangID is the great deal of vari-
ation that can exist between data in the same language. We examine this in greater
detail in Section 2.5.7, where we discuss how the same language can use a number
of diﬀerent orthographies, can be digitized using a number of diﬀerent encodings,
and may also exist in transliterated forms. The issue of variation within a language
complicates the development of standardized datasets, due to challenges in determin-
ing which variants of a language should be included. Since we have seen that the
performance of LangID systems can vary per-domain (Baldwin and Lui 2010a), that
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LangID research is often motivated by target applications (see Section 2.3), and that
domain-speciﬁc information can be used to improve accuracy (see Section 2.5.8), it
often would not make sense to use a generic LangID dataset to develop a language
identiﬁer for a particular domain.
A third challenge in standardizing datasets for LangID is the cost of obtaining
correctly-labeled data. Manual labeling of data is usually prohibitively expensive, as
it would require access to native speakers of all the languages that the dataset aims to
include. Large quantities of raw text data are available from sources such as the web
or Wikipedia, but one problem in using this data is that it is frequently mislabeled
(e.g. most non-English Wikipedias still include some English-language documents). In
constructing corpora from such resources, it is common to use some form of automatic
LangID (Scannell 2007; Stupar et al. 2011), but this makes such corpora unsuitable
for evaluation purposes as they are already biased towards documents that can be
correctly identiﬁed by automatic systems (Lui and Baldwin 2014). Lui and Baldwin
(2014) propose the use of user identity to build a collection of Twitter messages for
LangID evaluation that have not been directly selected through automatic means,
but such a method is only applicable to domains where authorship information is
available for documents. Future work in this area could investigate other means of
ensuring correct gold-standard labels while minimizing the annotation costs.
Despite these challenges, standardized datasets would be very useful for promoting
replicable and comparable research in language identiﬁcation. Where a subset of data
is used from a larger collection, researchers should include details of the speciﬁc subset,
including any breakdown into training and test data or partitions for cross-validation.
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Where data from a new source is used, justiﬁcation should be given for its inclusion,
as well as some means for other researchers to replicate experiments on the same
dataset.
2.6 Chapter Summary
In this chapter, we presented a review of the relevant literature in LangID. The
main theme of this review was to compare work-to-date in terms of several key as-
pects, including text representation (Section 2.2.1, Section 2.2.2), learning algorithms
(Section 2.2.3) and evaluation (Section 2.2.4). We found that most of the relevant
research in the area has independently revolved around a few key ideas. We also took
a look at contexts where LangID has been applied (Section 2.3), and listed a number
of attempts to build “oﬀ-the-shelf” LangID tools (Section 2.4). The focus of this
thesis is on the construction and evaluation of such a generalized language identiﬁer,
and in the next chapter we will focus on one key aspect of this eﬀort: the collection
and preparation of language-labeled data from multiple sources.
Chapter 3
Data Collection for LangID
Training and Evaluation
In Chapter 2, we observed that LangID research has often been application-driven,
and as a result authors have tended to focus on data from speciﬁc sources, such as
focusing on LangID of web pages or of Twitter messages. In more general work,
authors have still tended to use data from a single source, and research has shown
that existing approaches may not generalize across diﬀerent data sources (Baldwin
and Lui 2010a), a question we investigate in more detail in Chapter 4.
In order to develop a LangID system that is accurate regardless of characteristics
or peculiarities of text from a particular source, we make use of data from a variety
of sources. This will allow us to identify the characteristics of each language that are
indicative of the language independently of the source that the data is drawn from.
By maximizing the variation between the sources, we maximize our ability to identify
the general characteristics of languages that we can exploit to achieve generalized
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LangID. Maximizing variation in our data sources is also critical for evaluating a
LangID system, as we need to show that the system is robust across the types of
variation found in our data sources.
In the abstract, an ideal language identiﬁer would be able to accept any type of
document and output a label describing the language of the document content. This
mimics the ability of a native speaker of each language, which is able to recognize his
or her own language in various spoken and written forms. However, for the purposes
of this thesis, we assume that the document is represented in text form in some
machine readable and human interpretable encoding, though we do not assume that
the actual character encoding (e.g. ASCII or UTF8) is known in advance. In other
words, in this thesis we only deal with LangID for digital text. We explicitly exclude
audio documents and images of text documents from consideration. Furthermore,
we will initially focus on monolingual documents, i.e. documents that we assume to
contain text from only one language. LangID for multilingual documents (documents
containing text in more than one language) is an open issue in LangID research
(Section 2.5.4), and we will examine the issue in greater detail in Chapter 6, but in
this chapter we maintain the monolingual assumption, i.e. we will assume that each
document contains text from only one language.
We begin this chapter with a discussion of the sources of variation between doc-
uments in the same language (Section 3.1). Thereafter, we identify a number of
sources of data that we utilize to build datasets for the purposes of this thesis. For
each source, we describe its characteristics, and relate it to similar sources that have
been used in work to date on LangID. From each source, we construct a dataset for use
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in our experiments. We give details of how this is done, and statistics of the datasets
prepared. The ﬁnal data collection that we use in this thesis consists of about 200,000
documents across 9 sources, totaling over 2.3 GB of data in 145 languages, with each
language appearing in at least two diﬀerent sources.
3.1 Intra-lingual Variation between Documents
Text in the same language can vary between diﬀerent sources in a number of
ways. One such source of variation that we previously identiﬁed in Section 2.5.7 is
the document encoding. A document’s encoding is a convention for mapping from the
symbols used by a written language to a series of byte sequences used by a computer to
represent the symbols for storage and processing. For any language, it is possible that
it will exist in diﬀerent encodings. The reasons for this may be practical (e.g. Unicode
encodings such as UTF8 are seldom used on the Chinese web due to their relative
ineﬃciency at representing Chinese text when compared to Guobiao standards and
Big5), political (e.g. Guobiao is the oﬃcial standard of mainland China whereas Big5
is the oﬃcial standard of Taiwan), or historical (e.g. the use of EBCDIC rather than
ASCII on IBM mainframes).
Encoding detection can be handled independently of LangID, where the encoding
of a document is detected and the document is transcoded before attempting LangID
(Kikui 1996), or it can be carried out concurrently, by detecting language-encoding
pairs rather than just the language (Brown 2013). Research to date has tended
towards joint detection of language and encoding, because encoding detection without
knowing the underlying language is diﬃcult, and furthermore an explicit encoding
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detection and transcoding stage is relatively costly from a computational perspective.
However, normalizing the encoding aﬀords some advantages such as simpliﬁed models
of each language, as well as the ability to leverage linguistic and other metadata
provided by resources such as the Unicode Character Database (see Section 2.5.1).
For the purposes of this thesis, we chose not to normalize the encoding of the data
we collect, in order to avoid the potential introduction of noise as a result of faulty
encoding detection. Furthermore, including the documents in unnormalized form
allows for more detailed investigation of the impact of encoding normalization, which
would not be possible if the variation due to encoding were eliminated in advance. In
practice, the actual impact of variance due to encoding is minimal as most of our data
sources use a single encoding (see Table 3.1 on page 91). For 7 of our 9 sources, all
documents collected are encoded in UTF8. For the remaining two sources, we either
collected encoding information from included metadata (as in the case of Debian),
or detected it using oﬀ-the-shelf tools where no such metadata is available (as in the
case of CommonCrawl).
In addition to encoding, another non-linguistic source of variance between docu-
ments from diﬀerent sources is in the markup used to represent information such as
the formatting of the document. For web data, this is typically HTML, which is used
to describe document structure and embed non-linguistic content such as images and
tables. A closely related form of markup is XML, which is generally used to represent
semi-structured data, which may then include free-text components. XML formats
are a popular option for the storage and interchange of corpora used for linguistic
research, as the availability of standardized parsers and querying mechanisms is per-
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ceived to increase the accessibility of such data.1 Despite being conceptualized as
markup formats that are easy for both humans and machines to interpret, XML-like
formats (such as HTML) are often found to be cumbersome due to their relatively
high proportion of markup relative to the content they encapsulate. This has led
to the development of “lightweight” markup formats, which are intended to be for-
mal enough to be machine-readable while maintaining aesthetic properties that make
them more suitable for human editors. One such format is WikiMarkup, used by the
MediaWiki software that powers websites such as Wikipedia.
Markup format introduces several challenges for LangID that have not been pre-
viously addressed in the literature. Firstly, the use of markup introduces repetitive
character sequences into text, which can cause complications for LangID systems
that use term frequency (e.g. Cavnar and Trenkle (1994)). Secondly, the markup
may introduce particular features that are strongly predictive of a language, which
however are highly speciﬁc to the form of markup. For example, HTML allows a lang
attribute to be associated with the HTML tag encapsulating a document. However,
Chew et al. (2011) report that in a sample of 1660 web pages, only 698 (42.0%) were
found to contain the attribute, and furthermore in 27.5% of these, the lang attribute
was incorrectly set. In total, only 506 of 1660 web pages (30.5%) had a correct lang
attribute. Finally, whereas the document markup itself is not part of the linguistic
content of the document, it is often the case that the markup uses English words (e.g.
the use of head or body in HTML). This can lead to false positives in LangID, where
the language detected is that used by the markup rather than the document content.
1Whether this is true is well beyond the scope of this thesis
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For reasons similar to those given for encoding, we have generally chosen not to
normalize our source documents for markup. The case for not normalizing on the
basis of markup is stronger than that for encoding, because whereas a document is
meaningless unless interpreted under some encoding, markup is independent of the
textual content of the document. While markup is generally meant to be machine-
readable and hence relatively easy to eliminate, this pre-supposes accurate detection
of the markup, which in turns requires a-priori knowledge of all the forms of markup to
be eliminated. Furthermore, content extraction is in itself an unsolved problem and an
active area of research for mining data on the web (Gupta et al. 2003; Song et al. 2004;
Weninger et al. 2010; Sun et al. 2011). Given these issues, it is desirable to quantify
how well existing systems respond to the noise introduced by markup, as well as to
develop methods that are robust to markup. Thus, we do not normalize our source
documents for markup, and furthermore speciﬁcally target variety in the types of
markup we consider.
Related to the issue of encoding is variation in script. This can result from cul-
tural reasons (e.g. the use of Hiragana, Katakana and Kanji in diﬀerent contexts in
Japanese), geo-political reasons (e.g. Traditional and Simpliﬁed Chinese), and also
from transliteration (e.g. the use of both Cyrillic and Latin scripts in Serbian). From
the perspective of modeling languages as discrete classes and then identifying the
language of a document based on the class it most resembles, this can pose prob-
lems as without normalization for script, a clustering of documents may reveal that
a language has multiple distinct centroids for diﬀerent orthographies, and thus sys-
tems that model a language as a single “point” (in a vector-space model) or a single
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distribution (in a probabilistic model) may end up with a representation that falls
“between” the multiple modes and is a poor ﬁt for any of them.
So far, we have only discussed non-linguistic reasons for variation in language
between diﬀerent sources of documents. There are also a number of linguistic reasons
why language may vary. One obvious reason is that documents from diﬀerent sources
are likely to discuss diﬀerent topics, and so the set of content words used is likely to
be diﬀerent. For example, bible texts will often make reference to religious terms and
concepts, but the frequency of such lexical items is likely to be reduced in technical
documentation for software. Hence, whereas the language-speciﬁc word for God may
be a good predictor of language in bible translations, it may not be as eﬀective in
determining what language the documentation for a web browser is written in.
Register is another source of linguistic variation. The type of language used in
government documents is dissimilar to that used in online forums, and this in turn
can have an impact on what features are predictive of a language in each medium.
Research comparing language models derived from diﬀerent sources, from social media
through to representative corpora, has found that there is a continuum in similarity
between a variety of sources, with Twitter messages and a balanced corpus of British
English on opposite ends (Baldwin et al. 2013). Partly related to register is regularity
in document structure. Certain document sources have a very regular structure. For
example, the Universal Declaration of Human Rights (UDHR) is a legal document,
and consists of 30 discrete articles (article in the legal sense of the word, as a separate
clause of paragraph of a legal document). In Section 2.5.9, we identiﬁed translations of
the UDHR as a popular source of training and test data for LangID. Each article of the
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UDHR is explicitly labeled, making the translation of the term article fairly predictive
of each language. For example, Malay and Indonesian are known to be closely-related
languages (Ranaivo-Malancon 2006), but article is translated to perkara in Malay and
pasal in Indonesian. Bosnian, Serbian and Croatian are also known to be closely-
related (Tiedemann and Ljubešić 2012), but article is translated to član in Bosnian
and Serbian an ćlanak in Croatian. The term article appears frequently in the UDHR,
and so translations of it are strongly predictive of language for samples of the UDHR,
but the term is much less frequent and thus much less predictive in text from other
sources.
User-generated content presents particular challenges (Eisenstein 2013), due to
the informal register generally leading to much more extensive orthographic varia-
tion, either because of accidental misspellings or deliberate variations of lexical forms
(Han et al. 2013). A commonly-observed phenomenon in languages that support
casing is the use of case variation to convey emphasis – text can be written in ALL
UPPERCASE to convey importance or emotion. Another phenomenon that is fre-
quently observed in user-generated content is the loss of diacritics in languages that
use them (e.g. Spanish or Czech).
3.2 Data Sources
As we discussed at the start of this chapter, to develop a generalized LangID
system we require datasets that maximize variation in individual languages, so that
we may focus on determining characteristics of each language that are independent of
the source-speciﬁc variation. In the rest of this chapter, we describe a number of data
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Name Type Format # Docs # Langs # Encodings Size (MB)
JRC-Acquis Legal Documents Text 20000 22 1 369.6
Bible Book Text 62892 65 1 284.6
CommonCrawl Webpage HTML 24096 42 22 1054.0
Debian Technical Text 21735 89 21 268.0
RCV2 Newswire XML 20000 12 1 67.7
SETimes Newswire Text 31551 10 1 147.6
UDHR Legal Documents Text 1270 127 1 2.1
Wikipedia Encyclopedia WikiMarkup 28600 143 1 99.4
Twitter Microblog Text 14178 65 1 15.0
 detected with chardet
Table 3.1: Statistics of datasets prepared for this thesis.
sources and the sources of variation that they capture, and relate them to work to
date on LangID. We also describe the dataset that we construct from each source for
the purpose of this thesis. A summary of the datasets prepared is given in Table 3.1.
3.2.1 Debian Internationalization
The Debian Project2 is a worldwide organization of volunteers that maintains a
well-known free and open source operating system. The members of Debian write and
speak a wide variety of languages, and Debian maintains technologies and resources
to make software available to users worldwide in their native language, a process
commonly known as internationalization (abbreviated as i18n). A great deal of eﬀort
goes into the implementation of i18n, and one of the resources generated is databases
of translations of interface messages. Debian uses the gettext system to manage these
translations. In the gettext system, strings containing messages to be displayed to
the user are wrapped in a function call to a special function provided by gettext.
This allows gettext to build a list of strings that require translation, which are
2http://www.debian.org
92 Chapter 3: Data Collection for LangID Training and Evaluation
English Display some available commands at the top of the screen
French Aﬃcher en haut de l’écran certaines des commandes disponibles
Italian Mostrare alcuni comandi disponibili in cima allo schermo
Chinese 将某些可用的命令显示在屏幕顶端
Figure 3.1: Example translations from the Debian i18n database for the aptitude
software package.
then presented separately to a human translator. The human translator provides a
string-by-string translation, which is then stored in a translation database that can
be distributed separately from the software itself. When the software runs, gettext
selects the appropriate translation database based on the user’s local conﬁguration,
and uses that to present the user with interface messages in the user’s preferred
language.
The translation databases are essentially sentence-aligned parallel texts. Fig-
ure 3.1 gives an example of a string translated from English into 3 other languages.
Other researchers have used similar translation databases from open-source software
as parallel texts for machine translation purposes (Tiedemann 2012). In our work,
we do not make use of the parallel nature of the texts, and instead treat all the trans-
lated strings for a particular software package into a particular language as a single
document. Common practice in gettext is to use English as the pivot language (i.e.
the software developer will write all the embedded messages in English, and gettext
is used to manage messages in all other languages). As a result of this practice,
translation databases are packaged on a per-language per-software basis, and such a
package contains parallel strings in English and the target language.
The Debian Project makes all of these translation databases available online free-
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of-charge. We downloaded a copy of all the available databases on 17/02/2011. We
only processed databases where the language code corresponded to a valid ISO639-1
code, resulting in 21,735 documents in 90 languages across 15 reported encodings.
3.2.2 JRC-Acquis
JRC-Acquis (Steinberger et al. 2006) is an aligned multilingual parallel corpus
covering the 20 oﬃcial languages of the European union, as well as additional lan-
guages from candidate countries. It totals over 460,000 documents, with an average
of 8000 documents per language, corresponding to an average of about 9 million
words per language. It is derived from the EU/EC Acquis Communautaire, which is
the body of common rights and obligations with which all members of the European
Union (EU) are bound. Thus, it primarily consists of legal documents translated
into all the oﬃcial languages of the EU. Each document in JRC-Acquis comes with
alignment information for all languages it is available in, though not all documents
are available in all languages. In this work, we do not make use of the alignment
information.
To build our dataset for LangID, we randomly sampled 20,000 documents from the
full collection, maintaining the relative skew of document counts between languages.
For each document, only the contents of the XML tag <body> were retained. This
eliminates some of the variation due to the use of XML markup, but was necessary
because the documents in languages other than English may contain English meta-
data. Instead, we opted to build a dataset from this source that would place greater
emphasis on the variation due to the style of language (legal documents).
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Commission Regulation (EC) No&nbsp;406/2005 of 10 March 2005
fixing the maximum export refund on common wheat in connection
with the invitation to tender issued in Regulation (EC)
No&nbsp;115/2005
Commission Regulation (EC) No 406/2005
of 10 March 2005
fixing the maximum export refund on common wheat in connection
with the invitation to tender issued in Regulation (EC) No 115/2005
THE COMMISSION OF THE EUROPEAN COMMUNITIES,
Having regard to the Treaty establishing the European Community,
Having regard to Council Regulation (EC) No 1784/2003 of 29 September
2003 on the common organisation of the market in cereals [1], and in
particular Article 13(3) thereof,
Whereas:
(1) An invitation to tender for the refund for the export of common
wheat to certain third countries was opened pursuant to Commission
Regulation (EC) No 115/2005 [2].
(2) In accordance with Article 7 of Commission Regulation (EC) No
1501/95 of 29 June 1995 laying down certain detailed rules for the
application of Council Regulation (EEC) No 1766/92 on the granting
of export refunds on cereals and the measures to be taken in the
event of disturbance on the market for cereals [3], the Commission
may, on the basis of the tenders notified, decide to fix a maximum
export refund taking account of the criteria referred to in
Article 1 of Regulation (EC) No 1501/95. In that case a contract
is awarded to any tenderer whose bid is equal to or lower than the
maximum refund.
(3) The application of the abovementioned criteria to the current
market situation for the cereal in question results in the maximum
export refund being fixed.
(4) The measures provided for in this Regulation are in accordance with
the opinion of the Management Committee for Cereals,
HAS ADOPTED THIS REGULATION:
Article 1
For tenders notified on 4 to 10 March 2005, pursuant to the invitation
to tender issued in Regulation (EC) No 115/2005, the maximum refund on
exportation of common wheat shall be 10,00 EUR/t.
Article 2
This Regulation shall enter into force on 11 March 2005.
This Regulation shall be binding in its entirety and directly applicable
in all Member States.
Figure 3.2: Example document from JRC-Acquis dataset.
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Figure 3.2 shows an example English-language document from the JRC-Acquis
dataset. JRC-Acquis documents tend to be long, and contain a large amount of
source-speciﬁc ‘noise’, such as reference codes for other documents. There is also an
unusually high volume of numbers and dates, which are not source-speciﬁc per-se but
are not as common in other datasets. It also contains a small amount of leftover noise
from the use of XML, such as the use of &nbsp; for non-breaking spaces. Overall,
the number of languages covered is relatively small, with approximately 17MB of
data available for each language, far exceeding typical estimates of how much data
per-language is required to train a language identiﬁer before there is no further gain
in accuracy (Brown 2013).
3.2.3 Reuters Corpus V2
Reuters RCV23 consists of over 487,000 documents in 12 languages. Each docu-
ment contains an individual news story written by a local reporter in their own lan-
guage, and as such, unlike JRC-Acquis andDebian, the documents in the collection
are not parallel. The use of newswire data is fairly common in LangID research. For
example, the frequently-used ECI corpus (Armstrong-Warwick et al. 1994) contains
a fair amount of newspaper text.
We build a LangID dataset by randomly sampling 20,000 documents from the
full collection, maintaining the relative skew of document counts between languages.
Notable features of this dataset are that it does not include any English documents,
and that it includes documents from non-European languages (Chinese and Japanese).
3http://trec.nist.gov/data/reuters/reuters.html
96 Chapter 3: Data Collection for LangID Training and Evaluation
The description of the RCV2 corpus lists “Latin American Spanish” as a separate
language from “Spanish”. For the purposes of building a LangID dataset, we ignore
the “Latin American Spanish” component of Reuters RCV2, and exclusively use
documents from the “Spanish” component of the corpus. In addition to the text
of the story itself, documents also include some metadata. The text and metadata
together are stored in an XML format, which we retain entirely unnormalized. This
is in contrast to JRC-Acquis (Section 3.2.2), where metadata and XML markup
was removed due to the high incidence of English-language metadata in non-English
documents.
Figure 3.3 gives an example of a document from the RCV2 dataset. We retained
the full XML markup, which is a source of a large amount of noise, due to the
repetitive patterns which may hamper term-frequency based methods, but also due
to the presence of English words as part of the syntax of XML. Furthermore, RCV2
documents contain a fairly large amount of non-linguistic metadata, such as identiﬁer
codes assigned to individual documents by Reuters editors. Another salient feature
is metadata that is strongly predictive of language – the dc.source tag indicates the
language of the data, but obviously this feature would not help in determining the
language of data from a diﬀerent source. These features combined make generalized
LangID of RCV2 documents particularly challenging.
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<?xml version="1.0" encoding="UTF-8"?>
<newsitem date="1997-04-23" id="root" itemid="281103" xml:lang="it">
<title></title>
<headline> Francoforte, lira fix a 996,01 su dm da 996,61. </headline>
<byline></byline>
<dateline></dateline>
<text>
<p> FRANCOFORTE, 23 aprile (Reuter) - La lira e&apos; stata fissata a
996,01 su marco al fixing della seduta di Francoforte, da 996,61 ieri.
</p>
<p> (c) Reuters Limited 1997. </p></text>
<copyright>(c) Reuters Limited 1997</copyright>
<metadata>
<codes class="bip:countries:1.0">
<code code="EURZ">
<editdetail action="confirmed" attribution="Reuters BIP Coding Group"
date="1997-04-23"></editdetail></code>
<code code="GFR">
<editdetail action="confirmed" attribution="Reuters BIP Coding Group"
date="1997-04-23"></editdetail></code>
<code code="WEURZ">
<editdetail action="confirmed" attribution="Reuters BIP Coding Group"
date="1997-04-23"></editdetail></code></codes>
<codes class="bip:topics:1.0">
<code code="M13">
<editdetail action="confirmed" attribution="Reuters BIP Coding Group"
date="1997-04-23"></editdetail></code><code code="M132">
<editdetail action="confirmed" attribution="Reuters BIP Coding Group"
date="1997-04-23"></editdetail></code><code code="MCAT">
<editdetail action="confirmed" attribution="Reuters BIP Coding Group"
date="1997-04-23"></editdetail></code></codes>
<dc element="dc.publisher" value="Reuters Holdings Plc"></dc>
<dc element="dc.datepublished" value="1997-04-23"></dc>
<dc element="dc.source" value="Reuters - Notizie in Italiano"></dc>
<dc element="dc.creator.location" value=""></dc>
<dc element="dc.creator.location.country.name" value=""></dc></metadata>
</newsitem>
Figure 3.3: Example document from RCV2 dataset.
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3.2.4 CommonCrawl
Common Crawl is a project to build and maintain an open crawl of the web “that
can be accessed and analyzed by everyone.”4 To date, the crawl covers over 6 billion
discrete URLs. The data is made available to the public via Amazon’s S3 service,
from which it can be downloaded in Web Archive (WARC) format, divided into ﬁxed-
size chunks. Each record in a WARC archive contains the raw document, any headers
from the HTTP session when it was downloaded, as well as additional metadata such
as the URL from which it was downloaded, a timestamp and a unique identiﬁer for
the document with respect to the entire crawl. Common Crawl is meant to be a
representative crawl of the Internet, and as such contains a highly diverse variety of
content and languages. Most of the documents are in HTML format, though there
are also a number of binary formats present such as PDF.
As we discussed in Section 2.3, LangID of web pages is an important application
of LangID research. Having a dataset of web pages is thus important for investigating
generalized LangID, from both training and evaluation perspectives. One problem
that we faced is that there is a lack of a suitable corpus of language-labeled web
pages. This is largely due to the fact that web crawls tend to happen on a massive
scale, gathering millions or even billions of documents, thus making manual LangID
impossible. The ClueWeb09 corpus (ClueWeb09 2009) is an example of a web crawl
that has attempted to provide web pages pre-grouped by language. It consists of
about 1 billion web pages in 10 languages. In ClueWeb09, the language of each
document was automatically detected using textcat, which is described in detail in
4http://www.commoncrawl.org
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Section 4.1.1. However, previous work has shown that the language labels of a fair
number of the documents in ClueWeb09 are incorrect (Cook and Lui 2012). We thus
opted to assemble a new dataset of web documents for LangID research.
To build a dataset for use in our LangID research, we downloaded 100 random
chunks from Common Crawl, and extracted all the raw documents, discarding WARC
metadata and HTTP session information. We then applied two oﬀ-the-shelf LangID
systems: langid.py, a locally-developed system based on an early version of the
research in this thesis (Lui and Baldwin 2012); and ChromeCLD (Sites 2013b), a stan-
dalone package of the language identiﬁer embedded in the Google Chrome browser,
which is optimized for LangID of web pages.
We base our construction of this dataset on a principle of high precision. We thus
discarded any documents where the two systems did not agree on the language of
the document (about 21% of documents). Disagreement could be due to one of the
identiﬁers being wrong, but could also be due to a document being in a language
outside the training set of one of the identiﬁers, or one of the identiﬁers reporting
insuﬃcient conﬁdence to make a language prediction. After this initial ﬁltering, we
then discarded documents for any language with less than 50 documents. From the
remaining documents, we sampled up to 1000 documents per language. For languages
where less that 1000 documents were available, we used all the available documents.
This left us with a ﬁnal dataset consisting of 24096 documents in 42 languages.
Our CommonCrawl dataset is diﬀerent from our other datasets in that the per-
document language labels are automatically assigned. This process means that our
CommonCrawl dataset is no longer a fully representative sample of a general web
100 Chapter 3: Data Collection for LangID Training and Evaluation
crawl, as we have had to discard languages with insuﬃcient data, and documents
where the oﬀ-the-shelf language identiﬁers we used disagreed. We have done this so
that we can expect the labels for the documents that we have included in our dataset
to be largely correct, even if the labels are technically a “silver-standard” rather
than a manually-labeled “gold-standard”. The main compromise is that the dataset
only contains documents that are relatively easy for language identiﬁers to correctly
identify. This means that in absolute terms, the accuracy on this dataset is likely
to be an overly optimistic estimate of the diﬃculty of LangID of web documents.
However, in this thesis, we are not interested in the accuracy of LangID in any
single speciﬁc domain as much as we are in comparing and improving LangID across
multiple domains. For such purposes, this dataset is adequate, and we shall see in
later chapters that we are able to use this data to illustrate key issues in training of
generalized language identiﬁers.
Figure 3.4 shows an example document from the CommonCrawl dataset. The
typicalCommonCrawl document contains a substantial proportion of HTMLmarkup,
which carries with it similar technical issues to XML markup, namely repetitive se-
quences that can be problematic for term-frequency based approaches, as well as the
use of a tagset that contains English words.
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HTTP/1.1 200 OK
Date:Tue, 07 Sep 2010 03:22:23 GMT
Server:Apache/2.0.52 (Red Hat)
Last-Modified:Wed, 24 Oct 2007 23:24:14 GMT
ETag:"a1400a-29f-6a66c380"
Accept-Ranges:bytes
Content-Length:671
Connection:close
Content-Type:text/html
x_commoncrawl_OriginalURL:http://scea2000.org/Webpage1/necrology/index.html
x_commoncrawl_URLFP:5520245254828710242
x_commoncrawl_HostFP:1225043235280578374
x_commoncrawl_FetchTimestamp:1283829744469
<html>
<head>
<title>Necrology</title>
<meta http-equiv="Content-Type" content="text/html; charset=iso-8859-1">
</head>
<body bgcolor="#FFFFFF" text="#000000" link="#FFFFFF" vlink="#FFFFFF">
<p align="center"><font color="#FF0000" size="7">Necrology</font></p>
<p>&nbsp;&nbsp;&nbsp; The SCEA wishes to extend its heartfelt
condolences to any member who has lost a loved one.&nbsp; If you have
lost a parent, child, or spouse the SCEA will send $20 to your school
library to purchase a book in memory of your loved one.&nbsp; Please
notify the SCEA office (323-2131) if you or an SCEA member you know has
had a death in their family.</p>
</body>
</html>
Figure 3.4: Example document from CommonCrawl dataset.
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3.2.5 Wikipedia
Wikipedia is an online encyclopedia maintained by a worldwide community of vol-
unteer writers and editors. It is hosted by the Wikimedia foundation,5 a “nonproﬁt
charitable organization dedicated to encouraging the growth, development and distri-
bution of free multilingual, educational content, and to providing the full content of
these wiki-based projects to the public free of charge.” Individual languages have their
own independent Wikipedias, usually under the corresponding ISO 639-1 code. For
example, English Wikipedia that most English-speaking Internet users are familiar
with is accessible at http://en.wikipedia.org. Wikipedia provides static dumps of
the complete contents of all Wikipedia wikis,6 exported automatically following a ro-
tating export schedule. The contents of these dumps are licensed under the GNU Free
Documentation License and the Creative Commons Attribution-Share-Alike 3.0 Li-
cense. Wikipedia provides massive quantities of textual data, with quality comparable
to traditionally-edited encyclopedias (Giles 2005). This makes it a highly attractive
source of data for research into many aspects of natural language, and one of the
most popular sources of data for LangID research to date (Rehurek and Kolkus 2009;
Baldwin and Lui 2010a; Winkelmolen and Mascardi 2011; Yamaguchi and Tanaka-
Ishii 2012; Goldszmidt et al. 2013).
For the purpose of constructing a LangID dataset for this thesis, in December
2012 we obtained XML dumps of all Wikipedias with valid ISO 639-1 codes, giving us
Wikipedia database exports for 180 languages. We discarded exports that contained
less than 100 documents, and after construction of the remaining datasets described
5http://wikimediafoundation.org/
6http://dumps.wikimedia.org/backup-index.html
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'''Flowers''' is an [[Unincorporated area|unincorporated community]] in
[[Warren County, Mississippi|Warren County]], [[Mississippi]]. It is
located approximately three miles east of [[Bovina, Mississippi|Bovina]]
and is part of the [[Vicksburg, Mississippi|Vicksburg]] [[Vicksburg
micropolitan area|Micropolitan Statistical Area]]. The Ceres Industrial
Park, one of many industrial areas in Warren County, is located in Flowers.
{{Warren County, Mississippi}}
{{Mississippi-geo-stub}}
{{coord missing|Mississippi}}
[[Category:Unincorporated communities in Mississippi]]
[[Category:Populated places in Warren County, Mississippi]]
[[vo:Flowers]]
Figure 3.5: Example document from the Wikipedia dataset.
in this chapter we discarded any languages that did not appear in any other dataset.
This left us with a total set of 143 languages. For each language, we randomly selected
1000 raw pages of at least 250 bytes in length (including markup, as we did not pre-
process the data). For languages where less than 1000 such pages were available, we
selected all the pages available for that language. The ﬁnal dataset consists of 286000
documents.
Figure 3.5 shows an example document from the Wikipedia dataset. One char-
acteristic of theWikipedia data is the use of “wikimarkup”, a language for encoding
document structure that is machine readable yet relatively lightweight, allowing for
easy editing by a human editor using a simple text editing program. In our exam-
ple, we see examples of hyperlinking that wikimarkup uses to encode intra-Wikipedia
links, as well as metadata, such as the “category” membership of a particular article.
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3.2.6 Universal Declaration of Human Rights
The Universal Declaration of Human Rights (UDHR) is a document that lists
rights that all human beings are inherently entitled to. It consists of a preamble that
states the premise and general principles of the declaration, followed by 30 clauses
(known in legalese as articles) that list the rights shared by all individuals by virtue
of being human. It was ﬁrst adopted by the United Nations General Assembly on 10
December 1948, and despite not being legally binding, has been highly inﬂuential in
shaping policy and law worldwide. The Oﬃce of the High Commissioner for Human
Rights maintains translations of the Universal Declaration of Human rights in 379
languages at time of writing,7 and has been named by Guinness World Records as
the most translated document in the world.8 The text of each translation is available
through various sources, including UDHR in Unicode,9 a project to demonstrate the
use of Unicode for a wide variety of languages.
Due to the relatively standardized quantity of data, as well as the diversity of
languages covered, use of UDHR translations has been common in LangID research
to date (Vatanen et al. 2010; Chew et al. 2011; Yamaguchi and Tanaka-Ishii 2012; King
and Abney 2013). In this thesis, we use the UDHR in Unicode version of the UDHR
translations as it avoids issues of encoding. Other versions of the UDHR translations
present the document in image form for certain languages, which is unsuitable for
our purposes. We only make use of the languages with ISO639-1 codes, a total of
7http://www.ohchr.org/EN/UDHR/Pages/Introduction.aspx
8http://www.guinnessworldrecords.com/world-records/1000/
most-translated-document
9http://www.unicode.org/udhr/
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Article 1
All human beings are born free and equal in dignity and rights. They are
endowed with reason and conscience and should act towards one another in a
spirit of brotherhood.
Article 2
Everyone is entitled to all the rights and freedoms set forth in this
Declaration, without distinction of any kind, such as race, colour, sex,
language, religion, political or other opinion, national or social origin,
property, birth or other status. Furthermore, no distinction shall be made
on the basis of the political, jurisdictional or international status of
the country or territory to which a person belongs, whether it be
independent, trust, non‐self‐governing or under any other limitation of
sovereignty.
Article 3
Everyone has the right to life, liberty and the security of person.
Figure 3.6: Excerpt from the English version of the Universal Declaration of Human
Rights (UDHR).
138 languages. For each language, we divide the whole declaration into 10 segments
with equal numbers of lines. Thus, in this dataset, there are 10 documents for each
language, for a total of 1380 documents.
Figure 3.6 presents an excerpt from the English-language version of the UDHR,
covering the ﬁrst three articles of the declaration. The register of the text is formal,
and the text itself is free from any intervening markup, except for the article headings.
However, the article headings are highly regular, and provide a strongly characteristic
feature for each language. This means that when dividing the document into sub-
documents for use in training/evaluation setups such as cross-validation, results are
likely to be artiﬁcially high due to this particular regularity. We highlighted some
examples of this in Section 3.1, such as the translation of the English term article
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(in the legal sense) to perkara in Malay and pasal in Indonesian, making it trivial to
distinguish between subsections of the two translations.
3.2.7 Bible
The Bible is a collection of religious texts that is considered sacred in a num-
ber of interrelated faiths. In historical terms, the document has a complex history,
and diﬀerent denominations make use of diﬀerent subsets of the texts as their own
canonical version. Even where there is agreement between groups on which texts are
sacred, there can be subtle variations in the particular translations used. Nonetheless,
Bible-derived corpora are attractive for LangID research because they typically pro-
vide a reasonable amount of well-curated text. Translations are often prepared and
maintained by religious organizations around the world as part of missionary eﬀorts.
A number of previous authors have made use of text from Bible translations
in LangID research (Hammarström 2007; Vatanen et al. 2010; Chew et al. 2011;
Brown 2013). The source of Bible translations has varied, as has the set of languages
covered. Gaining access to sets of Bible translations can be diﬃcult, as the documents
are sometimes published in unsuitable formats (e.g. PDF), or terms and conditions
are applied to the access and use of the translations. In this thesis, we use a Bible
Corpus assembled by Christos Christodoulopoulos.10 We only use the bible versions
for languages with ISO639-1 codes, for a total of 65 languages. Of these, 11 only have
translations of the New Testament available, and a further 4 have only parts of the
bible. We divide the text for each language into one document per chapter. We thus
10http://homepages.inf.ed.ac.uk/s0787820/bible/
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In the beginning God created the heaven and the earth.
And the earth was without form, and void; and darkness was upon the face
of the deep.
And the Spirit of God moved upon the face of the waters.
And God said, Let there be light: and there was light.
And God saw the light, that it was good: and God divided the light from
the darkness.
And God called the light Day, and the darkness he called Night.
And the evening and the morning were the first day.
And God said, Let there be a firmament in the midst of the waters, and
let it divide the waters from the waters.
And God made the firmament, and divided the waters which were under the
firmament from the waters which were above the firmament: and it was so.
And God called the firmament Heaven. And the evening and the morning
were the second day.
And God said, Let the waters under the heaven be gathered together unto
one place, and let the dry land appear: and it was so.
And God called the dry land Earth; and the gathering together of the
waters called he Seas: and God saw that it was good.
Figure 3.7: Excerpt from an English document from the Bible dataset.
form a dataset containing 62892 documents.
Figure 3.7 shows an example from an English document in the Bible dataset.
The text in this dataset is free of any intervening markup, and represents standard-
ized language in a fairly formal register. The particular type of writing is also highly
regular, as can be seen in Figure 3.7, which leads to what is likely to be a relatively
‘easy’ dataset for LangID. Furthermore, the topic of the writing leads to the promi-
nence of certain nouns (the prominence of God is clearly visible in the example in
Figure 3.7), which may be characteristic of each language within the same dataset,
but may not generalize well across diﬀerent datasets.
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3.2.8 SETimes
SETimes (Tyers and Alperen 2010) is a parallel corpus of English and south-
east European languages, based on content published on a Balkan news portal.11
The original corpus covered 8 languages of the Balkan region and English, for a
total of 9 languages. The corpus itself is structured similarly to the JRC-Acquis
corpus (Steinberger et al. 2006), and is intended for use in machine translation and
multilingual natural language processing research. An updated version of the corpus
is included in OPUS (Tiedemann 2012), which corrects a number of existing issues in
the original corpus, and adds data for Bosnian. A subset of the corpus has previously
been used for research into language discrimination between Serbian, Bosnian and
Croatian (Tiedemann and Ljubešić 2012).
In this work, we use the full corpus, which covers 10 languages (including English).
The corpus is supplied in parallel format; we build our dataset by separating the
parallel content back into the original documents. This yields 31551 documents across
the 10 languages. Like the JRC-Acquis dataset which focuses on Western European
languages, this corpus is limited in scope as it only covers Balkan languages. However,
including such corpora allows us to study how to integrate diﬀerent sources of data
in building a language identiﬁer, especially when the diﬀerent sources each provide
incomplete coverage of the overall language set.
The documents in the SETimes dataset consist of newswire articles, an example
of which is shown in Figure 3.8. Being from a newswire source, the text is edited and
curated, but exhibits greater diversity in style, structure and topics than text from
11http://www.setimes.com
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The riders, called "Alkars", compete in traditional 18th century garb.
[Ksenja Jurkovic/SETimes] Every August in the small Croatian town of
Sinj, riders don 18th century garb to compete in a nearly three-century
old tournament popularly known as a Sinjska Alka. This unique
equestrian event is more than a tourist attraction. For many Croats, it
symbolises heroism, love for the homeland, and the struggle for freedom.
As the country prepares for EU membership, this and other examples of
Croatia's national heritage take on a new significance. Speaking at the
event, President Ivo Josipovic pledged that the country will "affirm its
identity and culture" and make a recognisable contribution to the
European tapestry. First Macedonian Eurobonds to be issued in December
Macedonia is set to issue its first Eurobonds by the end of the year, as
part of its overall strategy for raising its borrowing capacity and
attracting investors. Funds from the bond issue will go towards
restructuring the country's debt.
Figure 3.8: Example document from the SETimes dataset.
legal documents such as that present in JRC-Acquis.
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3.2.9 Twitter
Twitter12 is a microblogging platform with a worldwide user base, reporting 241
million active users sending over 500 million messages a day as of February 2014.13
We discuss Twitter in more detail in Chapter 7, where we examine the performance of
state-of-the-art LangID tools in this domain. Recent work has generated a number of
Twitter-speciﬁc approaches to identifying the language of Twitter messages (Carter
et al. 2013; Tromp and Pechenizkiy 2011; Bergsma et al. 2012; Goldszmidt et al.
2013), making it an interesting target for generalized LangID. In this section, we
limit ourselves to giving a brief overview of the challenges of automatic LangID of
Twitter messages, and a quick summary of the dataset we have constructed. In this
thesis, we use a dataset of Twitter messages constructed using a “mostly-automated”
approach to labeling Twitter messages by language, taking advantage of user identity
to label the language of individual messages. A more detailed description of the
procedure for constructing the dataset can be found in Chapter 7.
LangID of Twitter messages is challenging for a number of reasons. Messages
are limited to 140 characters, which is a fairly small amount of data for statistical
methods. The short message length and informal nature of Twitter messages has
led to variations in the use of language that diverge from typical assumptions about
vocabulary, spelling and syntax (Eisenstein 2013). This non-standard use of language
on Twitter means that models of language derived from canonical corpora typically
transfer rather poorly to Twitter messages (Baldwin et al. 2013). There is also a wide
variety of languages present on Twitter – Bergsma et al. (2012) report observing 65
12http://www.twitter.com
13https://about.twitter.com/company
Chapter 3: Data Collection for LangID Training and Evaluation 111
English RT @noafex: Make sure yall check out my homegirl @MsTorieSmith
Blog!!! She’s the lady Dr. Phill for you!!! lol http://t.co/d1LApys5
French UN GROOOOS AUREVOIR POUUUUR JULIEEE ! (@missjulie28
live on http://t.co/ZFJTmpkO)
Italian La mia TL è stata bloccata dal maltempo o è da 10 minuti che
nessuno se la sente di dire qualcosa?
Japanese @mari37ml あら？ご近所さんだった ♪( ´￿ ｀) 関西のファミリーがこっ
ち来たら埼玉にしゅーごーだ！
Indonesian Lagi dan lagi vote #ﬁlm1 ah biar #PCWindows7 dri @saatpalingpas
bsa ku dpat amin :)
Figure 3.9: Examples of language-labeled Twitter messages.
languages in a 10M message sample, and Baldwin et al. (2013) report observing 97
languages in a 1M message sample. In both cases, the authors are only limited by
the number of languages the tool used supported.
Figure 3.9 shows some examples of Twitter messages from our Twitter dataset.
In these messages, we can see some Twitter-speciﬁc features, such as “ReTweets”
(RT), username references (@XXX), hash-tags (#XXX), as well as some features
that are common in user-generated content, such as URLs and smilies. There is also
an example of the use of capitalization for emphasis. All these sources of variation
contribute towards making Twitter a harder target for generalized LangID.
3.3 Chapter Summary
In this chapter, we discussed issues regarding the preparation of datasets for ex-
periments in generalized LangID. We began the chapter with an overview of sources
of variation between documents in the same language, covering both linguistic and
non-linguistic sources of variation. Thereafter, we identiﬁed 9 diﬀerent sources of data
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Figure 3.10: Relative quantity of data (in bytes) between languages for each dataset.
from which we prepared datasets of language-labeled documents. For each source,
we gave a brief description of its characteristics, along with example content, with a
particular emphasis on the types of variation present in the data from that source.
We also described the method that we used to produce a dataset from each data
source. The ﬁnal document collection used in this thesis consists of about 200,000
documents across 9 sources, totaling over 2.3GB of data in 145 languages. Figure 3.10
provides visualization of the relative quantity of data for each language between dif-
ferent datasets. As noted in the chapter introduction, each language appears in at
least two sources, but in some instances the quantity of data available is much smaller
in one source than the other, and as such the smaller “spike” for these languages may
not be visible in Figure 3.10.
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In Chapter 4, we make use of the data we have collected to investigate the cross-
domain generalizability of existing LangID systems. Thereafter, in Chapter 5 we
develop a document representation for LangID that is robust to the types of variation
we have seen in the data that we collected in this chapter.
Chapter 4
Cross-domain Generalizability of
LangID Systems
Research to date has proposed a variety of methods for LangID, and we have
identiﬁed and brieﬂy discussed some of them in Chapter 2. Methods proposed have
generally been evaluated independently of each other, and due to a lack of stan-
dardization in evaluation data and metrics, the published results are not directly
comparable, which hinders objective evaluation. In previous chapters, we have dis-
cussed evaluation metrics proposed to date (Section 2.2.4), as well as suitable sources
of data for training and evaluating LangID systems (Chapter 3). In this chapter,
we undertake a systematic comparison of three existing LangID systems, two of
This chapter is based on work previously published as:
Lui, Marco, and Timothy Baldwin. 2011. Cross-domain Feature Selection for Language Identi-
ﬁcation. In Proceedings of the 5th International Joint Conference on Natural Language Processing,
553 – 561, Chiang Mai, Thailand.
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which have previously been described in the literature (Cavnar and Trenkle 1994;
Prager 1999a), and the third of which has been published online (Nakatani 2010a).
In research to date, there have been a number of confounding factors that have lim-
ited the comparability of results. One factor that varies widely is the number of
languages considered. In general, we would expect that considering more languages
simultaneously should make the problem harder, as the relative proportion of data
in any given language decreases. For example, Cavnar and Trenkle (1994) report
almost perfect accuracy over the 8 languages they consider, but Baldwin and Lui
(2010a) ﬁnd that when the number of languages is increased, the languages with
less training data tend to lag in accuracy (a general phenomenon in NLP problems
involving classiﬁcation that is sometimes referred to as “the long tail”). This is fur-
ther complicated when we consider the “type” of languages investigated. Research
to date suggests that samples of well-edited Western European languages are gener-
ally fairly easy to distinguish with letter trigram models (Cavnar and Trenkle 1994;
Souter et al. 1994; Dunning 1994), but research has shown that this type of model
does not suit closely-related Eastern European languages (Tiedemann and Ljubešić
2012). Another factor known to aﬀect machine learning algorithms in general is the
quantity of training data available, both in absolute terms as well as in relative quan-
tities between classes. As this is not controlled for in previous work, the results are
again made harder to compare. In this chapter, our aim is to provide a meaningful
comparison of LangID accuracy between the three systems we have identiﬁed, and
thus we train and evaluate each system on the same pairs of training and evaluation
data, such that the diﬀerence in performance is only due to the system used, and not
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confounding factors such as source and quantity of training data.
The data we use for training and evaluation is drawn from a variety of sources
(Chapter 3), and is intended to capture variation within a language across the di-
mensions we discussed in Section 3.1, such as topic and register, as well as non-
linguistic sources of variation such as encoding and domain-speciﬁc markup. For
each of the text sources, we follow standard machine learning practice and divide
all the available data into training (trn), development (dev) and test (tst) parti-
tions. Documents are allocated to the partitions in a randomized fashion, stratiﬁed
by language. The approximate ratio of sizes between the three partitions is 8:1:1 for
training:development:test. The training partitions are used as training data for each
system, and the development partitions are used for tuning any parameters that the
system may have, such as an internal threshold or the number of features selected.
Systems are then compared on the basis of their performance on the test partition,
given the best parameters discovered using the development partition. This avoids
any bias introduced by the system over-ﬁtting to the development data. In this chap-
ter, we are interested in investigating the generalizability of LangID models across
the sources of variation that we have identiﬁed. In order to do this, we ﬁrst establish
a benchmark result in-domain, that is, drawing training and test data from the same
text source. We use the terms “domain” and “text source” interchangeably, deferring
a precise deﬁnition of “domain” to when we discuss transfer learning in more detail
in Section 5.3.3.
In-domain evaluation corresponds to the usual formulation of LangID as a super-
vised machine learning problem (Cavnar and Trenkle 1994; Prager 1999a; Baldwin
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and Lui 2010a). However, many LangID systems come with pre-trained models (see
Section 2.4). Even when the system can be re-trained, language-labeled documents
from the target text source may not be available, and so it is common to use easily-
available sources of language-labeled text as a proxy. An example of this is the use of
TextCat, an implementation of the method of Cavnar and Trenkle (1994) for LangID
of web pages (ClueWeb09 2009).1 Data from EU parliament datasets and newswire
corpora were used to re-train TextCat before applying it to web pages crawled as
part of ClueWeb09. In machine learning terms, this is an example of transfer learn-
ing, the use of data from external domains (in this case, a diﬀerent text source) to
improve task performance on a target domain. Pan and Yang (2010) provide a survey
of transfer learning, in which they deﬁne transductive transfer learning, where labels
are available in source domain(s) but not in the target domain. In-domain evalua-
tion does not take into account the transfer learning eﬀects, which we can expect to
degrade accuracy, particularly if the source and target domains have some sort of
systematic diﬀerence (Section 3.1).
To investigate the generalizability of LangID models across the sources of variation
we have identiﬁed, we compare the in-domain results to the accuracy of the same
systems in a cross-domain setting, that is, where the training and the test data are
drawn from diﬀerent sources. This allows us to quantify the penalty imposed by not
having training data in a target domain, one of the aspects of generalized LangID we
have identiﬁed in Chapter 1. We analyze the performance of each of three LangID
systems in two cross-domain settings: (1) the training data is drawn from a single
1http://boston.lti.cs.cmu.edu/clueweb09/wiki/tiki-index.php?page=Language+
Identification+for+ClueWeb09
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System Described In Document Representation Classiﬁer
TextCat Cavnar and Trenkle (1994) frequency proﬁle rank-order statistics
Linguini Prager (1999a) TF – IDF style vector-space
LangDetect Nakatani (2010b) multinomial distribution naive Bayes
Table 4.1: Summary of LangID systems compared.
dataset and the test data is drawn from a single dataset that is diﬀerent to the training
dataset, and (2) the test data is drawn from a single dataset, but the training data is
drawn from the union of all available datasets excluding that used for testing. These
two settings serve to quantify the impact of the naive solution to “cross-domain”
LangID, the ﬁrst being to use labeled training data from a single dataset, and the
second to pool training data across multiple datasets.
In this chapter, we make the simplifying assumption that all documents are mono-
lingual, i.e. contain text in only one language. We return to the issue of LangID of
documents that may contain text in more than one language in Chapter 6.
4.1 Systems Compared
The systems we are comparing are summarized in Table 4.1, and represent three
diﬀerent approaches to LangID. They were chosen on the basis that they are fairly
well-known, their theoretical foundations are well-understood and each of them can
be re-trained on new data. In this section, we give an overview of each system and
its parameters, and a short evaluation of the similarities and diﬀerences between the
systems.
Chapter 4: Cross-domain Generalizability of LangID Systems 119
4.1.1 TextCat
Cavnar and Trenkle (1994) describe a text classiﬁcation algorithm based on rank-
order statistics of letter sequences, and present an evaluation of it applied to LangID.
The name TextCat does not appear in Cavnar and Trenkle (1994), but rather orig-
inates from the Perl implementation of Gertjan van Noord. Nonetheless, the name
TextCat has come to be associated with the method of Cavnar and Trenkle (1994) as
applied to LangID, and a number of other implementations have been given similar
names. In this work, we use the name TextCat to refer to the method of Cavnar and
Trenkle (1994) applied to LangID rather than the particular implementation of van
Noord.
TextCat has been widely used in research settings where a LangID tool is required.
Examples include language ﬁltering for building minority language corpora (Ghani
et al. 2004), web page LangID in the ClueWeb09 Dataset (ClueWeb09 2009), pre-
processing of OpenSubtitles parallel data in OPUS (Tiedemann 2009:Section 2.1.1),
and LangID of Twitter messages (Carter et al. 2013).
In TextCat, documents are ﬁrst normalized by discarding digits and punctuation,
keeping only letters, apostrophes and whitespace. The document is then tokenized
into contiguous byte n-grams, using a mixture of n-gram orders (1n5). The fre-
quency of each token is counted, and the representation of the document consists
of all the n-grams in the document ranked by the frequency in which they occur in
the document. Cavnar and Trenkle (1994) refer to this as the n-gram proﬁle of the
document (Figure 4.1). In a similar fashion, an n-gram proﬁle is computed for each
language from the respective training data. Figure 4.2 illustrates the process of com-
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Figure 4.1: Document representation used by TextCat. Text is converted to a fre-
quency distribution over letter n-gram sequences. Sequences are ranked by relative
frequency and only the top-ranked sequences are retained.
puting language proﬁles for a toy dataset. The n-gram proﬁle for each language is
computed by summing the frequency of each n-gram across all the training documents
for the language, or equivalently by concatenating all the documents for a language
into a single “super-document”, and then computing the n-gram proﬁle thereof.
Cavnar and Trenkle (1994) report a number of characteristics of the language
proﬁles they computed over a set of 8 Western European languages. In particular,
they observe that:
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Class an in er ng
doc1 lang1 10 2 8 1
doc2 lang1 12 6 8 4
doc3 lang2 11 12 3 2
doc4 lang2 14 8 1 1
— lang1 22 8 16 5
— lang2 25 20 4 3
Figure 4.2: Deriving language proﬁles for TextCat. The vector for each language is
the sum of the vectors for all the documents in the language.
 The top 300 n-grams are highly correlated to the language.
 The highest n-grams are mostly 1-grams, followed by function words, and then
frequent preﬁxes and suﬃxes.
 Around rank 300 or so, the n-grams become more speciﬁc to the subject of the
document.
 There is nothing special about rank 300; the value was selected by inspection.
TextCat decides on the language of an unlabeled document by comparing its
n-gram proﬁle to the proﬁle of each language, and then labeling the document by
selecting the best-scoring proﬁle. Figure 4.3 illustrates the method for scoring a
proﬁle, dubbed the out-of-place metric by Cavnar and Trenkle (1994). This metric
is a form of rank-order correlation, though the actual method described is ad-hoc
rather than statistically motivated. In summary, the method measures the sum of the
absolute diﬀerences in rank across the feature set. Lower scores are considered better,
the intuition being that the most frequent features ordered by frequency should be
similar in documents of the same language but diﬀerent between diﬀerent languages.
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Figure 4.3: Calculation of the out-of-place distance metric. Figure is reproduced from
Cavnar and Trenkle (1994).
The feature selection component of the TextCat method can be understood as
a local dimensionality reduction (Sebastiani 2002:Section 5.3). Local dimensionality
reduction refers to dimensionality reduction by feature selection where a set of terms
is selected for each category (in contrast to global dimensionality reduction, where
terms are selected across all categories simultaneously). In the case of TextCat, the
most frequent M terms in each category are selected. The set of features selected is
a function of both M and the training data, and thus the number of features selected
for a given M varies with the training data.
The rank-order classiﬁer of TextCat can in turn be understood as an implemen-
tation of a nearest-prototype classiﬁer (aka Rocchio method (Rocchio 1971)). After
feature selection has determined the closed set of features that will be used, each
training document can be represented as a feature vector V , where jV j is the num-
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ber of features in the closed set, and each element of V is the frequency count of a
particular feature. The prototyping function is thus a simple sum across the feature
vectors of all the training documents for a particular language (Figure 4.2), and the
distance metric is the aforementioned out-of-place rank-order statistic (Figure 4.3).
For purposes of this comparison, we use the implementation of TextCat train-
ing and classiﬁcation provided by libtextcat (Scheelen 2003). This implementa-
tion is written in pure C, and is optimized for both speed and memory eﬃciency.
libtextcat is intended to be used as a library, and we access it via the Python bind-
ing pylibtextcat.2 For generation of models, we use the createfp tool provided
with libtextcat, with a minor modiﬁcation to allow variation of the parameter M
(the number of features selected per language).
4.1.2 Linguini
Linguini (Prager 1999a; Prager 1999b) is a LangID algorithm using a vector-space
model that is based on classical models for information retrieval. Prager (1999a)
describes the model and provides an evaluation of it over 13 European languages,
using a collection of data gathered from the (now-defunct) Human Languages Page,3
including some synthetic data generated on the basis of word frequency statistics.
Prager (1999a) also describes an extension to the method allowing for the detection of
multilingual documents, which we separately evaluate in Chapter 6. Prager (1999b) is
an extended version of Prager (1999a), which includes derivation of parameters for the
detection of trilingual documents, extending the parameters for bilingual documents
2https://launchpad.net/pylibtextcat
3http://www.june29.com/HLP
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given in Prager (1999a).
Prager (1999a) reports that the system described is internally used in an IBM
product. To our knowledge, no implementation of the system has been made pub-
licly available. Based on the description given by Prager (1999a), we created an
implementation of the system, including the bilingual and trilingual extensions. The
full system and training tools have been made available online under an open source
license.4
The core of the Linguini system is a vector-space model. In a vector-space
model, instances (in our case, documents), are interpreted as vectors in a multi-
dimensional feature space. In vector-space models applied to text, each dimension
usually corresponds to a particular word, and the magnitude in each dimension is a
function of the frequency with which the word occurs in the document. The model
used by Linguini is slightly diﬀerent, in that in addition to words, there are also
dimensions that represent the frequency of particular sequences of letters (also known
as character n-grams, see Figure 2.1). Prager (1999a) considers letter sequences of
length 2 – 5, not spanning words but possibly including word-ending spaces.
In Linguini, each entry in a document’s feature vector is normalized by the num-
ber of languages in the training data that the feature appears in. This is very similar
to to Term Frequency – Inverse Document Frequency (TF – IDF) models commonly
used in vector space models for information retrieval, with the diﬀerence that instead
of inverse document frequency, the term frequency in Linguini is normalized by
inverse language frequency instead.
4https://github.com/saffsd/linguini.py
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In the vector-space model used by Linguini, languages are also represented as
vectors in the same vector-space as documents. The vector that represents a language
can be found by taking the average in each dimension of all the vectors represent-
ing documents in that language in the training data. Classiﬁcation of an unlabeled
document is carried out by mapping the unlabeled document onto its corresponding
vector, and then labeling the document with the language that is “closest” to the
vector. In Linguini (and commonly in vector-space models in general), “closeness”
is measured in angular terms using cosine similarity.PtND;tNC;tqPtN2D;tqPtN2C;t (4.1)
Cosine similarity (Equation 4.1) is a function of two vectors, and gives a measure
of how large the angle between the vectors is. Values of the function range between
0 and 1, with 0 indicating that the vectors are orthogonal and 1 indicating that
the vectors are parallel. To classify an unlabeled document, the cosine similarity is
calculated between the document vector ND;t and each language vector NC;t, and the
language vector with the highest similarity determines the language assigned to the
unlabeled document.
Prager (1999a) evaluates the accuracy of the vector-space model using each or-
der of n-grams independently. The representation reported to be optimal by Prager
(1999a) is character 4-grams combined with words of any length; this is the represen-
tation that we will use for comparison in this thesis. Prager (1999a) applied a simple
feature selection based on term frequency. Terms with occurrence count m < nk
were rejected, where m is the number of times the term occurred in the training data,
n is the number of languages in which the term occurred and k is a parameter to
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control the overall number of terms selected. In Prager (1999a) the value of k is
reported to be optimal in the region 0.3 to 0.5. We examine this parameter in more
detail in Section 4.2.2.
4.1.3 LangDetect
LangDetect implements a naive Bayes classiﬁer. Documents and languages are
represented as distributions over character n-grams, which similar to the representa-
tion used by Linguini except that LangDetect does not consider whole words. As
an oﬀ-the-shelf classiﬁer, LangDetect is distributed with a pre-trained model built
using data from Wikipedia, but it can also be re-trained with user-supplied data. To
improve accuracy oﬀ-the-shelf, LangDetect implements an additional set of normal-
ization heuristics.
Naive Bayes classiﬁcation is a family of probabilistic classiﬁcation techniques. Mc-
Callum and Nigam (1998) describe two alternative formulations, and the formulation
used by LangDetect is referred to by McCallum and Nigam (1998) as multinomial
naive Bayes. The crux of the method is to compute the probability P (CijD) that
an instance D to be classiﬁed belongs to a class Ci from a given closed set C. The
instance to be classiﬁed D consists of a vector of n features x1  xm, where each
element of the vector corresponds to the frequency of a particular “event”. In the
context of naives Bayes classiﬁcation applied to text, each “event” is the occurrence
of a word in a document; the feature vector is thus simply a vector of frequencies
of each word. In the LangID context, LangDetect follows a similar intuition, except
that the “events” are the occurrence of character n-grams rather than words.
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c = argmaxCi2C P (CijD) (4.2)
= argmaxCi2C
P (DjCi)P (Ci)
P (D)
(4.3)
= argmaxCi2C P (DjCi)P (Ci) (4.4)
The classiﬁcation c of document D is thus given by Equation 4.2. Bayes’ theorem
allows us to re-express Equation 4.2 as Equation 4.3. Since P (D) is independent
of Ci, this simpliﬁes to Equation 4.4. To classify a document, we need to estimate
P (DjCi) and P (Ci). P (Ci) is relatively straightforward. On the basis of our training
data, we can estimate P (Ci) using the maximum likelihood estimator, which is simply
the relative frequency of classes in the training data.
The multinomial model is a generative model. Each class is modeled as a distribu-
tion over an event space corresponding to individual tokens. The naive independence
assumption characteristic of naive Bayesian methods is to assume that the probabil-
ity of generating a token is conditionally independent of the probability of generating
any other token, given the class they are generated from.
P (DjCj) = (
nX
i=1
ND;ti)!
nY
i=1
P (tijCj)ND;ti
ND;ti !
(4.5)
Equation 4.5 expresses the probability of generating an instance D as the proba-
bility of generating x1  xm, where ND;ti is the frequency with which term ti occurs
in D. The two factorial terms deal with permutations of tokens. Since x1  xm, are
frequency counts of individual tokens, their sum is the length of the document (i.e.
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the total number of tokens). For any sequence of K items there are K! possible per-
mutations for ordering all the items. Under our “bag” model of text, we ignore the
relative ordering of tokens. This implies that any ordering of the same set of tokens
should have the same probability, and this is implemented through the two factorial
terms. The ﬁrst term accounts for all permutations of the entire set of tokens, and
the second term accounts for all permutations of each type of token.
P (tjCj) is the generative model of class Cj. It is the probability of seeing a given
term t in class Cj. We estimate this via a maximum likelihood estimate on the basis
of our training set, which consists of k labeled instances Di  Dk.
P (tjCj) =
PjDj
k Nk;tP (CjjDk)Pn
i
PjDj
k Nk;tiP (CjjDk)
(4.6)
Equation 4.6 gives the formula for P (tjCj), where Nk;ti is the count of term ti in
Dk. This estimate poses another practical problem: If we have never observed a term
in a given class in the training set, an instance containing that term will be assigned 0
probability for that class. Since we do not know every possible instance of each class
in advance, we must build a residual probability of seeing any term into our model of
the class. We do this via Laplacian smoothing, as shown in Equation 4.7.
P (tjCj) = 1 +
PjDj
k NDk;tP (CjjDk)
n+
Pn
i
PjDj
k NDk;tiP (CjjDk)
(4.7)
To reduce the total computation required, LangDetect makes use of the typical
Bayesian model property that the posterior can be updated incrementally as each
new observation is added, making use of the fact that given a document D consisting
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of tokens X1  XjDj, for any class Cj:
P (CjjXm+1; Xm;    ; X1) / P (CjjXm;    ; X1)  P (Xm+1jCj)
LangDetect thus introduces an “early-termination” technique, whereby the rest of
the document is ignored if P (CjjXm;    ) exceeds a threshold (reported by Nakatani
(2010b) to be 0.99999).
Diﬀerently to TextCat and Linguini, LangDetect models the relative frequency
of Unicode codepoint n-grams rather than byte n-grams. LangDetect documentation
states that all documents are assumed to be encoded in UTF8, and does not specify
what happens if this assumption is violated. Inspection of the source code shows
that handling of encoding is deferred to the underlying Java libraries. The Java
documentation does not specify what happens if a document cannot be decoded
under a speciﬁed encoding, but based on our experiments it appears to silently ignore
errors and produce a stream of codepoints from any stream of bytes, even if the stream
of codepoints may not be coherent to a human reader. Hence, this transformation
from bytes to codepoints under an incorrectly-speciﬁed encoding is still deterministic
if perhaps slightly lossy, meaning that LangDetect still produces a working classiﬁer
even if applied to documents that are not UTF8 encoded.
Nakatani (2010b) reports that the naive Bayes classiﬁer applied to byte n-grams
only attains 90% precision (the n-gram order is not reported), and attributes this to
bias and noise in the training and test corpora. In order to address this, a series of
heuristics are introduced. Firstly, input text in the Chinese-Japanese-Korean space
is clustered by k-means, such that each unique character is mapped into a cluster
with other similar-feature characters. Nakatani (2010b) reports obtaining 130 such
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clusters. Thereafter, a number of other heuristics are applied:
 Numeric ﬁgures, symbols, URLs and mail addresses are removed
 All Latin-characters are removed from non-Latin text if the rate is less than
20%
 Acronyms, names and place names are removed
 Words written entirely in capitals are removed
Nakatani (2010b) does not give further details of how these normalizations are
carried out. The ﬁnal result reported is an accuracy of 99.9% across 49 languages,
using training data from Wikipedia and evaluated on 200 news articles per language.
4.2 Parameter Tuning
We ﬁrst consider the “in-domain” evaluation setting typical of LangID research
to date, where training and test data are disjoint partitions of a single dataset. This
corresponds to a standard machine learning approach to implementing and evaluat-
ing LangID. In this section, we examine the parameters to be tuned, and empirically
investigate their eﬀect on classiﬁcation accuracy across each of our datasets. TextCat
and Linguini each have a tunable parameter that controls the number of features se-
lected, whereas LangDetect does not have any user-tunable parameters in the training
of the model.
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Figure 4.4: Parameter tuning for TextCat.
4.2.1 TextCat
In TextCat, the only parameter to be tuned is M , the number of features selected
per language. Cavnar and Trenkle (1994) report that they found 400 to be the optimal
value for M , and this is the value hard-coded into the model-generation tool supplied
with libtextcat. We modiﬁed the tool to allow the value M to be varied, and
investigated its eﬀect on an in-domain evaluation across each of our datasets. The
result across all of our datasets is presented in Figure 4.4. We observe that consistent
with the ﬁndings of Cavnar and Trenkle (1994), adding features beyond the top 400
by document frequency does not improve the accuracy of LangID.
One basic conclusion we can draw from Figure 4.4 is that the accuracy of TextCat
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es fr it sv es fr it sv es fr it sv
en 0.48 0.53 0.50 0.40 0.34 0.36 0.34 0.35 0.84 0.78 0.86 0.77
es 0.47 0.56 0.36 0.40 0.46 0.31 0.77 0.84 0.78
fr 0.51 0.37 0.42 0.30 0.79 0.73
it 0.37 0.32 0.76
JRC-Acquis Bible CommonCrawl
es fr it sv es fr it sv es fr it sv
en 0.49 0.53 0.51 0.47 – – – – 0.48 0.52 0.50 0.47
es 0.50 0.58 0.40 0.81 0.81 0.79 0.55 0.62 0.46
fr 0.51 0.41 0.83 0.80 0.55 0.47
it 0.41 0.86 0.47
Debian RCV2 Twitter
es fr it sv es fr it sv
en 0.41 0.44 0.37 0.28 0.53 0.54 0.52 0.46
es 0.43 0.41 0.25 0.59 0.65 0.49
fr 0.37 0.25 0.59 0.49
it 0.26 0.48
UDHR Wikipedia
Table 4.2: Proportion of n-grams shared between languages in a TextCat model
selecting the most frequent 1000 character n-grams per-language.
varies widely according to the source of text. In JRC-Acquis, Bible and UDHR,
the accuracy is near-perfect. However, in noisier domains, the accuracy is severely
aﬀected, such as inWikipedia, where the macro-averaged F-score is about 0.58. This
can partly be explained due to the noise in the domain aﬀecting the model due to the
term-frequency based feature selection employed by TextCat. In CommonCrawl
for example, documents contain HTML markup, and the markup will account for a
large proportion of the character n-grams in a document. Hence, these ‘noise’ n-grams
will have high frequency in most languages and will be included in the ﬁnal model,
but will not have good discriminating power for any given language. Table 4.2 lists
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Figure 4.5: Parameter tuning for Linguini.
the proportion of character n-grams shared between given pairs of languages when
each language is modeled using the top 1000 character n-grams by frequency. In
text sources where accuracy is high, the overlap tends to be lower. On the other
hand, where overlap is high (CommonCrawl and RCV2), the accuracy tends to be
lower. This is because the frequency-based selection is not always reliable in selecting
features that are indicative of a particular language, an issue that we will explore and
resolve in Chapter 5.
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Dataset # Features k = 10 k = 20# % # %
JRC-Acquis 737754 74371 10 40999 5.5
Bible 486259 152347 31 101879 21
CommonCrawl 4713952 257604 5.5 118447 2.5
Debian 1298254 101675 7.8 54471 4.2
RCV2 383079 55411 14 32604 8.5
SETimes 212436 49781 23 36538 17
Twitter 422423 14510 3.4 7097 1.6
UDHR 103902 0 0.0 0 0.0
Wikipedia 1414614 17723 1.25 5158 0.36
Table 4.3: Number of features selected for Linguini at diﬀerent values of k.
4.2.2 Linguini
Linguini uses a parameter k to control the number of features selected. Prager
(1999a) gives two slightly conﬂicting deﬁnitions of this parameter: (1) “If feature i
occurred mi times in a language training set, the value we stored was the integral
part of kmi/ni”, where ni is the number of languages the feature i occurs in. (2) “a
word would not be stored if its occurrence count mi < nik”. Simple algebra shows
that the two deﬁnitions are consistent if 1
k
is substituted for k in either deﬁnition. In
our implementation, we use the second deﬁnition for k: speciﬁcally, features are kept
only if mi  nik.
Prager (1999a) reports that values of k from 0.1 to 10 were tested, and that
values in the region of 0.3 to 0.5 worked best. It is not clear if the value of k should
be interpreted in the context of the ﬁrst or second deﬁnition, and it is not possible
to infer from the reported results as Prager (1999a) does not report the number of
features selected or the quantity of data available for each language. This latter value
is important as it aﬀects the eﬀect that the value k has. Since the selection is based
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Figure 4.6: Eﬀect of feature count on Linguini accuracy.
on mi, the frequency with which a feature occurs, it will increase with data quantity.
Since we use a diﬀerent dataset from Prager (1999a), the results for the same value
of k are not comparable.
We begin by investigating the eﬀect of the parameter k. Figure 4.5 shows the
relationship between k and the proportion of features retained for each dataset. We
observe that the proportion of features retained for the same value of k varies per-
dataset. This is further complicated by the datasets being of diﬀerent sizes, resulting
in the absolute number of features retained varying greatly (Table 4.3).
Fundamentally, the role of k is to control the number of features – which then
corresponds to the number of dimensions in the vector space of the Linguini model.
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Increasing the value of k simply has the eﬀect of decreasing the dimensionality of the
model. To allow for better comparison between the models resulting from diﬀerent
datasets, we drop the notion of the ﬁxed threshold k and instead simply retain the
top-N features, ranked by the value mi
ni
. We test 10000N30000; the result is
presented in Figure 4.6. For some datasets, the diﬀerence between N = 10000 and
N = 30000 is minimal, such as for SETimes and for RCV2. For other datasets,
there is a continued increase as more features are added, such as for Debian. One
factor that this analysis does not take into account is the feature selection method
described by Prager (1999a) is a global feature selection (Sebastiani 2002), i.e. features
are scored across all classes simultaneously. Because the feature selection is based on
term frequency, and because the amount of data available for each language is not
consistent within datasets, there will be a natural tendency for features strongly
associated with highly-represented languages to score highly on the metric.
For further comparisons in this chapter, we select N = 25; 000 features as the
optimal value, as it appears that for most datasets the increase in accuracy thereafter
is minimal.
4.3 In-domain Comparison
After tuning the parameters for each tool using the dev portion of each dataset,
we now use the best parameters for each tool to classify the tst portion of each
dataset, and use the results as the basis for a cross-tool comparison. For TextCat,
we set the parameter M to 400, and for Linguini, we select the top 25,000 features.
The results of this comparison are summarized in Table 4.4. From these results, we
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Dataset TextCat Linguini LangDetectM  M  M 
JRC-Acquis 0.991 0.990 0.977 0.977 0.994 0.994
Bible 0.990 0.985 0.985 0.984 0.991 0.993
CommonCrawl 0.429 0.387 0.881 0.887 0.825 0.836
Debian 0.926 0.948 0.788 0.874 0.945 0.971
RCV2 0.453 0.557 0.887 0.929 0.926 0.939
SETimes 0.933 0.933 0.987 0.988 0.993 0.993
Twitter 0.765 0.807 0.753 0.802 0.819 0.870
UDHR 0.981 0.984 0.980 0.984 0.982 0.988
Wikipedia 0.555 0.521 0.759 0.729 0.628 0.618
Table 4.4: In-domain comparison of systems. M indicates macro-averaged F-score,
and  indicates micro-averaged F-score. N = 25k for Linguini and M = 400 for
TextCat.
observe that in some datasets, all the tools are able to attain a high degree of accuracy
(e.g. JRC-Acquis, UDHR, Bible). It is worth noting that these datasets are quite
similar to those commonly used in LangID research. JRC-Acquis covers a relatively
small number of Western European languages, with long and well-curated texts in
each language without any domain-speciﬁc document markup, similar to the dataset
used by Cavnar and Trenkle (1994). Data from the UDHR was used by Yamaguchi
and Tanaka-Ishii (2012), and bible texts have been used by Hammarström (2007) and
Brown (2012).
Certain datasets reveal particular weakness in speciﬁc tools. For TextCat, it
performs particularly poorly on CommonCrawl and RCV2. Notably, both these
datasets are heavy in HTML/XML markup. As we observed in Table 4.2, poor
accuracy for TextCat correlates with datasets where there is a substantial overlap
between the highest-frequency character n-grams for each language. This overlap
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is due to the same character n-grams from the markup being common in the data
for each language. Frequency-based selection of features thus results in language
representations that are not distinctive for each language, leading to reduced accuracy.
Linguini is not aﬀected by this as the inverse-language-frequency term serves to
weight down the markup-related features, which occur in all the languages; we thus see
that Linguini substantially outperforms TextCat on CommonCrawl and RCV2.
Relative to the other two systems, Linguini performs poorly onDebian. We note
that in Figure 4.6, the accuracy on Debian continues to increase beyond N = 25k, so
the relatively poor performance in this case is due to the number of features selected
being insuﬃcient to reliably distinguish all the languages present in Debian. This is
further emphasized by the relatively large gap between the macro-averaged and micro-
averaged F-score, which indicates that accuracy is particularly poor for a relatively
small proportion of the lower-density languages.
LangDetect generally performs well across all datasets, with the exception of
Wikipedia. This is likely due in part to a tendency to mis-label documents as
English – precision on English on the Wikipedia classiﬁer is only 16%. This may be
due to a number of factors, such as English-language inclusions being more common in
Wikipedia than other datasets, either due to inclusion of English-language content,
or through the use of English words in the structural markup of the raw MediaWiki-
format documents.
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Figure 4.7: Learning curve for each combination of system and dataset.
4.3.1 Learning Curves
We investigate how the accuracy of each system is aﬀected by varying the amount
of training data provided. In this instance, our primary focus is to compare the
performance of the diﬀerent systems on the same dataset (or subset thereof), rather
than to compare the performance of the same system on diﬀerent datasets. We
thus choose to break the trn portion of each dataset into 10 approximately equal-
sized partitions, stratiﬁed by language and randomized. This makes cross-dataset
comparisons diﬃcult as each dataset has a diﬀerent total amount of data. However,
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the results presented here in are still useful to justify the downsampling of data carried
out in Section 4.4.2.
For TextCat and Linguini we use the previously-mentioned best parameters (Sec-
tion 4.2). We plot a learning curve of percentage of training data used vs macro-
averaged F-score; this is presented in Figure 4.7. We observe that for a few of the
datasets (JRC-Acquis, Bible, SETimes), reducing the training data to 10% of the
total available has no discernible eﬀect on accuracy, which is virtually identical for
all 3 systems. We also observe that TextCat performs consistently worse than the
other systems on Wikipedia, RCV2 and CommonCrawl, due to the noise-related
issues we discussed in Section 4.2.1. We also note that, consistent with Section 4.2.2,
Linguini seems to be particularly weak on the Debian dataset, though this can be
attributed to an insuﬃcient number of features to cover all the languages present in
Debian. The biggest improvement with increased data is seen on UDHR, followed
by Twitter. This is not particularly surprising, since these are smallest datasets
in terms of bytes of data available. Overall, we can draw two main conclusions from
this result: (1) given the same training and test data, the three systems are generally
very closely matched, and (2) the amount of training data is generally not a limiting
factor for in-domain evaluation using our full training data.
4.4 Cross-domain Evaluation
So far, we have presented results that show that LangID tools can generally attain
a high level of accuracy when the training data is drawn from the same pool of
documents as the test data, consistent with similar high-accuracy results reported in
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the literature (Cavnar and Trenkle 1994; Cowie et al. 1999; Prager 1999a; Poutsma
2002; Kruengkrai et al. 2005; Takçi and Ekinci 2012). However, in this thesis we are
speciﬁcally interested in LangID for data from sources where no labeled training data
is available. In this section, we quantify how existing systems perform when trained
using training data that is from a diﬀerent source to the target data. We formulate
our empirical investigation in terms of two speciﬁc experiments: (1) single-source,
where we use training data from one dataset to build a model, and evaluate the
accuracy on data from a diﬀerent dataset; and (2) all-source, where we hold out one
dataset at a time as our “test” dataset, and use the union of all other datasets as a
source for training data.
4.4.1 Single-source
In this setting, we use the trn partition of each dataset to train each classiﬁer,
and apply the classiﬁer to the tst partition of every dataset. The trained classiﬁers
are exactly the same as those used in Section 4.3; the diﬀerence in this section is that
we apply the classiﬁers to the tst partitions of each dataset, rather than only the
tst partition of the same dataset the trn data is from. One complication in this
evaluation is that the set of languages covered by each dataset is diﬀerent, making it
diﬃcult to compare the performance of the same combination of classiﬁer and training
data across the tst partition of diﬀerent datasets. To allow comparability across
diﬀerent datasets, we present results in terms of macro-average performance over the
subset of languages present in all the datasets (i.e. the intersection of the language
set). We exclude SETimes from this evaluation, leaving us with ﬁve languages that
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Test Dataset
JRC-Acquis Bible CommonCrawl Debian RCV2 Twitter UDHR Wikipedia
In-domain 0.986 0.998 0.239 0.987 0.391 0.776 1.000 0.599
JRC-Acquis —  0:216 +0:029  0:134 +0:086  0:043  0:616  0:093
Bible  0:001 — +0:045  0:106 +0:049  0:082  0:310  0:076
CommonCrawl  0:616  0:668 —  0:692  0:316  0:703  0:800  0:421
Debian  0:006  0:053 +0:004 — +0:016  0:125  0:253 +0:091
RCV2  0:955  0:974  0:201  0:935 —  0:662  0:989  0:586
Twitter  0:002  0:244 +0:065  0:131 +0:052 —  0:560  0:099
UDHR  0:007  0:033  0:018  0:068 +0:025  0:220 — +0:073
Wikipedia  0:152  0:220  0:091  0:216  0:055  0:229  0:387 —
TextCat
Test Dataset
JRC-Acquis Bible CommonCrawl Debian RCV2 Twitter UDHR Wikipedia
In-domain 0.992 1.000 0.813 0.997 0.895 0.841 1.000 0.764
JRC-Acquis —  0:322  0:456  0:182  0:231  0:153  0:672  0:488
Bible  0:012 —  0:441  0:112  0:253  0:122  0:363  0:473
CommonCrawl  0:002  0:133 —  0:122  0:073  0:055  0:400  0:386
Debian  0:022  0:015  0:515 —  0:239  0:082  0:210  0:239
RCV2  0:314  0:428  0:361  0:279 —  0:296  0:590  0:464
Twitter  0:035  0:257  0:288  0:159  0:228 —  0:560  0:529
UDHR  0:042  0:015  0:482  0:064  0:346  0:163 —  0:237
Wikipedia  0:001  0:009  0:408  0:037  0:167  0:105  0:233 —
LangDetect
Test Dataset
JRC-Acquis Bible CommonCrawl Debian RCV2 Twitter UDHR Wikipedia
In-domain 0.973 0.947 0.905 0.982 0.956 0.793 1.000 0.754
JRC-Acquis —  0:279  0:348  0:283  0:463  0:266  0:616  0:434
Bible  0:089 —  0:349  0:194  0:305  0:398  0:422  0:277
CommonCrawl  0:279  0:386 —  0:303  0:456  0:481  0:420  0:360
Debian  0:062  0:365 +0:020 —  0:055  0:279  0:417  0:163
RCV2  0:378  0:316  0:473  0:381 —  0:315  0:656  0:517
Twitter  0:098  0:390  0:034  0:172  0:041 —  0:550  0:341
UDHR  0:006  0:056  0:782  0:128  0:555  0:496 —  0:173
Wikipedia  0:437  0:412  0:549  0:422  0:670  0:723  0:800 —
Linguini
Table 4.5: Cross-domain single dataset evaluation.
are present in every other dataset: Swedish (sv), Italian (it), French (fr), Spanish
(es) and Danish (da). Thus, all values reported in this section are the macro-average
across these 5 languages. Note that the full set of languages present in each dataset
was used for training, so it is possible for a test document in one of these 5 languages
to receive a label outside the 5 languages, which would count as a false negative for
that language. We also use the full set of documents from each tst partition. Many
of the documents will thus have a correct label outside this restricted 5-language set.
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If a classiﬁer labels a document outside this set with a language from within the set,
this counts as a false positive for the language.
The results of this experiment are summarized in Table 4.5. The ﬁrst row for each
classiﬁer (labeled In-domain) reports the absolute macro-averaged F-score across the
5 above-mentioned languages for the case where the training and test data come
from the same dataset. Note that these values are diﬀerent from Table 4.4, because
Table 4.4 reports the average score across all languages in each dataset, whereas
the In-domain row of Table 4.5 reports average score in the 5-language subset. The
remaining rows for each classiﬁer report cases where the training and test data come
from diﬀerent datasets, and the values are the diﬀerence to the In-domain value in
the same column. This allows for easy interpretation of the results in terms of the
eﬀect of choosing a diﬀerent source of training documents for a given source of test
documents.
One trend that we observe is that documents for certain sources are “easier” to
classify than others, in that classiﬁers consistently do well regardless of training data
used. For example, most dataset-classiﬁer combinations produce a system that does
well for classifying documents from the JRC-Acquis dataset. A notable exception
is the use of RCV2 data, which results in consistently poor performance. Indeed,
RCV2 is a poor choice as a source of training data except for in-domain LangID. The
best result on RCV2 is obtained by Linguini trained on RCV2 data. Interestingly,
training Linguini on Twitter or Debian data produces a classiﬁer that does well
on RCV2, but the property is not commutative: a Linguinimodel trained on RCV2
data is much worse than an in-domain model of either Twitter or Debian. This
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asymmetry is a common theme: UDHR data produces good results on JRC-Acquis
and Bible across all systems, but JRC-Acquis and Bible consistently produce poor
results onUDHR. We can draw several conclusions from this experiment: (1) pairwise
performance between data sources is not commutative, i.e. source X producing good
results on source Y does not imply source Y will produce good results on source X; (2)
all classiﬁers produce the best results when using in-domain training data (the slight
exception being TextCat on CommonCrawl and RCV2, where in-domain results
were poor to begin with, and are only marginally improved by cross-domain data);
(3) certain text sources are uniformly “easy” for all classiﬁers when in-domain data
is available (JRC-Acquis, Bible, UDHR), whereas others are consistently harder
(e.g. Twitter and Wikipedia); and (4) there is no single combination of system
and data source that is eﬀective for all target domains. (4) is especially critical in
the context of generalized LangID as it implies that using existing methods, training
a model on a single source of training data is likely to produce a classiﬁer with poor
accuracy, because there is no single source of training data that performs uniformly
well when applied to diﬀerent test data. In the next section, we investigate the
consequences of a simple solution to this problem, the use of training data from a
combination of diﬀerent sources, without taking into account the source of the data.
4.4.2 All-source
In the previous section, we quantiﬁed the eﬀect on LangID accuracy of using
training data from any single source other than the test domain. We found that
there was no single combination of system and data source that produced a classiﬁer
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that was equally eﬀective in all domains. However, it is likely that even if no labeled
data is available in the target domain, labeled training data may be available from
several other domains. In this section, we investigate whether the simple union of such
training data is a suitable approach to tackling the cross-domain LangID problem.
We combine training data from all the datasets except a single held-out “test”
dataset, treating each dataset as the “test” dataset in turn. We use the combined data
to train each classiﬁer, and then apply this to the test data from the held-out dataset.
For the datasets that we have prepared for the purposes of this thesis, each language
is present in at least two datasets. Hence, in this section, we present results that are
macro-averaged over the full language set covered by the “test” dataset. These results
are thus directly comparable to the in-domain results presented in Section 4.3.
Combining training data from multiple domains increases the amount of training
data used to produce the model. As we saw in Section 4.3.1, for most datasets the
quantity of training data is not a limiting factor, and the training data can be scaled
back to 10% with minimal eﬀect on accuracy. Thus, for this experiment we use the
whole of Twitter-trn and UDHR-trn, but downsample each of JRC-Acquis,
Bible, CommonCrawl, Debian, RCV2, SETimes andWikipedia to 10% of the
original data, randomized and stratiﬁed by language.
Table 4.6 summarizes the results of this experiment. In it, we present the in-
domain result from Section 4.3 alongside a delta value for the cross-domain result.
The in-domain result is the absolute macro-averaged F-score across all the languages
in the target domain attained by a model trained using training data from only the
target domain. The cross-domain result is the relative diﬀerence to the absolute score
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Dataset TextCat Linguini LangDetectIn-domain Cross-domain  In-domain Cross-domain  In-domain Cross-domain 
JRC-Acquis 0:991  0:373 0:977  0:176 0:994  0:080
Bible 0:990  0:383 0:985  0:378 0:991  0:225
CommonCrawl 0:429  0:239 0:881  0:201 0:826  0:601
Debian 0:926  0:285 0:788  0:258 0:945  0:198
RCV2 0:453  0:085 0:887  0:466 0:926  0:133
SETimes 0:933  0:294 0:987  0:372 0:993  0:280
Twitter 0:765  0:202 0:753  0:353 0:819  0:181
UDHR 0:982  0:443 0:980  0:493 0:982  0:327
Wikipedia 0:555  0:091 0:759  0:476 0:628  0:167
Table 4.6: Comparison of in-domain and cross-domain results for each classiﬁer and
dataset combination.
obtained by a model trained using the union of training data from all domains except
the target domain.
It is immediately apparent that utilizing the union of out-of-domain training data
consistently produces a result that is inferior to utilizing in-domain training data. The
size of the diﬀerence varies both with the target domain and the system used. Overall,
it would appear that, of the three systems tested, LangDetect is the most resilient
when trained on out-of-domain training data. However, the results obtained are still
signiﬁcantly below those obtained on in-domain training data. In this chapter, we
have demonstrated that simply pooling training data from multiple datasets is not an
eﬀective way to train a generalized language identiﬁer, regardless of the underlying
LangID system used. In order to achieve generalized LangID, our method must take
into account not just the diﬀerence between languages, but also the source of the
training data used. In Chapter 5 we examine this issue more closely, investigating the
root cause of the diﬀerence in accuracy of classiﬁers trained on in-domain data versus
classiﬁers trained on out-of-domain data, and developing a strategy that mitigates
the loss in accuracy when applying a language identiﬁer to a source of text that is
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diﬀerent from that which it was trained on.
4.5 Chapter Summary
In this chapter, we provided a systematic comparison of three commonly used
LangID systems. We discussed their theoretical similarities and diﬀerences, and then
compared them empirically, using standardized training and test data to allow for
direct comparison of the three systems. We found that in an in-domain evaluation
setting, which is common practice in LangID research to date, all systems performed
well using data from the sources commonly used for evaluating LangID systems, such
as data from UDHR, Bible passages or European Government documents. We also
found that TextCat performed poorly on data heavy in XML-markup, whereas the
other two systems compared were relatively robust. Finally, we found that despite
the use of in-domain training data, performance on data from Twitter and Wikipedia
was relatively poor for all systems tested.
In contrast to in-domain evaluation, we also empirically evaluated the eﬀect of
using data from sources other than the target domain. We did this under two settings:
(1) using data from a single other source, and (2) pooling data from multiple sources.
In the former case, we found that no single source of training data performed well in
all domains, and that pairwise performance between domains is asymmetric. In the
latter case, we found that pooling data generally produces inferior results to using
in-domain data, and that the penalty incurred varies by target domain and system
used.
Overall, in this chapter we have demonstrated that while commonly-used LangID
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tools can be very eﬀective under certain circumstances replicating those frequently
reported in the literature, none of the systems that we examined is eﬀective as a
generalized language identiﬁer. In the next chapter, we will explore in more detail
why this is the case, and will formulate solutions that will lead to better performance
for generalized LangID.
Chapter 5
Document Representation for
Generalized LangID
In the previous chapter, we examined three existing LangID systems, and em-
pirically evaluated their accuracy in both in-domain and cross-domain contexts. We
found that whereas all the classiﬁers performed well when the training data was drawn
from the same source as the test data, all the classiﬁers also exhibited a decline in
accuracy when the training and test data were drawn from diﬀerent sources. In this
chapter, we investigate the underlying causes of this decline, and develop a strategy
to mitigate this loss in performance caused by lack of data in the target domain. In
Section 5.1, we provide an analysis of the inner workings of the three systems that
This chapter is based on work previously published as:
Lui, Marco, and Timothy Baldwin. 2011. Cross-domain Feature Selection for Language Identi-
ﬁcation. In Proceedings of the 5th International Joint Conference on Natural Language Processing,
553 – 561, Chiang Mai, Thailand.
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we discussed in Chapter 4, showing how the systems share common concepts in the
representation of documents and languages. We then discuss how each system de-
termines the most likely language for a document (Section 5.2), and relate this to
supervised machine learning (Section 5.3). We then introduce the concept of homo-
geneity from corpus linguistics (Section 5.3.1), relating it to the assumptions made in
the inductive learning hypothesis in machine learning. We empirically evaluate the
homogeneity with respect to language of the datasets we describe in Chapter 3 under
the modeling assumptions made by the systems described in Chapter 4, and show that
the pre-conditions of supervised machine learning are not met in the cross-domain
classiﬁcation setting described in Section 4.4. We relate this problem to transfer learn-
ing (Section 5.3.3), and present a cross-domain feature selection methodology that
improves the homogeneity of the document representation with respect to language
across diﬀerent datasets (Section 5.4). We then examine the properties of the learning
algorithms used by the systems we discussed in Chapter 4, identifying the properties
which make them suitable for LangID (Section 5.5.1). We apply each learning algo-
rithm to our novel document representation (Section 5.5.2), and show that across all
the algorithms we consider, our novel document representation improves the accu-
racy of cross-domain LangID (Section 5.5.4). Thereafter, we provide an error analysis
(Section 5.6), in which we examine and discuss the reasons for which documents are
misclassiﬁed in our experiments.
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5.1 Document and Language Representation
We begin our discussion by more closely considering the concepts underpinning
the design of the three LangID systems that we investigated in Chapter 4. We de-
compose each system into two distinct components: (1) document representation and
(2) language determination. The former refers to the structure of the internal rep-
resentation of documents in each classiﬁer. For all systems, each document is ﬁrst
converted into a vector of numbers; in this section we discuss how each system does
this, and the similarities and diﬀerences between each approach. Thereafter, the most
likely language for the document is determined by some function of the internal rep-
resentation. In Section 5.2, we compare and contrast the approaches used by each
system.
LangDetect represents documents as a vector of frequency counts over Unicode
codepoint n-grams (Nakatani 2010b). Before division into n-gram sequences, the
input text is normalized by applying a variety of heuristic rules. These rules make
heavy use of the Unicode metadata associated with the input codepoints, and in-
clude transformations such as whitespace tokenization (to exclude n-gram sequences
across “word” boundaries, consistent with Cavnar and Trenkle (1994)), case folding,
and “codeplane reduction”, where codepoints from speciﬁc Unicode blocks such as
punctuation as well as more language-speciﬁc blocks such as Japanese-language Hira-
gana/Katakana script are mapped to a single codepoint used to represent the entire
block. Some block-speciﬁc normalization is also applied, such as the conversion of the
Farsi yeh (ی) into the Arabic equivalent (ي). Thereafter, a standard division into
overlapping codepoint unigrams, bigrams and trigrams is applied (see Figure 2.1),
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and the total vocabulary of trigrams is trimmed, using rules based on minimum fre-
quency, as well as elimination of “latin” trigrams from documents that are detected
to have less than one third of words written in latin script. The rationale for this last
rule is to eliminate minority latin-script inclusions found in training data.
The core representation of documents used by Linguini is also a vector of fre-
quency counts. However, unlike LangDetect, Linguini does not make the assump-
tion that the input stream has been decoded into Unicode codepoints, and instead
the representation is frequency counts over raw byte sequences. Prager (1999a) in-
vestigated a number of options for the “tokenization” to reduce a document into byte
sequences, the frequency of which would then make up the document representation.
Options considered included byte n-grams for 2n5, as well as “short words”, i.e.
whitespace-delimited sequences of letters of length less than or equal to 4, and simply
“words”, i.e. whitespace-delimited sequences of letters of any length. Based on the
experiments conducted, Prager selected a combination of byte 4-grams and words of
unrestricted length. In principle, this leads to a feature set of inﬁnite cardinality.
For ease of implementation, each feature is then scored by the product of its term
frequency and inverse language frequency (ILF), and a threshold k is introduced to
prune features that fall below the threshold. In practice, this has the eﬀect of select-
ing the M highest-scoring features by this TF-ILF metric, where M is a function of
k as well as the underlying dataset. For easier comparison across datasets, in this
thesis we parametrize Linguini by M directly.
The document representation used by TextCat is a ranklist of tokens present in a
document, ordered by descending frequency. Like LangDetect, the tokens used are n-
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Feature TH ER ON ED ING AND
Frequency 25 4 10 2 12 3
Rank 1 4 3 6 2 5
Table 5.1: Example of rank order statistics of a frequency vector. Note that the
frequencies and ranks are for explanatory purposes only and do not reﬂect any real
n-gram frequency statistics.
gram sequences of mixed n-gram order. In the case of LangDetect, 1n3, whereas
in TextCat the upper bound used is n = 4. Unlike LangDetect (but like Linguini),
TextCat generates n-gram “tokens” on the basis of the byte representation of the
document rather than the codepoint representation. TextCat also strips punctuation,
and disallows n-gram sequences that span word boundaries.
Superﬁcially, the TextCat representation may appear quite diﬀerent from the
frequency vectors used by LangDetect and Linguini. In practice however, it is
quite straightforward to implement the TextCat representation as a frequency vector,
because the underlying similarity computation utilized by TextCat is an ad-hoc rank
order statistic over a ﬁnite vocabulary of byte sequences. We discuss this in more
detail in the next section; for now it is suﬃcient to note that the rank order statistics
can be easily computed from the frequency vector (Table 5.1).
5.2 Classiﬁcation Algorithms
In the previous section, we discussed the document representation used by each
of the systems we considered in Chapter 4. In this section, we shift our attention to
the next step in the process of identifying the language that a document is written in:
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Feature Category Rank Document Rank Out-Of-Place
TH 1 1 j1  1j = 0
ER 2 4 j2  4j = 2
ON 3 3 j3  3j = 0
LE 4 NA no match = max
ING 5 2 j5  2j = 3
AND 6 5 j6  5j = 1
ED NA 6 no match = max
Total – – 26 (assuming max=10)
Table 5.2: Example of calculating the out of place metric. NA indicates that a feature
is missing from a particular proﬁle.
the classiﬁcation algorithms. After converting a document into the respective repre-
sentations described in Section 5.1, each system computes a score for the document
with respect to each language that it knows about, and then returns the top-scoring
language as the most likely language for the document to be written in. In this sec-
tion, we examine the approach taken by each system in detail, in particular focusing
on the common intuition that underpins the three approaches we examine.
TextCat selects a candidate language for a document by comparing the ranklist
of features present in a document to pre-computed ranklists for each language, and
selecting the most similar under the “out-of-place” metric described by Cavnar and
Trenkle (1994). The “out-of-place” metric can be simply stated as the sum of the
absolute diﬀerences in ranks over a closed set of features. More formally,
c = argminCi2C
tX
jRank(t;D) Rank(t; Ci)j (5.1)
where Rank(t;X) is the ranking of term t in X, where X can be the n-gram proﬁle of
either a document or a category (i.e. language). An example of calculating the out-of-
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place metric is given in Table 5.2, adapted from Figure 3 of Cavnar and Trenkle (1994)
– which we reproduced as Figure 4.3. The ranklist for a language is computed by
concatenating all the training documents for the given language into a single pseudo-
document, and computing the ranking of features in the same way as for a normal
document.
Linguini uses a vector-space model, and so the “distance” between a document
and a given language is given by the cosine of the angle between the two. Smaller
angles lead to a smaller cosine, so for classiﬁcation purposes the language with the
smallest cosine to the document is selected:
c = argmaxCi2C(
PtND;tNC;tqPtN2D;tqPtN2C;t ) (5.2)
The representation of a language is the centroid of the vectors for all the training
documents in the language, which is computed as the arithmetic mean of all the
vectors for the language.
The Bayesian classiﬁer used by LangDetect was described in more detail in Sec-
tion 4.1.3. In summary, the score for each class is determined by an inner product
between the document vector and a vector for each class.
c = argmaxCi2C [log(P (Ci)) +
tX
ND;tlogP (tjCi)] (5.3)
P (Ci) is a prior over the class space which encodes information about the relative
distribution of classes in the training data. The internal representation of each class
is a log-scaled version of P (tjCi), the likelihood of each term in the class, which in
turn is given by a smoothed maximum likelihood estimate:
P (tjCi) = 1 +
PjDj
k NDk;tP (CijDk)
n+
Pn
i
PjDj
k NDk;tiP (CijDk)
(5.4)
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In all three systems, the representation of a language is a normalized version of
the distribution of the sum of the training document vectors for each language. In
the case of TextCat, the normalization is the rank-order statistics, for Linguini it is
the vector magnitude, and for LangDetect it is the (smoothed) vector sum.
5.3 LangID as Supervised Machine Learning
All three systems that we have examined implement a supervised machine learning
approach to classiﬁcation, consistent with modern approaches to LangID (see our
literature review in Section 2.2). The key diﬀerences between the systems are in the
subset of n-gram features selected, and the exact choice of learning algorithm. A
detailed theoretical comparison between learning algorithms is beyond the scope of
this thesis. Instead, we focus our attention on the feature selection methodology, and
empirically revisit the issue of learning algorithms in Section 5.5.1.
In supervised machine learning, one of the key assumptions is that labeled training
data and unlabeled test data come from the “same distribution”. This is sometimes
known as the inductive learning hypothesis:
Any hypothesis found to approximate the target function well over a suf-
ﬁciently large set of training examples will also approximate the target
function well over other unobserved examples. (Mitchell 1997:pp.23)
For purposes of this discussion, let us consider a dataset consisting of n instances
(documents) D1;   ; Dn. Each document Di in the dataset has an associated label Cj
from a label space C. For the inductive learning hypothesis to hold, we must assume
that the marginal probability P (C) and the conditional probabilities P (DjC) are the
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same in the labeled training data and the unlabeled test data. To classify a document
Di under a given model, we calculate the probability P (DijCj) for each label Cj2C,
using parameters for P (C) and P (DjC) estimated from the training data, and then
classify according to argmaxCj P (DijCj). Consequently, if P (C) and P (DjC) diﬀer
in the training and test data, then we cannot expect our classiﬁcation of document
Di to be correct. Although we have presented this reasoning from a probabilistic
perspective, even in non-probabilistic formulations of supervised machine learning,
such as the vector-space model of Linguini or the rank-order model of TextCat, the
same basic intuition holds: the models of a language obtained from the training data
should closely approximate the model that would be obtained from the test data if
we also had labels for the test data.
In the LangID systems we have examined, the label space C is the set of candidate
languages. The three systems can also be interpreted as sharing a common document
representation, where each document Di is a distribution over the space of all possible
byte n-grams. For tractability, all three systems employ feature selection to trim the
space, and although the exact feature subset selected varies according to the system
(and the parameters of the feature selection, where applicable), all three systems use
some function of term frequency in their ﬁltering of the feature space. In essence,
all three systems assume that the conditional term frequencies of the subset of byte
n-grams they select is the same in the training and the test data. This is a reasonable
assumption when the training and test data are a random partitioning of data from a
single source, as is the standard practice in evaluation of supervised machine learning.
However, if this assumption is violated then we cannot expect the learned classiﬁer
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to perform well.
5.3.1 Homogeneity in Corpus Linguistics
In statistical terms, homogeneity is the attribute of two samples being drawn from
the same underlying distribution. As we discussed in the previous section, supervised
machine learning assumes homogeneity between training and test data, both in terms
of the marginal distribution of features, as well as the distribution conditioned on
each class. Homogeneity is an important issue in classical statistics, where it may
be of interest to determine if two sets of observations are likely to have come from
the same population (e.g. to determine if clinical outcomes are signiﬁcantly diﬀerent
in a group exposed to a drug under testing when compared to a control group that
received a placebo). The classical statistical test of homogeneity is formulated using
the 2 statistic:
2 =
X (O   E)2
E
(5.5)
where O is an observed value, and E is the expected value. In statistical hypothesis
testing, the errors O Ep
E
are assumed to be independent and to be identically dis-
tributed with a normal distribution, hence the 2 statistic is the sum of squares of
independent normal random variables. In the 2 test of homogeneity, under the null
hypothesis it is assumed that the two sets of observations share the same distribution.
Hence, the sum of squared diﬀerences across all categories is expected to have a 2
distribution with n   1 degrees of freedom, where n is the number of categories the
data falls into.
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Assessing the homogeneity of text is a well-studied problem in corpus-based com-
putational linguistics, and the use of 2 for this purpose was studied extensively by
Kilgarriﬀ (2001). Kilgarriﬀ (2001) speciﬁcally argues that 2 hypothesis tests are un-
suitable for determining if two corpora are drawn from the same population, because
one of the key assumptions is that the count (and hence the error) for each category
is independent. In applying a 2 test to text, each “category” is a particular word.
It is clear that the frequencies of diﬀerent words in a text cannot be independent
of each other; otherwise there could not be any meaning conveyed by the text. It
must therefore be the case that the assumption of independence between counts for
each category as required for 2 hypothesis tests is violated. Kilgarriﬀ described the
problem as follows:
Since words in a text are not random, we know that our corpora are not
randomly generated. The only question, then, is whether there is enough
evidence to say that they are not, with conﬁdence. (Kilgarriﬀ 2001:pp.236)
The solution proposed by Kilgarriﬀ (2001) is to continue to use the 2 statistic,
not in the framework of hypothesis testing, but rather simply as a measure of the
(dis)similarity between two corpora. The method proposed by Kilgarriﬀ is given as
follows:
 divide the corpus into ‘slices’;
 create two subcorpora by randomly allocating half the slices to each;
 measure the similarity between the subcorpora;
 iterate with diﬀerent random allocation of slices;
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Term ot;1 ot;2 et;1 et;2 Residual 1 Residual 2
term 1 14 8 13.2 8.8 0.048 0.073
term 2 12 8 12.0 8.0 0.000 0.000
term 3 18 10 16.8 11.2 0.086 0.129
term 4 6 8 8.4 5.6 0.685 1.029
term 5 10 6 9.6 6.4 0.017 0.025
2 2.092
CBDF 0.523
Table 5.3: Example of 2 and CBDF calculation for two corpora. ot;x is the count of
how often term t occurs in corpus x (i.e. the observed value), and et;x is the expected
value.
 calculate mean and standard deviation over all iterations;
An example of how to calculate 2 between two corpora is given in Table 5.3.
In this example, we consider two imaginary corpora with only 5 unique terms, that
vary in distribution between the two corpora. The expected value for each term is
estimated as follows (Kilgarriﬀ 2001:pp.254): If the size of the corpora 1 and 2 are
N1 and N2 and term t has observed frequencies ot;1 and ot;2, then the expected value
et;1 =
N1(ot;1+ot;2)
N1+N2
and et;2 = N2(ot;1+ot;2)N1+N2 . A residual
(o e)2
e
is calculated for each
term in each corpus, and the 2 statistic is simply the sum of these residuals.
Kilgarriﬀ (2001) applies a normalization by the degrees of freedom, i.e. the num-
ber of terms in the vocabulary used for comparison. Kilgarriﬀ (2001) names this
metric CBDF, “2(chi-squared) by degrees of freedom”. The degrees of freedom for
a contingency table of size mn is (m 1)(n 1). In our example, m = 5 (ﬁve terms)
and n = 2 (two corpora), so the degrees of freedom we use for normalizing is 41 = 4.
Intuitively, this metric approximates the average residual per-term, summed over the
two corpora. Lower values of the metric imply that on average, the diﬀerence be-
Chapter 5: Document Representation for Generalized LangID 161
tween the term frequencies of terms in the two corpora is lower, and hence the corpora
are more similar. Kilgarriﬀ (2001) points out that the absolute values of CBDF are
harder to interpret, and suggests that the best practice is to compare CBDF values
between diﬀerent pairs of corpora to determine which pairs are more similar.
5.3.2 Assessing Homogeneity of LangID Datasets
In Section 5.3.1 we discussed how Kilgarriﬀ (2001) introduced the notion of homo-
geneity in order to quantify how similar English-language corpora are to each other
by comparing the frequency with which words occur. The problem that we are posing
is very similar. Speciﬁcally, we wish to quantify how similar corpora of the same lan-
guage from diﬀerent sources are to each other. In this section, we adapt Kilgarriﬀ’s
reasoning and CBDF metric to the problem of assessing the homogeneity of LangID
datasets. In the LangID systems we have examined (Chapter 4), documents are not
modeled by the frequencies with which words occur, but rather by the frequencies
with which particular byte n-gram sequences occur (Section 5.1). Like words, n-
gram sequences are not independent, and the dependence is likely to be greater due
to the potential for overlap between sequences. Hence, the same issue in the direct
application of 2 hypothesis tests exists in applying such a test to determine if the
distribution of byte n-gram sequences is consistent in diﬀerent datasets for the same
language. Likewise, Kilgarriﬀ’s use of CBDF to compare diﬀerent corpora is directly
applicable to the comparison of datasets for LangID, with the modiﬁcation that rather
than computing word frequency lists, we compute byte n-gram frequency lists.
Earlier, we noted that in supervised machine learning, both the marginal and
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conditional distributions are assumed to be shared between training and test data.
We now make use of Kilgarriﬀ’s methodology to assess whether this is the case in
the LangID datasets we have collected. Diﬀerences in marginal distribution are ex-
pected, since each dataset contains diﬀerent quantities of data for diﬀerent languages
(Figure 3.10), and the size of documents also varies between datasets (Table 3.1).
Furthermore, such diﬀerences can generally be corrected for (e.g. by adjusting the
class prior in a Bayesian classiﬁer). Of greater interest is the similarity (or dissim-
ilarity) of the conditional distributions, i.e. the relative frequency of byte n-grams
in each language across datasets. In order for a language identiﬁer to be applicable
across datasets, we would expect that the conditional distribution of each language
should be homogeneous across datasets. To test this, we make use of the same subset
of data that we used for one-source cross-domain evaluation (Section 4.4.1), where
we used the Swedish, Italian, French, Spanish and Danish subset of data across 8
diﬀerent datasets.
For this experiment, we ﬁrst determined the top 50,000 byte 4-gram sequences
(for simplicity, hereafter we refer to each byte 4-gram as a term) by term frequency
across the union of all the data (i.e. 5 languages across 8 datasets), which serves as our
initial feature space, approximating the feature space used by the three systems we
compared in Chapter 4. Each document was then converted to a 50,000-dimensional
vector, each dimension representing the frequency of a particular term. Using this
pool of data, we apply the methodology described by Kilgarriﬀ (2001), with the
aim of determining the relative homogeneity of documents under this byte 4-gram
representation: (1) within the same source of text, and (2) within the same language.
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Diﬀ Source | Diﬀ Lang
⇔
⇔
Same Source | Same Lang
⇔
⇔
Same Source | Diﬀ Lang
⇔
⇔
Diﬀ Source | Same Lang
⇔
⇔
Figure 5.1: Illustration of the division of sub-corpora pairs into 4 distinct bins.
We divide the full data into two halves by randomly assigning each document to
either of two partitions (hereafterA andB), stratiﬁed by language and dataset, result-
ing in 80 sub-corpora (8 datasets  5 languages  2 partitions). For each sub-corpus
we tabulated the marginal term frequency, and then computed 2 pairwise between
each possible pairing of language-dataset combinations across partitions (i.e. each
language-dataset sub-corpus in A is paired with every language-dataset sub-corpus
in B in turn, producing 1600 unique pairings). We repeat this procedure 10 times,
producing 10 estimates of similarity for each of the 1600 pairings. These 1600 pairings
can be broken down into 4 classes (Figure 5.1): (ss), where A and B are sub-corpora
from the same text source in the same language (40 pairs), (sd), where the pair dif-
fers only in text source (280 pairs), (ds), where the pair diﬀers only in language (160
pairs), and (dd), where the pair diﬀers in both language and text source (1120 pairs).
For each of the classes, we calculate the average CBDF across all the pairs in that
class, broken down by the language of the ﬁrst item in the pair. These values are
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Text Source
La
ng
ua
ge same diﬀ same diﬀ same diﬀ same diﬀ same diﬀ
same 3.4 43.6 4.4 59.3 5.3 67.1 4.7 51.9 3.5 48.5
diﬀ 58.8 85.0 61.4 96.9 64.0 98.1 58.4 89.9 58.2 88.0
da es fr it sv
Table 5.4: Homogeneity of the distribution of the top 50,000 byte 4-grams by term
frequency.
reported in Table 5.4.
For each language in Table 5.4, (ss) is the top-left value, with (sd), (dd) and (ds)
following clockwise. As expected, (ss) has the smallest value for all 5 languages (a
sub-corpus is most similar to one drawn from the same language and source), and (dd)
has the largest value (sub-corpora are most diﬀerent when both language and source
are diﬀerent). We also observe that (ds) values are closer to (dd) than (ss). This is
important as it means that sub-corpora of diﬀerent languages in the same source are
quite diﬀerent, a pre-requisite for being able to distinguish between languages. The
more surprising result is that (sd) values are much closer to (ds) than to (ss). This
indicates that for the same language, the variation between source is approximately
as large as the variation between languages in the same source. This is evidence that
under this subset of byte 4-gram features selected by term frequency, the diﬀerent
datasets are clearly not homogeneous with respect to each language. This has serious
implications for the applicability of the inductive learning hypothesis: if the models
of the same language that we obtain from diﬀerent text sources are not homogeneous,
then we cannot expect to be able to correctly label documents from a given source
on the basis of models of language learned on text from a diﬀerent source.
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5.3.3 Transfer Learning
So far, we have shown that the term distributions conditioned on language are
not homogeneous with respect to the text source when considering the top 50,000
features by term frequency. This evidence is consistent with the decline in perfor-
mance we observed in Section 4.4.1 when training a language identiﬁer using data
from one source of text and using it to predict the language of documents from a
diﬀerent source of text. In machine learning, the problem of dealing with learning
tasks where the marginal probability distribution of the source and target data diﬀers
falls under the area of transfer learning. We introduced the idea of transfer learning
in Chapter 4, when we compared the in-domain and cross-domain performance of
existing LangID systems. So far, we have used the term “domain” interchangeably
with “text source”. However, in transfer learning terms, Pan and Yang (2010) give a
more precise deﬁnition of domain:
A domain D consists of two components: a feature spaceX and a marginal
probability distribution P (X), where X = x1;   ; xn 2 X . (Pan and Yang
2010:pp.1346)
Two domains are deﬁned as diﬀerent if they have “diﬀerent feature spaces or
diﬀerent marginal probability distributions” (Pan and Yang 2010:pp.1347). As we
saw in Section 5.3, under a document representation based on the top 50,000 byte
n-grams by term frequency, data for the same language from diﬀerent datasets has a
diﬀerent marginal probability distribution, and should thus be thought of as coming
from a diﬀerent domain. In Section 4.4, we investigated a cross-domain classiﬁcation
task, where we used language-labeled data from diﬀerent domains to classify docu-
ments from a held-out domain. In transfer learning terms, this most closely resembles
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transductive transfer learning, deﬁned as:
Given a source domain Ds and a corresponding learning task Ts, a target
domain Dt and a corresponding learning task Tt, transductive transfer
learning aims to improve the learning of the target predictive function
ft() in Dt using knowledge in Ds and Ts, where Ds 6= Dt and Ts = Tt. In
addition, some unlabeled target-domain data must be available at training
time. (Pan and Yang 2010:Deﬁnition 3)
Pan and Yang (2010) give an excellent overview of the methods proposed in the
literature. Most of these methods make use of some statistics of the unlabeled data
in the target domain in order to improve the performance on the task. However,
this assumption that unlabeled target-domain data is available at training time is
not necessarily valid in the case of LangID, and in this thesis we speciﬁcally focus
on LangID where no additional information is available about the target domain
other than the document being classiﬁed.1 This corresponds to a common use case
of LangID, where a single document or snippet of text needs to have its language
identiﬁed, without having additional text from the same domain available.
The majority of transductive transfer learning techniques are not directly appli-
cable when no data is available in the target domain, but still oﬀer insight into how
the problem can be tackled. A common theme in transductive transfer learning is the
division of the feature space X into subsets X specific [ X general (Arnold et al. 2007),
where X specific is the subspace of features that is strongly associated with a particu-
lar domain, whereas X general is the complementary subspace that is shared amongst
the domains. Daumé III and Marcu (2006) present an expectation-maximization al-
1Target-domain data is available in the experiments in Section 4.4, but we still classify each
instance independently, without making use of any information drawn from the target-domain data
collectively.
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gorithm that learns three sets of parameters in a maximum-entropy model, one for
each of the source and target domains, and a third, “general” set. This approach re-
quires labeled training data in both source and target domains (i.e. inductive transfer
learning). Domain-speciﬁc features thus have the majority of their weight in one of
the domain-speciﬁc components, whereas general features have their weight concen-
trated in the shared, general component. Daumé III (2007) achieves a similar result
by transforming the feature set. An augmented input space X is deﬁned, such that
given X = RF , then X = R3F . Mappings s;t : X ! X are deﬁned by Equation 5.6,
where 0 =< 0; 0;    ; 0 >2 RF is the zero vector.
s(x) =< x; x;0 >;t(x) =< x;0; x > (5.6)
Hence, each feature in X has a copy in X that is shared, as well as a copy that
is speciﬁc to each domain, resulting in 3 sets of parameters. The expectation is
that features that are domain-speciﬁc will have most of their weight concentrated
in the domain-speciﬁc copies, whereas shared features will have most of their weight
concentrated in the shared copy. Again, this method is speciﬁcally focused on settings
where labeled data is available in the target domain.
In contrast to Daumé III and Marcu (2006) and Daumé III (2007), Jiang and Zhai
(2006) propose a method for domain adaptation in named entity recognition (NER)
that is applicable in situations where no data, labeled or unlabeled, is available in the
target domain at training time. Again, the focus is on features that generalize across
domains. Rather than consider only a single source domain, Jiang and Zhai (2006)
rank features for the same task (NER) in multiple domains. These rankings are then
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combined to form an overall ranking of the “generalizability” of the features across
multiple domains, which is used as a non-uniform prior to weight a logistic regression
model for NER.
None of the methods for domain adaptation we have discussed so far are directly
applicable to generalized LangID. The methods of Daumé III and Marcu (2006) and
Daumé III (2007) are not suitable because they require labeled data in the target
domain. The method of Jiang and Zhai (2006) is unsuitable because named entity
recognition is implemented as a binary “in/out” labeling, whereas LangID is a multi-
class classiﬁcation problem. However, we can build on this common theme in transfer
learning research, which ﬁnds that some features are domain-speciﬁc, whereas other
features are predictive of the task regardless of the domain. This concept corresponds
neatly with some of the motivating ideas given in LangID research to date. For ex-
ample, Johnson (1993) used language-speciﬁc stopword lists, the intuition being that
the set of “function words” in a language is independent of where text in the language
is drawn from. Grefenstette (1995) examines the use of “short words”, arguing that
they approximate the set of determiners, conjunctions and prepositions, again with
the underlying intuition that these are characteristic of a language regardless of the
domain of the document. Giguet (1995) uses “grammatical words”, on the premise
that such words are characteristic of each language, and diﬀer from one language to
the next. The idea of domain-speciﬁc features corresponds with confounding factors
such as domain-speciﬁc markup, which may dominate term-frequency statistics (e.g.
in the case of TextCat, Section 4.1.1) but have little to no relationship to the ac-
tual language of the document. It may also capture more subtle variation such as
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diﬀerences in topic, where the topics covered make certain terms more prominent in
a particular dataset. Our focus is thus to develop a method to identify “general”
features for LangID– that is, a feature set that is strongly discriminative between
languages regardless of the domain that the data is drawn from. The method must
not require unlabeled data in the target domain, as we cannot assume such data is
available, and it must be applicable to a multiclass classiﬁcation problem such as
LangID. In the next section, we develop such a method.
5.4 Cross-domain Feature Selection
In the previous section, we discussed the supervised machine learning approaches
that are used by existing LangID systems, and used the notion of homogeneity from
corpus linguistics to argue that the document representation used for LangID violates
basic assumptions of the inductive learning hypothesis, which in turn results in poor
performance of the systems on the problem of generalized LangID. In this section, we
introduce a feature selection approach to building a document representation that is
more homogeneous with respect to any given language across multiple domains.
Feature selection is a form of dimensionality reduction, where a document rep-
resentation in a high-dimensional feature space (e.g. the space of all possible byte
4-grams) is projected into a lower-dimensional feature space. Dimensionality reduc-
tion is desirable because it reduces computational requirements, both in terms of run
time and memory capacity, particularly for algorithms that are super-linear in the size
of the feature space. Furthermore, dimensionality reduction also has another beneﬁt,
in that it has the tendency to reduce overﬁt of the training data (Sebastiani 2002).
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Sebastiani (2002:pp.15) describes overﬁt as “the phenomenon by which a classiﬁer
is tuned also to the contingent characteristics of the training data, rather than just
the constitutive characteristics of the categories.” Our analysis of homogeneity of lan-
guages between datasets reveals exactly such a problem with a simple term-frequency
based approach to feature selection: the features selected are not only strongly char-
acteristic of speciﬁc languages (the constitutive characteristic we desire), but also of
the speciﬁc dataset that they are drawn from (the contingent characteristic we wish
to eliminate).
So far, the systems we have examined have used feature selection methods that
are generally based around term frequency (Chapter 4), and our initial assessment
of language homogeneity across datasets was thus implemented using term-frequency
feature selection. Feature selection for text classiﬁcation has a rich literature, and
methods that take into account the underlying class information generally perform
better than those that do not. In particular, information gain (IG: Quinlan (1986))
has been shown to be particularly suited to feature selection in a multiclass problem
setting such as LangID (Yang and Pedersen 1997; Forman 2003).
5.4.1 IG: Information Gain
IG is an information-theoretic measure that was originally developed as a splitting
criterion for decision trees (Quinlan 1986). IG measures the diﬀerence in the entropy
of the label distribution of a set of instances before and after partitioning the instances
by a certain event. When applied to feature selection for text classiﬁcation tasks,
the label set is simply the class space, and the features used are usually the binary
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presence/absence of a given term. In this context, IG quantiﬁes the information
obtained for predicting a given class by knowing the presence or absence of a term
in a document (Yang and Pedersen 1997). More formally, the information gain of a
term t with respect to a class space C = fcigmi=1 is deﬁned as:
IG(C; t) = H(C) H(Cjt) (5.7)
H(C) =  
mX
i=1
P (ci)logP (ci) (5.8)
H(Cjt) =  P (t)
mX
i=1
P (cijt)logP (cijt)  P (t)
mX
i=1
P (cijt)logP (cijt) (5.9)
where t and t denote the binary presence/absence of a term. IG is simply the dif-
ference between the entropy of the distribution of instances over class labels before
and after conditioning on a particular event (Equation 5.7). In our case, the class
labels are languages, and the events are the presence (t) or absence (t) of a particular
byte n-gram sequence. Equation 5.8 uses a standard information-theoretic deﬁnition
of entropy of a discrete random variable (Cover and Thomas 2006:pp.15), and the
entropy after conditioning over a particular feature is given by the weighted aver-
age of the entropy of the distribution of languages in documents that contain and
do not contain the particular byte n-gram sequence (Equation 5.9). Entropy is a
measure of the uncertainty inherent in a distribution; a uniform distribution has the
highest entropy, and entropy decreases as the outcome becomes more biased. IG
thus quantiﬁes how much a particular event (in our case, the presence/absence of a
particular sequence of bytes) tells us about another event (in our case, the language
of the document).
172 Chapter 5: Document Representation for Generalized LangID
Text Source
La
ng
ua
ge same diﬀ same diﬀ same diﬀ same diﬀ same diﬀ
same 7.2 138.7 8.4 201.4 11.8 228.8 8.6 177.3 7.5 158.6
diﬀ 186.6 288.5 200.4 338.8 208.2 342.4 191.7 313.9 187.1 301.6
da es fr it sv
Table 5.5: Homogeneity of the distribution of the top 10,000 byte 4-grams by term
frequency.
5.4.2 Cross-domain Homogeneity of Language under IG Fea-
ture Selection
In Section 5.3.2, we examined the homogeneity of the 50,000 most frequent byte
4-grams across 5 languages and 8 domains. We found that the variation between texts
from the same domain that diﬀered in language was approximately the same as the
variation between texts in the same language that were drawn from diﬀerent domains.
In our next set of experiments, we consider the homogeneity of 10,000-feature subsets
of this initial 50,000 feature set, in order to gain some insight into the eﬀect of feature
selection on the homogeneity of the document representation across languages and
domains. In particular, we contrast feature selection based solely on the frequency of
individual byte sequences to feature selection that takes into account the information
gain of each byte sequence, with respect to the language of the document it is obtained
from but also with respect to the domain that the document comes from.
Table 5.5 reports the average homogeneity (as measured by CBDF) for the distri-
bution of the top 10,000 terms by term frequency. We ﬁnd that the relative results
are consistent with those in Table 5.4 (top 50,000 terms by term frequency). Speciﬁ-
cally, the average homogeneity for sub-corpora pairs that diﬀer only in domain (sd,
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Text Source
La
ng
ua
ge same diﬀ same diﬀ same diﬀ same diﬀ same diﬀ
same 2.9 61.5 3.8 88.7 3.4 100.2 3.5 75.1 3.0 69.7
diﬀ 165.9 184.5 187.4 221.4 188.2 220.2 179.3 198.0 170.5 193.8
da es fr it sv
Table 5.6: Homogeneity of the distribution of the top 10,000 byte 4-grams by infor-
mation gain.
top-right) is roughly comparable to the average homogeneity for pairs that diﬀer only
in language (ds, bottom-left), and these values fall somewhere between the homo-
geneity for sub-corpora pairs from the same language and domain (ss, top-left), and
the homogeneity for sub-corpora pairs that diﬀer in both language and domain (dd,
bottom-right). The absolute values of CBDF have increased throughout, resulting in
a larger range of CBDF scores, both in absolute terms as well as in relative terms
(i.e. the ratio dd
ss
is larger when less features are selected). This seems to indicate that
more frequent features also tend to vary more widely in frequency between languages
and domains.
Table 5.6 reports the average homogeneity for the distribution of the top 10,000
terms by information gain. In contrast to the results for term frequency (Table 5.5),
there is now a distinct diﬀerence between the average homogeneity of subcorpora
pairs that vary only in domain (sd, top-right), and subcorpora pairs that vary only
in language (ds, bottom-left). For the top 10,000 features by IG, the homogeneity for
sub-corpora pairs that vary only in language (ds, bottom-left) is now comparable to
that for sub-corpora pairs that vary in both language and domain (dd, bottom-right),
and these results are consistent across all 5 languages we consider. Although this is
an improvement over the term frequency-based selection, we still see that the average
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Figure 5.2: Hex-binned scatter plot of IGlang vs IGdomain for the 50000 most common
features by term frequency, in our 5-language subset of data.
homogeneity of sub-corpora of the same language in diﬀerent domains (sd, top-right)
is still markedly higher than that of sub corpora of the same language in the same
domain (ss, top-left). This is a problem for generalized LangID, as it means that the
distribution of this subset of features still varies substantially by domain, and so a
model of a language using data from one domain is unlikely to generalize well to data
from another domain.
To understand why languages are not homogeneous across domains under IG-
based feature selection, we look towards the relationship between features and the
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domain that a document is drawn from. So far, we have used IG to quantify how
informative a given feature is over the set of languages we are considering. We can
use a similar approach to quantify how informative a given feature is over the set
of domains we draw data from – in other words, how strongly predictive of domain
is a given feature? Figure 5.2 shows a scatter plot of the relationship between IG
with respect to language and IG with respect to domain of each of the 50,000 most
common features by term frequency. We observe that features are generally strongly
associated with language or domain, but not with both, as evidenced by the absence
of data points in the top-right quadrant of the plot. On the basis of our discussion
of transfer learning (Section 5.3.3) we are particularly interested in features that are
strongly associated with language, but not strongly associated with domain. We ob-
serve that in features that are more strongly associated with language (upper half of
Figure 5.2), there is some spread in the strength of association with domain. Overall,
we would expect that including features that are more strongly associated with par-
ticular domain(s) in our document representation will result in a representation that
is less homogeneous across domains for any given language. Hence, for our document
representation, we want to select features that are strongly associated with language
without being strongly associated with domain. As an initial attempt at identifying
such features, we introduce the per-feature IGdiff score, deﬁned as:
IGdiff(t) = IGlang(t)  IGdomain(t) (5.10)
Table 5.7 reports the average homogeneity for the distribution of the top 10,000
terms by IGdiff. We note that the addition of the IGdomain term further improves the
average homogeneity of sub-corpora pairs that vary in domain but not in language (sd,
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Text Source
La
ng
ua
ge same diﬀ same diﬀ same diﬀ same diﬀ same diﬀ
same 2.4 18.1 3.0 26.4 2.5 26.7 2.6 18.8 2.4 21.1
diﬀ 132.8 116.5 157.1 138.2 151.5 132.6 145.0 126.2 139.3 124.1
da es fr it sv
Table 5.7: Homogeneity of top 10,000 terms by IGdiff.
top-right) with respect to the homogeneity obtained under IGlang alone, albeit still not
being as homogeneous as sub-corpora pairs from the same language and domain (ss,
top-left). This suggests that integrating information about both language and domain
into the feature selection process should allow us to build a LangID system that is
more robust to variation in the domain of the target data than existing systems are,
by reducing the extent to which the assumption of homogeneity made in supervised
machine learning is violated.
In this section, we introduced information gain (IG), and showed how IG with
respect to both language and domain can be used to select features to produce a
document representation that is more homogeneous with respect to language across
domains than an equivalent representation based on term-frequency feature selection,
and introduced the IGdiff metric for scoring individual features. In the next section,
we empirically investigate if a language identiﬁer using IGdiff for feature selection
actually outperforms existing LangID systems for cross-domain LangID.
5.5 LangID Using Cross-domain Features
In the previous section, we examined the relationship between cross-domain clas-
siﬁcation and the validity of basic assumptions made in implementing supervised
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machine learning. We found that the assumption that training and test data are
sampled from the same underlying distribution does not hold when applying stan-
dard approaches to LangID across domains, and on the basis of this observation we
introduced a document representation that we expect to be robust to cross-domain
eﬀects.
Before proceeding to an empirical evaluation of the representation, we ﬁrst con-
sider some properties of the learning algorithms used by the systems we studied in
Chapter 4. To recap, the three systems we considered are: (1) TextCat, which is an
implementation of the research of Cavnar and Trenkle (1994) and utilizes rank-order
statistics, (2) LangDetect, which utilizes a multinomial Naive Bayes model, and (3)
Linguini, which is based on a vector-space model. Hence, the three systems exam-
ined represent three broad classes of machine learning algorithms that can be applied
to any classiﬁcation problem. A detailed theoretical comparison of the algorithms is
beyond the scope of this thesis, but we will make a short digression to discuss some
theoretical aspects as it provides insight into the design of a generalized language
identiﬁer.
5.5.1 Decision Boundaries
A useful concept to introduce to support our discussion of algorithms is the notion
of a “decision boundary”. As we discussed in Section 5.1, each document is reduced
to a ﬁxed-length vector of numbers, which represent frequency counts over some set
of events. These vectors are then used to compute the most likely class for each
document. The exact details of the computation vary according to the machine
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learning algorithm used, but in all cases we can reason about some properties of the
algorithm by considering the decision boundary it induces.
Without loss of generality, we can interpret all classiﬁcation algorithms in the
context of a vector-space model. Under such an interpretation, each document is a
point in a multi-dimensional feature space. Learning algorithms use sets of training
points to generalize certain continuous regions of the feature space as belonging to a
particular class; where these regions meet is known as the decision boundary. Points
on one side of the boundary belong to one class, and points on the other side belong to
the other class. The role of the learning algorithm is to select such decision boundaries
(also known in machine learning terms as hypothesis functions or simply hypotheses)
that are optimal with respect to some properties of the training data. General-
purpose machine learning algorithms such as random forests or SVMs with non-linear
kernels are able to ﬁt complex non-linear boundaries to any kind of input data, and
are generally thought of as “superior” to “simpler” methods such as a naive Bayes
classiﬁer. However, work-to-date in LangID has generally found that the simpler
methods perform as well as if not better than the general-purpose methods (see
Section 2.2.3). To understand why this might be the case, consider a simple thought
experiment: if we take a text document and create a new document by repeating it
twice, could the language of the new document ever be diﬀerent from the language
of the old document? If we are willing to assume that the answer is “no”, then
any boundary where scaling a vector can change the side of the boundary that the
vector is on is unsuitable for LangID. General-purpose machine learning algorithms
are able to learn such boundaries, and so have the possibility of overﬁtting training
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data in certain ways – for example, it may be the case that in a given dataset, English
documents tend to be longer than German documents. Thus, a decision boundary
that works well in this dataset may not generalize to a diﬀerent dataset because it
represents the diﬀerence between English and German as a function of the length of
the document.
In this section, we consider the decision boundaries induced by the three algo-
rithms we are examining in this chapter. Let us begin our analysis by considering the
decision boundaries induced by each algorithm in the most trivial case, where we have
one training instance for each of two classes, where each instance is a 2-dimensional
vector. Our example dataset can be summarized as follows:
< x1; y1 >: C1
< x2; y2 >: C2
For TextCat, the classiﬁcation rule is given in Equation 5.1. In this 2-dimensional,
2-class case that we are considering, the decision boundary is given in Equation 5.11.
jRank(x;D) Rank(x;C1)j+ jRank(y;D) Rank(y; C1)j =
jRank(x;D) Rank(x;C2)j+ jRank(y;D) Rank(y; C2)j (5.11)
As there are only two dimensions, there are only two possible permutations of rank
over the features. Where both classes have the same ranking (i.e. Rank(x;C1) =
Rank(x;C2), which in turn implies Rank(y; C1) = Rank(y; C2)), the decision bound-
ary is not deﬁned. In the remaining cases, the decision boundary lies along y = x,
since the ranking function is consistent on either side of this boundary – all points
on one side of y = x have y > x, and all points on the other side have y < x. As-
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sume that in our example dataset, x1 > y1 and x2 < y2. Then, all documents where
xd > yd will be labeled with C1 and all documents where xd < yd will be labeled
with C2. In theory, it is possible for xd = yd, but in our generalized LangID the
number of dimensions is typically much larger, and the distribution over features is
such that it is extremely improbable for a document to fall exactly on a boundary.
This line of reasoning generalizes beyond the 2-dimensional case, and furthermore
to any ranklist-based classiﬁcation, as the relative ranking between any two features
can only change when the absolute diﬀerence between them changes in sign, i.e the
decision boundaries must always occur at the hyperplanes where two features have
equal frequency. The diﬀerence between ranklist classiﬁers is thus limited to how
each individual “slice” of the hyperspace is labeled.
For the cosine similarity in the vector space model used by Linguini, the clas-
siﬁcation rule is given by Equation 5.2. Training the classiﬁer entails partitioning
the vector space into non-overlapping regions, where each region is associated with
exactly one language. A new document is thus represented as a point in the vector
space, and is assigned the language of the region. The regions are implicitly deﬁned
by means of a cosine-based nearest-prototype method. Given training data, all the
documents are projected into the vector space, and a centroid for each language is
computed as the arithmetic mean of the vectors of all the documents of that language.
The decision boundaries in the vector space model thus correspond to a Voronoi de-
composition of the vector space, with the decision boundaries between any given pair
of centroids given by the hyperplane that is equidistant from both centroids (assum-
ing no other centroids are between them). Equation 5.12 gives the derivation of the
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decision boundary for our two-class example.
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Finally, the classiﬁcation rule for the multinomial naive Bayes model used by
LangDetect is given in Equation 5.3. In our simpliﬁed two-instance, two-class, two-
dimensional example, P (C1) = P (C2), so the decision boundary between the two
classes is given in Equation 5.13.
tX
ND;tlogP (tjC1) =
tX
ND;tlogP (tjC2)
xlogP (xjC1) + ylogP (yjC1) = xlogP (xjC2) + ylogP (yjC2)
y =
logP (xjC1)  logP (xjC2)
logP (yjC2)  logP (yjC1) x
y =
log P (xjC1)
P (xjC2)
log P (yjC2)
P (yjC1)
x
y =
log (1+x1)(2+x2+y2)
(1+x2)(2+x1+y1)
log (1+y2)(2+x1+y1)
(1+y1)(2+x2+y2)
x (5.13)
From this analysis, we notice two key properties shared by the decision boundaries
of all three algorithms. Firstly, the decision boundary is linear (it can be expressed
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as y = mx + c), and secondly, the intercept term c is 0. Together, these two prop-
erties give decision boundaries that are independent of the magnitude of the vector,
i.e. the classiﬁer learned is unaﬀected by the absolute length of the document, but
is only inﬂuenced by the relative distribution of terms therein. This is the charac-
teristic of decision boundaries suitable for LangID that we identiﬁed through our
thought experiment at the beginning of this section. The relatively simple decision
boundaries learned by the most successful algorithms in LangID match the expected
characteristics of the decision boundaries for LangID.
This analysis also reveals an interesting property of the ranklist-based method of
TextCat: the range of possible decision boundaries is much less expressive than that
learned by the algorithms underlying Linguini and LangDetect. Both the vector-
space model and the multinomial naive Bayes model can learn the same boundary
as the ranklist-based model of TextCat, but only under very speciﬁc circumstances
– i.e. where the gradient m of the decision boundary is 1. It is not possible to know
if this is an advantage or a disadvantage, because this depends on the nature of the
problem itself; if the “true” decision boundaries coincide with the limited set that
TextCat can express, then we should expect that TextCat would produce a better ﬁt
than the other algorithms with less training data, which would be expected to overﬁt.
However, if the “true” boundaries are distant from those that TextCat can express,
TextCat will underﬁt the training data and the other algorithms would be expected
to do better. There does not appear to be any obvious reason why either should be
the case for generalized LangID.
Table 5.8 provides a side-by-side comparison of the decision boundaries of the
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Table 5.8: Decision boundaries for VSM classiﬁer (left) and NBM classiﬁer (right),
in the two-class case where C1 :< x1; y1 > and C2 :< x2; y2 >.  is a smoothing
parameter for NBM.
vector space model used by Linguini and the naive Bayes model used by LangDetect
respectively. The naive Bayes classiﬁer includes a smoothing parameter , which
functions as a uniform Bayesian prior for the estimate of the relative frequency of any
given feature in the feature set.  is commonly set to 1 to provide what is known
as Laplacian smoothing, and greater values of  push the model towards a uniform
distribution over features. When inspected side-by-side, the two decision boundaries
appear to be remarkably similar, particularly when we note that in the decision
boundary for NBM includes a division in a logarithm, which can be re-written as a
diﬀerence between logarithms.
Figure 5.3 illustrates the relationship between the gradients of the naive Bayes
model used by LangDetect and the vector space model used by Linguini. For each
data point in Figure 5.3, two random points are sampled in a 2-dimensional vector
space, and each point is treated as the sole instance of a particular class. In prac-
tice, this has the same eﬀect as sampling a number of points for each class and then
computing the centroids thereof. The X-axis value of each data point is the gradi-
ent of the decision boundary between the two classes computed by the vector space
model (Equation 5.12), and the Y-axis value is the gradient of the decision boundary
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Figure 5.3: Relationship between gradient of VSM classiﬁer and NBM classiﬁer for
randomly sampled point pairs in a 2-d vector space. Axes are scaled in radians.
computed by the naive Bayes classiﬁer (Equation 5.13). Each panel corresponds to
a diﬀerent value of the smoothing parameter for the naive Bayes model. We ob-
serve that without smoothing, the two decision boundaries appear to be completely
uncorrelated, which implies that the diﬀerences between them depend entirely on
the underlying dataset. Smoothing compressed the range of the gradient of the naive
Bayes classiﬁer, which tends towards 
4
as the degree of smoothing increases. However,
this does not aﬀect the correlation between gradients of the naive Bayes classiﬁer and
the vector space model, which remains very close to zero regardless of the smoothing
factor. We note that a gradient of 
4
corresponds to a decision boundary of y = x,
which is the decision boundary for the ranklist model of TextCat.
In summary, the decision boundaries of the three learning algorithms we con-
sider all have in common that they are independent of the length of the document, a
property that we have argued is desirable for purposes of LangID. However, the three
algorithms diﬀer substantially in terms of the types of boundaries they can learn. The
ranklist-based algorithm of TextCat is substantially less expressive than the vector-
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space model of Linguini or the naive Bayes model of LangDetect. Furthermore, the
decision boundaries learned by the vector-space model and the naive Bayes model
appear completely uncorrelated. From a theoretical perspective, there is no clear
reason to favor one algorithm over another, so we now proceed to an empirical evalu-
ation of the use of each algorithm in combination with the document representations
based on information gain that we developed in Section 5.4, to see if any algorithm
is particularly suited to generalized LangID using such a representation.
5.5.2 Empirical Comparison of Algorithms
In Section 5.5.1, we discussed the theoretical relationship between the diﬀerent
learning algorithms used by the systems we compared in Chapter 4. We showed
how all three algorithms were insensitive to the length of a document in making a
classiﬁcation, how the ranklist-based algorithms are less expressive, and how the naive
Bayes model and vector space models can learn very diﬀerent decision boundaries for
the same data. However, we concluded that on the basis of our theoretical analysis
there was no reason to favor any particular algorithm for the purposes of LangID.
In order to determine which algorithm is most suited to generalized LangID, we now
proceed to an empirical evaluation of the three algorithms on cross-domain LangID.
We use the same evaluation setup that we used in Section 4.4.2. Like in Section 4.4.2,
we use the whole of Twitter-trn and UDHR-trn, but downsample each of JRC-
Acquis, Bible, CommonCrawl, Debian, RCV2, SETimes and Wikipedia to
10% of the original data, randomized and stratiﬁed by language.
We investigate each of the three algorithms in combination with the three meth-
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TextCat TF IGlang IGdiff
JRC-Acquis 0.618 0.254 0.725 0.990
Bible 0.607 0.493 0.500 0.744
CommonCrawl 0.191 0.420 0.690 0.796
Debian 0.641 0.371 0.593 0.658
RCV2 0.368 0.639 0.791 0.801
SETimes 0.639 0.545 0.681 0.775
Twitter 0.563 0.330 0.479 0.613
UDHR 0.538 0.382 0.546 0.634
Wikipedia 0.463 0.313 0.437 0.475
average 0.514 0.416 0.605 0.721
Table 5.9: Macro-averaged F-score for diﬀerent feature sets using RanklistModel.
ods for feature selection that we have considered so far. To recap, the algorithms
are the vector-space classiﬁer used by Linguini (hereafter VectorSpaceModel),
the multinomial naive Bayes classiﬁer used by LangDetect (hereafter Likelihood-
Model), and the nonparametric term ranking model used by TextCat (hereafter
RanklistModel). The three feature selection methods we have considered are
term frequency (TF), per-language information gain (IGlang), and information gain
diﬀerence between language and data source (IGdiff). We use the exact same feature
set from the experiments on homogeneity in Section 5.3.2. Speciﬁcally, we use each
feature selection method to select the top 10,000 byte 4-grams out of the top 50,000
byte 4-grams by term frequency. For each combination of feature set and algorithm,
we train a model for each data source. As in Section 4.4.2, this is structured like a
cross-validation experiment, where each “partition” is a data source, so the “train”
data for a target data source is the union of the data from all sources excluding the
target.
Table 5.9, Table 5.10 and Table 5.11 report the macro-averaged F-score forRanklist-
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Linguini TF IGlang IGdiff
JRC-Acquis 0.801 0.071 0.716 0.975
Bible 0.607 0.361 0.484 0.744
CommonCrawl 0.680 0.401 0.484 0.761
Debian 0.530 0.258 0.465 0.644
RCV2 0.421 0.233 0.475 0.825
SETimes 0.615 0.303 0.401 0.729
Twitter 0.399 0.232 0.416 0.542
UDHR 0.487 0.104 0.243 0.664
Wikipedia 0.283 0.244 0.335 0.395
average 0.536 0.245 0.447 0.698
Table 5.10: Macro-averaged F-score for diﬀerent feature sets using VectorSpace-
Model.
LangDetect TF IGlang IGdiff
JRC-Acquis 0.914 0.710 0.954 0.991
Bible 0.766 0.548 0.641 0.791
CommonCrawl 0.224 0.298 0.355 0.577
Debian 0.748 0.484 0.668 0.675
RCV2 0.793 0.611 0.750 0.781
SETimes 0.713 0.528 0.719 0.785
Twitter 0.638 0.424 0.633 0.690
UDHR 0.655 0.324 0.483 0.752
Wikipedia 0.460 0.328 0.395 0.446
average 0.657 0.473 0.622 0.721
Table 5.11: Macro-averaged F-score for diﬀerent feature sets using Likelihood-
Model.
Model, VectorSpaceModel and LikelihoodModel, respectively. For each
system, we also reproduce the cross-domain results from Section 4.4.2 for comparison.
For all three learning algorithms, we can see that the IGlang feature set outperforms
TF, and that IGdiff in turn outperforms IGlang. These results are consistent with
our expectations from our earlier analysis of homogeneity (Section 5.3.1), where we
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analyzed the homogeneity of languages with respect to diﬀerent sources of text. The
feature selection method that produces the most homogeneous feature set (IGdiff)
consistently outperforms the less homogeneous feature sets across diﬀerent learning
algorithms and diﬀerent target domains. We also note that, averaged across the set of
9 target domains, the IGdiff feature set outperforms the oﬀ-the-shelf system retrained
using the same training data. This empirically demonstrates the importance of inte-
grating “domain” information in the feature selection process for building a language
identiﬁer that is robust to variation in language across diﬀerent sources of text.
In terms of choice of learning algorithm, our results suggest that Ranklist-
Model and LikelihoodModel are better suited for generalized LangID than Vec-
torSpaceModel. However, the choice between RanklistModel and Likeli-
hoodModel is harder, as the average result across all datasets is very close. Exam-
ining results on a per-dataset level, LikelihoodModel is better than Ranklist-
Model on most datasets, the exceptions being CommonCrawl and RCV2. No-
tably, these are datasets where TextCat performed most poorly when re-trained on
in-domain data (Section 4.3). The issue here is related to the issue that we observed in
Table 4.2: the most frequent n-grams in these datasets are due to the markup present
in the particular source of text, and are thus not strongly predictive of language.
TextCat select features on a per-language basis, independently for each language. In
CommonCrawl and RCV2, this results in the same high-frequency “noise” being
selected for each language, illustrated in Table 4.2. The feature selection methods
that we have examined so far in this chapter have all been global, meaning a single
set of features is selected across all languages. In this particular instance, despite
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the highest-ranked features by TF being “noise”, enough features have been selected
that some language-speciﬁc features have been retained. This explains the big gap in
accuracy between TextCat and RanklistModel with TF feature selection. There-
after, when we actually take language information into account, less “noise” features
are selected and as such the accuracy further increases.
5.5.3 Global vs Local Feature Selection
Figure 5.4 shows a per-dataset boxplot of the distribution of F-scores over the
languages in each dataset, broken down by classiﬁer. The results for using IGdiff fea-
ture selection with each of the learning algorithms are presented in the IGx columns.
One issue that we observe is that there is a great deal of variance in the per-language
F-score of each system. So far, the methods of feature selection that we have exam-
ined (TF, IGlang, IGdiff) have all been global methods, in that a score is calculated
per-feature and the top scoring features are retained. Figure 5.4 shows that there
is a substantial variance in the F-score attained per-language, with some languages
achieving near-perfect results, whereas others fare much more poorly. To address
this disparity, we now investigate the use of local feature selection. In contrast to
global feature selection, in local feature selection a score is computed for each feature
per-class, and a number of features are selected for each class to be added to the ﬁnal
feature set. The method described by Cavnar and Trenkle (1994) is eﬀectively a lo-
cal feature selection, as the top features by frequency are selected on a per-language
basis. Our best-performing metric so far has been IGdiff, which we deﬁned as the
diﬀerence between information gain with respect to language and information gain
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Figure 5.4: Per-dataset boxplot of distribution of F-scores over the languages in
each dataset, broken down by classiﬁer. Each column corresponds to one classi-
ﬁer: LDR=RanklistModel using LD features, LDV=VectorSpaceModel using
LD features, LDN=LikelihoodModel using LD features, IGR=RanklistModel
using IGdiff features, IGV=VectorSpaceModel using IGdiff features, and
IGN=LikelihoodModel using IGdiff features.
with respect to data source on a per-feature basis (Equation 5.10). Since features
are scored independently of each other, a global feature selection such as IGdiff risks
selecting features associated with languages that are more distinct, as such languages
would have features with inherently higher information gain. For example, if a par-
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ticular set of features occurs in only one language (e.g. particular characters, such
as the Korean Hangul script), these features would all have a higher information
gain with respect to language than features such as sequences of letters in Cyrillic
script that may be characteristic of several languages. As a result, a global feature
selection risks selecting a disproportionate number of features that are very strongly
associated with a single language. This explanation is supported by our results in
Figure 5.4, where the systems using global feature selection (in this case IGdiff in the
IGx columns) perform very well only on relatively few languages. To mitigate this,
we introduce a local variant of IGdiff. We continue to use the information gain with
respect to the data source as a discounting factor, but instead of using information
gain with respect to the set of all languages, we score each feature using information
gain binarized with respect to each language in turn. We thus deﬁne the LD score
as:
LD(t; l) = IGlang(t; l)  IGdomain(t)
Whereas for TF, IGlang and IGdiff we selected a ﬁxed number of features overall,
for LD we select a number of features per-language. Cavnar and Trenkle (1994) use
language proﬁles consisting of the top 400 features by term frequency per-language.
However, the top-ranked features by term frequency are not necessarily informative
of language and thus a smaller number of features may be needed to attain the same
accuracy when using a feature selection that is sensitive to the target labels. We
verify this by examining the eﬀect of the number of features selected per-language on
the accuracy of the classiﬁer under each of the learning algorithms. We experiment
with selecting 50 to 300 features per-language in 50-feature increments. The results
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Figure 5.5: Eﬀect of number of features selected per-language in LD feature selection.
of this experiment are presented in Figure 5.5. We immediately note that Vec-
torSpaceModel performs consistently worse than RanklistModel and Like-
lihoodModel; we had also noted this under the other feature selection methods
we examined. There is much less diﬀerence between RanklistModel and Like-
lihoodModel; RanklistModel again performs better on CommonCrawl and
RCV2, but LikelihoodModel performs better in Bible, Twitter and UDHR.
On the remaining datasets, the results are eﬀectively indistinguishable. Another trend
that we notice is that increasing the number of features per language has a very lim-
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ited eﬀect on accuracy; at 50 features per language, the accuracy ofRanklistModel
and LikelihoodModel on most datasets has already reached a maximum. The only
datasets where a substantial increase in accuracy is observed with increased feature
count per-language are Twitter and UDHR. This is likely due to the extreme na-
ture of the two datasets; Twitter has the shortest documents, and UDHR has a
relatively high number of languages. Short documents result in sparse feature vectors,
and increase the possibility of documents containing no features in the feature set.
Increasing the number of features in the feature space thus helps to ensure coverage
in the feature set. Having a high number of languages increases the possibility of
similar languages being included, and increasing the number of features increases the
likelihood of being able to distinguish between the similar languages. Another dataset
with a high number of languages is Wikipedia, and here we also observe an increase
in accuracy with increasing number of features per language, though the increase is
not as great.
Figure 5.4 also includes results for LD feature selection in the LDx columns. For
RanklistModel and LikelihoodModel, the transition from global to local fea-
ture selection has had the desired eﬀect: the overall variance in per-language F-score
has been reduced for all datasets, and this eﬀect is particularly prominent in Com-
monCrawl, Debian and RCV2. Overall, this also leads to better macro-averaged
F-scores when using LD feature selection rather than IGdiff.
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Figure 5.6: Summary of results for cross-domain training of language identiﬁers us-
ing diﬀerent algorithms and diﬀerent feature selection methods. SYS in each column
is the result for the oﬀ-the-shelf system using the given algorithm (LangDetect for
LikelihoodModel, TextCat for RanklistModel, Linguini for VectorSpace-
Model).
5.5.4 Summary of Results by Feature Selection Method
In this section, we have investigated methods for feature selection that take into
account both the language of the training data as well as the source of text. The
results of our investigation are summarized in Figure 5.6, which displays the macro-
averaged F-score for each feature selection method in combination with each learning
algorithm. All the results in Figure 5.6 make use of the exact same training and
test data. The SYS bars are the results obtained by re-training the oﬀ-the-shelf sys-
tems with the union of the other out-of-domain datasets, and are replicated from
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Section 4.4.2. Overall, the results are clear: there is a distinct improvement as we
progress between the diﬀerent feature selection methods that we discussed, and the
best results are obtained by a feature selection method (LD) that selects features
locally (i.e. per-language), and takes into account both the source of the text and
the language. Of the three learning algorithms, VectorSpaceModel generally
performs worse than LikelihoodModel and RanklistModel using all the fea-
ture selection methods that we tested, and furthermore it sometimes performs better
with the global method IGdiff than the local method LD. Between Likelihood-
Model and RanklistModel the diﬀerence in accuracy is minimal, with Like-
lihoodModel slightly outperforming RanklistModel. However, the classiﬁers
based on the feature selection methods we have developed consistently outperform
the standard language identiﬁers we have examined when re-trained on the same
data.
5.5.5 Byte 4-grams vs n-grams
So far, we have focused on subsets of the space of all possible byte 4-grams, because
it facilitated the analysis and discussion of homogeneity (Section 5.3.1). However, in
LangID research to date, it is also common to use a mixed-order n-gram represen-
tation. A classic example of this is Cavnar and Trenkle (1994), which uses a mixed
n-gram representation for 1n4. This means that all sequences of 1 to 4 bytes are
considered as candidates in the feature selection stage. We carried out an experi-
ment to compare the eﬀectiveness of byte 4-grams to byte n-grams in a cross-domain
setting using LD feature selection. As previously, we considered the three learning
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LikelihoodModel RanklistModel VectorSpaceModel
4-gram n-gram 4-gram n-gram 4-gram n-gram
JRC-Acquis 0.991 0.988 0.990 0.990 0.768 0.480
Bible 0.873 0.883 0.862 0.832 0.662 0.687
CommonCrawl 0.840 0.814 0.893 0.935 0.822 0.195
Debian 0.811 0.799 0.806 0.748 0.608 0.605
RCV2 0.899 0.925 0.918 0.919 0.688 0.664
SETimes 0.782 0.753 0.783 0.786 0.635 0.638
Twitter 0.745 0.769 0.708 0.731 0.514 0.420
UDHR 0.886 0.812 0.772 0.745 0.741 0.665
Wikipedia 0.491 0.505 0.476 0.455 0.427 0.420
average 0.813 0.805 0.801 0.793 0.652 0.531
Table 5.12: Comparison of macro-averaged F-score for each learning algorithm using
LD to select 200 byte 4-grams per language (4-gram) and 200 byte n-grams per-
language for 1n4 (n-gram).
algorithms LikelihoodModel, RanklistModel and VectorSpaceModel, us-
ing LD feature selection and selecting between 50 and 300 features per language in
50-feature increments. Similarly to byte 4-grams, we found that the diﬀerence be-
tween selecting diﬀerent numbers of features per language in the range that we have
examined is minimal. Table 5.12 shows a comparison between selecting 200 byte
4-grams and byte n-grams per-language using LD. Overall, there appears to be an
advantage in using a byte 4-gram representation rather than a mixed n-gram rep-
resentation. The actual diﬀerence is fairly small in the case of LikelihoodModel
and RanklistModel, and more pronounced for VectorSpaceModel. There is
some variation in performance between text sources, where for some sources the byte
n-gram representation is preferable, whereas for other sources the byte 4-gram rep-
resentation results in a more accurate classiﬁer. We explore reasons for this in more
detail in our error analysis in Section 5.6.3.
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English French Italian German Dutch Japanese
character ␣its fair ␣ess llte ijze 
byte 20 69 74 73 66 61 69 72 20 65 73 73 6C 6C 74 65 69 6A 7A 65 AE 9F E8 A1
character ␣hav du␣c colt esch n␣zi  
byte 20 68 61 76 64 75 20 63 63 6F 6C 74 65 73 63 68 6E 20 7A 69 92 E2 88 92
character ␣oth ␣vou iato habe emee ␣ フ
byte 20 6F 74 68 20 76 6F 75 69 61 74 6F 68 61 62 65 65 6D 65 65 20 E3 83 95
character ed␣a ␣jou nzio wurd ehee  
byte 65 64 20 61 20 6A 6F 75 6E 7A 69 6F 77 75 72 64 65 68 65 65 E2 88 92 EF
character out␣ r␣à senz ␣wer euwe  ５
byte 6F 75 74 20 72 20 C3 A0 73 65 6E 7A 20 77 65 72 65 75 77 65 8E EF BC 95
Figure 5.7: Language-indicative 4-byte sequences selected by LD.  is used as a
placeholder for byte sequences that are incomplete codepoints and thus have no cor-
responding glyph.
5.5.6 Language-indicative Byte Sequences
We have developed a document representation based on feature selection that out-
performs the native document representation of TextCat, LangDetect and Linguini
when trained on data that is from multiple diﬀerent text sources. Our feature se-
lection technique is based on integrating not just information about the language(s)
that features occur in, but also about the source of text that the training documents
are drawn from. Figure 5.7 gives examples of the top-5 features per-language as
scored by LD over a subset of 6 languages. These features can be thought of as
language-indicative byte sequences, as their presence in a text strongly suggests that
the document is written in a speciﬁc language. Examining the features, we see that
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they provide empirical evidence to support previous work in LangID that has used
externally-speciﬁed word fragments as being indicative of languages, such as the char-
acteristic word tables of Ingle (1976), the word fragments of Dunning (1994), or the
grammatical words of Giguet (1995). In contrast to this previous work, our method
has discovered these features entirely through a data-driven process, with no manual
input beyond the language that an entire document is written in. This means that
the method can be applied to languages that have limited linguistic resources such as
function word lists. We also ﬁnd that the best features represent a mixture of ideas
from previous work, with preﬁxes and suﬃxes but also sequences that occur in the
middle of words.
Another interesting phenomenon is the inclusion of sequences which span multiple
words, evidenced by the presence of a space. In this section, we focused primarily on
4-byte sequences, which may artiﬁcially constrain the preﬁxes and suﬃxes selected.
For example, it may be the case that ␣zi is a particularly characteristic sequence in
Dutch, and ␣zi preceded by n is more characteristic than ␣zi followed by any other
letter. Due to the constraint of only using 4-byte sequences, we do not consider ␣zi
as a possible feature. However, as we saw in Section 5.5.5, the overall tendency is for
a cross-domain classiﬁer to be more accurate if using byte 4-grams rather than byte
n-grams. There are some exceptions to this, as we saw on a per-dataset level in Ta-
ble 5.12, and we will examine this in more detail in our error analysis in Section 5.6.3.
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Figure 5.8: Per-dataset boxplot of distribution of F-Scores over the languages in
each dataset, broken down by classiﬁer. Each column corresponds to one clas-
siﬁer and are labeled as follows: TC=TextCat, LI=Linguini LA=LangDetect,
LDR=RanklistModel using LD features, LDV=VectorSpaceModel using LD
features, LDN=LikelihoodModel using LD features.
5.6 Error Analysis
So far in this chapter, we have succeeded in developing a document representation
based on feature selection that takes into account information about the relationship
between features (as sequences of 4 consecutive bytes, aka byte 4-grams), the lan-
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guage the document is written in and the text source the document comes from. We
demonstrated the utility of such a representation in building language identiﬁers that
are more robust to variation in language across sources of text than well-know existing
systems. However, the results also indicate that the problem of source-independent
LangID, an aspect of generalized LangID, is far from solved. Figure 5.8 presents a
comparison of the distribution of per-language F-score between each learning algo-
rithm trained on out-of-domain data using cross-domain feature selection (the LDx
columns – which are replicated from Figure 5.4), and the 3 standard systems trained
on in-domain data (a breakdown of the results from Table 4.4). We see that results
over Debian, Twitter and Wikipedia tend to be generally better when using in-
domain training data. In this section, we examine selected results in greater detail,
with the aim of gaining insight into the outstanding issues which may guide future
work on this area. Unless otherwise mentioned, we focus our error analysis on the
cross-domain output for a classiﬁer trained using LD feature selection with the Like-
lihoodModel algorithm, selecting 200 features per language, which is one of the
best combinations that we identiﬁed in the previous section.
5.6.1 Number of External Domains
One factor that varies per-language in our experiments is the number of diﬀerent
sources of text from which we have labeled documents. Not all the sources cover all
the languages; in fact, due to the inclusion of the SETimes dataset and the absence
of English from RCV2 there is no single language that is present in all the sources we
identiﬁed in Chapter 3. In Section 4.4.1, we identiﬁed the 5 languages that are present
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Figure 5.9: Boxplot of macro-averaged F-score per-language broken down by number
of text sources that the language is present in. The results presented are from the
use of the LikelihoodModel algorithm with LD feature selection.
in all the datasets except SETimes, namely Swedish, Italian, French, Spanish and
Danish. The remaining 140 languages are present in at least 2 diﬀerent sources, but
the number of sources varies per-language. Figure 5.9 presents a breakdown of one of
the consistently best-performing combinations, the use of LD feature selection with
the LikelihoodModel algorithm. In this breakdown, languages are grouped by the
number of diﬀerent sources in which they are present. From this plot, we can see that
there generally is a relationship between how many sources a language is present in
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and how accurate the system is for that language. In particular, where a language
is only present in 2 sources, it means that for each target dataset the training data
is only drawn from a single source. For some languages, this works reasonably well
(Bible, Debian andWikipedia all contain languages that have been identiﬁed with
high accuracy using only training data from one other source), however for others it
completely fails (again Bible, Debian and Wikipedia all contain languages that
only have training data from one other source, where the accuracy on the target
dataset is very poor). The general trend is that the more diﬀerent sources we have,
the narrower the range of our expected performance; this is particularly evident in
Wikipedia, and to a lesser extent on Bible and Debian. However, there also
appears to be a plateau eﬀect; it seems that generally, having more than 4 sources of
data for a language (i.e. 3 sources of training data in addition to the test data) does
not provide any further beneﬁt to accuracy.
5.6.2 Number of Features Selected Per-language
One of the parameters in LD feature selection is the number of features per-
language. We have implemented this as a global parameter, selecting the same number
of features per-language, similarly to Cavnar and Trenkle (1994). An alternative
approach would be to consider a diﬀerent number of features per-language, however
based on an analysis of our existing results, it seems that this would not yield much
beneﬁt. For most languages, there is almost no diﬀerence in results between selecting
50 features per-language and selecting 300. In Figure 5.10, we display a per-language
breakdown of F-score across the 9 diﬀerent datasets (noting that not every language
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Figure 5.10: Boxplot of distribution of F-score per-language across datasets, broken
down by number of features selected per-language using LD.
is present in every dataset). The languages displayed have been selected to illustrate
3 particular trends. In the ﬁrst row are languages where accuracy is high in all the
datasets we have tested. Unfortunately, this is a minority of languages. Another
minority is languages in which varying the number of features has a large eﬀect on
the accuracy. Examples of such languages are presented in the third row, which
shows that the classiﬁer for Haitian trained with 200 features per language is much
more accurate than the classiﬁer trained with 100 features per language. Icelandic is
slightly diﬀerent, with a much wider range of results when selecting only 50 features
per language, which narrows considerably when using 150 features per language.
Finally, Azerbaijani is the only example of a language where increasing the number
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of features actually decreases the overall accuracy. This is however an isolated case.
Most languages exhibit a pattern similar to the second row, where accuracy is high
in some datasets and much lower in others, though the number of features selected
per-language has little to no eﬀect on this. German is perhaps a slight exception,
where an increasing number of features does have some positive eﬀect on the average
F-score attained across the datasets where German is present. The result for Korean
is perhaps somewhat surprising since like Thai, Korean has a distinct orthography
that is not shared with any other language. We will see in Section 5.6.3 that the poor
performance for Korean is due to an interaction between the encoding and the use of
a byte 4-gram tokenization.
5.6.3 Byte 4-gram vs n-gram
In Section 5.5.5, we observed that tokenization based on byte 4-grams yielded clas-
siﬁers that were generally more accurate than ones based on byte n-grams, though
the absolute diﬀerence was small and the optimal tokenization varied by text source.
Figure 5.11 provides a visualization of this result in the form of a scatter plot for
each text source. Each point in the plot represents a single language. We see that
for Twitter, there is a tendency towards better performance using n-gram features.
This can likely be attributed to the short length of Twitter messages. In this case,
the shorter n-gram features are more likely to occur, and thus the accuracy on Twit-
ter is better because the 4-gram features are relatively undersampled. Debian and
Wikipedia paint a more balanced picture, with similar numbers of languages seeing
better and worse results, making the overall macro-averaged F-score comparable.
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Figure 5.11: Comparison of per-language F-score between byte 4-gram and byte n-
gram tokenization, broken down by target dataset. In each case, 200 features are
selected by LD and LikelihoodModel is used to train a classiﬁer.
Figure 5.12 presents a subset of the same results used to produce Figure 5.11,
grouped by language instead of by dataset. The top row contains examples of lan-
guages where the n-gram tokenization produces better results, and the bottom row
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Figure 5.12: Comparison of per-dataset F-score between byte 4-gram and byte n-
gram tokenization, broken down by language. In each case, 200 features are selected
by LD and LikelihoodModel is used to train a classiﬁer.
contains examples of languages where the 4-gram tokenization is better. The middle
row is interesting because it shows that for some of the higher-density languages, the
tokenization used does not matter. What is particularly unusual is that in some cases,
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very similar less-than-perfect accuracy is attained by models using the two diﬀerent
tokenizations. This suggests that the same documents are being misclassiﬁed regard-
less of the tokenization used. This could be due to the goldstandard labels being
incorrect, or due to particular confusability of one language for another. We look at
both of these issues in more detail in Section 5.6.5. Of the languages where the byte
n-gram representation performs better, the result is particularly extreme for Chinese.
This is likely due to issues with multi-byte encodings used for Chinese, which can vary
in length from 2 bytes (e.g. in GB2312) to 4-bytes (e.g. in UTF8). Enforcing a 4-byte
tokenization results in less predictive sequences for Chinese, which impacts the recall
of the classiﬁer – under a 4-byte tokenization, many Chinese documents are labeled
with other languages. This problem largely disappears when we switch to an n-gram
tokenization. What is likely happening is that due to the predominance of UTF8
encoding in our datasets, we ﬁnd that the n-gram tokenization is identifying code-
point fragments that are strongly predictive of Chinese – fragments corresponding to
the upper byte of the codepoint, which indicates the codeplane that the codepoint is
from. We note that using n-gram tokenization, there is one particularly poor result
in Chinese. This is the result for Debian, where we have very poor precision – doc-
uments from many other languages are being labeled as Chinese. This is again likely
due to encoding issues, as Debian has a large variety of encodings, whereas most
of our other datasets are encoded in UTF8. Due to the density of the GuoBiao and
Big5 encodings for Chinese, which are present in CommonCrawl, the only dataset
with multiple encodings, Chinese ends up as a “catch-all” for unfamiliar encodings
as it is the most likely language to contain any arbitrary byte sequence. This illus-
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trates a particular challenge in dealing with language-speciﬁc encodings that have no
guarantee of mutual exclusivity, and is an aspect that could be explored in future
work. Korean is similar to Chinese in that it uses a multi-byte encoding. As we will
see later in Figure 5.13, the main issue with Korean is recall – i.e. Korean documents
tend to be misclassiﬁed to other languages. Again, this problem is substantially re-
duced when using an n-gram tokenization instead. Overall, one point that we can
take away from this analysis is that when multi-byte encodings are involved, byte n-
gram tokenization is preferable to byte 4-gram tokenization as it allows us to exploit
structure in encodings to identify scripts through the sharing of codepoint fragments
that determine the codeplane that the codepoint is from.
5.6.4 Precision vs Recall
Figure 5.13 explores the relationship between precision and recall over a selection
of 9 languages. The languages have been selected to highlight 3 general patterns.
In the top row, we have languages that tend to suﬀer in terms of precision. In the
second row, we have languages that tend to suﬀer in terms of recall, and in the third
row we have languages that variously suﬀer in both precision and recall.
The languages that have poor precision (top row of Figure 5.13) tend to be “major”
languages, i.e. languages that have a large number of training documents. Poor
precision indicates that many documents from other languages are being classiﬁed
into these languages. This can occur for a number of reasons. The lowest precision in
English is obtained inWikipedia, where precision is just 12.5%. Manual inspection of
the mislabeled documents however reveals that the problem is not in the classiﬁer, but
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Figure 5.13: Scatter plot of precision vs recall on a per-language basis for a selected
subset of languages. Each point is the precision and recall on a single dataset, us-
ing LD feature selection and the LikelihoodModel algorithm. 200 features were
selected per-language.
rather in the dataset itself. In constructing the dataset forWikipedia (Section 3.2.5),
we assumed that all documents in a language-speciﬁc Wikipedia were written in that
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language. However, of the mislabeled documents, a large number are actually written
in English or contain a large proportion of text in English. This can occur in the form
of notes, or as sections marked “pending translation”. Another common reason for the
presence of English-language pages in non-English Wikipedias is the use of template
pages that have yet to be ﬁlled in by the community. Overall, this indicates that care
must be taken in using Wikipedia as a source of training data. These issues could
likely be resolved with some dataset-speciﬁc preprocessing, however our aim in this
thesis was to avoid this as far as possible.
For German, poor precision is observed in the results on Bible (39.7%), Twitter
(31.4%) and Wikipedia (30.4%). For the Bible dataset, several languages with
distinct orthographies are identiﬁed entirely as German. In some cases this is due
to a ﬂaw of the dataset, for example the documents for Estonian (et) in the Bible
dataset are largely blank. German is the predicted language in this case as it is the
majority class in the training data, and the LikelihoodModel algorithm includes a
class size prior. This also explains many other documents that have been misclassiﬁed
as German, the primary cause being that the document did not contain any features
in the feature set, and thus the classiﬁcation was based entirely on the document prior.
As we saw in Section 5.6.3, this can happen for languages with multi-byte encodings,
where a ﬁxed-length tokenization can be sub-optimal as it may be the same size or
larger than a codepoint in the language, resulting in byte sequences that are unable
to generalize characteristics such as the codeplane of the codepoints used. Using an
n-gram representation for such languages can alleviate the problem, as illustrated by
the improved German results using n-grams in Figure 5.11.
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For French, the RCV2 result presents particularly poor precision due to about
two-thirds of Chinese documents being classiﬁed as French, the rest being correctly
identiﬁed as Chinese. This problem is not present when n-gram tokenization is used
and therefore is likely to be related to the issues we discussed in Section 5.6.3.
For the languages that have poor recall (middle row of Figure 5.13), there is gener-
ally one dataset where the recall is especially poor. For Afrikaans, this isWikipedia.
For Hungarian, it is Twitter and for Korean, it is CommonCrawl. We have al-
ready examined the Korean result in more detail in Section 5.6.3. For Afrikaans,
the main languages that it is being confused with are West Frisian (fy) and Tartar
(tt). West Frisian is a language spoken in the Netherlands, and so it is perhaps
not surprising that there may be some overlap with Afrikaans. Tartar is a much
odder case, as it uses Cyrillic script and has no obvious connection with Afrikaans.
Manual inspection of the results for Tartar in Wikipedia reveals that it has very
poor precision, and furthermore documents from a large variety of languages (108)
are misclassiﬁed as Tartar. This is likely an artifact of the limited training data –
outside Wikipedia, Tatar only has training data in UDHR, and is perhaps a vul-
nerability of the LikelihoodModel algorithm, which seems to tend to over-predict
languages with very little training data, resulting in the poor performance we saw in
Figure 5.9. For Hungarian, as is the case with many languages on Twitter, there
are a number of diﬀerent languages that messages are misclassiﬁed to. We look at
the issue in greater detail in Section 5.6.5.
Finally, we consider languages where both precision and recall are poor. The
examples that we have selected, Danish, Indonesian and Croatian have one aspect in
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bs hr mk pl rw sr su tt yo
bs 48 192 0 1 0 0 0 5 0
hr 139 483 0 1 8 3 8 2 6
mk 0 0 385 0 0 0 0 1 0
pl 1 5 0 529 0 1 0 0 1
rw 0 0 0 0 6 0 0 6 0
sr 74 354 34 0 0 1 0 0 0
su 0 0 0 0 0 0 4 3 0
tt 0 0 0 0 0 0 0 2 0
yo 0 0 0 0 0 1 0 2 1
Table 5.13: Confusion matrix for Bosnian (bs), Serbian (hr) and Croatian (sr).
common: they all belong to groups of closely-related languages that have previously
been reported in the literature as being diﬃcult for LangID. Prager (1999a) identiﬁes
Danish and Norwegian Bokmal as being easily confusable, Ranaivo-Malancon (2006)
identiﬁes Malay and Indonesian as being closely related and Tiedemann and Ljubešić
(2012) identify Bosnian, Serbian and Croatian as being closely related. We investigate
this property in more detail in Section 5.6.5.
5.6.5 Confusion Matrices
One outstanding issue that has been identiﬁed in LangID research to date is
discrimination between closely-related languages. As discussed in Section 2.5.6, much
recent work has been dedicated to discriminating between speciﬁc sets of closely
related languages. Previous work has used confusion matrices as a means to examine
the distribution of misclassiﬁed documents over the languages that they have been
misclassiﬁed to (see Section 2.2.4), and so we begin our analysis of “confusable”
languages by a similar analysis of confusion matrices. We do not present a full
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confusion matrix here as it would be impractical to do so over the 145 languages
we consider. Instead, we present selected subsets of the matrix in order to illustrate
particular groups of easily-confused languages. Unless otherwise noted, we present
the matrices as the sum of errors across all the datasets we have tested, to illustrate
general trends rather than dataset-speciﬁc peculiarities. For each matrix we present,
we start with an initial seed set of languages S, and construct a second set of languages
T . A language l is added to T if either (or both) of the following criteria hold: (1)
there are at least 5 false negatives from a language in S to l, or (2) there are at least 5
false positives from l to a language in S. We then present the subset of the confusion
matrix which includes all the languages in S[T .
Table 5.13 presents the confusion matrix for Bosnian (bs), Serbian (hr) and Croa-
tian (sr). Consistent with previous work (Tiedemann and Ljubešić 2012), we ﬁnd
that there is a level of mutual confusability between the languages. In contrast to
Tiedemann and Ljubešić (2012), who only considered Bosnian, Serbian and Croatian,
by considering all the languages in our dataset we also ﬁnd that Serbian documents
can be occasionally misclassiﬁed as Macedonian (mk), which is plausible due to the
geographic proximity of the majority of the speakers of each language. There is also
a tendency in our experiments for some documents in each of these languages to
be misclassiﬁed as Tartar (tt), though we accounted for this as a peculiarity of our
experimental setup in Section 5.6.4.
Another pair of languages that are known to be highly similar and diﬃcult to
distinguish are Malay (ms) and Indonesian (id) (Ranaivo-Malancon 2006). Table 5.14
presents the confusion matrix for these two languages, and results are again consistent
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de id jv ms su
de 1072 0 0 0 0
id 12 279 15 29 27
jv 0 12 4 0 0
ms 0 21 0 8 4
su 0 9 0 0 4
Table 5.14: Confusion matrix for Malay (ms) and Indonesian (id).
with previous work, with the added caveat that we identify some additional languages
that are part of this confusion set: Javanese (jv) and Sundanese (su), which are both
South-East Asian languages (the presence of German (de) is due to the majority-class
prior, as discussed in Section 5.6.4).
Research to date on closely related languages has generally focused on confusabil-
ity between languages in a pre-speciﬁed set. However, one aspect that has not been
explored is how to integrate results from research on a speciﬁc set of languages into
the broader context of LangID. As mentioned in Section 2.5.6, the DSL Shared Task
(Zampieri et al. to appear) challenged participants to discriminate between 13 lan-
guages organized into 6 groups. Participants were required to identify both the group
that a document belonged to, as well as the speciﬁc language or variety. The results
showed that in this small group of languages, identifying the group correctly is easy
with existing techniques, and a two-level classiﬁer that ﬁrst identiﬁes the group and
then separately the variety within the group is an eﬀective method of undertaking the
task. However, the feasibility of this approach also depends on our ability to identify
sets of languages to model as a group, which were assumed to be known in advance
in the shared task.
Figure 5.14 shows a plot of the number of diﬀerent languages each language is
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Figure 5.14: Number of diﬀerent languages that each language is misclassiﬁed to,
broken down by dataset.
misclassiﬁed into, broken down by dataset. UDHR is excluded from this ﬁgure
because there is only one test document per language. We ﬁnd that generally, the
number of languages to which any given language is misclassiﬁed is fairly small, which
lends support to the idea that it is possible to ﬁrst identify a group of languages to
which a document belongs, and then in a second step determine the exact language
from the group. However, there are some notable outliers. In CommonCrawl,
Chinese documents were misclassiﬁed into 22 diﬀerent languages. The reasons for
this are related to encoding, and have been discussed in more detail in Section 5.6.3.
Twitter is the dataset where documents tend to be misclassiﬁed into the largest
variety of languages, and this is likely due to the “documents” (i.e. single messages)
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being relatively short. However, we do see that there is an overall trend towards
documents being misclassiﬁed into a relatively small number of languages, particularly
bearing in mind that the results in Figure 5.14 are based on an out-of-domain classiﬁer
that could output any language in the training set, even if it was not present in the test
set. Overall, this means that a 2-level hierarchical classiﬁer is promising for improving
the overall accuracy of LangID, however work remains to be done on identifying the
exact languages that should be treated as a group: as we have seen in Table 5.13 and
Table 5.14, the confusion sets identiﬁed in work to date are insuﬃciently broad to
capture the full range of languages that are easily confused.
5.6.6 Poor accuracy of VectorSpaceModel using LD features
One anomaly noticeable in Figure 5.4 on page 190 is that the VectorSpace-
Model classiﬁer shows unexpectedly high variance between classes when combined
with LD features on data from RCV2 and JRC-Acquis. This is particularly odd
because RCV2 and particularly JRC-Acquis can be considered two of the “easier”
text sources, having longer documents in a relatively limited number of languages,
with limited source-speciﬁc “noise”. A detailed examination of the predictions for
JRC-Acquis shows that recall in Portuguese, Italian, German and Slovak is close
to 0. This is due to documents in each of these languages being incorrectly identiﬁed
as being in one of a small group of other languages. For Portuguese, this was Gali-
cian. For Italian, this was Romansh and Corsican. For German, this was Zhuang,
for Danish this was Norwegian, and for Slovak this was Czech. With the exception
of German, each language is being consistently mis-identiﬁed as a closely-related lan-
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guage. The exact reasons for this interaction are unclear, but may be due to issues of
multi-modality (in the statistical sense of mode). One possible explanation is that in
the VectorSpaceModel, documents from each language are still forming distinct
clusters for each source (despite our eﬀorts to only model source-independent fea-
tures), with related languages appearing “between” clusters for each language. Since
in the experiments reported in Figure 5.4, no data from the test source is used in
training, it is possible that the test source falls between existing clusters for the lan-
guage, and is thus closer to one of the intervening closely-related languages than to
any of the clusters from the “correct” language.
Another anomaly occurs in Table 5.12 on page 196, where VectorSpaceModel
accuracy is substantially lower on n-gram representations than 4-gram representa-
tions, especially on JRC-Acquis and CommonCrawl, in contrast with the gen-
eral trend of n-gram and 4-gram accuracy being comparable. Detailed analysis of
the JRC-Acquis result shows that the errors being made using the n-gram and 4-
gram representations are quite diﬀerent. In contrast to the errors we reported in
the previous paragraph for the 4-gram representation, in the n-gram representation
the majority of errors are due to misclassiﬁcation as English, Polish to Lithuanian,
and Portuguese to English, Spanish and Guarani. Despite the actual errors being
diﬀerent, it is likely that the root cause is similar: despite the use of LD features, the
VectorSpaceModel model is still modeling distinct regions of the vector space for
documents from each source despite the documents being in the same language, with
the possibility of interceding clusters of a diﬀerent language. Thus, when documents
from a diﬀerent source are classiﬁed, they may be identiﬁed as “between” clusters for
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a language and thus closer to another language. This concept of interceding clusters
is consistent with an issue identiﬁed by Prager (1999a), where mixed-language docu-
ments appear “between” the two constituent languages and are thus closer to a third
language than either constituent in the vector space.
5.7 Chapter Summary
In this chapter, our aim was to examine the underlying causes for the diﬀerence
in performance of well-known LangID systems when training and test data for the
same language were drawn from diﬀerent sources as opposed to the setting where all
data comes from the same source, and to develop a strategy to mitigate this loss in
accuracy.
We dissected the three systems from Chapter 4 and showed how all three represent
documents as a distribution over sequences of letters selected by term frequency, and
apply supervised machine learning in order to predict the language of an unseen
document. We further broke down the machine learning approach into distinct feature
selection and classiﬁcation stages. In the feature selection stage, we showed how
variation in the same language between diﬀerent text sources is a potential source of
bias, and mitigated this bias through a cross-domain feature selection strategy. We
then identiﬁed relative length of documents in each language as another potential
source of bias in LangID, and showed that existing algorithms commonly applied to
LangID are already robust to this bias, which may explain why algorithms that ﬁt
more complex boundaries are not able to outperform “simpler” learning algorithms
for LangID.
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We found that the document representation induced by our method is more ho-
mogeneous with respect to language across text sources than the document represen-
tations used by existing methods, and empirically demonstrated that this improved
representation leads to improved accuracy with respect to existing systems regard-
less of the learning algorithm used when applied in the cross-domain LangID setting.
However, we also observed that despite a substantial improvement in the cross-domain
setting, our trained classiﬁers were not able to attain the accuracy of the same algo-
rithms trained on in-domain training data. We carried out an error analysis, which
identiﬁed some of the main sources of error, amongst which are issues of encoding,
sparsity of training data, and closely-related languages. Overall, we achieved our ini-
tial objective of mitigating the loss in accuracy when applying a language identiﬁer
to out-of-domain data by developing a document representation that is more robust
to variation in the same language between diﬀerent sources of text.
So far however, we have continued to assume that each document contains text
from a single language. In the next chapter, we tackle this monolinguality assumption,
building on the document representation we proposed in this chapter to develop a
LangID system that is able to detect when more than one language is present in
a document, identify the languages that are present and also estimate the relative
proportions of the document written in each language.
Chapter 6
Language Identiﬁcation of
Multilingual Documents
Thus far in this thesis, we have examined LangID under the assumption that every
document is written in exactly one of a closed set of known languages for which there
is training data, and we have thus formulated LangID as the task of selecting the
most likely language from the set of training languages. In this chapter, we remove
this monolingual assumption, and address the problem of LangID in documents that
may contain text from more than one language from the candidate set. We introduce
a method that is able to detect multilingual documents, and simultaneously identify
each language present as well as estimate the proportion of the document written in
This chapter is based on work previously published as:
Lui, Marco, Jey Han Lau, and Timothy Baldwin. 2014. Automatic Detection and Lan-
guage Identiﬁcation of Multilingual Documents. Transactions of the Association for Computational
Linguistics, 2(Feb):27 – 40.
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that language. We achieve this with a probabilistic mixture model, building on the
document representation we developed for monolingual LangID in Chapter 5. The
model posits that each document is generated as samples from an unknown mixture
of languages from the training set. We introduce a Gibbs sampler to map samples to
languages for any given set of languages, and use this to select the set of languages
that maximizes the posterior probability of the document.
Our method is able to learn a language identiﬁer for multilingual documents from
monolingual training data. This is an important property as there are no standard
corpora of multilingual documents available, whereas corpora of monolingual docu-
ments are readily available for a reasonably large number of languages, as we saw in
Chapter 3. We demonstrate the eﬀectiveness of our method empirically, ﬁrstly by
evaluating it on synthetic datasets drawn from Wikipedia data, and then by applying
it to real-world data, showing that we are able to identify multilingual documents in
targeted web crawls of minority languages (King and Abney 2013).
6.1 Multi-label Classiﬁcation
Multi-label classiﬁcation is the task of assigning zero or more labels ci from a class
set C to an instance (Tsoumakas and Katakis 2007). Multilingual LangID is thus a
multi-label classiﬁcation problem, where we will follow convention in maintaining the
closed-world assumption: i.e. assuming that a given test document contains at least
one of the languages in the training data.
Some models, such as instance-based learners, support multi-label classiﬁcation
directly, in returning a set of k training instances of greatest similarity to the test
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instance, amongst which we can simply take the union of the class labels. Alterna-
tively, for classiﬁers which return a score (or probability) per class, a threshold over
the scores can be used to generate multi-label outputs (Schapire and Singer 2000;
Gao et al. 2004).
More sophisticated approaches to multi-label classiﬁcation attempt to explicitly
capture dependencies between labels, e.g. via conditional random ﬁelds (Ghamrawi
and McCallum 2005) or generative mixture models (McCallum 1999; Ueda and Saito
2002). The model used in this chapter is a generative mixture model, similar in
some ways to supervised variants of Latent Dirichlet Allocation (Blei et al. 2003;
Griﬃths and Steyvers 2004; Ramage et al. 2009). We discuss this relationship further
in Section 6.2.2.
6.2 Methodology
Language identiﬁcation for multilingual documents is a multi-label classiﬁcation
task, in which a document can be mapped onto any number of labels from a closed set.
In the remainder of this chapter, we denote the set of all languages by L. We denote a
document D which contains languages Lx and Ly as D ! fLx; Lyg, where Lx; Ly 2 L.
We denote a document that does not contain a language Lx by D ! fLxg, though
we generally omit all the languages not contained in the document for brevity. We
denote classiﬁer output using .; e.g. D.fLa; Lbg indicates that document D has been
predicted to contain text in languages La and Lb.
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English French Italian German Dutch Japanese
character the␣ pour ␣di␣ ␣auf voo は
byte 74 68 65 20 70 6F 75 7 20 64 69 20 20 61 75 66 76 6F 6 E3 81 AF
Table 6.1: Examples of per-language byte sequences selected by information gain.
6.2.1 Document Representation and Feature Selection
Our representation for each document D is a frequency distribution over byte n-
gram sequences (examples are given in Table 6.1), which is conceptually the same as
the representation developed in Chapter 5. Each document is converted into a vector
where each entry counts the number of times a particular byte n-gram is present in the
document. As discussed in Section 2.2.1, this is analogous to a bag-of-words model,
where the vocabulary of “words” is a set of byte sequences that has been selected to
distinguish between languages.
The exact set of features is selected from the training data using Information
Gain (IG). This is closely related to the approach presented in Chapter 5, the main
diﬀerence being that in this chapter we begin our investigation by only considering
in-domain training data, and so the method developed in Chapter 5 does not imme-
diately apply. We revisit the issue of cross-domain training at the end of this chapter
(Section 6.6.1).
6.2.2 Generative Mixture Models
Generative mixture models are popular for text modeling tasks where a mixture
of inﬂuences governs the content of a document, such as in multi-label document
classiﬁcation (McCallum 1999; Ramage et al. 2009), and topic modeling (Blei et al.
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2003). Such models normally assume full exchangeability between tokens (i.e. the
bag-of-words assumption), and label each token with a single discrete label.
Multi-label text classiﬁcation, topic modeling and our model for LangID in multi-
lingual documents share the same fundamental representation of the latent structure
of a document. Each label is modeled with a probability distribution over tokens,
and each document is modeled as a probabilistic mixture of labels. As presented in
Griﬃths and Steyvers (2004), the probability of the ith token (wi) given a set of T
labels z1  zT is modeled as:
P (wi) =
TX
j=1
P (wijzi = j)P (zi = j) (6.1)
The set of tokens w is the document itself, which in all cases is observed. In the case
of topic modeling, the tokens are words and the labels are topics, and z is latent.
Whereas topic modeling is generally unsupervised, multi-label text classiﬁcation is
a supervised text modeling task, where the labels are a set of pre-deﬁned categories
(such as rubber, iron-steel, trade, etc. in the popular Reuters-21578 dataset
(Lewis 1997)), and the tokens are individual words in documents. z is still latent,
but constrained in the training data (i.e. documents are labeled but the individual
words are not). Some approaches to labeling unseen documents require that z for
the training data be inferred, and methods for doing this include an application of
the Expectation-Maximization (EM) algorithm (McCallum 1999) and Labeled LDA
(Ramage et al. 2009).
The model that we propose for LangID in multilingual documents is similar to
multi-label text classiﬁcation. In the framework of Equation 6.1, each per-token
label zi is a language and the vocabulary of tokens is not given by words but rather
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by speciﬁc byte sequences (Section 6.2.1). The key diﬀerence with multi-label text
classiﬁcation is that we use monolingual (i.e. mono-label) training data. Hence, z is
eﬀectively observed for the training data (since all tokens must share the same label).
To infer z for unlabeled documents, we utilize a Gibbs sampler, closely related to that
proposed by Griﬃths and Steyvers (2004) for LDA. The sampling probability for a
label zi for token w in a document d is given by:
P (zi = jjz i; w) / (w)j  (d)j (6.2)

(w)
j = P (wijzi = j; z i; w i)

(d)
j = P (zi = jjz i)
In the LDA model, (d)j is assumed to have a Dirichlet distribution with hyperparame-
ter , and the word distribution for each topic (w)j is also assumed to have a Dirichlet
distribution with hyperparameter . Griﬃths (2002) describes a generative model for
LDA where both (w)j and (d)j are inferred from the output of a Gibbs sampler. In
our method, we estimate (w)j using maximum likelihood estimation (MLE) from the
training data. Estimating (w)j through MLE is equivalent to a multinomial Naive
Bayes model (McCallum and Nigam 1998):
^
(w)
j =
n
(w)
j + 
n
(:)
j +W
(6.3)
where n(w)j is the number of times word w occurs with label j, and n(:)j is the total
number of words that occur with label j. By setting  to 1, we obtain standard
Laplacian smoothing. Hence, only ^(d)j is updated at each step in the Gibbs sampler.
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The update equation is given by:
^
(d)
j =
n
(d)
 i;j + 
n
(d)
 i + T
(6.4)
where n(d) i;j is the number of tokens in document d that are currently mapped to
language j, and n(d) i is the total number of tokens in document d. In both cases, the
current assignment of zi is excluded from the count. T is the number of languages (i.e.
the size of the label set). For simplicity, we set  to 0. Strictly speaking, this breaks
the Dirichlet assumption from LDA since the Dirichlet distribution is only deﬁned for
 > 0. However, setting  to 0 implies that terms not assigned to a speciﬁc language
in some document in the training data will never be assigned to that language at
classiﬁcation time. We note that in the LDA model,  and  inﬂuence the sparsity
of the solution, and so it may be possible to tune these parameters for our model as
well. We leave this as an avenue for further research.
6.2.3 Language Identiﬁcation in Multilingual Documents
The model described in Section 6.2.2 can be used to compute the most likely
distribution to have generated an unlabeled document over a given set of languages
for which we have monolingual training data. We do this by letting the set of terms
w be the byte n-gram sequences we selected using per-language information gain
(Section 6.2.1), and allowing the labels z to range over the set of all languages L.
Using our training data, we compute ^(w)j (Equation 6.3), and then we infer P (LjjD)
for each Lj 2 L for the unlabeled document. This is done by running the Gibbs
sampler until the samples for zi converge, and then tabulating zi over the whole d
and normalizing by jdj. Naively, we could then identify the languages present in
Chapter 6: Language Identiﬁcation of Multilingual Documents 227
Algorithm 1 DetectLang(L;D)
LN  top-N z 2 L by P (zjD)
 fLug
for each Lt 2 LN do
0   [ Lt
if P (Dj) + t < P (Dj0) then
 0
end if
end for
  n fLug
return D . 
the document by D . fLx if 9(zi = LxjD)g. The main issue with this approach
is that closely-related languages tend to have similar frequency distributions over
byte n-gram features (see Section 2.5.6), hence it is likely that some tokens will be
incorrectly mapped to a language that is similar to the “correct” language.
We address this issue by ﬁnding the subset of languages  from the training set L
that maximizes P (jD) (a similar approach is taken in McCallum (1999)). Through
an application of Bayes’ theorem, P (jD) / P (Dj)P (), noting that P (D) is a
normalizing constant and can be dropped. We assume that P () is constant (i.e. any
subset of languages is equally likely, a reasonable assumption in the absence of other
evidence), and hence seek to maximize P (Dj). For any given D = w1  wn and ,
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we infer P (Dj) from the output of the Gibbs sampler as follows:
P (Dj) =
NY
i=1
P (wij) (6.5)
=
NY
i=1
X
j2
P (wijzi = j)P (zi = j) (6.6)
The main diﬀerence with the full mixture model is that  constrains certain mix-
ture components to 0 so that they do not contribute to the summation, and so this is
equivalent to setting P (zi = j) = 0 for j not in . Both P (wijzi = j) and P (zi = j)
are estimated by their respective maximum likelihood estimates.
In practice, exhaustive evaluation of the powerset of L is prohibitively expensive,
and so we greedily approximate the optimal  using Algorithm 1. In essence, we
initially rank all the candidate languages by computing the most likely distribution
over the full set of candidate languages. Then, for each of the top-N languages in
turn, we consider whether to add it to .  is initialized with Lu, a dummy language
with a uniform distribution over terms (i.e. P (wjLu) = 1jwj). A language is added
if it improves P (Dj) by at least t. The threshold t is required to suppress the
addition of spurious classes. Adding languages gives the model additional freedom
to ﬁt parameters, and so will generally increase P (Dj). In the limit case, adding a
completely irrelevant language will result in no tokens being mapped to a language,
and so the model will be no worse than without the language. The threshold t is
thus used to control “how much” improvement is required before including the new
language in .
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6.2.4 Benchmark Approaches
We compare our approach to two other methods for LangID in multilingual doc-
uments: (1) the virtual mixed languages approach proposed by Prager (1999a); and
(2) the text segmentation approach proposed by Yamaguchi and Tanaka-Ishii (2012).
Prager (1999a) describes Linguini, a language identiﬁer based on a vector-space
model, a commonly used representation in text classiﬁcation and information re-
trieval. Linguini is one of the systems we evaluated for LangID of monolingual
documents in Chapter 4. The document representation used by Prager (1999a) is
a vector of counts across a set of character sequences. Prager (1999a) selects the
feature set based on a metric in the style of the Term Frequency – Inverse Document
Frequency (TF – IDF) family of metrics used for information retrieval. Terms with
occurrence count m < n  k are rejected, where m is the number of times the term
occurs in the training data (the TF component), n is the number of languages in
which the term occurred (the IDF component, where “document” is replaced with
“language”), and k is a parameter to control the overall number of terms selected.
In Prager (1999a), the value of k is reported to be optimal in the region 0.3 to 0.5.
In practice, the value of k indirectly controls the number of features selected. Values
of k are not comparable across datasets as m is not normalized for the size of the
training data, so in this work we do not report the values of k and instead directly
select the top-N features, weighted by m
n
.
In Linguini, each language is modeled as a single pseudo-document, obtained by
concatenating all the training data for the given language. A document is then classi-
ﬁed according to the vector with which it has the smallest angle; this is implemented
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by ﬁnding the language vector with the highest cosine with the document vector.
Prager (1999a) also proposes an extension to the approach to allow identiﬁcation
of bilingual documents, and suggests how this may be generalized to any number
of languages in a document. The gist of the method is simple: for any given pair
of languages, the projection of a document vector onto the hyperplane containing
the language vectors of the two languages gives the mixture proportions of the two
languages that minimizes the angle with the document vector. Prager (1999a) terms
this projection a virtual mixed language (VML), and shows how to ﬁnd the angle
between the document vector and the VML. If this angle is less than that between
the document vector and any individual language vector, the document is labeled as
bilingual in the two languages from which the mixed vector was derived. The prac-
tical diﬃculty presented by this approach is that exhaustively evaluating all possible
combinations of languages is prohibitively expensive. Prager (1999a) addresses this
by arguing that in multilingual documents, “the individual component languages will
be close to d (the document vector) – probably closer than most or all other lan-
guages”. Hence, language mixtures are only considered for combinations of the top
m languages.
Prager (1999a) shows how to obtain the mixture coeﬃcients for bilingual VMLs,
arguing that the process generalizes. Prager (1999b) includes the coeﬃcients for 3-
language VMLs, which are much more complex than the 2-language variants. Using
a computer algebra system, we veriﬁed the analytic forms of the coeﬃcients in the
3-language VML. We also attempted to obtain an analytic form for the coeﬃcients in
a 4-language VML, but these were too complex for the computer algebra system to
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compute. Thus, our evaluation of the VML approach proposed by Prager (1999a) is
limited to 3-language VMLs. Neither Prager (1999a) nor Prager (1999b) include an
empirical evaluation over multilingual documents, so one of the contributions of this
chapter is such an empirical evaluation of the method on multilingual documents. As
no reference implementation of this method is available, we have produced our own
implementation, which we have made freely available.1
The other benchmark we consider in this chapter is the method for text segmenta-
tion by language proposed by Yamaguchi and Tanaka-Ishii (2012) (hereafter referred
to as SegLang). The actual task addressed by Yamaguchi and Tanaka-Ishii (2012) is
to divide a document into monolingual segments. This is formulated as the task of
segmenting a document D = x1;    ; xjDj (where xi denotes the ith character of D and
jDj is the length of the document) by ﬁnding a list of boundaries B = [B1;    ; BjBj]
where each Bi indicates the location of a language boundary as an oﬀset from the start
of the document, resulting in a list of segments X = [X0;    ; XjBj]. For each segment
Xi, the system predicts Li, the language associated with the segment, producing a
list of labellings L = [L0;    ; LjBj], with the constraint that adjacent elements in L
must diﬀer. Yamaguchi and Tanaka-Ishii (2012) solve the problem of determining X
and L for an unlabeled text using a method based on minimum description length.
They present a dynamic programming solution to this problem, and analyze a num-
ber of parameters that aﬀect the overall accuracy of the system. Given this method
to determine X and L, it is then trivial to label an unlabeled document according
to D . fLx if 9Lx 2 Lg, and the length of each segment in X can then be used to
1https://github.com/saffsd/linguini.py
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determine the proportions of the document that are in each language. In this work,
we use a reference implementation of SegLang kindly provided to us by the authors.
Using the text segmentation approach of SegLang to detect multilingual docu-
ments diﬀers from Linguini and our method primarily in that Linguini and our
method fragment the document into small sequences of bytes, and discard informa-
tion about the relative order of the fragments, keeping only the frequency count. This
is in contrast to SegLang, where this information is utilized in the sequential predic-
tion of labels for consecutive segments of text, and is thus able to make better use
of the locality of text (since there are likely to be monolingual blocks of text in any
given multilingual document). The disadvantage of this is that the underlying model
becomes more complex and hence more computationally expensive, as we observe in
Section 6.4.
6.2.5 Evaluation
We seek to evaluate the ability of each method: (1) to correctly identify the lan-
guage(s) present in each test document; and (2) to estimate the relative proportion
of the document written in each language. The latter evaluation is carried out over
all test documents, regardless of whether the actual test document is monolingual or
multilingual, as a method may incorrectly detect a monolingual document as mul-
tilingual. In such cases, the evaluation would penalize the method according to the
proportion of the document that is incorrectly detected.
Identifying the languages(s) present in each test document is a classiﬁcation prob-
lem, and we evaluate using the standard notions of precision (P), recall (R) and F-
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score (F), which we discussed in detail in Section 2.2.4. We report both the document-
level micro-average, as well as the language-level macro-average. The macro-averaged
F-score we report is the average of the per-class F-scores, rather than the harmonic
mean of the macro-averaged precision and recall; we discussed the implications of this
in Section 2.2.4. In Section 2.2.4, we also discussed how in previous work on LangID,
the parameter  is normally set to 1, giving equal importance to precision and recall.
We follow this practice and set  = 1. Because of the multi-label nature of the task
and variable number of labels assigned to a given document by our models, it is theo-
retically possible and indeed common in our results for the maximal macro-averaged
F-score to be achieved when macro-averaged precision and recall are not balanced.
We tested the diﬀerence in performance for statistical signiﬁcance using an approx-
imate randomization procedure (Yeh 2000) with 10000 iterations. Within each table
of results (Tables 6.2, 6.3 and 6.4), all diﬀerences between systems are statistically
signiﬁcant at a p < 0:05 level.
To evaluate the predictions of the relative proportions of a document D written in
each detected language Li, we compare the topic proportion predicted by our model
to the gold-standard proportion, measured as a byte ratio as follows:
gs(LijD) = length of Li portion of D in byteslength of D in bytes (6.7)
We report the correlation between predicted and actual proportions in terms of Pear-
son’s r coeﬃcient. We also report the mean absolute error (MAE) over all document
– language pairs.
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System PM RM FM P R F
Benchmark .497 .467 .464 .833 .826 .829
Winner .718 .703 .699 .932 .931 .932
SegLang .801 .810 .784 .866 .946 .905
Linguini .616 .535 .513 .713 .688 .700
Our method .753 .771 .748 .945 .922 .933
Table 6.2: Results on the ALTW2010 dataset. “Benchmark” is the benchmark system
proposed by the shared task organizers. “Winner” is the highest-F system submitted
to the shared task.
6.3 Experiments on ALTW2010 Dataset
Our ﬁrst experiment utilizes the ALTW2010 shared task dataset (Baldwin and Lui
2010b), a synthetic dataset of 10000 bilingual documents2 generated from Wikipedia
data, introduced in the ALTW2010 shared task.3 The dataset is organized into train-
ing, development and test partitions. Following standard machine learning practice,
we train each system using the training partition, and tune parameters using the
development partition. We then report macro and micro-averaged precision, recall
and F-score on the test partition, using the tuned parameters.
The results on the ALTW2010 shared task dataset are summarized in Table 6.2.
Each of the three systems we compare was re-trained using the training data pro-
vided for the shared task, with a slight diﬀerence: in the shared task, participants
were provided with multilingual training documents, but the systems targeted in this
research require monolingual training data. We thus split the training documents
2With a small number of monolingual documents, formed by randomly selecting the two languages
for a given document independently, leaving the possibility of the same two languages being selected.
3http://comp.mq.edu.au/programming/task_description/
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into monolingual segments using the metadata provided with the dataset. The meta-
data was only published after completion of the task and was not available to task
participants. For comparison, we have included the benchmark results published by
the shared task organizers, as well as the score attained by the winning entry (Tran
et al. 2010).
We tune the parameters for each system using the development partition of the
dataset, and report results on the test partition. For Linguini, there is a single
parameter k to be tuned: the number of features per language. We tested values
between 10000 and 50000, and selected 46000 features as the optimal value. For our
method, there are two parameters to be tuned: (1) the number of features selected for
each language, and (2) the threshold t for including a language. We tested features-
per-language counts between 30 and 150, and found that adding features beyond 70
per language had minimal eﬀect. We tested values of the threshold t from 0.01 to
0.15, and found the best value was 0.14. For SegLang, we introduce a threshold t on
the minimum proportion of a document (measured in bytes) that must be labeled by
a language before that language is included in the output set. This was done because
our initial experiments indicate that SegLang tends to over-produce labels. Using the
development data, we found the best value of t was 0.10.
We ﬁnd that of the three systems tested, two outperform the winning entry to the
shared task. This is more evident in the macro-averaged results than in the micro-
averaged results. In micro-averaged terms, our method is the best performer, whereas
on the macro-average, SegLang has the highest F-score. This suggests that our
method does well on higher-density languages (relative to the ALTW2010 dataset),
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and poorly on lower-density languages. This also accounts for the higher micro-
averaged precision but lower micro-averaged recall for our method as compared to
SegLang. The improved macro-averaged F-score of SegLang comes at a much higher
computational cost, which increases dramatically as the number of languages is in-
creased. In our testing on a 16-core workstation, SegLang took almost 24 hours to
process the ALTW2010 shared task test data, compared to 2 minutes for our method
and 40 seconds for Linguini. As such, SegLang is poorly suited to detecting multi-
lingual documents where a large number of candidate languages is considered.
The ALTW2010 dataset is an excellent starting point for this research, but it
predominantly contains bilingual documents, making it diﬃcult to assess the ability of
systems to distinguish multilingual documents from monolingual ones. Furthermore,
we are unable to use it to assess the ability of systems to detect more than 2 languages
in a document. To address these shortcomings, we construct a new dataset in a similar
vein. The dataset and experiments performed on it are described in the next section.
6.4 Experiments on WikipediaMulti Dataset
To fully test the capabilities of our model, we generated WikipediaMulti, a
dataset that contains a mixture of monolingual and multilingual documents. To allow
for replicability of our results and to facilitate research in LangID, we have made the
dataset publicly available.4 WikipediaMulti is generated using excerpts from the
mediawiki sources of Wikipedia pages downloaded from the Wikimedia foundation.5
4http://www.csse.unimelb.edu.au/~tim/etc/wikipedia-multi-v5.tgz
5http://dumps.wikimedia.org
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1. randomly select the number of languages K (1K5)
2. randomly select a set of K languages S = fLi2L for i = 1  Kg without
replacement
3. randomly select a document for each Li2S from WikiContent without
replacement
4. take the top 1
K
lines of the document
5. join the K sections into a single document.
Figure 6.1: Process for generating documents for the WikipediaMulti dataset.
The dumps we used are from July – August 2010.
To generateWikipediaMulti, we ﬁrst normalized the raw mediawiki documents.
Mediawiki documents typically contain one paragraph per line, interspersed with
structural elements. We ﬁltered each document to remove all structural elements,
and only kept documents that exceeded 2500 bytes after normalization. This yielded
a collection of around 500,000 documents in 156 languages. From this initial docu-
ment set (hereafter referred to as WikiContent), we only retained languages that
had more than 1000 documents (44 languages), and generated documents for Wiki-
pediaMulti using the process in Figure 6.1.
As a result of the procedure, the relative proportion of each language in a multi-
lingual document tends not to be uniform, as it is conditioned on the length of the
original document from which it was sourced, independent of the other K   1 for the
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System PM RM FM P R F
SegLang .809 .975 .875 .771 .975 .861
Linguini .853 .772 .802 .838 .774 .805
Our method .962 .954 .957 .963 .955 .959
Table 6.3: Results on the WikipediaMulti dataset.
other languages that it was combined with. Overall, the average document length is
5500 bytes (standard deviation = 3800 bytes). Due to rounding up in taking the top
1
k
lines (step 4), documents with higher K tend to be longer (6200 bytes for K = 5
vs 5100 bytes for K = 1).
TheWikipediaMulti dataset contains training, development and test partitions.
The training partition consists of 5000 monolingual (i.e. K = 1) documents. The
development partition consists of 5000 documents, 1000 documents for each value of
K where 1K5. The test partition contains 200 documents for each K, for a total
of 1000 documents. There is no data overlap between any of the partitions.
6.4.1 Results over WikipediaMulti
We trained each system using the monolingual training partition, and tuned the
parameters using the development partition. For Linguini, we tested feature counts
between 10000 and 50000, and found that the eﬀect was relatively small. We thus use
10000 features as the optimum value. For SegLang, we tested values for threshold t
between 0.01 and 0.20. Increasing the threshold increases precision at the expense of
recall. We found that the maximal macro-averaged F-score is attained when t = 0:06.
Finally, for our method we tested features-per-language counts between 30 and 130
and found the best performance with 120 features per language, although the actual
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eﬀect of varying this value is rather small. We tested values of the threshold t for
adding an extra language to  from 0.01 to 0.15, and found that the best results were
attained when t = 0:02.
The results of evaluating each system on the test partition are summarized in
Table 6.3. In this evaluation, our method clearly outperforms both SegLang and
Linguini. The results on WikipediaMulti and ALTW2010 are diﬃcult to com-
pare directly due to the diﬀerent compositions of the two datasets. ALTW2010 is
predominantly bilingual, whereas WikipediaMulti contains documents with text
in 1 – 5 languages. Furthermore, the average document in ALTW2010 is half the
length of that in WikipediaMulti. Overall, we observe that SegLang has a ten-
dency to over-label (despite the introduction of the t parameter to reduce this eﬀect),
evidenced by high recall but lower precision. Linguini is inherently limited in that
it is only able to detect up to 3 languages per document, causing recall to suﬀer on
WikipediaMulti. However, it also tends to always output 3 languages, regardless
of the actual number of languages in the document, hurting precision. Furthermore,
even on ALTW2010 it has lower recall than the other two systems.
6.5 Estimating Language Proportions
In addition to detecting multiple languages within a document, our method also
estimates the relative proportions of the document that are written in each language.
This information may be useful for detecting documents that are candidate bitexts for
training machine translation systems, since we may expect languages in the document
to be present in equal proportions. It also allows us to identify the predominant
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Original text the␣cat␣in␣the␣hat
n-gram features
8>>>><>>>>:
he␣ : 2 the␣ : 2
␣hat : 1 ␣in␣ : 1
␣th : 1 ␣the : 1
hat : 1 he␣c : 1
in␣t : 1 n␣th : 1
9>>>>=>>>>;
Emission rate #bytes#tokens = 1812 = 1:5 bytes/token
Figure 6.2: Example of calculating n-gram emission rate for a text string.
language of a document.
A core element of our model of a document is a distribution over a set of labels.
Since each label corresponds to a language, as a ﬁrst approximation, we take the
probability mass associated with each label as a direct estimate of the proportion of
the document written in that language. We examine the results for predicting the
language proportions in the test partition ofWikipediaMulti. Mapping label distri-
butions directly to language proportions produces excellent results, with a Pearson’s
r value of 0.863 and an MAE of 0.108.
Although labels have a one-to-one correspondence with languages, the label dis-
tribution does not actually correspond directly to the language proportion, because
the distribution estimates the proportion of byte n-gram sequences associated with a
label and not the proportion of bytes directly. The same number of bytes in diﬀerent
languages can produce diﬀerent numbers of n-gram sequences, because after feature
selection not all n-gram sequences are retained in the feature set. Hereafter, we refer
to each n-gram sequence as a token, and the average number of tokens produced per
byte of text as the token emission rate.
We estimate the per-language token emission rate (Figure 6.2) using the training
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(b) with emission rate correction
Figure 6.3: Scatterplot of the predicted vs. actual language proportions in a document
for the test partition of WikipediaMulti (predictions are from our method; each
point corresponds to a document-language pair).
partition ofWikipediaMulti. To improve our estimate of the language proportions,
we correct our label distribution using estimates of the per-language token emission
rate RLi in bytes per token for Li2L. Assume that a document D of length jDj is
estimated to contain K languages in proportions Pi for i = 1  K. The corrected
estimate for the proportion of Li is:
Prop(Li) =
Pi RLiPK
j=1 (Pj RLj)
(6.8)
Note that the jDj term is common to the numerator and denominator and has thus
been eliminated.
This correction improves our estimates of language proportions. After correction,
the Pearson’s r rises to 0.981, and the MAE is reduced to 0.024. The improvement is
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most noticeable for language – document pairs where the proportion of the document
in the given language is about 0.5, as can be seen in Figure 6.3.
6.6 Detecting Real-world Multilingual Documents
So far, we have demonstrated the eﬀectiveness of our proposed approach using
synthetic data. The results have been excellent, and in this section we validate the
approach by applying it to a real-world task that has recently been discussed in the
literature. Yamaguchi and Tanaka-Ishii (2012) and King and Abney (2013) both
observe that in trying to gather linguistic data for “non-major” languages from the
web, one challenge faced is that documents retrieved often contain sections in another
language. SegLang (the solution of Yamaguchi and Tanaka-Ishii (2012)) concurrently
detects multilingual documents and segments them by language, but the approach
is computationally expensive and has a tendency to over-label (Section 6.4). On the
other hand, the solution of King and Abney (2013) is incomplete, and they speciﬁcally
mention the need for an automatic method “to examine a multilingual document,
and with high accuracy, list the languages that are present in the document”. In this
section, we show that our method is able to ﬁll this need. We make use of manually-
annotated data kindly provided to us by Ben King, which consists of 149 documents
containing 42 languages retrieved from the web using a set of targeted queries for low-
density languages. Note that the dataset described in King and Abney (2013) was
based on manual conﬁrmation of the presence of English in addition to the low-density
language of primary interest; our dataset contains these bilingual documents as well
as monolingual documents in the low-density language of interest. Our purpose in
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System P R F
Baseline 0.719 1.000 0.837
SegLang 0.779 0.991 0.872
Linguini 0.729 0.981 0.837
Our method 0.907 0.916 0.912
Table 6.4: Detection accuracy for English-language inclusion in web documents from
targeted web crawls for low-density languages.
this section is to investigate the ability of automatic systems to select this subset
of bilingual documents. Speciﬁcally, given a collection of documents retrieved for a
target language, the task is to identify the documents that contain text in English
in addition to the target language. Thus, we re-train each system for each target
language, using only training data for English and the target language. We reserve
the data provided by Ben King for evaluation, and train our methods using data
separately obtained from the Universal Declaration of Human Rights (UDHR). Where
UDHR translations for a particular language were not available, we used data from
Wikipedia or from a bible translation. Approximately 20 – 80 kB of data were used
for each language. As we do not have suitable development data, we made use of the
best parameters for each system from the experiments on WikipediaMulti.
We ﬁnd that all 3 systems are able to detect that each document contains the
target language with 100% accuracy. However, systems vary in their ability to detect
if a document also contains English in addition to the target language. The detection
accuracy for English-language inclusion is summarized in Table 6.4.6 For compar-
6Note that Table 6.2 and Table 6.3 both report macro and micro-averaged results across a number
of languages. In contrast Table 6.4 only reports results for English, and the values are not directly
comparable to our earlier evaluation.
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ison, we include a heuristic baseline based on labeling all documents as containing
English. We ﬁnd that, like the heuristic baseline, SegLang and Linguini both tend
to over-label documents, producing false positive labels of English, resulting in in-
creased recall at the expense of precision. Our method produces less false positives
(but slightly more false negatives), and thus attains the best F for detecting English
inclusions. Error analysis suggests that the false negatives for our method generally
occur where a relatively small proportion of the document is written in English.
6.6.1 Cross-domain Training Data
In Chapter 4, we investigated the eﬀect of variation within a language between
diﬀerent sources of text on the accuracy of a language identiﬁer applied to a diﬀerent
text source than the one on which it was trained. We found that existing identiﬁers
failed to generalize across text sources. In Chapter 5, we investigated the underlying
reasons for this and developed a document representation that takes into account
both the language and the source of training documents, and showed that this rep-
resentation is more robust to the variation in a language across text sources when
combined with a variety of learning algorithms. In this chapter, we have addressed
another aspect of generalized LangID, and developed a method to identify documents
that contain text in more than one language, the languages present, and the relative
proportion of each. In the early part of this chapter, we demonstrated the method
using synthetic training data, generated using documents from Wikipedia. Rather
than generate synthetic multilingual documents in multiple domains, we have instead
provided a further evaluation using real-world multilingual documents. The evalua-
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Train Data Repr PM RM FM Pen Ren Fen
UDHR IGlang 0.998 0.998 0.998 0.907 0.916 0.912
UDHR + ODIN IGlang 0.831 0.776 0.792 0.907 0.916 0.912
UDHR + ODIN LD 0.998 0.999 0.998 0.910 0.944 0.927
Table 6.5: LangID accuracy on multilingual web documents from targeted web crawls
for low-density languages. The UDHR result is replicated from Table 6.4 for compar-
ison.
tion presented in Section 6.6 uses training data drawn primarily from UDHR (with
some documents from Wikipedia and bible translations where no UDHR data was
available for a particular language). The target data is from an entirely diﬀerent
source: it consists of real-world multilingual web pages. One challenge in demon-
strating the utility of the cross-domain feature selection we developed in Section 5.4
is the lack of training data from other sources. The work of King and Abney (2013) is
speciﬁcally targeted at collecting data for under-resourced languages, and as such it
is unsurprising that training data for such languages is limited. However, there have
been other projects that have aimed to collect text in under-resourced languages, and
an example we discussed in Section 2.5.2 is ODIN, the Online Database of INterlinear
text (Xia et al. 2010a). We cross-referenced the languages covered by ODIN and by
our evaluation dataset, and found that data for 24 of the 42 languages was available
in ODIN. Thus, in this section, we report on the results of adding the training data
from ODIN to our existing training data. We again note that our existing training
data is primarily from UDHR, with a small number of documents from Wikipedia
and bible translations where no UDHR data was available. For brevity, we refer to
this initial training set as simply UDHR data.
246 Chapter 6: Language Identiﬁcation of Multilingual Documents
Table 6.5 shows the results of adding the additional training data from ODIN to
our existing UDHR training data. We present both the macro-averaged precision,
recall and F-score (PM ,RM ,FM), as well as the values for English only, noting that in
the UDHR result replicated from Table 6.4 the detection accuracy for all languages
other than English was 100%. We report the results for both IGlang and LD feature
selection to emphasize the point that the improved accuracy is not simply due to
an increase in the quantity of training data. For the experiments in Section 6.6,
the training data comes from a single source and thus the feature selection is based
only on information gain with respect to language (IGlang). Simply adding the ODIN
training data to the pool of training data and only selecting features on the basis
of information gain with respect to language results in a classiﬁer that performs
substantially worse than without the ODIN data. The decrease in performance is
actually due to languages other than English – the accuracy on English is unchanged
between UDHR and UDHR + ODIN, but the macro-averaged precision, recall and F-
score are reduced due to errors made in detecting the other languages present. Feature
selection through LD has exactly the desired eﬀect, it selects a feature set that is
representative of each language across the multiple sources of text. Interestingly, the
results on English detection are improved by the inclusion of the ODIN training data,
despite ODIN not containing any training data for English. Furthermore, ODIN only
adds training data for a subset of the languages in the test data, and hence it stands
to reason that a further improvement in performance could be expected if training
data for the remaining languages from another domain were also available.
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6.7 Chapter Summary
We have presented a system for LangID in multilingual documents using a genera-
tive mixture model inspired by supervised topic modeling algorithms, combined with
a document representation based on previous research in LangID for monolingual
documents. We showed that the system outperforms alternative approaches from the
literature on synthetic data, as well as on real-world data from related research on
linguistic corpus creation for low-density languages using the web as a resource. We
also showed that our system is able to accurately estimate the proportion of the docu-
ment written in each of the languages identiﬁed. Finally, we showed that we are able
to improve accuracy of LangID on real-world multilingual documents by integrating
our approach to cross-domain feature selection that we developed in Chapter 5.
We have made a full reference implementation of our system freely available,7
as well as the synthetic dataset prepared for this chapter (Section 6.4), in order to
facilitate the adoption of this technology and further research in this area.
7https://github.com/saffsd/polyglot
Chapter 7
Twitter: A Case Study in
“Oﬀ-the-Shelf” LangID
In Chapter 2, we saw how work to date has focused on various aspects of the
overall task of LangID, and has generally oﬀered very promising results, to the ex-
tent that some have claimed LangID is a solved task (McNamee 2005). A large
number of diﬀerent methods for LangID have been proposed, and a number of imple-
mentations of these methods are available as general-purpose “oﬀ-the-shelf” LangID
systems (Section 2.4). In this chapter, we present a case study in applying such
“oﬀ-the-shelf” LangID to Twitter,1 a popular microblogging service. Twitter has
This chapter is based on work previously published as:
Lui, Marco, and Timothy Baldwin. 2014. Accurate Language Identiﬁcation of Twitter Mes-
sages. In Proceedings of the 5th Workshop on Language Analysis in Social Media, 17 – 25, Gothen-
burg, Sweden.
1http://www.twitter.com
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captured the attention of various research communities as a potent data source,
because of the immediacy of the information presented, the volume and variabil-
ity of the data contained, the potential to analyze networking eﬀects within the
data, and the ability to (where GPS data is available) geolocate messages (Krish-
namurthy et al. 2008). Although individual messages range from inane through
mundane right up to insane, the aggregate of these messages can lead to profound in-
sights in real-time. Examples include real-time detection of earthquakes (Sakaki et al.
2010), analysis of the location and prevalence of ﬂu epidemics (Lampos et al. 2010;
Culotta 2010), news event detection (Petrović et al. 2010), and diachronic prediction
of election outcomes (Tumasjan et al. 2010).
Text analysis of social media has quickly become one of the “frontier” areas of NLP,
with major conferences opening entire tracks for it in recent years. The challenges
in NLP for social media are many, stemming primarily from the “noisy” nature of
the content. Research indicates that English Twitter in particular is more dissimilar
to the kinds of reference corpora used in NLP to date, compared to other forms of
social media such as blogs and comments (Baldwin et al. 2013). This has led to the
development of techniques to normalize Twitter messages (Han et al. 2013), as well as
Twitter-speciﬁc approaches to conventional NLP tasks such as part-of-speech tagging
(Gimpel et al. 2011) and information extraction (Bontcheva et al. 2013). Even so,
a general precondition of NLP techniques is that the language of the input data is
known, and this has led to interest in LangID of Twitter messages. Research has
shown that “oﬀ-the-shelf” LangID systems appear to perform fairly well on Twitter
(Lui and Baldwin 2012), but Twitter-speciﬁc systems seem to perform better (Carter
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et al. 2013; Tromp and Pechenizkiy 2011; Bergsma et al. 2012; Goldszmidt et al.
2013).
Twitter recognizes the utility of language metadata in enabling new applica-
tions, and as of March 2013 includes language predictions with results from its API
(Roomann-Kurrik 2013). These predictions are not perfect (see Section 7.2.2), and
at time of writing do not cover some languages (e.g. Romanian). Furthermore, some
research groups have collected a substantial cache of Twitter data from before the
availability of built-in predictions. Motivated by the need to work with monolingual
subsets of historical data, we investigate the most practical means of carrying out
LangID of Twitter messages, balancing accuracy with ease of implementation. In
this work, we present an evaluation of “oﬀ-the-shelf” language identiﬁers, combined
with techniques that have been proposed for boosting accuracy on Twitter messages.
A major challenge that we have had to overcome is the lack of annotated data
for evaluation. Bergsma et al. (2012) point out that in LangID research on mi-
croblog messages to date, only a small number of European languages has been
considered. Baldwin and Lui (2010a) showed that, when considering full docu-
ments, good performance on just European languages does not necessarily imply
equally good performance when a larger set of languages is considered. This does
not detract from work to date on European languages (Tromp and Pechenizkiy 2011;
Carter et al. 2013), but rather highlights the need for further research in LangID for
microblog messages.
Manual annotation of Twitter messages is a challenging and laborious process.
Furthermore, Twitter is highly multilingual, making it very diﬃcult to obtain annota-
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tors for all of the languages represented. Previous work has attempted to crowdsource
part of this process (Bergsma et al. 2012), but such an approach requires substantial
monetary investment, as well as care in ensuring the quality of the ﬁnal annotations.
In this chapter, we propose an alternative, “mostly-automated” approach to gathering
language-labeled Twitter messages for evaluating LangID. A corpus constructed by
direct application of automatic LangID to Twitter messages would obviously be un-
suitable for evaluating the accuracy of LangID tools. Even with manual post-ﬁltering,
the remaining dataset would be biased towards messages that are easy for automated
systems to classify correctly. The novelty of our approach is to leverage user identity,
allowing us to construct a corpus of language-labeled Twitter messages without using
automated tools to determine the languages of the messages. This quality makes the
corpus suitable for use in the evaluation of automated LangID of Twitter messages.
The main contributions of this chapter are: (1) we provide a manually-labeled
dataset of Twitter messages, adding Chinese (zh) and Japanese (ja) to the set of Twit-
ter messages with human annotation for language; (2) we provide a second dataset
constructed using a mostly-automated approach, covering 65 languages; (3) we detail
the method for constructing the dataset; (4) we provide a comprehensive empirical
evaluation of the accuracy of oﬀ-the-shelf LangID systems on Twitter messages, using
published datasets in addition to the new datasets we have introduced; and (5) we
discuss and evaluate a simple voting-based ensemble for LangID, and ﬁnd that it
outperforms any individual system to achieve state-of-the-art results.
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Dataset Reference Message Count Languages (ISO639-1)
T-Benelearn Tromp and Pechenizkiy (2011) 9066 de es en fr it nl (6)
T-SCarter Carter et al. (2013) 5000 de es en fr nl (5)
Bergsma Bergsma et al. (2012) 13190 ar bg fa hi mr ne ru uk ur (9)
T-ZhEnJa new 3016 en ja zh (3)
Table 7.1: Datasets of Language-labeled Twitter messages.
7.1 Datasets
In Chapter 2, we discussed some work to date on LangID on Twitter data. Some
authors have released accompanying datasets; the dataset used by Tromp and Pech-
enizkiy (2011) was made available in its entirety, consisting of 9066 messages in 6
Western European languages. Other authors have released message identiﬁers with
associated language labels, including Carter et al. (2013), with 5000 identiﬁers in 5
Western European languages, and Bergsma et al. (2012), providing 13190 identiﬁers
across 9 languages from 3 language families (Arabic, Cyrillic, Devanagari). To date,
only the dataset of Tromp and Pechenizkiy (2011) has been used by other researchers
(Goldszmidt et al. 2013). With the kind co-operation of the authors, we have ob-
tained the full datasets of Carter et al. (2013) and Bergsma et al. (2012), allowing
us to present the most extensive empirical evaluation of LangID of Twitter messages
to date. However, the total set of languages covered is still very small. In Sec-
tion 7.1.1, we present our own manually-annotated dataset, adding Chinese (zh) and
Japanese (ja) to the languages that have manually-annotated data. We discuss some
of the challenges that manual annotation poses, and in Section 7.1.2 we introduce a
technique for evaluation dataset construction that helps us tackle these challenges.
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English Chinese Japanese
Initial 0.906 0.773 0.989
Post-review 0.930 0.916 0.998
Table 7.2: Fleiss’ kappa over annotations for Twitter.
7.1.1 Manual Annotation of T-ZhEnJa
A manual approach to constructing a LangID dataset from Twitter data is diﬃ-
cult due to the wide variety of languages present on Twitter – Bergsma et al. (2012)
report observing 65 languages in a 10M message sample, and Baldwin et al. (2013)
report observing 97 languages in a 1M message sample. While this is encouraging in
terms of sourcing data for lower-density languages, the distribution of languages is
Zipﬁan, and the relative proportion of data in most languages is very small. Manually
retrieving all available messages in a language would require a native speaker to view
and reject a huge number of messages in other languages in order to collect the small
number that are written in the target language. We initially attempted this, building
T-ZhEnJa, a dataset derived from a set of 5000 messages randomly sampled from
a larger body of 622192 messages collected from the Twitter streaming API over a
single 24-hour period in August 2010. The messages are a 1% representative sample
of the total public messages posted on that day. Each of the 5000 selected messages
was annotated by speakers of three languages, English, Japanese and Mandarin Chi-
nese. For each message, three annotators were asked if the message contained any
text in languages which they spoke, as well as if it appeared to contain text in (un-
speciﬁed) languages which they did not speak. The latter label was introduced in
order to make a distinction between text in languages not spoken by our annotators
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(e.g. Portuguese) and text with no linguistic content (e.g. URLs). After the initial
annotation, annotators were asked to review messages where there was disagreement,
and messages were assigned labels given by a majority of annotators post-review.
Inter-annotator agreement (Table 7.2) is strong for the task: only 20 out of 5000
messages have less than 80% majority in annotations. In many instances, the dis-
agreement was due to messages consisting entirely of a short sequence of hanzi/kanji,
which both Chinese and Japanese speakers recognized as valid (these messages are
excluded from our set of labeled messages). Out of the 5000 messages, 1953 (39.1%)
were labeled as English, 16 were labeled as Chinese (0.3%) and 1047 were labeled as
Japanese (20.9%), for a total of 3016 labeled messages.
A total of 8 annotators each invested 2 – 4 hours in this annotation task, and
the ﬁnal dataset only covers 3 languages (which includes the top-2 highest-density
languages in Twitter). Obviously, constructing a dataset of language-labeled Twitter
messages is a labor-intensive process, and the lower density the language, the more
expensive our methodology becomes (as more and more documents need to be looked
over to ﬁnd documents in the language of interest). Ideally, we would like to be able
to use some form of automated LangID to accelerate the process without biasing the
data towards easy-to-classify messages.
7.1.2 A Broad-Coverage Twitter Corpus
Based on our discussion so far, our desiderata for a LangID dataset of Twitter
messages are as follows: (1) achieve broader coverage of languages than existing
datasets; (2) minimize manual annotation; and (3) avoid bias induced by selecting
Chapter 7: Twitter: A Case Study in “Oﬀ-the-Shelf” LangID 255
Algorithm 2 Procedure for building a Twitter LangID dataset.
1: U  active users
2: Laccept;Maccept; Uaccept  fg; fg; fg
3: for each u 2 U do
4: Mu  all messages by user u
5: Mmainu ;Mheldoutu  RandomSplit(Mu)
6: Lu  fg
7: for each m 2Mmainu do
8: ml  LangID(m)
9: if ml 6= unknown then
10: Lu  Lu [ fmlg
11: end if
12: end for
13: if len(Lu) = 1 then
14: Uaccept  Uaccept [ f(u; Lu)g
15: Laccept  Laccept [ Lu
16: end if
17: end for
18: for each l 2 Laccept do
19: U sample  Sample(Uacceptl ; K)
20: for each u 2 U sample do
21: M sample  Sample(Mheldoutu ; N)
22: Maccept  Maccept [ f(M sample; l)g
23: end for
24: end for
25: return Maccept
messages using LangID. (2) and (3) may seem to be conﬂicting objectives, but we
sidestep the problem by ﬁrst identifying monolingual users, then produce a dataset
by sampling messages by these users from a held-out collection.
The overall workﬂow for constructing a dataset is summarized in Algorithm 2.
For each user we consider, we divide all their messages into two disjoint sets. One
set (Mmainu ) is used to determine the language(s) spoken by the user. If only one
language is detected, the user is added to a pool of candidate users (Uaccept). A ﬁxed
number of users is sampled for each language (U sample), and for each sampled user a
256 Chapter 7: Twitter: A Case Study in “Oﬀ-the-Shelf” LangID
ﬁxed number of messages is sampled from the held-out set (Mheldoutu ) and added to the
ﬁnal dataset. We sample a ﬁxed number of users per language to limit the amount of
data in the more-frequent languages, and we only sample a small number of messages
per user in order to avoid biasing the dataset towards the linguistic idiosyncrasies of
any speciﬁc individual. For both sampling steps, if the number of items available is
less than the number required, all the available items are returned.
Algorithm 2 uses automated LangID to detect the language of messages in Mmainu
(line 8). The accuracy of this identiﬁer is not critical, as any misclassiﬁcations for a
monolingual user would cause them to be rejected, as they would appear multilingual.
Hence, the risk of false positives at the user-level LangID is very low. However,
incorrectly rejecting users reduces the pool of data available for sampling, so a higher-
accuracy solution is preferable. We compared the performance of 8 oﬀ-the-shelf (i.e.
pre-trained) LangID systems to determine which would be the most suitable for this
role. These systems are described in more detail in Section 2.4, and in the following
overview we only provide a quick recap of the characteristics of each.
langid.py (Lui and Baldwin 2012): an n-gram feature set selected using data
from multiple sources, combined with a multinomial naive Bayes classiﬁer.
langid.py is based on early work that was adapted into Chapter 4 and Chap-
ter 5, and is an implementation of the document representation developed in
Section 5.4 combined with a naive Bayes classiﬁer.
ChromeCLD (Sites 2013b): the language identiﬁer embedded in the Chrome web
browser;2 it uses a naive Bayes classiﬁer and script-speciﬁc tokenization strate-
2http://www.google.com/chrome
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gies.
LangDetect (Nakatani 2010b): a naive Bayes classiﬁer, using a character n-gram
based representation without feature selection, with a set of normalization
heuristics to improve accuracy.
LDIG (Nakatani 2012): a Twitter-speciﬁc LangID tool, which uses a document repre-
sentation based on tries, combined with normalization heuristics and Bayesian
classiﬁcation, trained on Twitter data.
whatlang (Brown 2013): a vector-space model with per-feature weighting over char-
acter n-grams.
YALI (Majliš 2012): computes a per-language score using the relative frequency of
a set of byte n-grams selected by term frequency.
TextCat (Scheelen 2003): an implementation of Cavnar and Trenkle (1994), which
uses an ad-hoc rank-order statistic over character n-grams.
MSR-LID (Goldszmidt et al. 2013): based on rank-order statistics over character n-
grams, and Spearman’s  to measure correlation. Twitter-speciﬁc training data
is acquired through a bootstrapping approach. We use the 49-language model
provided by the authors, and the best parameters reported in the paper.
We investigated the performance of the systems using manually-labeled datasets of
Twitter messages (Table 7.3), including theT-ZhEnJa set described in Section 7.1.1.3
3We do not limit the comparison to languages supported by each system as this would bias
evaluation towards systems that support few languages that are easy to discriminate.
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Dataset langid.py ChromeCLD LangDetect LDIG whatlang YALI TextCat MSR-LID
T-Benelearn 0.983 0.972 0.959 0.986 0.950 0.911 0.814 0.983
T-SCarter 0.917 0.902 0.891 0.943 0.834 0.824 0.510 0.927
Bergsma 0.847 0.911 0.923 0.000 0.719 0.428 0.046 0.546
T-ZhEnJa 0.871 0.884 0.831 0.315 0.622 0.877 0.313 0.848
Table 7.3: Macro-averaged F-score on manually-annotated Twitter datasets. Italics
denotes results where the dataset contains languages not supported by the identiﬁer.
We ﬁnd that all the systems tested perform well onT-Benelearn, with the exception
of TextCat. T-SCarter covers a very similar set of languages to T-Benelearn,
yet all systems consistently perform worse on it. This suggests that T-Benelearn is
biased towards messages that LangID systems are likely to identify correctly (also ob-
served by Goldszmidt et al. (2013)). This is due in part to the post-processing applied
to the messages, but also suggests a bias in how messages were selected. LDIG is the
best performer on T-Benelearn and T-SCarter, albeit falling slightly short of the
99.1% accuracy reported by the author (Nakatani 2012). However, it is only trained
on 17 languages and thus is not able to fully support Bergsma and T-ZhEnJa,
and so we cannot draw any conclusions on whether the method will generalize well to
more languages. The system that supports the most languages by far is whatlang,
but as a result its accuracy on Twitter messages suﬀers. Manual analysis suggests
this is due to Twitter-speciﬁc “noise” tipping the model in favor of lower-density lan-
guages. On Bergsma, LangDetect is the best performer, likely due to its speciﬁc
heuristics for distinguishing certain language pairs (Nakatani 2010b), which happen
to be present in the Bergsma dataset. Overall, in their oﬀ-the-shelf conﬁguration,
only three systems (langid.py, ChromeCLD, LangDetect) perform consistently well
on LangID of Twitter messages. Even so, the macro-averaged F-Scores observed were
Chapter 7: Twitter: A Case Study in “Oﬀ-the-Shelf” LangID 259
Dataset Single Best Voting 3-SystemSystem F-score Systems F-score F-score
T-Benelearn LDIG 0.986 ChromeCLD, MSR-LID, LDIG 0.992 0.986
T-SCarter LDIG 0.943 MSR-LID, langid.py, LDIG 0.948 0.927
Bergsma LangDetect 0.923 ChromeCLD, LangDetect, langid.py 0.935 0.935
T-ZhEnJa ChromeCLD 0.884 ChromeCLD, MSR-LID, LDIG, YALI, langid.py 0.969 0.941
Table 7.4: System combination by majority voting. All combinations of 3, 5 and 7
systems were considered. For each dataset, we report the single-best system, the best
combination, and F-score of the majority-vote combination of langid.py, ChromeCLD
and LangDetect.
as low as 83%, indicating that whilst performance is good, the problem of LangID of
Twitter messages is far from solved.
Given that the set of languages covered and accuracy varies between systems,
we investigated a simple voting-based approach to combining the predictions. For
each dataset, we considered all combinations of 3, 5, and 7 systems, combining the
predictions using a simple majority vote. The single-best combination for each dataset
is reported in Table 7.4. In all cases, the macro-averaged F-score is improved upon,
showing the eﬀectiveness of the voting approach. Hence, for purposes of LangID in
Algorithm 2, we chose to use a majority-vote ensemble of langid.py, ChromeCLD
and LangDetect, a combination that generally performs well on all datasets.4 Where
all 3 systems disagree, the message is labeled as unknown. In determining whether
a user is multilingual, messages labeled unknown are discarded rather than being
treated as a distinct language, as disagreement is usually a sign that the message
contains speciﬁc features that confuse a particular classiﬁer. Rejecting unknown
4MSR-LID was excluded due to technical diﬃculties in applying it to a large collection of messages
because of its oversized model.
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messages thus reduces the incidence of wrongly rejecting monolingual users due to a
speciﬁc misclassifying a particular message without causing any multilingual users to
be detected as monolingual, as multilingual users generally have at least one message
in each language that they use. This voting-based ensemble of classiﬁers is hereafter
referred to as Voting.
To build our ﬁnal dataset, we collected all messages by active users from the 1%
feed made available by Twitter over the course of 31 days, between 8 January 2012
and 7 February 2012. We deemed users active if they had posted at least 5 messages
in a single day on at least 7 diﬀerent days in the 31-day period we collected data for.
This gave us a set of approximately 2M users. For each user, we partitioned their
messages (RandomSplit in Algorithm 2) by selecting one day at random. All of the
messages posted by the user on this day were treated as heldout data (Mheldoutu ), and
the remainder of the user’s messages (Mmainu ) were used to determine the language(s)
spoken by the user. The day chosen was randomly selected per-user to avoid any
bias that may be introduced by messages from a particular day or date. Of the
active users, we identiﬁed 85.0% to be monolingual, covering a set of 65 languages.
50.6% of these users spoke English (en), 14.1% spoke Japanese (ja), and 13.0% spoke
Portuguese (pt); this user-level language distribution largely mirrors the message-level
language distribution reported by Baldwin et al. (2013) and others. From this set
of users, we randomly selected up to 100 users per language, leaving us with a pool
of 26011 held-out messages from 2914 users. Manual inspection of these messages
revealed a number of English messages mislabeled with another language, indicating
that even predominantly monolingual users occasionally introduce English into their
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Tool Without Cleaning With CleaningP R F Acc P R F Acc
langid.py 0.767 0.861 0.770 0.842 0.759 0.861 0.766 0.840
ChromeCLD 0.852 0.814 0.806 0.775 0.866 0.823 0.820 0.780
LangDetect 0.618 0.680 0.626 0.839 0.623 0.687 0.634 0.854
LDIG 0.167 0.239 0.189 0.447 0.167 0.239 0.189 0.447
whatlang 0.749 0.655 0.663 0.624 0.739 0.667 0.663 0.623
YALI 0.441 0.564 0.438 0.710 0.449 0.560 0.443 0.705
TextCat 0.327 0.245 0.197 0.257 0.316 0.295 0.230 0.316
MSR-LID 0.533 0.609 0.536 0.848 0.533 0.609 0.536 0.848
Voting 0.920 0.876 0.887 0.861 0.919 0.883 0.889 0.868
Table 7.5: Macro-averaged Precision/Recall/F-score, as well as message-level accu-
racy for each system on TwitUser. The right side of the table reports results after
applying message-level cleaning (Tromp and Pechenizkiy 2011).
online communications. Such messages are generally entirely English, with code-
switching (i.e. multiple languages in the same message) very rarely observed. In
order to eliminate mislabeled messages, we applied all 8 systems to this pool of 26011
messages. Where at least 5 systems agree and the predicted language does not match
the user’s language, we discarded the message. Where 3 or 4 systems agree, we
manually inspected the messages and eliminated those that were clearly mislabeled
(this is the only manual step in the construction of this dataset). Overall, we retained
24220 messages (93.1%). From these, we sampled up to 5 messages per unique user,
producing a ﬁnal dataset of 14178 messages across 65 languages (hereafter referred
to as the TwitUser dataset).
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7.2 Evaluating Oﬀ-the-Shelf LangID
Given TwitUser, our broad-coverage Twitter corpus, we return to the task of
examining the performance of the oﬀ-the-shelf LangID systems we discussed in Sec-
tion 7.1.2 (Table 7.5, left side). In terms of macro-averaged F-score across the full set
of 65 languages, ChromeCLD is the single best-performing system. Unlike langid.py
and LangDetect, ChromeCLD does not always produce a prediction, and instead has an
in-built threshold for it to output a prediction of “unknown”. This is reﬂected in the
elevated precision, at the expense of decreased recall and message-level accuracy. Sys-
tems like langid.py which always make a prediction have reduced precision, balanced
by increased recall and message-level accuracy. As with the manually-annotated
datasets, we experimented with a simple voting-based approach to combining multi-
ple classiﬁers. We again experimented with all possible combinations of 3, 5 and 7
classiﬁers, and found that on TwitUser, a majority-vote ensemble of ChromeCLD,
langid.py and LangDetect attains the best macro-averaged F-score, and also out-
performs any individual system on all of the metrics considered. We note that this is
exactly the Voting ensemble of Section 7.1.2, validating its choice as LangID(m) in
Algorithm 2.
7.2.1 Adapting Oﬀ-the-Shelf LangID to Twitter
Tromp and Pechenizkiy (2011) propose to remove links, usernames, hashtags and
smilies before attempting LangID, as they are Twitter speciﬁc. We experimented
with applying this cleaning procedure to each message body before passing it to
our oﬀ-the-shelf systems (Table 7.5, right side). For LDIG and MSR-LID, the results
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are exactly the same with and without cleaning. These two systems are speciﬁcally
targeted at Twitter messages, and thus may include a similar normalization as part
of their processing pipeline. This also suggests that the systems do not leverage
this Twitter-speciﬁc content in making predictions. Other systems generally show a
small improvement with cleaning, except for langid.py. The Voting ensemble also
beneﬁts from cleaning, due to the improvement in two of its component classiﬁers
(ChromeCLD and LangDetect). This cleaning procedure is trivial to implement, so
despite the improvement being small, it may be worth implementing if adapting oﬀ-
the-shelf language identiﬁers to Twitter messages.
Goldszmidt et al. (2013) suggest bootstrapping a Twitter-speciﬁc language iden-
tiﬁer using an oﬀ-the-shelf language identiﬁer and an unlabeled collection of Twitter
messages. We tested this approach, using the 3 systems that provide tools to gen-
erate new models from labeled data (LangDetect, langid.py and TextCat). We
constructed bootstrap collections by: (1) using the oﬀ-the-shelf tools to directly iden-
tify the language of messages; and (2) using Algorithm 2. Overall, the bootstrapped
identiﬁers are not better than their oﬀ-the-shelf counterparts. For TextCat there is
an increase in accuracy using bootstrapped models, but the accuracy of TextCat with
bootstrapped models is still inferior to LangDetect and langid.py in their oﬀ-the-
shelf conﬁguration. For LangDetect, utilizing bootstrapped models does not always
increase the accuracy of LangID of Twitter messages. Where it does help, the boot-
strap collections that are eﬀective vary with the target dataset. For langid.py, none
of the bootstrapped models outperformed the oﬀ-the-shelf model. This suggests that
for LangID, the same features that are predictive of language in other domains are
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Dataset Period Proportion
T-SCarter Jan – Apr 2010 76.4%
Bergsma May 2007 – Feb 2012 92.2%
TwitUser Jan – Feb 2012 79.7%
Table 7.6: Proportion of messages from each dataset that were still accessible as of
August 2013.
equally applicable to Twitter messages, and that the cross-domain feature selection
procedure we developed in Section 5.4 that is implemented by langid.py (Lui and
Baldwin 2011) is able to identify these features eﬀectively.
Bontcheva et al. (2013) report positive results from the integration of LangID
priors (Carter et al. 2013), but we did not experiment with them, as the calculation
of priors is relatively expensive compared to the other adaptations we have considered,
in terms of both run time and developer eﬀort. Furthermore, there are a number of
open issues that are likely to aﬀect the eﬀectiveness of the priors, such as the size and
the scope of the message collection used to determine the prior. This is an interesting
avenue of future work but is beyond the scope of this thesis. However, we observe
that priors based on user identity (e.g the “Blogger” prior) are likely to be artiﬁcially
eﬀective on TwitUser, because the messages have been sampled from users that we
have identiﬁed as monolingual.
7.2.2 Twitter API Predictions
For T-SCarter, Bergsma and TwitUser, we have access to the original iden-
tiﬁers for each message, which use used to download the messages via the Twitter
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API.5 Table 7.6 reports the proportion of each dataset that is still accessible as of
August 2013. For the messages that we were able to recover, the full response from
the API now includes language predictions. We do not report quantitative results
on the accuracy of the Twitter API predictions as the Twitter API terms of service
forbid benchmarking (“You will not attempt ... to ... use or access the Twitter API
... for ... benchmarking or competitive purposes”). Furthermore, any results would
be impossible to replicate: the set of messages that are accessible is likely to continue
to decrease, and the accuracy of Twitter’s predictions may vary as updates are made
to the API.
Error analysis of the language predictions provided by the Twitter API shows that
at the time of writing, for the languages supported the accuracy of the Twitter API is
not substantially better than the best oﬀ-the-shelf language identiﬁers we examined
in this paper. However, about a quarter of the languages present in TwitUser are
never oﬀered as predictions. This has implications for the precision of LangID in other
languages: one notable example is poor precision in Italian, due to some Romanian
messages being identiﬁed as Italian (no messages are identiﬁed as Romanian). This
suggests that caution must be taken in taking the language predictions oﬀered by
the Twitter API as goldstandard. The accuracy of the predictions is not perfect,
and highlights the need for further research into improving the scope and accuracy
of LangID for Twitter messages.
5http://dev.twitter.com
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7.3 Chapter Summary
In this chapter, we introduced T-ZhEnJa and TwitUser, two novel datasets
of language-labeled Twitter messages. T-ZhEnJa is constructed using a conven-
tional manual annotation approach, whereas TwitUser is constructed using a novel
mostly-automated method that leverages user identity. Using these new datasets
alongside three previously-published datasets, we compared 8 oﬀ-the-shelf LangID
systems over Twitter messages, and found that a simple majority vote across three
speciﬁc systems (ChromeCLD, langid.py, LangDetect) consistently outperforms any
individual system. We also found that removing Twitter-speciﬁc content from mes-
sages improves the performance of oﬀ-the-shelf systems. We reported that the pre-
dictions provided by the Twitter API are not better than state-of-the-art oﬀ-the-shelf
systems, and that a number of languages in use on Twitter appear to be unsupported
by the Twitter API, underscoring the need for further research to broaden the scope
and accuracy of LangID of Twitter messages.
Chapter 8
Conclusion
The central theme of this thesis, generalized LangID, deals with eliminating the
assumptions that limit the applicability of LangID methods to speciﬁc settings. The
problem of LangID bears many similarities to supervised text categorization, but as
we discussed in Section 1.1, there are important diﬀerences that make the LangID task
challenging and unique. In Chapter 1, we identiﬁed three main aspects of generalized
LangID that we addressed in the course of this thesis: (1) the variation present in a
language across diﬀerent sources of text, the impact this has on LangID accuracy, and
methods to build LangID systems robust to this variation; (2)multilingual documents,
the reasons for which they are of interest, and methods to detect when a document
contains text in more than one language, the languages present as well as the relative
proportion of the document written in each language; and (3) LangID in new and
challenging domains, where the documents diverge signiﬁcantly from the longer, well-
structured, curated text that has been used in LangID research to date.
The ﬁrst issue we considered was the eﬀect on LangID accuracy of using training
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data drawn from a diﬀerent source to the target domain. This is the general problem
facing “oﬀ-the-shelf” LangID systems, which include pre-trained models of language.
Since it is not possible to know in advance what the target text will look like, it
is necessary to build language identiﬁers that take into account the variation of a
language between sources. Our ﬁrst contribution in this thesis was to demonstrate
that loss of accuracy due to a mismatch between training and test data is indeed an
issue for existing LangID systems. To do this, in Chapter 3 we ﬁrst identiﬁed and
analyzed the type of variation that exists within a single language across diﬀerent
sources of text. We identiﬁed linguistic and non-linguistic reasons why text in the
same language might “look” diﬀerent, and prepared datasets from 9 diﬀerent sources
covering a total of 145 languages for use in our experiments. In Chapter 4, we
identiﬁed three existing systems described in the literature that could be re-trained
with new training data. We gave a detailed description of each system, including
some initial analysis of the similarities and diﬀerences between them.
In order to quantify the eﬀect that language variation between text sources has on
LangID accuracy, we set up a number of experiments. Our ﬁrst experiment involved
establishing an in-domain benchmark for each system on each of the text sources for
which we had prepared datasets, a setting which corresponds to the typical circum-
stances under which LangID systems are tested. Following standard machine learning
practice, we divided each dataset into training, development and test components,
and tested each combination of dataset and LangID system. Our overall ﬁnding was
that results were generally consistent with what we expected from previous research.
We found that all systems attained high accuracy in-domain when applied to datasets
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that are similar to those that have been used in previous research. However, accuracy
was substantially worse in datasets that presented exhibited particular oddities, such
as a high proportion of domain-speciﬁc “noise” in the form of HTML/XML markup,
or extreme conditions in terms of number of languages or shortness of documents.
In our next set of experiments, we evaluated each of the three systems cross-
domain, drawing training and test data from diﬀerent sources. We investigated two
variants of this approach. The ﬁrst, one-source, selects training data from a single
source and test data from a diﬀerent source. The second, all-source, selects test
data from a single source, and uses the union of all sources excluding the test source
as training data. In order to meaningfully compare results from diﬀerent datasets
in one-source, we evaluated each system on the basis of the macro-averaged results
across 5 speciﬁc languages that were present in all the datasets used. We found
that, in comparison to the in-domain benchmark, cross-domain results were generally
worse. Furthermore, there was no single combination of system and training data that
produces a classiﬁer that has good accuracy on all the target domains.
The subsequent experiment investigated the all-source approach to cross-domain
LangID. In this setting, for each dataset held out as test data, the union of all
the other datasets was used as training data. Again, the results from cross-domain
LangID were substantially inferior to the results from in-domain LangID.
In summary, in Chapter 4 we demonstrated that while commonly-used LangID
tools can be very eﬀective in the in-domain classiﬁcation setting that is common in the
literature, and can also be eﬀective cross-domain for certain pairings of training and
test data, the general trend is that there is a substantial loss in accuracy when training
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and test data come from diﬀerent sources. Chapter 5 investigated the underlying
reasons for this deﬁcit and developed a strategy to mitigate the eﬀects. We examined
the three systems we used in Chapter 4 more closely, and compared them with respect
to how they represented documents and languages, and the classiﬁcation algorithms
they implemented. We found that the representations used by the systems were
actually very similar, in that they were all derived from the relative frequency of
speciﬁc sets of byte sequences. The algorithms used by the three systems are diﬀerent,
but all three systems implement what is essentially supervised machine learning. We
discussed the inductive learning hypothesis that underpins machine learning, and
related it to the concept of homogeneity that is found in corpus linguistics. We
introduced a method for quantifying homogeneity that is used in corpus linguistics,
and adapted it to quantify the homogeneity of language across diﬀerent sources of text.
We found that, under a representation of text similar to that used by the three systems
we investigated, the level of dissimilarity between documents in the same language
from diﬀerent text sources was similar to the level of dissimilarity between documents
in diﬀerent languages from the same text source. The heterogeneity of the same
language across diﬀerent text sources has serious implications for the applicability
of the inductive learning hypothesis, since if language is heterogeneous across text
sources then we cannot expect models learned on one text source to correctly LangID
documents from a diﬀerent source.
To deal with the diﬀerence in language between diﬀerent sources, we drew on work
in transfer learning. The cross-domain classiﬁcation scenario we examined closely
resembles transductive transfer learning, with the important diﬀerence that in transfer
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learning, it is generally assumed that some unlabeled target-domain data is available
at training time. Since this is not necessarily the case in cross-domain LangID, speciﬁc
methods for transductive transfer learning are not applicable to cross-domain LangID.
However, a common theme in transductive transfer learning is that a feature space
can be divided into general and domain-speciﬁc components, and we applied this
idea to develop a feature selection method that takes into account both the language
of a document and the text source the document is from in order to select features
that are representative of a language regardless of the text source. We showed that
under such a representation, languages are much more homogeneous across diﬀerent
text sources. On this basis, we combined our novel representation with each of the
learning algorithms used by the systems we examined, and found that in the cross-
domain setting, classiﬁers using our novel representation substantially outperformed
the existing systems when using the same training and test data. Finally, we presented
an error analysis, in which we investigated a number of factors that aﬀected the
accuracy of our proposed system. We found that languages for which we had training
data from at least 3 diﬀerent sources were generally more accurately classiﬁer than
languages for which we had training data from less sources. We also found that the
number of features selected per language in the range we investigated (50 to 300
features per language) generally had little eﬀect on the accuracy. Finally, we found
that whereas most languages performed best when using a byte 4-gram model, for
speciﬁc languages a byte n-gram model where a mixture of sequence lengths was used
was much better, due to interactions with speciﬁc encodings used.
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In Chapter 6, we developed a method for LangID of multilingual documents,
i.e. documents that may contain text from more than one language. The method
we present is able to detect that a document is multilingual, identify the languages
present and estimate the relative proportions of the document written in each lan-
guage. Another key property of the method is that it is trained using only language-
labeled monolingual documents, which are much more readily available than language-
labeled multilingual documents. The document representation we use is based on the
one we developed in Chapter 5. In Chapter 6, we initially use training data from
only a single source, and hence the method from Chapter 5 is not fully applicable.
However, at the end of the chapter we carry out a further experiment using training
data from multiple domains which shows that the document representation developed
in Chapter 5 is also beneﬁcial in LangID of multilingual documents. The core of our
multilingual language identiﬁer is a generative mixture model which is in some ways
similar to Latent Dirichlet Allocation (LDA) as applied to topic modeling. However,
there are a number of diﬀerences: (1) in LDA, the tokens are words, whereas in our
model the tokens are byte n-grams (Figure 2.1); (2) in LDA, documents are a mixture
of topics, whereas in our model documents are a mixture of languages; (3) in LDA,
the distribution of tokens in topics must be inferred from unlabeled data, whereas
in our model the distribution of tokens in languages is estimated from labeled data;
and (4) in LDA the number of topics must be speciﬁed, whereas our model infers the
number of languages in a document. Similarly to LDA, we use a Gibbs sampler to
recover the distribution of languages in a document. To determine the correct num-
ber of languages in a document, we introduce a greedy heuristic to ﬁnd the subset
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of languages that maximizes the posterior likelihood of the document. We compare
our method to two existing approaches to LangID for multilingual documents, using
synthetic as well as real-world datasets. Our real world dataset is based on work on
corpus construction for lower-density languages using targeted web crawls, and we
show that our method substantially outperforms the other two systems, which only
attain near-baseline performance. We estimate the proportion of the document writ-
ten in each language using the distribution over languages derived from the Gibbs
sampler, adjusting the raw distribution over tokens using an estimate of the average
token length per-language, and show that this substantially improves the estimate of
the language proportions. Finally, using additional training data drawn from a diﬀer-
ent dataset, we show the applicability of the document representation we developed
in Chapter 5 to the task of multilingual LangID.
Chapter 7 presents a case study in “oﬀ-the-shelf” LangID. In Chapter 2, we identi-
ﬁed a range of “oﬀ-the-shelf” language identiﬁers, i.e. software systems that included
pre-trained models, such that they could be used to predict the language of a doc-
ument without the user having to provide any training data. Based on our results
in Chapter 4, it is questionable whether such systems would perform well on a novel
and challenging domain. We thus carried out an empirical evaluation of 8 such sys-
tems as applied to Twitter messages, which are challenging due to the short length
of each message and the informal tone, which leads to many linguistic irregularities.
One key challenge in evaluating LangID on Twitter is the lack of datasets of Twitter
messages annotated for language that have a broad coverage of languages. We tested
the systems on existing datasets of language-labeled Twitter messages and found that
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performance was generally good in datasets that covered a small number of western
European languages, but was not as good in datasets that covered a broader spec-
trum of languages. To gain a more complete picture of the situation, we developed a
“mostly-automated” method to collect Twitter messages that leverages the identity
of the user to determine the language of messages, thus avoiding the direct applica-
tion of LangID tools to construct a collection for evaluation of LangID. The dataset
we constructed consists of 14178 messages across 65 diﬀerent languages. Using this
dataset, we showed that the accuracy of existing systems on Twitter messages is not
as high as the accuracy reported in other domains. We also identiﬁed three systems
that were relatively robust in the Twitter domain, including langid.py, a system
based on our work in Chapter 5. Thereafter, we evaluated a number of techniques
for adapting oﬀ-the-shelf LangID to a new domain. We found that bootstrapping
additional in-domain training data was ineﬀective, and that the largest improvement,
though still relatively small, was obtained by combining the predictions of three sys-
tems through a majority vote. Another small improvement was obtained by removing
Twitter-speciﬁc content from messages. Finally, we provided a brief comparison to
the “oﬃcial” language predictions included in the Twitter API, and found that the
API predictions are comparable in accuracy to state-of-the-art oﬀ-the-shelf language
identiﬁers. One important observation is that a number of languages in use on Twit-
ter appear to be unsupported by the language identiﬁer of the Twitter API at the
time of writing, underscoring the need for further research to broaden the scope and
accuracy of LangID of Twitter messages.
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8.1 Future Work
In this thesis, we addressed several aspects of generalized LangID that have so
far been under-represented in the literature. We have made progress on dealing
with variation in a language between diﬀerent sources of text, and with LangID of
documents that may contain text in more than one language. However, when it comes
to eliminating assumptions made in LangID this is still just the tip of the proverbial
iceberg; there are a number of areas that remain unexplored. In this section, we
identify a number of such areas, as speculate on recent advances in machine learning
and natural language processing that may yield insight into how to best tackle the
issues.
8.1.1 Document Representation
One area that we focused extensive eﬀort on in the course of this thesis is the
design of a document representation that is suitable for LangID. As we discussed in
Chapter 5, the key attribute that such a representation must have is that documents
in the same language should, under the given representation, look similar regardless
of the source they are drawn from, and at the same time be as diﬀerent as possible
from documents in any other language from any other source under the same repre-
sentation. Our solution to this problem is a method of feature selection that takes
into account both the language of a document and the source of text it is drawn
from. This yields for each language a set of language-indicative byte sequences, and
the distribution of these sequences in a document is the representation that we use. In
other words, what we have identiﬁed are sequences that occur with roughly constant
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relative frequency in any given language, regardless of the source of the document.
This approach was shown to be eﬀective in Chapter 5, and its simplicity has a num-
ber of advantages at the implementation level as it makes the derived classiﬁer very
simple and therefore very fast. That such an approach should even work is a novel
result on its own, as it tells us something about language that is illustrated in Fig-
ure 5.2, in particular that 4-byte sequences are either strongly associated with source
of text or with language; there is very limited middle ground in terms of features
that are strongly associated with language and also with domain. However, even in
the features strongly associated with language there is some variation in the strength
of association with domain. Our approach so far has been to seek the features that
are most strongly associated with language while being weakly associated with do-
main. The problem with this is that it discards potentially useful information from
the slightly lower-ranked features. A simple method to demonstrate this would be
to discard the top-N features and use the next-N features instead, which is likely to
yield a classiﬁer that is still above baseline (a similar argument was used by Joachims
(1998) to argue for Support Vector Machines in Text Categorization). By only se-
lecting a small number of features per language, our accuracy suﬀers in domains that
have relatively short documents, such as Twitter. A more conservative approach
could attempt to model each feature in terms of both its per-language as well as its
per-domain predictivity, in order to leverage information from a broader range of
features.
Another issue with the feature selection that we presented is that features are
scored independently, which leads to redundancy in the feature set. Very often, for
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any byte 4-gram included, we also see all the 2-grams and 3-grams that the 4-gram
can be broken down into, as well as 4-gram sequences with a 3-byte overlap. This
independent scoring can cause problems, as we saw in the case of IGdiff versus LD
(Section 5.5.3), where the global feature selection would select features that were only
representative of a small number of languages. A more sophisticated feature selection
method may be able to eliminate some of the redundancy in the feature set.
Another area that merits further analysis is the set of features that are discarded
through this selection. Our hypothesis has been that the features we reject are more
strongly associated with diﬀerences between domains than language diﬀerences. We
may wish to revisit these features and examine them more closely in order to un-
derstand what sorts of diﬀerences these are, and evaluate whether it is possible to
extract some additional information for LangID from the features we have currently
rejected.
One aspect that is still relatively poorly understood is the eﬀect of character
encoding on LangID. In this thesis, we used data from a variety of encodings, but the
majority of it was encoded in UTF8. As noted in Section 2.5.7, work to date has dealt
with issues of encoding in various ways, but no real work has been done to investigate
and compare diﬀerent ways to handle encoding. As always, data availability is a
problem, though this could partially be alleviated by transcoding existing document
collections. There are still some outstanding issues with this: (1) it is not clear what
encodings should be used in what languages, and furthermore in what proportions,
and (2) the use of encoding may not be entirely independent of the document content
– modern user-generated content is likely to be in a Unicode encoding, archived news
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text may tend be in legacy encodings, and web content is likely to be in a mixture
of both. Another point of comparison in handling multiple encodings for the same
language is whether to treat all documents in the same language as a single class,
or to treat each combination of encoding and language as a distinct class. Work to
date has used both approaches (see Section 2.5.7), but no direct comparison has been
made. The interaction between encoding and other aspects of document content is
an interesting area well suited to further investigation.
8.1.2 Learning Algorithms
In Chapter 5, we argued that “simpler” learning algorithms were better suited to
LangID because the class of decision boundaries that they are able to express more
closely matches the “natural” decision boundaries of LangID problems due to their
inherent property of invariance to document length. In terms of generalization er-
ror, simpler decision boundaries generally reduce variance at the expense of increased
bias (underﬁtting), whereas more complex boundaries reduce bias at the expense of
increasing variance (overﬁtting). However, in the speciﬁc case of LangID, the use of
“simpler” learning algorithms, which produce relatively simple decision boundaries,
has served to eliminate a speciﬁc bias induced by the average length of documents
possibly being diﬀerent in diﬀerent languages. This is even more important in gener-
alized LangID, where diﬀerences in length can easily result from diﬀerences between
the sources of text used to train a classiﬁer rather than actual diﬀerences between
languages. As we have discussed in Section 8.1.1, our current approach to document
representation is eﬀective but discards potentially useful information. Similarly, the
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use of “simpler” learning algorithms to enforce insensitivity to document length is
crude but eﬀective. However, in terms of the actual task, the key point is the elim-
ination of the underlying bias rather than the speciﬁc implementation. The use of
“simpler” learning algorithms has a disadvantage, in that it limits the classiﬁer’s
ability to ﬁt a more sophisticated decision boundary. As we eliminate biases through
means such as the aforementioned cross-domain feature selection and enforcing in-
sensitivity to document length, we expect variance to play a larger part in the overall
generalization error. It therefore stands to reason that more sophisticated learning al-
gorithms may be able to better control this variance, provided that the biases we have
identiﬁed are similarly accounted for. Another notable similarity between the three
systems examined in Chapter 4 is that all three use a generative model of language.
As noted in Section 2.4, discriminative models have been considered in LangID and
have been noted to be particularly eﬀective in discriminating between closely-related
languages, where their main advantage over generative models is in their inherent
use of “negative evidence”, identifying features that are strongly predictive of a doc-
ument not being written in a speciﬁc language. However, there is a broader question
of whether either generative or discriminative models are more suited to LangID in
general, especially in the context of generalized LangID. Where LangID is treated as
a supervised learning task, it may be the case that discriminative models are more
eﬀective, as is generally thought to be the case in any supervised learning task. How-
ever, most discriminative models cannot be easily extended to model more complex
dependencies such as in the type of cross-domain or domain-agnostic learning required
for generalized LangID. The naive solution, simply ignoring domain, risks overﬁtting
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as the learning algorithm may learn discriminant features that distinguish between
diﬀerent sources of text rather than diﬀerent languages. Nonetheless, given that our
feature selection aims to eliminate this source of bias, it may still be worthwhile to
further investigate discriminative training in the context of generalized LangID.
In our analysis in Chapter 5, we also found that VectorSpaceModel generally
underperformed RanklistModel and LikelihoodModel. Error analysis in Sec-
tion 5.6.6 highlighted some interesting observations that may be interesting to explore
further. In Section 5.6.6, we speculated that the poor accuracy of VectorSpace-
Model may be due to the classiﬁer still learning source-speciﬁc clusters for each
language despite the use of LD features, with closely-related languages appearing as
interceding clusters between other clusters for the same language. We did not test
this hypothesis in this thesis, but it would be of interest to do so in future work.
If this is the case, it would suggest that under VectorSpaceModel is generally
less suited to generalized LangID than LikelihoodModel and RanklistModel
as it is more sensitive to intra-lingual diﬀerences between sources, or perhaps that an
alternative feature selection to LD is needed to work with VectorSpaceModel.
8.1.3 Closely-related Languages
In Section 2.5.6, we identiﬁed many sets of closely-related languages that had been
investigated in the literature from the perspective of classifying documents according
to their language/dialect/variety. Work to date has generally been able to separate
documents within a set of closely-related languages to a high degree of accuracy,
but little work has been done in integrating the results back into a more generalized
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LangID system. Results from the VarDial discriminating between similar languages
shared task (Zampieri et al. to appear) suggest that a viable approach is a two-level
hierarchical classiﬁcation, where the group of languages is identiﬁed ﬁrst, followed
by a per-group classiﬁer. Open issues in this area surround the details such as how
to automatically determine the sets of languages for which a second-level classiﬁer
is required. For this, there is potential to draw on extensive work in linguistics on
language phylogeny.
8.1.4 Number of Languages
The datasets we compiled for this thesis cover 145 languages, which is a respectable
number compared to previous work (Table 2.2) but is also a far cry from the 7000+
languages cataloged as living by the Ethnologue (Gordon 2005). Some work has
attempted to expand the set of languages covered by a single system into the thou-
sands (Brown 2013), but our evaluation in Chapter 7 of whatlang, the oﬀ-the-shelf
implementation of this method, found that the system suﬀered in terms of accuracy
because it predicted many languages that were not present in the test data. Collecting
suﬃcient training data for many of the “long-tail” languages is an ongoing problem,
though there are a number of eﬀorts to compile data from a variety of sources, such
as ODIN (Xia et al. 2010a), as well as the Crúbadán project (Scannell 2007). How-
ever, these are not eﬀorts to build a broad-scope LangID system, but rather eﬀorts
to collect data for under-resourced languages and are one of the main consumers of
such a broad-scope LangID system. In developing broad-scope LangID, an important
question to be answered is how much data do we need to model a language? The
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results in this thesis suggest that there may not be a simple answer to this question;
accuracy varies according to the number and variety of other languages modeled, as
well as in the diversity of the data available to model a speciﬁc language. In modeling
lower-density languages on the basis of limited amounts of text in Section 6.6.1, we
still saw that having multiple sources for the same language was useful, and that the
utility was not just due to the increased amount of training data.
8.1.5 “Unseen” Languages
Many of the LangID systems we have examined will always make a prediction
from the closed set of languages they have training data for, and as we saw in Chap-
ter 7 this can be problematic when a target domain includes languages for which the
LangID system does not have training data, because the precision of prediction in
other languages will be adversely aﬀected. This suggests that developing a language
identiﬁer that is able to identify when a document is unlikely to belong to any of the
languages for which we have training data. We discussed a number of approaches
for this in Section 2.5.3, where we found that this problem is typically tackled by
thresholding on a conﬁdence score produced by a classiﬁer, a technique that is used
to reasonable eﬀect in ChromeCLD, an oﬀ-the-shelf language identiﬁer. However, an-
other possible approach that has yet to be explored in the literature is the extension
of the generative mixture models to “unknown” LangID. In Chapter 6, we discussed
the analogy between topic modeling and LangID over multilingual documents, and
showed how generative mixture models have been used to tackle both problems. An
issue that has plagued topic modeling is the need to specify the number of topics in
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advance. A recent development in topic modeling is the use of non-parametric mix-
ture models such based on a Hierarchical Dirichlet Process (Teh et al. 2006a), which
provide the ability to identify “new” topics. Similar reasoning could likely be applied
in order to identify “new” languages.
8.1.6 Multilingual Documents
The method that we proposed for LangID of multilingual documents in Chapter 6
has at its core a model that is very similar to that used in LDA for topic modeling.
One aspect of this model is that it maintains an explicit mapping between tokens
and labels, which is inferred through the use of Gibbs sampling. This approach has
been popular because it is relatively simple to implement and produces reasonable
results, but has the disadvantage of being computationally intensive (and inherently
diﬃcult to parallelize) due to the iterative sampling required. It may be possible
to reduce the computational cost through alternative methods of inference such as
collapsed variational inference (Teh et al. 2006b). Alternatively, since the individual
topic assignments are not directly useful in terms of identifying languages present and
their relative proportions in a multilingual document, it may be possible to integrate
the mapping between tokens and languages out entirely, which should result in a
Dirichlet posterior that we can sample from.
8.1.7 Text Segmentation by Language
In Chapter 6, we evaluated our method for LangID in multilingual documents
against SegLang (Yamaguchi and Tanaka-Ishii 2012), a system that segments mul-
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tilingual documents into monolingual segments, and found that SegLang achieved
relatively poor precision due to a tendency to over-segment a document. One of the
motivations given for developing multilingual LangID is to answer a call by King
and Abney (2013) for exactly such a method in order to complement their research
on word-level LangID, which assumes that the languages present in a document are
known in advance. The combination of our method and the method of King and
Abney (2013) could thus be used to segment an arbitrary document by language, and
could be compared to that of Yamaguchi and Tanaka-Ishii (2012) in the context of
constructing corpora for low-density languages using the web.
Another approach to this task may be to leverage work on changepoint detection,
which aims to identify abrupt changes in the generative parameters of sequential data.
Such a model appears to be a good ﬁt for the problem of detecting and segmenting
text written in one language concatenated to text written in another language, and
so it may be possible to apply Bayesian techniques for online changepoint detection
(Adams and MacKay 2007) to the task of text segmentation by language. Text
segmentation by language also bears some similarity to the problem of ﬁnding subtopic
paragraphs using distributional features (Hearst 1997), and could be tackled with
similar algorithms.
8.1.8 LangID of Short Texts
One of the challenges we identiﬁed in LangID of Twitter messages (Chapter 7)
is that the short length of the messages provides relatively little data on which to
base a classiﬁcation. This is perhaps one of the vulnerabilities of the method we
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describe in Chapter 5, which through feature selection discards a large part of the
message. We found that Twitter was one of the few domains in which increasing
the number of features selected per-language from 50 to 300 produced an appreciable
increase in LangID accuracy. As discussed in Section 2.5.5, LangID of short texts
has broad applicability beyond social medial messages, to tasks such as LangID of
search engine queries or perhaps also word-level LangID in multilingual documents.
The challenge is thus to make full(er) use of the information available in a short text.
Nakatani (2012) proposes the use of “all substring” features (Okanohara and Tsujii
2009) for this purpose, which are implemented in the LDIG system which we showed
to be highly eﬀective in the limited set of languages it supports in Chapter 7. Future
work in this area could also draw on related work in language models, particularly on
smoothing techniques such as Kneser-Ney interpolation (Chen and Goodman 1999),
to better estimate the probability of n-gram sequences not seen in the training data.
8.1.9 Contextual information for LangID
Our focus in this thesis has been on LangID of documents based solely on their
textual content, without using any information about the source of the text. In Chap-
ter 4, we showed that there are characteristics of languages that are consistent between
diﬀerent sources of text, and that can be exploited to train a generalized language
identiﬁer. However, as we discussed in Section 2.5.8, there are often domain-speciﬁc
contextual features that can be useful for identifying the language of a text. These
features can be in the form of explicit metadata available only in a speciﬁc domain,
such as geolocation information or user identity, or it can be in the form of domain-
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speciﬁc characteristics, which we have explicitly tried to reject in constructing our
robust document representation. Since we have seen that LangID systems trained on
in-domain data generally outperform systems trained on generalized data, a diﬀerent
approach to generalized LangID is to have a collection of domain-speciﬁc LangID sys-
tems, and generalize their predictions, either through an ensemble approach similar
to the one we used in Chapter 7, or perhaps through hierarchical classiﬁcation, where
a document is ﬁrst classiﬁed by domain, and thereafter a domain-speciﬁc classiﬁer is
applied. Another approach is to model this as a multi-view learning problem, where
we model the text content of a document as one view, and the document-external
context as an alternative view.
In this thesis, we have only had the opportunity to explore domain-speciﬁc LangID
in Twitter (Chapter 7). However, there are a number of areas where it may be in-
teresting to further explore domain-speciﬁc approaches. One such area is in dealing
with machine-translated text: Machine-translated documents are known to have dif-
ferent characteristics from “natural” documents (Baroni and Bernardini 2006), so it
is plausible that we can improve the accuracy of LangID by taking advantage of these
characteristics when a document is known to be machine-translated. There is also
demand for robust NLP tools for historical documents resulting from digital human-
ities research and cultural heritage projects, as languages are known to change and
develop over time, and these changes can be detected by automatic methods and used
to date text (Niculae et al. 2014). The work in this thesis could perhaps be adapted
to date-sensitive LangID, by attempting to identify characteristics of a language that
have remained relatively invariant over time.
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The assumption that no unlabeled documents from the same source are available
reﬂects a common use case for LangID, but limits the applicability of techniques
from general areas such as domain adaptation and robust learning. In many cases,
additional unlabeled text in the target domain may be readily available, such as
in digital forensics, e-discovery of legal documents, or linguistic corpus creation from
web data. In such settings, techniques such as structural correspondence learning, co-
training, importance weighting and model regularization may further improve LangID
accuracy by taking domain-speciﬁc information into account.
8.1.10 Standardized LangID evaluation
In Section 2.5.9, we discussed how objective comparison of diﬀerent methods for
LangID is diﬃcult due to the diﬀerent data that authors have used for training and
evaluation, and looked at the characteristics of some of the more popular sources.
As we hope to have convinced the reader in the course of this thesis, LangID is an
interesting and nuanced problem and could serve as an excellent test-case for future
work on the application of learning techniques to text, including subproblems such
as representation learning, semi-supervised learning, multi-view learning and domain
adaptation. For this to be possible, there is an underlying need for standardized
corpora for evaluation, and standardized metrics to evaluate against. From our dis-
cussion in Section 2.2.4, it is clear that there is some diversity in metrics used and the
aspects of the problem they capture. Future work in this area should work towards
establishing fully-reproducible results, through the release of training and test data
and accompanying software to reproduce experimental results where possible. One
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possible pathway to facilitate this is by separating the work of data generation from
the problem solving aspects through the organization of shared tasks (see Table 2.4 on
page 80). Shared tasks generate published training and test data and use standard-
ized evaluation metrics to allow comparability between participants, and have been
very successful in driving participation in other research areas (e.g. TREC for infor-
mation retrieval or SemEval for computational semantic analysis). Similar shared
tasks have started exploring aspects of the LangID problem, including discriminating
between similar languages (Zampieri et al. 2014) and multilingual documents (Bald-
win and Lui 2010b). A general, broad-coverage LangID shared task has yet to be
proposed, and would be an excellent means to encourage further research in LangID.
One challenge in setting up such a shared task is in constructing an evaluation that
would allow us to compare diﬀerent systems on a broad range of input distributions.
8.2 Closing Remarks
In this thesis, we explored generalized language identiﬁcation, the problem of
determining what natural language a document (or part there of) is written in. In
the course of our discussion, we have shown that this is a problem that has attracted
interest from a diverse variety of research communities. Furthermore, it is a nuanced
problem with many diﬀerent aspects and open issues that hold great promise for future
research. We have only been able to tackle a small portion of the open questions in
this thesis, but nonetheless we hope that the results and discussion have provided the
reader with some insight into the task, and that this thesis may serve as a reference
to motivate, encourage, and guide future work in LangID.
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