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DIRAC BRUSHES (OR, THE FRACTIONAL FOURIER
TRANSFORM OF DIRAC COMBS)
JOE VIOLA
Abstract. In analogy with the Poisson summation formula, we identify when
the fractional Fourier transform, applied to a Dirac comb in dimension one,
gives a discretely supported measure. We describe the resulting series of com-
plex multiples of delta functions, and through either the metaplectic represen-
tation of SL(2,Z) or the Bargmann transform, we see that the the identification
of these measures is equivalent to the functional equation for the Jacobi theta
functions. In tracing the values of the antiderivative in certain small-angle
limits, we observe Euler spirals, and on a smaller scale, these spirals are made
up of Gauss sums which give the coefficient in the aforementioned functional
equation.
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1. Introduction
1.1. Setting and main results. For r > 0, we consider the Dirac comb
(1.1) xr(x) =
√
r
∑
k∈Z
δ(x− rk)
as a distribution in the dual Schwartz space S ′(R), meaning that the Dirac comb
is defined via its action f 7→ √r∑k∈Z f(rk) on rapidly decaying smooth functions.
We write the Fourier transform as
(1.2) Ff(ξ) = i−1/2
∫
e−2piixξf(x) dx
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2 DIRAC BRUSHES
(with the convention i−1/2 =
√−i = e−pii/4); the normalizations for F and xr are
both chosen to respect the metaplectic representation (Section 3.1).
The Poisson summation formula is, in the sense of distributions,
(1.3) Fxr(x) = i−1/2x1/r(x).
Since Fxr(x) = (i/r)−1/2
∑
k∈Z e
−2piirkx, the Poisson summation formula implies
remarkable cancellations for the oscillating functions e−2piirkx, in that their sum
vanishes on R\ 1rZ in the distributional sense. We can interpret this cancellation as
arising after rotating the Dirac comb by an angle of −pi/2 in phase space, which
is the action of the Fourier transform. We can rotate a function in phase space by
other angles using the fractional Fourier transform.
Definition 1.1. For α ∈ (−2, 2)\{0}, the fractional Fourier transform has integral
kernel
(1.4) Fαf(x) = 1√
i sin(piα/2)
∫
e
pii
sin(piα/2)
(cos(piα/2)(x2+y2)−2xy)f(y) dy.
Our convention for the square root is that the real part should be positive. Natu-
rally, F0f = f , and one extends the definition to any α ∈ R via F2f(x) = −if(−x).
Therefore Fα+2kf(x) = e−pii2 kFαf((−1)kx) for any k ∈ Z and α ∈ (−2, 2).
This work is devoted to answering the question of whether cancellations occur
when rotating a Dirac comb in phase space by other angles. A geometrically natural
answer, which happens to be correct, is that cancellations occur if and only if the
rotation by −piα2 of the lattice rZ× 1rZ gives a discrete set when projected onto the
first coordinate, which may be phrased as follows.
Theorem 1.2. For α ∈ R and r > 0, the fractional Fourier transform (Definition
1.1) of the Dirac comb (1.1), Fαxr, has discrete support if and only if r cos piα2 and
1
r sin
piα
2 are linearly dependent over Z. Otherwise, suppFαxr = R.
In the case where r cos piα2 and
1
r sin
piα
2 are linearly dependent over Z, one can
deduce (Remark 1.8 below) that there exist a, b ∈ Z relatively prime such that
(1.5) e
piiα
2 =
1
s
(a
r
+ ibr
)
, s =
√
(a/r)2 + (br)2.
We show that when Fαxr has discrete support, it is a Dirac comb multipled by
an oscillating Gaussian factor e−piitx
2
and with a possible half-integer shift in phase
space described in (2.1). When c, d ∈ Z are such that ad − bc = 1, this Gaussian
factor depends on
(1.6) t =
ac
r2
+ bdr2.
(The choice of (c, d) is not unique but this does not change the result; see Remark
4.2.) Because of this Gaussian factor, the delta-functions which make up Fαxr
point in many directions in the complex plane, so their sum resembles a brush
instead of a comb. (See Figure 1.1.)
Theorem 1.3. Let α ∈ R and r > 0 be such that, as in (1.5), epii2 α = 1s (a/r+ ibr)
for a, b ∈ Z relatively prime and s > 0. Let c, d ∈ Z be such that ad − bc = 1, and
let t = ac/r2 +bdr2 as in (1.6). Recall the definitions of the Dirac comb xr in (1.1)
and the fractional Fourier transform Fα in Definition 1.1.
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Then there exists some µ0 ∈ C\{0} such that
(1.7) Fαxr(x) = µ0e−piitx2−piicdsxx1/s(x− ab
2s
).
We separately identify the coefficient µ0 in Section 4, which corresponds to the
functional equation for Jacobi theta functions as described in Section 3.3.
Theorem 1.4. The constant µ0 in Theorem 1.3 is an eighth root of unity which
depends only on a, b, c, d and whether α ∈ (−2, 2] modulo 8.
Remark 1.5. The terms piicdsx and ab2s in (1.7) depend only on the parity of cd and
ab, since
e2piisxx1/s(x) = x1/s(x− 2
2s
) = x1/s(x).
Furthermore, at least one of ab and cd must be even because ad− bc = 1.
Remark 1.6. We discuss several symmetries for µ in Section 4. We note here that
the dependence on whether α ∈]−2, 2] modulo 8 is an ambiguity regarding the sign
only, which comes from the fact that e
pii
2 (α+4) = e
pii
2 α while Fα+4 = −Fα.
We also note that Fαxr is an even distribution (regardless of whether the sup-
port is discrete or not) because xr is even and the reflection f 7→ f(−x) can be
written as f(−x) = iF2f(x) which commutes with Fα:
Fαxr(−x) = iF2Fαxr(x) = Fα(iF2xr)(x) = Fαxr(x).
Remark 1.7. We express Fαxr(x) in Theorem 1.3 using multiplication by e−piitx2 ,
primarily because this multiplication is a metaplectic operator. Another natural
way to write these objects is as the sum of Dirac masses localized on (possibly
half-)integer multiples of 1s , as described in detail in Remark 3.6:
(1.8) Fαxr(x) = µ0s−1/2
∑
k∈Z+{ ab2 }
e−
piit
s2
k2−piicdkδ(x− k
s
).
Remark 1.8. Let us suppose that r cos piα2 and
1
r sin
piα
2 are linearly dependent over
Z. To see that (1.5) holds, note that there exist a′, b′ ∈ Z not both zero (and,
without loss of generality, relatively prime) such that
(1.9) b′r cos
piα
2
− a
′
r
sin
piα
2
= 0.
Consequently, s′ = (a′/r − ib′r)epiiα2 is nonzero (as the product of a two nonzero
complex numbers) and real (since the imaginary part vanishes by choice of a′, b′).
We obtain e
piiα
2 = s
′
(a′/r)2+(b′r)2 (a
′/r+ib′r), allowing us to conclude that (1.5) holds
with (a, b) = (sgn s′)(a′, b′) and s = |s′|. (The fact that s = √(a/r)2 + (br)2 follows
because |epiiα2 | = 1.)
1.2. Illustrations of some “Dirac brushes”. To give a concrete example of
Theorem 1.3, let a = b = r = 1 and take c = 0, d = 1 so that s =
√
2 and t = 1. In
this case, µ0 = 1 (see Section 4), and one can compute that
F1/2x1(x) = 2−1/4e−pii8
∑
k∈Z
γkδ
(
x− k + 1/2√
2
)
,
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where
γk = e
−pii2 (k2+k) =
{
1, k ≡ 0, 3 (mod 4)
−1, k ≡ 1, 2 (mod 4).
We illustrate this distribution at the top of Figure 1.1, where we illustrate functions
f : R→ C as curves in R× C ∼= R3.
For comparison, we also illustrate Fαx1 for cot(piα/2) = 20/21 and 200/201
(chosen arbitrarily among fractions near 1), allowing us to see that the “diameter”
and spacing for these brushes, s−1/2 and s−1 respectively, tend to zero as s =√
a2 + b2 becomes large.
Let us consider the third example, where e
piiα3
2 = (80401)−1/2(200 + 201i). The
result of Theorem 1.3 with c = −1, d = −1, and t = −401, expressed as in (1.8), is
Fα3x1(x) = e
−pii/4
(80401)1/4
∑
k∈Z
epii
401
80401k
2
δ(x− k√
80401
).
To illustrate that this intimidating expression is far from random (despite appear-
ances in Figure 1.1), in Figure 1.2 we plot the antiderivative
Πα(X) =
∫ X
0
Fαx1(x) dx,
described in Definition 3.7, for the three examples in Figure 1.1 as well as for α4
satisfying cot piα42 =
2000
2001 . We see that the graphs of Πα3 and Πα4 become quite
similar to the graph of Πα1 for α1 = pi/4, up to a spiraling error discussed in Section
7.3.
1.3. Context and plan of paper. The author has often worked with (complexi-
fied) metaplectic operators [14] and happened upon this problem performing some
numerical approximations. (It suffices to replace α by α − iε to obtain super-
exponential convergence.) One immediately sees surprising and complicated struc-
ture behind the natural question of the interaction between a Dirac comb and the
fractional Fourier transform, where the latter can be understood as the Schro¨dinger
evolution of the quantum harmonic oscillator (Remark 3.3).
The objects considered are central to the theory of modular forms, about which
the author knows very little. The connection with the metaplectic representation is
well-established; see for instance [10]. The author would certainly be interested to
find out to what extend this work runs in parallel to (or duplicates) works already
established in that domain or elsewhere.
In studying this question, one is naturally led to prioritize the metaplectic rep-
resentation and its associated (somewhat peculiar) normalizations, already seen in
(1.1) and (1.2). As shown in Section 4, the symmetries giving Theorem 1.4 (or,
equivalently, the functional equation for the Jacobi theta functions) come from a
relatively short list of metaplectic identites. Specifically, one commutes half-integer
shifts (2.2) and metaplectic operators (3.3) with straightforward linear algebra,
and one can compose metaplectic operators (Lemma 3.14) via their associated
linear maps with some occasional sign considerations. The particularities of the
Dirac comb appear in the application of integer shifts (2.3), the Poisson summation
formula (1.3), and the seemingly elementary fact that epiix
2−piixx1 = x1 because
k2 ≡ k (mod 2) for k ∈ Z. Geometrically, this says that a shear in phase space (3.8)
acts on the Dirac comb in the same way as a half-integer momentum shift, and this
fact alone accounts for all half-integer shifts in the proof of Theorem 1.4.
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Figure 1.1. Plots, where f(x) is plotted as (horizontal, vertical,
depth) = (x,<f(x),=f(x)), of Fαx1(x) where cot piα2 = 11 , 2021 , 200201 .
Here, γδ(x− x0) is represented by the corresponding line segment
from (horizontal, vertical, depth) = (x0, 0, 0) to (x0,<γ,=γ).
The plan of this paper is as follows. In Section 2 which follows, we introduce shifts
in phase space and their interaction with the Dirac comb and the fractional Fourier
transform, and then we prove Theorems 1.2 and 1.3. We introduce the metaplectic
point of view in Section 3; this allows us to rephrase Theorem 1.3 in terms of the
Dirac comb being an eigenfunction of certain shifted metaplectic operators. We
also obtain the relation between Theorem 1.3 and the functional equation for the
Jacobi theta functions. In Section 4 we use symmetries given by the metaplectic
representation to obtain the coefficient µ following the algorithm in [12]. In Section
5 we show that, with the Bargmann transform, one can deduce Theorem 1.3 from
the functional equation, and we also can establish a type of weak boundedness used
later to show weak continuity of the family {Fαxr}α∈R. In Section 6 we consider
periodicity and parity of Fαxr. Section 7 concerns continuity of {Fαx1}α∈R:
this family is wildly divergent in absolute value in the sense of complex measures,
yet continuous when “smoothed” by the harmonic oscillator raised to any power
less than −1/2. Its antiderivative is not locally uniformly continuous, but we can
understand some of its behavior as α → 0 as approaching Fresnel integrals, and
within these Fresnel integrals we can analyze repeating patterns which give the
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Figure 1.2. Plots, where f(x) is plotted as (horizontal, vertical,
depth) = (x,<f(x),=f(x)), of the antiderivatives of the three mea-
sures in Figure 1.1 plus, at the bottom, where cot piα2 =
2000
2001 .
coefficient µ in terms of Gauss sums. The last section is devoted to the question,
not answered here, of what happens when Theorem 1.2 gives suppFαx1 = R:
numerically, it certainly seems that the antiderivative converges, but to a rough
and possibly self-similar function.
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2. Direct proof of Theorems 1.2 and 1.3
2.1. Shifts in phase space and the fractional Fourier transform. This paper
is essentially an application of the theory of metaplectic operators applied to shifts
in phase space. Behind all these objects, of course, is the language of symplectic
linear algebra, but we minimize the use of this language in the hopes of giving a
more approchable presentation.
We define the phase-space shift for (x0, ξ0) ∈ R2 as
(2.1) S(x0,ξ0)f(x) = e−piix0ξ0+2piiξ0xf(x− x0).
One can readily verify the composition law
(2.2) S(x1,ξ1)S(x2,ξ2) = epii(ξ1x2−x2ξ1)S(x1+x2,ξ1+ξ2).
When (jr, k/r) ∈ rZ × 1rZ, the Dirac comb xr in (1.1) is an eigenfunction ofS(jr,k/r) with eigenvalue 1 or −1:
(2.3) S(jr,k/r)xr = e−piijkxr, ∀j, k ∈ Z.
Moreover, any distribution f such that S(r,0)f = S(0,1/r)f = f must be a multiple
of the Dirac comb xr, a classical fact which we recall in Lemma 3.18 below. In this
way, (2.3) defines xr up to constants.
The fractional Fourier transform acts on shifts, via conjugation, by rotating the
shift: defining
(2.4) Fα =
(
cos piα2 sin
piα
2− sin piα2 cos piα2
)
,
one has
(2.5) FαS(x0,ξ0) = SFα(x0,ξ0)Fα, ∀(x0, ξ0) ∈ R2.
This is but one example of the action of a metaplectic operator acting on shifts,
discussed in more generality in Section 3.1, but it is sufficient to prove Theorems
1.2 and 1.3.
Example 2.1. For the Fourier transform, the standard identity
(Ff(· − x0)) (ξ) = e−2piix0ξ(Ff)(ξ)
can be written in terms of (2.5) with α = 1 as
FS(x0,0) = S(0,−x0)F .
The presence of the factor e−piix0ξ0 in the definition (2.1) significantly simplifies
expressions like FS(x0,ξ0) = S(ξ0,−x0)F because constants arising from changes of
variables cancel.
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2.2. Proof of Theorems 1.2 and 1.3. We now prove Theorems 1.2 and 1.3 using
the Egorov relation (2.5) for the fractional Fourier transform. We also use (2.3)
and the idea behind the classical Lemma 3.18: when v ∈ D′(R) is a distribution
and f ∈ C∞(R) is smooth with simple isolated zeros, fv = 0 implies that v is a
series of delta-functions supported on {f = 0}.
Proof of Theorem 1.2. To simplify notation, let us write
ρ1 = cos
piα
2
, ρ2 = sin
piα
2
so that e
piiα
2 = ρ1 + iρ2.
Applying (2.5) to (2.3) gives, for any j, k ∈ Z,
(2.6)
Fαxr(x) = FαepiijkS(jr,k/r)xr(x)
= epiijkS(jrρ1+kρ2/r,−jrρ2+kρ1/r)Fαxr(x)
For any distribution v, suppS(x0,ξ0)v = supp v+{x0}. Therefore for every j, k ∈ Z,
suppFαxr = suppFαxr + {jrρ1 + kρ2/r}.
If r cos piα2 and
1
r sin
piα
2 are linearly independent over Z, we can make
jrρ1 +
k
r
ρ2 = jr cos
piα
2
+
k
r
sin
piα
2
arbitrarily small by Dirichlet’s Approximation Theorem (for example, [11, Sect.
1.2]. Furthermore, {jrρ1 + kρ2/r}(j,k)∈Z is a subgroup of R that now contains
arbitrarily small elements, so it and suppFαxr are dense. Since suppFαxr is
closed, we have shown that suppFαxr = R.
On the other hand, if rρ1 = r cos
piα
2 and ρ2/r =
1
r sin
piα
2 are linearly dependent
over Z, as in Remark 1.8 we may choose a, b ∈ Z relatively prime and s > 0 such
that e
piiα
2 = 1s (a/r + ibr) as in (1.5). Replacing ρ1 with a/(rs) and ρ2 with br/s
and setting (j, k) = (b, a) in (2.6) gives jrρ1 + kρ2/r = 0 and
−jrρ2 + kρ1
r
=
1
s
(b2r2 +
a2
r2
) = s,
so
Fαxr = epiiabS(0,−s)Fαxr = e−2pii(sx− ab2 )Fαxr.
Consequently,
suppFαxr ⊆ {x : e−2pii(sx− ab2 ) = 1} = 1
s
(Z+ {ab
2
}),
which of course implies that suppFαxr is discrete. In fact, because the zeros of
e2pii(sx−
ab
2 )−1 are simple, we can conclude from [7, Thm. 3.1.16] that Fαxr(x) is a
delta-function when restricted to a sufficiently small neighborhood of any 1s (k+
ab
2 );
see the proof of Lemma 3.18, which is taken from [7, Sec. 7.2]. Therefore for some
sequence {γk}k∈Z of complex numbers,
(2.7) Fαxr(x) =
∑
k∈Z
γkδ
(
x− 1
s
(
k +
ab
2
))
.

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Proof of Theorem 1.3. We continue our analysis using (2.6) and (2.7). When e
piiα
2 =
1
s (a/r + ibr) for a, b ∈ Z relatively prime and s > 0, we minimize the shift in space
in (2.6) by setting j = d and k = −c chosen such that ad− bc = 1. Consequently,
jrρ1+kρ2/r = 1/s. Then, with t = ac/r
2+bdr2 as in (1.6) and using the expression
(2.7),
Fαxr(x) = e−piicdS(1/s,−t/s)Fαxr(x)
= e−piicd+pii
t
s2
−2pii tsxFαxr(x− 1/s)
= e−piicd+pii
t
s2
−2pii tsx
∑
k∈Z
γkδ(x− k + 1 + ab/2
s
)
=
∑
k∈Z
e−piicd+pii
t
s2
−2pii tsxγk−1δ(x− k + ab/2
s
)
=
∑
k∈Z
e−piicd+pii
t
s2
−2pii t
s2
(k+ab/2)γk−1δ(x− k + ab/2
s
).
We conclude that, in (2.7), the coefficients {γk}k∈Z obey
γk = e
−piicd+pii t
s2
−2pii t
s2
(k+ab/2)γk−1
= epiiSkγ0
when
Sk =
k∑
j=1
(
−cd+ t
s2
(1− 2j − ab)
)
= −cdk + t
s2
(k − k(k + 1)− abk)
= −cdsk + ab/2
s
− t
(
k + ab/2
s
)2
+ cds
ab
2s
+ t
(
ab
2s
)2
.
We recognize that
γk = e
−piicdsxk−piitx2k+piicdsx0+piitx20γ0, xk =
k + ab/2
s
.
Plugging back into (2.7), we obtain
Fαxr(x) = epiicdsx0+piitx20γ0
∑
k∈Z
e−piicdsxk−piitx
2
kδ(x− k + ab/2
s
)
= µ0e
−piicdsx−piitx2x1/s(x− ab
2s
)
with µ0 = s
1/2epiicdsx0+piitx
2
0γ0. This proves Theorem 1.3. 
3. Using the metaplectic representation of SL(2,R)
3.1. Introduction to metaplectic operators. The fractional Fourier transform
is but one of many metaplectic operators (we restrict our discussion to dimension
one except for Section 4.2), a closed subgroup of unitary operators on L2(R) which
are automorphisms of S (R) and S ′(R) which preserve linear forms in (x,Dx) =
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(x, 12pii
d
dx ). (See, for instance, [9].) They are in two-to-one correspondence with
matrices with real entries and determinant one,
(3.1) M =
(
a b
c d
)
∈ SL(2,R),
and when b 6= 0 (we postpone the case b = 0 for Remark 3.1), we may write the
integral kernel for M =M(M) as
(3.2) Mf(x) = 1√
ib
∫
R
e
pii
b (dx
2−2xy+ay2)f(y) dy.
We adopt the convention that the sign of the square root is such that <√ib > 0,
but −M is also a metaplectic operator, and M and −M are the only metaplectic
operators associated with M.
Our principal tool linking metaplectic operators and shifts in phase space is the
(exact) Egorov relation
(3.3) MS(x0,ξ0) = SM(x0,ξ0)M.
It is elementary to confirm this from the integral kernel (3.2); we omit the moder-
ately lengthy computation.
The metaplectic group is generated by F , scaling, and multiplication by Gaus-
sians with imaginary exponents; we define these two last families now.
For r > 0,
(3.4) Vrf(x) =
√
rf(rx), r > 0
is clearly unitary on L2(R). It also induces, in the sense of (3.3), the transformation
(3.5) Vr =
(
1/r 0
0 r
)
.
It is, in fact, through the scaling Vr that we have defined the comb xr in (1.1):
because a δ-function is homogeneous of degree −1,
(3.6) xr(x) := V1/rx1(x) = r−1/2
∑
k∈Z
δ(x/r − k) = r1/2
∑
k∈Z
δ(x− rk).
For t ∈ R, we also have
(3.7) Wtf(x) = epiitx2f(x),
which induces the transformation
(3.8) Wt =
(
1 0
t 1
)
.
Remark 3.1. We can now describe M(M) when the upper-right entry b of M is
zero. In this case we must have, for some choice of sign making a > 0,
M = ±
(
a 0
c 1/a
)
.
When the sign is positive,
M(M) = V1/aWac : f(x) 7→ a−1/2epii cax
2
f(x/a).
When the sign is negative, since F2f(x) = −if(−x) we can write
M(M) = F2V1/aWac : f(x) 7→ −ia−1/2epii cax
2
f(−x/a).
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The choice to use F2 instead of F−2 = −F2 is completely arbitrary and has no
deeper significance.
Remark 3.2. If KM(x, y) is the integral kernel of M(M), notice that KM(x, y) =
KM−1(y, x). For this reason, when 〈ϕ, f〉 = ϕ(f) is the sesquilinear dual bracket
between ϕ ∈ S ′(R) and f ∈ S (R), we still have
〈M(M)ϕ, f〉 = 〈ϕ,M(M)−1f〉.
Therefore (so long as both members are in L2(R) or one is in S ′(R) and one is in
S (R)) we treat all inner products like L2(R) across which the “unitary” operators
M(M) and S(x0,ξ0) may be passed.
Remark 3.3. The generators of the metaplectic representation are the Schro¨digner
evolutions of certain degree-two polynomials in
(x,Dx) = (x,
1
2pii
d
dx
).
The infinitesimal generator of the family of fractional Fourier transforms {Fα}α∈R
is the quantum harmonic oscillator
(3.9) Q0 = pi(x
2 +D2x) = pi
(
x2 − 1
4pi
d2
dx2
)
,
meaning that
(3.10) Fα = exp
(
−pii
2
αQ0
)
in the sense that
∂αFαf = −pii
2
Q0(Fαf)
for all f ∈ S (R).
It is quite elementary to see that the infinitesimal generator of Wt is x2 in the
same sense, since
∂te
piitx2f(x) = 2piix2(epiitx
2
f(x)).
The scaling Vr can be written using
R0 = xDx +
1
4pii
,
where the term 14pii comes from the Weyl quantization. Specifically,
Vr = exp(2pii(log r)R0),
and one could therefore make the case that is more natural to use V˜rf(x) =
er/2f(erx) as appears elsewhere in the literature. The author feels, in the end,
that the current definition of Vr is perhaps more familiar.
Similarly, shifts in phase space are also Schro¨dinger evolutions, in the sense that
S(x0,ξ0) = exp (2pii(ξ0x− x0Dx)) .
This may be checked directly or found in essentially any discussion of the Weyl
quantization.
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3.2. Restatement and proof of Theorem 1.3. We rephrase Theorem 1.3 in
terms of metaplectic operators since this simplifies the proof of Theorem 1.3 sig-
nificantly and lays the foundation for identifying the coefficient µ0. On the other
hand, the factor t = acr2 + bdr
2 appears as a deus ex machina.
Using the metaplectic definition xr = V1/rx1 presented in (3.6), Wt from (3.7),
and shifts from (2.1) which satisfy (2.3), Theorem 1.3 becomes
FαV1/rx1 = µ0epii4 abcdW−tVsS( ab2 ,− cd2 )x1.
We can solve for x1 on the right, obtaining
S(− ab2 , cd2 )V1/sWtF
αV1/rx1 = µx1, µ = epii4 abcdµ0.
A straightforward computation, presented in Lemma 3.10, shows that under the
hypotheses of Theorem 1.3 and when α ∈ (−2, 2],
(3.11) V1/sWtFαV1/r =M(M), M =
(
a b
c d
)
∈ SL(2,Z).
Conversely, allowing for any α ∈ R and varying choices of t (Remark 4.2), every
±M(M) for M ∈ SL(2,Z) can be obtained in this manner.
Of course, e
pii
4 abcd is an eighth root of unity. We may also, remaining within the
set of eighth roots of unity, replace (ab,−cd) by any other (q, p) ∈ Z2 with the same
parity, since by (2.2) and (2.3), whenever (q, p) = (q′, p′) (mod 2),
(3.12)
S( q2 , p2 )x1 = S( q′2 , p′2 )S(− q′2 ,− p′2 )S( q2 , p2 )x1
= e
pii
4 (−p′q+pq′)S
( q
′
2 ,
p′
2 )
S
( q−q
′
2 ,
p−p′
2 )
x1
= e
pii
4 (pq
′−p′q)−pii4 (q−q′)(p−p′)S
( q
′
2 ,
p′
2 )
x1
= e
pii
4 (p(q
′−q)−(p′−p)q′)S
( q
′
2 ,
p′
2 )
x1.
We therefore rephrase, and prove, Theorem 1.3 in the following equivalent way.
Theorem 3.4. Let M =
(
a b
c d
)
∈ SL(2,R), and let q, p ∈ R. Recall the defini-
tions of the Dirac comb x1 in (1.1), the shift S( q2 , p2 ) in (2.1), and the metaplectic
operator M(M) in (3.2) or in Remark 3.1.
Then there exists µ = µ(M; (q, p)) ∈ C\{0} for which
(3.13) S( q2 , p2 )M(M)x1 = µx1
if and only if M ∈ SL(2,Z) and if (q, p) ≡ (ab, cd) (mod 2).
Remark 3.5. One could equivalently say that x1 is an eigenfunction of S( q2 , p2 )M(M)
as an operator on S ′(R) if and only if M ∈ SL(2,Z) and (q, p) ≡ (ab, cd) (mod 2).
Section 4 is devoted to proving that µ(M; (q, p)) is an eighth root of unity, which
is equivalent to Theorem 1.4.
Proof. Using (2.3), the Egorov relation (3.3), and (2.2), for any j, k ∈ Z
S( q2 , p2 )M(M)x1 = epiijkS( q2 , p2 )M(M)S(j,k)x1
= epiijkS( q2 , p2 )SM(j,k)M(M)x1
= epiic0SM(j,k)S( q2 , p2 )M(M)x1
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where c0 = jk+ p(aj + bk)− (cj + dk)q is not used here. Therefore if (3.13) holds,
then for any j, k ∈ Z
x1 = epiic0SM(j,k)x1,
which can only hold if M(j, k) ∈ Z2 for all j, k ∈ Z. (If not, SM(j,k)x1 will not be
supported in Z or will not be 1-periodic.) Therefore M ∈ SL(2,Z) is a necessary
condition for (3.13).
Let us suppose then that M ∈ SL(2,Z). By the classical Lemma 3.18, it is
enough to show that
S( q2 , p2 )M(M)x1
is invariant under S(1,0) and S(0,1). Using (2.2), (3.3) where we apply M−1, and
(2.3),
S(1,0)S( q2 , p2 )M(M)x1 = e−piipS( q2 , p2 )S(1,0)M(M)x1
= e−piipS( q2 , p2 )M(M)S(d,−c)x1
= e−piip+piicdS( q2 , p2 )M(M)x1.
Similarly,
S(0,1)S( q2 , p2 )M(M)x1 = epiiqS( q2 , p2 )S(0,1)M(M)x1
= epiiqS( q2 , p2 )M(M)S(−b,a)x1
= epiiq+piiabS( q2 , p2 )M(M)x1.
We see that S( q2 , p2 )M(M)x1 is invariant under S(1,0) and S(0,1) if and only if
e−piip+piicd = epiiq+piiab = 1 if and only if (q, p) ≡ (ab, cd) (mod 2); therefore, when
this holds, it is a multiple of the Dirac comb x1. Since the multiple cannot be zero
since S( q2 , p2 )M(M) is invertible on S ′(R), this proves the theorem. 
Remark 3.6. Having defined µ(M; (q, p)) in Theorem 3.4, we record the equivalent
formula for Fαxr in terms of a sum of δ-functions. Recall that we assume that
e
pii
2 α = 1s (
a
r + ibr) for a, b ∈ Z relatively prime and s =
√
a2 + b2, that c, d ∈ Z
are such that ad − bc = 1, and that t = acr2 + bdr2. Fix q, p ∈ Z such that
(q, p) ≡ (ab, cd) (mod 2), and let µ = µ
((
a b
c d
)
; (q, p)
)
. To handle α /∈ (−2, 2],
we simply let ε = ε(α) = 1 if α ∈ (−2, 2] (mod 8) and −1 otherwise. We then solve
for Fαxr in
S( q2 , p2 )V 1sWtF
αxr = εµ(M; (q, p))x1
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to obtain
Fαxr(x) = εµW−tVsS(− q2 ,− p2 )x1(x)
= εµW−tVs
(∑
k∈Z
e−
pii
4 qp−piipxδ(x+
q
2
− k)
)
= εµW−tVs
 ∑
k∈Z−{ q2 }
e−
pii
4 qp−piipxδ(x− k)

= εµs−
1
2
∑
k∈Z−{ q2 }
e−
pii
4 qp−piipsx−piitx2δ(x− k
s
)
= εµs−
1
2
∑
k∈Z−{ q2 }
e−
pii
4 qp−piipk−pii ts2 k
2
δ(x− k
s
).
Definition 3.7. Taking r = 1 for simplicity, when cos piα2 and sin
piα
2 are linearly
dependent over Z, we define the antiderivative for X > 0 as
Πα(X) =
∫ X
0
Fαx1(x) dx.
More precisely, since δ-functions are involved,
Πα(X) =
1
2
(∫
[0,X]
Fαx1(x) dx+
∫
(0,X)
Fαx1(x) dx
)
.
We extend Πα(X) to be an odd function, so in particular Πα(0) = 0.
For example, with this definition, if X ∈ (k, k+1) for k ∈ Z, then Π0(X) = k+ 12 ,
and Π0(k) = k for all k ∈ Z.
The advantages of this definition are that Πα should be an odd function, since
Fαx1(x) is even (Remark 1.6) and that Πα(X1 +X2) = Πα(X1) + Πα(X2).
3.3. And the functional equation for theta functions with half-integer
characteristics. The Jacobi theta functions can be obtained by taking the duality
product of Gaussians and (shifted) Dirac combs. Let
g(0,0),τ (x) = e
piiτx2
and
(3.14)
g(x0,ξ0),τ (x) = S(x0,ξ0)g(0,0),τ (x)
= e−piix0ξ0+2piiξ0x+piiτ(x−x0)
2
.
When =τ > 0 and z ∈ C, we write
(3.15) θqp(z, τ) = 〈S( q2 , p2 )g(0,z),τ ,x1〉.
This notation differs slightly from the notation used in [12] but agrees for θ00, θ10,
and θ01 and agrees more generally up to eighth roots of unity.
Testing Theorem 1.3 against Gaussians gives the classical functional equation
[12, Thm. 7.1] for Jacobi theta functions, which describes the transformation of
these theta functions under the action of SL(2,Z). Or, if the reader prefers, the
identification of µ(M; (p, q)) as an eighth root of unity is a consequence of this
classical functional equation.
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Theorem 3.8. [Theorem 7.1, [12]] Let M =
(
a b
c d
)
∈ SL(2,Z) and let q, p ∈ Z
be such that (q, p) ≡ (ab, cd) (mod 2). Then for any z, τ ∈ C with =τ > 0, let
z′ =
z
a+ bτ
, τ ′ =
c+ dτ
a+ bτ
,
and µ = µ(M; (q, p)) from Theorem 3.4. Then
(3.16) θ00(z, τ) = µ¯e
− piiba+bτ z2(a+ bτ)−1/2θqp(z′, τ ′).
(The square root is taken with positive real part.)
Proof. We use 〈·, ·〉 to indicate the sesquilinear duality product between S (R)
and S ′(R). (See Remark 3.2.) To simplify notation, let M = M(M) and µ =
µ(M; (q, p)). Using Lemma 3.11, (3.3), and (3.17),
Mg(0,z),τ = (a+ bτ)−1/2g(bz,dz),τ ′ = e−piib(d−τ
′b)z2g(0,(d−τ ′b)z),τ ′ .
One computes that
d− τ ′b = d− b
(
c+ dτ
a+ bτ
)
=
ad− bc
a+ bτ
=
1
a+ bτ
since ad− bc = 1. Therefore
Mg(0,z),τ = (a+ bτ)−1/2e−
piib
a+bτ z
2
g(0,z′),τ ′ ,
and
θ00(z, τ) = 〈g(0,z),τ ,x1〉
= 〈S( q2 , p2 )Mg(0,z),τ ,S( q2 , p2 )Mx1〉
= e−
piib
a+bτ z
2
(a+ bτ)−1/2〈S( q2 , p2 )g(0,z′),τ ′ , µx1〉
= µ¯e−
piib
a+bτ z
2
(a+ bτ)−1/2θqp(z′, τ ′),
which proves the theorem. 
Remark 3.9. This presentation of the functional equation for the Jacobi theta func-
tions allows us to identify certain separate “moving parts.” Most importantly, the
eighth root of unity belongs to the Dirac comb and its transformation under meta-
plectic operators, and it has nothing to do with z or τ . The linear fractional trans-
formation giving τ ′ from τ and the factor (a+bτ)−1/2 are due to the transformation
of a (centered) Gaussian under a metaplectic operator.
Finally, the formula for z′ and the factor e−
piib
a+bτ z
2
comes first from the meta-
plectic operator, which transforms (0, z) into (bz, dz), and then from our insistence
that the shift is of the form (0, z′), in momentum only. This (somewhat unnatural)
requirement leads us to project (bz, dz) onto {(0, ξ)}ξ∈C along Λτ = {(x, τx)}x∈C,
which explains the dependence of z′ on τ as well as the factor e−
piib
a+bτ z
2
. (See Lemma
3.13.) One could naturally simplify this dependence in defining for (x0, ξ0) ∈ R2
and =τ > 0 the function
Θqp((x0, ξ0), τ) = 〈S( q2 , p2 )g(x0,ξ0),τ ,x1〉
for which
Θ00((x0, ξ0), τ) = µ¯(a+ bτ)
−1/2Θqp(M(x0, ξ0), τ ′).
But, of course, one could eliminate τ ′ and (a+ bτ)−1/2 as well by writing Theorem
3.4.
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3.4. Lemmas on the metaplectic operator M. In this section, we collect a
number of elementary lemmas on metaplectic operators and their effect on Gaus-
sians. The results of principal interest are (3.11) relating Theorem 1.3 to Theorem
3.4 and the effect of a metaplectic operator on a Gaussian.
Lemma 3.10. Let r > 0 and let α ∈ (−2, 2] be such that epii2 α = 1s (a/r + ibr) for
s > 0 and a, b ∈ Z relatively prime, as in (1.5). Let t = ac/r2 + bdr2 as in (1.6)
and let M =
(
a b
c d
)
∈ SL(2,Z). Recall the metaplectic operators Fα, Vρ, and Wτ
from Definition 1.1, (3.4), and (3.7). Then
V1/sWtFαV1/r =M(M)
defined in (3.2).
Proof. We use the Mehler formula (1.4); the case α = 2, when sin piα2 = 0, is trivial
because s = 1 and Fαf(x) = −f(x). Along with the change of variables y′ = y/r,
we obtain
V1/sWtFαV1/rf(x) = V1/sepiitx
2 1√
ibr/s
∫
e
pii
br/s
( arsx
2−2xy+ arsy2) 1√
r
f(y/r) dy
=
1√
s
e
piit
s2
x2 1√
ibr/s
∫
e
pii
b (
a
r2s2
x2−2xy′+a(y′)2)√rf(y′) dy′
=
1√
ib
∫
e
pii
b (
1
s2
( a
r2
+bt)x2−2xy′+a(y′)2)f(y′) dy′.
It suffices to show that the coefficient of x2 in the exponent is in fact d. Using
bc+ 1 = ad,
a
r2
+ bt =
a
r2
+
bac
r2
+ b2dr2 =
a
r2
(bc+ 1) + (br)2d = ((a/r)2 + (br)2)d = s2d.
This confirms that the coefficient of x2 is d and completes the proof of the lemma.

In order to compute the effect of a metaplectic operator on a Gaussian
g(x0,ξ0),τ = S(x0,ξ0)g0,τ , g0,τ (x) = epiix
2
,
we begin with the centered Gaussian g(0,0),τ .
Lemma 3.11. Let g(0,0),τ (x) = e
piiτx2 and suppose that =τ > 0. Let M =(
a b
c d
)
∈ SL(2,R). Define
τ ′ =
c+ dτ
a+ bτ
.
Then, with the metaplectic operator M(M) defined as in (3.2),
M(M)g(0,0),τ = (a+ bτ)−1/2g(0,0),τ ′ .
where the square root is chosen such that <((a+ bτ)−1/2) > 0.
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Proof. This is a direct computation:
M(M)g(0,0),τ (x) = 1√
ib
∫
e
pii
b (dx
2−dxy+ay2)+piiτy2 dy
=
1√
ib
e
piib
d x
2
∫
epii(τ+
a
b )y
2− 2piib xy dy
=
1√
ib
√−i(a/b+ τ)epiibd x2− piib(a+bτ)x2 .
We check the sign of the coefficient: in order to integrate the Gaussian, we have
used that
pii(τ +
a
b
) = −pi(−i(τ + a
b
))
where <(−i(τ + ab )) > 0. The square root is therefore chosen such that
| arg(
√
−i(a/b+ τ))| < pi/4.
Because M is defined with <√ib > 0, meaning that arg√ib = ±pii4 , we have that∣∣∣arg (√ib√−i(a/b+ τ))∣∣∣ < pi
2
.
Therefore
1√
ib
√−i(a/b+ τ) = (a+ bτ)−1/2
with positive real part.
The coefficient of piix2 in the exponent is
1
b
(
d− 1
a+ bτ
)
=
1
b
(
bd+ ad− 1
a+ bτ
)
= τ ′
because ad− 1 = bc. This completes the proof of the lemma. 
Remark 3.12. For any τ with =τ > 0 fixed, the set of Gaussians {gv,τ : v ∈ R2} has
dense span in L2(R); indeed, if 〈f, gv,τ 〉 = 0 for all v ∈ R2, a modified Bargmann
transform of f , like the one used in Section 5, vanishes identically. The relation
M(M)gv,τ = (a+ bτ)−1/2gMv,τ ,
coming from the Egorov relation (3.3) and Lemma 3.11, therefore suffices as a
definition of M(M). Note that this definition does not require b 6= 0, but the
choice of sign when a = −1 and b = 0 is still somewhat arbitrary.
However, there is some ambiguity in that many different v give, up to constant
multiples, the same gv,τ . These v are equal modulo the plane {(x, τx)}x∈C associ-
ated with the Gaussian g0,τ ; see [6, Sect. 5].
Lemma 3.13. Let (x0, ξ0), (y0, η0) ∈ C2 and let τ ∈ C. Then there exists c0 ∈ C
such that
g(x0,ξ0),τ = c0g(y0,η0),τ
if and only if ξ0 − η0 = τ(x0 − y0). In this case, c0 = epii(ξ0y0−η0x0).
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Proof. It is instructive to begin with the case (y0, η0) = (0, 0), where it is evident
that
g(x0,ξ0),τ (x) = e
−piix0ξ0+2piiξ0x+piiτ(x−x0)2
= e−piix0(ξ0−τx0)+2pii(ξ0−τx0)x+piiτx
2
= g(0,0),τ (x)
if and only if ξ0 = τx0 (and in this case the constant is c0 = 1).
The general result follows from writing the equivalent statement
g0,τ = c0S−(x0,ξ0)S(y0,η0)g0,τ
= c0e
−pii(ξ0y0−η0x0)g(y0−x0,η0−ξ0),τ
and applying the previous special case. 
A consequence, which may be checked directly, is that, when τ 6= 0 and if
y0 = x0 − ξ0/τ and η0 = ξ0 − τx0,
(3.17) g(x0,ξ0),τ = e
−piix0η0g(0,η0),τ = e
piiξ0y0g(y0,0),τ .
As an application of the effect of a metaplectic operator on a Gaussian, we
finish this subsection by proving some well-known formulas for compositions of
metaplectic operators.
Lemma 3.14. Let M1M2 = M3 for Mj ∈ SL(2,R) with
Mj =
(
aj bj
cj dj
)
, j = 1, 2, 3.
Then there exists a σ ∈ {±1} such that
M(M1)M(M2) = σM(M3).
For any τ ∈ C with =τ > 0,
σ = (a2 + b2τ)
−1/2
(
a3 + b3τ
a2 + b2τ
)−1/2
(a3 + b3τ)
1/2,
where each of the three terms has positive real part.
Corollary 3.15. The set {±M(M) : M ∈ G} is closed for any subgroup G of
SL(2,R).
Proof. In view of the density of {gv,τ : v ∈ R2} (see Remark 3.12), it suffices to
show that M(M1)M(M2) and σM(M3) agree on any Gaussian gv,τ . When
τ1 =
c2 + d2τ
a2 + b2τ
, τ2 =
c1 + d1τ1
a1 + b1τ1
,
M(M1)M(M2)gv,τ = (a2 + b2τ)−1/2(a1 + b1τ1)−1/2gM1M2v,τ2 ,
and when τ3 =
c3+d3τ
a3+b3τ
,
σM(M3)gv,τ = σ(a3 + b3τ)−1/2gM3v,τ3 .
Since M1M2 = M3, it suffices to show that τ2 = τ3 and that we have the correct
formula for σ.
Expanding
M3 =
(
a3 b3
c3 d3
)
=
(
a1a2 + b1c2 a1b2 + b1d2
c1a2 + d1c2 c1b2 + d1d2
)
= M1M2,
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we compute
τ2 =
c1(a2 + b2τ) + d1(c2 + d2τ)
a1(a2 + b2τ) + b1(c2 + d2τ)
=
c3 + d3τ
a3 + b3τ
and
a1 + b1τ1 =
a3 + b3τ
a2 + b2τ
.
Therefore τ2 = τ3 and
σ = (a3 + b3τ)
1/2(a2 + b2τ)
−1/2(a1 + b1τ1)−1/2
= (a2 + b2τ)
−1/2
(
a3 + b3τ
a2 + b2τ
)−1/2
(a3 + b3τ)
1/2
as promised. It is clear that σ2 = 1 and that σ is a continuous function of τ to
{±1}, so σ is independent of τ and the lemma is proved. 
In the case of scaling or multiplication by a Gaussian, σ = 1, which may also be
easily verified using the integral kernel.
Corollary 3.16. If M1 = Vr for r > 0 or if M1 = Wt for t ∈ R as in (3.5) or
(3.8), then for any M2 ∈ SL(2,R)
M(M1)M(M2) =M(M1M2).
Proof. In the former case, M1 = Vr, we have (a1, b1) = (1/r, 0) and (a3, b3) =
(a2/r, b2/r), and in the latter case, M1 = Wt, we have (a1, b1) = (1, 0) and
(a3, b3) = (a2, b2). It is obvious, in either case, that σ = 1 in Lemma 3.14. 
Remark 3.17. Having established composition rules for metaplectic operators, we
note that Lemma 3.10 follows upon checking that V1/sWtFαV1/r = M which is
an elementary matrix multiplication.
3.5. Identification of xr via invariance under integer shifts. We record the
classical fact that the Dirac comb xr from (1.1) is the only distribution (up to
constant multiples) invariant under both S(r,0) and S(0,1/r). The proof is adapted
from [7, Sec. 7.2].
Lemma 3.18. A distribution v ∈ D ′(R) is a constant multiple of the Dirac comb
xr in (1.1) for r > 0 if and only if
(3.18) S(r,0)v = S(0,1/r)v = v.
Proof. Writing S(r,0)xr = S(0,1/r)xr = xr using the definition (1.1) gives the
equivalent statement
√
r
∑
k∈Z
δ(x− rk) = √r
∑
k∈Z
δ(x− r − rk) = √r
∑
k∈Z
e2piix/rδ(x− rk).
This is true by a change of variables and by the observation that e2piix/r = 1 when
x = rk for any k ∈ Z.
Suppose, conversely, that the two equalities in (3.18) hold. When S(0,1/r)v = v,
(e2piix/r − 1)v(x) = 0. Therefore supp v ⊆ rZ and, since the zeros of (e2piix/r − 1)
are nondegenerate, in a neighborhood of any rk ∈ rZ,
(x− rk)v(x) = x− rk
e2piix/r − 1(e
2piix/r − 1)v(x) = 0.
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Therefore, by [7, Thm. 3.1.16], v(x) coincides with a multiple of a δ function in a
neighborhood of any rk ∈ rZ, or
v(x) =
∑
k∈Z
γkδ(x− rk)
for some sequence {γk}k∈Z of complex numbers. Finally, S(r,0)v = v, so v is r-
periodic. Therefore {γk} is a constant sequence and v = γ0xr. 
4. Evaluation of the coefficient µ
We follow [12] in showing that the coefficient µ(M; (q, p)) in Theorem 3.4 can be
obtained from certain symmetries. We remark that, when I is the identity matrix
and (q, p) ≡ (0, 0) (mod 2), then M(I) is the identity operator, and by (2.3),
µ(I; (q, p)) = e−
pii
4 pq ∈ {±1}.
We also note that changing representations of (q, p) modulo 2 follows readily from
(3.12): by Theorem 3.4, when (q, p) ≡ (q′, p′) ≡ (ab, cd) (mod 2),
µ(M; (q, p))S(− q2 ,− p2 )x1 =M(M)x1 = µ(M; (q′, p′))S(− q′2 ,− p′2 )x1.
By (3.12),
S(− q2 ,− p2 )x1 = e
pii
4 ((p
′−p)q′−p(q′−q))S
(− q′2 ,− p
′
2 )
x1,
so, still supposing that (q, p) ≡ (q′, p′) ≡ (ab, cd) (mod 2),
(4.1) µ(M; (q, p)) = e
pii
4 ((p
′−p)q′−p(q′−q))µ(M; (q′, p′)).
We therefore search for symmetries paying little regard to (p, q). Following the
proof of [12, Thm. 7.1], it is enough to understand how µ changes under the trans-
formations
M =
(
a b
c d
)
7→
( −b a
−d c
)
= MF1,
M 7→
(
a b
c+ ja d+ jb
)
= WjM,
M 7→
(
a+ jb b
c+ jd d
)
= MWj .
Here, the matrices F1 and Wj (where j ∈ Z) are defined in (2.4) and (3.8). The
effect of these transformations on µ follow from the Poisson summation formula
and the effect of multiplication by Gaussians on M.
Proposition 4.1. For M ∈ SL(2,Z) as in (3.1) and for (q, p) ≡ (ab, cd) (mod 2)
where a, b, c, d are the entries of M, let µ(M; (q, p)) be as in Theorem 3.4. Let
σ = −1 if a < 0 and b ≥ 0 and σ = +1 otherwise, and let j ∈ Z be arbitrary. Then,
with F1 and Wj from (2.4) and (3.8),
µ(M; (q, p)) = σe
pii
4 µ(MF1; (q, p)),
= e−
pii
4 jpµ(WjM; (q, p+ j(q − 1)))
= e
pii
4 j(dq−pb)µ(MWj ; (q − jb, p− jd)).
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Proof. For the first, we revert to the expression corresponding to Theorem 1.3 via
Lemma 3.10. Specifically, with r = 1 and when e
pii
2 α = 1s (a+ ib) for α ∈ (−2, 2],
(4.2) µ(M; (q, p))x1 = S(− q2 ,− p2 )V1/sWtFαx1 = S(− q2 ,− p2 )V1/sWtFα+1F−1x1.
By the Poisson summation formula (1.3), F−1x1 = epii4 x1. Note that epii2 (α+1) =
1
s (−b+ ia) and t = ac+ bd = (−b)(−d) + ac is unchanged under replacing M with
MF1. However, if b ≥ 0 and a < 0, then α + 1 is no longer in (−2, 2]. To correct
for this, we replace Fα+1 by Fα−3 = −Fα+1. Therefore
V1/sWtFα+1 = σM(MF1)
and (4.2) becomes
µ(M; (q, p))x1 = σe
pii
4 S(− q2 ,− p2 )M(MF1)x1 = σe
pii
4 µ(MF1; (q, p))x1,
proving the first equality in the proposition.
For the second and third equalities, we use the observation that
(4.3) M(M) =W−jM(WjM) =M(MWj)W−j
with the multiplication operator W−jf(x) = e−piijx2f(x) defined in (3.7) and Wj
from (3.8). Notice that, unlike composition with the Fourier transform, there is no
change of sign; see Corollary 3.16.
By the definition of µ(M; (q, p)) in Theorem 3.4, the first equality in (4.3), and
the Egorov relation (3.3) for Wj and Wj ,
µ(M; (q, p))x1 = S( q2 , p2 )M(M)x1
= S( q2 , p2 )W−jM(WjM)x1
=W−jS( q2 , p+jq2 )M(WjM)x1
In order to cancel W−j , we observe that
(4.4) Wjx1 = S(0, j2 )x1, j ∈ Z,
because epiijx
2
= epiijx for x ∈ suppx1 = Z. Therefore x1 = S(0,− j2 )Wjx1, and our
computation becomes
µ(M; (q, p))x1 = S(0,− j2 )Wjµ(M; (q, p))x1
= S(0,− j2 )WjW−jS( q2 , p+jq2 )M(WjM)x1
= S(0,− j2 )S( q2 , p+jq2 )M(WjM)x1
= e−
pii
4 jqS( q2 , p+jq2 )M(WjM)x1
by the composition law (2.2). By the definition of µ in Theorem 3.4, this proves
µ(M; (q, p)) = e−
pii
4 jqµ(M; (q, p+ j(q − 1)))
and therefore the second equality in the proposition.
The final equality in the proposition follows directly from the definition of µ
in Theorem 3.4, the second equality in (4.3), the observation (4.4), the Egorov
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theorem for M(MWj), and the composition law (2.2):
µ(M; (q, p))x1 = S( q2 , p2 )M(M)x1
= S( q2 , p2 )M(MWj)W−jx1
= S( q2 , p2 )M(MWj)S(0,− j2 )x1
= S( q2 , p2 )S− j2 (b,d)M(MWj)x1
= e−
pii
4 j(pb−dq)S 1
2 ((q,p)−(jb,jd))M(MWj)x1
= e
pii
4 j(dq−pb)µ(MWj ; (q, p)− (jb, jd))x1.
This completes the proof of the proposition. 
Remark 4.2. Another view of the second equality in Proposition 4.1 is that mul-
tiplying M(M) by Wj is equivalent to changing the choice of t in Theorem 1.3.
Indeed,
WjV1/sWt = V1/sWt+js2 ,
and replacing t by t′ = ac′ + bd′ in Theorem 1.3 (taking r = 1 for simplicity) is
possible if and only if ad′ − bc′ = ad − bc, meaning that (c′ − c, d′ − d) = j(b, a)
for some j ∈ Z because a and b are relatively prime. In this case, t′ = t + js2, in
correspondance with the second equality in Proposition 4.1.
Remark 4.3. There are many symmetries which we do not use in proving the func-
tional equation. One worth remarking on is
F−αx1 = Fαx1,
which follows immediately from the fact that whenever f ∈ S (R) is real-valued,
Fαf = F−αf and x1f ∈ R as well. This allows us to compute for any f ∈ S (R)
real-valued (see Remark 3.2)
〈f,Fα〉 = 〈F−αf,x1〉 = 〈Fαf,x1〉 = 〈f,F−αx1〉.
This corresponds to the symmetry
µ
((
a b
c d
)
; (q, p)
)
= µ
((
a −b
−c d
)
; (q,−p)
)−1
.
4.1. Algorithm to identify µ. We recall the method in the proof of [12, Theo-
rem 7.1] to identify the coefficient in the functional equation for the Jacobi theta
function, adapted for our setting.
Let a, b, c, d, q, p ∈ Z be such that ad− bc = 1 and (ab, cd) = (q, p) (mod 2). We
can choose j such that |a+ jb| ≤ |b|/2; we apply the third equality in Proposition
4.1 to replace (a, b, c, d) with (a + jb, b, c + jd, d). The first equality (the Poisson
summation formula) allows us to replace (a, b) with (−b, a), and we continue until
(a, b) = (±1, 0). In this case ab = 0, so we can replace (p, q) with (0, q) by multi-
plying by e−
pii
4 pq in view of (4.1). Finally, the observation (4.4) and S(0,j)x1 = x1
for all j ∈ Z gives µ(1, 0, c, 1; 0, q) = 1 for all c ∈ Z and q ≡ c(mod 2). Applying
the first equality of Proposition 4.1 twice gives that µ(−1, 0, c,−1; 0, q) = −i. This
gives us the value of µ.
To make this procedure concrete, we present it in a few lines of code in Python,
which returns K ∈ Z such that µ = epii4 K .
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def logmu(a,b,c,d,q,p):
K = 0
while b != 0:
j = -a//b
K = K + j*(d*q - p*b) # Third equality
a, c, p, q = a+j*b, c+j*d, q-j*b, p-j*d # Third equality
if a < 0 and b >= 0:
K = K - 3 # First equality, sigma = -1
else:
K = K + 1 # First equality, sigma = +1
a,b,c,d = -b,a,-d,c # First equality
K = K+p*q # Reduction from (q, p) to to (0, q)
if a == -1:
K = K - 2 # If a = d = -1
return(K%8)
4.2. A remark on higher dimensions. We have focused here on dimension one
because there is a natural continuous one-parameter group of transformations that
the author wishes to study. When rephrased in terms of the metaplectic repre-
sentation of Sp(2n,Z), very little changes in higher dimension. We describe the
analogous result rapidly without attempting any deeper study.
In this section, n ≥ 1 is the dimension and
x1(x) =
∑
k∈Zn
δ(x− k).
We recall that Sp(2n,R) is the set of linear transformations of R2n leaving in-
variant the symplectic form
σ((x, ξ), (y, η)) = ξ · y − η · x, (x, ξ), (y, η) ∈ C2n
(so M ∈ Sp(2n,R) if σ(Mv,Mw) = σ(v,w) for all v,w ∈ C2n). Shifts are defined
identically,
S(x0,ξ0)f(x) = e−piix0·ξ0+2piiξ0xf(x− x0), (x0, ξ0) ∈ R2n.
One has the composition law SvSw = epiiσ(v,w)Sv+w = e2piiσ(v,w)SwSv and that
S(j,k)x1 = e−piij·kx1 whenever j, k ∈ Zn.
When
M =
(
A B
C D
)
∈ Sp(2n,R)
for A,B,C,D ∈ Mn×n(R), and when detB 6= 0, we may similarly define the
metaplectic operator
M(M)f(x) = (det(−iB))−1/2
∫
epii(DB
−1x·x−2B−1x·y+B−1Ay·y)f(y) dy
(where the author has no preferred choice of sign for the square root). When
detB = 0 one may concoct a composition of multiplication by Gaussians with imag-
inary phase and changes of variables. One may alternatively view the metaplectic
representation through its generators: the Fourier transform in the first variable,
changes of variables, and multiplication by Gaussians with imaginary phase (see
for instance [8, Lem. 18.5.9]). As a final approach, one may define a metaplectic
operator through its effect on Gaussians as in Remark 3.12.
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With any approach, one has a family of operatorsM(M) corresponding two-to-
one with Sp(2n,R); these operators are unitary on L2(Rn), isomorphisms ofS (Rn)
and S ′(Rn), and the Egorov relation
M(M)Sv = SMvM(M), ∀v ∈ R2n.
We simply record that an obvious analogue of Theorem 3.4 holds in any dimen-
sion.
Theorem 4.4. For n ≥ 1, let M =
(
A B
C D
)
∈ Sp(2n,Z). Define q0j as the
scalar product of the j-th rows of A and of B (equivalently, the j-th diagonal entry
of AB>) and let p0j be the scalar product of the j-th rows of C and of D. Let
q0 = (q0j )
n
j=1 and let p
0 = (p0j )
n
j=1. Then, when (q, p) ∈ R2n, when S( q2 , p2 ) is the
corresponding shift operator, when M(M) is one of the two metaplectic operators
corresponding to M, and when x1 is the Dirac comb, there exists µ such that
(4.5) S( q2 , p2 )M(M)x1 = µx1
if and only if (q, p) ≡ (q0, p0) (mod 2), and in this case µ8 = 1.
Proof. Let ej ∈ Rn be the basis vector which has zeros for entries except for a one
in the j-th position. Just as in the proof of Theorem 3.4, following [7, Sec. 7.2],
existence of µ ∈ C follows from showing that
S(ej ,0)S( q2 , p2 )M(M)x1 = S(0,ej)S( q2 , p2 )M(M)x1 = S( q2 , p2 )M(M)x1
for j = 1, . . . , g.
We compute using the Egorov relation that
S(ej ,0)S( q2 , p2 )M(M)x1 = e−piipjS( q2 , p2 )M(M)Svjx1
where p = (pj)
n
j=1 and vj is the j-th column of M
−1. Since M ∈ Sp(2n,Z), we can
write [10, Sect. 1.1.9]
M−1 =
(
D> −B>
−C> A>
)
.
When ck` and dk` are the entries of C and D,
vj = (dj1, . . . , djn,−cj1, . . . ,−cjn, )
and, since p0j was defined to be
∑n
j=1 cj1dj1,
S(ej ,0)S( q2 , p2 )M(M)x1 = epii(p
0
j−pj)S( q2 , p2 )M(M)Svjx1.
Similarly,
S(0,ej)S( q2 , p2 )M(M)x1 = e−pii(q
0
j+qj)S( q2 , p2 )M(M)Svjx1.
Therefore there exists µ ∈ C satisfying 4.5.
The fact that µ8 = 1 follows from the fact [12, Prop. A 5] that Sp(2n,Z) is
generated by (
0 I
−I 0
)
,
(
A−1 0
0 A>
)
,
(
I 0
B I
)
,
where A ∈ GL(n,Z) and B ∈ Mn×n(Z) is symmetric. These correspond to the
Fourier transform, changes of variables VAf(x) = (detA)1/2f(Ax), and multipli-
cation by Gaussians with imaginary phase WBf(x) = epiix·Bxf(x). The Fourier
transform gives an eighth root of unity e−
pii
4 n by the Poisson summation formula,
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and the changes of variables give fourth roots of unity (depending on the choice of
signs for square roots) because detA = ±1.
Multiplication by Gaussians corresponds to a half-integer shift: when b∆ =
(bjj)
n
j=1 is the diagonal of B = (bjk)
n
j,k=1,
WBx1 = S(0, b∆2 )x1.
This is because B is symmetric and, for x ∈ Zn,
x ·Bx =
n∑
j=1
bjjx
2
j + 2
∑
1≤j<k≤n
bjkxjxk ≡
g∑
j=1
bjjx
2
j (mod 2),
so
epii(Bx·x−b∆·x)x1 = x1.
As in dimension one, commutators and compositions of half-integer shifts produce
eighth roots of unity (and only eighth roots of unity).
Having shown that generators of the metaplectic representation, when composed
with appropriate half-integer shifts, act on the Dirac comb by multiplication by
eighth roots of unity, we have proved the theorem. 
5. The Bargmann transform
The Bargmann transform [4]
(5.1) Bf(z) =
∫
e−pix
2+2pizx−pi2 z2f(x) dx
plays a central role in the analysis of the quantum harmonic oscillator Q0 defined
in (3.10). (A good reference is [5, Chap. 1.6].) The Bargmann transform, which
can be formally viewed as the metaplectic operator associated with
(5.2) B =
(
1 −i
− i2 12
)
,
is a unitary map from L2(R) to the space F of holomorphic functions u : C → C
for which
‖u‖2F =
∫
C
|u(z)|2 21/2e−pi|z|2 d<z d=z
is finite. In this section, we show that the Bargmann transform allows us to prove
Theorems 1.3 and 1.4 as a consequence of the classical functional equation in The-
orem 3.8. As in Section 2.2, we write
(5.3) ρ := e
pii
2 α = ρ1 + iρ2, ρ1, ρ2 ∈ R.
Supposing that cos piα2 and sin
piα
2 are linearly independent over Z, we write ρ =
1
s (a+ ib) for a, b ∈ Z linearly independent and s =
√
a2 + b2 > 0 (Remark 1.8).
Our goal being to present the proof as rapidly as possible, we restrict ourselves
to the case where r = 1 and where ab and cd are both even. In this case, Theorems
1.3 and 1.4 reduce to the existence of some µ0 ∈ C for which µ80 = 1 and
(5.4) Fαx1 = µ0e−piitx2x1/s(x).
We leave it to the interested reader to extend the computation to general r > 0
(which is quite straightforward) and general a, b, c, d such that ad − bc = 1, which
can be done using symmetries of theta-functions as in [12, Table 0, p. 19]. We also
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Figure 5.1. Contours of the imaginary part of the normalized
Bargmann transform, =(e−pi2 |z|2Bx1(z)) as a function of z in the
complex plane.
rely on direct computation; applications of the metaplectic theory, while clearly
interesting to the author, are presented elsewhere in this work.
The Bargmann transform of the Dirac comb x1 is
(5.5) Bx1(z) =
∑
k∈Z
e−
pi
2 z
2+2pizk−pik2 = e−
pi
2 z
2
θ00(−iz, i)
for θ00(z, τ) =
∑
k∈Z e
2pizk+piiτk2 as in Section 3.3, and
(5.6) B(e−it(·)
2
x1/s)(z) = s
−1/2e−
pi
2 z
2
θ00
(
− i
s
z,
i− t
s2
)
.
Conjugation by B simplifies the harmonic oscillator because
(5.7) BQ0B
∗ = z · d
dz
+
1
2
,
and therefore, recalling (5.3) and using the shorthand ρ−1/2 = e−
pii
4 α,
(5.8) BFαB∗v(z) = Be−pii2 αQ0B∗v(z) = ρ−1/2v(z/ρ).
The former equality follows from direct computation or an Egorov theorem for Weyl
quantizations; the latter can be seen because the problem
(
i∂t + z
d
dz
)
U(t, z) = 0
is easy to solve. (See for instance [2, 3].)
In Figure 5.1 we draw contours of the imaginary part of the normalized Bargmann
transform =(Bx1(z)e−pi2 |z|2); this is normalized in the sense that
‖Bx1‖F = ‖e−pi2 |z|2Bx1(z)‖L2(C).
Note that this function is bounded by Proposition 5.2. By (5.8), we are, in effect,
studying symmetries under rotation of this function.
Example 5.1. The Poisson summation formula (1.3), for r = 1 and on the Bargmann
side, reads that
e−
pii
4 Bx1(z/i) = e−
pii
4 Bx1(z).
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This corresponds to the symmetry under rotation by pi/2 of the Bargmann trans-
form of x1, illustrated in Figure 5.1.
We apply the (unitary) Bargmann transform to (5.4). Applying (5.8) to (5.5)
for the left-hand side and using (5.6) as the right-hand side, we see that Theorem
1.3 (for r = 1 and ab, cd even) is equivalent to
ρ−1/2e−
pi
2 (z/ρ)
2
θ00
(
− i
ρ
z, i
)
= µ0s
−1/2e−
pi
2 z
2
θ00
(
− i
s
z,
i− t
s2
)
.
Setting z0 = −iz/ρ, we rewrite this equality as
(5.9) θ00
(
ρ
s
z0,
i− t
s2
)
=
1
µ0
(ρ
s
)−1/2
e
pi
2 (1−ρ2)z20θ00(z0, i).
To see that this is a consequence of the classical functional equation presented
in Theorem 3.8, we analyze ρ/s, 1 − ρ2, and (i − t)/s2. Recalling that ρ−1 = ρ¯ =
1
s (a− ib),
ρ
s
=
1
a− ib .
Next,
1− ρ2 = 1− (a+ ib)
2
a2 + b2
=
2b2 − 2iab
a2 + b2
= −2ib(a+ ib)
a2 + b2
= − 2ib
a− ib .
Finally, using that ad− bc = 1,
i− t
s2
=
i(ad− bc)− (ac+ bd)
a2 + b2
=
(−c+ id)(a+ ib)
a2 + b2
=
−c+ id
a− ib .
These three computations, when inserted into (5.9), give that Theorem 1.3 for r = 1
and ab, cd even is equivalent to
θ00
(
z0
a− ib ,
−c+ id
a− ib
)
=
1
µ0
(a− ib)1/2epii(−b)a−ib z20θ00(z0, i).
This, in turn, is a special case of the well-known Theorem 3.8.
An observation, useful in controlling the regularity of xr (Proposition 7.2), is
that the Bargmann mass e−pi|z|
2 |Bxr|2 is bounded. This follows from the fact that
it is a smooth periodic function.
Proposition 5.2. For Bxr the Bargmann transform (5.1) of a Dirac comb (1.1),
for all z ∈ C and w ∈ rZ+ i 1rZ,
e−pi|z−w|
2 |Bxr(z − w)|2 = e−pi|z|2 |Bxr(z)|2.
Proof. We translate (2.3) onto the Bargmann side using the canonical transforma-
tion (5.2):
S(rj−ik/r, 12 (−irj+k/r))Bxr = e
−piijkBxr, ∀j, k ∈ Z.
If we set w = rj + ik/r ∈ Z+ iZ an arbitrary Gaussian integer, we obtain
S(w¯, 12iw)Bxr = e
−pii2 =(w2)Bxr
or
Bxr(z) = e−
pi
2 |w|2+piw¯z+pii2 =(w2)Bxr(z − w).
We notice that
|z − w|2 = |z|2 − 2<(w¯z) + |w|2,
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which allows us to write
e−
pi
2 |z|2Bxr(z) = e−
pi
2 |z−w|2+pii=(w¯z+ 12w2)Bxr(z − w).
The result follows by taking the absolute value squared. 
6. Periodicity and parity
In Section 8 we observe (without proof) that approximations to Fαx1 when
cot piα2 ∈ R\Q seem to be at many points nearly periodic, nearly odd, or nearly
even. In this section, we consider when Fαx1 is exactly periodic, exactly odd
about a point, or exactly even about a point, which is significantly more restrictive.
6.1. Periodicity and crystalline measures. To better understand Fαxr, a nat-
ural question is whether this function is periodic, as for instance F1/2x1 plainly is
(Figure 1.1). Another natural question is whether Fαxr is a crystalline measure,
meaning that the support of it and its Fourier transform are both discrete. We
group these two questions together because the answers are the same.
Proposition 6.1. Let α ∈ R and r > 0. Let the Dirac comb xr be as in (1.1),
and let the fractional Fourier transform Fα be as in (3.10). Then Fαxr is periodic
if and only if the support of F(Fαxr) is discrete. Moreover, if α /∈ Z and if the
support of Fαxr is discrete (as in Theorem 1.2), then the support of F(Fαxr) is
also discrete if and only if r4 ∈ Q.
Proof. The distribution Fαxr is periodic if and only if there exists some x0 ∈ R\{0}
such that
S(x0,0)Fαxr = Fαxr.
By the Egorov relation (3.3) for Fα given by (2.4), this is equivalent to
FαSx0(cos piα2 ,sin piα2 )xr = Fαxr.
Since we may eliminate the operator Fα from both sides, this is possible if and only
if
(6.1) x0(cos
piα
2
, sin
piα
2
) = (rm, n/r)
for m,n ∈ Z for which mn is even; see (2.3). Because(
cos(θ +
pi
2
), sin(θ +
pi
2
)
)
= (− sin θ, cos θ),
mr cos
pi(α+ 1)
2
+ n
1
r
sin
pi(α+ 1)
2
=
1
x0
(−mn+ nm) = 0,
so F(Fαxr) = Fα+1xr has discrete support by Theorem 1.3.
Conversely, if F(Fαxr) has discrete support, then by Theorem 1.2 and Remark
1.8, there exists m,n ∈ Z such that
e
pi
2 (α+1) =
1
s
(
n
r
+ imr), s =
√
(n/r)2 + (mr)2.
By the preceding discussion, in particular (6.1), this means that Fαxr is periodic
with period s =
√
(n/r)2 + (mr)2.
Finally, if α /∈ Z, then Fαxr has discrete support if and only if 1r2 cot piα2 = q1 ∈
Q, by Theorem 1.2. In this case, F(Fαxr) is discrete if and only if
1
r2
cot
pi(α+ 1)
2
= − 1
r2
tan
piα
2
= − 1
r4q1
∈ Q,
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which holds if and only if r4 ∈ Q. 
6.2. Parity. A function f(x) is even/odd at x0 ∈ R if y 7→ f(y + x0) is even/odd,
meaning that f(y + x0) = ±f(−y + x0). Recalling that iF2f(x) = f(−x), we say
that a Schwartz distribution f ∈ S ′(R) is even/odd at x0 if
iF2S(−x0,0)f = ±S(−x0,0)f.
Take f = Fαxr. As usual, write epii2 α = ρ1 + iρ2, and recall the Egorov relation
S(1,0)Fα = FαS(ρ1,ρ2). We also use that xr is even in computing
iF2S(−x0,0)Fαxr = ±S(−x0,0)Fαxr
⇐⇒ S(x0,0)FαiF2xr = ±S(−x0,0)Fαxr
⇐⇒ FαSx0(ρ1,ρ2)xr = ±FαS−x0(ρ1,ρ2)xr
⇐⇒ S2x0(ρ1,ρ2)xr = ±xr.
Recalling (2.3), we obtain the following proposition.
Proposition 6.2. Let α ∈ R and write epii2 α = ρ1 + iρ2 for ρ1, ρ2 ∈ R. Let Fαx1
be the fractional Fourier transform of the Dirac comb. Then Fαxr is even or odd
around x0 ∈ R if and only if
2x0(ρ1, ρ2) ∈ rZ× 1
r
Z,
and in this case Fαx1 is even if 4x20ρ1ρ2 is even and odd if 4x20ρ1ρ2 is odd.
Example 6.3. If α = 12 then 2(ρ1, ρ2) = (
√
2,
√
2). Then F 12x1 is even at x0 if and
only if x0 =
2k√
2
and odd if and only if x0 =
2k+1√
2
. This agrees with the formula
identified and illustrated in Section 1.2.
7. Questions of continuity in α
The most interesting aspect (to the author) of the study of the fractional Fourier
transform of Dirac combs is the question of how the result varies as α varies.
As we will discuss, it is obvious that the function α 7→ Fαx1 is far from being
absolutely continuous from R to the set of measures, and it is obvious that it is
continuous from R to S ′(R).
We show that the function α 7→ Fαx1 is continuous from R to Q−p0 L2(R) for
any p > 1/2, the image being essentially a Sobolev space defined by the quantum
harmonic oscillator instead of Dx.
We also show that the antiderivative Πα(x) (Definition 3.7) is not locally uni-
formly continuous in α. It has, however, a particular behavior as α → 0+ in
certain regimes: the antiderivative tends to a rescaled Fresnel integral, leading to
the appearance of Euler spirals when the values of Πα(x) are traced in the complex
plane.
Within these Euler spirals one observes repeating motifs depending on b if
tan piα2 =
b
a+jb and j →∞. We show that these repeating motifs are the graphs of
Gauss sums, and one can use this observation to express the eighth root of unity µ
in Theorem 1.4 via a Gauss sum (which is classical in the study of theta functions).
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7.1. Lack of absolute continuity. It is obvious that the absolute value of the
Fαx1 (when we can describe this measure via Theorems 1.2 and 1.3) diverges
wildly. It suffices to observe that when e
pii
2 α = 1s (a + ib) as in (1.5), the absolute
value (in the sense of measures) of Fαx1 is
|Fαx1(x)| = s−1/2
∑
k∈Z+{ ab2 }
δ(x− k
s
),
which charges an interval of length L with a mass of Ls1/2 (up to the obvious round-
ing error depending on exactly where the endpoints of the interval fall). Because
{a, b ∈ Z : L(a2 + b2)1/4 < C} is finite for any L,C > 0, we have the following
proposition on divergence of the absolute value of Fαx1 (which applies equally well
to any Fαxr for r > 0 fixed).
Proposition 7.1. For any open set U ⊂ R and for any C > 0, the number of
α ∈ (−2, 2] such that cos piα2 and sin piα2 are linearly dependent over Z and for which∫
U
|Fαx1(x)|dx ≤ C
is finite.
7.2. Weak continuity in α. When Q0 the quantum harmonic oscillator defined
in (3.9), we recall that the Schwartz space S (R) is simply
S (R) = {f ∈ L2(R) : QN0 f ∈ L2(R), ∀N ∈ N},
with the associated family of seminorms. Since Fα is a function of Q0, it is obvious
that Fα preserves the seminorms of S (R). Because x1 ∈ S ′(R), by duality it is
clear that α 7→ Fαx1 is continuous from R to S ′(R).
We would like to have more precise information on how much regularity (and
decay) is required to make Fαx1 continuous in α ∈ R.
Proposition 7.2. Let the Dirac comb xr be as defined in (1.1) and let the harmonic
oscillator Q0 be as in (3.10). For any r > 0,
Q−p0 xr ∈ L2(R), ∀p >
1
2
.
Remark 7.3. For brevity, we will use the Bargmann transform to control e−tQ0x1,
using methods similar to those in [2, 3]. An alternate proof, omitted here, is to
explicitly compute e−tQ0x1 using the Mehler kernel. For small t > 0, one obtains
an almost orthogonal family of Gaussians and the sum of the norms gives the
somewhat sharper estimate
‖e−tQ0x1‖2 = 1
2 sinh t
(1 +O(e−c/t))
from which one can deduce the result.
To quickly check the plausibility of the result of the proposition, heuristically,
on the Bargmann side, Q0 acts like 1 + |z|2 (see, for instance, [13, Prop. B.2]).
Therefore we expect
‖Q−p0 x1‖2 ≈
∫
C
(1 + |z|2)−2p|Bxr(z)|2e−pi|z|2 d<z d=z
which converges whenever p > 12 because e
−pi|z|2 |Bxr(z)|2 ∈ L∞(C) by Proposition
5.2.
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Proof. Because S (R) = {f ∈ L2(R) : Qk0f ∈ L2(R) for all k ∈ N}, we have that
Qβ0 acts continuously on S (R) and therefore on S ′(R) which contains xr. If p > 0
is such that the integral converges absolutely,
(7.1) Q−p0 f = Γ(p)
∫ ∞
0
tp−1e−tQ0f dt.
If Q0f = λf , this comes from∫ ∞
0
tp−1e−tλ dt = λ−p
∫ ∞
0
sp−1e−s ds = λ−pΓ(p),
and for general functions this comes from the decomposition of f into (Hermite)
eigenfunctions of Q0.
It therefore is enough to control e−tQ0xr which is in S (R) when t > 0.
Conjugating by the unitary Bargmann transform, we obtain via (5.7) and (5.8)
that
‖e−tQ0xr‖2 = ‖e−t(z· ddz+ 12 )Bxr‖2F
= ‖e−t/2Bxr(e−tz)‖2F
=
∫
e−t|Bxr(e−tz)|2e−pi|z|2 d<z d=z
= et
∫
|Bxr(z)|2e−pi|e2tz|2 d<z d=z
= et
∫
e−pi(e
2t−1)|z|2 |Bxr(z)|2e−pi|z|2 d<z d=z.
Because |Bxr(z)|2e−pi|z|2 ∈ L∞(C) (Proposition 5.2) and because
et
∫
e−pi(e
2t−1)|z|2 d<z d=z = e
t
e2t − 1 =
1
2 sinh t
,
we see that there exists some constant C > 0 such that
‖e−tQ0xr‖2 ≤ C
sinh t
, ∀t > 0.
Therefore
‖Q−p0 x1‖ ≤
∥∥∥∥∫ ∞
0
tp−1e−tQ0xr dt
∥∥∥∥ ≤ √C ∫ ∞
0
tp−1√
sinh t
dt.
Since sinh t ∼ t when t is small and sinh t ∼ et when t is large, the last integral is
finite if and only if p > 12 . This proves the proposition. 
Corollary 7.4. Let f ∈ S ′(R) and define, where possible,
g(α) = 〈Fαxr, f〉.
If there exists some ε > 0 such that Q
1
2 +ε
0 f ∈ L2(R), then g is continuous on R.
If there exists some ε > 0 such that Q
3
2 +ε
0 f ∈ L2(R), then g is C1 on R. If there
exists some t > 0 such that etQ0f ∈ L2(R), then g is analytic on {pi2=α < t}.
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Figure 7.1. Graph of values of Πα(X) in the complex plane when
tan piα2 =
38
160001 and X ∈ [0, 0.1].
7.3. The limit α → 0, Fresnel integrals, and Gauss sums. Numerical com-
putation quickly reveals that the antiderivative
Πα(X) =
∫ X
0
Fαx1(x) dx
defined in Definition 3.7 does not, as α→ 0 within {α : tan piα2 ∈ Q}, tend locally
uniformly to
Π0(X) =
1
2
(bXc+ dXe) =
{
X, X ∈ Z
bXc+ 12 , X ∈ R\Z.
Some further analysis reveals that the rescaled Πα(α
1/2X) resembles the Fresnel
integral
(7.2) e−
pii
4 S(X) = e−
pii
4
∫ X
0
epiix
2
dx.
Morever, when tan piα2 =
b
a with a  b (relatively prime integers) and b > 0,
the spiral traced by the values of S(X) in the complex plane is made up of small
repeating blocks which depend only on b and on a (mod b). (See Figure 7.1.) These
blocks correspond to certain Gauss sums, and analyzing these motifs allows us to
deduce an expression for the eighth root of unity µ(M; (q, p)) in terms of these
Gauss sums. We note that the case b < 0 is the complex conjugate of the case
b > 0; see Remark 4.3.
Our goal is to establish this expression in the following form.
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Theorem 7.5. Let M =
(
a b
c d
)
∈ SL(2,Z) with b > 0, let (q, p) ≡ (ab, cd) (mod 2),
and let µ(M; (q, p)) be as in Theorem 3.4. Then, when
E(n) = − d
2b
(n− q
2
)2 − 1
2
pn+
1
8
qp,
we have the formula
µ(M; (q, p)) =
e−
pii
4√
b
b−1∑
n=0
e−2piiE(n).
7.3.1. Decomposition of Fαjx1. We study Fαx1, when tan piα2 = ba with a, b ∈ Z
are relatively prime, by studying Fαjx1 when tan piα2 = ba+jb and j →∞ in N.
We therefore fix c, d ∈ Z with ad− bc = 1 and (q, p) ≡ (ab, cd) (mod2). We write
µ = µ
((
a b
c d
)
; (q, p)
)
as in Theorem 3.4. Following Proposition 4.1, we let
Mj =
(
a+ jb b
c+ jd d
)
, (qj , pj) = (q − jb, p− jd)
and we have
µj := µ(Mj ; (qj , pj)) = e
pii
4 j(pb−dq)µ.
The statement of Theorem 1.3, rephrased as a sum in Remark 3.6, depends on
tj = (a+ jb)(c+ jd) + bd = j
2bd+ j(ad+ bc) + t0
and sj > 0 defined by
s2j = (a+ jb)
2 + b2 = j2b2 + 2jab+ s20.
The sum in Remark 3.6, using Proposition 4.1, is
Fαjx1(x) = µjs−1/2j
∑
k∈Z−{ qj2 }
e
−pii tj
s2
j
k2−piipjk−pii4 pjqj
δ(x− k
sj
)
= µs
−1/2
j
∑
k∈Z−{ qj2 }
e
−pii tj
s2
j
k2−piipjk−pii4 qjpj+pii4 j(pb−dq)
δ(x− k
sj
)
= µs
−1/2
j
∑
k∈Z−{ qj2 }
epii(∆0k)
2+2piiE0(k,j)δ(x− k
sj
)
when ∆0 > 0 is defined by removing the principal part, −d/b, of −tj/s2j ,
∆20 = −
tj
s2j
+
d
b
,
and 2piiE0(k, j) is what remains in the exponent,
(7.3) E0(k, j) = − d
2b
k2 − 1
2
pjk − 1
8
pjqj +
1
8
j(pb− dq).
We compute that
∆20 =
ds2j − btj
bs2j
=
2abdj + ds20 − ((abd+ b2c)j + bt0)
bs2j
=
bj + ds20 − bt0
bs2j
.
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We will show in Lemma 7.7 below that, when k = n − qj2 is a generic element
of Z − { qj2 }, the function E0(n − qj2 , j) is independent of j in Z, is b-periodic in n
modulo 1, and can be expressed as
E(n) = E0(n− qj
2
, j) = − d
2b
(n− q
2
)2 − 1
2
pn+
1
8
qp.
Therefore, e2piiE(n+bm) = e2piiE(n) for all n,m ∈ Z. In particular, we can express
k ∈ Z− { qj2 } in a unique way as
k = n+ bm− qj
2
, m ∈ Z, n ∈ {0, 1, . . . , b− 1},
and when m0 ∈ [0, 1) is defined by k ≡ b(m+m0) (mod b) or
m0 = m0(n, b, q, j) ≡ 1
b
(n− qj
2
) (mod 1),
we obtain
Fαjx1(x) = µs−1/2j
b−1∑
n=0
e2piiE(n)
∑
m∈Z
epii(∆0b(m+m0))
2
δ(x− b
sj
(m+m0)).
It is convenient to introduce
(7.4)
r =
b
sj
=
b√
(a+ jb)2 + b2
,
∆ = b∆0 =
√
b2j + bds20 − b2t0
b2j2 + 2abj + s20
,
which are functions of a, b, c, d, and j. We record the asymptotics that
r =
1
j
(1 +O(j−1)),
∆2 =
1
j
(1 +O(j−1)).
We also introduce notation for the inner sum above, which as we will describe is
essentially a discrete approximation to a Fresnel integral:
(7.5) f(x; r,∆,m0) =
√
r
∑
m∈Z
epii(∆(m+m0))
2
δ(x− r(m+m0)).
We remark that we may write b using shifts and metaplectic transformations as in
(2.1) and Section 3.1:
(7.6) f(x; r,∆,m0) = VrW∆2S(−m0,0)x1(x).
Proposition 7.6. Let a, b, c, d ∈ Z be such that b > 0 and ad − bc = 1. Also let
(q, p) ≡ (ab, cd) (mod 2) and let µ = µ
((
a b
c d
)
; (q, p)
)
as in Theorem 3.4. For
j ∈ N, let αj ∈ (0, pi) be such that tan piαj2 = ba+jb . Let
E(n) = − d
2b
(n− q
2
)2 − 1
2
pn+
1
8
qp,
and let
f(x; r,∆,m0) =
√
r
∑
m∈Z
epii(∆(m+m0))
2
δ(x− r(m+m0)).
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Then, with r = j−1(1 +O(j−1)) and ∆ = j−1/2(1 +O(j−1)) defined as in (7.4)
and m0 ≡ 1b (n− 12 (q − jb)) (mod 1),
Fαjx1(x) = µ 1√
b
b−1∑
n=0
e2piiE(n)f(x; r,∆,m0).
Lemma 7.7. The function
(n, j) 7→ E0(n− q − jb
2
, j)
with E0(k, j) defined in (7.3) is independent of j and b-periodic as a function from
Z to R/Z; it is given by the formula
E0(n− q − jb
2
, j) = − d
2b
(n− q
2
)2 − 1
2
pn+
1
8
qp.
Proof. We expand E0 to obtain
E0(n− qj
2
, j) = − d
2b
(n− qj
2
)2 − 1
2
pj(n− qj
2
)− 1
8
qjpj +
1
8
j(pb− dq)
= − d
2b
n2 − 1
2
(pj − d
b
qj)n+
1
8
qj(pj − d
b
qj) +
1
8
j(pb− dq).
Since (qj , pj) = (q − jb, p− jd),
pj − d
b
qj = p− d
b
q
is j-invariant. (One may also recognize the form of a shift, in this case by ( q2 ,−p2 ),
being projected onto {(0, ζ)}ζ∈C along the Lagrangian associated with e−pii db x2 , as
in Lemma 3.13.) Therefore
E0(n− qj
2
, j) = − d
2b
n2 − 1
2
(p− d
b
q)n+
1
8
(q − jb)(p− d
b
q) +
1
8
j(pb− dq)
= − d
2b
n2 − 1
2
(p− d
b
q)n+
1
8
q(p− d
b
q).
Recalling the Gaussian gv,τ defined in (3.14), we obtain, through Lemma 3.13 or
through direct computation,
e2piiE0(n−
qj
2 ,j) = e−pii
d
bn
2−pii(p− db q)n+pii4 q(p− db q)
= e
pii
4 q(p− db q)g(0,− 12 (p− db q)),− db (n)
= g( q2 ,− p2 ),− db (n)
= e−pii
d
b (n− q2 )2−piipn+pii4 qp.
As for periodicity, we compute
E(n+ b)− E(n) = − d
2b
(
(n+ b− q
2
)2 − (n− q
2
)2
)
− 1
2
pb
= −dn+ 1
2
(dq − bd− pb).
To show that E(n + b) − E(n) ≡ 0 (mod 1) for n ∈ Z, it suffices to show that
dq−db−pb is even. We recall that at least one of q and p is even, since ad− bc = 1
and (q, p) ≡ (ab, cd) (mod 2). If both q and p are even, then bd cannot be odd
because then both a and c are even, contradicting ad− bc = 1. If q is odd then p is
even and b is odd, so d(q − b) is even. The corresponding reasoning — if p is odd
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then q is even and d is odd, so b(d+ p) is even — completes the study of different
cases. We conclude that E(n) is b-periodic when viewed as a function from Z to
R/Z. 
7.3.2. Proof of Theorem 7.5. We can analyze the “Riemann sums” f(x; r,∆,m0)
either using standard results of numerical integration (to justify images like the one
in Figure 7.1) or by testing against a Gaussian. The latter approach turns out to
be significantly simpler, which is to be expected because it fits naturally with the
metaplectic representation. In both approaches, however, we obtain the same scale:
the Fresnel integrals live on a scale X ∼ j−1/2, so to capture enough information
we need to take X  j−1/2. On the other hand, we surely cannot expect to take
X  1 or even X ≥ 1, because the antiderivative of Fαjx1 weakly approaches
Π0(X), the antiderivative of x1, and Π0(X) jumps from 1/2 on the interval (0, 1)
to 3/2 on the interval (1, 2).
In terms of testing against a Gaussian g(0,0),τ (x) = e
piiτx2 , this forces us to choose
1 =τ and |τ |  j, which we express in terms of r = ∆2(1+o(1))→ 0+ as follows.
Proposition 7.8. Let r,∆ ∈ (0,∞) be subject to the restriction r = ∆2(1 + o(1))
as ∆ → 0+. Let f be as in (7.5) and recall the Gaussian g(0,0),τ (x) = epiiτx2 from
(3.14). Then, for τ = τ1 + iτ2 ∈ C obeying |τ |  ∆−2 and τ2 → +∞ as ∆ → 0+,
independently of m0 ∈ R,
lim
∆→0+
〈g(0,0),τ (x), f(x; r,∆,m0)〉 = e−pii4 .
Proof. We use the metaplectic presentation in (7.6), as well as unitarity of meta-
plectic transformations (Remark 3.2) and the Poisson summation formula. Letting
ζ = r2τ −∆2,
we compute
〈g(0,0),τ (x), f(x; r,∆,m0)〉 = 〈g(0,0),τ ,V1/rW∆2S(−m0,0)x1〉
= 〈S(m0,0)W−∆2Vrg(0,0),τ ,x1〉
= 〈√rS(m0,0)g(0,0),ζ ,x1〉
=
√
r〈FS(m0,0)g(0,0),ζ ,Fx1〉
=
√
r〈S(0,−m0)Fg(0,0),ζ , e−
pii
4 x1〉.
The Fourier transform of g(0,0),ζ for =ζ > 0 is Fg(0,0),ζ = ζ−1/2g(0,0),−1/ζ ; since
we choose <ζ−1/2 > 0, we have arg ζ−1/2 ∈ (−pi/2, 0). We compute
−1
ζ
= − 1
r2(τ1 + iτ2)−∆2 =
1/r
∆2/r − rτ1 − irτ2 =
(∆/r)2 − τ1 + iτ2
(∆2/r − rτ1)2 + (rτ2)2 .
Under our hypotheses, when ζ = r2τ − ∆2, then =(−1/ζ) → ∞. Furthermore,
ζ/r = rτ−∆2/r → −1 as ∆→ 0+, so because arg ζ−1/2 ∈ (−pi/2, 0),√rζ−1/2 → −i
as ∆→ 0+. Therefore
〈g(0,0),τ (x), f(x; r,∆,m0)〉 = epii4
√
rζ−1/2〈S(0,−m0)g(0,0),−1/ζ ,x1〉
= e
pii
4
√
rζ−1/2
∑
m∈Z
e−2piim0m+pii(−
1
ζ )m
2
→ epii4 (−i) = e−pii4 , as ∆→ 0+,
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because, as =(−1/ζ) → ∞, the terms in the sum where m 6= 0 are superexponen-
tially small. 
This allows us to prove Theorem 7.5.
Proof of Theorem 7.5. Let r and ∆ be as in (7.4) and let τ = τ(j) be such that
=τ →∞ yet |τ |  ∆−2 = j(1+O(j−1)). (If one wishes to be concrete, let τ = i√j,
so that g(0,0),τ “lives on” |x| . j−1/4.) By Propositions 7.6 and 7.8,
〈g(0,0),τ ,Fαjx1〉 = µ¯ 1√
b
b−1∑
n=0
e−2piiE(n)〈g(0,0),τ , f(x; r,∆,m0)
→ µ¯e
−pii4√
b
b−1∑
n=0
e−2piiE(n), as j →∞.
On the other hand, since
e
pii
2 αj =
1
sj
(a+ jb+ ib),
one obtains using Lemma 3.11 that
F−αjg(0,0),τ =
(
a+ jb
sj
− bτ
sj
)−1/2
g(0,0),τ ′ , τ
′ =
b+ (a+ jb)τ
a+ jb+ bτ
.
Since |τ |  j and sj ∼ jb, a+jbsj − bτsj = 1 + o(1) and τ ′ = τ(1 + o(1)) as j → ∞.
Having also assumed that =τ →∞,
〈g(0,0),τ ,Fαjx1〉 = 〈F−αjg(0,0),τ ,x1〉
=
(
a+ jb
sj
− bτ
sj
)−1/2∑
k∈Z
epiiτ
′k2
→ 1, as j →∞.
This shows that
µ¯
e−
pii
4√
b
b−1∑
n=0
e−2piiE(n) = 1.
Since µ¯ = µ−1, this completes the proof of the theorem. 
7.3.3. Riemann sums for the Fresnel integral. The antiderivative of f defined in 7.5
is
(7.7) F (X; ∆, r,m0) =
√
r
∑
−m0≤m≤ 1rX−m0
epii(∆(m+m0))
2
.
We may take m0 ∈ [0, 1) without loss of generality. (Strictly speaking, to match
the antiderivative Παj (X) defined in Definition 3.7 we should take the mean of the
sum over −m0 ≤ m ≤ 1rX −m0 and the sum over −m0 < m < 1rX −m0, but the
error is bounded by ∆.)
Fix an order N ∈ N as well as ∆ > 0, m0 ∈ [0, 1), and a number of intervals
M ∈ N. Let Im = [∆m,∆(m+ 1)] and I = [−∆N,∆(M +N)]. A straightforward
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consequence of the Newton-Cotes formulas is that there exists a C = C(N) such
that, for any g : I → R which is N times continuously differentiable,∣∣∣∣∣
M−1∑
m=0
∆g(∆(m+m0))−
∫ M∆
0
g(y) dy
∣∣∣∣∣
≤ CN
(
∆‖g‖L∞(I) + ∆N+1
M−1∑
m=0
‖g(N)‖L∞(Im)
)
.
We apply this to g(y) = epiiy
2
, where ‖g‖L∞ = 1 and the derivative is bounded by
‖g(N)‖L∞(Im) ≤ CN (1 + (∆m)N ). The rounding error where 1rX −m0 is absorbed
in CN∆, and we obtain for ∆ ∈ (0, 1], m0 ∈ [0, 1)∣∣∣∣∣ ∆√rF (X; ∆, r,m0)−
∫ ∆
r X
0
epiiy
2
dy
∣∣∣∣∣ ≤ CN
∆ + ∆N+1 1rX−m0∑
m=0
(1 + (∆m)N )

≤ CN
(
∆ + ∆N+1
X
r
+ ∆2N+1
(
X
r
)N+1)
≤ CN
(
∆ + ∆N+1
X
r
+
(
∆2
r
)N+1
1
∆
XN+1
)
.
Our application will be to ∆ = j−1/2(1 + O(j−1)) and r = j−1(1 + O(j−1)).
In this case, a simple consequence of the estimate above is the convergence of
∆√
r
F (X; ∆, r,m0) to a Fresnel integral
∫ Y
0
epiiy
2
dy when Y = ∆r X and X ∈ [0,∆
1
N ],
uniformly in the following sense.
Proposition 7.9. Let F (X; ∆, r,m0) be as in (7.7) and fix any N ∈ N∗. If r =
∆2(1 + o(1)) as ∆→ 0+ then
lim
∆→0+
sup
X∈[0,∆1/N ],m0∈[0,1)
∣∣∣∣∣ ∆√rF (X; ∆, r,m0)−
∫ ∆
r X
0
epiiy
2
dy
∣∣∣∣∣ = 0.
Proof. Under these hypotheses,∣∣∣∣∣ ∆√rF (X; ∆, r,m0)−
∫ ∆
r X
0
epiiy
2
dy
∣∣∣∣∣
≤ CN
(
∆ +
∆2
r
∆N−1∆
1
N +
(
∆2
r
)N+1
∆
N+1
N −1
)
which tends to zero as ∆→ 0 and ∆2/r → 1. 
Corollary 7.10. Fix a, b relatively prime integers with b > 0 and let αj ∈ (0, pi)
be such that cot
piαj
2 =
a+jb
b . For any N ∈ N, the antiderivative Πα(X) (Definition
3.7) converges to the rescaled Fresnel integral
e−
pii
4 S(j1/2X), S(X) =
∫ X
0
epiix
2
dx
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uniformly on [0, j−
1
2N ] in the sense that
lim
j→∞
sup
X∈[0,j−1/(2N)]
∣∣∣Παj (X)− e−pii4 S(j1/2X)∣∣∣ = 0.
Proof. By Propositions 7.6 and 7.9 (recall that ∆2 = j−1(1 + O(j−1) and r =
j−1(1 +O(j−1) as well), as j →∞
Παj (X) = µ
1√
b
b−1∑
n=0
e2piiE(n)
(
(1 + o(1))S(j1/2X) + o(1)
)
.
Recall [1, 7.3.20] that S(X) is bounded on R because limX→∞ S(X) = e
pii
4 . By
Theorem 7.5,
e
pii
4 =
1
µ
√
b
b−1∑
n=0
e−2piiE(n).
Taking complex conjugates and recalling that µ = µ¯−1 proves the corollary. 
Remark 7.11. In particular, because
<S(
√
3
2
) ≈ 0.670, =S(1
2
) ≈ −0.244,
we do not have uniform convergence of Πα(X) to Π0(X) in any neighborhood of
zero. We do, however, have “uniform convergence” to Π0(X) =
1
2 in the obvious
sense on intervals [j
1
2 +ε, j−ε] for ε > 0 fixed.
Remark 7.12. Uniform estimates as α→ 0 (instead of for αj as j →∞), estimates
for X in larger sets, or statements of pointwise convergence would certainly be
interesting, and seem numerically to be plausible. The author does not currently
have any results in these directions.
8. Numerics around approximations to irrational cotangents
The list of things that the author does not know about {Fαx1}α∈R is enormous.
Here, we focus on the question of what happens when cot piα2 is irrational. Indeed,
this work fails to answer the second most natural question about Fαx1: having
identified F1/2x1, what is F1/3x1?
We have already seen (Figures 1.1 and 1.2, Section 7) that the antiderivative
Πα(X) appears to better show continuity in α. It is straightforward to compute
Παj (X) when cot
piαj
2 is a (continued fraction) approximation to cot
pi
6 =
√
3. A
very striking way to consider these approximations, presented in Figure 8.1, is via
the values of the antiderivative Παj in the complex plane. This flattens the depth
X, so we use varying colors (oscillating between yellow and dark blue) to indicate
this change. In particular, this also helps to see where the path re-crosses itself
(frequently), giving information which would be lost with a monochrome curve. To
try to clarify this approach, we include in Figure 8.2 the real and imaginary parts
of Πα(X) for an approximation cot
piα
2 ≈
√
3.
To the naked eye, it certainly seems that there is a limit Π1/3(X) which is a
continuous but not differentiable function whose weak derivative gives F1/3x1(x).
In Figure 8.3 we draw the values of Πα(X) for similar approximations to cotan-
gents 12 (1 +
√
5),
√
2, and pi. The square roots (with their repeating continued
fractions) appear to have striking self-similar polygonal structure, and the graph of
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Figure 8.1. Values of Πα(X) in the complex plane for X ∈ [−3, 3]
and, from left to right, cot piα2 =
26
15 ,
362
209 ,
5042
2911 ≈
√
3. Colors indicate
varying X.
Figure 8.2. Values of <Πα(X) (top) and =Πα(X) (bottom) as
functions of X for cot piα2 =
18817
10864 ≈
√
3, with colors matching
those in Figure 8.1.
the values corresponding to pi seems to contain Euler spirals on several scales (which
seem to correspond to large denominators in the continued fraction expansion).
Though we know that these functions are neither even nor odd around any point
(Proposition 6.2), it certainly appears that there are many x around which these
approximations are nearly and locally even or odd.
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Figure 8.3. Values of Πα(X) in the complex plane for X ∈ [−3, 3]
and, from left to right, cot piα2 =
4181
2584 ≈ 1+
√
5
2 ,
8119
5741 ≈
√
2, and
103993
33102 ≈ pi. Colors indicate varying X.
One could also wonder whether the Πα is Hausdorff continuous (if it is a func-
tion), whether the image has Hausdorff dimension larger than one as a subset of
C, whether these functions are nearly periodic and in what sense, whether parts of
these curves are self-similar under scaling, what the behavior is as x→∞, and on
and on.
At present, the author has very few answers. The questions seem quite natural,
nontrivial, and, in the author’s opinion, beautiful. The author hopes that, through
further study or through exchange with other areas of research, more information
will come to light.
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