Facility and covering location models are key elements in many decision aid tools in logistics, supply chain design, telecommunications, public infrastructure planning, and many other industrial and public sectors. In many applications, it is likely that customers are not dichotomously covered by facilities, but gradually covered according to, e.g., the distance to the open facilities. Moreover, customers are not served by a single facility, but by a collection of them, which jointly serve them. In this paper we study the recently introduced multiple gradual cover location problem (MGCLP). The MGCLP addresses both of the issues described above.
Introduction and motivation
Facility and covering location models are key elements in many decision aid tools in logistics, supply chain design, telecommunications, public infrastructure planning, and many other industrial and public sectors. Classical models typically aim at constructing location decisions that ensure that all (or as many as possible) customers are covered by as few facilities as possible. The reader is referred to [Daskin, 2013 , Laporte et al., 2015 for two fundamental textbooks of location theory and science.
As explained in Berman et al. [2018] , Drezner and Drezner [2014] , the use of a dichotomic scheme for for modeling coverage (i.e., a given facility either covers a given client or not), as well as the common consideration that clients are served by a single facility, are two aspects that not necessarily respond well to real-world needs. Instead, in practical contexts, a facility might cover only a portion of the demand of a customer, and multiple facilities would jointly or cooperatively serve a customer simultaneously (for instance, each of them would cover a portion of its demand).
The first issue, partial or gradual coverage, has been studied already since the 80's (see, e.g., [Church and Roberts, 1983] ), and the most common way for modeling partial covering is by a distance-based approach.
Mixed-Integer Programming formulations for the MGCLP

The joint coverage function
The joint coverage function, presented in [Drezner and Drezner, 2014] , and later used in [Berman et al., 2018] , is based on probabilistic arguments. Let I denote the set of potential facility location and J the set of customers. Let 0 ≤ f ij ≤ 1 be the coverage that customer j ∈ J receives from facility i ∈ I (with f ij = 1 meaning that the customer gets completely covered, and f ij = 0 meaning that the customer does not get covered at all by the facility). Additionally, let 0 ≤ θ ≤ 1 be a given weighting parameter. The joint coverage function (JCF) for a customer j ∈ J and a given set of facilities I reads as
In this function f ij gets interpreted as the probability of full coverage. The function combines two extreme cases, namely that coverage events are correlated with a correlation coefficient of one, and that coverage events are independent; this combination is controlled by the parameter θ. Note that in contrast to many other location problem, with this function, co-location (i.e., opening more than one facility at a potential location) may be beneficial. Let w j ≥ 0 be weights for each customer j ∈ J, and let K be a given (integer) number of facilities to be opened. Since, theoretically, we could open the K facilities in a single location, we define I K as the set of potential facility locations, having K copies of each facility in I (to account for potential co-location). The multiple gradual cover location problem (MGCLP) is defined as follows [Berman et al., 2018] .
i.e., in the MGCLP we want to open K facilities (potentially more than one at a given location) as to maximize the weighted sum of the JCF over all customer. As stated above, the MGCLP was introduced in Berman et al. [2018] , where a greedy algorithm, an ascent and tabu search heuristic and an approximative MIP-based approach were presented. Berman et al. [2018] show that the greedy algorithm has an approximation guarantee of 1 − 1/e by proving that the objective function W (θ, I ) is nondecreasing and submodular and combining it with the result of Nemhauser et al. [1978] (see Section 3.2 for details). The MIP-approach uses the tangent-line approximation (TLA) method for twice-differentiable concave objective functions, introduced in Aboolian et al. [2007] . In this approach, the objective function gets approximated by L line segments. In their computational study the authors choose three different L such that the TLA objective is within one, five, and ten percent of optimality, respectively.
MIP models for the MGCLP
In this section, we present four different MIP formulations, (F 1)-(F 4), for the MGCLP, and exploit that the objective function W (θ, I ) with I ∈ I K is a nondecreasing and submodular function. Let Φ(S) be a real valued set-function over the subsets S of a ground-set N . Let ρ n (S) = Φ(S ∪ {n}) − Φ(S) for all S ⊂ N and n ∈ N , i.e., the marginal gain achieved by adding element n to the set S. Such a function Φ(S) is a nondecreasing and submodular function, iff Φ(T ) ≤ Φ(S) + n∈T \S ρ n (S), ∀S, T ⊆ N (see, e.g., Nemhauser et al. [1978] , which also presents additional equivalent definitions)
The four formulations built-on each other and are based on Nemhauser and Wolsey [1981] , where it is shown that for any nondecreasing submodular function maximization problems can be formulated as MIPs by introducing an additional (continuous) variable η. This variable is used to measure the value of the objective function. The correctness of the objective value is ensured by an exponential family of cuts on η, as encoded by expression (SCuts). Let z ∈ {0, 1} |N | denote the characteristic vector of the set N . The family of cuts is given by
Note that while all of these cuts are valid, for correctness for problems with a cardinality constraint of value K on the size of S (like the MGCLP), it is enough to add all cuts for |S| = K. As shown in [Berman et al., 2018] , the objective function W (θ, I ) of the MGCLP is nondecreasing and submodular. In particular, it is the (weighted) sum of the nondecreasing and submodular functions p j (θ, I ), which in turn are a convex combination of two nondecreasing and submodular functions, namely max i∈I f ij and 1 − i∈I (1 − f ij ).
Let x ∈ {0, 1} |I|×K be a binary vector such that x k i = 1, if the k-th facility (1 ≤ k ≤ K) at location i ∈ I is opened (recall that co-location is possible); and x k i = 0, otherwise. When needed, we write i k to refer to the k-th facility at location i and identify an element of I K by (i, k). The following constraint (CARD) ensures, that at most K facilities are opened. i∈I,1≤k≤K
Additionally, in order to exclude symmetric solutions with regard to co-location, the following constraints can be used
these constraint ensure that the (k + 1)-th facility in a location is only opened, if the k facilities with lower k have been opened before. These constraints are not necessary for correctness of the formulations, but proved very helpful in preliminary computations and thus are used in all formulations. For a given set of facilities I ⊂ I K and a given vector x, let φ(x, I ) denote the right-hand-side of cuts (SCuts) when applied to the objective function W (θ, I ) of the MGCLP. Note that the coefficients ρ i for (i, k) ∈ I K \ I of a cut can be easily calculated by calculating p j (θ, I ∪ {i}) − p j (θ, I ) for each customer j ∈ J and summing up, i.e., we obtain
Using this notation, (F1.1)-(F1.3) gives a first formulation (F 1);
The objective function (F1.1) and constraints (F1.2) ensure that the objective is correct. As there is an exponential number of constraints (F1.2), our strategy for tackling this formulation relies on adding them on-the-fly when they are violated, within a branch-and-cut scheme (the separation of the constraints is discussed in Section 3.1). The second formulation, (F 2), encoded by constraints (F2.1)-(F2.3), is given by
In this second formulation, we exploit the fact that the objective function of the MGCLP decomposes by customer (as it it the sum of the functions p j (θ, I ) for each customer). Thus, instead of a single-variable η to measure the objective, we use continuous variables η j for each j ∈ J, and have the sum of these variables in the objective function. Hence, each variable η j now has an individual family of cuts φ j (x, I ) of type (SCuts), which ensures that the part in the objective contributed by the coverage of customer j is correct. In the third formulation (F 3), we further exploit the decomposability of the objective function W (θ, I ). We model the max i∈I f ij component of each p j (θ, I ) by using additional variables and only use cuts to deal with the 1 − i∈I (1 − f ij ) component. Note that in the MIP model of Berman et al. [2018] , the max-part was formulated in a similar way, while the second part was approximated using the TLA approach. Let y ∈ {0, 1}
|I|×|J| be a vector of binary variables such that y ij = 1 if the maximum of f ij for a j ∈ J is obtained by opening facility i, and y ij = 0, otherwise. Let φ P j (x, I ) denote the cuts of type (SCuts) for j ∈ J associated with the 1 − i∈I (1 − f ij )-part of the objective. We obtain the following formulation (F 3);
In this MIP model, cuts (F3.2) ensure that the product-part of the objective function is correctly measured. Constraints (F3.3) make sure that only one facility can contribute to the max-part of any customer. Moreover, constraints (F3.4) model the fact that, if a facility at some location wants to contribute to the max-part, it must be opened; in particular, the first facility (of the K copies) at this location must be opened. Hence, these constraints complement the ordering imposed by the symmetry constraints (SYM). Finally, in formulation (F 4), we again exploit the decomposability of the objective function. Compared to (F 3), we also model the max-part of the objective by using cuts, i.e., both parts of the objective are now modeled using cuts. To this end, for each customer j ∈ J, we introduce two continuous variables, η M j and η P j , to measure the contribution of the max-part and product-part, respectively. The cuts for the max-part actually have a nice form and are of polynomial size (see Nemhauser and Wolsey [1981] for further details): Assume that for a given customer j, the f ij values are ordered in a nondecreasing order, i.e., f |I|j ≥ f (|I|−1)j ≥ . . . ≥ f 1j ≥ f 0j , with f |I|−0j defined to be zero. Let (·) + = max{0, ·}. Then these cuts are of the form η
Note that only the first facilities for each location are involved in the cuts. Although they are of polynomial size, there can still be many of these cuts; hence, their separation is also embedded within a branch-and-cut fashion. Let φ M j (x, r) denote these cuts for r = 0, . . . , |I| − 1. Using these cuts, we obtain the formulation (F4);
3. Implementation details of the branch-and-cut algorithms
All the four formulation have an exponential number of constraints ((F1.2), (F2.2), (F3.2) and (F4.2)), for ensuring the correctness of the objective function. These cuts (and also the polynomial-sized family (F4.3)) are separated on-the-fly using branch-and-cut approaches. In this section, separation of the cuts is described, as well as further ingredients of the branch-and-cut approaches.
Separation of cuts
The separation of cuts (F1.2), is performed as follows. Let (x,η) be the values of the LP-relaxation at a given branch-and-bound node. Ifx is binary, then an exact separation of the cuts can be done by calculating W (θ,Ī), whereĪ = {i k :x k i = 1}, i.e., the open facilities induced byx. If W (θ,Ī) >η, the current LP-solution violates (F1.2), and we add the cut induced byĪ.
Note that the exact separation of cuts for the case of binaryx is enough to ensure correctness of our approach. Nonetheless, we also implemented a heuristic separation for the case ofx being fractional. In this case, we sort the facilities i k non-increasingly according to the values ofx k i and constructĪ by taking the K first facilities of the sorting. This solution is then used to induce the corresponding cut (which is added, if violated).
The separation of the other cuts, (F2.2), (F3.2), (F4.2) and (F4.3), is performed in an equivalent manner.
Starting heuristic and primal heuristic
To initialize the branch-and-cut framework, we add a feasible starting solution. This starting solution is constructed using the greedy (1 − 1/e) approximation algorithm of [Nemhauser et al., 1978] , which is also used in [Berman et al., 2018 ] as one of the tested approaches. We also try to improve the solution constructed by the greedy algorithm with a local search. In the local search phase, for each opened facility in the solution, we try to replace it with another one, if it gives an improved solution value. We pass through all opened facilities (starting with the one added last by the greedy algorithm) and repeat this procedure, until no improvement is found in a round of iterations. The starting heuristic is outlined in Algorithm 1.
improve ← true 14 break Algorithm 1: Greedy Heuristic of [Nemhauser et al., 1978] applied to the MGCLP, complemented by a local search phase.
To speed-up the evaluation of arg max i∈I W (θ, S ∪ {i}) in line 3, we use lazy evaluation (see Leskovec et al. [2007] ), which exploits the submodularity of W , according to the following rule. In the first iteration, we calculate W (θ, {i}) for each i ∈ I. We add i * to S (due to the arg max criterion), and also store all the facilities in a priority queue, sorted by decreasing values of W (θ, {i}). In the remaining iterations, instead of calculating W (θ, S ∪ {i}) for each i ∈ I, we start by calculating ρ = W (θ, S ∪ {i }), for the top-element i in the priority queue. We then compare the value ρ with the stored value ρ (of the second element i in the priority queue). If ρ ≥ ρ , we have that i gives the arg max, since due to submodularity, the values of W (θ, S ∪ {i}) are non-increasing when the size of S increases. If ρ < ρ , we re-insert i in the priority queue with value ρ , and repeat the procedure for i .
During the branch-and-cut, we use a modified version of Algorithm 1 as primal heuristic. In this modified version, in line 3, we use arg max i∈Ix k i W (θ, S ∪ {i k }), withx being a (eventually integer) solution at a given node of the branch-and-bound tree. In order to save computation time on unnecessary runs of the local search, we store all solution values of (intermediate) solutions found during previous runs of the heuristic in a hash-map, and stop the run of the local search, if the currently constructed solution has the same value as a previously encountered solution.
Preprocessing and initialization
Due to co-location, the number of variables in the models can be very large, as there could be instances where, e.g., the optimal solution only uses one location, and all K facilities are opened there. In this section, we give results that allow removing of some of the potential co-locations by showing that they will never be used in an optimal solution (in our framework, we set all variables associated which such co-locations to zero).
For the results presented below, we assume that the ordering constraint (SYM) is part of the corresponding MIP model; hence, given a location i and positions l, k with k < l a facility i k will always be opened before a facility with higher superscript i l . The first result is given by the following theorem.
Theorem 1. Let i ∈ I be a facility location with each f ij = 1 or f ij = 0, j ∈ J. Then in an optimal solution, at most one facility will be opened at location i.
Proof. Opening another facility at this location will neither improve the max-part of the objective function, nor the product-part.
Complementary, the next result exploits that the objective function W (θ, I ) is a nondecreasing and submodular function. For a facility i ∈ I an and integer k, let
, be the set of the first k facilities at this location, with I 0 = ∅.
Theorem 2. Let U B K−k denote an upper bound for the objective value for any solution with K − k open facilities and z be the value of a feasible solution. If W (θ, I k ) + U B K−k < z, then no facilities will be opened in positions k to K at location i in any optimal solution.
Proof. Since W (θ, ·) is a nondecreasing and submodular function we have that k ≤k j∈J (p j (θ,
is an upper bound on the marginal gain, which can be achieved by opening the first k facilities at location i. Thus, taking any solution where K − k facilities have been opened and then opening the first k facilities at i, we can never get a solution with objective at least z, and hence, such a solution cannot be optimal.
To use this results, an upper bound U B K−k on the objective value for any solution with k = K − k open facilities is needed. We use two different ways to calculate such a bound, and then use the smaller value. The first way is to use the greedy 1 − (1/e) approximation algorithm (see Section 3.2). Let z k be the value of the solution constructed at step k , as the algorithm has an 1 − (1/e) approximation guarantee, we have
The second way consists of calculating the marginal gain j∈J (p j (θ,
for all i and l up to k , sorting the resulting values in a nonincreasing way, and then summing up the first k values. In addition to above results, which allow the removing of co-locations, there is also the following dominance result, which allows the removal of facility locations.
Theorem 3. Let i, i ∈ I be two facilities, with f ij ≥ f i j for each j ∈ J. Then, in an optimal solution, no facility will be opened at location i .
Proof. Suppose there is a solution S where a facility is opened at location i . Construct another solution S, where the open facility at i is replaced with an open facility at location i. Since f ij ≥ f i j for each j ∈ J, the objective value of S is at least as large as the one of S .
Moreover, we also add all cuts induced by I = ∅ to initialize our framework. The efficacy of this initialization is evaluated in the following section,
Computational results
The branch-and-cut framework was implemented in C++ using CPLEX 12.7, which was left at default settings. The runs were carried out on an Intel Xeon E5 v4 CPU with 2.2 GHz and 6GB memory and using a single thread. The timelimit for a run was set to 600 seconds.
Instance description
To evaluate the effectiveness of our approach, we used the same instances as in Berman et al. [2018] . They are based on 40 p-median instances from the OR-library Beasly [1990] . Each node of the instances is a customer and also a potential facility location, and the weights are uniform. The instances have up to 900 nodes and K is up to 200 (see Tables 1-6 for the values for each instance). To define the coverage rates f ij , i ∈ I, j ∈ J a linear decline function is used to convert the distances d ij of an instance to values f ij . In particular, given two threshold values r ≥ 0 and R > r, the values f ij are defined as follows:
In Berman et al. [2018] , the authors use r = 5 and R = 20, along with θ = 0.2. In addition to this, we also tested on instances using r = 10 and R = 25 (thus, having a larger number of f ij > 0) and also θ ∈ {0.2, 0.5, 0.8}. In total, this gives 240 instances. We refer to the resulting instance set as pm-r-R-θ, e.g., pm-5-20-0.2 are the instances used in Berman et al. [2018] .
Assessing the effectiveness of the proposed strategies
First, we give an overview on the performance of the different formulations and also of the different ingredients of our framework (i.e., separation on fractional solutions, preprocessing, initialization, and heuristics). In particular, for each of the formulation, we tested the following four configurations:
• b: In this basic setting, we only use the separation for integer solutions, and do not use the preprocessing, initialization, nor the (starting and primal) heuristic.
• f: In this setting, we also do the separation for fractional solutions.
• fh: This is setting f together with the starting heuristic and the primal heuristic.
• fhp: This is setting fh together with the preprocessing and also the initialization, i.e., all ingredients of our framework are turned on.
The computational study was carried out on all instances with up to 400 nodes (these are 120 instances). In Figures 1a-1d we report the performance profile plots of the runtime to optimality, while in Figures 2a-2d we report the performance profile plots of the attained optimality gap g[%] (calculated as 100·(U B−z * )/(z * ), where U B is the upper bound and z * is the value of the best solution found) for all formulations, instances and settings.
From the results reported in the performance profiles two relevant conclusions can de drawn: First, in terms of running times and attained gaps, the (F4) formulation seems to be the most effective one. With the (F4) model runtimes below ten seconds can be achieved for more than 70% of the instances, while using (F1), only around 10% of the instances can be solved to optimality within ten seconds. Furthermore, when looking (a) Runtime performance of (F1) (b) Runtime performance of (F2) (c) Runtime performance of (F3) at the attained gaps, the situation is similar; while the branch-and-cut based on the (F4) model is capable of attaining optimality gaps below 2.5% for all instances with the fhp configuration, the branch-and-cut corresponding to (F1) computes such gaps only for about 25% of the instances with the fhp configuration. Secondly, the different algorithmic enhancements do improve the overall performance of the corresponding branch-and-cut algorithm. In other words, by going from b to fhp we get shorter runtimes and smaller optimality gaps. Moreover, the impact of such enhancements, seems to be stronger for the (F3) and (F4) formulations than for the (F1) and (F2)Ȧdditionally, when focusing on the plots corresponding to the (F3) and (F4) models, it seems that incorporating the separation on fractional solutions brings the best marginal improvement (i.e., b with respect to f), specially in terms of the attained gaps. However, in both cases, the results show that the approach combining all features, fhp, presents the best performance (in terms of runtimes and attained gaps). Due to the dominance of the (F4) formulation with the fhp configuration, the results presented in remainder of this section correspond to this setting.
Further details on algorithmic performance and solutions nature
In Tables 1-6, we report detailed results for each instance set using formulation (F4) with configuration fhp; each instance set is induced by a particular setting of r, R and θ (as explained in Section 4.1). In these Tables, we report for each instance (identified by the number in column "id") the number of nodes (column "|V |", recall that in these instances we have I = J = V ), the number of f ·· = 1 (column "#C1"), the number of fractional f ·· > 0 (column "#CP "), the runtime in seconds (column "t[s]", with TL indicating that the timelimit of 600 seconds was reached), the upper bound (column "U B"), the value of the best solution found (column "z * ", in bold when it corresponds to the optimum value), the optimality gap (column "g[%]"), the number of nodes in the branch-and-bound tree (column "#BBn"), the time spent at the root node (column "t r [s]"), the upper bound at the root node (column "U B r "), the optimality gap at the root node (column "g r [%]", calculated as 100 · (U B r − z * )/(z * )), the runtime of the starting heuristic (column "t H [s]") the value of the starting heuristic solution (column "z H ", in bold when it coincides to the optimum value), the primal gap between this solution and the best solution found (column "g H [%]", calculated as (z H − z * )/(z H )), the number of locations with more than one opened facility in the best found solution (column "#CL"), and the maximum number of facilities opened at a single location in the best found solution (column "mCL").
From the results reported in this table, we can observe that the computational difficulty is strongly influenced by the value of |V | (i.e., size of the problem), instances with |V | ≥ 500 can rarely be solved to optimality (as can be seen from column "t[s]" and "g[%]"). Moreover, for the case of the instance set pm-5-20-0.2, one of the instances with |V | = 900 could not be solved due to memory limit issues. Additionally, it is interesting to point out that, for a given value of |V |, increasing the value of K has a clear effect on the effectiveness of the algorithm. On the one hand, for the smaller instances (|V | ≤ 400), increasing K results in an increase of the runtimes (which is particularly clear for |V | = 400); on the other hand, for larger instances (which typically reach the timelimit), increasing the value of K results in an improvement of the attained optimality gaps (as can be seen from column "g[%]"). Along the same line, the number of explored branch-and-bound nodes (shown in column "#BBn"), also presents an interesting behavior. For small instances (|V | ≤ 200), very few nodes are explored, most likely because the initialization and the separation allow to compute very tight dual bounds at a very early stage of the optimization process. Likewise, for larger instances (|V | ≥ 700), also very few nodes are explored; however, in these cases, it is due to the large size of the induced linear programming models which results in a more time consuming separation process. Such behavior is verified by the by longer runtimes required to process the root node (column "t r [s]") and the poorer quality of the root-node solutions (which can be seen from columns "U B r " and "g r [%]"). Therefore, it is only for intermediate size instances (300 ≤ |V | ≤ 600), that more branch-andbound nodes are explored; this is due to the moderate size of the resulting linear programming models and a less (computationally) expensive cut separation.
From columns "t H [s]", "z H " and "g H [%]", we can clearly observe that the implemented starting heuristic is capable of computing remarkably good solutions for the six groups of instances. Moreover, on the contrary to the measures discussed in the previous paragraph, the performance of the starting heuristic, specially the quality of the computed solutions (measured by the values reported in column "g H [%]") seems to be insensitive to the values of |V | and K . Recall that the starting heuristic builds upon one of the approaches outlined in Berman et al. [2018] , which is based on the greedy approximation algorithm of [Nemhauser et al., 1978] for submodular optimization problems.
In Berman et al. [2018] , the authors test their approach only on instances from set pm-5-20-0.2. When comparing their results with those attained by our approach, and reported in Table 1 , we observe the following facts: (i) while in Berman et al. [2018] , optimality is proven for 5 instances, we manage to prove it for 18 instances; (ii) we improve the solution value obtained by Berman et al. [2018] for 7 additional instances; and, (iii) our primal-dual nature of our approach allows to always account with a certificate of quality of the attained solution.
Analyzing the solution-characteristics
We will now analyze and discuss key characteristics of the computed solutions, and how they are influenced by the instances structure, which is given by r, R and θ, and |V | and K.
Tables 1, 2 and 3 report the solutions of instance sets pm-5-20-0.2, pm-5-20-0.5 and pm-5-20-0.8, respectively; hence, in thee instances we have that R = 20, r = 5, and their only difference is the value of θ (0.2, 0.5 and 0.8 respectively). From columns z * , we can clearly see that the computed solutions in these three sets have very similar objective values. The deployment of the co-locations deploy on the attained solutions is also very similar; the values reported in columns #CL and mCL, let us conclude that different values of θ do not necessarily influence on the need of co-locating facilities at different number locations (columns #CL), nor on the number of co-located facilities (columns mCL). In a sense, this result is counterintuitive; due to the definition of JCF, one would expect that by increasing the value of θ, we would reduce the number of location where more than one facility is opened (and, complementary, the number of opened facilities in such locations).
On the contrary to the above described behavior, for the instance sets pm-10-25-0.2, pm-10-25-0.5 and pm-10-25-0.8 (which are given by R = 25 and r = 10), it is possible observe a moderate influence of the value of θ, as can be seen from Tables 4, 5 and 6, respectively. As expected, smaller values of θ (θ = 0.2) lead to solutions with more locations hosting multiple facilities and more facilities located at those locations (see columns #CL and mCL), when compared to having greater values of θ (θ = 0.8). Furthermore, the influence of θ can be also observed when comparing the attained objective function values (columns "z * "); as expected, greater values of θ lead to less expensive solutions, as co-location and joint coverage are less emphasized (as when having smaller values of θ).
The difference in the behavior of the solutions of instance sets pm-5-20-0.2, pm-5-20-0.5 and pm-5-20-0.8, with respect to those of pm-10-25-0.2, pm-10-25-0.5 and pm-10-25-0.8, is likely to be explained by the different values of r and R. While for the first group of instances R is four times larger than r, for the second, R is only 2.5 times larger than r. Additionally, for the first group, the value of r is half the value of r for second group. Thus, for the first group of instances, there is a smaller number of facility-customer-pairs which would result in full coverage (see #C1). For example, in the instance number 40, there are 3552 such candidates when r = 5, while there are 14636 for r = 10. Moreover, also the combinations providing partial coverage are most of the time more numerous in the second group of instances. Thus, the first group of instances gives less choices and the problem resembles a little more a classical maximum coverage problem, while the second group with more available connections potentially allows more exploitation of the benefits of partial coverage which are enhanced by the possibility of having more than one facility located at a given location. 
Conclusions and future work
In this paper we studied the recently introduced multiple gradual cover location problem (MGCLP, see [Berman et al., 2018] ). The MGCLP addresses, simultaneously, two issues that have been identified as relevant in practical facility location applications: gradual coverage and potential co-location of facilities. We presented four different mixed integer programming formulations for the MGCLP, all of them exploiting the submodularity of the objective function. Furthermore, we designed and implemented a branch-and-cut framework based one these formulations. Our framework is further enhanced by additional cut separation strategies, starting and primal heuristics and initialization procedures.
From an algorithmic perspective, the computational results show that our approach allows to effectively address different sets of instances. We provide optimal solution values for 13 instances from literature, where the optimal solution was not known, and additionally provide improved solution values for seven instances. We also analyzed the dependence of the solution-structure on instance-characteristics. The reported results show that the MGCLP possesses a great capability for allowing decision makers to design their facility deployment strategies according to different coverage capacities or customer preferences. Interestingly, the results show that although multiple location of facilities indeed occurs (there are even cases where seven facilities are located at the same location), the magnitude of the co-location is rather small.
A wide class of strategical and tactical decisions in many operations research settings correspond to facility location deployment. Incorporating modeling features such as partial and joint coverage along with co-location of facilities, establishes a new path for closing the gap between academic optimization tools and real-world location problems. For future work, it would be interesting to study how different partial coverage functions can be included into the proposed models, or how the different degrees of uncertainty (e.g., location of customers) can be incorporated within the proposed modeling and algorithmic frameworks.
