We applied the Box-Jenkins time series model and artificial neural network (ANN) in the framework of a multilayer perceptron (MLP) to predict the total dissolved solids (TDS) in the Zaȳandé-Rud River, R 2 and IA between the measured and predicted data were 0.94 and 0.91, respectively. Consequently, the results of the MLP were more reliable than the Box-Jenkins time series to predict TDS in the river.
INTRODUCTION
Sufficient forecasting of future conditions in water bodies is of high interest to a great variety of stakeholders including government departments, agencies, policymakers, health and medical bodies. Water quality is a basic subject in water resource management. Water salinity is one of the main parameters in water quality, and predicting it is vital for water quality management for both drinking and irrigation uses. The salinity of the surface waters, as an index of the dissolved constituents and ions in the water, is a significant issue in water quality management for irrigation and drinking purposes. Total dissolved ions (TDI), conductivity and total dissolved solids (TDS) can describe salinity (McNeil & Cox ) .
Water salinity depends on minerals in the water or soil characteristics of the catchment area, of which some parts are the particulate matter and other parts are in solution (Asadollahfardi et al. a, b) . Salinity, which characterizes the majority of the dissolved constituents in water, can be determined by a number of methods. One technique to indicate TDI is the total number of ions in solution described as the sum of the main ions in water expressed in mg/l. These contain the cations sodium ion (Na þ ), potassium ion (K þ • Check the data for normality. • Identification, including plot of the transformed series:
autocorrelation function (ACF) and partial autocorrelation function (PACF).
• Estimation, which consists of maximum likelihood estimates (MLE) for the model parameters (Ansley algorithm)
• Diagnostic checks which consist of overfitting and check of residuals (modified Portmanteau test).
• Model structure chosen criteria which include Akaike information criterion (AIC) and Bayesian information criterion (BIC).
Equation (1) illustrates the general non-seasonal autoregressive moving average (ARMA) model of order (p, q).
where, φ p (B) and θq(B) are the autoregressive and moving average operators, respectively (Equations (2) and (3));
where B is the backward shift operator and means
If a series of Z t , Z t-1 , …, Z n is non-stationary (the mean and variance of the series is varying with time), Equation 
The perfect description of the Box-Jenkins method can be found in Box & Jenkins ().
To determine types of time series, the ACF could be beneficial. The ACF of a random process is the correlation between amounts of the process at different times, as a function of the two times or the time lag. Equations (5) and (6) represent the ACF with k lag and the PACF.
where, k is the ACF value with k time lag; z(i) and z(i þ k)
are variable amounts of time series data in the i step and i þ k step with k time lag; z is the average value of the variables; and φ(k) is the PACF value with k time lag.
The ANN is a data processing system, which behaves similarly to the human neurological system. The ANN contains three unique components, including weight (w), bias (b) and transfer function (F ). Based on the scalar inputs (p), ANN results in the scalar outputs (a) (Figure 2 and Equation (7)).
The MLP is a feed-forward network based on perceptron-type neurons, which are arranged in layers. The MLP has an input layer, one or more hidden layers and an output layer (Figure 3 ). In the MLP, each neuron in each layer of the network is connected to every other neuron in the adjacent forwarding layer. In the other words, the MLP is a fully connected network. The k-th output of a single hidden layer MLP can be written as follows (Menhaj ) : where, y k represents the k-th output, w is the weights and biases, g out is the output layer transfer function, g in is the input layer transfer function, and i is the i-th layer.
Determination of the network architecture
An appropriate number of hidden layers in an ANN is essential for best presentation of the network. In insufficient hidden layers, the mapping might not correctly be The slope of transfer function tangent sigmoid varies from À1 to 1 (Figure 4) . Therefore, changes in the scale of input data and measured data might be inevitable (Equation (9)). This equation is a generalized feature scaling method (Espejo ).
where A S and A i are the scaled and measured (observed)
values of input at time t, respectively. A and B are the lowest and highest values of the series of inputs. MATLAB software (R2012b) was applied to operate the model. In an MLP neural network, we normalized the measured input data and changed them to bipolar (À1 to 1) with k segment criteria.
Therefore, the results were bipolar. k was employed to change the output to the original form (Razavi ).
To obtain robust results from the ANN, low correlated inputs are preferred (Kuncheva  and Cl À which were selected in this study and two other parameters including Na þ and SO 4 2À were added to them because they had a significant role in prediction of TDS in the river (input significance).
Learning rate
Prior to training the MLP neural network, it is necessary to prepare the weights and biases and their values are chosen randomly between 0 and 1. After that, the neural network prepares for training. The training process needs a set of training data. Throughout training, weights and biases of the neural network are collaboratively adjusted to minimize the mean squared error (MSE) between the predicted and measured data. The performance of the algorithm is very sensitive to the appropriate setting of the learning rate. On the condition that the learning rate is very high, the algorithm may fluctuate and become unstable. On the condition that the learning rate is very small, the algorithm takes too long to achieve coverage. We selected the learning rate with an iterative procedure. The performance of the steepest descent algorithm would be increased if the learning rate is permitted to change during the training process (Amini ).
A back-propagation learning algorithm and fast convergences of the network parameters can be applied to determine the α coefficient (learning rate). In each time step, small values of α reduce variations of the parameters and slow the converging process. Meanwhile, high values of α increase the convergence amount, resulting in instability in the network parameters. Obtaining a suitable α is one of the most sensitive processes in using the algorithm for back Therefore, we used the Levenberg-Marquardt algorithm.
This study used three standard errors in the training stage. They were volume error (VE), root mean square error (RMSE) and mean bias error (MBE) (Equations (10) to (12); Kennedy & Neville ).
where, A t is the measured data at time t (1< t < n); n is the number of data; F t is the predicted data at time t; F is the mean predicted data; and A is the mean measured data.
We used the TH, bicarbonate (HCO (Table 1) . These data were available for authors. We can update our model whenever new data become available.
First, the input data were normalized. Then, the required numbers of layers and neurons were determined using a trial and error approach.
Model efficiency
To evaluate the reliability of the results, the coefficient of determination (R 2 ), index of agreement (IA) and Nash- 
RESULTS AND DISCUSSION
Box-Jenkins results
Due to the necessity of the normalized data for model development, a normality test was conducted with the TDS data before and after Box Cox transformation ( Figure 5 ).
To estimate the order of AR (autoregressive) and MA (moving average), ACF and PACF of TDS data were computed ( Figure 6 ). Three models ARIMA (2,0,3) (1,0,2), ARIMA (2,0,3) (2,0,2) and A1RIMA (1,0,3) (1,0,1) were examined. Afterward, the AIC for each model was determined, which were 1226.9, 1223.5, and 1229.5, respectively. A model with the smallest AIC would be preferable, which was ARIMA (2, 0, 3) (2, 0, 2). To investigate the robustness of the model, IA and R 2 of the measured and predicted TDS were calculated (Table 2 ).
They could be considered acceptable and were 0.73 and 0.78, respectively. 
MLP neural network results
We selected the MLP with one hidden layer with different numbers of neurons, from 2 to 11 neurons, using Tansig 
CONCLUSIONS
Considering the results and discussions of the application of MLP and Box-Jenkins time series in the prediction of TDS concentration at the Zaȳandé-Rud River, the following conclusions can be drawn:
• We developed ARIMA (2, 0, 3) (2, 0, 2) Box-Jenkins time series in the prediction of TDS in the river. The coefficient of determination (R 2 ) and index of agreement (IA) between the measured and predicted TDS were equal to 0.78 and 0.73, respectively.
• Applying the MLP with 10 neurons in a hidden layer using the Tansig transfer function, a suitable TDS prediction was achieved. Values of R 2 and IA between the measured and predicted TDS concentrations were 0.91 and 0.94, respectively.
• The model efficiency of the MLP neural network to predict TDS in Zaȳandé-Rud River was better than that of the Box-Jenkins time series. 
