In practice, machine schedules are usually subject to disruptions which have to be repaired by reactive scheduling decisions. Preparing initial schedules by considering possible disruption times along with rescheduling objectives is critical for the performance of reactive decisions. In this paper, we show that if the processing times are controllable then an anticipative approach can be used to form an initial schedule that could improve the performance of rescheduling decisions. Specifically, we consider a non-identical parallel machining environment, where processing times can be controlled at a certain compression cost. When there is a disruption during the execution of the initial schedule, a match-up time strategy is utilized such that a repaired schedule has to catch-up initial schedule at some point in future. This requires changing machine-job assignments and processing times for the rest of the schedule which implies increased manufacturing costs. We show that making anticipative job sequencing decisions, based on failure and repair time distributions and flexibility of jobs, one can repair schedules by incurring less manufacturing cost. Our computational results show that the match-up time strategy is very sensitive to initial schedule and the proposed anticipative scheduling algorithm can be very helpful to reduce rescheduling costs.
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SİNAN GÜREL, ERSİN KÖRPEOGLU, AND M. SELİM AKTÜRK times. In rescheduling with controllable processing times, catching up an initial but gives less rescheduling costs in case of a machine breakdown. Our computational 23 experiments show that our approach can achieve an average improvement of 25% 24 in rescheduling costs. 25 1.3. Organization. In Section 2, we define the considered scheduling environment, 26 formulate the reactive cost minimization problem considered in this study and then 27 discuss the related scheduling problem. In Section 3, we introduce our anticipative 28 scheduling algorithm. We first introduce machine job allocation problem briefly, 29 then present a probabilistic analysis and discuss proposed flexibility measures. Fi-30 nally, we give a probabilistic sequencing algorithm for the cost minimization prob-31 lem. Section 4 gives the results of the computational experiments and we conclude 32 with Section 5. 33 2. RESCHEDULING COST MINIMIZATION PROBLEM 34 We consider n jobs to be processed on m non-identical parallel CNC machines. 35 Processing time of job j on machine i is p u ij . Processing time of a job on machine 36 can be compressed. Amount of compression y ij is a decision variable and has an 37 upper bound u ij . Manufacturing cost of job j on machine i is c ij . Compression 38 cost function for job j on machine i is f ij (y ij ). On each machine, there is a given 39 available machining time capacity D i . For the considered rescheduling problem 40 initial machine-job assignment, denoted by A, is obtained by solving a minimum 41 cost machine-job assignment problem which will be introduced in Section 3.1.
We also assume that since the failed machine has to be fixed, it will be down for 1 an uncertain amount of time which will be known at the time of breakdown. If 2 the breakdown occurs in the middle of the processing a job, the job has to be 3 reprocessed in its entirety. This situation is called the preempt-repeat case in the 4 literature.
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Given such a downtime period on one of the machines, S is no longer executable. 6 A subset of jobs in S has already been finished before the disruption. We assume 7 that the jobs being processed on the machines other than the disrupted machine 8 at the time of breakdown will finish their process as planned in S. The other jobs 9 which have not started processing yet at the time of breakdown and the job which 10 is disrupted by the breakdown on the failed machine have to be rescheduled. These 11 jobs are either to be reallocated to other machines and/or replanned to calculate 12 their new processing times. 13 We consider a rescheduling cost minimization problem which is to be solved 14 after a breakdown occurs. As one of the machines is disrupted and the schedule 15 for the remaining jobs has to be repaired, one can look for alternative machine-job 16 assignments and processing time decisions. Repaired schedule is required to satisfy 17 the scheduling and processing time related constraints at a minimum rescheduling 18 cost. It is also required that the repaired schedule catches up the initial schedule as 19 soon as possible after a breakdown. Therefore, this problem could be formulated as 20 to minimize the rescheduling cost of remaining jobs for a given limit on the match-21 up time. In this problem, a match-up time on a machine implies that the schedule, 22 i.e. the job sequence and start-end times of the jobs, following the match-up point 23 is exactly the same as in initial schedule S. As we consider a non-preemptive 24 rescheduling environment, we select match-up times out of the start times of the 25 jobs previously determined in S. chine is a fixed amount c ij , which is the cost if the job is operated at p u ij , plus the 28 compression cost which is incurred if the processing time of the job is compressed.
29
Compressing the processing time of a job requires using additional resource. As 30 we increase the cutting speed and/or feed rate on a CNC machine, the tool life is 31 reduced and hence the manufacturing cost is increased. The compression cost of 32 each job can be expressed as a function of y ≥ 0 as
where a ≥ b > 0 and k > 0 so that f is increasing and convex. As we decrease the 35 processing time of a job, it requires more additional resource to compress it further.
36
As discussed in Kayan and Aktürk (2005) the match-up times can be selected out of the start times of the jobs in the initial 6 SİNAN GÜREL, ERSİN KÖRPEOGLU, AND M. SELİM AKTÜRK schedule. We define the set of jobs to be rescheduled as J W , i.e. set of jobs that 1 precede selected match-up times on the machines. Furthermore, we define C S j to 2 be the manufacturing cost of job j in S. We denote the machining time capacity 3 on machine i used by S as D S i . Then, we can formulate the problem of minimizing 4 total manufacturing cost of jobs in J W with given match-up times as:
RCM is a mixed integer nonlinear programming problem for which Aktürk et al.
12
(2009a) provided a strengthened conic quadratic formulation, and hence it can 13 be solved efficiently by a commercial branch-and-bound software which employs 14 second-order cone programming algorithms in solving subproblems.
15
Given the rescheduling problem above we focus on developing an anticipative 16 scheduling approach to form an initial schedule. Given A, under the assumption of 17 a single disruption on one of the machines and the assumption that RCM problems 18 to be solved to reschedule the remaining jobs, the problem that we deal with is to 19 make the job sequencing decisions on each machine to form the initial schedule S so 20 that the optimal solution of RCM can be improved. In the next section, we explore 21 the probabilistic nature of downtime period on a machine and propose flexibility 22 measures which estimate the ability of the jobs to absorb downtimes.
23

ANTICIPATIVE SCHEDULING ALGORITHM
24
We develop an anticipative scheduling approach to form an initial schedule. It 25 is uncertain which machine will fail, at what time and how long it will take to 26 repair a failed machine. We assume that the probability distributions for failure 27 and repair times are known. When a disruption occurs it is critical to absorb the 28 downtime as soon as possible and at minimum rescheduling cost. Therefore, it is 29 critical which jobs are scheduled at and immediately after the downtime interval.
30
So, we provide a set of flexibility measures to be evaluated for each job. We will use 31 the flexibility measures in deciding which jobs are appropriate to schedule at risky 32 time zones. An outline of proposed anticipative scheduling algorithm is given below.
Algorithm 1 Anticipative Scheduling Algorithm
Step 1. Initial machine-job assignment, A: Find the minimum cost machine-job assignment for given jobs and machining time capacity levels (D i );
Step 2. Downtime Probability: For each machine find the downtime probability function which gives the probability that the machine will be down at a time point t;
Step 3. Flexibility Measures: Develop a flexibility measure F j for each job with respect to:
• Processing time,
• Compressibility range,
• Second derivative of the compression cost function,
• Average slope of the compression cost function,
• Machine-job reallocation cost estimate;
Step 4. Probabilistic Sequencing Algorithm: Sequence the jobs on the machines by placing the most flexible job, i.e. job with the highest F j , to the time zone where the machine is most likely to be down.
3.1. Initial Machine-Job Assignment. As a first step of our anticipative sched-3 uling algorithm, we solve a machine-job assignment problem to minimize the total 4 manufacturing cost of given n jobs to be completed on m non-identical machines.
5
A mathematical formulation of the problem is as follows:
x ij = 1, j = 1, . . . , n,
10 x ij ∈ {0, 1}, y ij ∈ R + , i = 1, . . . , m, j = 1, . . . , n.
12
The difference between MJA and RCM is that MJA is solved for n jobs at the 13 beginning when capacity on each machine is the initially available machining time for a machine, one can calculate the probability that it will be down at a certain 20 time t. Let X i be the random variable defining the failure time of machine i and 21 Y i be the random variable defining the repair time after a failure occurs, then we 22 can define the probability that machine i will be down at time t as below:
While preparing the initial schedule S, we can use P d i (t) as a benchmark to sequence 3 the jobs on the machine. In the rest of the paper, when it is not necessary to include 4 index i, we will drop it from notation X i , Y i and P d i (t). We can calculate P d (t) as 5 shown in Lemma 3.1.
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Lemma 3.1. Let f X , F X , f Y , and F Y be probability density functions and distribu-7 tion functions of continuous random variables X and Y, respectively. Then,
Similarly conditioning on y immediately brings up the second equality.
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Lemma 3.1 defines P d (t) which gives the probability that a machine will fail 17 before or at time t and will not available at time t. The next property states that
Proof. The first derivative of P d (t) is:
The second term in the derivative expression is an integral of the multiplication 24 of nonnegative functions. Hence, the term is nonnegative and increasing in given 25 interval. Since the first term is unimodal by definition, the derivative of P d (t) 26 can take the value zero only at a single point in the interval and hence P d (t) is 27 unimodal.
28
Lemma 3.2 implies that the downtime probability is first increasing and then 29 decreasing. So, there is a time point where the downtime probability is at its 30 maximum. Lemma 3.2 is quite important in designing the probabilistic sequencing 31 algorithm which will be discussed in Section 3.4. Lemma 3.2 implies that P d (t) 32 takes its minimum value at one of the boundary points of operating interval [0,
then the jobs which are not flexible to reschedule should be scheduled close to the 35 boundary points.
36
For the experimental study given in Section 4, we considered four probability is the failure time distribution and the second distribution is for the repair time.
41
In each case, density function for the failure time distribution is unimodal in the 1 considered interval, so they satisfy the condition of Lemma 3.2 and hence P d (t)
is a unimodal function in each case. We present the derivation of P d (t) for each 3 distribution pair in Appendix. Next, we define the flexibility measures which we use 4 to assess the flexibility of each job with respect to considered rescheduling problem. 5 3.3. Flexibility Measures. In our anticipative approach, the goal is to prepare an 6 initial schedule, i.e. find a job sequence on each machine, which is flexible against 7 machine breakdowns with respect to rescheduling cost. Thus, as the third step of 8 our approach, we introduce new flexibility measures. We consider a rescheduling 9 problem in which the objective is to minimize the rescheduling cost subject to a 10 given match-up time. We define a "flexible" schedule as the one which can be 11 repaired at minimum possible manufacturing cost increase after a machine break-12 down. In order to find a job sequence on a machine, it is crucial to use a measure 13 which ranks jobs by their ability to absorb a disruption at minimum cost. Below 14 we list the measures which could affect our anticipative scheduling decisions and 15 we explain why each measure is critical for the considered rescheduling problem.
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Processing time (p j ): is the processing time of a job j in the initial schedule, i.e.
critical for the rescheduling problem since placing shorter jobs around a downtime 19 period could allow to distribute the required compression to more jobs and hence 20 improve cost performance since the cost functions are convex.
21
Compressibility(w j ): is the available amount of further compression for job j 22 on its current machine in A. It is assigned to property for the problem MJA for the compression levels on the processing times 32 and first derivatives of cost functions for the jobs assigned on the same machine.
33
Lemma 3.3. Let y * ij1 and y * ij2 be the optimal compression levels for jobs j 1 and 34 j 2 assigned on machine i in the optimal solution to MJA. Let the corresponding 35 first derivatives of the compression cost functions be λ j1 = (∂f ij1 /∂y ij1 )(y * ij1 ) and
. Then, one of the following statements holds:
Proof. It can easily be observed that a solution, in which there exists two jobs 41 which violate the lemma, can be improved by changing the compression levels of 42 the jobs. that an exception can be fully compressed jobs (y * ij = u ij ). This implies that in machine. Then, it is intuitive to look at the second derivatives of the cost functions to estimate the cost function behaviors. If f j1 > f j2 , then we can say that the 3 increase rate of the derivative of job j 1 is higher than j 2 and hence we can expect 4 the cost increase rate of job j 1 to be higher around the optimal solution. As a 5 result, in order to minimize the compression cost required to absorb a downtime, 6 we may place the jobs with smaller second derivatives to the regions where a possible 7 downtime is more likely to occur.
8 Delta(∆ i ): ∆ is the average slope of the compression cost function of job j on 9 machine i given in A in the interval [y S ij , u ij ]. We calculate this flexibility measure
∆ is another measure which provides us information on the behavior of compression 13 cost function. Different than f , ∆ not only considers a local behavior but it looks 14 ahead to see what happens if the job is fully compressed. When sequencing the 15 jobs on a machine, it would be better to place jobs with smaller ∆ values to the 16 time periods with higher probability of downtime.
17
When rescheduling jobs, we may need to reallocate some jobs to other machines 18 in order to minimize the rescheduling cost. Usually, it is more likely to move jobs 19 from the disrupted machine to other machines. Then, estimating the cost change 20 that will occur when we move a job from its original machine to another machine 21 can also help to rank the flexibility of the job. The cost change lower bound for 22 moving job j from machine i 1 to machine i 2 can be calculated as below: 23 Lemma 3.4. For a given machine-job assignment A, let λ i1 and λ i2 be the deriva-24 tive values of compression cost functions of jobs on machines i 1 and i 2 respectively, 25 and y A i1j be the compression of job j on machine i 1 . Then, a lower bound for the 26 cost change that will result by moving job j from machine i 1 to i 2 is as stated below:
29
For the proof of Lemma 3.4, we refer the reader to Gürel and Aktürk (2007) .
30
Given the cost change lower bounds for moving a job from its current machine to 31 the other machines, we can define the following flexibility measure for each job.
32
Minimum Re-allocation Cost Lower Bound(LB j ): The minimum cost change 33 lower bound for moving job j from its initially assigned machine in A to the some 34 other machine can be calculated as follows:
where i 1 is the initially assigned machine of job j. This measure can be used such 37 that we can place the jobs with smaller reallocation cost to the time periods where 38 the downtime probability is higher.
39
We have defined a set of measures which may help to make sequencing decisions.
40
We can also combine these measures to form a new flexibility measure as defined 
In order to clarify how these flexibility factors could be used as a sequencing 3 rule, max{ 1 p } corresponds to the SPT rule, whereas max{ w 2 p·∆·LB } is a composite 4 rule that combines four of them into a single sequencing rule.
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Next, we give an algorithm which schedules the jobs on their assigned machines 6 by considering the downtime probability P d (t) function of each machine and the 7 flexibility measure F j for each job. 
Then, the algorithm updates the available interval and takes the next job from the 23 list.
24
We check only the boundaries of the available interval, since we know from 25 Lemma 3.2 that if f X is a unimodal function then the probability function P d (t) 26 is also unimodal in the interval [0, D i ] for machine i. P d (t) being unimodal implies 27 that the minimum downtime probability in the interval is found at one of the 28 boundary points of the interval. Therefore, the algorithm tries to place the least 29 flexible jobs first to the start or end points of the interval, i.e. to the position with 30 minimum downtime probability. We give the step by step definition in Algorithm 2.
31
In the next section we give the experimental results for the probabilistic sequencing 1 algorithm.
2 Algorithm 2 Probabilistic Sequencing Algorithm
Require: Machine i with P d (t) and available interval [t s , t e ].
Require: Set of jobs J i with F j and p j for each j ∈ J i . Initialize: Order the jobs in J i in ascending order of F j 's; Initialize: t s = 0 and t e = D i ;
Schedule job j at [t e − p j , t e ]. t e = t e − p j .
COMPUTATIONAL STUDY 3
In the computational study, we tested the performance of Algorithm 2 using al-4 ternative flexibility measures F j described in Section 3.3. We compared reschedul- In order to construct initial schedules, we first solved the machine-job assignment 26 problem given in Section 3.1. We sequenced the jobs assigned on each machine 27 by using Algorithm 2 which employed each of the following proposed flexibility 28 measures: 1 pf , 1 f LB , 1 pf LB , 1 p∆LB , w pf LB , w p∆LB and w 2 p∆LB . We also formed an 29 initial schedule by using the SPT rule on each machine, which gives the minimum 30 total completion time.
31
For X i and Y i , we used four different distribution pairs consisting of Normal-
32
Normal, Triangular-Normal, Exponential -Normal, and Exponential -Exponen-33 tial. Having formed initial schedules, we randomly selected a machine to fail. We 34 generated a failure time, X i , and a repair time Y i for each machine i.
35
In failure time distribution, mean time to fail is MTTF = 0. For each instance, we calculated a relative difference between rescheduling costs 5 of schedules achieved by Algorithm 2 and SPT rule. We define the relative difference 6 R as follows: the rescheduling cost of SPT sequence is more than twice of the rescheduling cost 10 of a schedule prepared by using the flexibility measure w 2 p∆LB . In Table 6 , we give the confidence intervals for the mean R for Exp-Norm case.
11
14 The results show that proposed sequencing algorithm significantly outperforms the 1 SPT sequenced schedules in terms of rescheduling cost. In this paper, we have proposed an anticipative scheduling approach for sched-10 uling with controllable processing times. We showed that anticipative decision 11 making in preparing initial schedules can avoid excessive rescheduling costs that 12 may result by reactive processing time adjustments.
13
We have considered a rescheduling problem to minimize the increase in total measures. We think that it may also be interesting to consider risky jobs as well 24 as risky machines in preparing initial schedules.
25
Appendix. Derivation of P d (t) for the distributions used in the 26 computational study 27 Norm-Norm Case: In this combination, both failure and repair times are as-28 sumed to have a normal distribution. If the failure time is expected to be symmet-29 rically distributed around a mean, this combination is suitable. This is actually a 30 realistic case if the machine breakdown is due to a gradual wear process.
31
Lemma A.1. Let X ∼ N ormal(µ 1 , σ 1 ) and Y ∼ N ormal(µ 2 , σ 2 ). , B(t, y) = 2(by−ty+y 2 /2) (b−a)(b−c) , Exp-Norm Case: Exponential failure is generally a logical approach as it has 3 memoryless property. On the other hand, it may not be appropriate to use expo-4 nential repair time since memoryless property is suitable in a machining environ-5 ment. We generally expect to have an approximately symmetric behavior around a 6 mean value when we consider the repairing time of a machine. P d (t) of Exp-Norm 7 case can be calculated as below:
8 Lemma A.3. Let X ∼ Exponential(λ) and Y ∼ N ormal(µ, σ). Then, the down 9 probability is calculated as 
