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Abstract
Understanding the nature of the glass transition is one of the most challenging
problems in condensed matter physics. Although ubiquitous and technically important,
glasses still elude a universally accepted theoretical description. Here, we use colloidal
particles as hard-sphere models and experimentally study particle dynamics of colloidal
suspensions under different confinements near the glass transition.
In three dimension (3D), we design a colloidal system, where particles are confined
inside spherical cavities with an amorphous layer of particles pinned at the boundary.
Using this novel system, we capture the amorphous-order particle clusters proposed in
the framework of the random first-order transition (RFOT) theory and demonstrate the
development of a static correlation near the glass transition. Moreover, by investigating
the dynamics of spherically confined samples, we reveal a profound influence of the
static correlation on the relaxation of colloidal liquids. In analogy to glass-forming
liquids with randomly pinned particles, we propose a simple relation for the change of
configurational entropy of confined colloidal liquids, which quantitatively explains our
experimental findings and illustrates a divergent static length scale during the colloidal
glass transition.
In two dimension (2D), we prepare quasi-2D confined colloidal liquids with optical
tweezers. We confirm the existence of a divergent static length in quasi-2D liquids.
We further use the confinement as a tool to probe the Mermin-Wagner long-wavelength
fluctuations. We find that the fluctuations have a logarithmic dependence on the system
size in quasi-2D when the system approaches to the glass transition. Ellipsoidal and
rodlike particles are also used to directly compare the translational and rotational dy-
namics. We show a decoupling between translational and rotational dynamics and the
iv
decoupling is not affected by the confinement. What’s more, constant values of critical
volume fractions are observed regardless of types of particle aspect ratios, measurement
methods, fitting functions, and values of structural factors.
Lastly, we have also conduct an experimental study on the 1D dynamic self-assembly
of charged colloidal particles in microfluidic flows. Using high-speed confocal microscopy,
we systematically investigate the influence of flow rates, electrostatics and particle poly-
dispersity on the observed string structures. By studying the detailed dynamics of
stable flow-driven particle pairs, we quantitatively characterize interparticle interac-
tions. Based on the results, we construct a simple model that explains the intriguing
non-equilibrium self-assembly process. Our study shows that the colloidal strings arise
from a delicate balance between attractive hydrodynamic coupling and repulsive electro-
static interaction between particles. Finally, we demonstrate that, with the assistance of
transverse electric fields, a similar mechanism also leads to the formation of 2D colloidal
walls.
Our study provides key experimental evidences to support the development of RFOT
theory to better understand the glass transition in both 3D and 2D. The fundamental
differences of particle dynamics between 3D and 2D are also studied. In addition to
providing experimental results for assessing general glass transition theories and par-
ticle self-assembly, our studies also provide new insights into the dynamics of confined
colloidal liquids and may shed light on the behavior of atomic/molecular liquids under
nano-confinements.
v
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Chapter 1
Introduction
• Chapter 1 briefly provides the physics background of the glass transition.
• Chapter 2 concisely presents the experimental background of important techniques
used in this thesis.
• Chapter 3 studies the colloidal glass transition under 3D confinement. Large
portions of this chapter have been published in Ref.[1] (APS copyright).
• Chapter 4 shows the colloidal glass transition under 2D confinement. This work
is under preparation for submission.
• Chapter 5 presents an additional research of the particle self-assembly in a simple
fluid flow. This work is conducted with a close collaboration with Yu Abe and
some other researchers. Large portions of this chapter have been published in
Ref.[2]. Yu Abe, Bo Zhang, Xiang Cheng and Lorraine F Francis conceived the
experiment. Yu Abe and Bo Zhang built the experimental setup and performed
the experiment. Bo Zhang provided IDL algorithm for data analysis. Yu Abe and
Bo Zhang analyzed data. All authors contributed to the model development and
writing of the manuscript.
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2• Chapter 6 summarizes the whole work and discusses briefly about the future re-
search directions.
• Appendix A concisely documents different particle synthesis methods used in this
thesis or other unpublished work.
• Appendix B briefly discusses fluorescent labelling methods of the colloids synthe-
sized in Appendix A.
1.1 Glass and Glass Transition
1.1.1 The Glass Transition
Glasses are disordered metastable materials that lack the periodicity of crystals but have
mechanically properties like solids [3]. Silicate glass is one of the best-known examples
of such amorphous solids. Composed mostly of sand, lime and soda, the transparent
window glass has a typical tensile strength of 41 to 180 Mpa, which makes it a very
popular architectural material [4, 5, 6]. Besides the window glass, optical fibers, many
engineering plastics, and some metallic materials are glasses [7, 8, 9]. Historically,
glasses are also one of the oldest materials used by human society. Stone-age humans
are believed to use cutting tools and arrowheads made of a natural glass called obsidian.
Manufactured glasses have also been found in ancient Egyptian tombs [10].
Even though glasses are known by human for a very long time and are widely used
in our daily lives and industries, the quantitatively understanding of the glass and the
glass transition is still one of the major scientific challenges in condensed matter physics
and materials science [4, 11, 12, 13, 14]. Fig. 1.1 shows a schematic representation of
the specific volume or enthalpy as a function of temperature for a liquid at a constant
pressure [4, 11, 12]. Upon cooling from a high temperature to the melting temperature
Tm, molecular motion slows down and molecules reorganize into a ordered crystalline
3structure. However, if the liquid is cooled sufficiently fast, the crystallization can be
avoided and the liquid becomes a supercooled liquid [11, 15, 16]. The molecular dynam-
ics further slow down with the decreasing temperature and eventually the supercooled
liquid vitrifies into a glass. The intersection of specific volume or enthalpy of the super-
cooled liquid and that of the vitrified glass versus temperature gives one of the widely
accepted definitions of the glass transition temperature Tg [4, 11, 12]. Depending on the
cooling rate, the glass transition temperature temperature Tg may shift to lower (slower
cooling rate) or higher (faster cooling rate) temperature.
Supercooled
liquid
τ~10-13 s
τ~10-9 s
τ~103 s
Liquid
Glass
a
b
Tg,b Tg,a Tc TmTk
Temperature
V
o
lu
m
e,
 E
n
th
al
p
y
Crystal
Figure 1.1: Temperature dependence of a liquid’s specific volume or enthalpy at a
constant pressure. Tm is the melting temperature. Tg is the glass transition temperature
and it depends on the cooling rate (a and b curves). a has a faster cooling rate than b.
Tk is the Kauzmann’s entropy crisis temperature.
4Figure 1.2: Viscosities as a function of rescaled temperature Tg/T for strong and fragile
liquids. The image is reprinted from Ref.[3] with permission from Springer Nature.
5Another useful definition of Tg is the temperature where the shear viscosity η goes to
1013 poise or the relaxation time τR reaches to 10
3 s [4]. Based on the Maxwell model,
η = G∞τR, and G∞ is the infinite frequency shear modulus [12]. The viscosity and thus
the relaxation time has a sensitive dependence on the temperature (the relaxation time
changes from 10−13 s to 103 s) as shown in Fig. 1.1. The viscosity may change over 2
- 4 orders of magnitude when the temperature only changes several decades of degrees
close to the glass transition temperature. Hence, the above definition of Tg can be fairly
accurate, even though Tg is cooling-rate dependent.
Quantitatively, Fig. 1.2 shows viscosities of some materials as a function of Tg-scaled
temperature Tg/T [3, 4, 11]. For some so-called strong liquids such as GeO2 and SiO2,
the viscosity of the materials has an exponential dependence on Tg/T . This so-called
Arrhenius behavior can be described by:
η = Aexp(E/kBT ), (1.1)
where, A is a constant, E is the activation energy and kB is the Boltzmann’s constant
[4]. Since η ∼ τR, the activation energy is temperature-independent and proportional
to d(ln τR)/d(1/T ).
Other materials (fragile liquids such as o−Terphenyl, Fig. 1.2) have a stronger tem-
perature dependence close to the Tg. Such a super-Arrhenius behavior can be approxi-
mately described by the Vogel-Tammann-Fulcher (VFT) relation:
η = Aexp(B/(T − Tk)), (1.2)
where A and B are constant and Tk is the Kauzmann’s entropy crisis temperature at
which the configurational entropy density vanishes and the ideal glass forms [3, 4, 11].
61.1.2 The Quest for a Correlation Length
Notice that for the fragile liquids, the apparent activation energy (also the potential
energy barrier) (∼ d(ln τR)/d(1/T )) is not longer constant and increases sharply and
may even diverge when T is close to Tk. In a system with short range interactions,
molecular particle relaxation must be local in space [12]. According to the Adam-Gibbs
theory, the activation energy arises because the growth of the size of the “cooperatively
rearranging region (CRR)” during the glass transition [17]. The potential energy bar-
riers between different local minimums on the free energy landscape increase due to
more and more molecular particles rearrange cooperatively in order for the system to
relax [12]. The size ξ of the CRR is a long-pursued correlation length during the glass
transition.
However, both liquids and glasses are amorphous. Fig. 1.3 shows typical microscopic
images of a colloidal liquid, crystal and glass and their fast Fourier transform (FFT)
images. When a liquid crystallizes into a crystal, the system symmetry is broken. FFT
images of concentric circles changes to six-order symmetric dots (Fig. 1.3b, d). During
this phase transition, spacial correlations are formed. However, when a liquid vitrifies
into a glass, the translational symmetry of the system persists (Fig. 1.3b, f) and no
apparent spacial correlations are found. Thus, even though the idea that the growth of
the size ξ of the CRR during the glass transition is widely accepted, a way to measure
ξ is still actively under debate [4, 11, 12, 13, 14, 17, 18, 19, 20, 21, 22, 23, 24, 25].
1.1.3 Random First-Order Transition Theory
The Random First-Order Transition (RFOT) theory (also called the mosaic theory) has
been developed to probe such a hidden correlation length ξ since later 1980s [12, 22,
23, 24, 25, 26]. According to this theory, a finite dimensional system may have many
different amorphous states. An free energy cost exists due to the presence of interfaces
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Figure 1.3: Microscopic images of a colloidal liquid (a), crystal (c) and glass (e) and
their FFT images (b, d, and f).
8separating different states. Assume the system is in α state at first. As the temperature
of the system decreases, there is a new β phase with size of R nucleates in the original α
phase. Assume the surface tension is the main part of the free energy barriers between
state and thus the free energy cost is given by,
∆Fcost = Y R
θ, θ ≤ d− 1, (1.3)
where Y is a “generalized” surface tension and d is the dimensionality of the system.
The new phase with size of R also has an exponentially increased number of available
states. The appearance of the new state β is thus driven by the configurational entropy.
There is a free energy cost if the region only stays in α state but a free energy gain if the
region can also explore other states such as β from the entropy point of view. Therefore,
the thermodynamic drive is the free energy gained by the total available configurational
entropy is:
∆Fgain = −Tsc(T )Rd, (1.4)
where T is temperature and sc is configurational entropy density. Combining Eqn 1.3
and Eqn 1.4, a critical length ξ can be obtained when the energy cost equals the energy
gain:
ξ =
(
Y (T )
Tsc(T )
) 1
d−θ
, (1.5)
where both surface tension Y (T ) and configurational entropy sc(T ) are temperature-
dependent. According to FROT, ξ is the typical size of the CRR discussed above.
Based on the arguments above, a gedankenexperiment (thought experiment) has
been proposed to detect such an amorphous phase in the supercooled liquids during the
glass transition. In a liquid (Fig. 1.4 a), a cavity with a size of R is created (Fig. 1.4
b). The liquid particles out of the cavity including those on the surface of the cavity
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Figure 1.4: Illustration of the RFOT theory. The orange balls indicates individual
particles. The green dashed line represent the pinned boundary and the grayish orange
balls are trapped particles and frozen particles outside.
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are frozen (Fig. 1.4 c). The liquid particles inside of the cavity can still freely evolve
while the particles outside are kept still and produce a pinning field at the interface to
retain the liquid in the original states α. After certain time, the free liquid particles
inside can evolve into another state β (Fig. 1.4 d). Since both states are amorphous,
the standard correlation functions that measure the correlation between different points
of the system cannot measure the structural difference and correlation between the
amorphous α and β phases. A special correlation function, the so-called point-to-set
correlation, is introduced to measure the correlation between one point (the center of the
cavity) and a set of particles (the boundary and outer frozen particles) among different
states. The point-to-set correlation is defined as:
qc(R, t) =
∑
i〈ni(t0)ni(t0 + t)〉∑
i〈ni(t0)〉
, (1.6)
where the average is taken over the initial time t0. ni is the number of particles in
a box near the center of the cavity at ~xi. The box size is chosen to be smaller than
the diameter of the particles. Thus, ni is either 0 or 1. When R > ξ, qc decays
to 0, which means there is no correlation between two states in the liquid. When R
decreases and is smaller than ξ, qc becomes non-zero (partially correlated) or even 1
(totally correlated). Such non-zero correlations have been observed in the simulations
in supercooled liquids close to the glass transition [22, 27]. The key point is that qc(R)
decays significantly slower when T is lower, and thus ξ increases when T decreases to
Tg. The growing thermodynamic length scale indicates the existence of the amorphous
order the supercooled liquids.
In Chapter 3 and Chapter 4, we experimentally fulfill the gedankenexperiment and
prove the existence of the non-zero correlations and thus the amorphous order in the
3D and 2D confined supercooled liquids during the glass transition. Notice that many
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other theories and concepts have also been developed to pursue the length scale such
as p-spin model, dynamic heterogeneity, and dynamical facilitation [12, 28, 29, 30, 31,
32]. Even though we use RFOT to explain our results, the experimental results are
independent of specific theories and should serve as an experimental benchmark for
theoretical understanding of the glass transition.
1.2 Dynamics of Colloids
1.2.1 Colloidal Suspensions
A colloid suspension is a mixture in which the insoluble particles dispersed in a con-
tinuous medium. The size of the insoluble particles is roughly in the range of 1 nm -
1 µm. Base on the states (gas, liquid or solid) of the dispersed phases and dispersed
media, colloids can be classified as 8 different categories. We see these different classes
of colloids in our daily life such as fog (liquid in gas), smoke (solid in gas), cream (gas in
liquid), milk (liquid in liquid), ink (solid in liquid), foam (gas in solid), gelatin (liquid
in solid), and cranberry glass (solid in solid) [33]. Besides these everyday items, colloids
also plays a very important role in the field of soft matter. There are many diverse
research areas such as crystal/glass transition, self-assembly, transport, rheology, active
matter and so on [34, 35, 36, 37, 38, 39].
Due to small sizes of particles, the thermal fluctuations of the order of kBT are strong
enough to perturb particle dynamics and cause random collisions between colloidal
particles and fluid molecules, which leads to the well-known Brownian motion [40].
From a physics point of view colloids are characterized by observable Brownian motion.
The random walk of Brownian motion along with other particle-particle interactions
contributes to the rich and complex particle dynamics in colloids [35, 39, 41, 42, 43].
Particularly relevant to our research, colloids are widely used as a hard-sphere model
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to study the glass transition [1, 44, 45, 46].
1.2.2 Hard Sphere Model
Hard-sphere interaction is the most simple particle-particle interaction and provides the
simplest model for studying particle dynamics during the glass transition. The potential
between two hard spheres is given by
U(r) =

∞, if r ≤ 2a
0, if r > 2a,
(1.7)
when r is the distance between two sphere centers and a is the radius of the hard spheres
[47]. In this hard-sphere model, particles cannot overlap with each other and all possible
configurations has zero potential energy. The system is athermal. Thus the free energy
of the system −TS is entirely governed by the entropy S [47, 48, 49].
The total entropy for a liquid can be divided into the vibrational entropy Svib and
the configurational entropy Sc [50]. Svib comes from the vibrations of particles near their
positions whereas Sc is that part of the total entropy of a liquid which is determined
by the number of possible packing states or the number of local minimums on the free-
energy landscape [51]. Svib can be further divided into the vibrational entropy of a
fixed structure (such as a crystal) Svib, cry and the excess part of the vibrational entropy
Svib, ex. Thus the excess entropy which governs the glass transition can be written as
Sex = Svib, ex+Sc. Since Sc is proportional to or treated equal to Sex, the configurational
entropy is commonly used to present the excess entropy such as in Adam-Gibbs equation
[51].
For a stable or metastable system such as liquids, supercooled liquids and crystals,
particles explore all possible configurations to minimize the system free energy. Near
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the glass transition, according to Adam-Gibbs relation,
sc = K(φc − φ), (1.8)
where, sc is the configurational entropy density (configurational entropy normalized by
volume) and K is a constant [17]. φ is the volume fraction of the system and φc is the
critical volume fraction where sc vanishes. For a monodispersed hard-sphere system,
the only control parameter is the volume fraction φ defined as:
φ =
4piNa3
3V
. (1.9)
N is the number of spheres and V is the volume of the system [47, 49, 52, 53].
Particle dynamics of hard spheres are ergodic. For a hard sphere system in the dilute
limit (φ → 0), the translational diffusion coefficient DT is accurately described by the
famous Stokes-Einstein-Sutherland equation:
DT =
kBT
6piηa
. (1.10)
kB is Boltzman constant, T is the temperature and η is the viscosity of the solvent
[54, 55, 47]. The translational diffusive time (or translational relaxation time) τD of the
particle thus can be defined as:
τD =
a2
6D
=
piηa3
kBT
. (1.11)
As the volume fraction φ increases, the hard spheres show a more complicated phase
diagram (Fig. 1.5) [47, 56]. Below φ = 0.494, the colloidal suspension is liquid. When φ
increases slowly above 0.494, the system goes through the liquid-crystal phase transition.
The system shows a co-existence of liquid and crystal when 0.494 < φ < 0.545. The
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CrystalLiquid
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coexistence
Figure 1.5: Hard-sphere phase diagram. The orange balls indicate hard-sphere particles
showing typical organizations of particles at certain volume fractions φ.
whole system will be crystal when φ > 0.545. However, when the volume fraction φ
increases rapidly around 0.494 (such as by fast evaporation or sedimentation), the hard
spheres do not have enough time to reorganize and crystalize. Thus, the system stays at
the equilibrated liquid state as the supercooled liquid. The supercooled liquid eventually
vitrifies into the glass when φ > 0.58.
A key experiment performed by Pusey and van Megan first demonstrated that
monodispersed poly(methymethacrylate) (PMMA) colloidal spheres could be treated
as hard spheres and have the crystal transition and glass transition purely driven
by entropy φ [34]. This pioneering work promotes the applications of the colloids as
model hard spheres. Nowadays, colloidal particles such as PMMA, polystyrene (PS),
and silica spheres under special solvent conditions are frequently used as hard spheres
[1, 2, 34, 41, 57, 58].
Due to the ubiquitous presence of van de Waals attractions between colloidal par-
ticles, the stabilization of system usually requires steric repulsions by oligomers on
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spheres’ surfaces or charge repulsions by like charges on spheres’ surfaces [59]. The
PMMA spheres used by Pesey and van Megan are sterically stabilized by poly-12-
hydroxy-stearic acid (PHSA) oligomers, while some other PMMA, PS or silica particles
dispersed in the water are stabilized by like-charge repulsions [34].
In order to weaken the van de Waals forces among particles, the solvent should
be carefully chosen to match the refractive index of particles to reduce the Hamaker
constant [59]. For PHSA stabilized PMMA spheres used in our experiments (Chapter
3 and 5), a mixture of decahydronaphthalene (decalin) and cyclohexyl bromide (CXB)
is commonly used to match the refractive index [41, 60]. The mixture of decalin and
CXB can also match the density the PMMA particles simultaneously, which prevents
sedimentation of particles.
Since the late 1960s, many experiments have demonstrated the similarities of parti-
cle dynamics between the glass transition in colloidal suspensions and those in atomic
systems [61, 62, 63]. Treating hard-sphere colloidal particles as hard spheres can cer-
tainly simplify the study of the complex glass transition. Colloidal suspensions provide
further advantages to study the glass transition. Traditionally, the dynamics of colloidal
suspensions are studied by the light scattering [64, 65]. However, the light scattering
can only be used on bulk samples and provide the average information. In order to
study confined samples (such as blood cells in veins) or systems with heterogeneous
dynamics, novel measurements with single-particle resolution are needed. To study
the single-particle dynamics, a proper spacial resolution and temporal resolution of the
measurements are needed. The typical size of colloidal particles used in experiments
is in the range of 100 nm - 1 µm, which gives the diffusion time τD (Eqn 1.11) in
the range of 1 ms - 1 s. The video microscopy such as video optical microscopy can
perfectly meet the requirements [41, 66, 44]. In this thesis, we use colloidal particles
as hard spheres to study the glass transition by video optical microscopy such as the
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bright-field microscopy and the confocal laser scanning microscopy. With the help of the
camera recording and computer-aided imaging data analysis, the information of parti-
cles such as spacial positions and their time evolutions can be accurately obtained at
the single-particle level. More information about video optical microscopy and imaging
data analysis will be discussed in Chapter 2.
Even though colloids can be very useful to study the glass transition, the differ-
ences between the colloidal glass and atomic glass should be noticed [40]. Firstly, in
colloids, there are dispersed phases (colloidal particles) and dispersed media (solvents).
The dynamics of particles are dissipative. The hydrodynamic effects affect the particle
dynamics [67, 68]. While in atomic systems, there is usually one phase and particle dy-
namics are ballistic between collisions [47]. Secondly, colloidal suspensions are controlled
by volume fractions, whereas atomic and molecular fluids are controlled by tempera-
ture. Thirdly, as a hard-sphere model, colloidal particles do not have complex particles
shapes and particle-particle interactions as those of atoms and molecules. But for many
cases of interests, especially the study of the glass transition, the hard-sphere model
can still provides many useful insights. There are also many experiments exploring par-
ticle dynamics of non-sphere colloids and colloids with more complicated interparticle
potentials [20, 69, 70, 71]. Lastly, colloidal particles are always polydispersed (∼ 5%),
which may shift the phase transition to higher values. However, the polydispersity of
the colloidal particles is not always troublesome. The polydispersity can frustrate the
crystallization and help the vitrification of colloidal suspensions. In fact, many exper-
imental and simulation studies of colloidal glass transitions add the polydispersity on
purpose [1, 72, 73, 74].
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1.2.3 Self-assembly of Colloids
Besides used as a hard-sphere model to study the colloidal glass transition (Chapter 3
and 4), colloids are also used to study particle self-assembly (Chapter 5) [2, 35, 75, 76,
77, 78, 79]. Even though particle self-assembly is not a main topic in this thesis, this
work does show the diverse research areas in colloidal science.
1.3 Mermin-Wagner Fluctuations
1.3.1 Mermin-Wagner Fluctuations in 1D and 2D
Dimensionality is important in materials science. Low dimensional (D ≤ 2) materials,
such as graphene and nanoparticles, show very novel and interesting material properties
compared to the bulk 3D materials [80, 81, 82, 83, 84, 85, 86]. Even though a lot
of low dimensional materials are called crystals, they are not perfect crystals due to
many issues such as finite sizes or dynamic fluctuations beyond 2D. It has been widely
accepted that there is no perfect crystal in low dimensional (D ≤ 2) materials. Peierls
and Landau first considered this problem and concluded that there was no 1D or 2D
crystalline long-range order [87, 88, 89]. In 1960s, Mermin and Wagner published a
series of papers discussing the quantum spin system, classical lattice spin system and
classical particle systems on a 2D lattice [90, 91, 92]. The absense of spontaneous
symmetry breaking in lower dimensional (D ≤ 2) systems was also rigorously proved by
Coleman in quantum field theory and Hohenberg in statistical physics [93, 94]. Based
on these work, the Mermin-Wagner theorem (also known as Mermin-Wagner-Hohenberg
theorem or Coleman theorem) was established as: continuous symmetries cannot be
spontaneously broken at finite temperature in 1D or 2D systems with sufficiently short-
range interactions [90, 91, 92].
Let’s first consider Peierls’ 1D model (Fig. 1.6) [87]. Assume a string of N atoms at
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1 n+1
a1,2 = a + δ
2 n
an,n+1 = a + δ
a1,n+1 = a1,2 + a2,3  + ... + an,n+1
= na + √nδ
1D 2D 3D
(b)
(a)
Figure 1.6: Illustration of Mermin-Wagner fluctuations. (a) Illustration of fluctuations
in a 1D periodic crystal. (b) Different pathways to relax fluctuations in 1D, 2D and 3D.
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some finite temperature in 1D. The interactions are short-range and only exist between
two adjacent particles, which means the equilibrated position of each atom is only deter-
mined by its local environment, i.e., instantaneous positions of its neighbors. The lattice
constant is a and there is a fluctuation of the position δ between two adjacent atoms
due to thermal fluctuations. We further assume the interatomic forces are harmonic.
The atomic displacement of atom n, δn, can be written in terms of normal modes of
vibration:
xn − na = (Nm)−1/2
∑
k
Vk exp[i(ωkt− kna)], (1.12)
where t is time, m is the mass of an atom, k is the wavevector, ωk is the frequency
and Vk is the amplitude of the mode [95]. Then the square of the amplitude of the
fluctuations 〈δ2n〉 can be expressed as:
〈δ2n〉 =
4
Nm
∑
k
〈|Vk|2〉sin2(kna/2). (1.13)
c is the velocity. Considering that the string is very long and the normal mode spectrum
is quasi continuous, the thermal average 〈δ2n〉 can be simplified as:
〈δ2n〉 = na2kBT/2mc2, (1.14)
or √
〈δ2n〉 ∼
√
n. (1.15)
Thus, the amplitude of the long-wavelength fluctuation
√〈δ2n〉 goes infinite as the size of
the system goes to infinite, resulting an unstable 1D crystal. The system losses spacial
correlations and thus there is no perfect crystal with short-range interactions at finite
temperature in 1D system [87, 92, 95].
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Similar arguments can be applied to a 2D system and the amplitude of the long-
wavelength fluctuations follows:
√
〈δ2n〉 ∼
√
ln(n). (1.16)
In this case,
√〈δ2n〉 is still increasing with the system size in 2D. √〈δ2n〉 develops a loga-
rithmic dependence on the system size. The dependence of the amplitude of fluctuations
on the system size in 2D (Eqn. 1.15) is weaker than that in 1D (Eqn. 1.16) [92, 95]. If
same procedures are applied to a 3D system, it turns out 〈δ2n〉 is independent on n [95].
Fig. 1.6 b shows simplified arguments for the fluctuations in systems [96]. In 1D
the fluctuations can only relax among two neighbors, whereas in 2D the fluctuations
have to be correlated along four neighbors. However, in 3D, the fluctuations can relax
among six neighbors. The total amplitude of the fluctuations stays same order as the
fluctuations between two adjacent atoms. Thus there is no perfect crystals in 1D and
2D systems due to the Mermin-Wagner fluctuations, whereas there are perfect crystals
in 3D systems [95].
1.3.2 Mermin-Wagner Fluctuations in 2D Amorphous Colloidal Sys-
tems
Recently, Illing et al. experimentally demonstrated that the Mermin-Wagner fluctua-
tions also exist in 2D glass [96]. 2D crystal, 2D glass and 3D glass were compared
by measuring both actual dynamics such as mean square displacements (MSD) and
self-intermediate scattering functions (Fs) and relative dynamics compared with neigh-
bors such as cage-relative MSD (CR-MSD) and bond-orientational correlation functions
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(CΨ). Actual dynamics measurements are influenced by the Mermin-Wagner fluctua-
tions whereas relative dynamics measurements are not. They showed that actual mo-
tions and the relative motions were same in 3D glass whereas they became different in
2D crystal and 2D glass. Based the observations, they claimed that such differences
between the actual motions and the relative motions are caused by the existence of
the long wavelength Mermin-Wagner fluctuations in the 2D systems. Similar behaviors
were also observed independently by the Weeks group in Emory Univerisity [97].
Illing et al. further showed numerically that the square root of heights of MSD at
inflection points
√
MSD grows logarithmically with system size
√
N . At the plateau
of MSD curves (indicated by the inflection points), each particle is confined by its
neighbors. Thus each particle is most likely moving with its neighbors and the height
of the plateau of the MSD curve should indicates the actual displacement influenced by
the Mermin-Wagner fluctuations. Thus the change of
√
MSD with system size provides
a way to measure the amplitude of the long-wavelength fluctuations in 2D glass.
In Chapter 4, we use optical tweezers to systematically change system sizes and
measure the influence of the Mermin-Wagner fluctuations on our particles dynamics in
2D. We show experimentally that the amplitude of the fluctuations quantified by
√
MSD
follows a logarithmic dependence on the system size R. Another approach to measure
the fluctuations is also developed, which further confirms the logarithmic dependence
on sizes of 2D amorphous colloidal systems.
Chapter 2
Experimental Background
2.1 Confocal Laser Scanning Microscopy
Optical microscopy has been a powerful tool to study soft matter, fluid dynamics, poly-
mer science and many other research fields [1, 2, 41, 98, 99, 100]. Fig. 2.1a shows the
schematic diagram of a typical optical microscope [101, 102]. A light coming from an
external light source shines upon a sample. The light may be reflected, scattered or
absorbed by materials in the sample. A optical microscope can be either bright-field
(collecting light transmitted through the sample) or dark-field (collecting light scattered
by the sample). Notice that the reflection, scattering and absorption of light usually
happens at same time.
It is extremely helpful to obtain accurate positions of target materials in order to
study dynamics or mechanisms. Even though the normal optical microscopy is very
useful, there are two major limitations that could cause many troubles when pursu-
ing accurate positions. Firstly, due to the image contrast coming from the reflection,
scattering and absorption of light, the observed objects have to have a large enough
dielectric constant difference (or refractive index difference) from the background [101].
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Figure 2.1: Schematic diagrams of optical/fluorescence microscopy with the observed
objects (a) at the focal plane and (b) out of the focal plane. The image of objects at the
focal plane shows clear and sharp figures while those out of the focal plane shows blurry
and exaggerating figures. The schematic diagrams are only used to show the principle
of the microscopy. The actual setup may be different and has more components.
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Thus, the normal microscope is helpless when being used to image some polymer blends,
liquid crystals or biological cells and tissues with similar refractive indices. Secondly,
out-of-focus light can make images blurry and may exaggerate figures. Fig. 2.1b shows
the light paths scattered by an observed object away from the focal plane. Different
from the clear and sharp image in Fig. 2.1a, the image of the observed object away from
the focal plane has much less image clarity. The situation will get even worse when
it comes to samples with high concentration of objects, which is very common is soft
matter. The images of the objects from the focal plane and out of the focal plane may
be superimposed and make the detection almost impossible.
Fluorescence microscopy (FM) has been used to overcome the first limitation. The
principle is based on the phenomena of fluorescence and phosphorescence (Fig. 2.2a)
[101, 103]. Photons absorbed by a fluorescent or phosphorescent molecule can change
the electronic, vibrational and rotational states of an electron in the outermost orbitals
of the molecule. With enough light energy absorbed, the electrons at the ground state
can jump to higher-energy excited states. Fluorescence (spontaneous emission) and
phosphorescence (delayed emission) happen when the electrons at the excited states
return to the ground states and release the emission light. Notice that the electrons
always start from the the electronic level of the energy but may end at different vi-
brational levels of the energy. Thus, the emission light usually has a lower energy and
longer wavelength than the excitation light. The difference is called as the Stokes shift
[101].
The Stokes shift is the key to fluorescence microscopy because the shift makes it
possible to distinguish the excitation light and emission light. Fig. 2.2b shows the
excitation and emission spectrums of Nile Red (phospholipid), which is used in this work.
From the plot, we can see that the emission spectrum shifts to the longer wavelength
(lower energy). A light source with the wavelength close to the peak the excitation
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Figure 2.2: Excitation and emission spectrum for a fluorescent-labeled observed object.
(a) Schematic diagram of the energy state changes of the fluorescent chemicals’ electrons
in the outermost orbitals with the influence of the light. The color of the lines roughly
indicates the energy change between states and the colors of lights. From blue to red,
the energy changes decrease. (b) Excitation and emission spectrum of Nile Red (phos-
pholipid). The spectrum data is generated by the online “Fluorescence SpectraViewer”
provided by Thermo Fisher Scientific (https://www.thermofisher.com/us/en/home/life-
science/cell-analysis/labeling-chemistry/fluorescence-spectraviewer.html). The laser
with wavelength of 532 nm is used to excite Nile Red in this work. The real exci-
tation and emission spectrum may be altered by the dispersed medium. The data here
is only for demonstration and may be different from the real spectrums for our Nile Red
labeled PMMA particle suspended in decalin and CXB mixture.
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spectrum (such as the laser with wavelength of 532 nm used in our work) is chosen to
maximize the excitation. By choosing a right emission filter (such as Floid Red channel),
the image is created only by the excitation light from the fluorescent-labeled objects with
the light from the light source filtered out (Fig. 2.1a). In this way, with the observed
objects labeled by a proper fluorescent dye, fluorescent images with high contrast can
be obtained. Fluorescence microscopy has been widely used in many research areas
where the observed objects have close dielectric constant to the medium or background.
However, fluorescence microscopy still has the same limitation as the normal optical
microscopy–blurry image caused by the out-of-focus light (Fig. 2.1b).
Focal plane
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Dichromatic 
beam splitter
Objective
Detector
Sample
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Objective
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(b)
Figure 2.3: Schematic diagrams of confocal laser scanning microscopy with the observed
objects (a) at the focal plane and (b) out of the focal plane. The image of objects at the
focal plane shows clear and sharp figures while those out of the focal plane are blocked
by the pinhole. The schematic diagrams are only used to show the principle of the
confocal microscopy. The actual setup may be different and has more components.
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Figure 2.4: Schematic diagram of one type of spinning disk of the spinning-
disk confocal microscope. A pair of spinning disks is used synchronously
to accelerate the process of data collection. The figure is redrawn based
on the geometry shown on one research website of University of New South
Wales (https://cellbiology.med.unsw.edu.au/cellbiology/index.php/Group 6 Project -
Confocal Microscopy).
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Figure 2.5: Z-stack image sequence of a spherical droplet of PMMA suspensions
scanned from the top to the bottom. The step distance in z direction between two
adjacent z-stack images is 1.5 µm. Two different sizes of PMMA particles are used. The
diameter of particles are ds = 1.29 µm and dl = 1.64 µm. The scale bar is 5 µm. In
our real experiment, the step distance between two adjacent z-stack images is set to be
0.1-0.3 µm in order to have multiple cross-section images of each particle. The scale bar
is 10 µm.
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In order to solve this problem, confocal laser scanning microscopy (CLSM) has been
developed [98, 102, 101, 103, 104, 105]. Fig. 2.3a shows schematic diagrams of CLSM.
The geometry of CLSM is very similar FM. The biggest change in CLSM is to add an
opaque disk with a pinhole between the sample and the detector to screen the out-of-
focus light. When the observed object is at the focal plane, the emission light excited
from the fluorescent-labeled object by the external light (laser) can pass through the
dichromatic beam splitter, condense at the pinhole and eventually focus on the detector
(Fig2 2.3a). However, when the observed object is away from the focal plane, the
emission light can still pass through the dichromatic beam splitter but condense before
or after the pinhole and thus is blocked by the opaque disk. On contrary to the normal
optical microscopy, for CLSM, the dielectric constant or the refractive index of the
observed objects should be matched to that of the medium or background to further
eliminate the scattering light due to refractive index differences. The ideally obtained
image shows the 2D cross-section of the observed objects without the influence of the
out-of-focus light, while in reality the depth of field is on the order of 100 nm and
influenced by the numerical aperture of objectives. However, there comes another issue
with the present of the pinhole. Instead of collecting all the light information in the field
of view simultaneously, CLSM with a pinhole has to scan objects point by point, which
provides high resolution images but greatly slows down the image collection process. In
order to solve this problem, a spinning disk is introduced to the CLSM to replace the
opaque disk with a pinhole (Fig. 2.4). The spinning disk confocal microscope uses a
pair of the spinning disk synchronously to accelerate the data collection. The speed can
go as high as 100 frames per second (FPS) for a field of view 1000 × 1000 pixels. A
higher speed is limited by the concentration of fluorescent dyes and the efficiency and
the power of the light source.
With the help of CLSM, a sample with refractive index matched with the medium
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now can be nearly perfectly imaged at each focal plane. If we take a z-stack image
sequence by quickly changing the position of the focal plane in z direction (perpendicular
to the focal plane), 3D information of the observed objects can be obtained after 3D
reconstruction. Fig. 2.5 shows a z-stack image sequence of a spherical droplet of PMMA
suspensions with a step distance of 1.5 µm. The confocal images can be used to nearly
perfectly calculate 3D information (positions, brightness, et al.) of PMMA particles. In
our experiments, the step distance is usually set to be 0.1-0.3 µm in order to have at
least 5-10 pixels resolution of each particle in z direction for accurate analysis. The 3D
information can be further used to calculate particle dynamics or other useful quantities.
More details about the experiments will be discussed in Chapter 2.3 and Chapter 3.
2.2 Optical Tweezers
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Figure 2.6: Ray optics explanation of forces on a particle in an unfocused but sym-
metric light field. The particle has a high refractive index (dielectric constant) than the
suspended medium (liquid or gas). (a) When the particle stays at the center line, it will
be pushed away along the incident light direction. (b) When the particle stays away
from the center line, it will be pushed toward the center while pushed away along the
incident light direction.
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Figure 2.7: Ray optics explanation of forces on a particle in a focused and symmetric
light field. The particle has a high refractive index (dielectric constant) than the sus-
pended medium (liquid or gas). (a) When the particle stays above the center, the net
force on the particle will have the inverse incident light direction. The particle will be
push toward the center. (b) When the particle stays below the center, the net force on
the particle will have the incident light direction. The particle will be push toward the
center.
When passing through a transparent dielectric particle, incident light can be par-
tially scattered or absorbed. Thus the linear and angular momentums of the light are
transferred on the particle and the net force on the particle may be non-zero. Based
on this phenomena, starting from early 1970s, Arthur Ashkin and his co-workers pi-
oneered the field of laser-based optical tweezers (or named as optical trapping) [106,
107, 108, 109, 110]. The ability to apply femtonewtons to nanonewtons forces onto
nanometer-sized to micron-sized dielectric particles makes optical tweezers a perfect
manipulative tool in many research areas such as molecular motors and soft matter
physics [111, 112, 113, 114].
Theoretical explanations of optical trapping of dielectric particles are sufficiently
complex. Two extreme cases of Mie particles (a  λ, a is the particle radius) and
Raleigh particles (a λ) are well-understood, while many theories have been developed
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to explain the case where a ∼ λ [111]. Here we use the Mie particle to qualitatively
explain the formation of optical traps.
When a dielectric particle is placed in a gradient light field, besides a scattering force
in the direction of light propagation, a gradient force in the direction of the spatial light
gradient is applied on the particle [108, 111]. Fig. 2.6 shows two simple cases where
a particle with higher dielectric constant than the medium stays in an unfocused but
symmetric light field. The gradient force arises because in an inhomogeneous light field
the laser induces dipoles in the dielectric particle and the dipoles (thus the particle) feel
a force in the direction of the field gradient [108, 111]. The scattering force is positively
correlated to the light intensity. The gradient force is proportional to the light intensity
gradient and also the polarizability of the dielectric.
When the particle stays at the center line, the net force on the particle will be
parallel to the initial light direction (Fig. 2.6a). The net force is the total force of F1
and F2. F1 and F2 are the total force of the scattering force and gradient force from ray
1 and ray 2. The particle will be pushed away along the incident light direction. When
the particle stays away from the center line, the longitudinal part of the net force still
points the incident light direction (Fig. 2.6b). However, the non-zero lateral part of the
net force points to the center where the light intensity is stronger. Hence, the particle
will be pushed toward the center while pushed away along the incident light direction.
In both cases, the particle can not be optically trapped.
In order to firmly trap a particle, an objective lens of high numerical aperture (NA)
is needed to focus the laser to generate a light field with a large gradient. Fig. 2.7
presents the ray optics explanation of force on a particle in a focused and symmetric
light field. When the particle stays above the center, the net force on the particle will
have the inverse incident light direction. The particle will be push toward the center.
When the particle stays below the center, the net force on the particle will have the
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incident light direction. The particle will be pushed toward the center. Combined with
the arguments in Fig. 2.6, with a strong enough light intensity gradient the particle will
be trapped at the location slightly higher than the center point of the light field. An
stable optical trap is formed.
In sum, a powerful laser light source, an objective lens with a high numerical aperture
and a large refractive index (RI) difference between the particle and its suspended
medium are the three key components of optical tweezers. For our experiments, the
maximum power of the 1064 nm Infrared radiation (IR) laser used for trapping is 5
W. A 60× oil immersion objective lens has NA = 1.25. PMMA (RI = 1.49), PS (RI
= 1.55-1.59) and fused silica (RI = 1.46) particles are suspended in water (RI =1.33).
The combinations can provide stable multiple traps. More details about the experiment
using optical tweezers will be discussed in Chapter 4.
2.3 Computational Analysis
In order to study single-particle dynamics in colloidal suspensions, accurate information
such as particle positions as a function of time is needed. Many well-known and public-
domain algorithms have been developed over the last two decades. In this work, we use
the widely used algorithms developed by John Crocker, David Grier and Eric Weeks
[115, 116]. Based on these algorithms, custom-made algorithms for special purposes have
also been developed and used for the image data analysis. Algorithms for single-particle
dynamics are first to locate particle positions, then link same particles at different time
frames and lastly calculate desired physical quantities such as MSD. Same algorithms
can be achieved on different languages (IDL, MATLAB, Python et al.).
Fig. 2.8 shows a typical procedure of locating positions of spherical particles (pre-
tracking). The original image needs to be inverted if particles are black (Fig. 2.8b).
Then the background noise is removed by a spatial bandpass filter. After the filtration,
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Figure 2.8: Demonstration of algorithms of image analysis. (a) A original image of
PMMA particles with diameter of 2.08 µm collected by a microscope. (b) The inverted
image to make particles as bright spots. (c) the image after a spatial bandpass filter is
applied on the inverted image in (b). The spatial bandpass filter is used to smooth the
image and subtract the background noise. (d) The detected particles are superimposed
on the top of the inverted image to verify analysis results. The white spots and their
black-cross centers presents locations of the detected particles. Notice that sizes of the
white spots are default and not same as real particle sizes.
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an image with clear background and individual white spots can be obtained (Fig. 2.8c).
Lastly, a circular mask with an estimated size same as particles is created. The bright-
ness of the mask follows 2D Gaussian distribution. Correlations between the brightness
of the mask and the brightness of every position with same size on the image are cal-
culated and compared. If the correlation achieves a local maximum, the position of
the circular mask will be marked as one particle position. Same procedures will be
applied to all positions until all features are found and marked (Fig. 2.8d). As shown
in Fig. 2.8d, all particles except those near edges are accurately located. No particle
is found in the location of the vacancy detect in the colloidal crystal. The accuracy
of the positions is at the sub-pixel level (less than 50 nm). The high accuracy of the
pre-tracking is essential for particle tracking velocimetry (PTV).
The next step is to link the same particles at different time frames (tracking). An
image time series is recorded by a CCD camera on a normal optical microscope or a
confocal laser scanning microscope. The interval time of the image time series should
be smaller enough so that each particle will not diffuse more than one particle radius
away from its previous position during each time interval. Having all positions at all
frames from the pre-tracking procedure, same particles are then linked through the
time series based on the factor that the displacement of each particle between two
adjacent frames is smaller than one particle radius. Same particles are identified and
labeled by the same numbers (IDs). The IDs are stored together with particles’ other
information, such as positions, sizes, et al.. Fig 2.9 shows a typical single-particle
trajectory of the Brownian motion of a particle in a dilute quasi-2D suspension. Particle
suspensions under more complicated situations such as flows can also be analyzed by
similar procedures (Chapter 5).
After the tracking procedure, the spacial and temporal information of each particle
can be obtained. Useful physical quantities such as mean square displacements (MSD),
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Figure 2.9: A typical single-particle trajectory of the Brownian motion of a particle in
a dilute 2D suspension. The red circle indicates the initial position. The interval time
of each step is 0.1 s and the total time is 600 s. 1 pixel = 0.095 µm. The diameter of
the PMMA particle is 2.08 µm.
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pair correlation functions (g(r)), and self-intermediate scattering functions (Fs) can be
further calculated, which will be used to understand many phenomena in this work.
More details will be discussed in the following chapters (Chapter 3, Chapter 4, and
Chapter 5).
Chapter 3
3D Confinement∗
3.1 Introduction
Understanding the nature of the glass transition is one of the most challenging problems
in condensed matter physics [117, 118, 119, 120]. Although ubiquitous and technically
important, glasses still elude a universally accepted theoretical description. A molecular
glass forms when the temperature of a liquid is quenched below its glass transition
temperature Tg. Near the transition, the relaxation of a liquid can slow down by many
orders of magnitude with only a modest decrease of temperature by a factor of 2 or 3.
The classical thermodynamic theory of Adam and Gibbs suggests that such a super-
Arrhenius temperature dependence arises from cooperative particle rearrangements in
localized regions that are related to the configurational entropy of supercooled liquids
[3, 17].
∗Reproduced in part with permission from (Bo Zhang and Xiang Cheng, “Structures and dynamics of
glass-forming colloidal liquids under spherical confinement”, Physical review letters, American Physical
Society).
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To illustrate the static correlations associated with these localized regions, “point-
to-set” correlations have recently been proposed in the framework of the random first-
order transition theory (RFOT) [14, 22, 121, 122], which is a modern development of
the Adam-Gibbs theory unifying physical insights from the mode coupling theory and
the spin glass theory [117, 118]. In the RFOT, a gedankenexperiment was conceived
[22], where particles outside a cavity of radius R in a supercooled liquid are suddenly
frozen while the particles inside the cavity are allowed to freely evolve. The point-
to-set correlation length, ξ, is defined as the minimal R such that the particles at
the center of cavity are not affected by the pinning field imposed by the boundary.
A cavity with R < ξ constrains the system into a local minimum of the free-energy
landscape and captures an “amorphous order” particle configuration nucleated within
the liquid. Numerical simulations on molecular glass-forming liquids have demonstrated
an increase of ξ close to Tg [14, 22, 121, 122]. More recently, following a different
protocol, Nagamanasa et al. have investigated semi-infinite 2D colloidal liquids with
a wall of particles pinned in an equilibrated configuration and have experimentally
confirmed the existence of static point-to-set correlations away from the pinning wall
[122, 123].
Nevertheless, important questions remain unanswered. First, it is still an open ques-
tion if and how the static correlation develops in 3D experimental systems similar to
the gedankenexperiment. Second, recent theory has suggested that, instead of frozen
equilibrated boundaries, confined systems with conventional boundaries exhibit a quali-
tatively similar trend for the development of static correlations [24]. Although confined
systems have been extensively studied in probing the dynamics of glass-forming liquids
[46, 74, 124, 125, 126, 127, 128, 129, 130], it has yet to be verified if the predicted
static correlation exists in these supposedly familiar systems. Lastly, there still lack
systematic experiments that examine how the configurational entropy associated with
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static correlations varies when a confined colloidal liquid approaches the glass transi-
tion. Quantitative understanding of the variation of the configurational entropy is of
great importance in shaping the glass transition theory [17, 117]. Our experiments aim
to address these questions.
3.2 Methods
3.2.1 Fluorescent Label of PMMA Particles
(a) (b)
Figure 3.1: Confocal images of synthesized Nile Red labeled PMMA colloidal particles
in the form of crystal (a) and glass (b). The scale bar is 5 µm.
The colloidal particles used this chapter are poly(methyl methacrylate) (PMMA)
spheres we synthesize in our lab. The PMMA spheres are sterically stabilized by the
covalently bonded poly(1,2-hydroxy stearic acid) (PSHA) polymer brushes with a typ-
ical length about 20 nm on particle surfaces [131, 132, 133, 134, 135, 136]. The PSHA
brushes can efficiently prevent particle aggregations due to van de Waals forces when
charges on particle surfaces are sufficiently screened by adding salts. PMMA particles
are fluorescently labeled by Nile Red during the synthesis to provide a good fluorescence
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function for the imaging by a confocal microscope. More information about the fluores-
cence and confocal microscopy, please refer to Chapter 2.1. For more details about the
particle synthesis and fluorescent labelling, please refer to Appendix A.1 and B.2.
Fig 3.1 shows typical confocal images of Nile Red labeled PMMA particles. Individ-
ual particles can be distinguished and analyzed by methods described in Chapter 2.3.
In our experiments, we use PMMA colloidal particles of two different sizes ds = 1.29
µm and dl = 1.64 µm (Figs. 3.4 a, b), which effectively prevent the crystallization in
the system. The polydispersity of each size is smaller than 5% and the number ratio
of particles is fixed at 2:1. PMMA particles are suspended in a mixture of decahydron-
aphthalene (decalin, 15 wt%) and cyclohexyl bromide (CXB, 85 wt%) that matches
both the density and refractive index of the particles. The solvent is saturated with
tetrabutylammonium bromide salt (TBAB) to screen the charge to minimize electri-
cal repulsions between particles and make the particles perform as near hard-sphere
particles [133, 134, 135, 136].
3.2.2 Sample Preparation
The PMMA suspensions then are transferred to a gelatin and sugar aqueous solution
at T = 70 ◦C (Fig. 3.2). After mixed by hand shaking or vortex, oil/water emulsions
are generated. The sizes of droplets have a broad distribution from several micrometers
up to several millimeters, which are controlled by the strength of shaking or vortex.
The emulsions are then injected into a sample cell (Fig. 3.3). When the temperature
is cooled down to the room temperature, the aqueous phase solidifies through gelation,
which traps one layer of particles at the oil-water interface. The sample cell is sealed by
a UV adhesive (NOA 81, Norland Products, Inc.) to prevent any further evaporations
during experiments. The sample can maintain same for more than a month if it is sealed
well. The gelatin is added to solidify the aqueous phase while the sugar can increase the
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Figure 3.2: Construction of 3D spherical confinement by solidifying the aqueous phase
of O/W emulsions. Gelatin is added to solidify the aqueous phase through the gelation
when the temperature decreases from 70 °C to 20 °C. Sugar is added to increase the
refractive index of the aqueous phase from 1.33 (water) to 1.48 to match the refractive
index of the oil phase (PMMA suspensions, 1.49). Sugar is oversaturated in room
temperature but the whole system stays uniform within a month.
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Figure 3.3: Geometry of a typical sample cell. Two coverslips are bonded on a glass
slide by a UV adhesive. Then another coverslip is attached on the top of two lower
coverslips. The sample is injected from one open side to remove any air inside of the
cell and both open sides are sealed after the injection.
refractive index of the aqueous phase to match the refractive indices of PMMA particles
and the solvent mixture.
3.2.3 Data Collection
After the injection of the sample and the sample being totally solidified, the sample
cell is placed inverted on a confocal microscope. The sample is usually left at least
overnight for the solidification process. A 100× oil immersion objective with a working
distance about 100 µm is used for imaging. Fig 3.4a shows a confocal image of the cross
section of a droplet along its equator. The image time series are recorded by a CCD
camera with the speed 0.5 - 10 FPS (frames per second) for 10 min - 4 h depending on
the volume fractions of droplets. For the study in this chapter, particle dynamics are
all calculated based on the information at cross sections. Since the spherical droplet is
highly symmetric, the dynamics at the cross sections should provides similar information
as these based on whole 3D confined droplets.
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(a) (b)
Figure 3.4: Imaging data collected by confocal microscopy. (a) Confocal image of a
cross section of a droplet along its equator. (b) 3D reconstruction of the z-stack confocal
images of the droplet. The scale bar is 5 µm.
3.2.4 Volume Fraction Measurements
Although it is difficult, if not impossible, to measure the absolute value of volume
fraction φ to within a few percent, the uncertainty on the relative φ of our samples
(compared to other samples using same batch of particles) is smaller than 0.6 % [137].
The uncertainty on the absolute value of volume fractions is mainly due to the uncer-
tainty on the size of particles and the undetermined interparticle interactions such as
residual electrostatic repulsion and particle softness. As pointed out by Poon, Weeks
and Royall in their well-written review paper [137], the problem of the large uncertainty
on particle volume fractions is faced by almost all the colloidal experiments. Specifically
for experiments on confined colloidal liquids [46, 74, 127, 128, 130], the presence of the
confining boundary introduces extra uncertainty in determining volume fractions. Be-
low, we explain the detailed procedure we adopted in determining the volume fraction
of our samples. As suggested by Poon et al., although it is difficult to remove the exper-
imental uncertainty on volume fractions, the detailed information on the experimental
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Figure 3.5: Measurement of the volume fraction of a confined sample with R = 20ds.
(R − Rv)/ds is the distance away from the pinned boundary. The volume fraction is
measured based on the particles within the radius of Rv. The dashed line indicates the
average volume fraction of the confined sample near the center of the droplet.
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procedure will help to clarify how we determine the volume fractions, so that a similar
procedure can be used, or at least be considered, when our results are compared with
results from other experiments and simulations [137].
The whole droplet is imaged with a z-stack scanning to calculate the (relative)
volume fraction of the droplets. (Fig 2.5, Fig 3.4b). From the z-stack images, the total
volume can be obtained and the numbers of larger particles and small particles are
counted with the help of the image analysis (Chapter 2.3). Then the volume fraction φ
of the droplet is calculated by:
φ =
4pi(Nla
3
l +Nsa
3
s)
3V
, (3.1)
where, al and as are the radii of the larger and smaller particles and Nl and Ns are the
numbers of the larger and smaller particles in the volume of V . The number ratio of
the larger and smaller particle is fixed at 1/2.
The large uncertainty up to a few percentage on the volume fraction of colloidal
samples arises from the difficulty in precisely determining the size of particles, which is
compounded by particle polydispersity and possible residual interparticle interactions
[137]. By contrast, measurements on the number of large and small particles have
much less uncertainties. We obtain the number of particles and the type of particles
(i.e. small vs large) based on the standard 3D particle finding algorithm [116]. We
then visually crosscheck the finding results with the raw images of all our samples.
After the crosscheck and subsequent correction, we estimate the error on the value of
Ns and Nl is smaller than 0.6 %, i.e., one particle in a few hundred particles may be
misidentified. The absolute value of volume fractions depends on as and al, which have
large uncertainties. However, because the same colloid batch is used in our experiments,
the relative volume fractions between two samples under different confinements is given
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by φ1/φ2 = Ns1/Ns2 independent as and al and, therefore, has much less uncertainties.
Although the absolute volume fractions have large uncertainty up to a few per-
centage, we nevertheless provide the best estimate of the absolute volume fraction of
our samples. Specifically, we determine the average size of small and large particles
from the location of the first peak of the pair correlation function of the corresponding
close-packed bulk samples. Averaging over large numbers of particles, pair correlation
functions provide one of the most accurate methods for determining particle sizes from
confocal microscopy [137].
Although we use two different size particles to reduce the degree of particle layering, a
certain degree of particle layering does occur in our system near the confining boundary,
which is typical for confined colloidal experiments [46, 74, 130]. In our experiments, to
reduce the influence of these boundary layers, we limit our measurement to the central
region of cavities. To determine the volume fraction of samples inside cavities, we
measure the volume fraction as a function of distance away from the boundary (Fig.
3.5). The volume fraction shows a smooth oscillation near the boundary due to the
presence of particle layers. The more noise-like oscillation near the center of the cavity
arises due to the loss of the layering order and due to the statistical noise from the
finite size effect. Note that the number of particles reduces when the volume fraction is
measured in a smaller region near the center of the cavity (Fig. 3.5 inset).
Specifically, in our experiments, we determine the volume fraction of confined sam-
ples by averaging the oscillatory volume fractions near the center of cavities. For the
data shown in Fig. 3.5, the method gives φ = 0.493 ± 0.004 (black dashed line). The
error here is the standard deviation from the average. Apparently, as the radius of
cavities increases, this averaging method naturally leads to the volume fraction of bulk
samples.
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3.3 Results
3.3.1 3D Confined Geometry Built by Pinned Particles
h
θ
θ
R
oil
water/gel
Figure 3.6: Protrusion of PMMA particles at the oil-water interface.
In addition to preventing the crystallization, particles of different sizes randomly
trapped at the boundary of cavities also roughen the boundary surface. Since the
contact angles of particles at the oil-water interface are the same for both big and
small PMMA particles, from a simple geometrical consideration (Fig. 3.6), the height
of interfacial particles protruded into cavities is given by
h = R(1 + cosθ), (3.2)
where R is the radius of PMMA particles and θ is the contact angle between particles and
the oil composed of the mixture of decalin and CXB. θ is estimated to be 0◦ < θ ≤ 15◦
[135]. Thus, interfacial particles of different sizes protrude into cavities with different
heights, h, and lead to rough, rather than smooth, surfaces.
It should be emphasized that the rough boundaries in our system are not the exactly
same as the equilibrium boundaries of the gedankenexperiment proposed in the RFOT
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Figure 3.7: Rheology measurements of the gelatin aqueous solution/gel at different
temperatures. Solid symbols show the elastic moduli and hollow symbols are viscous
moduli at different temperatures shown in the legend with the unit of ◦C. The high
elastic modulus at room temperature (T = 20◦C) indicates that the aqueous phase is
solid.
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Figure 3.8: A SEM image of a large cavity. The inset shows an enlarged view of the
boundary. A layer of particles pinned at the interface can be identified. The asymmetric
shape is caused by the shear stress from the cutting when the sample is prepared for
SEM imaging. The scale bar is 5 µm.
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Figure 3.9: Mean square displacements, 〈∆x2〉, of particles at different distances, r,
away from the boundary in a cavity of R = 32.5ds. From bottom to top, r = 0ds (the
pinned boundary layer), 1ds, 2ds, 3ds, 4ds, 5ds, 7ds, 9ds, 11ds, 13ds, 15ds, 17ds and
19ds. The empty squares are for a bulk sample of the same φ. The suspension has
φ = 0.425. The boundary layer shows zero motions with the constant indicating the
noise level of our tracking algorithm.
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[22]. For equilibrium boundaries where interfacial particles are fixed in equilibrium po-
sitions, when the size of the system is smaller than the point-to-set correlation length,
the system is trapped into a single state, i.e., the ideal glass state [22, 24]. By contrast,
for rough boundaries of our system, the pinning boundary allows multiple states com-
patible with the positions of fixed particles. These states all have comparable “surface
energy” around kBT , arising from the free-energy mismatch at the boundary. Thus,
the rough boundaries allow the interstate dynamics. However, the rough boundaries do
significantly reduce the number of possible states, which leads to non-zero (qc − qrand)
as shown in Fig. 3.15. Indeed, recent theoretical studies by Cammarota et al. have
showed that, when the system goes through the glass transition, the divergence of the
“point-to-set” length measured in confined systems exhibits a quantitatively similar
trend as the true point-to-set correlation length of the RFOT gedankenexperiment [24].
As such, these authors suggested that confinement provides a direct tool for probing
the amorphous order of the glass transition [24].
The gel has an elastic modulusG′ > 10 kPa, leading to a yield energy, G′d3s, 106 times
larger than the thermal energy kBT . Thus, particles across the interface are permanently
pinned, as confirmed by both scanning electron microscopy (SEM) (Fig. 3.8) and mean
square displacement (MSD) measurements (Fig. 3.9). Particle dynamics inside the
cavities are recorded using a spinning-disk confocal microscope. The radius of the
cavities, R, is measured from the average position of the centers of the pinned particles
(Fig. 3.12). We exclude the pinned layer when measuring the volume fraction of the
samples, φ.
MSDs show a sharp gradient in the slowdown of the particle dynamics near the
confining surface. Three particle diameters away from the pinned layer, the particles
already exhibit slow yet uniform dynamics (Fig. 3.9), consistent with the particle dy-
namics in emulsion droplets with high-viscosity outer fluids [130]. Thus, the particle
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dynamics near the center of the cavities reveals the true confinement effect, instead of
the wall-induced interfacial effect that is usually present in confined colloidal systems
[46, 74, 125, 126, 127, 128, 129, 130].
3.3.2 Particle Structures in Confined Samples
The pair correlation function, g(r), of a confined sample near the center of a cavity is
shown in Fig. 3.10a. We find that g(r) of confined samples is qualitatively the same as
amorphous bulk samples. To show the angle-dependent structures, we also measure the
2D pair correlation functions, g(x, y) (Fig. 3.10b and c). Similarly, the confined sample
near the center of a cavity shows a qualitatively similar structure as that of a bulk
sample of a similar volume fraction. Since we probe particle dynamics and structures
near the center of cavities, these structural measurements show that the influence of
particle layering near the confining boundary is small in our measurement regions.
The structural factor S(Q) of bulk colloidal suspensions composed of the small par-
ticles at φ = 0.43 is shown in Fig. 3.11. The first peak of S(Q) locates at Q = 7.4/ds,
which is used for measuring Fs(t) (Eqn. 3.5 below). S(Q) is calculated from the Fourier
integral of the 2D pair correlation function of the sample, g(r):
S(Q) = 1 + 2piρ
∫ ∞
0
r(g(r)− 1)sin(Qr)
Qr
dr. (3.3)
3.3.3 The Static Length Scale
With these specially prepared cavities, we measure the correlation of configurations
between the particles at the center of the cavities and the set of particles pinned at the
boundary, i.e., the point-to-set correlation. Following the RFOT protocol [22], we choose
an area of size 3.7ds × 3.7ds at the center of the cavities excluding the particles with
non-uniform dynamics near the boundary (Fig. 3.12). The area is further divided into
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Figure 3.10: Particle structure in confined and bulk samples. (a) The pair correlation
function, g(r), of colloidal suspensions with φ = 0.50 for a confined sample with R =
8.5ds (black line) and a bulk sample (red line). 2D pair correlation function g(x,y), of
colloidal suspensions in the same (b) confined sample and (c) bulk sample.
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Figure 3.11: Structural factor S(Q) of bulk colloidal suspensions composed of the small
particles at φ = 0.43.
10-by-10 small boxes. The box size is small enough such that the number of particles
in the box j is either nj = 0 or 1. The overlap function that quantifies the correlation
between the initial configuration and the configuration after a time interval t is defined
as:
qc(R, t) =
∑
j〈nj(t0)nj(t0 + t)〉∑
j〈nj(t0)〉
, (3.4)
where the average is taken over the initial time t0. Fig. 3.13 shows qc(R, t) at two
different φ. At φ = 0.41, qc decays to a plateau, which shows a weak dependence on
the degree of confinement. However, at φ = 0.54, the confinement exerts a stronger
influence on qc. For small cavities with R ≤ 16.5ds, qc decays slowly across the entire
time window of our experiments.
Two factors determine the time variation of qc: (i) the development of a true static
point-to-set correlation; (ii) the slowdown of particle dynamics near the glass transition,
which deteriorates further due to the effect of confinement [46, 74, 127]. To characterize
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Figure 3.12: Illustration of boxes used in qc measurements. The 10-by-10 boxes at
the center is the whole area used for the calculation. The size of each box is 0.37ds ×
0.37ds.
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Figure 3.13: Point-to-set correlations in confined colloidal liquids. The time variation
of the overlap function, qc, for different cavities with φ = 0.41 (a) and φ = 0.54 (b).
From top to bottom, R = 8.5ds (green diamonds), 16.5ds (yellow triangles), 32.5ds (red
circles) and bulk (dark red squares).
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Figure 3.14: Comparison of self-intermediate scattering functions, Fs(t) (symbols), and
qc(t) (solid lines) at φ = 0.475. R = 4.5ds (green triangles), 8.5ds (yellow diamonds)
and bulk (red squares). Fs reaches 0 when qc decays to non-zero plateaus (dotted lines).
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Figure 3.15: Equilibrium overlap function, (q∞ − qrand), versus φ in the linear scale
(main plot) and the semi-log scale (inset). R = 4.5ds (green triangles), 8.5ds (yellow
diamonds), 32.5ds (orange circles) and bulk (red squares). The dashed lines are visual
guides.
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and then exclude the influence of slow particle dynamics on qc(t), we investigate single
particle dynamics through the self-intermediate scattering function:
Fs(Q, t) = 〈 1
N
∑
j
cos (Q · [xj(t0 + t)− xj(t0)])〉, (3.5)
where we choose Q = 7.4d−1s from the position of the first peak of the structural factor
S(Q), xj(t) is the location of particle j at time t and N is the number of particles in the
studied area. Note that, different from qc, Fs represents a self-correlation, equivalent to
the self-overlap function qselfc ≡
∑
j〈nsj(t0)nsj(t0 + t)〉/
∑
j〈nsj(t0)〉, where nsj(t0)nsj(t0 +
t) = 1 only when the same particle occupies the cell j at time t0 and t0 + t. Fs exhibits
a characteristic two-step relaxation above a certain φ(R) (Fig. 3.18). We find that qc
reaches the plateau when Fs decays to 0 (Fig. 3.14) [122, 138]. Accordingly, we measure
the equilibrium overlap, q∞ = qc(R, t = t∗) at a time t∗ when Fs = 0. The protocol
ensures that our measured q∞ is a true thermodynamic quantity reflecting the structural
rather than the dynamic signatures of the system. Specifically, we average the plateaued
qc in a time window over 200 s to reduce statistical errors. Since a bulk sample does
not develop the static correlation before the ideal glass transition [22, 24], q∞ of bulk
samples defines qrand(φ)—the overlap between two uncorrelated configurations at a given
φ. qrand(φ) forms the baseline for comparison, which we obtain from both experiments
and theoretical and numerical calculations.
Fig. 3.15 shows [q∞(φ)− qrand(φ)] for different confinements. q∞ deviates from qrand
at φ ≈ 0.47 for the cavities of R = 8.5ds, indicating a static point-to-set correlation
length ξ & 8.5ds, similar to that found in unconfined 2D systems [123]. Compared with
bulk samples of the same φ, particles inside a small cavity equilibrate and sample fewer
numbers of states that are compatible with the constraint of pinned boundaries, which,
therefore, leads to a larger overlap [24]. Different from equilibrated boundaries that
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pin particles in a single state when R < ξ, our confining boundaries allow degenerate
states and interstate dynamics. Consistent with the RFOT, the increase of q∞ with φ
becomes more drastic as R is reduced (Fig. 3.15). Since the size of the amorphous-order
particle clusters increases with φ, a smaller cavity captures the emergence of the clusters
at lower φ and, thus, exhibits a larger q∞.
3.3.4 Influence of the Depth of Field on Point-to-Set Correlations
Imaging 
plane
l Depth of   
  ﬁ eld δ
l
Figure 3.16: Schematic showing the experimental imaging method. The red dots
indicate the center of particles and the black dots are the projection of the particle
centers on the imaging plane, which are the particle positions measured in our exper-
iments. Particles are identified by the image analysis algorithm only when the centers
of particles are within the distance l of the imaging plane between two dashed lines.
To explain the detailed experimental procedure for measuring the overlap function
qc (Eqn 3.4), it is necessary to clarify our experimental imaging method. We adopt
the standard method for measuring colloidal dynamics near the glass transition with
confocal microscopy, where 2D particle dynamics in 3D samples, rather than full 3D
particle dynamics, are imaged [46, 74, 127, 128, 130]. Confocal microscopy has a depth
of field on the order of the wavelength of light, smaller than the size of particles we
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Figure 3.17: qrand of equilibrated colloidal suspensions of different φ from simulations.
l = 0.39ds (red squares), 0.47ds (yellow circles), and 0.54ds (green triangles). The solid
line indicates qrand = ρ0v.
used. Hence, the imaging essentially measures the projection of the center of particles
onto a 2D plane, which is chosen at the equatorial plane of cavities in our experiments
(see the schematic shown in Fig. 3.16). The red dots in the schematic indicate the
center of particles, whereas the black dots indicate the position of the center of particles
projected onto the 2D plane we measure in our experiments. As a result, our experi-
ments resolve 2D particle dynamics within the imaging plane. Since the dynamics of
particles are isotropic and the three translational degrees of freedom are independent,
the 2D dynamics show the same characteristics as the 3D particle dynamics. Lastly,
it should be emphasized that, before each dynamics measurement, we scan each sam-
ple in 3D to acquire a static 3D structure of the sample. The volume fractions of our
samples are calculated based on the 3D particle positions obtained from these 3D scan
measurements.
Our experimental method shown above determines that the shape of each small box
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for calculating the overlap function qc in our study is equivalent to a cuboid with the
dimension 0.37ds × 0.37ds × 2l. Here, l is the maximal distance between the center of
a particle and the location of the imaging plane, where the cross-section of the particle
at the imaging plane is large enough to be identified by the particle finding algorithm
(Fig. 3.16). 2l arises from the fact that particles on both sides of the imaging plane
need to be considered. We investigate the value of l in detail. By comparing our
experimental results with simulations on random colloidal samples of the same volume
fraction (we shall show the detail of the procedure below), we find that l is a weak
function of confinements. This is presumably due to the slightly mismatched index
refraction between the gel phase and the oil phase, which affects the image quality at
different R and modifies the minimum particle sizes we can identify with our algorithm.
We find l increases from 0.43ds for bulk samples to 0.5ds for highly confined samples.
Since qrand is proportional to the volume of the small box (shown in Fig. 3.17), the
change of l indeed induces a systematic error in (q∞ − qrand). To remove this error, we
obtain qrand(φ, l(R)) from numerical and theoretical calculations for each R (shown in
Fig. 3.17) and then calculate [q∞(φ,R)− qrand(φ, l(R))] (Fig. 3.15).
Theoretically, qrand = vρ0, where v is the volume of the small box and ρ0 is the par-
ticle number density [139, 122, 123]. To verify this relation in our study with cuboidal
boxes and to obtain the theoretical value of qrand(φ, l(R)), we perform Monto Carlo
simulations to generate a large number of equilibrated random hard-sphere packs at
different φ. These equilibrated random packs compose of hard-sphere particles of two
different sizes with the size ratio and the number ratio matching those of our experi-
ments. A typical system in our simulations contains 4000 particles with periodic bound-
ary conditions. After creating these packs, we obtain the 2D particle positions following
our experimental procedure shown in Fig. 3.16 with l taken as a control input param-
eter. The value of l in our experiments can thus be determined by matching the 2D
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particle density in the imaging plane from our experiments with that from simulations
of random packs of the same φ. (Note that since φ is measured based on 3D particle
positions in both experiments and simulations, φ is independent of l.) l thus obtained
is consistent with our estimates based on the image quality and the accuracy of the
particle finding algorithm [116]. We find l increases slightly for confined samples, as
we have explained above. Finally, with the 2D particle positions, qrand(φ, l) can be di-
rectly calculated using the definition of the overlap function (Eqn. 3.4). The large box
of 0.37ds × 0.37ds × 2l for qc measurements is chosen at the center of simulated packs,
away from the periodic boundaries.
Regarding the results. Firstly, we find that qrand obtained from simulations equals
to vρ0, where v = 0.37ds × 0.37ds × 2l, agreeing quantitatively with theoretical predic-
tions (Fig. 3.17). More importantly, we find that the theoretical qrand confirmed by our
simulations matches quantitatively with qrand from our experiments (i.e., q∞ of bulk
samples) (Fig. 3.15). Lastly, (q∞ − qrand) is shown in Fig. 3.15, which unambiguously
demonstrate the non-zero (q∞ − qrand) for confined samples at high φ and the devel-
opment of a true static correlation. We find that samples with R = 32.5ds (diameter
D = 65ds) show zero (q∞ − qrand), whereas samples with smaller R show non-zero
(q∞− qrand). This is consistent with previous experiments on confined colloidal liquids,
where the dynamics of confined samples reach the bulk limit at the length ∼ 30ds [74].
3.3.5 Influence of the Static Correlation on Particle Dyanmics
Next, we investigate the influence of the static correlation on the relaxation of confined
colloidal liquids. We obtain the relaxation time of the liquids, τα, by fitting the α
relaxation of Fs with stretched exponential functions, Fs(t) = A exp[−(t/τα)β], where
A is the Debye-Waller factor (Fig. 3.18). τα as a function of φ for different R is shown
in Fig. 3.19. Although the relaxation is much slower for samples under confinement
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Figure 3.18: Relaxation of confined colloidal liquids Fs(t) for R = 16.5ds. From left to
right: φ = 0.390, 0.445, 0.485, 0.505, 0.509, 0.510, 0.515, 0.525 and 0.545. The solid lines
are the stretched exponential fittings. Fittings on the highest volume fraction samples
serve only as a visual guide.
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Figure 3.19: The α relaxation time, τα, as a function of φ. From top to bottom,
R = 8.5ds, 16.5ds, 64.5ds and bulk. τ0 = 2.87 s is the Brownian relaxation time of small
particles in the dilute limit. The solid lines are the VFT fittings.
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Figure 3.20: Critical volume fraction φc (red disks) and the fragility index D (green
squares) as a function of ds/R. The dashed line indicates φc = 0.592 and the solid line
is a linear fit.
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Figure 3.21: Pinning length ξp/ds vs φ/(φc − φ). Besides the same symbols used in
Fig. 3.18, the stars indicate R = 32.5ds. The dashed line indicates the 1/3 scaling. The
inset shows the collapse of ln [τα(φ,R)/τα(φ,∞)] with a rescaled variable, ρpinξ3p . The
solid line is a linear fit.
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[74, 127, 46], we find that a fitting of τα(φ) using the Vogel-Fulcher-Tammann (VFT)
relation, τα(R,φ) = τ0 exp[Dφ/(φc−φ)], gives a constant φc = 0.59±0.01, independent
of R (Fig. 3.20). φc is the volume fraction of the apparent divergence of the relaxation
time and indicates the ideal glass transition in the Adam-Gibbs theory. Moreover,
we find that the fragility index, D, increases linearly with 1/R, following D(R) =
D(∞)+c(ds/R) with c = 3.56 (Fig. 3.20). Bulk samples have the smallest D and exhibit
the most fragile behaviors. In addition to the confinement, the change of the fragility
of glass-forming liquids has also been reported in experiments varying particle stiffness
[140] and in simulations varying the curvature of space [141], the degree of polydispersity
[142] and interparticle potentials [143]. Although our results are qualitatively similar
to previous experiments on 2D confined vibrated granular particles [129], it is worth
noting that the change of fragility in our 3D colloidal system is not due to the slowdown
of particle dynamics near the wall as proposed in the previous study. When analyzing
qc and Fs, we only consider particles with uniform dynamics in the center of the cavities
excluding the slow particles near the boundary (Fig. 3.9).
With due caution in interpreting the extrapolated data [117, 119], we can gain
a quantitative understanding of the configurational entropy of confined colloidal liq-
uids. From the Adam-Gibbs theory, the relaxation of a supercooled liquid is given by
τα ∼ exp[A0φ/sc], which leads to the VFT relation when the configurational entropy
density of the liquid sc = K(φc − φ), where K is a numerical constant and the fragility
index D = A0/K [17, 50]. τα diverges when sc = 0 and φ = φc. Our experiments
show that the configurational entropy of colloidal liquids vanishes at a constant φc, in-
dependent of confinement. This result agrees with numerical studies on glass-forming
liquids with randomly pinned particles [144], where the extrapolated Kauzmann tem-
perature TK is independent of the concentration of pinned particles, ρpin. Note that
ρpin ≈ (ds/R)(1/d3s) in our confined system.
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Inspired by this similarity, we propose the following formula for the configura-
tional entropy density of confined colloidal liquids [144]: sc(φ,R) = F (R) · sc(φ,∞) =
F (R)·K(φc−φ), where sc(φ,∞) is the configurational entropy density of bulk samples at
φ, and F (R) ∈ (0, 1] is an increasing function ofR with F (∞) = 1. The relation is consis-
tent with our experiments, i.e., sc(φ,R) = 0 at a constant φc independent of R. Further-
more, at a finite R, the system has a reduced number of states with sc(φ,R) < sc(φ,∞),
resulting in a non-zero (q∞ − qrand) (Fig. 3.15). More importantly, under the Adam-
Gibbs assumption, the relation leads to τα(φ,R) ∼ exp (A0φ/ [F (R)K(φc − φ)]) with the
confinement-dependent fragility, D(R) = A0/[F (R)K], which successfully interprets the
decrease of D(R) with increasing R (Fig. 3.20). Quantitatively, we have
ln
[
τα(φ,R)
τα(φ,∞)
]
= [D(R)−D(∞)]
(
φ
φc − φ
)
=
(
[D(R)−D(∞)] R
ds
)
ρpin
(
φd3s
φc − φ
)
= cρpin
(
φd3s
φc − φ
)
. (3.6)
Here, we use the experimental result, [D(R)−D(∞)] = c(ds/R) (Fig. 3.20). Eqn. 3.6
can be further written in a scaling form [144]:
ln
[
τα(φ,R)
τα(φ,∞)
]
= f(ρpinξ
3
p), (3.7)
where f(x) = x and
ξp/ds = [cφ/(φc − φ)]1/3 . (3.8)
ξp represents a static length scale—the so-called pinning length—which is related to the
point-to-set correlation length ξ through ξp/ds ∼ (ξ/ds)1/3 near the random-first-order
transition and ξp/ds ∼ ξ/ds away from the transition [144, 145, 23]. To directly verify
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the ξp scaling, we manage to collapse ln[τα(φ,R)/τα(φ,∞)] by using a rescaled variable
ρpinξ
3
p (Fig. 3.21 inset). ξp(φ) thus obtained indeed follows the predicted 1/3 scaling
(Fig. 3.21). Note that ξp(φ) is an intrinsic property of colloidal liquids, independent of
confinement [23, 144, 145]. Furthermore, the estimate of ξ based on the qc measurement
gives ξ & 8.5ds at φ ≈ 0.47 (Fig. 3.15), leading to ξ > ξp ≈ 2.5ds, consistent with the
scaling relation between the two length scales.
3.4 Discussion and Conclusion
3.4.1 The Issue of Equilibrium
We start our measurements a couple of hours after the samples have been equilibrated
at room temperature, which provides sufficient time for the gelation of the aqueous
phase. This waiting time allows most of our samples, except the highest volume-fraction
samples under the strongest confinements, reach the equilibrium before measurements.
Here, the relaxation time of samples can be directly estimated from the Fs measure-
ments shown in Fig. 3.18. However, surprisingly, we find that even for samples of the
highest volume fractions we use in our study, the dynamics of the systems seem to be
independent of the waiting time. When performing experiments, we measure particle
dynamics in different cavities in a random order. Thus, the samples with the high-
est volume fractions can be measured with the waiting-time difference as much as 24
hours. Such time-independent dynamics indicate that the samples have already reached
equilibrium before our measurements. Presumably, this is because before the gelation
completes, the liquid interface of emulsion droplets, instead the solid interface of cavi-
ties, allows for a much faster particle relaxation – an effect that has been demonstrated
in previous experiments [130].
Indeed, the experimental procedure itself helps us to select equilibrated samples.
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For very high volume-fraction samples, the structural relaxation of samples is so slow
that the cavities containing such samples would not be able to relax back to a spherical
shape under the influence of capillary forces before the completion of gelation. Note
that during the emulsification process, the emulsion droplets created by vigorous mix-
ing have highly non-spherical shapes initially. To restore the spherical shape, particles
contained inside droplets need to move more than one particle diameter on average,
which facilitates sample relaxation. Hence, by studying spherical cavities, our measure-
ments are naturally limited only to equilibrated samples. Within the range of volume
fractions we study in our experiments, the majority of cavities have spherical shapes
after gelation. Experimentally, it is hard to create spherical cavities for very high vol-
ume fraction suspensions, which limits the highest volume fraction we can obtain for
confined samples.
3.4.2 Conclusion
Our experiments may help to resolve controversies over static correlations in the glass
transition. First, we confirm the numerical and theoretical predictions on the 1/3 scaling
of the pinning length [23, 144, 145] and illustrate a divergent static length scale in
the colloidal glass transition when φ → φc. Moreover, we show that glass-forming
liquids with randomly pinned particles show quantitatively similar dynamics as colloidal
liquids under spherical confinement [122, 144, 138, 24]. Thus, the RFOT can be applied
for understanding confined colloidal liquids—an extensively studied subject in colloidal
science [74, 125, 126, 127, 128, 129, 46, 130]. Our findings contradict the numerical
study on hard-sphere particles, where the increase of static correlations is found to be
negligible [145]. The results are also different from the theoretical prediction, where φc
moves to lower φ under pinning or confinement [23, 24].
It should be emphasized that although we interpret our results within the context
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of the RFOT, the experimental findings are independent of specific theoretical descrip-
tions. Therefore, it is necessary to check if our experiments can be explained by other
competing theories including dynamical facilitation and geometric frustration models
[119, 120]. For example, the large curvature of small cavities induces strong geometric
frustrations in particle packings [146, 147], which modify the particle dynamics that
may link to our observations [120, 146]. In addition to providing experimental re-
sults for assessing general glass-transition theories, our study also provides new insights
into the dynamics of confined colloidal liquids and may shed light on the behavior of
atomic/molecular liquids under nano-confinements [124].
Chapter 4
2D Confinement
4.1 Introduction
The quest of a structural signature, especially a growing static correlation length during
the glass transition plays a central role in developing thermodynamic theories of the glass
transition. The classical Adam-Gibbs theory proposes that super-Arrhenius behavior of
the relaxation during the glass transition arises from cooperative rearrangement regions,
according to the classic Adam-Gibbs theory [3, 17]. More recently, the static length scale
associated with such regions was predicted by the random first-order transition (RFOT)
theory [14, 22, 23, 24, 138]. In this framework, the confinement is used ingeniously as
a tool to probe the structural correlation in supercooled liquids. A so-called “point-
to-set” correlation length ξ is proposed to quantify the static length scale. Numerical
simulations on the glass-forming liquids under confinement have shown the increase of
ξ when the system approaches Tg [22, 27, 122]. The existence of static point-to-set
correlations has been also confirmed by experimental studies on confined colloidal glass
in two dimensions (2D) and our previous work in three dimensions (3D) as discussed in
Chapter 3 [1, 123]. In the previous experiment in 3D, we also investigate the influence
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of the static correlation on the relaxation of confined colloidal liquids. And we further
use the modified Adam-Gibbs relation to explain our experimental results and further
find a divergent pinning length ξp, which is related with ξ by ξp ∼ ξ1/3 near the random
first-order transition [23, 144, 145].
The RFOT theory predicts that the structural correlation may depend on the di-
mensionality of systems, d [23, 117]. The free-energy penalty due to the mismatch
between the amorphous state of particles within a cavity of R and the equilibrium
state outside R is ∆Fcost = Y (T )R
θ, where Y (T ) is a generalized surface tension and
θ ≤ d − 1. The free-energy gain from the formation of different amorphous states is
∆Fgain = −Tsc(T )Rd, where sc is the configurational entropy density. sc decreases lin-
early to zero as T approaching TK , sc = K(T − TK), where TK < Tg is the Kauzmann
temperature and K is a constant. Balancing the total free energy leads to a prediction
of ξ,
ξ =
[
Y (T )
Tsc(T )
]1/(d−θ)
=
[
Y (T )
TK(T − TK)
]1/(d−θ)
. (4.1)
θ = 2 and 3/2 have been reported in 3D simulations [26, 148]. It is certainly interesting
to investigate structural correlations in experiments of different dimensionalities.
The dimensionality of systems is very important in soft condensed matter. It brings
many interesting phenomena such as crystal melting and self-assembly in fluid flows
[2, 42, 149]. The differences between glassy dynamics in 2D and 3D are also widely
studied [69, 150, 151]. Recently, two individual groups argued that the existence of the
Mermin-Wagner long-wavelength fluctuations in colloidal glass-forming liquids might
be the cause of dynamic differences between 2D and 3D [96, 97]. The amplitude of
the long-wavelength fluctuations grows logarithmically with the size of system in 2D at
finite temperatures. While, in 3D, the fluctuations cannot accumulate independently
and remains same order of magnitude [90, 92, 96].
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However, systematically studies of the fluctuations in 2D colloidal suspensions are in-
sufficient, especially experimental verifications of the logarithmic dependence of the fluc-
tuations on system sizes. Secondly, better ways instead of directly comparing relaxation
curves are needed to present the fluctuations and to extract more information about
the influence on dynamics. Furthermore, due to the existence of the long-wavelength
fluctuations in 2D systems, whether the modified Adam-Gibbs relation can still be used
to explain the relaxation in 2D has yet to be verified. We have shown the confinement
as a useful tool to probe the static pinning length ξ as it can conveniently vary system
sizes. Due to this unique advantage, the confinement can also be used to study the
fluctuations in 2D systems. Last but not least, the influence of the long-wavelength
fluctuations on the dynamics of anisotropic particles lacks of systematically studies.
Compared with colloidal spherical particles, anisotropic particles can better mimic real
atoms and molecules with non-spherical shapes and complex inter-particle interactions
and thus provide us more insights to the glass transition [20, 69, 152, 153].
In this chapter, we address the above questions by experimentally studying the struc-
tural correlations and the long-wavelength fluctuations in quasi-2D colloidal suspensions
under circular confinement.
4.2 Methods
4.2.1 Preparation of Ellipsoidal and Rodlike Particles
For the experiments under quasi-2D confinement, spherical, ellipsoidal and rodlike
PMMA or PS particles are used. For spherical particles, we use non-cross-linked poly-
methylmethacrylate spheres (PMMA, Microparticles GmbH, Berlin) of two different
sizes ds = 2.21 µm and dl = 2.81 µm, which effectively prevent the crystallization
when the system approaches the glass transition. Ellipsoidal particles are synthesized
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by stretching the smaller PMMA spheres [69, 154]. And rodlike particles are prepared
by stretching PS particles with a size of d = 2.00 µm (Polyscience, Inc.).
Fig. 4.1 shows a typical preparation procedure of ellipsoidal particles. 3.0 g of
polyvinyl alcohol (PVA, MW ∼ 90,000) and 25 ml of water are added to a 100 mL
Erlenmeyer flask. The Erlenmeyer flask is sealed by a rubber stopper and heated on
a hotplate with the setting temperature as 150 ◦C. The mixture is also mixed by a
magnetic stir bar simultaneously with a rotational rate of 300 rpm (round per minute)
for 1 h to fully dissolve PVA into water (Fig. 4.1a). The temperature of the solution
is about 80 ◦C. Then 0.3 mL of PMMA spherical particles (10 % solid) is added to
the solution. The temperature of the hotplate is changed to be 100 ◦C. The mixture is
stirred for another 1 h and then poured on a clean flat glass surface (Fig. 4.1b) . The
mixture is allowed to evenly cover an area about 12 cm × 10 cm. The glass is placed
on a horizontal table and left at least overnight to dry the film at room temperature
(Fig. 4.1c). A typical thickness of the film is about 200 µm. After dried, the film is cut
into multiple smaller strips with size about 2 cm × 5 cm. The strips are stretched in an
oven with inside temperature 130 - 140 ◦C at a stretching rate about 0.3 mm/s (Fig. 4.1d,
e). The temperature is set above the glass transition temperatures but less the melting
temperatures of both PVA matrix (Tg = 85
◦C) and PMMA particles (Tg = 105◦C).
The slow stretching rate makes sure both PVA matrix and PMMA particles are evenly
deformed during this process. After stretched to a desired aspect ratio, the strip is cooled
down naturally. The uniformly stretched parts of strips are collected and dissolved in
water with the hotplate temperature set as 120 ◦C. The temperature of the solution is
about 65 - 70 ◦C. Then PMMA suspensions are washed about 10 times by centrifugation
to remove PVA residues. Microscopic images of both original particles and stretched
particles are shown in Fig. 4.2. The aspect ratios of particles are controlled by both
stretching ratios and properties of materials. The polydispersity (the standard deviation
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Figure 4.1: Schematics of the preparation of ellipsoidal and rodlike particles. (a)
Colloidal particles are mixed with PVA suspensions. (b) The mixture is poured onto
a flat glass surface. (c) Leave the sample to dry at room temperature overnight. (d)
Dried film strips are stretched uniformly at a temperature between 130 - 140 ◦C. (e)
Film strips after being stretched are allowed to cool down to the room temperature.
(f) Photographic image of an unstretched film strip (upper) and a stretched film strip
(lower) with same original lengths. The uniform distribution of red lines indicates a
uniform deformation of the film strip during stretching.
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Figure 4.2: Microscopic images of spherical (a), ellipsoidal (b, c), and rodlike (d)
particles with different aspect ratios. The aspect ratios of the particles are 1 (a), 1.4
(b), 1.9 (c) and 8.0 (d) respectively.
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Figure 4.3: Preparation of quasi-2D samples in wedge-shaped cells. A layer of silica
particle of 4 µm is place at one end of the bottom coverslip to serve as spacers. Four
different zones can be defined based on the gap size and the particle size. All image
data is taken at the quasi-2D zone.
of particle sizes) of each type of particles is about 5%. Particles then are suspended in
a 7 mM of sodium dodecyl sulfate (SDS) aqueous solution. SDS is added to stabilize
particles and also make the Debye length of particles less than 20 nm to be treated as
hard spheres [69].
4.2.2 Quasi-2D Sample Preparation
The quasi-2D sample is prepared by spherically confining a monolayer of colloidal par-
ticles between two glass coverslips (Fig. 4.3)[20, 69, 155]. The coverslips are vigorously
cleaned by the piranha solution (3 parts of 95 - 98 % sulfuric acid and 1 part of 30
% hydrogen peroxide solution) at least overnight. A dilute layer of silica particle of 4
µm is placed near one end of the bottom coverslip to serve as spacers. After the silica
suspension is dried and silica particles are attached to the coverslip surface due to the
van de Waals attraction, 3 µL of SDS solution is added on the surface of the bottom
coverslip and then the top coverslip is put on carefully to remove all bubbles inside.
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Figure 4.4: Preparation of 2D confined samples by optical tweezers. (a) The imaging
system is consisted of a bright-field optical microscope and optical tweezers. Multiple
optical traps are used to pin two circles of particles at the same time. (b) A modified
microscopic image to show the inner particles (red), pinned particles (green) and outer
particles (light brown). Two circles of particles are pinned by optical tweezers to reduce
the influence of outer particles on inner particles. Each pinned particle is trapped
by an optical trap at a same trapping strength for different system size R.The radius
R = 9.0ds.
The coverslips are then transferred onto a microscope slide. Three sides of the cover-
slips are sealed together with the microscope slide by a UV adhesive (NOA 81, Norland
Products, Inc.) except the one with silica spacers. Then 0.5 - 1 µL of PMMA or PS
suspensions is injected from the open side, which is sealed by a UV adhesive afterwards.
The wall separation varies less than 100 nm per 1 mm, which makes two glass walls
nearly parallel within the field of view. Due to the gradient change of the gap size, there
are different zones: none-particle zone, quasi-2D zone, gradient zone and 2-layers zone.
Only particles at the quasi-2D zone are used for the quasi-2D experiments.
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(a) (b)
Figure 4.5: Microscopic images of 2D confined systems of (a) binary spherical particles
and (b) ellipsoidal particles with an aspect ratio of 1.9. Same as the geometry in
Fig. 4.4b, two circles of particles (orange) are pinned for each case. The pinned particles
do not leave but can semi-freely rotate at the pinned positions during the experiment.
4.2.3 2D Spherical Confinement by Optical Tweezers
The 2D confinement is created by pinning two circles of particles in quasi-2D sam-
ples using optical tweezers with a 60× oil immersion lens on a bright-field microscope
(Fig. 4.4). Only the quasi-2D zone is used for the experiments. The system size R can
be conveniently changed up to 60 µm, which is only limited by the working range of
optical tweezers. Since the boundary mobility affects the glassiness of confined colloidal
liquids, the strength of each trap on each particle for all different system size R is kept
same for all experiments to prepare boundaries with same mobility [156]. During the
experiment, trapped particles can only vibrate around trapped positions but never leave
the positions. The trapped particles build an unpenetrated boundary between inner and
outer particles, so that inner particles can freely evolve without the influence of outer
particles.
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4.2.4 Image Data Collection
The samples prepared following the procedures in Chapter 4.2.2 are left vertically for
one to two days to let particles sediment to the smaller gap side. The sample is then put
horizontally on the microscope stage overnight to allow the system reach the equilibrium
before any used images are taken. No obvious drifts are found and the area fractions are
same during the experiment. The microscopic images are taken at the place (quasi-2D
zone, Fig. 4.3) close to the smaller gap of the sample cell. For all experiments, special
attentions are paid to keep the wall separation nearly constant and slightly larger than
the size of larger spherical particles or the short axis of ellipsoidal particles.
The image time series are recorded by a CCD camera with a speed of 0.5 - 10
FPS (frames per second) for 10 min - 2 h depending on the area fractions. Then
the images are analyzed using standard image processing algorithms [116]. Two layers
of particles near the pinned layer is excluded from data analysis to eliminate the wall-
induced interfacial effect or influence of optical tweezers other than the true confinement
effect [46, 74, 126, 128, 129, 130].
4.3 Results
4.3.1 The Static Length Scale in 2D
With the quasi-2D confined system, we follows similar procedure as our previous 3D
confinement experiment discussed in Chapter 3 [1]. We use the self-intermediate scat-
tering function Fs to study the influence of the confinement on the relaxation of binary
spherical colloidal liquids:
Fs(Q, t) = 〈 1
N
∑
j
cos (Q · [xj(t0 + t)− xj(t0)])〉, (4.2)
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where Q = 5.8d−1s obtained from the position of the first peak of the structural factor
S(Q), xj(t) is the location of particle j at time t and N is the total number of particles
[157]. Fig. 4.6 shows several typical Fs curves. The area fraction φ is increasing from left
to right. For small φ, Fs has a single-step relaxation called α relaxation. Whereas for
high φ closing the critical area fraction φc, Fs expresses two-step relaxation behavior.
Fs first decays to some non-zero plateau by β relaxation then decays to zero by α
relaxation. The appearance of β relaxation is due to particle dynamics hindered by
neighbor particles at higher φ (caging behavior).
By fitting the α relaxation part of Fs curve with a stretched exponential function,
Fs(t) = A0 exp[−(t/τα,Fs)β], we have the relaxation time, τα,Fs . Fig. 4.7 shows τα,Fs as a
function of φ for different confinement sizes R. The relaxations of colloidal liquids under
different confinements all show the Super-Arrhenius behaviors and the system under a
stronger confinement has a larger fragility index and the colloidal liquid is stronger.
The α relaxation time τα,Fs in the stronger confined systems is longer than that in less
confined or bulk systems. The existence of the pinned boundary dramatically slows
down particle dynamics inside.
When fitting the τα,Fs(φ) with the classic Vogel-Fulcher-Tammann (VFT) relation:
τα,Fs(R,φ) = τ0 exp[Dφ/(φc − φ)], (4.3)
we find the constant critical area fraction φc = 0.89 ± 0.01 for all sizes (Fig. 4.8). D is
the fragility index. According to the Adam-Gibbs theory, the relaxation of supercooled
liquids can be quantified as:
τα,Fs ∼ exp[A0φ/sc], (4.4)
where the configurational entropy density sc = K(φc − φ) and A0 is a constant. This
equation can further directly justify the VFT relation (Eqn. 4.3) with D = A0/K.
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Figure 4.6: Self-intermediate scattering function Fs(t) for bulk samples. From left to
right: the area fraction φ = 0.229, 0.534, 0.695, 0.776, 0.814, 0.826, 0.838, 0.851.
When φ → φc, sc → 0 and τα,Fs → ∞. φc is the idea glass transition point where
the configurational entropy goes to zero and the relaxation time divergents when the
system goes through the ideal glass transition. Furthermore, the fragility index D
increases linearly with 1/R:
D(R) = D(∞) + c(ds/R), (4.5)
where c = 1.42 (Fig. 4.8). When systems are stronger confined (smaller R), the liquids
show less super-Arrhenius behaviors and become stronger. The confinement can strongly
alter particle dynamics.
Considering that the classic Adam-Gibbs relation (Eqn. 4.4) only deals with bulk
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Figure 4.7: α relaxation time calculated from Fs, τα,Fs , as a function of φ. From top
to bottom, R = 4.5ds, 9.0ds and bulk. τ0 = 1.04 s is the Brownian relaxation time of
smaller particles in the dilute limit. The solid lines are from VFT fittings.
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Figure 4.8: The critical area fraction φc (red squares) and the fragility index D (green
squares) as functions of ds/R. The dashed line indicates φc = 0.895. The solid line is a
linear fit and the slope c = 1.42.
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samples, we introduce a new parameter F (R) into the relation to quantify the confine-
ment effect on the configurational entropy density:
sc(φ,R) = F (R) · sc(φ,∞)
= F (R)K(φc − φ), (4.6)
where F (R) ∈ (0, 1] is an increasing function of R [1, 144]. Thus, we have
τα,Fs(φ,R) ∼ exp (A0φ/ [F (R)K(φc − φ)]) . (4.7)
Compared with the VFT function (Eqn. 4.3), the fragility index can be written as:
D(R) = A0/[F (R)K], which successfully explains the our previous result that D(R)
increases with decreasing R. If R→∞, F (∞) = 1 and sc becomes same as the one for
bulk samples. For confined samples, sc is smaller and τα,Fs is larger than those of bulk
samples, which means there is less local minimums on the free energy landscape and
the system relaxes slower among less available energy minimums.
Now with the newly introduced F (R), we compare the relaxation of samples under
confinement with that of bulk samples:
ln
[
τα(φ,R)
τα(φ,∞)
]
= [D(R)−D(∞)]
(
φ
φc − φ
)
= cρpin
(
φd2s
φc − φ
)
= ρpinξ
2
p , (4.8)
where,
ξp/ds = [cφ/(φc − φ)]1/2 . (4.9)
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Here, ξp is the pinning length, which is directly related to the static point-to-set cor-
relation length ξ in the framework of the random first-order transition (RFOT) theory
[23, 144, 145]. The only change of this equation from the previous equation in 3D
(Eqn. 3.8) is that the power is changed form 1/3 to 1/2. And when φ → φc, the
pinning length ξp → ∞, which indicates ξp is the long-pursued divergent static length
during the glass transition. Notice that our system is in 2D. Thus, the concentration
of pinned particles is quantified as ρpin ≈ (ds/R)(1/d2s), instead of (ds/R)(1/d3s) in 3D
[1]. To verify whether above theoretical arguments can be applied to our 2D confined
systems, we collapse ln[τα(φ,R)/τα(φ,∞)] using Eqn. 4.8 to obtain ξp for all confined
sizes (Fig. 4.9 inset). We show that ξp(φ) follows both the 1/2 scaling and c
1/2 = 1.19
(Fig. 4.9), which are exactly what the above theory (Eqn. 4.9) predicts. Our modified
Adam-Gibbs theory can well explain our 2D experimental results as well as the 3D ex-
perimental results (Chapter 3). The static length ξp becomes divergent when φ → φc,
unveiling the divergent static length during the glass transition in 2D systems.
4.3.2 Influence of Mermin-Wagner Fluctuations on Spherical Particles
However, the differences between 2D and 3D are much more than just the change of
power in the Eqn 4.9. Recently there are active discussions about whether dimen-
sionality changes particle dynamics near the glass transition [96, 97, 150]. By directly
comparing the self-intermediate scattering functions Fs and bond-orientational corre-
lation functions CΨ in both 2D and 3D, Flenner and Szamel showed the fundamental
differences between glassy dynamics in 2D and 3D [150]. Then, two individual groups ar-
gued that the Mermin-Wagner long-wavelength fluctuations existing in 2D might cause
the differences of dynamics in 2D and 3D [96, 97]. Using the heights of the plateaus of
simulated MSD curves to quantify the amplitudes of the long-wavelength fluctuations,
Illing et al. found the amplitudes have a lorgarithmic dependence on system size
√
N .
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Figure 4.10: Mean square displacement of typical bulk samples. From top to bottom,
the area fractions φ = 0.229, 0.538, 0.695, 0.785, 0.815, 0.822, 0.840. The orange dashed
lines show the position of the inflection point and the height of the plateau of the MSD
curve. The black dashed line has a slope of 1.
N is the number of particles in the system. They further showed that the glass transi-
tions in 2D and 3D were still similar if the long-wavelength fluctuations were removed by
measuring particle displacements relative to the average displacements of each particle’s
nearest neighbors (cage-relative mean square displacements, CR-MSD).
Here we systematically study the influence of the Mermin-Wagner fluctuations on
particle dynamics using the quasi-2D systems discussed above. A typical MSD curve
is shown in Fig. 4.10. For higher φ, the curve shows a plateau indicating the caging
behavior of particle dynamics as discussed above. At the plateau, particle dynamics
are hindered by their neighbor particles and the particles are most likely to move along
with their neighbors if there is long-wavelength fluctuations such as the Mermin-Wagner
fluctuations in the system. The fluctuations could push the particles away from their
original locations and MSD values get higher. Thus, the height of the plateau could be
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Figure 4.11: Plateau values of MSD as functions of system size R for different area
fractions with a range of ± 0.1. The legends show three typical area fractions. The
dashed lines indicate the value of the bulk sample for each area fraction (same color).
The black dotted line is a visual guide line which indicates the logarithmic dependence
of the plateau values on system sizes for φ = 0.82.
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Figure 4.12: CΨ (solid symbols) and Fs (open symbols) as a function of time t for
different φ in bulk samples. Same colors represent same φ as in Fig. 4.6.
used to compare the influence of the long-wavelength fluctuations on particle dynamics.
With the plateau values obtained from MSD curves, the amplitudes of the long-
wavelength fluctuations for different system sizes and different area fractions can be
compared (Fig. 4.10). The plateau values increases as the area fraction φ decreases and
the system size R increases. For highest φ (φ = 0.82), the plateau values have a roughly
logarithmic dependence on R, which is in agreement with the theoretical predictions
[87, 88, 89, 90, 91, 92, 93, 94].
Next, we investigate the influence of the long-wavelength fluctuations on particles
dynamics in 2D confined colloidal liquids. Unlike the actual transitional measurements
such as MSD or Fs, the orientational order measurements such as the bond-orientational
correlation functions CΨ are not affected by the long-wavelength fluctuations [97, 150].
CΨ is defined as:
CΨ(∆t) =
〈∑j [Ψj6(t)]∗[Ψj6(t+ ∆t)]〉
〈∑j |Ψj6(t)|2〉 , (4.10)
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Figure 4.13: The relaxation time ratio τα,CΨ/τα,Fs depends on the system size R. The
ratio is used to quantified the long-wavelength fluctuations in the system. The area
fractions are φ = 0.70 (red squares), 0.75 (orange circles), 0.80 (yellow upper triangles),
0.82 (green lower triangles). There is a ± 0.1 variation range for each φ. The same
colored dashed lines indicates the ratios for bulk samples. The black dotted line is
τα,CΨ/τα,Fs = log(R/ds).
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and
Ψj6(t) =
∑
k
(N jb )
−1ei6θjk . (4.11)
N jb is number of nearest neighbors k of particle j and θjk is the angle between particles
j and k [150]. Ψj6(t) is the local director field in time, which is defined based on the
relative angle change of nearest neighbors. CΨ measures time correlations of the local
director fields. CΨ is equal to 1, if neighbors maintain same relative angular positions
and decreases if the relative angular positions change. Since CΨ quantifies the relative
rotational dynamics and CΨ is not influenced by the long-wavelength fluctuations in
2D, the differences between Fs and CΨ can be used to quantify the influence of the
long-wavelength fluctuations on particle dynamics near the glass transition.
Fig. 4.12 compares typical Fs and CΨ as functions of interval time t for different φ in
bulk samples. The same Fs curves are also shown in Fig. 4.6. At lower φ, CΨ curves have
similar decay trends, which might be caused by the quick change of nearest neighbors.
For the discussions below, we only use data with φ > 0.5. At intermediate φ, Fs and
CΨ show similar relaxation trends. At higher φ, CΨ starts to show slower relaxation
over time than Fs, which indicates that the long-wavelength fluctuations enhance the
dynamical relaxation. Recent experiments also confirmed the different relaxation trends
between Fs and CΨ in 2D while similar relaxation trends in 3D [97, 150, 96]. Both Fs
and CΨ have single-step relaxations at lower φ and two-step relaxations at higher φ.
By fitting the α relaxation parts with the VFT relation (Eqn. 4.3), α relaxation time
from CΨ, τα,CΨ , can be obtained similar as τα,Fs . Here, the time ratio τα,CΨ/τα,Fs is
used to quantitively measure the influence of the long-wavelength fluctuations on particle
dynamics in 2D systems (Fig. 4.13). The time ratios for different φ are similar for smaller
R, whereas for larger R the time ratios for higher φ are larger than those of lower φ.
For lower area fractions (φ = 0.70 or 0.75), the time ratio for both confined systems
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Figure 4.14: Comparison of the critical area fraciton φc (open symbols) and the fragility
index D (solid symbols) obtained from CΨ (red) and Fs (green). The dashed lines shows
constant fittings and the solid lines have the linear fittings versus ds/R with slopes of
cCΨ and cFs , respectively.
and bulk systems are in the same order of magnitude. The time ratios increase with the
system sizes R and eventually saturated at the ratios of bulk samples. For higher area
fractions (φ = 0.80 or 0.82), the time ratios of bulk systems are one order of magnitude
higher than those of confined systems. The time ratio has a logarithmic dependence
on the system size (the dashed line). The logarithmic dependence on system sizes is
the fingerprint of the Mermin-Wagner long-wavelength fluctuations [96]. So τα,CΨ/τα,Fs
well detects influence of the fluctuations on particle dynamics.
Due to the existence of the long-wavelength fluctuations in 2D system, it is worthy
to double check the influence of the fluctuations on the divergent static length discussed
previously. The critical area fraction φc,CΨ and the fragility index DCΨ for different R
can also obtained by fitting τα,CΨ(φ) with the VFT relation (Eqn. 4.3). While φc,CΨ(R)
is constantly same as φc,Fs(R), DCΨ(R) shows a weaker linear dependence on ds/R than
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DFs (Fig. 4.14). This is exactly the outcome of the Mermin-Wagner fluctuations in 2D.
Since DFs is influenced by the fluctuations (Fig. 4.12) and the fluctuations strongly
depend on R (Fig. 4.13), DFs is expected to have a stronger dependence on R than
DCΨ .
With same constant φc,CΨ(R) and linear changing DCΨ(1/R), the pinning length
ξp,CΨ still has a linear dependence on (φ/(φc − φ))1/2 (Fig. 4.15). Both ξp,CΨ and ξp,Fs
lines have a power of 1/2 and heights are directly determined by c1/2 from D(R). The
ξp,CΨ line is slightly lower than the ξp,Fs line, which corresponds the smaller slope of DCΨ
than that of DFs . As discussed in Chapter 3.3.5 and Chapter 4.3.1, the pinning length
ξp is positively related to the point-to-set correlation length ξ which is usually probed
under confinement. ξ is the critical size of the amorphous ”glasslites” in supercooled
liquids proposed by the RFOT, above which the system vitrifies. ξ is probed by the
mean of confinements. Larger ξp,Fs indicates that particle dynamics quantified by Fs
can sense the confinement earlier than that by CΨ due to the long-wavelength feature of
the Mermin-Wagner fluctuations. No matter whether Fs or CΨ is used to measure the
dynamics, the modified Adam-Gibbs relation can still well explain our 2D experimental
results and a divergent static length is unveiled when φ→ φc.
4.3.3 Influence of 2D confinement on Anisotropic Particles
Spherical colloidal particles are an outstanding hard-sphere model for the studies of the
glass transition since a single-particle resolution of particle dynamics can be achieved
when combined with video microscopy and particle tracking algorithms [41, 98, 103,
104, 115, 116]. Compared to the much simpler and more popular studies of the glass
transition of colloidal spherical particles, the studies of anisotropic particles are much
less [20, 69, 155, 152]. However, compared to spherical colloidal particles, anisotropic
particles can better mimic real atoms and molecules with non-spherical shapes and
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Figure 4.16: φc (open symbols) and D (solid symbols) from Fs (red), CΨ (orange) and
Ln (green) as functions of system size R for ellipsoids with an aspect ratio of 1.90.
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Figure 4.17: Relaxation time ratios from Ln(φ) and CΨ(φ). Different symbols represent
different sizes R. The black dashed line shows the visual increasing trend.
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complex inter-particle interactions [20, 69, 152, 153]. Within anisotropic particles, el-
lipsoidal and rodlike particles are among the simplest cases of studies. Relatively easy
to synthesize and do imaging data analysis make ellipsoidal and rodlike particles pop-
ular candidates to study many topics such as the rotational dynamics and decoupling
between translational and rotational dynamics by both experiments and simulations
[69, 152, 158, 159, 160].
Here we study the influence of the 2D confinement on particle dynamics of ellip-
soidal particles (preparation methods in Chapter 4.2.1). As we discussed above (Chap-
ter 4.3.2), particle translational dynamics are affected by the Mermin-Wagner fluctua-
tions in 2D systems. We first compare CΨ and Fs in ellipsoidal particle liquids with an
aspect ratio P = 1.9 under confinement (Fig. 4.16). The critical area fractions φc are
constant regardless of the size of confinement for both Fs and CΨ. And the values are
same within the error regardless of measurement methods. Whereas DFs and DCΨ both
show linear dependences on 1/R, DCΨ(R) has a slightly smaller slope c, which is due
to the existence of the long-wavelength fluctuations in ellipsoidal particle liquids as we
discussed in Chapter 4.3.2.
CΨ measures the change of relative angular positions of neighbors, which intrinsically
still measure the translational dynamics of particles like Fs. In 2D due to the existence of
the long-wavelength fluctuations, CΨ, unlike Fs, can detect the translational dynamics
without the influence of the long-wavelength fluctuations. With ellipsoidal particles,
we can also measure the rotational dynamics of a single particle by the orientational
correlation function:
Ln(t) = 〈 1
N
∑
j
cos[n(θj(t)− θj(0))]〉, (4.12)
where θj(t) is the orientation of ellipsoid j at time t and N is the total number of
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particles. n is added to better present the orientational relaxation by magnifying the
change of orientations and n = 6 here. Different choices of n yield the same glass
transition points [20]. φc,Ln is independent of system sizes and equals to both φc,CΨ and
φc,Fs . The fragility index D has a linear dependence on 1/R. Both constant φc and
linear dependence of D(1/R) indicate that not only the dynamics quantified by CΨ and
Fs but also the behavior of Ln under confinement can be quantitively explained by the
modified Adam-Gibbs relation we have shown above. Different measurement methods
only provides different aspects of the same particle dynamics.
The decoupling describe the behavior in glass-forming materials that rotational dif-
fusion coefficient DR remains coupled with viscosity η as DR ∝ η−1, while the trans-
lational diffusion coefficient DT develops a fractional dependence on η as DT ∝ η−n
with n < 1 [45, 161, 162]. Since η has a positive relation with φ in colloidal suspensions
while the diffusion coefficient has a negative relation with the α relaxation time τα,
we use more easily measured φ and τα to represent η and the diffusion coefficient D
[45]. Thus, the decoupling between translational and rotational dynamics in colloidal
suspension can be presented more accurately by comparing the ratio of the relaxation
time from Ln and CΨ versus φ (Fig. 4.17). The ratio of the relaxation time increases
with φ, which indicates the translational and rotational dynamics decoupled when the
system approaches the glass transition similar to other observations [20, 21, 45, 163]. It
is interesting to point out that the dependence of the ratio of relaxation time on φ is
not affected by the confinement. Unlike the influence of area fractions, the confinement
slow down translational and rotational dynamics at same level for ellipsoidal particles
with an aspect ratio of 1.9. Similar trends (Fig. 4.16, Fig. 4.17) are also observed for
ellipsoidal particles with an aspect ratio of 1.4.
The aspect ratios of ellipsoidal particles are another factor that may change particle
dynamics. The critical area fractions φc,CΨ are same for translational dynamics of two
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Figure 4.18: φc,CΨ (hollow symbols) and DCψ (solid symbols) from particles with
aspect ratios of 1.4 (green) and 1.9 (red). The dashed lines indicates the constant φc
for different system sizes and the solid lines shows the linear dependence of D on the
inverse system size ds/R.
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Figure 4.19: φc,Ln (hollow symbols) and DLn (solid symbols) from particles with
aspect ratios of 1.4 (green) and 1.9 (red). The dashed lines indicates the constant φc
for different system sizes and the solid lines shows the linear dependence of D on the
inverse system size ds/R.
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Figure 4.20: Critical area fractions φc as functions of the inverse system size ds/R for
spherical particles (green symbols), ellipsoidal particles with aspect ratios of 1.4 (yellow)
and 1.9 (orange), and rodlike particles with an aspect ratio of 8.0 (red). φc is calculated
from different physical measurements: Fs (solid squares), CΨ (solid circles), Ln (solid
upper triangles). For rodlike particles, calculations are also done on Fs of bulk samples
with another Q = 0.28 (solid lower triangles). The dashed lines indicate the average φc
for different aspect ratios. All area fractions above are obtained by VFT fittings. Area
fractions from the power law fittings are also shown (hollow symbols) for bulk samples
of rodlike particles.
aspect ratios of particles (Fig. 4.18), which is in agreement with the previous prediction
of ellipsoids with aspect ratios smaller than 3.5 [20]. The fragility index D still has
the linear dependence on 1/R. However ellipsoidal particles with an aspect ratio P =
1.4 have smaller slope than those with P = 1.9 for DCΨ(R). Particles with a larger
aspect ratio have longer long axis and need to interact with less neighbor particles
to feel the confinement by the boundary. The constant φc,Ln and linear increasing
DLn(1/R) are also observed in rotational dynamics (Fig. 4.19). The similarity between
the measurements from CΨ and Fs is another evidence showing that the translational
and rotational dynamics are obstructed by the confinement at same level (Fig. 4.17).
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Figure 4.21: Critical area fraction φc from different fitting methods for bulk samples of
rodlike particles. φc is calculated from different physical measurements: Fs(Q = 0.57)
(brown), CΨ (green), Ln (purple) and Fs(Q = 0.28) (yellow). The φc values are also
plotted in Fig. 4.20 as red symbols.
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Figure 4.22: VFT fittings (a) and power law fittings (b) of τα,Fs(Q=0..28) for bulk
samples of rodlike particles with P = 8.0. For the power law fitting, data points only
with φ > 0.6 are used.
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Besides different dependences on viscosity η for DR and DT , the decoupling between
translational and rotational dynamics is also shown by the different φc calculated from
Fs and Ln for ellipsoidal particles with large aspect ratios (P > 3.5) [20]. Fig. 4.20 sum-
maries all the critical area fractions φc we measured in the experiments. For spherical
particles and ellipsoidal particles with smaller aspect ratios (P = 1.4 and 1.9), differ-
ent measurements methods yield same φc for bulk samples as well as confined samples.
The deviations of φc are usually less than 0.01. The differences of φc between spherical
particles and ellipsoidal particles are caused by the different highest close packed area
fractions due to the change of particle shapes. The same φc for each type of particles is
consistent with other observations of ellipsoids with small aspect ratios (P < 3.5) [20].
We further conduct measurements of rodlike PS particle with a much larger aspect
ratio (P = 8.0). Fig. 4.21 shows the critical area fraction φc using VFT fitting function
(Eqn. 4.3). All φc values are same within the error, which is quite different from the
previous result that the difference between φc,Fs and φc,Ln could be as high as 0.1 for
ellipsoids with larger aspect ratios (P = 6.0 and 9.0) [20]. To further confirm this
unexpected result, we also use another power law relation to fit our α relaxation time:
τα(φ) ∼ (φc − φ)−γ , (4.13)
where γ is obtained from fitting relaxation curves and φc is the critical glass transition
point. This relation is predicted by mode-coupling theory (MCT) [20, 157]. Note that
the φc here is different from the φc obtained from the VFT relation (Eqn. 4.3). φc,VFT
indicates the ideal glass transition point where the number of local minimums on the free
energy landscape dereases to one and the configurational entropy vanishes (Chapter 3).
Fig. 4.22 presents both the VFT fittings and power law fittings of τα,Fs(Q=0..28) for bulk
samples of rodlike particles. Same procedures are done for τα,CΨ and τα,Ln , which are
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together shown in Fig. 4.20 and Fig. 4.21. φc from the power law fitting is lower than
that from the VFT fitting due to different physical meanings. All φc values obtained
by power fittings of different measurements are still same within the error, which are
same as the results from VFT fittings. Different values of Q from Fs definition are also
compared. Q = 0.57 is directly calculated from the position of the first peak of the
structural factor S(Q) and Q = 0.28 is one half of it. For both VFT and power fittings,
different choices of Q do not change φc,Fs (Fig. 4.21).
In sum, regardless of the type of physical measurements (Fs, CΨ or Ln), fitting
functions (VFT or power law), and Q values for Fs (0.57, or 0.28), the critical area
fractions φc for rodlike particles with an aspect ratio of 8.0 are always constant. This
is different from other observations in ellipsoidal particle systems [20, 155, 164, 165,
166]. The reason of the differences is not clear now. One possibility is due to the
different structures of ellipsoidal particles and rodlike particles at high φ. Ellipsoidal
particles usually have splay structures while rodlike particles prefer staying parallel to
their neighbor particles (Fig. 4.2) [20]. And the different local structures may affect
the φc measured from translational and rotational dynamics. More experimental data
for ellipsoidal particles with larger aspect ratios is needed to explain the unexpected
results.
4.4 Conclusion and Discussion
Our experiments use the confinement as a tool to probe the Mermin-Wagner long-
wavelength fluctuations and show the fluctuations have a logarithmic dependence on
the system size when the system approaches to the glass transition. We argue that the
bond-orientational correlation function CΨ is a better option to quantified translational
dynamics in 2D considering that the more widely used self-intermediate scattering func-
tion Fs is altered by the long-wavelength fluctuations. We further systematically study
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the effect of the fluctuations on particle dynamics near the glass transition. We confirm
the predication of the 1/2 power scaling of the pinning length and unveil a divergent
static length scale when φ → φc with and without the fluctuations in 2D, while the
fluctuations make the pinning length slightly larger. Ellipsoidal particles are also used
to directly compare translational and rotational dynamics to show the decoupling be-
tween translational and rotational dynamics and the decoupling is not affected by the
confinement. For rodlike particles with a large aspect ratio (P = 8.0), constant values
of φc are observed regardless of the type of physical measurements, fitting functions,
and Q values, which is different from other observations [20]. We demonstrate that the
success of RFOT theory and modified Adam-Gibbs relations in 3D can also be applied
to 2D, showing the similarities between 2D and 3D like previous articles [96, 97]. It
also should be emphasized that the glass transition is an active research area but far
from understood. There is no unified theory to explain the mystical behaviors. Even
though we use RFOT and the modified Adam-Gibbs theory to explain our results, sim-
ilar colloidal experiments can also be explained by other approaches [14, 47, 167]. Our
results are independent of theories. And the unique approach by confinement provides
new insights into the dynamics near the glass transition.
Chapter 5
1D Strings∗
5.1 Introduction
Due to its broad applications such as photonics, materials synthesis and biomedical
engineering, self-assembly of colloidal particles in both equilibrium and non-equilibrium
has drawn more and more attentions from researchers in different fields [78, 168]. Com-
pared to the more well-studied and well-understood colloidal self-assembly in equilib-
rium, our understanding of non-equilibrium self-assembly of colloidal particles is still of
lack [71, 76, 169, 170]. The non-equilibrium dynamic self-assembly provides us a fertile
ground to exploring non-equilibrium statistical mechanics as well as a powerful tool for
designing novel colloidal materials with unusual mesoscopic structures.
Due to the rapid growth of microfluidic techniques, flow-driven particle self-assembly
especially in one dimension (1D) is particularly attractive among all different non-
equilibrium systems. [171, 172, 173, 174, 175]. 1D colloidal strings with regular particle
spacing offer precise control over the positions of colloidal particles such as cells and
∗Reproduced in part with permission from (Yu Abe, Bo Zhang, Leonardo Gordillo, Alireza Moham-
mad Karim, Lorraine F Francis, and Xiang Cheng, “Dynamic self-assembly of charged colloidal strings
and walls in simple fluid flows”, Soft Matter, Royal Society of Chemistry).
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droplets, which is crucial for flow cytometry, cell separation and diagnostics, and mi-
crofluidic computation and encryption [176, 177, 178, 179, 180, 181, 182, 183, 184, 185,
186, 187]. Nevertheless, compared with a myriad of methods for creating 2D or 3D
colloid structures, fewer approaches are available for assembling 1D colloidal strings.
Due to the isotropic nature of interparticle interactions of colloidal spheres, 1D colloidal
strings are usually constructed through special processes. In equilibrium, 1D colloidal
strings have been assembled via template-directed colloidal epitaxy and electromag-
netic field-assistant self-assembly [170, 188, 189, 190]. In fluid flows, Colloidal strings
self-assembling along the vorticity direction of shear flows has been reported in both vis-
coelastic fluids and Newtonian fluids under strong confinement [176, 177, 179, 180, 181].
Flow-aligned colloidal strings along the flow direction have also been observed at finite
Reynolds numbers (Re > 1) when the effect of inertia is significant [178]. However, such
high-Re condition cannot be easily satisfied in many microfluidic applications. As a re-
sult, for many applications, flow-aligned colloidal strings are normally created manually
in microfluidics. Particles are injected into microfluidic channels at externally-controlled
regular time intervals [191, 192, 193]. However, the string structures obtained from such
methods are metastable, and susceptible to external perturbations [191].
In this chapter, we report a simple experimental method to prepare 1D colloidal
crystals. Charged colloidal particles under unidirectional flows self-assemble into flow-
aligned strings with regular particle spacing near a solid boundary. We use fast con-
focal microscopy to study particle dynamics of the self-assembly process. we optimize
the condition for the formation of colloidal strings by systematically varying key con-
trol parameters such as the flow rate, the strength of electrostatic interactions, the size
and polydispersity of particles and the dimension of micro-fluidic channels. Based on
our experimental observation, we propose a simple model that explains the intriguing
non-equilibrium self-assembly process. Being minimalistic with crude approximations,
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our model is nevertheless capable of capturing the essential mechanism for the origin
of colloidal strings. As such, our experiments demonstrate the possibility of assembling
flow-aligned 1D ordered colloidal structures at low Re through the balance of hydro-
dynamic coupling and electrostatic repulsion. Compared with previous methods, our
study provides a much simpler approach to prepare a large number of stable flow-aligned
colloidal strings, showing a great potential for different microfluidic applications. Lastly,
we show that this approach also leads to the formation of 2D colloidal walls when a mod-
erate transverse alternating current (AC) electric field is applied to the same colloidal
system.
5.2 Methods
5.2.1 Fluorescent Label of PMMA Particles
We synthesize poly(methyl methacrylate) (PMMA) spheres as our colloidal particles,
which are fluorescently labeled with Nile Red [131, 132]. The particles are stabilized
by covalently bonding polymer brushes made of poly(1,2-hydroxy stearic acid) (PHSA).
Most of our experiments are conducted using particles of average diameter d = 1.36 µm,
although two other batches of particles with d = 1.56 µm and 1.86 µm are also used to
test the effect of polydispersity. The polydispersities of particles in these particle batches
are below 11 %. Particle sizes and polydispersities are determined from dynamic light
scattering (DLS). PMMA particles are suspended in a mixture of decahydronaphthalene
(decalin, 27.2 wt%) and cis + trans cyclohexyl bromide (CXB, 72.8 wt%), which matches
both the density and refractive index of the particles. The density and the viscosity of
the mixture are ρ = 1.20 g/cm3 and η = 1.74 mPa·s, respectively. Its relative dielectric
constant is r = 5.6. The volume fraction of suspensions is fixed at φ = 1 % for most of
our experiments. We obtain the surface charge of PMMA particles in the decalin/CXB
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mixture via electrophoresis [136]. The electrophoretic mobility of particles in a DC
field of 6 V/mm is measured, which can be converted into the zeta potential and the
surface charges of particles based on a theory by Carrique et al. [194]. The numbers of
positive surface charges on the three batches of PMMA particles with increasing d are
similar with Z = 158 ± 8.2, 152 ± 12 and 160 ± 4.7, respectively. Note that we use
a Debye screening length κ−1 ≈ 1.3 µm in our calculation, which is derived from the
measured conductivity of the mixture at 218 pS·cm−1 [136]. The screening length can
be changed when salt is added into the solvent. All our measurements are conducted at
room temperature.
5.2.2 Fabrication of Microfluidic Channels
Figure 5.1: Formation of colloidal strings in microfluidic flows. (a) A schematic showing
the geometry of our experiments. A coordinate system is defined in the upper left. (b)
An example of colloidal strings in the narrow channel next to the glass bottom. Flow
is along the x direction. The average diameter of particles is 1.36 µm and the flow rate
is 3.0 µL min−1. The scale bar is 25 µm.
We fabricate microfluidic channels from poly(dimethylsiloxane) (PDMS) using con-
ventional photolithography. The channels have rectangular cross-sections with two dif-
ferent inner dimensions. A narrow channel has a width of W = 99.6 ± 1.4 µm, whereas
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a wide channel has a width of W = 299.7 ± 2.1 µm. All channels have a similar height of
H = 104.8 ± 9.2 µm and a length of L ≈ 4 cm. We define a Cartesian coordinate system
such that x is the flow direction along the channel length, y is along the width direction
with -W/2 ≤ W/2 and z is along the height direction with 0 ≤ z ≤ H (Fig. 5.1a). The
cell is sealed at the bottom by a glass microscope coverslip, allowing for direct confocal
imaging. Colloidal suspensions are injected into the channels using a syringe pump with
a controlled volumetric flow rate ranging from 2.0 to 9.0 µL·min−1. The uncertainties
on flow rates are less than 0.5 %. Within this range, the particle Reynolds number,
Re ≡ ρvpd/η < 5 × 10−4, where vp is the velocity of particles near the bottom wall.
Finally, to probe the effect of transverse electric fields on the self-assembly process, we
also fabricate a small microfluidic channel of 100 × 15 µm2 (W ×H), where the bottom
and top walls of the channel are made of indium tin oxide (ITO) coated glasses.
5.2.3 Acquisition of Image Data
We use an inverted spinning-disk confocal microscope to image the dynamics of particles
near the center of a microfluidic channel away from its inlet and outlet. The images are
recorded at 100 frames per second. Particle dynamics at different heights z above the
bottom wall are taken by varying the focal plane of a 60× microscope objectives (NA
= 1.4). To follow the dynamics of colloidal particles for the longest possible time, we
translate the sample holder of the microscope in the direction opposite to the flow of
suspensions at a controlled speed in certain experiments, so that particles at a given
position can be imaged in their co-flowing frame. The positions of all particles in the
field of view are then tracked over a long time using a widely-used particle tracking
algorithm [116].
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Figure 5.2: Colloidal strings at different heights. (a) String structure is absent away
from the glass bottom. The height is z = 5 µm (b) Strings next to the top plate.
Although particle concentration is fixed at 1%, more particles are attracted to the top
PDMS surface than to the bottom glass surface (see Fig. 2). Flow rate is at 3.0 µL/min.
The scale bar is 20 µm.
5.3 Results
A typical example of colloidal strings formed in our microfluidic channel is shown in
Fig. 5.1b, where PMMA particles self-assemble into flow-aligned 1D strings at the
boundary next to the glass bottom. The strings move along with the ambient flow
but at significantly reduced speeds. Above the bottom layer, strings disappear, where
particles simply move passively with the ambient flow as expected (Fig. 5.2a). The
strings are also observed next to the top wall (Fig. 5.2b). In this study, we focus on
the dynamics of particles next to the glass bottom at z ≈ d/2 for the convenience of
imaging. Nevertheless, the mechanism discussed should equally apply for strings next
to the top wall. To reveal the origin of colloidal strings, we first investigate the influence
of flow rates and the strength of electrostatic interactions on the string structure.
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5.3.1 Flow Rate and Ionic Strength Dependence
Figure 5.3: Colloidal strings at different flow rates in the narrow channel. Suspensions
flow toward the right. From (a-e), the flow rates are 2.0, 2.2, 2.6, 3.0 and 3.6 µL·min−1,
respectively. The top and the bottom edges of the images correspond to the two side
walls of the channel. The scale bars are 25 µm.
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Figure 5.4: String structures at different particle concentrations. (a) 0.25 wt%, (b) 0.5
wt% and (c) 1.0 wt%. The wide channel of 300 × 100 µm2 was used. The flow rate is
9.0 µL/min. The scale bar is 20 µm.
(a) (b)
Figure 5.5: Degree of the string order at different flow rates. (a) Velocity of particles, vp,
across the width of the channel. From left to right, the flow rates are 2.2 (black squares),
2.6 (red circles), 3.0 (green up-pointing triangles) and 3.6 µL·min−1 (blue down-pointing
triangles), respectively. The solid lines are fits with parabolic functions. The dashed
lines are the calculated velocity of the unperturbed flows at z = d/2. (b) Alignment
factor, Af , across the width of the channel. Since the string order is symmetric, the
results are shown only for the upper half of the channel. The symbols are the same as
those used in (a). The inset illustrates the definition of strings. Particles in a dashed
circle belong to one string. Neighboring particles in a string should have distances
smaller than 3d along the x direction and smaller than d along the y direction.
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Figure 5.6: Comparison of calculated velocity profiles (solid lines) and measured ve-
locity profiles (symbols). The channel has a cross-section area of 272 × 114 µm2. The
flow rate is 4 µL/min. h is the height above the bottom plate.
Flow rates show a strong effect on the formation of colloidal strings (Fig. 5.3). In
the narrow channel, at a low flow rate of 2.0 µL·min−1, most PMMA particles entering
the channel near the glass bottom stick to the glass bottom resisting the drag from the
ambient flow. Since the refractive index of the particles is close to that of the glass
bottom, the effective Hamaker constant and, therefore, the van der Waals attraction
between particles and the glass surface should be small [195]. The adhesion mainly
arises from the electrostatic attraction as we shall demonstrate below. At this low flow
rate, particles are attracted to the glass surface and form immobile clusters instead
of moving strings (Fig. 5.3a). At a slightly higher flow rate of 2.2 µL·min−1, strings
start to form on the surface of the glass (Fig. 5.3b). At even higher flow rates of 2.6
µL·min−1 and 3.0 µL·min−1, the string structure can be clearly identified near the side
walls (Fig. 5.3c and d). Short and less regular strings can also be observed near the
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center of the channel. The spacing between the strings along the y direction shows
large variations. The average spacing between the strings decreases with increasing
particle concentrations (Fig. 5.4). It is worth noting that the strings are very stable
and robust against strong perturbations such as the presence of stuck particles on the
surface and the variation of fluid flows. However, as we increase the flow rate further
to 3.6 µL·min−1, colloidal strings collapse (Fig. 5.3e). At this high flow rate, particles
move passively with the ambient flow.
To quantify the degree of the 1D string order across the width of the channel, we
measure the alignment factor at different y values, Af (y), defined as
Af =
∑∞
L=1NLL
2∑∞
L=1NLL
, (5.1)
where NL is the number of strings that contain L particles [180]. Af is similar to the
weight-average molecular weight of polymer chains. Af ≥ 1 and Af = 1 when there
are only isolated particles. Note that a string is defined such that all the neighboring
particles in the string are within three particle diameters away from each other along
the x direction and within one particle diameter away along the y direction (Fig. 5.5b
lower inset).
The alignment factor, Af (y), the velocity of unperturbed ambient flows, vf (y), and
the velocity of particles, vp(y), at different flow rates are shown in Fig. 5.5. Here, vf
is calculated based on the flow profiles of pressure-driven flows in rectangular ducts of
given cross-sections at given flow rates [196]. No-slip boundary conditions at the walls
of the microfluidic channels are assumed in these calculations. We verify our calculation
by directly comparing the calculated velocity profiles with the measured velocity profiles
above the glass bottom (Fig. 5.6). The relative error on vf is about 7 %. The velocity
of particles, vp, is measured from experiments via particle tracking velocimetry. Note
116
that vp reduces to zero at y slightly different from -W/2 and W/2 (Fig. 5.5a). As shown
in Fig. 5.3, a layer of particles sticks to the side walls of the channel, leading to zero
particle velocity near the side walls next to the glass bottom. However, away from the
glass bottom, fewer particles stick to the side walls (Fig. 5.2).
Figure 5.7: Alignment factor, Af , as a function of the normalized velocity difference
(vf −vp)/vf . vp is the particle velocity. vf is the velocity of unperturbed ambient flows.
Flow rates are indicated in the plot. The solid line provides a visual guide.
As the flow rate increases, the velocity difference between the particles and the
unperturbed flow, (vf − vp), decreases (Fig. 5.5a). The degree of the string order is
strongest near the side walls of the channel, which increases with the flow rate at low
flow rates and decreases at high flow rates (Fig. 5.5b). More importantly, we find a
positive correlation between the degree of the string order and the velocity difference
between the particles and the ambient flows (Fig. 5.7), when the velocity difference is
small at (vf − vp)/vf < 0.55. The strings disappear when vf ≈ vp. At larger velocity
differences, the degree of the string order may decrease, although the data show strong
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fluctuations in this limit.
(a)
 (b)
Figure 5.8: (a) Formation of colloidal strings in the wide channel. The suspension flows
toward the right and the flow rate is 9.0 µL·min−1. Since the width of the channel is
larger than the field of view of our 60× objectives, the entire channel is imaged by tiling
three separate images. The top and bottom edges of the image correspond to the two
side walls of the channel. The scale bars are 25 µm. (b) Flow profiles in the narrow and
wide channels at z = d/2. The flow rates are 3.0 µL·min−1 in the narrow channel and
9.0 µL·min−1 in the wide channel, which give the same flow rate per unit cross-section
area. The blue area indicates qualitatively the region where the ambient flow velocities
are in the right range for the formation of colloidal strings.
It is worth noting that the presence of the side walls and the shear gradients near
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the side walls are not necessary for the formation of the strings. We have conducted
experiments in the wide channel of 300 µm in width. The formation of strings can
be clearly observed at the center of the channel (Fig. 5.8). The difference in particle
structures in the narrow and wide channels can be explained from different velocity
profiles in the two channels. With a fixed flow rate per unit cross-section area, the flow
velocity near the center of the narrow channel is larger than that near the center of
the wide channel. We show the velocity profiles in the two channels at a flow rate of 3
× 10−4 µL·(min·µm2)−1 (Fig. 5.8b), which corresponds to 3.0 µm·min−1 in the narrow
channel (the flow rate used in Fig. 5.3d) and 9.0 µm·min−1 in the wide channel (the
flow rate used in Fig. 5.3a). The velocity difference between particles and the ambient
flow necessary for the formation of colloidal strings only establishes at intermediate
ambient velocities, as illustrated qualitatively by the blue region in Fig. 5.8b. At lower
ambient velocities below the blue region, the drag forces on particles are too weak.
Particles stick to the glass bottom (Fig. 5.3a). At higher ambient velocities above the
blue region, particles move with the ambient flow and the velocity difference reduces to
zero (Fig. 5.3e). Based on the above picture, the strings form near the wall in the narrow
channel (Fig. 5.8b). There exist small regions of one or two particle layers next to both
side walls, where particles are immobile due to weak ambient flows (Fig. 5.5a). Near the
center of the narrow channel, the flow velocities are too large and the velocity differences
between particles and the flow are too small to form colloidal strings (Fig. 5.3d). In
contrast, in the wide channel, the flow velocities away from the side walls all fall in
the blue region. As such, colloidal strings form near the center of the wide channel.
Particles are immobile in a larger region near the side walls due to the smaller velocity
gradients near the walls of the wide channel (Fig. 5.8b). Quantitatively, the correlation
between Af and (vf − vp)/vf in the wide channel shows the similar trend as that in
the narrow channel (Fig. 5.7). Thus, our results indicate that the velocity difference
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between the particles and the ambient flows, instead of the shear gradient, is the key
factor dictating the formation of the strings.
Figure 5.9: Colloidal structures at different ionic strengths. (a) Colloidal strings in the
solvent without TBAB. (b) The collapse of strings in the solvent with 100 µM TBAB.
The flow rate is 3.0 µL·min−1. A comparison of particle velocity and alignment factor in
the two cases are shown in (c) and (d), respectively. Empty squares are for the solvent
without TBAB. Red disks are for the solvent with TBAB. The scale bars are 25 µm.
The formation of strings also depends on the electrostatics of particles. To reveal the
effect of electrostatic interactions, we add 100 µM quaternary ammonium salt-tetrabutyl
ammonium bromide (TBAB)-into the solvent, which according to a previous study re-
verses the sign of the surface charge of particles [133]. We also directly confirm the
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reverse of the surface charge on PMMA particles in our experiments using electrophore-
sis. As a result, when the salt is added, PMMA particles do not stick to the glass bottom
even at low flow rates. Due to the repulsive, instead of attractive, interactions between
particles and the wall, the density of particles at the bottom is dramatically reduced
(Fig. 5.9b). We cannot observe the formation of strings at any flow rate (Fig. 5.9b
and d). Particle velocity also significantly increases. At 3.0 µL·min−1, the velocity of
particles is almost the same as that of the unperturbed ambient flow (Fig. 5.9c). The
finding indicates that without salt the electrostatic attraction between particles and the
glass bottom induces frictional or lubrication forces on the particles, which slow down
the motion of the particles relative to the ambient flow. With the reversed electrostatic
interaction at high ionic strength, the repulsion between particles and the glass bottom
eliminates the drag force from the bottom. As a result, the particles move passively
with the flow with (vf − vp)/vf ≈ 0. The strings do not form (Fig. 5.9).
In summary, our experiments show that the velocity differences between the ambient
flows and particles are important for the formation of colloidal strings. Such velocity
differences lead to hydrodynamic coupling between particles, crucial for the bonding
of particles in the strings. Moreover, the result with reversed electrostatic interactions
suggests that the retarded motion of particles is induced by the electrostatic attraction
between particles and the glass bottom. Charges on particles necessarily give rise to
electrostatic repulsions between particles, a factor that also needs to be considered in
modeling colloidal strings.
5.3.2 Dynamics of Stable Particle Pairs
To quantify the interparticle interactions, we study the dynamics of stable particle pairs.
The formation of particle pairs is the precursor and the first step for the assembly of
longer colloidal strings. To create stable particle pairs without interference from longer
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Figure 5.10: Dynamics of particle pairs in the wide channel. (a) Center-to-center dis-
tance between two particles in particle pairs, r, as a function of time, t. r is normalized
by the average particle diameter d. r and d are defined in the inset of (c). t is normalized
by the Brownian relaxation time of particles in the dilute limit, τ0 = 6piηa
3/kBT = 2.19
s, where η = 1.74 mPa·s is the viscosity of the solvent and a = d/2 is the average radius
of particles. The horizontal dashed line indicates the mean distance between particles.
The flow rate is 2.6 µL·min−1. (b) Probability distribution function (PDF) of r. The
solid line is a fit of a Gaussian distribution using the data near the peak r0 and r < r0.
The vertical dashed line indicates the peak of the distribution, r0. The inset shows
stable particle pairs in our experiments. The scale bar is 25 µm. (c) Effective force
between particles, F (r). F is normalized by kBT/d. The black line shows the model
result.
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colloidal strings, we reduce the volume fractions of suspensions to φ = 0.01 % in our
experiments. Most particles form stable particle pairs in the wide microfluidic channel
at such a low particle concentration (Fig. 5.10b inset). The dynamics of stable particle
pairs next to the glass bottom around y = 0 in the wide channel are then measured,
where the variation of the speeds of the ambient flow is small, thanks to the small velocity
gradients near y = 0. We track the center-to-center distance between two particles in
particle pairs, r, as a function of time (Fig. 5.10a and c inset). Fig. 5.10b shows the
probability distribution function (PDF) of the distance. The maximal probability occurs
at r0/d = 2.160 ± 0.006. Near r0 and at short separations with r < r0, the distribution
can be well approximated by a Gaussian distribution with a standard deviation of σ/d
= 0.52 ± 0.01. The PDF shows a long tail at large r, indicating higher probabilities to
find particle pairs at large separations.
In analogy to equilibrium systems, the Gaussian distribution near r0 allows us to
define an effective potential and, accordingly, an effective force between particles in this
non-equilibrium flow-driven system.
U(r)
kBT
= lnA− ln(PDF(r)), (5.2)
F (r) = −dU(r)
dr
=
kBT
PDF
·dPDF
dr
, (5.3)
where U(r) is the effective potential in the unit of thermal energy kBT and F (r) is the
effective force between particles in a particle pair. A is the normalization constant of
the probability distribution. F(r) in the unit of kBT/d is shown in Fig. 5.10c. Near the
equilibrium position r = r0 where F (r = r0) = 0, the harmonic potential gives rises
to a spring-like force. When r < r0, a repulsive force pushes the two particles apart,
whereas at r > r0 an attraction pulls the particles together. The force can be as large
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as several kBT/d and, therefore, can effectively suppress the thermal motion of particles
and maintain the stability of the particle pair. When the distance between particles is
one particle diameter away from the equilibrium position, r > r0 + d, F (r) ≈ 0. The
particles are decoupled.
Figure 5.11: A schematic showing the calculation of the size ratio of two particles,
a2/a1.
The results shown in Fig. 5.10b and c are obtained by averaging tens of particle pairs
of different size ratios. A more detailed analysis shows that the equilibrium position r0
depends on the size ratio of the two particles in a particle pair, a2/a1, where a1 and a2
are the radii of the leading and the trailing particles in the particle pair, respectively.
Note that when calculating a2/a1, a correction has been made to consider the effect
that the centers of small and large particles sit at slightly different heights above the
glass bottom (Fig. 5.11). We estimate the errors on a2/a1 to be about 4. To probe a
larger range of size ratios, we mix the d = 1.36 µm particle batch with two other batches
of particles with d = 1.56 and 1.86 µm. The polydispersity of these particle batches
allows us to obtain an almost continuous range of size ratios. We show r0 as a function
of a2/a1 in Fig. 5.12. r0 decreases with increasing a2/a1. The change is most drastic
at small a2/a1 when the size difference of the two particles in a particle pair is small.
Note that when we set the average size ratio of particle pairs equal to the polydispersity
of the particle batch, i.e., a2/a1 = 1.11, we have r0 ≈ 2.2, consistent with our average
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Figure 5.12: Average center-to-center distance, r0, between two particles in particle
pairs of different size ratios, a2/a1. r0 is normalized by the mean diameter of particle
pairs, a1 + a2. The black solid line is the normalized r0 from the model. The dashed
line shows the normalized r0 - (a1 + a2) from the model. The red solid line shows the
normalized r0 from the model when the effective distance re = r0 - (a1 + a2) is used in
Eqn 5.7 and 5.8.
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measurements shown in Fig. 5.10b.
Figure 5.13: Autocorrelation of the center-to-center distance, r(t), of a particle pair.
The flow rate is 3.0 µL·min−1. The size ratio of the two particles is a2/a1 = 1.2. Inset
shows the correlation time, τ , as a function of a2/a1. τ is normalized by the Brownian
relaxation time of particles, τ0. The solid line is a fit from the model.
We also calculated the autocorrelation of the particle-pair dynamics (Fig. 5.13),
Crr(t) =
〈(r(t+ t0)− 〈r〉)(r(t0)− 〈r〉)〉
〈r2〉 − 〈r〉2 , (5.4)
The average 〈· · · 〉 is taken over all the initial time t0. 〈r〉 ≈ r0. The vibration of
the two particles in a particle pair around r0 leads to the oscillation of Crr at large t.
The correlation time of the particle-pair dynamics, τ , can be defined by fitting Crr at
small t with an exponential function, exp(-t/τ). τ indicates the rigidity of the harmonic
potential in Eqn 5.2 and 5.3. A smaller τ corresponds to a narrower and stiffer potential
well. We find that τ is also a function of a2/a1 (Fig. 5.13 inset). A larger a2/a1 gives
rise to a smaller τ and, therefore, a stiffer potential.
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Figure 5.14: Probability distribution of the size ratio between the trailing and leading
particles, P (a2/a1). The red line is a fit using a log-normal function with the peak value
at a2/a1 = 1.064. Inset shows the force diagram on a particle pair. The flow direction
is indicated by vf .
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The dependence of r0 and τ on a2/a1 indicates that particle polydispersity plays
an important role in the formation of stable particle pairs. Indeed, we measured the
size ratio between the leading particle and the trailing particle, a2/a1, over 220 particle
pairs. Fig. 5.14 shows the probability distribution function of a2/a1. The distribution
is clearly biased toward a2/a1 > 1 with the maximal probability occurring at a2/a1
= 1.064. In other words, the leading particle is smaller than the trailing particle in a
particle pair.
5.3.3 A Minimalistic Model
Based on our experimental observations, we constructed a simple minimalistic model,
which provides a semi-quantitative description of the dynamics of particle pairs. Our
experiments have shown that hydrodynamic coupling and electrostatic interaction be-
tween particles are the key factors influencing the formation of stable colloidal pairs and
strings. To induce the hydrodynamic coupling, the glass bottom provides the resistance
force that slows down the motion of particles relative to the ambient flow.
A full theoretical description of the motion of solid spheres close to a solid boundary
in a semi-infinite fluid medium cannot be achieved within the limit of low-Re Stokes
hydrodynamics [197, 198]. To fully address the problem, complex factors including the
roughness of particles’ surface, the permeability and the stiffness of the layer of grafted
PHSA polymer brushes, and even the cavitation of fluids underneath particles need to be
considered, which is certainly beyond the scope of our current work [197, 199, 200, 201].
Instead, we try to build a simple model, aiming for an order-of-magnitude estimate
of our observations. Surprisingly, the minimalistic model shows a semi-quantitative
agreement with our experiments.
In our model, we reduce the complex effects of the bottom boundary on the motion of
particles into one essential effect, i.e., it provides a resistance force, f , slowing down the
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motion of particles. The effect enables the hydrodynamic coupling between particles,
crucial for the formation of colloidal strings. We further assume that f arises from the
friction, instead of lubrication, between particles and the glass bottom and, therefore,
is independent of the velocity of particles. Note that the density of particles matches
that of the solvent. Hence, the normal force that results in the friction should arise
from the electrostatic attraction between particles and the wall instead of the weight of
the particles. Since the average surface charge of particles is approximately the same
for different batches of particles, f should also be independent of the size of particles.
The assumption is consistent with our experiments. At low flow rates, the drag on
particles from the flow is below the threshold of static friction. Particles stick to the
glass bottom and do not move (Fig. 5.3a). At higher flow rates, particles slide on the
glass bottom. The kinetic friction f follows the Amonton-Coulomb law f = µN, where
µ is the friction coefficient between PMMA spheres and the glass bottom and N is
the normal force induced by the electrostatic attraction between the spheres and the
glass bottom. When salt is added into the solvent, the particle-wall interaction becomes
repulsive, which removes the normal force. As a result, f ≈ 0. Particles move passively
with the flow (Fig. 5.9b). The hydrodynamic coupling is zero and the string structures
cannot be observed.
Under the above approximation, the force balance of the two particles in a particle
pair can be easily written (Fig. 5.14 inset). Note that at low Reynolds number, the
total force on each particle is zero. Therefore, for the leading particle (particle 1), we
have
Fh1 + Fe = f. (5.5)
For the trailing particle (particle 2), we have
Fh2 = Fe + f. (5.6)
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Here, Fhi is the hydrodynamic force on particle i and Fe is the electrostatic repulsion
between the two particles. i = 1 or 2.
For the hydrodynamic forces, we have
Fh1
ηK1
=
(vf − vp1)− [K2(vf − vp2)/4pir]
1− (K1K2)/(4pir)2 , (5.7)
Fh2
ηK2
=
(vf − vp2)− [K1(vf − vp1)/4pir]
1− (K1K2)/(4pir)2 , (5.8)
where r is the center-to-center distance between the two particles, vf is the velocity
of the unperturbed ambient flow at the center of particles and vpi is the velocity of
particle i [202]. For a stable particle pair, vp1 = vp2. The two particles move together
with the same speed. Ki = 6piai is the coefficient of Stokes’ drag of particle i. When
vf = vpi, the hydrodynamic forces disappear. Further- more, as r →∞, Fhi reduces to
Fhi = ηKi(vf−vpi), i.e., the Stokes law of isolated particles. The two particles decouple
in this limit.
For the electrostatic repulsion, the DLVO theory gives
Fe =
Z1Z2e
2
r0
· exp(κa1)
1 + κa1
· exp(κa2)
1 + κa2
· (1 + κr)
r2
· exp(−κr), (5.9)
where Zi and ai are the number of charges and the radius of particle i, e is the elementary
charge, r is the relative dielectric constant of the solvent, 0 is the vacuum permittivity
and κ−1 is the screening length of the solvent. Since Z1Z2 > 0, Fe is always repulsive.
The force balance (Eqn 5.5 and 5.6) leads to a simple relation,
Fh2 − Fh1 = 2Fe. (5.10)
Eqn 5.10 gives a zero internal force between the particles, (Fh2−Fh1− 2Fe)/2 = 0. For
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two particles of the same size, Fh1 = Fh2. In this case, Eqn 5.10 can be satisfied only
by Fe = 0 when the distance between the two particles is significantly larger than the
screening length κ−1. With the two particles traveling at the same speed, the particle
pair thus formed is metastable, susceptible to random perturbations. For stable particle
pairs with nonzero Fe, polydispersity is necessary. Since Fe > 0 and Fh1 < Fh2, the
leading particle should be smaller than the trailing particle in a particle pair, consistent
with our observation (Fig. 5.13). Eqn 5.10 determines the equilibrium position r0 of
particle pairs.
The prediction of r0 from Eqn 5.10 is compared with experimental results in Fig. 5.12.
Since the leading particles are always small particles from the particle batch with av-
erage diameter d = 1.36 µm, we fix 〈a1〉 = d/2 = 0.68 mm in our calculation. In
addition, we use 〈Z1,2〉 = 157 and the average velocity difference between particles and
the ambient flow at 〈vf − vp〉 = 65 µm·s−1, both of which are measured directly from
experiments. The model qualitatively predicts the decreasing trend of r0 with increas-
ing a2/a1 (the black solid line in Fig. 5.12). The quantitative discrepancy may arise
from the crude approximation we have made on the effects of the wall and also from
the fact that the hydrodynamic forces in Eqn 5.7 and 5.8 are accurate only when the
distances between particles are large r0  (a1 + a2) [202]. Interestingly, when we plot
the surface-to-surface distance, r0 − (a1 + a2), from the model, it quantitatively agrees
with our experiments on r0 (the black dashed line in Fig. 5.12). The result indicates
that the particle distance used in Eqn 5.7 and 5.8 may be replaced by an effective dis-
tance re when r0 is comparable with (a1 + a2). Considering the increasing contribution
of the lubrication stress in the gap between particles and the hydrodynamic coupling,
re should be smaller than the center-to-center distance r0 and close to the surface-to-
surface distance between particles. Indeed, when we replace r0 with re = r0 − (a1 + a2)
in Eqn 5.7 and 5.8, the result shows a quantitative agreement with our measurements
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(the red line in Fig. 5.12).
Figure 5.15: Effective spring-like forces on particle pairs from the model. The main
plot shows the ratio of the effective spring constants, k1/k2, on two particles in particle
pairs of different size ratios, a2/a1. The gray region indicates unstable particle pairs
with a2/a1 < 1.062, where k1/k2 > 0. Inset shows the forces on the two particles in a
particle pair with a2/a1 = 1.11 when the distance between the two particles r is slightly
away from their equilibrium position r0. The forces are normalized by kBT/(a1 + a2).
In addition to the equilibrium position r0, the model also predicts that the approxi-
mately harmonic potential near r0 is narrower and stiffer at larger a2/a1, leading to the
decrease of the correlation time τ with a2/a1, consistent with our observation (Fig. 5.13
inset). Quantitatively, the force on the particle i in a particle pair can be approximated
as a spring-like force Fi = ki(r − r0) when the distance between the two particles is
slightly different from r0, |r − r0|/r0  1 (Fig. 5.15 inset), where ki is the effective
spring constant. Fi is balanced by the Langevin-type random force from thermal fluc-
tuations. The two effective springs on the particles in a particle pair are in series. Thus,
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the average spring constant of the effective force between the two particles can be sim-
ply estimated as k = |k1k2|/(|k1| + |k2|). When we set the average particle ratio at
a2/a1 = 1.11, the polydispersity of the particle batch used in Fig. 5.10, the resulting
spring-like force quantitatively matches our experiments (the black line in Fig. 5.10c).
The correlation time can also be estimated as τ ∼ 1/√k. A fitting using this model
prediction again agrees well with our experiments at large a2/a1 (Fig. 5.13 inset). The
predicted τ , however, shows a sharper increase at small a2/a1. This discrepancy can be
related to the limit of the stability of particle pairs at small a2/a1.
To have a stable particle pair, the sign of k1 and k2 must be opposite, so that the
forces acting on the particles are attractive when r > r0 and repulsive when r < r0
(Fig. 5.15 inset). Based on the criterion, a particle pair becomes unstable or metastable
when the size ratio of the two particles is smaller than 1.062 (Fig. 5.15). The potential
well becomes infinitely soft and τ diverges at this lower bound of a2/a1. Due to the
approximation taken in the model, the lower bound fails to explain the existence of
particle pairs of small a2/a1 observed in our experiments, which may be metastable in
nature. As a result, the predicted τ shows a sharper increase at small a2/a1 compared
with experiments. Interestingly, the estimate lower bound quantitatively matches the
size ratio of the most populous particle pairs found in our experiments at a2/a1 = 1.064
(Fig. 5.14).
Our simple minimalistic model is able to capture semi- quantitatively all the essential
features of experimental observations. Although the slowdown of particle motions near
the boundary is induced by the electrostatic attractions in our experiments, the model
shows that any other attractive interactions such as those induced by commensurate
polymer brushes attached to particles and walls can also lead to a similar mechanism
for the assembly of colloidal strings [203]. The non-equilibrium self-assembly principle
explored here should apply in much broader contexts.
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5.3.4 Kinetics and Formation of Colloidal Strings
The size difference between the leading and trailing particles also explains the kinetics
of formation of particle pairs. For an isolated particle, the particle velocity is given by
vp = vf − f/(6piηa) from the Stokes law, where f is the friction that is independent of
the radius of the particle a. The larger size of the trailing particle results in a faster
particle speed, which allows the large particle catch the small particle from behind and
forms a stable particle pair (Fig. 5.16a).
Particle pairs serve as the nuclei for the formation of longer colloidal strings at higher
particle concentrations. Due to the hydrodynamic coupling, the speed of particles in
colloidal strings decreases with the length of strings (Fig. 5.17). For example, for a
pair of equal-sized particles, the speed of particles is given by vp = vf − cf/(6piηa),
with c = 1 + 3a/(2r) > 1 (Eqn 5.7 and 5.8), which is smaller than the speed of
isolated particles. As a result, a third isolated particle can approach a particle pair from
behind and form a colloidal string of three particles (Fig. 5.16b). The same mechanism
also applies for strings of four particles (Fig. 5.16c). As the process repeats, a long
colloidal string eventually forms. The dynamic assembly of long colloidal strings can
be seen as the nucleation and growth processes of 1D colloidal crystals in a flow-driven
nonequilibrium system.
5.3.5 Construction of Colloidal Walls
The hydrodynamic coupling that is responsible for the formation of 1D colloidal strings
can also lead to the assembly of 2D colloidal walls in fluid flows when a transverse
electric field is applied. To apply a transverse AC field across the channel along the z
direction, we construct a small microfluidic channel with an inner cross-section of 100
× 15 µm2 (W ×H), where the top and bottom walls of the channel are made of ITO
coated glasses. The small height of the channel was chosen here, so that we can apply a
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Figure 5.16: Nucleation and growth of 1D colloidal crystals. Fluid flows toward the
right. (a) The time series showing the formation of a particle pair. The times of the
frames are 0 s, 0.53 s, 0.9 s and 1.91 s, respectively. (b) The time series showing the
formation of a colloidal string of three particles. The times of the frames are 0 s, 1.85 s,
2.89 s and 5.42 s, respectively. (c) The time series showing the formation of a colloidal
string of four particles. The times of the frames are 0 s, 0.78 s, 1.58 s and 2.46 s,
respectively. The flow rate is 3.0 µL·min−1 in the wide microfluidic channel. The scale
bar is 7 µm.
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Figure 5.17: The speed of particles in strings of different lengths, L, in terms of the
number of particles. Flow rate is 3.0 µL·min−1. Particle speeds are measured at a fixed
y location in the narrow channel. The horizontal dashed line indicates the average speed
of particles in strings with L ≥ 16. The red line is a fit of an exponential function as a
visual guide.
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field with a large enough voltage gradient across the channel. We fixed the peak-to-peak
amplitude of the field at 20 V (voltage gradient at 1333.33 V·mm−1) and the frequency
at 50 kHz.
(a) (b)
Figure 5.18: Formation of 2D colloidal walls in a transverse AC electric field. (a) A
3D view of colloidal chains formed in the AC field. The field of view is 120 × 75 ×
14 µm3 (x × y × z).The AC field is along the z direction. (b)A 3D view of colloidal
walls formed in the AC field under a fluid flow. The field of view is 120 × 75 × 16 µm3
(x× y × z).The AC field is along the z direction and the flow is along the x direction.
The walls move at 132 µm·s−1 along the flow direction. (c) An orthogonal view of the
colloidal walls near the center of the channel in the x− y plane (left panel) and in the
z−y plane (right panel). The field of view of the left panel is 120 × 75 µm2 and that of
the right panel is 15 × 75 µm2. The left and right edges of the right panel correspond
to the bottom and top walls of the microfluidic channel made of ITO glasses.
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Due to the field-induced dipolar interactions between particles, PMMA spheres sus-
pended in CXB align into chains along the direction of the applied field (Fig. 5.18a)
[189, 204, 205]. Note that we use pure CXB, instead of the CXB/decalin mixture, as
our solvent in these experiments to enlarge the mismatch of dielectric constants be-
tween particles and the solvent, which increases the induced particle polarization. The
formation of colloidal chains along the field direction results in the well-studied elec-
trorheological effect [204, 205]. Without external fluid flows, the positions of the chains
are completely random in the x − y plane (Fig. 5.18a). To induce the hydrodynamic
coupling between different chains, a fluid flow is created along the x direction by a sy-
ringe pump. Remarkably, under flow, the originally randomly-positioned chains align
along with the flow direction and form 2D colloidal walls across the entire width of the
channel in the y direction (Fig. 5.18b and c). The colloidal walls move along with the
flow but with significantly slower speeds. The spacing between the walls is controlled
by the particle concentration.
5.4 Discussion and Conclusion
5.4.1 Experimental Errors on Velocity Measurements
Experimentally, we determined the position of the center of a particle by adjusting the
focal plane of the microscopic objectives until the diameter of the particle under study
appears to be maximal and the particle is in clear focus in the image. The z position of
the microscopic objectives can be controlled with a very high accuracy of 0.025 µm by
using a objectives piezo. Thus, the error in z mainly arises from the determination of the
size of particles, d. To accurately determine the size of a colloidal particle is notoriously
difficult. We determined the diameter of the particle from the position where the light-
intensity profile of the particle first reaches the background intensity (Fig 5.19). The
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diameter of the particle thus measured is close to the four standard deviations of the
Gaussian fit of the intensity profile of the particle. In other words, the radius of the
particle is about two standard deviations away from the center of the particle. The
diameter of particles has an error about 1.5 pixels from our measurements, which leads
to an absolute error of ∆d = ± 0.049 µm and a relative error of ∆d/d ≈ 3.5%, consistent
with the literature values. Alternatively, if the diameter of the particle is determined
from the standard deviation of the Gaussian fit, the fitting error gives a similar relative
error of ∆d/d ≈ 3%. The uncertainty on particle sizes indeed gives rise to a relatively
large error in the velocity of ambient flows due to the existence of high shear rates close
to the boundary. Assuming the mean diameter of particles at 1.36 µm, the channel cross-
section at 100 × 100 µm2 and the flow rate at Q = 3 µL/min-the typical parameters of
our experiments-the variation of particle diameter ∆d = ± 0.049 µm leads to a relative
error in ambient flow velocities of ∆vf/vf ∼ 7 % near the center of the channel next to
the glass bottom. The difference between velocities at different z will be smaller when
the particle is close to the side wall at y = ± 50 µm. This relatively large error of
∆vf/vf contributes, in a large part, to the scattering of data in Fig. 5.7. Nevertheless,
this error is still significantly smaller than the range of velocity differences between
particles and the ambient flow, (vf − vp)/vf , we measured in our experiments. As such,
the uncertainty should not qualitatively change our conclusions, i.e., the existence of
finite velocity differences between particles and the ambient flow.
5.4.2 Experimental Errors on Particle Size Measurements
Although the error on the size of one single particle is large, the relative error on the
size ratio of two particles is small. To determine the size ratio a2/a1, we fit the intensity
profiles of the two particles with two independent Gaussian distributions. Assuming
the size of particles in the focal plane is proportional to the standard deviation of
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Figure 5.19: The light-intensity profile of a particle from confocal microscopy. The
intensity is measured through the center of the particle along the horizontal dashed line
(see inset). The center of the particle is obtained via a widely-used particle tracking
algorithm, where a 2D Gaussian fit of the particle image is used to achieve a subpixel
resolution. The horizontal black dashed line indicates the background intensity mea-
sured far away from the particle. The diameter of the particle, d, is then measured
from the positions where the particle intensity first reaches the background intensity as
indicated in the plot. The solid red line is a Gaussian fit of the profile. σ is the standard
deviation of the Gaussian fit. 4σ is indicated in the plot.
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the Gaussian distributions, we have r1 = c · σ1 and r2 = c · σ2, where c is an unknown
constant, σ1 and σ2 are the standard deviations of the two Gaussian fits. Since the focal
plane is chosen to be through the largest circle of the small particle, a1 = r1 = c · σ1.
The radius of the large particle, Particle 2, can then be calculated through a simple
geometry (Fig. 5.3), giving a2 = (r
2
2 + a
2
1)/(2a1) = c(σ
2
1 + σ
2
2)/(2σ1). Hence, the ratio
a2/a1 = (σ
2
1 + σ
2
2)/(2σ
2
1). The error of a2/a1 is then given by
∆(a2/a1) =
√
σ42
σ61
(∆σ1)2 +
σ22
σ41
(∆σ2)2, (5.11)
where ∆σ1 and ∆σ2 are the fitting errors of the Gaussian distributions. Since the
measurements on the size of the two particles are independent, we should have σ1 ≈ σ2
and ∆σ1 ≈ ∆σ2. Thus, we have ∆(a2/a1) =
√
2(∆σ1/σ1). From a typical fitting result
(see Fig. 5.19), we estimate ∆(a2/a1) ≈ 4.1%.
5.4.3 Conclusion
We have conducted an experimental study on the dynamic self- assembly of charged
colloidal particles in microfluidic flows. We showed that due to the balance of hydrody-
namic coupling and electrostatic repulsion, colloidal particles can self-assemble into 1D
colloidal strings close to the boundary of microfluidic channels. The strings are stable
against strong perturbations in the system. Such a 1D ordered structure can be further
extended into 2D colloidal walls when a transverse electric field is imposed. We system-
atically investigated both the dynamics and the kinetics of formation of 1D colloidal
strings and constructed a simple minimalistic model that provides a semi-quantitative
explanation of the self-assembly process. Our experiments demonstrate a new way for
ordering micron-sized objects in low-Re flows, potentially useful for various diagnos-
tic microfluidic devices. One possible strategy to exploit this unique non-equilibrium
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self-assembly process is to construct microfluidic channels of narrow heights, which in-
crease the surface-to-volume ratio of the channels and facilitate the boundary-induced
self-assembly of colloidal strings.
A future experiment is planned to investigate the kinetics of the formation of 2D
colloidal walls. Moreover, the complex effects of the boundary on the hydrodynamic
coupling and electrostatic interaction need to be further studied, which will provide a
better quantitative description of the dynamic self-assembly process.
Chapter 6
Summary and Outlook
6.1 Summary
In sum, particle dynamics of colloidal suspensions at a single-particle resolution under
different confinements have been studied. The studies of colloidal glass transition have
been conducted under 3D and 2D confinements. 1D particle self-assembly in a simple
flow has also been observed and studied.
Our experiments under 3D and 2D confinements may help to resolve controversies
over static correlations in the glass transition. First, we confirm the numerical and
theoretical predictions on the 1/3 scaling in 3D and 1/2 scaling in 2D of the pinning
length [23, 144, 145] and illustrate a divergent static length scale in the colloidal glass
transition when φ → φc. Moreover, we show that glass-forming liquids with randomly
pinned particles show quantitatively similar dynamics as colloidal liquids under spherical
confinement [24, 122, 144, 138]. Thus, the RFOT can be applied for understanding
confined colloidal liquids—an extensively studied subject in colloidal science [46, 74,
125, 126, 127, 128, 129, 130].
We further use the confinement as a tool to probe the Mermin-Wagner long-wavelength
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fluctuations and show that the fluctuations have a logarithmic dependence on the sys-
tem size in 2D when the system approaches to the glass transition. We argue that the
bond-orientational correlation function CΨ is a better option to quantified the transla-
tional dynamics in 2D considering that the more widely used self-intermediate scattering
function Fs is altered by the long-wavelength fluctuations. Ellipsoidal and rodlike par-
ticles are also used to directly compare the translational and rotational dynamics to
show the decoupling between translational and rotational dynamics. We find that the
decoupling is not affected by the confinement. What’s more, constant values of critical
volume fractions are observed regardless of types of particle aspect ratios, measurement
methods, fitting functions, and values of structural factors, which is different from other
observations [20].
Besides using colloids to study the glass transition, we have also conducted an ex-
perimental study on the dynamic 1D self-assembly of charged colloidal particles in mi-
crofluidic flows. We show that due to the balance of hydrodynamic coupling and elec-
trostatic repulsion, colloidal particles can self-assemble into 1D colloidal strings close
to the boundary of microfluidic channels. Such a 1D ordered structure can be further
extended into 2D colloidal walls when a transverse electric field is imposed. We sys-
tematically investigate both the dynamics and the kinetics of formation of 1D colloidal
strings and construct a simple minimalistic model that provides a semi-quantitative
explanation of the self-assembly process. Our experiments demonstrate a new way for
ordering micron-sized objects in low-Re flows, potentially useful for various diagnostic
microfluidic devices.
In addition to providing experimental results for assessing general glass-transition
theories and particle self-assembly, our studies also provide new insights into the par-
ticle dynamics of confined colloidal liquids and may shed light on the behavior of
atomic/molecular liquids under nano-confinements [124].
144
6.2 Outlook
6.2.1 Beyond Hard-Sphere Suspensions
In this thesis, we mainly use spherical colloidal particles as hard spheres to study particle
dynamics, which indeed provides us plenty of useful insights. However, the differences
between colloidal glasses and atomic glasses can not be ignored as we discussed Chap-
ter 1.2.2. One of the most important differences is that hard spheres do not have the
same complex shapes and directional interactions as their counterparts–real atoms or
molecules. Thus, one exciting direction is to go beyond hard spheres and study parti-
cle dynamics of asymmetric particles and systems with more complex particle-particle
interactions.
In Chapter 4, we have shown novel phenomena in ellipsoidal particles, which can not
be observed in hard-sphere systems such as the decoupling between translational and
rotational dynamics. Colloidal ellipsoids, rods, and dumbbells are widely used as the
first meaningful attempts to explore non-hard-sphere interactions, as they are relative
simpler than other asymmetric particles [20, 21, 69, 152, 155, 164, 206, 207, 208, 209].
However, most of experimental studies focus on 2D systems due to the difficulties to
prepare asymmetric particles in a large quantity and much more complicated particle
tracking algorithms in 3D. Asymmetric particles have been prepared by different meth-
ods, such as particle-stretching, microfluidic channel, electric-field, asymmetric coating,
wet-chemistry, self-assembly, and lithography [75, 79, 154, 189, 208, 210, 211, 212, 213,
214, 215]. Unfortunately, these methods usually have either low yields or large polydis-
persity of particles. Thus preparation of colloidal particles with controllable shapes and
sizes in large scales is urgently needed. What’s more, even though some attempts have
been made for asymmetric particle tracking, more robust and fast algorithms are to be
developed to study particle dynamics at a single-particle resolution [45, 216].
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Particle dynamics with different particle-particle interactions have also been stud-
ied [164, 176, 177, 217, 218]. One interesting direction is to prepare particles with
directional bonds similar to covalent bonds. Wang et al. prepared patchy particles and
functionalize the patchy points with DNA with single-stranded sticky ends [219]. The
special patchy particles can form highly directional bonds and self-assemble into “col-
loidal molecules” such as “ethylene” structures and “copolymer” structures. Synthesis
of colloidal particles with a variety of well-controlled directional interactions opens a
wide spectrum of new structures for the study of particle dynamics and self-assembly.
More detailed information about particle synthesis and fluorescent labelling of par-
ticles explored during my Ph.D. study are presented in Appendix A and B.
6.2.2 Active Particles
So far, we are only dealing with passive Brownian particles. The world of colloids is
much larger than just the passive particles. Different from passive particles driven by
random thermal fluctuations, active particles (also known as self-propelled Brownian
particles, micro-/nano-swimmers or micro-/nano-motors) can be either chemically self-
propelled or propelled by external fields [220, 221]. For active particles in 2D, the
stochastic equations of motions are:

x˙ =
√
2DT ξx + vcosφ,
y˙ =
√
2DT ξy + vsinφ,
φ˙ =
√
2DRξφ + ω,
(6.1)
where x and y are the particle positions and φ is the orientation. ξx, ξy, and ξφ are the
random noises from the brownian motion. v and ω are the non-random velocity and the
angular velocity, respectively [220]. Unlike zero average velocity for passive particles, the
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average velocity for active particles is not longer equal to zero and the velocities do not
obey the Gaussian distribution. The system is no longer thermally equilibrated. Thus,
the study of active particles can shed light on non-equilibrated systems where many
novel phenomena such as flocking, schooling are observed [220, 221, 222, 223]. Moreover,
active particles also provides promising tools for many applications such as the cargo
transport, biomedical applications and environmental remediation [220, 221, 222, 223].
To control and design the dynamics of active particles, understanding particle dynamics
under different internal or external fields are essential, which provides us a good but
challenging opportunity to apply our knowledge accumulated in passive colloidal systems
to this rapidly growing field.
6.2.3 Down to Nanoscale Sizes
The sizes of colloidal particles are roughly in the range of 1 nm - 1 µm. Note that the
lengths of steric polymeric hairs of colloids (such as PHSA on the surface of PMMA
particles) are typical around 10 nm and the Debye lengths are from several nanome-
ters to a few micrometers [69, 133, 137]. Down to nanoscale, colloidal particle can no
longer be treated as hard spheres and sophisticated particle-particle interactions must
be considered. What’s more, particle dynamics could be much more vigorous. For a
spherical Brownian particle, the translational diffusion coefficient DT = kBT/6piηa and
the rotational diffusion coefficient DR = kBT/8piηa
3. When the particle size decreases
to 1/10, DT increases 10 times and DR increases 1,000 times. For an active particle,
controllable dynamics are also become much more difficult. The competition between
the random walks from Brownian motions and the designed directional diffusion is fierce
[220]. All of these challenges request detailed studies of particle dynamics at nanoscale.
With the help of powerful video microscopy we can study particle dynamics of col-
loidal particles with sizes near the upper end (∼ 1 µm). With particle sizes down to
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nanoscale, due to the limitation of spacial resolutions, many colloidal particle dynam-
ics cannot be directly studied by optical microscopy. While electron microscopy (such
as SEM, TEM) has a much high spacial resolution, the temporal resolution can up to
several seconds and it requires vacuum environments. Recently, there arises another
imaging technique called liquid-phase TEM (LP-TEM), which can nicely make up this
gap [224, 225, 226, 227, 228, 229]. LP-TEM has both a spacial resolution close to
the traditional TEM (sub-nanometer) and a high temporal resolution (up to 400 FPS)
[229]. Instead of putting dried samples in a vacuum chamber like traditional TEM,
special sealed liquid cells are designed to contain liquid samples during experiments.
Due to these advantages, LP-TEM has been used recently to study particle dynam-
ics at nanoscale, such as nucleation and crystal growth, self-assembly, electrochemical
systems, macromolecular complexes, et al. [224, 226, 228, 230, 231, 232].
In sum, it is promising but challenging to study colloidal science, especially particle
dynamics, beyond hard spheres. Several directions are proposed here: complex shapes
and interactions, active particles, and nanoscale sizes. From the fundamental side of
view, these studies can further enrich our knowledge of colloidal science. From the more
applied side of view, such studies and their derivative knowledge can be used to guide
the design of smart materials and products in both industries and our daily lives.
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Appendix A
Particle Synthesis
A.1 PMMA
PSHA stabilized PMMA colloidal spheres are one of the most popular candidates used to
study particle dynamics, especially colloidal crystal/glass transition due to their nearly
hard-sphere properties when prepared well. The synthesis of PSHA stabilized PMMA
colloidal spheres has been throughly studied and well controlled [131, 132, 133, 136, 233,
234].
Here we are going to summarize the synthesis procedures. First, we will list chemicals
and equipments used during the synthesis and then document the synthesis procedures.
There are three stages for a typical synthesis: (1) purification of raw materials, (2)
stabilizer synthesis, and (3) particle synthesis. The first stage is to purify the monomer–
methyl methacrylate (MMA) and the catalyst–2,2’-azo-bis-isobutyronitrile (ADIB) to
remove inhibitors and other impurities. The second stage is to synthesize comblike
PSHA stabilizers (Fig. A.1). Well-made PSHA stabilizers are the key to have non-
sticky PMMA spheres as a hard-sphere model. And the last stage is to prepare PMMA
particles and lock PSHA onto surfaces of PMMA particles to provide steric stabilizations
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(Fig. A.1).
The synthesis procedures are modified based on several published research articles
and a handbook prepared by Parag Desai, Clare Dibble, Mike Kogan, and Laura Shereda
[131, 132, 133, 136, 233, 234, 235].
A.1.1 Chemicals and Equipment
Chemicals
Methyl methacrylate (MMA), 2,2’-azo-bis-isobutyronitrile (ADIB), 12-hydroxystearic
acid (HSA), toluene, methanesulphonic acid, glycidyl methacrylate (GM), 1-octanethiol,
1-dimethylaminododecane, hexane, dodecane, methacrylic acid (MA), t-butyl catechol,
2-dimethylethanolamine, ethyl acetate, butyl acetate, acetone, potassium hydroxide.
Equipment
1-MEHQ removal prepacked column, glass bottles with Teflon coated caps, 250 mL
3-neck round-bottom-flask, 500 mL 3-neck round-bottom flask, Dean Stark apparatus,
glass extender, reflux condenser, 25 mL graduated cylinder, 100 mL graduated cylinder,
50 mL beakers, 100 mL beakers, 250 mL Erlenmeyer flask, addition funnel, glass funnel,
glass stopper, sleeve stoppers, syringe, ring stands and clamps, spatulas, scale, Teflon
centrifuge tubes, pipettes and tips, thermometers, thermometer adapter with 24/40
fitting, air tubes, oil bath, Teflon sleeves, green clips, nitrogen cylinder and nitrogen
gas, magnetic stirring plate and stir bar.
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Figure A.1: Illustration of procedures of stabilizer synthesis and particle synthesis. For
the stabilizer synthesis stage, HSA first polymerizes into PHSA, which covalently bonds
with GM later. Then PHSA-GM copolymerizes with MMA and forms comblike PHSA-
GM-MMA stablizers. For the particle synthesis stage, MMA and MA copolymerize and
form main bodies of PMMA spheres. MA is added to provide joint points for stabilizer
molecules. Lastly, the stabilizer prepared above is added and chemically bonds onto
surfaces of PMMA spheres.
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A.1.2 Purification of Raw Chemicals
Purification of MMA
1. Setup the filtration system in a chemical hood. From top to bottom there should
be a glass funnel, an addition funnel, a prepacked MEHQ removal column and a
glass bottle.
2. Add MMA dropwise from the top and collect the filtered MMA with a glass bottle.
3. Store the filtered MMA in a refrigerator for later use.
4. After the filtration, leave the column in the chemical hood for a few days to let
the MMA evaporate.
Purification of ADIB
1. In a chemical hood, a desired amount of ADIB is dissolved into acetone in a
centrifuge tube.
2. Store the solution in a freezer for as least 24 h.
3. Remove the solvent by centrifugation and dry the precipitated ADIB in a chemical
hood.
4. Store the dried ADIB in a refrigerator for later use.
A.1.3 Stabilizer Synthesis
The synthesis of PHSA stabilizers needs three steps: (1) synthesis of PHSA, (2) copoly-
merization of PHSA-GM, and (3) copolymerization of PHSA-GM-MMA (Fig. A.1). The
experimental setup is shown in Fig. A.2.
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Oil bath
3-neck fl ask
Syringe
Glass stopper
Condenser
Sleeve stopper
Cold water in
Cold water out
Figure A.2: Experimental setup for Stage two and three of PMMA synthesis. For some
steps some modifications are needed such as replacing the condenser or a stopper to a
Dean-Stark apparatus or a nitrogen adapter.
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Synthesis of PHSA
1. Weigh 151 g of HSA and 27 g of toluene and then pour them into a 500 mL round
bottom flask.
2. Place the flask into a oil bath. Add a glass extender in the middle neck of the
flask then add a Dean-Stark apparatus onto the glass extender. Use ring stands
and clamps to hold glassware tightly.
3. Put a nitrogen adapter into one side neck and a sleeve stopper into the other side
neck. Be sure to place Teflon sleeves in all joints to seal the system well.
4. Turn on cooling water and the oil bath. Set the temperature to 100 ◦C.
5. Once all HSA is melted, add 236 µL of methanesulphonic acid to the flask using
a syringe.
6. Open the nitrogen gas flow and replace the air inside of containers.
7. Slowly increase the temperature of the oil bath to 140 ◦C. Mark the time as the
reaction’s start point once it is 140 ◦C.
8. After 20 h of reaction, begin the titration process. Allow the reaction to proceed
until the acid value is 35.2 mg KOH/g product or HSA stops polymerizing.
9. Proceed directly to step two once the titration is done.
Synthesis of PHSA-GM
1. Weigh 0.23 g of t-butyl catechol and 15 mL of toluene then mixed in a beaker.
2. Weigh 16.3 g of GM, another 15 mL of toluene and 787 µL of 1-dimethylaminododecane
then pour them into a Erlenmeyer flask.
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3. Mix the previous two mixtures and add them into the 3-neck flask using a clean
syringe.
4. Continue refluxing the reaction at 140 ◦C for another 7 h.
5. Similar titration procedure is conducted after 7 h and then stop heating.
6. Add 100 g of toluene to the flask after the reaction is cooled down. Mix the
chemicals and transfer them into a glass bottle with a Teflon coated lid.
Synthesis of PHSA-GM-PMMA
1. Weigh 25.55 g of ethyl acetate and 12.7 g of butyl acetate and then pour them
into a 500 mL 3-neck round-bottom flask. Place the flask into the oil bath. Add a
condenser in the middle neck and a addition funnel in one side neck of the flask.
Turn on the cold water. Close all outlets with glass stoppers. Use ring stands and
clamps to hold the glassware.
2. Slowly raise the temperature of the oil bath to 105 - 110 ◦C.
3. Weigh 0.57 g of ADIB, 33.49 g of filtered MMA, 67.8 g of PHSA-GM from step
two, and 3.93 g of GM and then mix them in a Erlenmeyer flask.
4. Pour the mixture into the addition funnel and seal the funnel with a glass stopper.
5. Once the temperature reaches 105 - 110 ◦C, add the mixture slowly and evenly
through the addition funnel for next 3.5 h. Mark the initial time when the addition
starts.
6. Replace the addition funnel with a glass stopper and let the mixture reflux for
another 6 h. Add 0.26 g of ADIB each at the time of 5.5 h and 7.5 h.
7. Turn off the oil bath and let the reaction cool down to about 80 ◦C.
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8. Add 33.33 g of ethyl acetate and 16.7 g of butyl acetate into the flask and shake
gently to mix the chemicals.
9. Transfer the mixture into a glass bottle, label it and then store it in a refrigerator.
A.1.4 Particle Synthesis
Now we can use the previous prepared PSHA stabilizers to synthesis PHSA stabilized
PMMA spheres. Two steps are involved: copolymerization of PMMA-MA (step 1-5)
and locking the PHSA stabilizers onto surfaces PMMA spheres (step 6-12). PMMA
spheres usually have a narrow size distribution of about 5 %. Sizes of particles are
controlled by the amount of MMA and MA added. Generally, a larger amount of MMA
and MA yields a larger size of particles. The amount of MMA and MA provided below
is chosen to prepare PMMA spheres with a target size of 1.8 µm.
1. Weigh 22.0 g of hexane, 11.0 g of dodecane, and 1.75 g of PHSA stabilizer prepared
in stage two. Mix them a 250 mL 3-neck flask by shaking until the stabilizer is
fully dissolved.
2. Place the flask into a oil bath. Put a condenser in the middle neck and a ther-
mometer in a side neck of the flask. Turn on the cold water. Seal the other side
neck with a sleeve stopper.
3. Turn on the oil bath and set the temperature as 80 ◦C.
4. Weigh 0.28 g of ADIB, 34.3 g of MMA, and 0.7 g of MA. After mixing them in a
beaker, add 0.175 g of 1-octanethiol into the beaker.
5. After 30 min of heating at 80 ◦C, add the above mixture into the flask via a
syringe. Let the reaction proceed for 2 h.
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Figure A.3: SEM image of a typical batch of PMMA spheres.
6. Add a Dean-Stark apparatus between the condenser and the flask.
7. Add 22.0 g of dodecane and 0.15 g of 2-dimethylethanolamine to the flask.
8. Increase the temperature of the oil bath to 140 ◦C.
9. Distill hexane by the Dean-Stark apparatus until the temperature inside reaches
118 ◦C. Then remove the Dean-Stark apparatus.
10. Maintain the temperature in the flask at 120 ◦C and leave the reaction for 12 h.
11. Turn off the oil bath and let the flask cool down.
12. Transfer the mixture into a glass bottle, label it then store it in a refrigerator.
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A.1.5 Particle Characterization
Fig. A.3 shows a SEM image of PMMA spheres prepared following above procedures.
The size of particles is roughly same as the target size of 1.8 µm, showing the synthesis
is well-controlled as designed. Products need to be washed by decalin or hexane for at
least 7 times and dispersed into a desired solvent before used for any experiments. To
be imaged by a confocal microscope PMMA particles need to be fluorescent labelled,
which will be discussed in Appendix B.
A.2 PNIPAM
poly(N -isopropylacrylamide) (PNIPAM) microgel particles are crosslinked latex parti-
cles, which are swollen by a good solvent such as water [236, 237]. One fascinating
feature of PNIPAM particles is sizes of particles can be well-controlled by the tempera-
ture. PNIPAM particles can thermally de-swell when the solution temperature increases
above the lower critical solution temperature (LCST) of 32 ◦C in water [237]. The size
change can be 5 times or even larger. Due to this unique feature, PNIPAM particles
have been widely used as model colloids to study particle dynamics induced by the in
situ change of volume fractions [42, 238, 239, 240, 241, 242]. PNIPAM particles also
show many promising applications such as separation media, drug delivery and sensor
design [243, 244, 245].
We have done some explorations on particle dynamics using PNIPAM particles,
which will not be discussed here. Nevertheless, procedures of the synthesis are provided
here. The synthesis of PNIPAM particles is comparably easier than that of PMMA
particles because the open structures of PNIPAM particles provide natural steric hairs
on surfaces of particles. The synthesis has two stages: purification of raw materials and
particle synthesis. The first stage is to remove impurities in NIPAM monomers and
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second stage to synthesize PNIPAM particles in a one-batch reaction. An experimental
setup for the particle synthesis is shown in Fig. A.4.
The procedures are modified based on published research articles [236, 238, 246, 247,
248, 249, 250, 251, 252, 253].
A.2.1 Chemicals and Equipment
Chemicals
N-isopropylacrylamide (NIPAM), hexane, toluene, deionized water (DI water), N,N’-
methylenebisacrylamide (MBA), potassium persulfate (KPS), acrylic acid (AAc).
Equipment
Glass bottles with Teflon coated lids, 100 mL 3-neck round-bottom flask, 50 mL gradu-
ated cylinder, 500 mL Erlenmeyer flask, 100 mL beakers, reflux condenser, scale, pipette,
gas washing bottle, sleeve stopper, glass stopper, 2-hole rubble stopper, rubble tubes,
nitrogen cylinder and gas, ring stands and clamps, syringes and needles, magnet stir
bar, oil bath, magnetic stirring hotplate, green clips, spatulas, thermometer.
A.2.2 Purification of Raw Chemicals
NIPAM Recrystallization
1. In a fume hood, dissolve a desired amount of NIPAM into a 1:1 mixture of toluene
and hexane in a bottle.
2. Close the bottle and store it in a freezer for at least 24 h.
3. Remove the upper liquid and dispose it into a waste bottle. Use a centrifuge if
needed.
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Oil bath Gas washing bottle
3-neck fl ask
Syringe
Glass stopper
Condenser
Sleeve stopper
Cold water in
Cold water out
Nitrogen in
Stir bar
Figure A.4: Experimental setup for PNIPAM synthesis.
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4. Leave the solid in the fume hood with cap open.
5. Store the dried crystals in a refrigerator for later use.
Water Degassing
1. Add 300 mL of DI water into a 500 mL Erlenmeyer flask.
2. Seal the flask with a 2-hole rubber stopper with 2 rubber tubes connected. One
tube is connected to a nitrogen cylinder and the other one is linked to a gas
washing bottle half-filled with silicon oil.
3. Turn on nitrogen gas and make sure the gas is flowing normally.
4. Place the flask onto a hotplate with the setting the temperature as 200 ◦C.
5. After the water boiling for 30 min, turn off the hotplate.
6. Keep the nitrogen gas flowing until the water is cooled down to room temperature.
7. Keep the degassed water for later use.
8. Degassing procedures should be done shortly before the particle synthesis.
A.2.3 Particle Synthesis
1. Turn on the oil bath and increase the temperature to 70 ◦C.
2. Weigh 50 g of degassed DI water, 2 g of NIPAM, 0.1 g of MBA, and 40 µL of
AAc. Then transfer them into a 100 ml 3-neck round-bottom flask along with a
magnetic stir bar.
3. Place the flask into the oil bath. Turn on the stirring system and set the stirring
rate as 300 rps. Put a reflux condenser in the middle neck and put a sleeve stopper
in one side neck of the flask. Open cold water.
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4. Seal the other side neck of the flask with a 2-hole rubble stopper. Using rubber
tubes to connect the flask to a gas washing bottle and a nitrogen cylinder.
5. Degas for 10 min then seal the condenser with a glass stopper. Then degas for
another 30 min to fully remove air inside.
6. Weigh 0.02 g of KPS and dissolve it into 2 mL of degassed DI water.
7. Add the KPS solution into the flask via a syringe through the sleeve stopper to
start the polymerization process. Mark the time and allow the reaction to proceed
for 6 h.
8. The solution inside of the flask should turn cloudy within a few minutes after
adding KPS. If not, degas longer and add another same amount KPS solution.
9. After 6 h, turn off the oil bath and let the product cool down.
10. Transfer the product into a glass bottle, label it and then store it in a refrigerator.
A.2.4 Particle Characterization
The product needs to be washed by DI water at least 7 times to fully remove impurities
before used. Fig. A.5 shows a bright-field microscopic image of PNIPAM particles.
The size of particles can be controlled by reaction temperatures (60 - 80 ◦C), crosslink
densities and so on [236, 238, 246, 247, 248, 249, 250, 251, 252, 253]. The size of
particles is typically in the range of 100 nm to 2 µm [237]. Even smaller sizes can
be achieved by adding surfactants. Larger sizes can be prepared by adding sodium
chloride to screen charges or using a monomer feeding procedure during the synthesis
[252, 253]. As shown in Fig. A.5, the image contrast is low. Given PNIPAM particles
typically contain about 80 wt% of water, the density and refractive index is very close
to those of water [237]. Thus PNIPAM particles provide a very useful model system
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Figure A.5: Bright-field microscopic image of PNIPAM particles. The scale bar is 5
µm.
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without any further density or index match for confocal studies of particle dynamics, on
the premise of particles fluorescently labelled. Another similar microgel called poly(N -
isopropylmethacrylamide) (PNIPMAM) shows a similar behavior as PNIPAM with a
LCST about 44 ◦C [254]. Same synthesis procedures can also be applied to PNIPMAM
synthesis. Fluorescent label of PNIPAM particles will be discussed in Appendix B.
A.3 Silica Spheres
Silica particles are another widely used model colloids [58, 179, 255]. Even though in
this thesis we do not study silica particle dynamics, we do use them as spacers in the
quasi-2D sample in Chap 4. They can be easily prepared by the widely used So¨ber
process [255].
Here we summarize a simple synthesis method based the So¨ber process [189, 255,
256]. The So¨ber process is sol-gel approach to prepare spherical silica colloids. TEOS
hydrolyzes in ethanol in the presence of ammonia as a catalyst. Due to a normal process
is relatively sensitive to the liquid environment, here we provide a more robust synthesis
method based the So¨ber process. We use commercial monodispersed silica particles as
seeds and coat silica layer by layer on the seeds to prepared well-controlled larger silica
particles. The size of particles can be accurately calculated and designed based on the
mass ratio between seed silica particles and the source chemical–tetraethyl orthosilicate
(TEOS).
A.3.1 Chemicals and Equipment
Chemicals
Tetraethyl orthosilicate (TEOS), ammonia hydroxide, ethanol, DI water, seed silica
particles (d = 768 nm, 20 % solid).
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Equipments
250 mL Erlenmeyer flask, 50 mL graduated cylinder, glass bottles, scale, centrifuge and
centrifuge tubes, sleeve stopper, magnetic stirring hotplate, magnetic stir bar.
A.3.2 Particle Synthesis
1. Measure 5 mL of seed silica particles, 100 mL of ethanol, 10 g of ammonia hy-
droxide, and 10 g of DI water. Pour above chemicals into a 250 mL Erlenmeyer
flask.
2. Add a magnetic stir bar into the flask and then place the flask onto a hotplate.
Set the stirring rate as 300 rpm.
3. Add 1.6 g of TEOS into the flask.
4. Seal the flask with a sleeve stopper and leave the reaction untouched for 24 h.
5. Transfer the product into centrifuge tubes and wash it for several times.
6. Measure the size of silica particles.
7. If a larger size is needed, repeat above steps.
8. Transfer the final product into a glass bottle, label it and then store it in a refrig-
erator.
A.3.3 Particle Characterization
Fig. A.6 shows bright-field microscopic images of seed silica particles and five other
coated silica particles. Particles are monodispersed without any further purification,
demonstrating the synthesis is very robust. There is one thing needed to be aware. In
order to grow monodispersed larger particles from the smaller seed particles, repeated
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(a) (b) (c)
(d) (e) (f)
Figure A.6: Bright-field microscopic images of different sizes of silica particles. The
sizes are 0.768 µm, 1.48 µm, 1.67 µm, 2.02 µm, 2.19 µm, and 2.37 µm. The scale bars
are 10 µm.
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steps may be needed to reduce the amount of TEOS added each time. If the amount
of TEOS is added overwhelmingly, the hydrolysis of TEOS may not only happen on
surfaces of seed particles but also in the solvent. This may cause the formation of
binary particles or polydispersed particles.
A.4 Silica Rods
Asymmetric colloidal particles have been used widely due to their richness in shapes and
interparticle interactions. In Chap. 4, we prepare PMMA and PS ellipsoidal or rodlike
particles by a stretching process. Even though the particle size can be monodispersed
if well-controlled, the yield of products is very low. Here use a simple wet-chemistry
method to prepare monodispersed silica rods in a large quantity [207, 208, 257, 258].
There are two stages: particle growth in emulsions and particle second-growth by the
So¨ber process. The first stage is to synthesize silica seed rods with certain tunability of
aspect ratios. And the second stage is to coat silica seed rods to further tune sizes and
aspect ratios of silica particles.
A.4.1 Chemicals and Equipment
Chemicals
Tetraethyl orthosilicate (TEOS), ethanol, DI water, ammonia hydroxide, polyvinylpyrroli-
done (PVP, MW = 50,000), sodium citrate, 1-pentanol.
Equipments
250 mL Erlenmeyer flask, 50 mL graduated cylinder, glass bottles, scale, ultrasonic bath,
centrifuge and centrifuge tubes, sleeve stoppers, magnetic stirring hotplate, magnetic
stir bar, ring stands and clamps.
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A.4.2 Particle Synthesis
1. Weigh 5 g of PVP and measure 50 mL of 1-pentanol. Transfer them into a 250
mL Erlenmeyer flask.
2. Seal the flask with a sleeve stopper and then sonicate them for 2 h to fully dissolve
PVP.
3. Add 5 mL of ethanol, 1.4 mL of DI water, and 0.5 mL of 0.18 M sodium citrate
into the flask. Shake the flask gently by hand.
4. Add 0.6 g of ammonia hydroxide into the flask. Then shake the flask gently by
hand.
5. Add 0.5 mL of TEOS dropwisely into the flask. Shake the flask gently by hand
then leave the reaction untouched for 24 h.
6. Transfer the product into centrifuge tubes and wash it for several times. By
controlling the centrifuge speed and time, remove very small or very large particles
and keep particles with the medium size.
7. Measure the size of silica particles.
8. Repeat the procedure in Appendix A.3.2 and Step 6 to coat one or more layers
onto the seed rods.
9. Transfer the final product into a glass bottle, label it and then store it in a refrig-
erator.
A.4.3 Particle Characterization
Fig. A.7 shows a right-field microscopic image of seed silica rods synthesized above.
Silica rods grow at the interfaces of emulsions of water droplets in 1-pentanol stabilized
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Figure A.7: Bright-field microscopic image of seed silica rods. Very small or large
particles have not been removed.
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(a) (b)
(c) (d)
Figure A.8: Bright-field microscopic image of coated silica rods. The seed silica rods
are coated once (a), twice (b), three times (c), and four times (d).
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by sodium citrate and PVP [257, 258]. Particle sizes are controlled by emulsion sizes
and reaction time. The size distribution of PVP polymers affects the size distribution of
emulsion due to their micelle-like structure in emulsions. Thus, a batch of polydispersed
particles is expected. The size distribution can be narrowed down by removing unwanted
small and large particles. What’s more, sizes and size distributions of silica rods can be
further tuned by coating one or more layers of silica on the seed silica particles (Fig. A.8).
Considering the less volume percentage of initial seed silica particles, polydispersities
of particles can lower down with several layers of coatings. A polydispersity of 10 % or
even lower is achievable.
Appendix B
Fluorescent Labelling
Preparation of particles with fluorescent labels is one of the keys to study particle dy-
namics by confocal microscopy. Except some special particles already with fluorescent
labels such as fluorescent bacteria, most particles need to be fluorescently treated during
or after particle synthesis. Depending on the interaction between fluorescent molecules
and particles, the treatments can be either physical or chemical. The choice of a treat-
ment method depends on many factors such as synthesis methods and properties of
particles and their dispersed media. In this Appendix, we are going to address dif-
ferent methods of fluorescent labelling. Fig. B.1 shows molecular structures of several
fluorescent dyes which are used in this Appendix.
B.1 Fluorescent Labelling during Particle Synthesis
B.1.1 Physical Treatment
Fluorescent molecules can be physically trapped inside of particles during a particle
synthesis. In a dispersion polymerization or emulsion polymerization, if fluorescent
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Nile Red Rhodamine B Rhodamine B isothiocyanate 
(RITC)
Fluorescein isothiocyanate  
(FITC)
3,3′-Dioctadecyloxacarbocyanine
perchlorate (DiOC
18
)
Fluorescein sodium salt
Figure B.1: Molecular structures of several commonly used fluorescent dyes. Structures
are adopted from Sigma-Aldrich (www.sigmaaldrich.com). In our experiments, Nile
Red, Rhodamine B, RITC are used with laser with a wavelength of 532 nm. Nile Red,
FITC, DiOC18, and fluorescein sodium salt are used with laser with a wavelength of
488 nm.
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Figure B.2: Confocal microscopic image of Nile Red labelled PMMA spheres. Nile Red
molecules are dissolved inside PMMA spheres after the particle synthesis stage. The
scale bar is 5 µm.
molecules favor monomer or polymer phases instead of the dispersed media, they even-
tually distribute inside particles during particle growth. For example, during the syn-
thesis of PHSA stabilized PMMA particles (Appendix A.1), fluorescent molecules such
as Nile Red can be added as shown in Fig. B.2. There is no chemical reaction between
Nile Red and MMA. Nile Red stays inside PMMA because Nile Red can dissolve better
in PMMA phase. More discussions about fluorescent molecules being physically trapped
inside of PMMA particles will be discussed in next section (Appendix. B.2.1).
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B.1.2 Chemical Treatment
For many polymeric (such as PMMA, PS or PNIPAM particles) or silicon-based (such
as silica) particles, fluorescent molecules can also be chemically bonded into particles
via a polymerization or hydrolysis process. For example during a synthesis of PMMA
particles, Rhodamine B isothiocyanate (RITC, fluorescent molecules) can be first linked
to small molecules with carbon-carbon double bonds such as 4-aminostyrene to form
fluorescent labelled monomer RITC-amonostyrene (RAS) [234]. Then RAS molecules
copolymerize together with MMA monomers using the same procedures provided in
Appendix A.1 to form RITC-labelled PMMA spheres. A similar approach can also
be applied to fluorescent label of silica particles. RITC molecules first react with (3-
aminopropyl)triethoxysilane (APS) to form fluorescent labelled RITC-APS monomers
[259]. Then RITC-APS and TEOS hydrolyze together to form FITC labelled silica
particles.
B.2 Fluorescent Label after Particle Synthesis
Fluorescent labelling of particles during particle synthesis is widely used for particle
imaging. However, there are some limitations. Firstly, a pre-step of synthesis of fluores-
cent labeled monomer is usually needed [234, 259]. Fluorescent molecules need to be dis-
solved into reaction mixtures to provide uniform fluorescent labels of particles. What’s
more, it requires functional groups on the fluorescent molecules that can be chemically
bonded with some monomers. Both requirements limit the choice of fluorescent dyes.
Secondly, a chemical reaction requires certain reaction conditions such as temperature,
PH, catalysts, and water/waterless environment [234]. Fluorescent molecules may have
side reactions and not be stable at such conditions. Take the synthesis of PMMA
spheres for example. The reaction needs catalyst ADIB and a temperature around 70
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◦C [235]. However not all dyes can survive at this condition. We show that Nile Red
works well. But we also try another dye called 3,3’-dioctadecyloxacarbocyanine perchlo-
rate (DiOC18). DiOC18 degrades during the particle synthesis stage and there is few
functional DiOC18 molecules left in PMMA particles or solvent. Thirdly, the present of
fluorescent molecules may worsen the polydispersity of particles. Fluorescent molecules
may serve as heterogeneous sites for particle growth. Once a reaction is not longer
homogeneous, a batch of monodispersed particles is unlikely to be obtained.
There are also many other limitations where you want to fluorescently label some
commercial undyed particles or where you want to fluorescently label one batch of
particles with different dyes separately. Thus, fluorescent treatment methods for undyed
particles after particle synthesis are also highly needed. Here, we discuss briefly about
several popular methods and focus on two of them we explored in detail.
B.2.1 Physical Treatment
One of the simplest ways to fluorescently label particle physically is via electrostatic
attractions between oppositely charged particles and fluorescent molecules. Take sil-
ica particles for example. Silica particles are slightly negatively charged in water. If
positive charged fluorescent molecules such as RITC (Fig. B.1) are dissolved in wa-
ter, RITC molecules can attach onto surfaces of silica particles due to electrostatic
attractions. Under a confocal microscope, fluorescent rings outside of particles can be
observed. Fluorescent dyes could also be negatively charged such as fluorescein sodium
salt (Fig. B.1). In this case, fluorescent molecules stay in the water phase. A bright
fluorescent background and blank circles (undyed particles) can be observed under a
confocal microscope. For both cases, particle positions can be obtained after a normal
imaging data analysis [115, 116].
One drawback of such methods is that image qualities are not as good as those
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(a) (b)
(c) (d)
Figure B.3: Confocal microscopic images of PMMA spheres fluorescently labelled after
the particle synthesis stage. (a) PMMA spheres are fully labelled by Nile Red. PMMA
spheres are partially labelled by Nile Red (b), DiOC18 (c), and both Nile Red (red) and
DiOC18 (green) (d). Red and green colors are artificial. Scale bars are 10 µm.
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of particles with uniform fluorescent dyes. Thus, dissolving fluorescent molecules into
particles is also worthy to study. Many polymeric particles can swell in a good solvent.
If designed properly, fluorescent molecules can diffuse into swollen polymeric particles
and stay inside even after the good solvent is changed to a poor solvent.
Here, we use this method to fluorescently label undyed PMMA particles. Undyed
PMMA particles synthesized following the procedures described in Appendix A.1 are
suspended in a over-saturated Nile Red/decalin solution. The suspension is heated at
90 ◦C for 3 h. The suspension is then washed by decalin for several times to remove
extra Nile Red in the solvent. Fig. B.3a shows a confocal microscopic image of Nile Red
labelled PMMA particles prepared by this method. PMMA particles are well-labeled.
If the heating time is shorter, fluorescent molecules may only have time to diffuse into
shells rather than cores of particles. Fig. B.3b shows Nile Red labelled PMMA particles
with the heating time as 20 min. Bright ring structures indicates a density gradient
inside of particles.
By this method, different fluorescent dyes such as DiOC18 can also be used. Fig. B.3c
shows PMMA particles labelled by DiOC18. DiOC18 is not stable at high temperature
over a long time. It degrades when added into the reaction during the particle synthesis
stage of PMMA since the reaction time is more than 14 h. Clearly, this labelling method
can be applied to more fluorescent dyes than labelling during particle synthesis. This
method also makes it possible that labelling same batch of particles with different dyes.
Fig. B.3d shows a PMMA suspensions with two different dyes.
The idea of labelling polymeric particles by swelling them in a good solvent can also
be used inversely to prepare PMMA particles with only cores labelled by dyes. Once
the volume fraction of a PMMA suspension is high, particle-particle distance may be
quite small and close to the length of PHSA hairs. It may cause trouble to distinguish
particles in bulk samples. Thus preparation of particles with only cores labelled by dyed
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(g) (h) (i)
Figure B.4: Dye distributions after extractions of Nile Red from PMMA spheres at
different temperatures and in different solvents. CXB/Decalin mixtures are used for
(a-f) and pure decalin solvents are used for (g-i). Nile Red labeled PMMA suspensions
are sealed into glass sample cells and then placed onto a hotplace for 10 s (a-c) or 20 s
(d-i) at 90 ◦C (a, d, and g), 100 ◦C (b, e, and h), or 110 ◦C (c, f, and i). Scale bars are
10 µm.
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is highly useful to study particle dynamics at high volume fractions. Some particles
with fluorescent core-shell structures have been synthesized [45, 260, 261]. The process
usually needs to synthesize fluoresecently labelled cores first then coat blank shells onto
cores.
Here, we propose a simple method to prepare such particles. Nile Red labelled
PMMA particles are suspended in a CXB (85 wt%) and decalin (15 wt%) mixture. The
suspension is sealed in glass sample cells (Fig. 3.3) and then placed on a hotplate for
10 s. Fig. B.4a-c show fluorescent dye distributions after the extraction procedure at
different temperatures. At T = 90 ◦C, particles contact with their neighbor particles and
fluorescently labelled areas are roughly same as untreated particles (Fig. B.4a). When
the temperature increase to 100 ◦C, particles stop contact with their neighbor particles,
showing the extraction of dye molecules from outer layers (Fig. B.4b). This extraction is
more obvious when T = 110 ◦C (Fig. B.4c). Same procedures are conducted on samples
heated for 20 s (Fig. B.4d-f), which show stronger extractions.
The experiments show that the higher temperature or longer time of heating, the
stronger the extractions are. Even though we do not have quantitatively measurements
on dye concentration distribution, it is easy to expect that there is a concentration
gradient of Nile Red along the particle radius. Upon heating at higher temperature,
Nile Red molecules start to diffuse outside of PMMA particles due to PMMA swelling
inward in the low-polar solvent–CXB. Nile Red molecules near interfaces diffuse out
sooner than inner molecules. By controlling the heating temperature and time, we
can easily prepared particles with non-uniform distributions of dye molecules. The
concentration of Nile Red molecules decreases from centers to interfaces of particles.
With a proper threshold or contrast of images, only bright cores can be observed under
a confocal microscope (Fig. B.4a-f).
We also study the effect of the polarizability of solvents. We replace the solvent from
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CXB/decalin mixtures to pure decalin. Note that CXB is a low polar solvent and decalin
is a non-polar solvent. Low-polar PMMA can swell in CXB but not in decalin. With
same heating conditions, PMMA particles suspended in pure decalin show no change
of the distribution of Nile Red (Fig. B.4g-i). Bright parts of particles still contact with
their neighbor particles. These results indicate that a low-polar solvent such as CXB
is needed to exact dye molecules from PMMA particles and prepare PMMA particles
with only cores labelled.
To further confirm the fluorescent core-shell structures of PMMA particles. We com-
pare the confocal microscopic image and bright-field microscopic image of same particles
(Fig. B.5). On the confocal microscopic image, particles stay apart from their neighbor
particles. While on the bright-field microscopic image, particles clearly contact with
their neighbor particles. The difference between two images confirms the fluorescent
core-shell structures of PMMA particles. The stability of such structures are also com-
pared. Two confocal images at 0 and 13 h after extractions show core-shell structures
with similar particle-particle distances. Nile Red molecules won’t diffuse away and are
locked inside of PMMA particles once the suspension is cooled down. If Nile Red la-
belled PMMA particles are suspended in a non-polar solvent such as decalin or hexane,
we find that the supernatant liquid of suspensions stays clear even after several years.
Whereas the supernatant liquid turns colored after several months, if PMMA particles
are suspended in a low-polar solvent such as CXB. Thus, such fluorescent core-shell
particles should be suspended in a non-polar solvent for storage.
This extraction of fluorescent molecules from swollen polymeric particles is a simple
and controllable way to prepare fluorescent core-shell particles. And it could be very
useful for studies of particle dynamics at high volume fractions.
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Figure B.5: Microscopic images of PMMA spheres with Nile Red partially extracted.
PMMA spheres stored in glass bottles are heated at 100 ◦C for 3 min. The solvent is
CXB/decalin mixture. (a) A confocal microscopic image of PMMA spheres with Nile
Red partially extracted. Different sizes of PMMA may caused by an uneven distribution
of temperature in glass bottles. (b) A bright-field microscopic image of same PMMA
spheres. Confocal images of PMMA spheres with Nile Red partially extracted. Images
are taken at 0 (c) and 13 h (d) after extractions. Scale bars are 10 µm.
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Figure B.6: Confocal microscopic images of PNIPAM particles dyed by Rhodamine B
(a) and RITC (b). Scale bars are 10 µm.
B.2.2 Chemical Treatment
Besides physically fluorescent treatments of particle after particle synthesis, chemi-
cal treatments provide some other options. Surface modifications are usually needed
to introduce some functional groups which can link with fluorescent molecules. For
some polymeric particles which can swell in solvents such as PNIPAM, such chemical
treatments can even prepare particles with an uniform distribution of dye molecules
[239, 262, 263, 264, 265, 266, 267].
PNIPAM particles are very interesting due to their special temperature-control-size
features [236, 237]. Water is a good solvent for PNIPAM at room temperature. Cross-
linked PNIPAM microgels are swollen particles and typically contains about 80 wt%
of water [237]. PNIPAM particles can be fluorescently labelled via physical treatments
just like silica particles and PMMA particles in Appendix B.2.1. PNIPAM particles
dyed by Rhodamine B is shown in Fig. B.6a. One drawback of this method is that
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(a) (b)
Figure B.7: Confocal microscopic images of PNIPAM particles at temperature of 20
◦C (a) and 50 ◦C (b). Scale bars are 10 µm.
some Rhodamine B molecules are still dissolved in water, which may lower down images
contrasts. Furthermore, particles can only be labelled by a single dye at once.
Here we use chemical treatments to prepare fluorescent PNIPAM particles. 2-
Aminoethyl methacrylate hydrochloride (AEMA) is added during PNIPAM synthesis,
adding amine groups to particles. Then RITC is mixed with PNIPAM suspensions for
12 h. The isothiocyanate groups from RITC chemically react with amine groups and
form RITC labelled PNIPAM particles. Excess RITC can be removed by washing the
mixture several times. Fig. B.6b shows a confocal microscopic image of RITC labelled
PNIPAM particles. The image is more clear than Fig. B.6a, showing the advantage of
chemical treatments over physical treatments for PNIPAM particles. PNIPAM particles
can also be labelled by other fluorescent dyes using similar procedures [239, 266].
With PNIPAM particles uniformly labelled by fluorescent dyes, the size charge of
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particles under different temperatures can be directly observed under a confocal mi-
croscope. Fig. B.7 shows PNIPAM particle at T = 20 ◦C and 50 ◦C. Note that PNI-
PAM particles have a LCST of 32 ◦C in water. Below the LCST such as at room
temperature, PNIPAM particles swell in water and have large sizes. When the tem-
perature increases above the LCST, PNIPAM particles collapse due to formation of
hydrogen bonds between polymer chains [268, 269]. The sizes of particles decrease to
about half of those sizes at room temperature. Such properties make PNIPAM parti-
cles very good models to study particle dynamics with volume fractions changed in situ
[42, 238, 239, 240, 241, 242].
In sum, several fluorescent treatments have been discussed. Same particles may be
dyed by different methods. To choose a proper fluorescent labelling method, many con-
ditions such as particle synthesis methods and properties of particles and their dispersed
media should be considered.
