Abstract-While governments are transitioning to the cloud to leverage efficiency, transparency and accessibility advantages, public opinion -the backbone of democracy -is being left behind. Statistics show that traditional paper voting is failing to reach the technological-savvy generation, with voter turnout decreasing every election for many first-world countries. Remote electronic voting is a possible solution facilitator to this problem, but it still faces several security, privacy and accountability concerns. This paper introduces a practical application of partially homomorphic encryption to help address these challenges. We describe a cloud-based mobile electronic voting scheme, evaluating its security against a list of requirements, and benchmarking performance on the cloud and mobile devices. In order to protect voter privacy, we propose moving away from a public bulletin board so that no individual cipher votes are saved, while still allowing vote verification. As the majority of the security threats faced by electronic voting are from the underlying system, we also introduce the novel concept of using a dedicated hardware server for homomorphic tallying and decryption.
I. INTRODUCTION
In New Zealand, the voter turnout at General Elections has been declining, as shown in Figure 1 [1] . This same trend has been seen in many other countries [2] [3] . A survey in 2011, showed that 37% of non-voters either had other commitments or could not be bothered voting [4] . Governments have been looking at fixing this issue of modern democracy with remote e-voting (electronic voting) in the cloud [5] . Allowing votes to be cast at home over the internet with a personal device or mobile agent would make the process of voting simpler. The concept is easy to implement, but very difficult to secure. Estonia is currently using e-voting nation wide, even though it is not entirely secure [6] [7] .
Developing an e-voting scheme which is 100% secure against all attack vectors is incredibly difficult. But it does need to be as secure as current paper voting techniques. To protect voter privacy, votes must be encrypted so that no entity has knowledge of how someone voted. This is a perfect use case for homomorphic encryption [8] , in particular partial homomorphic encryption. Because the result of a ballot is the sum of all votes for the available choices or candidates, additional homomorphic encryption is required. We focus on the Paillier [9] and Damgård-Jurik [10] Cryptosystems. In this paper we provide a list of requirements we believe should be used for evaluating any remote e-voting scheme. We propose a new technique for users to verify that their vote has been cast correctly, without the use of a public bulletin board. This is important because individual cipher votes should not be saved, otherwise votes can be revealed. We then analyse the performance of an e-voting scheme in the cloud using mobile agents. To improve the overall security of the system, we introduce the idea of using a hardware based tally and decryption server. We then evaluate our scheme before discussing current challenges and future work.
II. RELATED WORK

A. Helios Voting Scheme
Helios is a web-based, open-audit voting system that was first proposed in 2008 [11] . The cryptography for the voting scheme itself is based on the work by Benaloh [12] and the Sako-Kilian mixnet [13] . To provide vote verification, Helios, as well as many other voting schemes [14] [15] [16] [17] [18] [19] , make use of a publicly visible bulletin board where each cipher vote is displayed, making it easier to trace back to the voter. The problem with using a bulletin board is that the organisation or personnel with access to the private key can view how individuals voted. Therefore this does not guarantee voter privacy. In order to verify the votes have been computed correctly, another authority needs to compute the result tally. This requires the private key, giving more entities access to individual vote details.
B. Self-Enforcing Voting Scheme
Hao et. al. defined "self-enforcing electronic voting" as a voting system that does not depend on any external tallying authorities [20] . Hence the system is self-tallying. This kind of voting scheme has a great advantage over more traditional schemes, as the trustworthiness of the system tends to increase when the human element is removed from the tallying process.
The feasibility of such a system has been shown by Hao and Kreeger [14] . However, this scheme still relies on the use of public bulletin boards, which have their own vulnerabilities as mentioned above.
III. COUNTRY E-VOTING TRIALS/IMPLEMENTATIONS
A. United Kingdom
The United Kingdom have been looking to utilise e-voting technology during general elections for many years. Their aim was to reduce cost, and increase voter turnout. At one stage they planned to have e-voting available after the 2005 general election. However the idea of introducing e-voting has been controversial, largely due to the negative publicity caused by electoral fraud incidents involving postal voting [2] .
Despite this controversy, they continued to work towards their goal, conducting trials on a number of different e-voting systems during binding local elections in 2002/3 and 2007. However, only the 2007 trials included remote e-voting. In 2008, the United Kingdom concluded that the trials had not been overly successful. They have since suspended all e-voting trials indefinitely [21] .
B. Switzerland
Switzerland has conducted a number of online voting trials in the cantons of Geneva and Zurich since 2004. The context of these trials has varied from student elections at the University of Zurich, to community-level referendums, all the way to cantonal and federal ballots. All ballots cast online in the trials were included along with the paper ballots as part of a binding result [3] .
The systems used by Geneva and Zurich are similar. They mail out voting documentation prior to the election, which includes an e-voting card that lists a unique identification and PIN number. There have been no reports of security failures or manipulations of the e-voting systems during any of the trials. There have not yet been any large-scale trials conducted, so it is likely that flaws exist [3] .
Therefore the trials so far have been considered a relative success. No noticeable technological problems have occurred, and the percentage of voters who cast their vote online has generally been high. However there is doubt that the use of e-voting systems have actually increased voter turnout, which like the United Kingdom, was one of their main goals [3] . At present, there appears to be no plans to trial online voting at a federal level.
C. Norway
In 2009, the Norwegian Government decided to start working towards E-Valg 2011, an e-voting pilot project for binding regional elections and local referendums in 2011. The key motivations for this system were to speed up the counting process, increase participation, and reduce the cost of running the elections and referendums [22] .
The voter authentication mechanism that was utilised is MinID, a two-level authentication service that is used for various Norwegian government services. Using this system, the voter provides their credentials to the MinID server. Then the server generates a one-time password and sends it to the voter via SMS (Short Message Service). Once the voter enters this code, the authentication process is complete, and the voting process begins. After the vote has been cast, a verification code is generated by the voting server, and this is also sent to the voter by SMS. This gives the voter assurance that their vote has been cast as intended. The system may seem secure, however it relies heavily upon the assumption that the SMS channel is secure. This is not necessarily the case, as demonstrated by Koenig et. al. [23] .
D. United States of America
Many states utilise some form of Internet voting, however the majority do not run trials that allow researchers to test the systems security. In 2010, Washington D.C. developed an Internet voting pilot system, intended to allow absentee voters to cast their vote via an online portal. Before using this system in the general election, they decided to launch a mock election, where they invited researchers to try and attack the system.
Wolchok et. al., from the University of Michigan, approached the system from an attackers perspective (blackbox testing), by using only information available in the public domain. The test trials were planned to run over four days. However, it took less than 48 hours for Wolchok et. al. to take control of the election server, successfully changing every vote. They remained undetected, until deliberately leaving behind a clue for the conducting authority. Following this trial, the project was discontinued [24] .
E. Canada
Canada is one of the leading countries in regards to Internet voting, offering more instances of online ballots in binding elections than any other country or jurisdiction [25] . For example, during the 2010 local elections in Ontario, more than 800,000 voters in 44 municipalities across the province were provided with the option of casting their ballot online. This is only one of many occasions on which Internet voting has been made available in Canada. Since 2003, when the concept was first introduced, about 60 municipalities across two provinces have successfully deployed Internet voting systems, intending to use them permanently [25] .
At this stage there have been no Internet voting trials confirmed for provincial nor federal level elections, although Canadas national election agency has indicated that they wish to start looking at introducing Internet voting at the federal election some time after 2015, pending parliamentary approval [25] . The idea of allowing the option of Internet voting during elections is also widely supported by the public, as indicated by a national survey conducted in 2011 which showed that about 85% of those surveyed were in favour of the idea [25] .
Markham is the largest municipality in Ontario that offers Internet voting. It has done so during three consecutive binding elections in 2003, 2006 and 2010. As such it is one of the best examples to discuss. Prior to the election, eligible voters are sent a notification card by mail, which includes a unique, randomly generated PIN. They then register online, providing their PIN and date-of-birth as means of authentication. After choosing a passcode, the registration is complete. Finally, they will be sent out a second card by registered mail, which contains a new PIN. Once the Internet voting period (which usually goes for 5-7 days leading up to the election) begins, they can vote easily by providing their second PIN and the passcode that they chose during registration [25] . We were unable to find any studies relating to the security of these trials.
F. Estonia
Estonia first implemented Internet voting for their 2005 local office elections. They were the first country to introduce Internet voting on a nation scale. Since then, e-voting has been used for all local, regional and parliamentary elections [7] .
When a person registers to vote in Estonia, they are issued with a smart identity (ID) card that contains a legal digital signature. This makes the voting process simple. Once the election begins, they can insert their smart ID card into a card reader attached to any computer. The voting application will then use this as a means of authentication [6] [7] .
A voter may cast their vote online at anytime during the voting period. Their vote can be changed as many times as they wish before the online voting period ends, which is usually the day before the election. On election day, if they decide to change their vote, they may also cast a paper vote. When the votes are tallied, an online vote will only count if they did not cast a paper vote [6] .
There have been increasing concerns regarding the security of this system. But it was not until 2014 that Springall et al. from the University of Michigan conducted the first independent security analysis on the Estonia system. The evaluation comprised of both observations made throughout an election, and experimentation on the system itself. Their findings showed that although the system may have been secure and innovative when it was designed in the early 2000s, it was now fundamentally flawed. They were able to initiate client-side attacks that could silently steal votes from the voters computers. Server-side attacks were also discovered that could insert malware on the election servers, of which the implications could be disastrous. The team recommended that Estonia discontinue their e-voting system until there have been great advances in computer security, as they do not believe it can be made safe in today's environment [7] .
IV. CLOUD E-VOTING SYSTEM REQUIREMENTS We propose a coherent list of requirements that any proposed remote e-voting system should meet [26] V. HOMOMORPHIC SCHEMES The result of a ballot is usually the sum of all votes cast for something (e.g. candidate). Therefore the only operation required to calculate the result is addition. Instead of using fully homomorphic encryption, we can use a partially homomorphic scheme which supports addition. We say "no"= 0 and "yes"= 1 as these schemes require integer values [9] [10]. For a scheme to support this simple e-voting scenario, it must meet the following requirements: 1) Concealing: Given any number of cipher values, it is infeasible to determine which value ("no" or "yes") they represent. 2) Homomorphic-Tallying: Given all the cipher values from a ballot, it is easy for anyone to computer the "yes" tally homomorphically. 3) Verification: A voter must be able to verify that their vote has been counted as intended towards the final tally. 
A. Paillier Cryptosystem
Proposed in 1999 by Pascal Paillier [9] , the Paillier cryptosystem is based on the problem that computing nth residue classes is computationally intensive. The encryption algorithm uses the public key pk(n, g), and raises g to the unencrypted vote value m, multiplied by a random value r to the power of n, giving E(m) = g m r n mod n 2 . Therefore multiplying two cipher values, gives c 1 c 2 = g (m1+m2) r n 1 r n 2 mod n 2 , giving a homomorphic addition operation. The limitation with this scheme is that we have to stay within modulus n 2 . However given that the user should know the security parameters (i.e. number of voters), the keys can be generated accordingly.
B. Damgård-Jurik Cryptosystem
A generalisation of the Paillier Cryptosystem, the Damgård-Jurik Cryptosystem [10] , allows the block length to be changed after the creation of the public keys. Damgård and Jurik also propose a threshold variant, which enables the secret key to be shared with x servers. However, each server cannot decrypt the cipher value alone. A large subset of the servers are required to work together to decrypt cipher values. The key property here is that if one server becomes compromised, by trying all combinations of servers for decryption, the compromised server can easily be flagged. Because the computation is distributed, each voter must send the cipher vote to each server. A zero-knowledge proof is also given where a prover can verify that a cipher value is in an allowed set of plaintext values. This is important because it can stop malicious voters from casting votes higher than 1. We use the Paillier Cryptosystem, but utilise the extra security provided with the distributed computation, and zero-knowledge proofs from the Damgård-Jurik Cryptosystem. This makes it more applicable to an e-voting system.
C. Partial Decryption
During key generation, the private key can be split into portions using concepts taken from Shamir's Secret Sharing algorithm. Each server is given an evaluation of a polynomial P (x) which represents the private key. The i'th server gets a value s i = P (i), along with a verification value v i = v Δsi mod n 2 , where Δ = l!, and v is a cyclic generator of squares in Z * n 2 . Each s i is secret to each server.
In order to decrypt a given value, each decryption server must calculate its share as c i = c 2Δsi , where c is the ciphertext to decrypt. A zero-knowledge proof is constructed with each share to verify that it is indeed the case that the i'th server has computed their share correctly.
To combine the shares, we require w (chosen during key generation) or more to be correct in order to retrieve a successful decryption. We take a w subsets from S = s 0 , ...s l−1 , and combine the elements of each in order to determine the correct combination.
The result is of the form c = 4 Note that in order to combine shares, it is only required to have knowledge of the public key. Therefore anyone can combine shares in order to decrypt the result, where only a small subset is required for a correct decryption.
D. Vote Proof
We wish to show that for a given c = E(m, r) = (n+1) m r n mod n 2 , m is encrypted by a value r. This implies that c(n
In other words, if we can show that c(n + 1) −m mod n 2 is an encryption of zero, a verifier should be convinced. If we have knowledge of the random value r which encrypts c, then we can always find a corresponding encryption of 0 for an n'th power as follows.
We then state a protocol to determine whether a given ciphertext u is an n'th power.
Proof of an n'th power:
Let P be a voter who wishes for their vote c to be verified by V . Let u = E(0, v) be the vote containing P 's vote. We then construct a proof for u as follows: 1) P chooses r at random in Z * n and calculates a as E(0, r) 2) By the Fiat-Shamir heuristic let h be a fixed hash function, P then calculates a value e = h(a, ID(P )) where ID(P ) is the unique id of P in this system. 3) Taking e as the challenge from V , P sends a, u and z = rv e mod n to V . 4) V checks that u, a, z are co-prime to n and that E(0, z) = au e mod n 2 and if so, accepts u as being an encryption of some n'th power. Using this protocol, we can then construct a proof which determines if an encryption contains one of two values, without disclosing which value it is. Given a vote c, and two possible values m 1 and m 2 , compute u 1 = c(n + 1) −m1 mod n 2 and u 2 = c(n + 1) −m2 mod n 2 . The prover is then required to show that one of u 1 or u 2 encrypt 0.
Proof of 1-out-of-2 n'th powers:
For this protocol, let k 2 = k/2 or k 2 = 160, where k is the bit size of the modulus n. Let P be a voter who wishes for their vote to be verified by V . Let u 1 and u 2 be constructed as mentioned prior, and determine the value v 1 for which u 1 = E(0, v 1 ). 
mod n 2 and that u 1 , a 1 , z 1 , u 2 , a 2 , z 2 are co-prime to n and if so, accepts u 1 as being 1-of-2 values, m 1 , or m 2 . We can use this protocol in our e-voting scheme to ensure that votes placed either count as a "yes", or as a "no", without exception.
VI. SYSTEM MODEL
A. Key Generation
Currently key generation has to be performed by a single entity, which must be trusted to compute and distribute the shared keys to each server in the cloud. It is possible to compute the keys such that no single entity has knowledge of it [31] , however this was out of scope for this paper.
B. Voting
Using a mobile agent, a user can vote by sending their cipher vote to each tally/decryption server used for the ballot as shown in Figure 2 . Each connection between the user and a server should be encrypted over the Secure Sockets Layer (SSL) protocol. The tally and partial decryption servers should be spread across many organisations and regions. This reduces the probability of them all being compromised. However before a user can vote, they must be authorised/authenticated with each voting server. Depending on the ballots required security affects the level of authorised required. For example a simple ballot for a class president may User Server
SSL(H)
Hash(Userpr + ID) == H Fig. 3 : User Submitting Verification Sequence only require a username and password. This could be made more secure with a confirmation string sent to the voter's email address, which they must include with their ID when voting. However for a government election, this is not secure enough.
A solution that could be implemented is where every user has their own encryption key, which could be retrieved from any government agent (e.g. post or tax office). Therefore you must have proof of who you are before getting your unique key. During the ballot, all the servers have the decryptions keys for each voter. When voting, the cipher vote, vote proof and ID are encrypted with the voter's unique encryption key. This is then sent to the servers along with their ID in plain-text. To verify a voter, the server decrypts the cipher text using the user's decryption key retrieved by their ID. If the plain-text ID and cipher ID match, then the cipher vote and proof can be checked before the vote is added.
This however has an issue that at some point in time, the encryption and decryption keys for all users are visible. If a malicious user gains access to this data, the ballot could be compromised. Therefore only one key can be outside the user's device at all times. Instead of the government server creating all the verification keys, the users can generate them on their mobile device. They then encrypt the decryption key with each of the voting servers public keys (possibly at the government agent). The keys can then be transferred to the voting servers. Figure 3 shows a time sequence diagram for a user submitting their verification key. The same or different keys can be applied to every server. This could be enforced so that it must be done at a government agent, where the user can have their ID verified, the public keys of the servers can be checked, and a policy can be in place so that only government agents can access the voting servers during prevoting. However this adds extra overhead to the voters. At any time prior to or during the ballot, a user can request a hash of their decryption key plus ID to verify it is stored correctly.
The IDs should be randomly generated at a set time before the ballot. Leading up to this point, voters are able to register if they have not already. Once the IDs are generated, the voter pool should be fixed. The list of IDs can then be sent to all the tally servers and the number of enrolled voters can be made public. After the ballot has finished, each tally server can make the total number of voters and the number that actually voted available to the public. Publishing the number of enrolled voters twice helps prevent a fake user being added to the tally servers. This does not stop a fake user being added to the initial list of enrolled voters by a malicious employee. However this is an issue with current paper voting techniques as well.
There should not be a direct link between the users identity (e.g. name) and the ID they receive. However there does need to be a way to verify a user has the right to vote with the ID they received. Therefore the ID should be salted and hashed before being linked to the user. This allows a user to call/visit the authorities if they cannot vote, and verify that they are the owner of the ID. This also makes it much more challenging for a malicious employee to view all the IDs and who they are assigned too. This is important because if there is a high probability that an enrolled voter is not going to vote (e.g. they have passed away or left the country), it stops a corrupt insider from voting on their behalf (identity theft). Before the ID is hashed and therefore "lost", it must be printed then covered with scratch off ink, and sealed in an envelope with the voters postal address autonomously. At no point should the ID be visible to a human eye until the envelope is opened and the ink is removed. Sending out voting information via post has been successful in Switzerland's voting implementation [3] . For extra protection, there should be encryption between the printer and generation server, such that the ID and address are never stored in the printers memory in plain-text or visible to network sniffing.
In order for the server to trust the vote, a zero-knowledge proof is also required so that the server knows the vote is within the set {0, 1}. Without a proof, the voter can submit values > 1, making the ballot corrupt. If a ballot consists of multiple candidates/options, then the proof can be used to check that the sum of the votes equals 1 (proof requires access to all r values which the client has). For example if the ballot has three candidates, a voter can only choose one. Then the homomorphic addition of the three cipher votes must also be in the set {0, 1}. If it is outside this set, then the voter voted for more than one candidate. The voter would then send the 3 cipher votes with their proofs, along with a cipher vote consisting of the sum of the votes and a proof. This totals 4 cipher votes and 4 proofs. The server can check all proofs, and compute the homomorphic addition of the 3 votes to check that the 4 th cipher vote is correct. The final voting sequence is given in Figure 4 . Note that a user can only vote once, and this must be enforced in the tally server. This helps stop/identify if a malicious entity has voted for someone on their behalf. Either the user will vote and get an error because "they" have already voted, or the malicious entity will get an error if the user voted first. In the case where the user gets the error, they can contact the authorities to report the corrupt vote. A limitation of this design is that a corrupt vote cannot be removed since individual votes are not stored. Therefore there needs to be a policy in place such that if the number of corrupt votes reaches a certain threshold, or User Server Fig. 4 : User Voting Sequence the difference between "yes" and "no" is under the number of corrupt votes, then the ballot is made invalid. However there is another solution to this problem. In Section VI-D we will cover splitting the voters into groups, where the group's tally is saved. Therefore only the voters in the group containing the corrupt vote can be asked to revote. How the voters are asked to revote is an open problem. If a user does not wish to use the e-voting system, they can use paper voting. But their ID should be recorded as voted via paper. The electronic vote must be taken if both techniques were used, because the tally servers do not record each individual vote. Note that by allowing an electronic vote to be removed, the vote's value is revealed because of the difference in the final tally.
C. Tally Verification
The threshold variant of the Damgård-Jurik Cryptosystem which we adapted only requires a subset of all servers to provide a full decryption. Therefore to verify the final tally, anyone can request all the partial decryptions of the tally, and try all combinations. If none of the servers were compromised, then all the combinations will produce the same tally. However if a server was compromised, then not all the tallies will be the same value. With only one server compromised, it is easy to identify. But as the number of compromised servers increases, so does the difficulty of finding the correct tally. Therefore there must be a security parameter of the ballot which states at what point a revote is required.
D. Vote Verification
As discussed in Section II-A, using a public bulletin board does not guarantee individuals full vote privacy. Therefore we will propose a different technique which gives more protection to users' privacy, and gives voters the ability to check if their vote has been included in the tally.
Using the Paillier cryptosystem, in order for a voter to verify that their vote has been counted using only the result cipher
Fig. 5: Verifying a Paillier Based Voting Scheme
value is difficult. This is because it is within modulo n 2 , which means checking that the user's cipher vote was part of the multiplication process is hard. Ideally the user would be able to save their cipher value. Then, after the voting is complete, multiply the result cipher value by the modular inverse of their cipher value. This would be equivalent to removing their vote from the tally. Note in this case after the voting anyone can decrypt the result as the decryption keys can be made public. In practice this is very challenging, because each cipher value would have to be a unique co-prime of n 2 in order to have a modular inverse.
A simpler solution is to combine the voters into groups of size λ. By combining votes, it is not possible to know how an individual voted. The user's cipher vote is homomorphically added to the group's tally. However we keep two values, one within modulo n 2 , and another which is the result of the multiplication. For example, if λ = 100 and our key was 2048-bits, the modulo value would stay 2048-bits, but the other value would grow to 2048 × 100-bits worst case. We can then combine λ groups to form a tree. After the ballot is complete, each voter can verify by retrieving the non-modulo value from their group by dividing out their cipher value to check the difference in the tally. They can verify up to the final result by retrieving the next level of groups. Groups should be randomly assigned, because if they are assigned based on region, age or gender, there is a higher probability that all voters in the group will submit the same vote. Figure 5 shows an example of the voting groups forming the verification tree. If a user from Group 1 wants to verify that their vote was counted once the voting has finished, they first request C 1 and M 1 , along with the private key. We define C 1 as the groups sum value inside modulo n 2 , and define M 1 as the groups sum value without the modulus operation. They then remove their vote
Once the user knows that Group 1 contains their vote, they can check Group 0-1. They request C 4 and M 4 then check that Dec(M 4 )−Dec(M 4 /C 1 ) = Dec(C 1 ) and M 4 mod n 2 = C 4 . The user could also request C 0 and M 0 to check the calculations for C 4 , however it is assumed a user of Group 0 would verify this. These steps can be repeated until the final tally is verified to contain the user's vote.
With our proposed verification scheme, it is possible for a server to store individual votes as well as including them in a group. Then when the decryption key is made public, it is possible to map each vote to the voter. However this explanation has been using the Paillier Cryptosystem, when our System Model and Implementation use the threshold variant of the Damgård-Jurik Cryptosystem. We can use the same principle of vote verification, where each server keeps a M x and C x value for each group. Note that the groups of voters needs to be predefined so that each server uses the same mapping before voting begins.
To protect against malicious servers, the full decryption key cannot be made public. Because each server contains part of the decryption key, the user can request C x , M x and a part decryption of C x . The user can then divide out their cipher vote giving
To decrypt this value, the user sends C d to each server and asks for a partial decryption. By combining all the partial decryptions of C x , the vote tally for the group is given. Combining all the partial decryptions of C d , should give the group tally minus the vote. To stop capturing of the partial decrypted values (e.g. network sniffing or man-in-themiddle attacks), the user sends two C d values, one real and the other a dummy. The first is where the vote is "no", and the second where the vote is "yes". Therefore the user can verify their vote, but any entity capturing the partial decryptions does not know which is the user's vote. Note that when a user sends back the C d values, they must be authenticated, and have a limitation on verifications to help prevent denial-ofservice attacks. Also, given a small group size, the probability of a voter getting a false positive for verification is very low.
Allowing a voter to decrypt values after the ballot at first glance appears to be a security flaw, because anyone can decrypt cipher voters. However the challenge is capturing the cipher votes. In Section VIII we address the issue of a malicious user on the server capturing cipher votes, and prevent eaves-dropping or man-in-the-middle attacks. That just leaves the mobile agent since it needs to store the cipher vote for verification. We discuss the security issues of mobile agents in Section VII-B2. To summarise, if the mobile agent can be made secure, then the verification is also secure.
Example:
In this example, a class of 8 students are asked to vote on whether they like their teacher. The servers split the class into 2 groups, where Group 0 contains students 0-3 and Group 1 contains students 4-7. The students made the following votes using a 32-bit public key, giving a final tally of 4 votes for "yes".
Voter
Alice is student 1, and would like to verify her vote of "yes" has been included in the final tally. She requests the M and C values for her group from any or all of the servers. She then requests all partial decryptions of her groups C value. In this example her group's tally was 2. For this example we will not check C 0 .
She then sends C d to all the servers for a partial decryption (and dummy C d ), which results in a value of 1. Therefore because 2 − 1 = 1, Alice's vote was counted for her group's tally. Alice can then verify that her group's tally is included in the final tally using the same process.
Bob is student 2, but cannot remember if he submitted his "yes" vote on time or not. He follows the same steps Alice did. The decryption of the difference gives 7175337003, which means 2 − 7175337003 = 1. Therefore Bob's vote did not count towards the final tally.
VII. IMPLEMENTATION
A. Partially Homomorphic C Library
Currently there does not exist a library to help build applications in the cloud which would like to use partially homomorphic encryption. Therefore in this paper we also propose the use of libhcs [32], a C library which implements partially homomorphic schemes. The goal of libhcs is to bring homomorphic encryption to the cloud, by making them easy to use for cloud developers. Currently we have implemented the Paillier [9] , Damgård-Jurik [10] and El-Gamal [33] cryptosystems. The library can also be compiled to support mobile chipsets, provided that GMP (The GNU Multiple Precision Arithmetic Library) [34] is also supported. 
B. Mobile Implementation 1) Performance:
For our performance testing, we developed a simple iOS application to be run on an iPhone 5. The iPhone 5 was chosen because it is the one of the last iPhones to have a 32-bit processor, and is still one of most used smartphones [35] . The example application is shown in Figure 6 , where a vote is being cast. This application makes use of libhcs [32] and GMP [34] for computing the cipher vote. How the ballots (questions in this case) are added to the application can be done in many ways. It could be that the user must manually enter the voting servers which can send updates on ballots. This would be sufficient for smaller ballots like at a university. However for a government election, the servers and ballots may need to be hardcoded into the application. Therefore because the application is signed in the store [36] [37] , a user can verify they received the right information.
We first tested the performance on an iPhone 5 (1.3 GHz dual core Apple A6) for encrypting a vote with different bit size for N . Note that if N is 32-bits, then because the cipher value is modulo N 2 , the result can get up to 64-bits in size. Figure 7 below shows that we get an exponential curve, which is expected. This is because as the bit size increases, the number of instructions to handle a single operation increases. A proof is also required for the cipher value so that the tally server knows it is within a set of allowed values. The performance for generating the proof as shown below in Figure 7 , is even worse than encryption. Section III details that many of the goals for adopting e-voting was to get more people to vote. Having a quick voting time would help to accomplish this goal. Given the results of encryption and proof generation in Figure 7 , with current mobile technologies the largest size of N is 2048-bits. When taking into account network transmission times, making a voter wait for less than 30-seconds is much better than the time to travel to a polling station. For smaller scale ballots, using size(N ) = 1024-bits would be even faster.
For verification, a user's device must divide out their cipher vote from their large group value as discussed in Section VI-D. We tested the time to complete a large division instruction on the iPhone 5 for groups of 100 voters. Figure 7 once again shows the time increases with the bit size. With size(N ) = 4096-bits, the instruction (8192 × 100-bits / 8191-bits) takes less than 0.9 seconds. Therefore the cost of this instruction is manageable given the extra voter privacy it provides.
2) Security Threats: A current issue of using mobile agents for voting is that mobiles are not secure [38] [39][40] [41] . The two biggest mobile operating systems [35] , Android and iOS, must be secure for mobile voting to become successful. However both have security flaws and vulnerabilities at this stage. Another issue is that the user must trust the application, which could be achieved by open sourcing the code, and having the application signed by a trusted authority.
With the ever growing amount of malware for Android devices, private information such as messages and accounts can be leaked from infected devices [40] . Malware could therefore be used to leak the user's ID and their private encryption key generated for proving their identity. Unlike Google, Apple does a relatively better job of stopping malware being uploaded to their AppStore [39] . However this does not mean Apple devices are secure enough for government voting, especially ones that have been jailbroken [39] . For example device backups to online storage are another threat for data leakage. However when compared to Android, iOS has a better security model, especially the permission system. Android blacklists permissions, such that you can only use the application if you accept all the permissions, whereas iOS whitelists permissions, and does allow an application to be used even with some permissions denied.
C. Server Implementation 1) Performance:
We ran three experiments on a physical machine (Intel(R) Core(TM) i7-2760QM CPU @ 2.40GHz); homomorphic addition, homomorphic addition without using the modulus, and partial decryption. the bit size of the result value grows proportional to the size of N 2 . Therefore the performance decreases as the value grows. The result is an average for the verification group of size 100. Partial decryption, as the results in Figure 7 show, decreases rapidly in performance as N increases.
Looking at these results in a real world scenario, with size(N ) = 2048-bits, this server can handle ≈ 360 votes per second (excluding other computation overhead). This equates to 1, 296, 000 votes per hour, meaning the population of New Zealand would require under four hours for everyone to vote [42] . Given a higher-powered server, or a dedicated hardware server as described in Section VIII, the performance cost of voting in the cloud is not a problem.
2) Security Threats: Like the mobile agents, the biggest threat of the voting model comes from the underlying system and its flaws. This was the primary attack vector used against the Estonian government voting system [7] . An example of a widespread vulnerability discovered in 2014 was Shellshock [43] . This could have rendered a voting system built upon the Unix Bash Shell compromised. Therefore any voting systems must be built using a secure platform, which we will discuss in the next section.
VIII. SPECIALISED SYSTEM MODEL
Attacks on voting systems often focus on the underlying software and operating system, not the actual voting scheme [7] . To render these attacks ineffective, a secure voting platform must be developed so it can be easily deployed in the cloud. This could be achieved by either building a secure operating system for voting only, or a hardware platform. In this section we will describe a tally server hardware model which can help solve many problems faced by voting with software based servers. Note that the same approach can be used to include a partial decryption server into the hardware model as well. Figure 9 below shows a simple model for submitting a vote which could be implemented in a FPGA (Field-Programmable Gate Array). Any data being received must be encrypted with the servers public key. All data (voter decryption keys and group tallies) in storage is also encrypted using another key pair. It makes use of two PUFs (Physical Unclonable Functions) [44] [45], which use the physical properties of the die (i.e. silicon) such that a function can be easily evaluated, but hard to predict. This keeps the private keys secure as no knowledge of them is leaked using conventional attack methods. Both keys for storage can remain private, while the encryption key for transmitting to the server can be made public. For a malicious user to gain access to the private keys, they must have physical access to the server, and run side-channel-attacks. For example in 2013, a group from Berlin Institute of Technology managed to clone a PUF in a laboratory by reading from SRAM (Static RAM) [46] . Another useful feature of developing a hardware solution for keeping a secure vote tally is that is can be easily parallelised. This design can be pipelined so that many votes are being processed at once. For example, as a cipher vote is being decrypted after the packet has been received, another could be at the verification stage, whilst another is being tallied. Therefore, not only does a hardware tally system have better security properties, it can also deliver better performance per unit of power compared to a traditional server [47] [48] .
IX. EVALUATION OF VOTING MODEL
We evaluate our system against the requirements described in Section IV. Because of the extra security added by the hardware model, we will use it for this section. We will also assume that side-channel-attacks are not possible because there is no physical access allowed to the server. 1) Eligibility: Each eligible voter receives an ID for the ballot. This is sent out via post if the user is enrolled, like paper based systems now. The user submits their verification key to the server, and receives a hash to confirm the key was uploaded correctly. Because we are using the hardware model for the tally server, this process is secure assuming the public key the user received for the server is correct (this can be confirmed at government agents, online and via post). If someone else has submitted a verification key for their ID already, then an error will occur and the user can contact the authorities. The mobile agents (e.g. iOS or Android) must be able to protect the ID and keys saved by the voting application. If malware manages to infect the device and leak this information, the malicious entity can vote on their behalf. 2) Unreusability: A voter can only submit one vote during the ballot which can be enforced in the tally servers. This helps protect a user if their mobile agent gets infected. An error will occur if they try and submit a vote but a malicious entity has already voted using their ID. This allows them to contact the authorities. Because the private key of the tally servers are safe, a malicious entity cannot trick the application into thinking they submitted correctly because the hashes will not match. 3) Untraceability: Removing a public bulletin board for displaying all cipher votes and IDs helps protect the voters privacy. All individual voters are combined into groups which hides how an individual voted. If a software tally server is used and gets compromised, then each cipher vote and ID could be logged and possibly decrypted after the ballot. Hence we recommend the use of a hardware tally server. 4) Verifiability: Using our proposed verification technique described in Section VI-D, a voter can have full confidence that their vote was cast correctly. 5) Tally Correctness: Because there are many tally counting servers, all combinations of servers should give the same tally if the ballot was not compromised. Each voting server publishes the number of voters registered, and the number that voted. 6) Uncoerceability: The application on the mobile agent should not reveal the cipher vote or the vote value, only if it was successfully included in the final tally or not. 7) Auditability: During the verification phase, a voter can test the outcome of dummy votes to see that the result changes correctly. 8) Accessibility: By supporting many types of mobile agents, a voter is not restricted by location and can use their existing mobile device to vote. The voting procedure will be handled by the mobile application, where the voter only has to select the ballot and their vote, then cast it. Verification is also done via the tap of a button. Our performance results show that the bit size of N greatly affects the time it takes to cast a vote. 9) Fairness: This comes down to implementation. For example a policy can be put in place such that the decryption servers will only accept requests after the ballot has finished. 10) Soundness: Voting parameters are encrypted twice, with the servers public key, and user's encryption keys. Then all traffic is secured again using SSL. We have also discussed how to prevent man-in-the-middle attacks and network sniffing. 11) Integrity: Many tally and decryption servers are spread over different locations and organisations. This prevents the voting authority from controlling the outcome of the ballot. Currently they can add fake users to the list of IDs, however this problem also exists with paper voting.
12)
Completeness: All eligible voters receive their ID in the post, and can verify their vote was counted towards the final tally.
X. EVALUATION AGAINST CHOSEN CIPHERTEXT ATTACKS
Formal definitions of plaintext attacks have been described by Rackoff et al. [49] , Luby [50] and Bellare et al. [51] . We will discuss CCA (Chosen Ciphertext Attacks), in particular CCA1-security (security against non-adaptive chosen ciphertext attacks) because CCA2-security (security against adaptive chosen ciphertext attacks) does not allow for homomorphic operations. CCA1-security can be used instead of CPA-security (security against chosen plaintext attacks) for e-voting [52] .
A CCA attack is where an entity has access to the decryption oracle, and can request the plaintext of arbitrary nonsense ciphertext values to try and recover the private key [49] [53] . In our proposed scheme, any voter has access to the decryption oracle in order to verify that their vote has been included in the final tally. The decryption servers should only accept requests from authenticated voters after the ballot. Because the number of verifications a voter must perform to verify their vote is known (i.e. how many groups need to be checked to verify the final tally), each voter should have a limitation on the number of decryption requests they can perform.
Even with these limitations in place, if a user still manages to submit enough decryption requests to recover the private key, they gain no extra knowledge of the ballot or how individual users voted. This is because cipher votes are not stored on the voting servers or included on a public bulletin board, instead they are only added to the group's cipher tally then discarded. By using a hardware server with extra private key protection as described in Section VIII, man-in-the-middle attacks cannot reveal cipher votes. During verification, the decryption servers receive a valid and dummy group cipher value, therefore even with knowledge of the private key, it would only reveal that a user voted for "yes" or "no", but not which one. The only case where this is not true is if everyone in the group voted "yes" or everyone voted "no". However because a user is not directly linked to an ID, the malicious user still does not know how individual voters voted. The mobile application also prevents the cipher votes from been seen, as the application only reveals ballot information, and whether or not the user's vote was successfully cast. There does however need to be more research into how to stop the cipher vote been leaked by malware.
XI. CURRENT PROBLEMS AND FUTURE WORK
There are a few problems that need to be addressed for a system such as the one we propose to be at least as secure as paper voting.
• Mobile Agents: There needs to be more work into guaranteeing that any information (keys and IDs) stored in the voting application remains secure and cannot be leaked via malware. Also the performance of encryption and proof generation needs to be improved, possibly by writing more optimised code. This may include a list of verified/certified mobile devices.
• Ballot Key Generation: Currently the key generation for the ballot has to been done by a single entity before being distributed to the tally and decryption servers. This is a security threat, and can be addressed by generating the key using distributed computation [31] similar to how the decryption works.
• Corrupt Vote: Removing a vote once cast is currently impossible with our design because individuals votes are not saved, only the group tallies. If a corrupt vote has been cast, a technique needs to be designed so that a group can revote. • Hardware Server: Given that a hardware server can provide much better security, we would like to design a working version and test the security in order to prove our claims.
• Panic Voting: We would like to address the issue of a voter being forced (e.g. by gunpoint) into voting a particular way. One possible solution is to have a panic mode where the vote appears to have been cast correctly [54] .
XII. CONCLUSION
This paper presents a scheme for a partially homomorphic cloud-based mobile voting system, with implementation results to show its practicality. We have addressed some of the current issues faced by e-voting, by improving voter privacy, and proposing the use of a hardware tally server for better security. Our scheme has been evaluated against a list of proposed requirements, which any e-voting system should meet. Currently the main limitation of such a scheme is the mobile agents, which lack security guarantees that a government voting system requires. Once addressed, like other future work, this remote e-voting scheme should be as secure as current paper voting techniques.
