We study wave propagation in a nonlinear LC transmission line with dissipative elements.
Introduction
Nonlinear lattices have become the subject of considerable multidisciplinary interest, with application in physics, and other subdisciplines as diverse as biophysics (myelinated nerve fibers [1] , DNA [2] biopolymer chains [3] ), nonlinear optical devices (photonic crystals [4] and waveguides [5] ), and Josephson effect [6] (superconducting devices [7] , Bose-Einstein condensates [8] ), nonlinear electrical transmission lines (NLTLs) [9, 10] , among others. From a theoretical perspective, they have been progressively recognized not as mere discretizations (unavoidable for numerical computations) of nonlinear continuum field equations, but as targets of interest in their own right due to the distinctive features associated with discreteness, whose relevance to experimental features have been largely established. The above subdisciplines can be modelled by nonlinear evolution equations. Stationary solutions to these equations can frequently be found by using both analytical and numerical methods. One of the fundamental problems left is to check these solutions against their stability. Different kinds of instability may lead to such phenomena as bistability, self-oscillation, and the formation of static or moving pattern. A prominent example is modulational instability (MI), which is the prerequisite for the formation of spatial or temporal patterns. Modulational instability is a general feature of discrete as well as continuum nonlinear wave equations. This instability shows that in such settings, a specific range of wavenumbers of plane wave profiles of the form ψ(x, t) ∼ exp[i(kx − ωt)] becomes unstable to modulations. The latter effect leads to an exponential growth of the unstable modes and eventually to delocalization (upon excitation of such wavenumbers) in momentum space. That is, in turn, equivalent to localization in position space, and hence the formation of localized coherent solitary structures [11] .
The realization of this instability spans a diverse set of disciplines ranging from fluid dynamics [12] (where it is usually referred to as the Benjamin-Feir instability) and nonlinear optics [13] , plasma physics [14] to nonlinear electrical transmission line (NLTL) [9, 10] . Most recently, the MI has been recognized as responsible for localized modes in the context of the NLTL [10] .
The NLTLs are very convenient tools for the study of wave propagation in nonlinear dispersive media [9, 10, [15] [16] [17] . In particular, they provide a useful way to check how the nonlinear excitations behave inside the nonlinear medium. About a decade ago, Marquie et al. [9] and Bilbault et al. [15] investigated, theoretically and experimentally, the nonlinear propagation of signals in electrical transmission lines. It has been shown that the system of equations governing the physics of this network can be reduced to a cubic nonlinear Schrödinger (NLS) equation or a pair of coupled nonlinear Schrödinger (CNLS) equations. Both the NLS and the CNLS equations admit MI and the formation of envelope solitons, which have been observed experimentally [9, 10, [15] [16] [17] . So, in this work, we are motivated to describe envelope modulation in the NLTL by a pair of coupled complex Ginzburg-Landau (CCGL) equations. Another important aspect of dynamics of this system is the analysis of the MI of continuous wave solutions, i.e., solutions with constant amplitudes in both components. Indeed, Ndzana et al. [10] have recently presented a model for wave propagation on a discrete NLTL based on the discrete single complex GinzburgLandau (DCGL) equation, derived in the small amplitude and long wavelength limit using the standard reductive perturbation technique and complex expansion [18] on the governing nonlinear equations.
The standard NLS equation and the CGL equation yields a satisfactory description of longtime envelope solitons dynamics for considered time scales. On the contrary, for modulated periodic Stoke waves, serious nonlinear instabilities and chaos may develop in the medium such that the standard NLS equation fails to describe, but which can be explained by the higher-order NLS (HONLS) equation or the CGL equation [19] . One might wonder if an intrinsically discrete medium, such as NLTL, may exhibit the same kind of instabilities or chaos as other nonlinear physical systems. The answer to this question is one of the main objective of the present work. Denoting by Q n (t) the nonlinear electrical charge of the nth cell and by V n (t) the corresponding voltage, we assume that the charge has a voltage dependence similar to the one of an electrical Toda lattice [20] :
The subscript n designates the number of cells in the network. A and C 0 are constants. Negative nonlinear resistances are defined with their nonlinear current-voltage charactaristics. They are made of operational amplifiers, transistors or multipliers. They were introduced recently in nonlinear transmission lines for signal processing applications, particulary in noise removal on coherent information weakly varying in space [21] and on image and waves amplification [22, 23] .
The corresponding conductance is given by
The linear properties of the network can be studied by assuming a sinusoidal wave of the form:
and the dispersion relation of the line is obtained by:
which can be viewed in Fig. 2 as a function of the wavenumber k. We focus now on the nonlinear behavior of the lattice. From Kirchhoff's laws it is easy to show that the propagation of waves in the network is governed by the following equation
We now focus on a particular case, that is, the coexistence of forward and backward propagating waves with the same angular frequency f = ω/2π, and opposite wave number k and -k, but with their low amplitudes slowly varying in time and space with regard to the carrier waves.
Restricting our study to slow temporal variations of the envelope, we look for a solution of Eq.
(5) in the form:
where the carrier phases are θ + =kn-ωt and θ − = -kn-ωt, and c.c. represents the complex conjugate of the preceding terms. The second-harmonic terms ψ 2± are added to the fundamental ones ψ 1± in order to take the asymmetry of the variable capacitance charge into account. In order of (ε 2 , 1)
we can write:
where the coefficients a and b are defined as:
The solution of order (ε 3 , exp(iθ ± )) leads to:
where the group velocity depicted in Fig. 3 is given by:
the dispersion terms, nonlinear terms and linear coefficients are, respectively, defined by:
Equation (9) is a pair of continuous coupled complex Ginzburg-Landau equations, coupled by nonlinear terms. Figure 4 presents the shape of different coefficients present in the CCGL equation. In optics, the linearly CCGL equations serves as models of ring lasers based on dual-core fibers [24] . Systems of this type are also interesting by themselves, as models in which various dynamical regimes can be studied, such as soliton lattices. It is also interesting to investigate a system of nonlinear coupled CGL equations. (9) is reduced to the continuous coupled NLS (CCNLS) equation. In this case, Eq. (9) describes nonlinear interactions of light waves through self-phasemodulation and cross-phase-modulation (XPM) [25, 26] . In optics, the CCNLS equations describe an array of optical waveguides.
For Q 12r = Q 21r = 0, Eq. (9) is reduced to two singles CGL equations which is a ubiquitous model in nature.
Modulational instability through the CCGL equations
In this section, we find the condition under which a uniform wave moving along nonlinear lines will become stable or unstable to a small perturbation. We look for plane-wave solutions in the form:
The linear coupling imposes the restrictions
Eq. (9) we obtain the equation of the real parts:
and the equation of the imaginary parts as follows:
In the particular, but physically symmetric case, it follows from here that the amplitudes ψ ± 0 obey an equation
In the case of Eq. (12) a nonzero solution has:
To examine the stability of plane wave, we substitute
into Eq. (9) . We obtain a system of two coupled linearized equations for the perturbations B ± :
Furthermore, we assume a general solution of the above-mentioned system in the form:
where K and Ω are, respectively, an arbitrary real wavenumber of the perturbation and the corresponding propagation frequency, which is complex in the general case. Hence, substituting this perturbation into Eq. (18) 
where the coefficients r pq with p,q = 1, 2, 3, 4 of the matrix are complex coefficients expressed in Appendix (A), and depend on the wavenumbers k, K as well as on the coefficients of the equation.
The dispersion relation which determines Ω as a function of K is obtained from the condition of the existence of nontrivial solutions of the algebraic linear homogeneous system det(M ) = 0, which amounts to a quadratic equation for Ω. This matrix form can be written as 
With the frequency in the form Ω = Ω r + iσ, one can note that the term e −στ enters inside the amplitude of the perturbation. The asymptotic behavior of the perturbation is related to the sign of the constant σ. So, an instability may develop in the coupled line if Im(Ω) is negative.
Thereafter, we solve the condition of the existence of nontrivial solutions using a Matlab code and we only keep the values of the wavenumbers k and K which give negative values of the growth rate σ ≡ Im(Ω) [28] . Figure 5 presents regions of MI in the (k,K) plane. One observes two regions of instabilities.
Nonlinear development of the MI in the NLTL
In Sec. 3, our results were based on the theory of linear stability analysis. However, we know that the linear stability analysis is limited because it can only predict the onset of instability and does not tell us anything about the long-time dynamical behavior of the system when the instability grows. To further confirm that our linear instability analysis given above can correctly describe the initial stage of instability in the NLTL, we exactly solve equation (5) by numerical fourth-order Runge-Kutta algorithm. The numerical simulation cannot only confirm the analytical prediction given in Sec. 3 for short time but it can also give the long time dynamics of the nonlinear system.
The parameters of the line are L 1 =640µH, L 2 =480µH, C 0 = 550pF, α 2 =2u 0 C 0 σ 2 , β=0.0197V −2 , g 1 =2u 0 C 0 σ 1 with σ 1 =0.002 and σ 2 =0.001 [9, 27] . As we mentioned above, the fourth-order Runge-Kutta scheme is used with a normalized integration time step ∆t=5 × 10 −3 corresponding to the sampling period T=1.33×10 −9 s. Similarly, the number of cells is chosen so that we do not encounter the wave reflection at the end of the line and also to run the experiment with sufficiently large time (here for example t=4 ms). At the input of the line, we apply a slowly modulated signal: which is attributed to the development of a phase shift between the waves of the two experiments, this unavoidable phase shift being a function of time. In the phase plane plots, the evolution of the voltage V 1 n (t) is graphed against the evolution of the voltage V 2 n (t), V 1 n (t), and V 2 n (t) being the temporal voltages measured at the same cell n, and obtained using the same input signal V (t) for the different experiments. Figure 8 , presents the dynamics of the line in the absence of dissipation terms. The graph traduces the dynamics of nonlinear modulated waves behaving an apparently chaotic like state, at cells 500 and 1000, respectively. But, when we take into account the dissipation (σ 1 =0.002 and σ 2 =0.001), the system shows a pseudocoherent structure as seen in figures 9. One can conclude that the presence of dissipation through the line seems to reduce the chaotic-like behavior of the system.
Conclusion
In this paper, we have studied the superposition of two counterpropagating waves with the same frequency in a NLTL. We have shown that the evolution of their slowly varying amplitudes can be modeled by a set of two CCGL equations, coupled by nonlinear terms. Then, exploiting the Stokes waves analysis, we built a typical dependence of MI gain on the perturbation wavenumbers and parameters of the system. By solving the fourth-order polynomial obtained from the condition of nontrivial solutions, we have plotted regions of MI on the (k,K) plane. Then, the outcomes of the nonlinear development of the MI predicted analytically were identified from direct simulations of the underlying CCGL equations. The initial modulated wave has been disintegrated into a train of waves during its propagation through the line. Each element of the train has the shape of a soliton-like object. Discrete solitons have also been proven to exist in Bose-Einstein condensates [30] . An apparently turbulent (chaotic) state has also been obtained during the propagation. Potential applications can, however, be considered with higher frequency, e.g., at microwave frequencies, where nonlinear transmission lines have been constructed to generate high frequency [31] or high-power [32] pulse. These results are in accordance with the work of Konotop and Salerno [33] in the Bose-Einstein condensates. Indeed Konotop and Salerno have shown that MI is the mechanism by which wave functions of soliton type can be generated in a cylindrical shaped Bose-Einstein condensates [33] . MI may then behave as parasites and must be avoided.
For these practical applications, we can predict that the useful frequency band will be restricted due to any reflected wave with respect to the case of a single wave. 
Appendix A
ω 2 0 = 1 L 2 C 0 , µ 2 0 = 1 L 1 C 0 r 11 = [−Ω − P 1 (K 2 + 2Kk) + Q 1 |ψ + 0 | 2 ], r 12 = Q 1 |ψ + 0 | 2 , r 13 = Q 12 |ψ − 0 | 2 , r 14 = Q 12 |ψ − 0 | 2 , r 21 = Q * 1 |ψ + 0 | 2 , r 22 = [Ω − P * 1 (K 2 − 2Kk) + Q * 1 |ψ + 0 | 2 ] r 23 = Q 12 |ψ − 0 | 2 , r 24 = Q 12 |ψ − 0 | 2 r 31 = Q 21 |ψ + 0 | 2 , r 32 = Q 21 |ψ + 0 | 2 , r 33 = [−Ω − P 2 (K 2 + 2Kk) + Q 2 |ψ − 0 | 2 ] r 34 = Q 2 |ψ − 0 | 2 , r 41 = Q 21 |ψ + 0 | 2 , r 42 = Q 21 |ψ + 0 | 2 , r 43 = Q * 2 |ψ − 0 | 2 , r 44 = [Ω − P * 2 (K 2 − 2Kk) + Q * 2 |ψ − 0 | 2 ](23)m 1 = [−P 1r (K 2 + 2Kk) + Q 1r |ψ + 0 | 2 ], m 2 = [−P 1i (K 2 + 2Kk) + Q 1i |ψ + 0 | 2 ], m 3 = Q 1r |ψ + 0 | 2 , m 4 = Q 1i |ψ + 0 | 2 , m 5 = Q 12 |ψ − 0 | 2 , m 6 = Q 12 |ψ − 0 | 2 , m 7 = [−P 1r (K 2 − 2Kk) + Q 1r |ψ + 0 | 2 ], m 8 = [−P 1i (K 2 − 2Kk) + Q 1i |ψ + 0 | 2 ], m 9 = Q 21 |ψ + 0 | 2 , m 10 = Q 21 |ψ + 0 | 2 , m 11 = [−P 2r (K 2 + 2Kk) + Q 2r |ψ − 0 | 2 ] m 12 = [−P 2i (K 2 + 2Kk) + Q 2i |ψ − 0 | 2 ], m 13 = Q 2r |ψ − 0 | 2 , m 14 = Q 2i |ψ − 0 | 2 , m 15 = [−P 2r (K 2 − 2Kk) + Q 2r |ψ − 0 | 2 ], m 16 = [−P 2i (K 2 − 2Kk) + Q 2i |ψ − 0 | 2 ],(24)
