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Abstract
Image-guided interventions (IGIs) entail the use of imaging to augment or replace direct vision during therapeutic interventions, with the overall goal is to provide effective
treatment in a less invasive manner, as an alternative to traditional open surgery, while
reducing patient trauma and shortening the recovery time post-procedure. IGIs rely on
pre-operative images, surgical tracking and localization systems, and intra-operative images to provide correct views of the surgical scene. Pre-operative images are used to
generate patient-specific anatomical models that are then registered to the patient using the surgical tracking system, and often complemented with real-time, intra-operative
images. IGI systems are subject to uncertainty from several sources, including surgical
instrument tracking / localization uncertainty, model-to-patient registration uncertainty,
user-induced navigation uncertainty, as well as the uncertainty associated with the calibration of various surgical instruments and intra-operative imaging devices (i.e., laparoscopic
camera) instrumented with surgical tracking sensors. All these uncertainties impact the
overall targeting accuracy, which represents the error associated with the navigation of
a surgical instrument to a specific target to be treated under image guidance provided
by the IGI system. Therefore, understanding the overall uncertainty of an IGI system is
paramount to the overall outcome of the intervention, as procedure success entails achievvi

vii

ing certain accuracy tolerances specific to individual procedures. This work has focused
on studying the navigation uncertainty, along with techniques to reduce uncertainty, for
an IGI platform dedicated to image-guided renal interventions. We constructed life-size
replica patient-specific kidney models from pre-operative images using 3D printing and
tissue emulating materials and conducted experiments to characterize the uncertainty of
both optical and electromagnetic surgical tracking systems, the uncertainty associated with
the virtual model-to-physical phantom registration, as well as the uncertainty associated
with live augmented reality (AR) views of the surgical scene achieved by enhancing the
pre-procedural model and tracked surgical instrument views with live video views acquires
using a camera tracked in real time. To better understand the effects of the tracked instrument calibration, registration fiducial configuration, and tracked camera calibration on
the overall navigation uncertainty, we conducted Monte Carlo simulations that enabled us
to identify optimal configurations that were subsequently validated experimentally using
patient-specific phantoms in the laboratory. To mitigate the inherent accuracy limitations associated with the pre-procedural model-to-patient registration and their effect on
the overall navigation, we also demonstrated the use of tracked video imaging to update
the registration, enabling us to restore targeting accuracy to within its acceptable range.
Lastly, we conducted several validation experiments using patient-specific kidney emulating phantoms using post-procedure CT imaging as reference ground truth to assess the
accuracy of AR-guided navigation in the context of in vitro renal interventions. This work
helped find answers to key questions about uncertainty propagation in image-guided renal interventions and led to the development of key techniques and tools to help reduce
optimize the overall navigation / targeting uncertainty.
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Chapter 1

Introduction and Motivation
This chapter provides an introduction to image-guided interventions in general, as well as
specifically in the context of minimally invasive renal interventions. It then discusses the
required components for an image-guided intervention system and an introduction to those
major components, hardware and algorithms. Next, it discusses the challenges of imageguidance, what accuracy and uncertainty is needed to conduct renal interventions from a
clinical perspective, the questions this research proposes to answer, and lastly discusses
the novelty and contributions brought forth by this work to the field of image-guided renal
navigation procedures.

1.1
1.1.1

Image-guided Intervention Overview
Motivation

The primary goal of medicine is to improve the health and well-being of patients. One area
of advancement has been in surgical techniques, which have changed in response to new
technologies being developed and then applied by clinician and engineers to the operating
room. This technology includes computers, cameras, various imaging modalities such as
computed tomography (CT), magnetic resonance imaging (MRI), and ultrasound (US).
These technologies allow surgeons to ‘see’ lesions and/or other medical phenomena within
a patient’s body. Furthermore, these technologies have been developed and combined
together to allow for minimally invasive surgery, which is used to improve the outcome of
1
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surgery or other medical interventions, such as biopsies, primarily by reducing the amount
of trauma to the patient while increasing accuracy and precision a patient undergoes thanks
to the imaging information available.

1.1.2

Brief History and Overview

Image-guided interventions as currently practiced have only been around for approximately
30 years, but the concept has been around much longer [49]. With the advent of x-rays,
surgeons were able to make use of the ability to “see” beneath the skin and identify abnormalities / disease inside a patient’s body, as well as deliver treatment with less invasiveness.
Hence, image-guided interventions (IGIs) rely on various imaging modalities beyond traditional diagnosis, with the goal of reducing or eliminating the need for direct vision inside the
body, enabling access to to, and delivery of, therapy to tissues and organs in a less invasive
manner [10]. Minimally invasive procedures use small incisions, which reduce trauma to
the patient, thus reducing recovery time and hospitalization time [29], improving patient
outcomes and reducing cost. Such a procedure is often combined with or is dependent
upon the use of image guidance. IGIs allow surgeons to ‘see’ and plan their access to
any abnormal anatomy during the procedure and, thus, target and reach any pathology or
other tissue of interest.

1.1.3

Image-guided Interventions in various organs

The first discipline to make extensive use of image-guidance was neurosurgery [42]. It is
also used frequently for orthopedic surgery as there is less uncertainty in performing surgery
on rigid objects. For example, for medical disciplines such as spinal surgery a surgeon can
visualize and plan how to perform the operation while avoiding particularly sensitive tissue
such as the spinal cord.
With the success of using image-guided interventions for neurosurgery and orthopedic
surgery and the development of new technologies including faster computers, there is an
increasing desire and push to bring the benefits of image-guided interventions to other
tissue such as the abdominal region or the heart and lungs which require more effort and
care to ensure a quality registration between images and the patient.
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Image-guided Renal Interventions specifically

While minimally invasive image-guided interventions can be applied in many different areas,
to narrow the scope of work for this research, we focus on renal (i.e., kidney) applications.
Renal interventions are performed to address renal cancer, kidney stones, and cysts. While
renal cancer is not the most prevalent cancer, it is in the top ten of cancers affecting both
men and women [51], and was estimated to have been the cause of 4.1% of all cancer cases
for the year 2020 [26]. Additionally, kidney stones occurred in approximately 10% of the
US population [8]. Although only some of these cases require surgery, there is a substantial
population who could benefit from improved renal interventions.
Historically, operating on the kidney was very dangerous and difficult, such that Hippocrates vowed not to perform kidney stone removal surgeries [34]. Furthermore, it was
not until approximately the 19th century that surgeons began to operate on kidneys [58].
This was in part because it is difficult to access stones within the kidney without some sort
of guidance, which indicates the benefit of being able to apply image-guided techniques to
renal interventions. An IGI can provide a surgeon with a representation of and guidance
for a surgical procedure performed in a minimally invasive manner, and still achieve the
goal of better patient outcome. For example, a procedure which is possible in part because
of image-guidance is percutaneous nephrolithotomy (PCNL): an operation to remove large
renal stones. PCNL uses a rigid tube, which is guided into place in the kidney to extract
the stone(s) [21]. This shows how IGI have provided relief for patients which historically
could not be safely provided.

1.1.5

Uncertainty considerations in IGI

Within the context of renal resection interventions, two requirements are critical: preservation of tissue [44], and minimization of intervention time [9]. The first is addressable by
image-guided interventions with images that show where the healthy and diseased tissues
are in relation to each other. Unfortunately, image-guided procedures have traditionally
required more time than open procedures [35]. For IGI, this is partly a result of the requirement to ensure the guidance images are correctly registered to the physical world.
Thus, a sub-requirement is for IGI tools to provide an appropriate view and the requisite
accuracy needed to complete the procedure intuitively and confidently. If image-guidance
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tools provide accurate guidance, clinicians will be able to quickly access the region of interest with confidence to perform the procedure, thus reducing procedure time and patient
trauma. For example, a biopsy can be performed much quicker and with higher accuracy
if the clinician can be guided to the suspected tumor location without repeated attempts.
Renal interventions can benefit from the use of imaging, image guidance/navigation,
and computing technologies in other ways as well. These technologies and techniques improve the situational awareness of the surgeon through imagery of the anatomy in question.
This allows the surgeon to better plan the intervention which includes identifying targets
as well as the optimal paths to the target. For example, a surgeon can verify that a patient
has kidney cancer and where the tumor is located within the kidney from pre-operative
images. If the tumor is small enough, the surgeon can remove only the diseased tissue
through a partial nephrectomy (PN). For renal resections, it has been shown that keeping
the maximum amount of kidney tissue improves patient outcomes [37, 44]. The success of
this procedure could potentially be improved with image guidance by overlaying through
Augmented Reality (AR) a correctly registered pre-operative image(s) showing the location
of the tumor, as well as any vasculature or other obstacles to be avoided. Furthermore, the
surgeon would benefit greatly from real-time images, which can be provided via ultrasound
and/or laparoscopic imaging, to show the actual location of tools during the procedure.
This allows the surgeon to see in real time the location of the tumor and resect only the
necessary tissue.
While IGIs have advantages compared to open surgery, they also have disadvantages,
some of which have been briefly mentioned. It has been noted that from a surgical perspective, minimally invasive interventions limit depth and field of view as well as tactile
feedback for the surgeon [3]. This can be partially overcome using augmented or virtual
reality to create a visual scene, which provides estimated depth and guidance information.
Furthermore, minimally invasive IGIs make procedures more complex as they require additional training, tools, and equipment [33,40]. This can be mitigated by improved processes
and ease of use. Additionally, the surgeon must have confidence that they are being guided
to the intended location as they are not directly viewing the scene. Since images are a
single snapshot in time of the physical world, this creates a further disadvantage of not
knowing the true shape of tissue during a procedure. This is usually mitigated through
intra-operative imaging, but co-registration of pre- and intra-operative images is still re-
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quired. While rigid registration has been well studied [24], deformable registration and the
validation of registration is still an open question [10].
These disadvantages show that to use an IGI to accomplish a given procedure and
overcome the loss of direct visibility of the surgical scene, the IGI system needs to feature
a sufficiently high registration accuracy and also provide the user with an understanding of the uncertainty present, to ensure the clinician’s confidence in using the system.
Furthermore, is it useful to understand sources of uncertainty and ways to minimize the
uncertainty from various components. An overview of an image-guided intervention system
is presented next which lays out important parts of the system.

1.2

Image-guided Intervention Workflow Components

A simple way to describe an image guided surgical navigation system is to relate it to navigation tasks we perform in everyday life. We have maps, GPS, and our eyes to navigate
our cars along roads to destinations. If the map and GPS are accurate enough, we could
navigate to our destination without visual access to the route assuming there are not any
unexpected roadblocks or obstacles. However, there is uncertainty in the map and tracking guidance and other unknowns, so accurate real-time visual information is needed. In
image-guided surgery, pre-operative images serve as a map of the route, while the surgical
tracking system serves as the GPS device that enables localization along the route. As
the invasiveness of a procedure decreases, the direct view of the surgical field is also reduced. This is compensated with real-time video or other real-time medical imaging of the
internal anatomy such as laparoscopic imaging, ultrasound (US) imaging, or x-ray imaging
or some combination thereof. Note that while x-ray imaging is the traditional method of
interventional radiology, many minimally invasive approaches are focused on substituting
x-ray with US imaging wherever feasible to reduce exposure to ionizing radiation. The
probability of success for a clinician performing image guided surgery is higher if they have
access to all the components of an IGI system, specifically pre- and intra-operative images
and tracking/localization information and those components are properly aligned in space
and time. The accuracy of this alignment can be determined using ‘real world’ models and
sampled corresponding virtual landmarks in the image space (this will be elaborated on
subsequently in section 1.7).
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At a high-level, the image-guided intervention process starts with acquiring pre-operative
images, which are then segmented to label regions of interest. These labeled regions of interest can be turned into models, which can be used for procedure planning and during
the intervention. For the actual intervention, a tracking system must be initialized and
calibrated. The patient must be registered to the coordinate system of the tracker and the
pre-operative images of the patient using identifiable features or surfaces. Ideally, there
will be intra-operative imaging available, which must also be registered to the tracking
system or directly to the patient to provide correspondence between the intra-operative
images and pre-operative images and models.
Rigid registration provides a baseline registration for all components. For kidneys, this
is only a first order approximation since they are not rigid. Furthermore, there will be
shifts and deformation between the pre- and intra-operative images which creates a need
for intra-operative imaging and non-rigid registration techniques to provide a more accurate
and real-time localization of the tissue. A general workflow for image-guided interventions
is shown in Figure 1.1.

Figure 1.1: Workflow summary for image-guided tracking in medical interventions beginning from pre-operation to post-operation.
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Each of these steps will be briefly introduced as well as the sub-categories that make up
the steps for image guided interventions along with research and challenges within those
areas.

1.3

Pre-operative Imaging

Pre-operative images provide the information needed by physicians to diagnose and identify
targets to pursue during treatment. In the case of renal interventions, these can be kidney
stones or other renal masses [6]. These images are usually obtained using CT or MRI to
have high-contrast images for detailed analysis, but pre-operative imaging using ultrasound
is becoming more common as it is cheaper and avoids radiation exposure [14].

1.3.1

Computed Tomography (CT)

Computed Tomography images are generated by projecting x-rays at a known energy
through the body and measuring the attenuated intensity of the emerging rays to capture a single projection. A series of projections are captured by rotating a source and
detector around the body. This series of projections is processed into a 3D ”slice” of the
anatomy of the body using a Radon transform, providing high contrast resolution. The
attenuation of x-rays is measured in Hounsfield units where air is -1000 HU, water is 0
HU, and bone is on the order of 500-1000 HU or higher. Because of the absorption of
x-rays by dense materials, CT images are currently the preferred modality for imaging and
diagnosing kidney stones [6]. Kidney tumors are also characterized using CT, though more
because of the availability, acquisition time, and cost [60]. An example CT image is shown
in Figure 1.2; the bright edges within the image are very dense tissue such as the ribs or
spinal cord.

1.3.2

Magnetic Resonance Imaging (MRI)

Magnetic resonance imaging maps the position of magnetic atomic nuclei, such as hydrogen
atoms, by measuring the radio frequency signal generated by exciting the nuclei. A patient
is placed in a strong, external magnetic field, B0 , which causes the hydrogen to align to the
field. Another field is pulsed, causing the hydrogen protons to be excited and disturbed
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Figure 1.2: Example CT image of abdomen featuring primarily kidneys and liver. [30]

from the aligned state. The protons then relax back to the lower energy state, which creates
a magnetic flux which can recorded by receiver coils. This signal is then transformed from
phase and frequency data into spatial data using Fourier transforms. Since hydrogen atoms
are abundant in the body, especially in water and fat, MRI generates images of tissue with
greater amounts of hydrogen. Therefore, it is preferred for imaging soft tissue as there is
more hydrogen in soft tissue than dense tissue. This means it can be used for characterizing
indeterminate tumors [60]. It also provides better visualization of vasculature enabling
better route planning for a procedure. Figure 1.3 shows an example abdominal image with
several organs visible.

1.4

Image Segmentation

Segmentation is identifying and labeling a region of interest in an image. The segmented
region can then be processed to obtain more information about that region. This could be
as simple as computing the center of mass of the segmented region or stacking sequential
images with segmented regions of interest to obtain a segmented volume. This segmented
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Figure 1.3: Example abdominal magnetic resonance image showing kidneys, liver, and
other organs [30].

volume can then be extracted and converted into a virtual model for further processing or
use.
There have been many different methods developed to perform segmentation. They
range from using expert, manually segmented images to active shape models [41] to machine learning methods/neural networks [18]. Each method has trade-offs, but an ideal
segmentation algorithm would be sufficiently robust to yield an accurate and rapid segmentation of the regions of interest from a wide variety of images which depict the desired
anatomy.

1.5

Intra-operative Imaging

Intra-operative images provide real time guidance to the surgeon, giving updated position
information of where organs and other tissues currently are as well as the position of any
tools that have been inserted into the body. While intra-operative images can be obtained
using x-rays, doing so increases the amount of radiation exposure to the patient and any

CHAPTER 1. INTRODUCTION AND MOTIVATION

10

medical staff, which is undesirable. Ultrasound images provide a compromise of real time
imaging with no radiation exposure as well as ease of use compared to higher resolution
and contrast [14].

1.5.1

Ultrasound Imaging

Ultrasound (US) imaging works by emitting high frequency (usually 2-18 MHz [7]) sound
waves and measuring the intensity of reflections and how long it took for the reflection
to return. This information is then converted into an image. Stronger reflections appear
brighter, while weaker reflections appear darker. This is a problem for probing tissues at
increasing depth as the tissue closer to the surface will reflect the incoming signal, thus
reducing the signal reaching and returning from deeper tissue. Another issue with US is
that denser material will reflect more of the incoming energy, which means that tissue
below the denser tissue is “shadowed”. Ultrasound resolution is separated into the lateral
and axial directions and is governed primarily by frequency and design of the probe. The
speed of sound in the body is assumed to be 1540 m/s, which is a source of artifacts since
the speed of sound is not constant in all tissue within the body.

1.5.2

Optical/Video-based Imaging

Endoscopes are small optical instruments that project light into a body and use a camera to
view the tissue surfaces being probed. In the context of renal interventions, a specific type
of endoscope called a laparoscope is used. These instruments have varying specifications
with regard to their field of view and resolution. The average resolution of the laparoscope
is 50-µm, enabling fine detail in positioning and manipulating tissue. A disadvantage of
using a laparoscope is the loss of depth information, which a user must learn to overcome,
unless it can be compensated for using methods such as augmented or virtual reality.

1.6

Instrument Tracking and Localization

A tracking system consists of a device that observes a field and identifies tracked markers
or devices and estimates the pose of those markers with respect to the tracker. These
systems can use several different technologies, but the most common are optical or elec-
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tromagnetic (EM) based. The disadvantage of optical based systems is primarily line of
sight issues, while EM based systems are susceptible to distortion of the EM field. Examples of tracking systems include the NDI Polaris series and Aurora systems and the
Stryker ADAPT platform and ENT navigation system, as well as the BrainLab family of
navigation products. There are also many additional systems which make use of optical or
electromagnetic tracking such as the Medtronic Fusion ENT and StealthStation surgical
navigation systems. We used a NDI Polaris Spectra and NDI Aurora tracking system for
this research.

1.6.1

Need for surgical instrument tracking / localization

Tracking systems are needed to provide relative location and orientation information for
the navigation system components. This allows each component to be transformed into a
common coordinate system providing a user the ability to navigate tools within the “map”
obtained from images and the physical environment.

1.6.2

Optical Tracking Systems (OTS)

To maintain depth information, optical tracking based systems generally rely on using
either two cameras or a camera with a structured light projector. Both methods are ways
to reconstruct the loss of information in the z direction when an image is captured.
The NDI Polaris Spectra uses two infrared cameras to determine the location of an
object in space. After two simultaneous images are captured, the disparity between corresponding feature in the images is calculated and the depth is estimated. This requires
that the transformation from 3D world space to image plane space is known (the intrinsic
camera parameters), which can be calculated using a pinhole camera model. After locating markers in an image, an algorithm is applied to determine the pose of the markers.
This is generally done by applying an orthogonal procrustes method to the known model
and determining the rotation matrix to describe how the model is oriented is space. The
primary source of uncertainty for an optical tracking system is from how well the system
can localize markers in the image and calculate the pose.
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Pinhole Camera Model

Camera calibration allows for any distortion in the image to be removed. Using the pin-hole
camera model, the camera parameters can be represented by a 3x3 matrix which maps the
3D world to the 2D image plane. The camera model can be written as Pi = K[R|t]Pw , where
Pw and Pi are homogeneous 3D world and 2D image space coordinates, respectively, K is
the camera intrinsic parameters matrix, and [R|t] are the extrinsic parameters of rotation
and translation that describe a change in coordinate systems. The intrinsic parameters,


fx s cx



K=
(1.1)
 0 fy cy 
0 0 1
consist of the camera focal length (fx , fy ), camera principal point (cx , cy ), and skew (s),
and project points to the 2D imaging plane coordinates. The camera is calibrated using
Zhang’s Method [63]. When calibrating, camera distortion coefficients can be calculated
and used to remove distortion in captured images. Two cameras can be calibrated and
aligned, and the disparity between the images measured and used to calculate the distance
from the tracker.
Figure 1.4 shows the pinhole camera model and the relationships between world space,
camera space, and the image plane. The optical axis of the camera is defined as along the
z axis. The point has coordinates of Pw = (Xw , Yw , Zw ) in world space and (u, v) in the
image plane. The coordinates can be transformed into 3D camera space using:
Pc = [R|t]Pw

(1.2)

where Pw = [Xw , Yw , Zw , 1]T and Pc = [Xc , Yc , Zc ]T (camera space), and into 2D image
space using
Pi = KPc ,

(1.3)

where Pi = w[u, v, 1]T . The image plane is a focal distance away (f ) from the center of the
camera. The figure assumes fx = fy and that skew equals 0. Since real cameras have lens
with distortion, the pinhole camera model must be modified to account for this distortion.
Equation 1.3 can be written as:
" #
u
v

"
=

fx x + cx
fy y + cy

#
(1.4)
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Figure 1.4: Diagram of a pinhole camera model showing the coordinates of an object in
world space and in the image plane (gray box). Images are generally defined with (0,0) in
the upper left hand corner of the image as shown here. Image modified from [48]

where

" #
x
y

"
=

Xc /Zc

#

Yc /Zc

=P

Radial distortion can be accounted for using:
h
i
Pr = 1 + k1 r2 + k2 r4 + k3 r6 ∗ P

(1.5)

where Pr are radially distorted points, k1 , k2 , and k3 are radial distortion coefficients, and
r 2 = x2 + y 2
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Tangential distortion can be modeled using:
"
#
2p1 xy + p2 (r2 + 2x2 )
Pt = P +
p1 (r2 + 2y 2 ) + 2p2 xy

(1.6)

where Pt are tangentially distorted points and p1 and p2 are tangential distortion coefficients. Eq. 1.5 and 1.6 can be combined and substituted back into Eq. 1.4 and written
as:

" #
u
v

"
=

fx (x ∗ [1 + k1 r2 + k2 r4 + k3 r6 ] + 2p1 xy + p2 (r2 + 2x2 )) + cx

#

fy (y ∗ [1 + k1 r2 + k2 r4 + k3 r6 ] + p1 (r2 + 2y 2 ) + 2p2 xy) + cy

(1.7)

This accounts for the first three radial distortion coefficients and first two tangential coefficients, which are generally sufficient to model a real lens.
The uncertainty in the location of a fiducial point projected onto the image plane is a
type of fiducial localization error (FLE) [39]. It is estimated by taking the RMS distance
between a single measurement and the mean of the measurements of that fiducial point.
This can be expressed as:
v
u
N
u1 X
F LE = t
(si − s̄)2
N

(1.8)

i=1

where si is a sample of a fiducial and s̄ is the mean of all samples of the fiducial.
Depth is calculated by measuring the disparity between the projected image pixel locations of a single object in two images using:
z=

bf
d

(1.9)

where z is depth, f is focal length of the cameras, b is baseline (distance between cameras),
and d = (x0l − x0r ) is disparity (displacement between the point in the left and right images
in pixels).
1.6.2.2

Infrared Tracking Systems

Infrared (IR) tracking systems use passive and/or active markers. Passive markers are
dependent upon an external source of IR light, which is then reflected back to the camera
by a IR reflective surface. Active markers use IR emitting LEDs. Visible light is filtered
out, creating images with bright markers on a black background, which are then easily
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segmented and localized using a threshold. The identified point locations are then processed
to determine the pose of the markers relative to the tracker. As previously mentioned, we
used a NDI Polaris Spectra OTS which is based on IR cameras and used with infraredreflective passive spheres attached to coordinate or dynamic reference frames (DRF).
1.6.2.3

Visible Tracking Systems

Tracking systems using visible light have the advantage of being relatively simple and
cheap to implement, such as using ArUco libraries with a webcam. However, they have
the disadvantage that the markers must be designed such that the tracking algorithm can
segment them quickly and easily. Once segmented, they are then processed to determine the
pose and translation matrix. ArUco is an open source library for camera pose estimation
which uses square, printable markers.

1.6.3

Electromagnetic Tracking Systems (EMTS)

Electromagnetic trackers work in part on the principle of Faraday’s law, by inducing a
current in a loop of wire which is moved within a magnetic field. Three orthogonal loops
are used to determine the position of a sensor relative to the known magnetic field. This
allows non-line-of-sight tracking since the magnetic field is not blocked by the human body.
However, the sensor position is sensitive to distortion of the magnetic field, such as from
nearby electronic equipment or ferromagnetic material. Another advantage of EMTS, is
that sensors can be made small enough to insert into the body which allows the actual tip
location of a tool to be tracked unlike optical trackers which by necessity must remain in
line of sight. We used the NDI Aurora EMTS with a flat-bed field generator and a 6-DOF
pointer for our experiments.

1.6.4

Integration of Real-time Imaging and Tracking

Using a tracking system to track a video camera or other imaging device allows real-time
imaging of the surgical scene along with knowledge of where the camera is in relation
to the tracking system. This integration requires calibrating the camera to the tracking
system. However, it enables the generation of an augmented reality environment to display
information which is not directly visible or available to a user.
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Registration
Need for registration in IGI

Registration provides the ability to relate information in a reference image to information
present in a target image. Accurate registration is fundamental to achieving high accuracy
in image-guided surgery [19]. A poor registration which is believed to be accurate is
a potentially dangerous situation as the surgeon could unintentionally cause damage by
manipulating, attempting to access, or delivery therapy to incorrect anatomical features.
Thus, understanding and being able to accurately determine the trueness and accuracy of
a registration is critical.

1.7.2

Pre- to Intra-operative Registration

The reference image for IGI is the pre-operative image, while the target is the patient.
These two images or set of images provide the source for the landmarks or surfaces often
used for registration. Correspondences between the images can be found manually or automatically with a segmentation or feature extraction algorithm. There are two categories
of registration: rigid and non-rigid, which will be described in more detail.
1.7.2.1

Surface vs. Landmark/Feature-based Registration

There are many different methods which have been developed to take advantage of different
information present within an image. Two primary methods are using landmarks or using
the entire surface visible within an image. Landmarks are obtained from obvious anatomical
structures or fiducial markers placed on the region of interest. Surfaces are obtained by
segmenting the anatomy in images [49].
Landmarks from two imaging sources can be be mapped together using paired points
which finds an optimal transformation which minimizes the error between the two sets of
points. While there are several methods of registering surfaces together [1], one popular
method is iterative closest point [4].
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Rigid Registration

Rigid registration only accounts for 6 degrees of freedom: rotation (α, β, γ) and translation
(x,y,z ). This is appropriate for solid objects, but is limited when applied to deformable
shapes. Figure 1.5 shows an example of rigid registration, where the moving points (blue)
are matched to the model points (black) and rotated and translated to a best fit (green).
Some examples of research using registration for medical imaging are in [38], where they

Figure 1.5: Representation of rigid registration, black points are the model, blue points are
the moving points, and green are the registered points.
reviewed methods of rigid registration for 3D CT or MRI to 2D x-ray projections. Additionally, Su et al. developed a registration of 3D CT images onto real-time stereoscopic
images which was based on a modified version of iterative closest point (ICP) [55]. These
along with other methods rely on general underlying techniques which are outlined next.
1.7.2.2.1

Procrustes Analysis Orthogonal Procrustes analysis is a technique to de-

termine the optimal rotation (R) and translation (t) which maps object A to B such that:
B = RA + t.
If A and B are two N x K matrices representing N points and K dimensions (x, y, and z ),
we can subtract the mean of all the points so that it is translated to the origin and redefine
the matrices as A0 and B 0 . The rotation matrix R is found using by minimizes the error
of mapping A to B following a least-squares approach and singular value decomposition
(SVD). We can take the SVD of the matrices combined using:
S = A0 W B 0T ,
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where W is a diagonal matrix of any weights, but is generally assumed to be equal to the
identity matrix, I. The SVD is computed using S = U ΣV T and then R and t is found as
R = V UT

(1.10)

t = B 0 − RA0

(1.11)

which is the desired rotation matrix and associated translation vector.
1.7.2.2.2

Least-Squares Minimization Applying least squares to registration min-

imizes the distance between a measured data set (X ) and true model values (Y ) by minimizing the sum of squared residuals or difference between the true value and the measured
P
value. This is written as s = ni=1 ri2 , where r is residual model, n is number of values,
and s is resulting sum.
For Procrustes analysis, the residual model is Rxi + t − yi where x are the measured
points and y are model points. The formulation is given by equation 1.12 which finds
matrix R, which maps X to Y.
N
1 X
F RE =
|Rxi + t − yi |2
N
2

(1.12)

i=1

This residual error is referred to as the fiducial registration error (FRE) following [20, 28],
since it measures the amount of error remaining between the points used for registration
between the model and observed points.
1.7.2.2.3

Iterative Closest Point

The iterative closest point (ICP) (devleoped by

Besl and McKay [4]) technique does not assume anything about the correspondences apriori. Instead as its name suggests, it iteratively assigns a set of correspondences using the
closest points and finds the transformation using least squares between the sets. If the
error associated with the transformation is too large, it repeats until it reaches a local
minimum using the newest set of closest points. The disadvantage of ICP is that the pose
between the two sets of points must be relatively similar or it will fail to converge to the
appropriate solution.
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Non-rigid registration

Non-rigid registration takes into account local deformation in addition to rotation and
translation. While kidneys are relatively rigid, they consist of soft tissue that could undergo
deformation. As such, rigid registration may not correctly predict the location of targets
within the kidney. Researchers have developed methods for non-rigid registration which
use Gaussian Mixture Models (GMM), B-Splines, thin plate splines (TPS), finite element
models (FEM), and bio-mechanical models ( [32, 45]). Zhang et al. [62] developed an
automatic deformable registration model which uses ICP for an initial coarse registration
followed by coherent point drift (CPD) [46] for a fine deformable registration and applied
it to laparoscopic partial nephrectomy. Soitras et al. [54] published a survey of research on
deformable image registration which covers a broad range of approaches.
1.7.2.4

Intra-operative Re-registration and Updating

During the course of a procedure, it is possible that an individual component of the navigation system may need to be re-registered and the transformation updated. This necessitates
an intra-operative registration which ideally would be performed with as little disturbance
to the surgical procedure as possible. Updating the transformation also provides a method
to account for motion or shifting of soft tissue at a global level.

1.8

Visualization and Navigation

There are several methods of displaying the pre- and intra-operative images and information
derived from them. This could range from a pure virtual reality to some combination of
augmenting the physical reality with the information. The range of combinations between
the real environment and virtual reality creates a “spectrum” which is referred to as mixed
reality [43]. A review of augmented reality and virtual reality system for renal interventions
is provided by Detmer et al. [13]. For this work, we use virtual reality as displayed on an
LCD Monitor along with augmented reality on the same monitor.
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Virtual Reality

Virtual reality (VR) consists of an artificial 3D environment, in which a completely computer generated scene is displayed to the user usually via a head-mounted display, which
allows users to interact with virtual objects within the environment. The advantage of such
a system is that all objects within a scene can be placed in precisely the correct position
relative to each other. The disadvantage is that there is no relation between objects in the
physical world and the virtual world.

1.8.2

Augmented Reality

Augmented reality (AR) combines the real environment with virtual elements [56]. The
information can be displayed via a pass through head-mounted display, a reprojection
display, or a standalone LCD screen for example. Virtual elements superimposed on a
real-image creates a 2D environment which limits a user from interacting with objects
in the environment directly. For example, the user’s perspective of a virtual object is
constrained to their physical perspective, therefore, the users must change their physical
perspective to achieve a desired perspective of the virtual object.

1.9

Image-guided Intervention Systems Featuring Augmented
Video Views

Figure 1.6 is a diagram of the components of an IGI system augmented with a camera
and the associated transformations between the components. The system makes use of
pre-operative images obtained using CT or MRI which are registered to the patient’s body
or ‘physical’ space using surface features or other method. The tracked tool represents any
tools that could be used during a procedure and would need to be calibrated. The patient
must be registered to the tracker along with a tracked camera to localize features in a
common coordinate system. Each component has its own coordinate system as indicated
by the short, thick arrows and Tab represents a coordinate transformation from system ‘a’
to system ‘b’ and the associated long, skinny arrow indicates the direction of the transformation. Each component contributes to the overall uncertainty of the system. As modeled
here, this thesis focuses on a pre-procedural, model-enhanced, video-based image-guided
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Figure 1.6: Diagram of an image-guided intervention system based on an optical tracker
showing components and transformations. Each Tab represents a transformation matrix
between the associated component coordinate systems. The ‘Physical’ image is of a 3D
printed kidney which represents the patient’s kidney. The ‘Pre-op Image/Model/Virtual is
an MRI with the kidney segmented and overlaid. The other components are representations
of various components needed for an image-guidance system using and external tracker.

renal navigation system and the associated uncertainty of its various components and its
overall navigation uncertainty from a simulation and experimental perspective.

1.10

Verification and Validation

1.10.1

Uncertainty Sources

Before discussing uncertainty sources, it is important to discuss the measurement of accuracy. Accuracy is defined in ISO 5725-2:2019 [27] as including “trueness” and “precision”, where “trueness” is closeness to the true reference value and precision is closeness
of agreement between repeated measurements. Thus, the system is “accurate” if repeated
measurements are both near the true value and close to one another.
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In addition to the sources of uncertainty discussed previously, there are other sources of
uncertainty. One source is from tracking systems. Optical trackers have smaller localization
errors compared to magnetic trackers [31, 57] which can suffer from unknown EM field
distortions. Northern Digital Inc. reports the accuracy performance as 0.25 mm RMS
with a 95% CI of 0.5 mm for the Polaris Spectra OTS and 0.8 mm RMS with a 95%
CI of 1.2 mm using a 6DOF sensor for the Aurora EMTS. Elfring, de la Fuente, and
Radermacher [16] reported trueness values for the Polaris Spectra at 0.170± 0.09 mm and
a separate review of electromagnetic systems found that EM trackers average accuracy was
1.0-mm, though they noted that it is not meaningful to compare accuracy and precision
measurements obtained using different methodologies [22]. This research gives a reference
baseline accuracy of tracking systems and how much uncertainty they contribute to an
image guided system. However, this does not account for uncertainty from imaging and
registration errors.
1.10.1.1

Optical Tracker Uncertainty

A source of uncertainty for optical trackers is distance, which increases as depth increases.
We can use Equation 1.9 and solve for the error in depth which gives:
|∂z| = |

−z 2
∂d|
fb

(1.13)

which shows that as z increases, the uncertainty increases quadratically. Other sources of
uncertainty from the tracker include the localization of markers and computing the pose
of tracked DRFs.
1.10.1.2

Registration Error and Uncertainty

Since registration is a major source of uncertainty, there has been extensive research into
calculating the uncertainty from registration. There is uncertainty in choosing fiducials
such that fiducials in physical space exactly match fiducials in virtual space or fiducial localization error (FLE), which appears when registering the two spaces together. Fitzpatrick
et al. introduced the concept of target registration error (TRE)
T RE(q) = |Rp + t − q|,

(1.14)
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where R, t are rotation and translation, p is moving point and q is target point and TRE
quantifies the uncertainty between targets and images [28]. Fitzpatrick later showed that
FRE (Eq. 1.12), or the error between points used for registration, is uncorrelated with
TRE [20] while Shamir and Joskowicz showed that in the worst case the FRE and TRE
are independent [50]. Ma et al. studied the effects of different types of noise on TRE and
how to predict it [36]. Danilchenko and Fitzpatrick provided a method for cross-variance
of FRE and TRE [11]. Bauer et al. extended this to calculating error for a n-ocular
system [2]. This research provides the basis for understanding uncertainty, specifically
from registration, but does not address other parts of the system or provide methods for
how to reduce uncertainty.

1.10.2

Uncertainty Propagation

Another piece to understanding uncertainty is propagating the uncertainty in a real-time
manner. Simpson et al. studied visualization of uncertainty for navigation using a Kalman
filter to calculate the uncertainty and update it in real-time. They also determined there
were some key points to consider when displaying uncertainty such as: display uncertainty
in a manner user is used to, give surgeons sufficient information about continuing with
surgery, and do not obstruct any important features in view [52]. Davis, Clarkson, and
Rolland developed a method to predict the accuracy of a probe [12]. Gibson et al. developed a statistical power calculation for registration uncertainty to be able to assess
whether a registration algorithm has sufficient accuracy [23]. This provides a tool to evaluate registration techniques, but does not address system uncertainty. West and Maurer
developed methods for designing optically tracked instruments and described some of the
factors that affect the associated error [61]. They focused on how the configuration of fiducial markers affected the tip position uncertainty. This work provides insight into how a
single system component effects the total uncertainty. Simpson et al. developed a method
to propagate the uncertainty from registration, calibration, and tracking in real-time [53].
Furthermore, they noted that the next step was to analyze the uncertainty and determine
greatest contributors to uncertainty. This research will attempt to fill in some of those
gaps.
Although the above research addresses some contributors to the system uncertainty, it
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does not take into account other sources of uncertainty such as from intra-operative imaging
and how it affects the overall uncertainty. Additionally, while the amount of acceptable
uncertainty depends upon the application, if the user understands what the uncertainty
limits are and how and where uncertainty can be reduced, they will be able to better
mitigate risks for a particular procedure.

1.10.3

Simulation-based Uncertainty Propagation

Simulating the propagation of uncertainty through a navigation system provides insights
into what the best configuration is and how different parameters affect the end results.
West and Maurer used simulation to find the best configuration of fiducial markers best
suited to optimally reduce the error for tracked instruments [61]. The general premise of
our simulation procedure is to add noise from a representative database or distribution to
a realistic parameter. The noisy data values are then propagated through the navigation
system model and the resultant error calculated. Additionally, simulation tools are useful
because they allow many different combinations of parameters with their associated error
distribution to be quickly evaluated and from which a small subset can chosen to be tested
experimentally to validate the model.

1.10.4

In Vitro / Ex Vivo Experiment-based Uncertainty Analysis

In vitro or ex vivo experiments can also be performed multiple times to obtain statistics
about the uncertainty. Some of these experiments are informed by the results of the simulations. These experiments involve using phantoms along with tracking systems and optical
video camera to make measurements at an individual component level and as a whole combined system. The limitation of these results is from the fact they are not performed in
a clinical setting. There may also be other contributing factors or limitations present in a
clinical scene which are not captured from performing experiments in a laboratory setting.
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Understanding Uncertainty in IGI: Challenges and Related Research

A major disadvantage of minimally invasive surgical procedures is the lack of tactile feel
and direct vision into the surgical field [15]. This can be mitigated by using pre- and
intra-operative imaging and tracking; however, the uncertainty must be calculated and
conveyed to the surgeon. There has been research done to address uncertainty sources, the
propagation of uncertainty through parts of a system, and showing the uncertainty to the
user. These studies are often purely modeling based, which while very valuable, does not
allow comparison of the model to actual data to verify the underlying model is sufficiently
representative of an actual system and it’s behavior.
There is room for improvement in areas such as understanding the entire system uncertainty, understanding the largest contributors to the uncertainty, and finding methods
to reduce the uncertainty. This thesis will explore these areas to contribute to the body of
knowledge related to image-guided renal interventions. Additionally, this thesis makes use
of experiments to inform and compare to modeling results.

1.11.1

Engineering accuracy and clinical need

While this research is conducted from a engineering perspective, it is intended to address a
clinical need for surgeons performing image-guided interventions. In this research, the need
is specifically addressed in terms of the achieved accuracy and associated uncertainty. In a
perfect scenario, a clinician would be able to achieve perfect accuracy while performing a
procedure on a patient. While this is not possible in practice, it is desirable to reduce the
uncertainty for a minimally invasive procedure to as small as possible. This would provides
higher confidence to clinicians as they perform the procedure and allow them to provide
high quality care and better outcomes for their patients as well as potentially allowing
them to perform procedures that they would not otherwise be able to (similar to being
able to remove kidney stones with image-guidance). However, there are some guidelines
which establish the minimum accuracy and uncertainty required for certain procedures.
Engineers prefer measuring against a defined requirement or specification; unfortunately
it is difficult to determine what an appropriate accuracy is for all intervention as there are
different requirements for different procedures. This is driven in part by factors such as
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the size of the target of interest and the characteristics of any complexities, such as small
vasculature. For instance, in brain cancer surgery it is desirable to only remove diseased
tissue while preserving as much of the healthy tissue as possible to preserve the brain
functions [5]. Significant care and guidance is also needed for procedures such as liver
resection to avoid damaging the multitude of blood vessels, which permeate the liver, thus
causing bleeding. Both of these procedures therefore require accurate knowledge of where
to resect. For example, a study on liver resections noted that the accuracy required for
an image guidance system was unknown, but found anecdotally from surgeons using their
system that an accuracy of 3 mm was required to ensure adequate margins [59]. Other
procedures, such as biopsies, may require less accuracy due to larger target sizes.
A study by Nakamoto et al. evaluated the accuracy of superimposing CT images onto
live endoscopic images specifically for partial nephrectomies. Their technique resulted in
TRE values in the range of 3-5 mm [47]. This was deemed to be too great an error to be safe
or reliable [25]. A study by Zhang et al. developed a deformable registration framework
also for partial nephectomies, which achieved a registration TRE of 1.28 ± 0.68 mm and
noted that this level of uncertainty met clinical needs [62]. This indicates that for partial
nephectomies or similar procedures a registration error of ≤ 2 mm is sufficient.
In a study involving endoscopic endonasal surgery, it was found that in 94% of cases
the authors were able to achieve a registration error of less than 2 mm. This was deemed
sufficient for the procedures being conducted and furthermore increased the safety for the
patient [17].
Similarly, all tissue removing procedures, such as removing kidney tumors or performing
kidney resections, require similar care. A standard margin for tumor resection is 5 mm [25].
This margin leads to a requirement to have maximum guidance uncertainty of less than
2.5 mm to keep within the margin, which is similar to the anecdotal requirement of 3 mm.
This sampling of studies indicates that for different procedures, surgeons may be able
to safely and successfully perform a image-guided procedure with greater error and uncertainty in a image-guided navigation system with current state of the art techniques.
However, as technology improves and is able to compensate for complexities and, thus,
reduce the overall uncertainty for image-guided procedures, there will be better outcomes
for patients and potentially enable more procedures. This drives the need to continue to
research and develop methods and techniques to inform surgeons about the uncertainty

CHAPTER 1. INTRODUCTION AND MOTIVATION

27

in an image-guided system and determine ways to reduce the uncertainty to ultimately
improve patient outcomes.

1.11.2

Thesis Statement and Research Premise

This thesis intends to further understanding of uncertainty propagation and uncertainty
reduction techniques using both simulation and experimental in vitro evaluation for minimally invasive, image-guided interventions applied to renal organs. Combining knowledge
gained from characterization, simulation, experimental evaluation, and novel techniques
will provide the surgeon with the necessary means to reduce the uncertainty associated
with the navigation of surgical instruments to specific targets to be treated, as well as
enhance their ability to conduct an intervention safely and effectively.

1.12

Research Objective and Envisioned Contributions

This work proposes to answer several key research questions related to the uncertainty
associated with image-guided navigation in the context of minimally invasive renal interventions. (1) Specifically, what is the uncertainty associated with each component
of a surgical tracking system? (2) What is the uncertainty associated with using intraoperative video imaging to acquire video views of the surgical scene, augmenting it with
pre-procedural models, and relying on the AR view for enhanced navigation? (3) How
does the uncertainty from the components of a surgical tracking and navigation system
propagate to overall navigation uncertainty and are there optimal configurations to reduce
the uncertainty? (4) What techniques/approaches could be developed to reduce uncertainty to optimize overall targeting uncertainty? (5) Lastly, what is the overall navigation
uncertainty using experimental protocols featuring both virtual and physical targets?
This thesis will aim to answer the above research questions by accomplishing the following objectives:
1. Characterize and verify standalone tracking system and navigation performance through
in vitro experiments and simulation.
2. Assess the augmentation of pre-procedural images and models with intra-operative
imaging achieved via a tracked camera/laparoscope and characterize the uncertainty
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associated with the AR navigation using in vitro / ex vivo experiments.
3. Conduct a simulation study of an image-guided navigation system that also features
camera augmentation to characterize the uncertainty of each component of the IGI
pipeline, as well as its propagation to the overall navigation / targeting uncertainty.
4. Design and conduct in vitro experiments that mimic a minimally invasive renal intervention with no direct visualization of the surgical field and assess the overall
image-guided navigation uncertainty using optimal and sub-optimal model to patient registration.
5. Manufacture a “soft” kidney mimicking phantom featuring internal targets and utilize it to conduct experiments aimed at assessing overall navigation accuracy by
comparing pre-procedural plans to post-procedural outcome.
Accomplishing these objective will provide answers to the posed questions and provide
new information about the propagation of uncertainty and ways to reduce it in the context
of image-guide renal interventions.

1.13

Thesis Summary and Organization

The remaining chapters of this document will layout the work accomplished.
Chapter 2 covers the experimental characterization and performance of surgical tracking
and localization systems, both optical and electromagnetic. This study allows us to
characterize the uncertainty associated with these popular tracking systems and provides knowledge of the uncertainty parameters needed for our subsequent simulation
studies.
Chapter 3 presents the work conducted to augment the IGI system with a tracked camera
to provide real-time imaging and characterize the uncertainty of the physical world,
the resulting augmented reality visualization / navigation platform. The camera was
instrumented with a tracking sensor, then calibrated to ensure proper alignment with
the real world imaged using the tracked camera and the virtual world represented
by the pre-procedural images and models. To ensure proper AR-guided navigation,
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we evaluated the uncertainty associated with the AR views by assessing the distance
between homologous camera imaged features and the projected features. We calibrated a camera with a tracking sensor, and used the camera images to augment the
navigation procedure. We then evaluated the uncertainty associated the projecting
features onto video images.
Chapter 4 describes the simulation of the entire IGI system with an optical based tracking and navigation system and the propagation of uncertainty through the system
including using augmented reality. The simulation makes use of the techniques and
parameters identified in the previous chapters and relies on Monte Carlo methods to
generate statistical results that describe the probability associated with achieving a
navigation uncertainty subject to the uncertainties of the various components of the
system.
Chapter 5 focuses on several validation studies using virtual phantoms, as well as physical, organ emulating, patient specific phantoms dedicated to assessing the overall
navigation uncertainty. We conducted experiments to assess the image-guided navigation uncertainty with sub-optimal and optimized registration using both virtual
and physical targets. We assessed overall navigation uncertainty for the physical
targets using post-operative verification imaging.
Chapter 6 summarizes the research question and work contributed to answer those questions and discusses possible areas to continue and further improve the state of the
art.
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Chapter 2

Characterization of Optical and
Electromagnetic Surgical Tracking
and Localization Systems in the
Context of Image-guided Renal
Interventions
The initial step in assessing the overall uncertainty of an image-guided navigation system is
to determine the performance of tracking systems and the uncertainty associated with each
component of the IGI system. Identifying the optimal performance parameters allows us
to develop a simulation model which more accurately reflects the real system. This chapter
introduces the measurement of uncertainty associated with the tracking system.
1

1

This chapter is adapted from: Jackson, Peter, et al. “Surgical Tracking, Registration, and Navigation

Characterization for Image-Guided Renal Interventions.” Proceedings of the Annual International Conference of the IEEE Engineering in Medicine and Biology Society, EMBS, vol. 2020-July, Institute of Electrical
and Electronics Engineers Inc., July 2020
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Introduction

As previously stated, minimally invasive therapy delivery via image-guided navigation and
surgical tracking is the preferred method to reduce trauma, risk of infection, and recovery
times, provided these approaches do not compromise the interventional outcome achieved
using traditional therapy [13, 15, 21]. However, image guidance increases procedure complexity and is often not used as standard of care due to the need for additional training,
clinicians experience, and the necessary tools [10].
There have been advancements dedicated to improving the accuracy of minimally invasive renal surgery. One method focuses on generating 3D patient-specific kidneys to allow
the surgeon to better plan the procedure and increase spatial awareness [9, 14, 20]. These
3D models also improve intra-operative guidance in addition to their pre-operative value.
Another advancement entails the use of computer-integrated therapy delivery platforms.
Although they integrate real-time intra-procedural imaging, they rely heavily on high quality diagnostic, pre-operative images that are registered to the patient during surgery, along
with models of the anatomy segmented from these images as elaborated in [18].
These techniques were shown to lead to fewer tumor resections with positive margins
and also fewer cases where the tumor was completely missed during surgery [3], mainly
thanks to the additional visualization and navigation information provided by registering
the diagnostic, pre-procedural images into the image-guided interventional scene. Patientspecific models can be further augmented with real-time endoscopic (video) imaging, intraoperative ultrasound (US) imaging, and real-time surgical instrument tracking using either
optical or electro-magnetic surgical localization systems, to provide sufficiently accurate
and intuitive visualization to access and manipulate the target tissues.
The overall targeting accuracy of the image guidance system is therefore highly dependent on the surgical tracking and registration accuracy [1,2]. Most image-guided navigation
technologies often face challenges related to registration. The quality of registration is limited by the intra-operative sampling of the anatomy [12], the type of registration (rigid vs.
non-rigid) used to align the patient’s intra-operative images (e.g. ultrasound, video etc.)
to the pre-operative images (e.g. CT or MRI), and the rigidity of the tissue.
Assessing the baseline tracking and registration accuracy that may be achieved with
a given surgical localization system (optical or electromagnetic) is critical to achieving a
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sufficiently accurate pre- to intra-operative registration for subsequent image-guided navigation [6,8,11,19]. Once the surgical tracking and registration limitations are characterized,
the overall targeting / navigation performance needs to be assessed, as this metric ultimately measures how accurately a user may be able to target a specific, desired location
using image-guided visualization and navigation. In order to render an image-guided navigation system adequate for a specific interventional task, the overall targeting accuracy
achieved under less invasive conditions, using image guidance, should be comparable to the
targeting accuracy achieved under traditional, invasive, direct visualization.
A study by Wiles et al. assessed the spatial accuracy by using a machine to move a
single LED and a rigid body reference frame in a grid of positions throughout the volume
of the Polaris system [19]. This allows the characterization of the Polaris system using
multiple statistics including RMS. The rigid body measurement is more meaningful and
relevant to our study, as it characterizes the accuracy of localizing a rigid body in space.
A study by Elfring et al. [4] assessed the localization accuracy for several optical systems where they performed several measurements of accuracy such as: the stability of
the tracking system over time, location of a marker within the tracked volume, and the
clinical accuracy. They estimated the clinical accuracy as the error in a tool caused by
an inaccurately determined marker and as the total error between a tool and reference
frame. Their study is focused on uncertainty caused only by the tracking system and the
tool configuration and what the expected accuracy of the tool would be while being used.
Thus, this study does not address further sources of uncertainty, such as tool calibration
or registration.

2.2

Methodology

In this work we conducted several surgical tracking, registration, and image-guided navigation experiments using two popular surgical localization technologies – the NDI Polaris
Spectra optical tracking system (OTS) and the NDI Aurora electromagnetic tracking system (EMTS) – to study and characterize tracking, registration, and navigation accuracy
in the context of image-guided renal navigation intervention.
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Materials and Instrumentation

All image-guided navigation experiments were conducted using the 3D Slicer IGT platform
[5,17]. We conducted several experiments using both a custom-developed calibration device
of known geometry, as well as a patient-specific 3D printed model of a kidney generated
from a MR image. The calibration device consisted of a rectangular tile featuring 30 3-mm
dia. hemispherical landmarks distributed in a non-symmetric pattern.
To emulate image guidance tasks in a realistic anatomical environment, we segmented
the kidney from a patient-specific MR scan, which was used to 3D print a life-size physical
replica of the kidney (Figure 2.1). Prior to printing the model, we further “instrumented”
the virtual kidney model with sixteen (16) 3-mm dia. hemispherical divots as fiducial landmarks, which were used to register the virtual model to its physical counterpart (calculate
fiducial registration error (FRE), and to assess the registration accuracy according to the
target registration error (TRE) [7, 16]. In addition to these 16 registration landmarks, we
also “instrumented” the virtual kidney model with ten (10) 1-mm dia. landmarks used to
emulate “surgical targets” to be accessed during image-guided navigation.

Figure 2.1: (From left to right) Patient-specific abdominal MRI image showing the kidney;
virtual model of segmented kidney featuring 16 3-mm dia. fiducial markers; 3D printed
kidney phantom; calibration phantom featuring 30 3-mm dia. Fiducial markers; physical
and virtual image-guided navigation scene using both calibration and 3D printed kidney
phantom.
We used two tracking systems – the NDI Polaris spectra OTS and the NDI Aurora
EMTS — each with a tracked pointer instrumented with a 3D printed 3-mm dia. spherical
tip that mates perfectly with the 3-mm dia. hemispherical landmarks on the calibration
device and 3D printed kidney model.
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Surgical Tracking and Registration Accuracy Assessment

To study tracking accuracy, we first assessed the fiducial localization error (FLE) using
each tracking system. Following pointer tip and spin calibration, data was collected over
a 5 second duration, leading to roughly 100 samples being acquired at various landmarks
of the calibration device. FLE was assessed based on the overall RMS distance from each
sample to the centroid of the sampled point cloud.
To assess registration performance, we used four (4) non-symmetrically distributed
fiducial landmarks to register the calibration device and six (6) fiducial landmarks to register the 3D printed kidney model to their virtual models, respectively. We repeated each
registration process three times using three different sets of fiducials and both surgical
tracking systems. We computed the residual fiducial registration error (FRE) as the RMS
error computed across the four (4) registration fiducials (for the calibration device) and
six (6) registration fiducials (for the 3D printed kidney phantom) after registration. We
then assessed the target registration error (TRE) as the RMS error computed across all
remaining landmarks not employed for registration.
To assess the stability of the registration to uncertainties in fiducial localization error,
we also conducted a study in which we used randomly selected subsets consisting of 1, 2,
5, 10, 20, 40, 60, 80, and 100 samples of each registration fiducial instead of one single
time point sample to perform the registration, and then assessed the FRE and TRE mean
and variance as a function of the number of samples utilized to discretize each registration
fiducial.

2.2.3

Image-guided Navigation and Overall Targeting Accuracy Assessment

To assess the overall targeting and image-guided navigation accuracy, we conducted three
sets of experiments in which users were asked to navigate a tracked pointer to randomly
indicated surgical targets on the 3D printed kidney phantom using one of three visualization
and navigation scenarios: direct vision (used as accuracy baseline / control), image-guided
navigation using the Polaris OTS, and image-guided navigation using the Aurora EMTS,
with the last two having no visual access to the real scene. Overall navigation / targeting
accuracy was assessed as the RMS distance error between the tip of the tracked pointer
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and true target fiducial location computed across all ten (10) target fiducials.

2.3

Results

A stylus tip pivot and spin calibration was first performed and yielded a 0.007 mm RMS
error using the Polaris OTS and a 0.01 mm RMS error using the Aurora EMTS. The FLE
was assessed based on 5 second quasi-static measurements at 20 Hz (i.e., 100 samples)
recorded across all 30 fiducial markers of the calibration device. The overall FLE RMS
error was 0.05 mm and 0.12 mm for the OTS and EMTS, respectively. For the calibration
phantom, the overall residual RMS FRE estimated at the registration fiducials was 0.34
mm using the OTS and 0.36 mm using the EMTS, while the overall TRE estimated at the
remaining 26 fiducial markers was 0.53 mm using the OTS and 0.93 mm using the EMTS.
Table 2.1: Tracking and registration characterization values for FLE, FRE, and TRE (mm)
for the calibration and 3D printed kidney phantoms using the Polaris OTS
FLE (mm): 0.05
Registration
Fiducial Set

Calibration

Kidney

FRE (mm)

TRE (mm)

FRE (mm)

TRE (mm)

Fiducial Set # 1

0.23

0.70

0.79

0.64

Fiducial Set # 2

0.46

0.38

0.73

0.84

Fiducial Set # 3

0.28

0.46

0.56

0.85

Overall

0.34

0.53

0.70

0.78

For the kidney phantom, the RMS FRE (estimated over three different sets of six
(6) registration fiducials) and the TRE (estimated over three different sets of 10 nonregistration fiducials) was 0.70 mm and 0.78 mm, respectively, using the Polaris OTS, and
0.78 mm and 0.93 mm, respectively, using the Aurora EMTS. The results are summarized
in Tables 2.1 and 2.2.
Figures 2.2 and 2.3 shows slight improvement in FRE mean and lower FRE variance
with increasing number of samples, however, there is not sufficient evidence to justify slower
motion of the tracked stylus. The larger FRE and TRE values suggest that the accuracy
of the EMTS is slightly lower than that of the OTS as previous shown.
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Table 2.2: Tracking and registration characterization values for FLE, FRE, and TRE (mm)
for the calibration and 3D printed kidney phantoms using the Aurora EMTS
FLE (mm): 0.12
Registration

Calibration

Fiducial Set

Kidney

FRE (mm)

TRE (mm)

FRE (mm)

TRE (mm)

Fiducial Set # 1

0.40

1.16

0.87

0.83

Fiducial Set # 2

0.32

0.87

0.94

1.04

Fiducial Set # 3

0.36

0.69

0.45

0.89

Overall

0.36

0.93

0.78

0.93
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Figure 2.2: Mean and Standard Deviation of the FRE and TRE as a function of the number
of samples used to calculate mean fiducial location using the Polaris OTS.
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Aurora EMTS
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Figure 2.3: Mean and Standard Deviation of the FRE and TRE as a function of the number
of samples used to calculate mean fiducial location using the Aurora EMTS.
Lastly, Figure 2.4 shows the overall navigation and targeting accuracy achieved under direct vision navigation (baseline control), OTS-based navigation, and EMTS-based
navigation at each target location. This indicates that for difficult to reach targets (e.g.,
location 10), image-guided navigation can assist a user in reaching the target, thus reducing
the error.
Table 2.3 summarizes the overall navigation error in the two systems. These results
show that the overall RMS targeting error for each system was similar for using navigation
versus direct vision, but that the EMTS has slightly larger errors, as previously shown.
Table 2.3: Navigation errors (mm) for the Polaris OTS and Aurora EMTS
Navigation Accuracy (RMS)
Image-guided Navigation

Direct Vision Navigation

OTS

0.63

0.68

EMTS

0.89

1.06
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Comparison of Polaris OTS and Aurora EMTS Navigation Uncertainty

Avg. Distance (mm)

Polaris OTS Navigation Error
2.00
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Figure 2.4: Navigation error (Mean and Standard Deviation) achieved using the Polaris
OTS and Aurora EMTS across ten (10) targets on a 3D printed patient-specific kidney
model.

2.4

Discussion

As part of our ongoing efforts to develop an image-guided navigation and visualization
platform for minimally invasive renal access interventions, we describe a study focused on
characterizing surgical tracking, registration, and image-guided navigation accuracy using
both optical and electromagnetic tracking in the context of a minimally invasive imageguided renal intervention procedure conducted in vitro using a 3D printed patient-specific
kidney phantom.
These experiments helped us establish tracking accuracy and precision baseline metrics
for the NDI Polaris Spectra OTS and the NDI Aurora EMTS using both a calibration
phantom, as well as laboratory-based registration performance metrics using a 3D printed
kidney phantom.
While the accuracy measurements from [19] are not directly comparable to our results,
since they used a different methodology, it is instructive to note that their average RMS
was reported as 0.291 mm. This agrees well with our results since our methodology took
tool calibration into account, while their methodology did not. Additionally, it is noted
by both [19] and [4] that error increases with increasing the distance between a reference
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frame origin and the tool tip (i.e.the longer a tool, the larger the tool tip tracking error).
The slightly higher FRE and TRE values reported using the kidney phantom are associated with potential uncertainties arising when sampling the fiducial markers on the
surface of the 3D printed kidney phantom impacted by the inherent uncertainty due to
3D printer resolution and surface roughness. Hence, similar differences would be noted
in an in vivo application, where the pre-operative model of the kidney extracted from a
pre-procedural scan would not perfectly match the intra-operative kidney anatomy, hence
leading to some initial baseline registration uncertainty.
These results suggest that both surgical navigation systems have the potential to provide similar and sufficiently accurate registration results on the order of 0.78 mm RMS TRE
using the OTS and 0.93 mm RMS TRE using the EMTS. Moreover, the image-guided navigation experiments in the kidney phantom also suggest that both tracking systems enable
comparable targeting accuracy using image-guided navigation vs. direct vision navigation:
0.63 mm vs. 0.68 mm, respectively, using the OTS and 0.89 mm vs. 1.06 mm, respectively,
using the EMTS.
The conducted experiments provide a characterization for the OTS and EMTS for a
specific environment and configuration. To better explore the breadth of environments, we
developed a simulation tool which allowed us to vary parameters, which is presented in the
next chapter.
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Chapter 3

Optical Camera Tracking,
Calibration, and Video
Augmentation with Pre-procedural
Anatomical Information for
Image-guided Renal Navigation
Applications
This chapter introduces the use of an optical camera, usually a laparoscope, to provide intraoperative imaging of the surgical scene and to augment pre-procedural images or anatomical models with real-time visualization. As discussed in Chap 1.1, image-guided navigation
based only on pre-operative anatomical information is prone to error. Additionally, the
presence of obstacles can be identified using real-time intra-operative imaging. Specifically,
this chapter presents a method to spatially calibrate a camera instrumented with a tracking
sensor, augment the real-time video view of the camera with the pre-procedural image /
model information, and assess the uncertainty associated with camera-based feature local-
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ization and feature projection onto the tracked video images.
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1

Introduction

Minimally invasive image-guided renal interventions rely on either ultrasound or laparoscopic visualization of the surgical scene as a surrogate for direct vision. However, laparoscopic video provides only organ surface information, with no underlying anatomy.
Such information is usually available from pre-operative images or anatomical models derived from computed tomography (CT) or magnetic resonance imaging (MRI), or intraoperative imaging modalities, such as ultrasound (US) or X-ray imaging. This information
can be used to further enhance laparoscopic visualization during image-guided interventions [1, 6, 11, 14].
The pre-operative images or models derived from these images can be directly overlaid
onto the laparoscopic images in the form of augmented reality (AR) scene to provide
additional information, such as subsurface vasculature or internal surgical target location [3,
15]. However, to generate a spatially correct AR environment representative of the surgical
scene, the pre-operative images, virtual representations of tracked surgical instruments, and
real-time, intra-operative video images need to be correctly registered to display the “real”
and “virtual” surgical scene from the same perspective.
External tracking systems (e.g. NDI Polaris Spectra optical tracking system (OTS)
and others) provide position and orientation of tracked dynamic reference frames (DRFs).
A DRF can be rigidly attached to a camera and then tracked to determine its pose and
position in space relative to the tracker. The images from the camera can then be overlaid
with pre-procedural anatomical models to generate an augmented reality view. However,
the generation of such overlays requires accurate calibration between the camera optical
axis and the DRF. This calibration is referred to as a hand-eye calibration [5], which is not
as straightforward to perform in a surgical environment, due to sterile and time constraints.
There have been several methods and techniques proposed in the literature to perform
1

This chapter is adapted from: Jackson, Peter, et al. “Integrating Real-Time Video View with Pre-

Operative Models for Image-Guided Renal Navigation: An in Vitro Evaluation Study.” Proceedings of
the Annual International Conference of the IEEE Engineering in Medicine and Biology Society, EMBS,
Institute of Electrical and Electronics Engineers Inc., 2021
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the hand-eye calibration [8,10,13,16] with the simplest method using a Procrustes analysis
of paired-points in the image and reference frames. Some techniques to obtain the pairedpoints rely on using a tracked checkerboard to provide the 3D coordinates of the corners,
which are also automatically identified in the camera image [1, 18]. Another technique
to obtain point pairs is rotating a camera around a fixed point [16]. Once several poses
featuring a set of landmarks and corresponding coordinates in 3D space and 2D image
space are identified, the calibration transformation is solved for using some form of the
Perspective-n-Point (PnP) problem or other formulation [2]. Morgan et al.

used an

optically tracked stylus with a calibrated tool-tip to obtain the coordinates of the tool-tip
in 3D space and image space from several poses; these homologous coordinates were then
used to solve for the camera calibration [12].
We present a hand-eye calibration method for a renal access multi-modal imaging guidance platform. We propose a method similar to that described by Morgan et al. [12], but
instead of using the coordinates of the tip of the tracked stylus in both 3D world and image
space to determine the calibration transformation, we rely directly on the built-in reflective
markers on the stylus. This approach eliminates any uncertainty associated with the tool
tip calibration, as well as any uncertainty associated with the pre-defined geometry of a
checkerboard pattern and its tracking using an attached DRF. We assess the calibration
accuracy in terms of the 2D error between the projected landmarks from the 3D world
space onto the 2D image space for both a Polaris stylus and a 3D printed patient-specific
kidney phantom. Additionally, we assess the 3D error between the corresponding landmarks. Finally, we demonstrate the generation of both real video views and virtual views
for the surgical scene from the same view perspective, along with a corresponding overlay.

3.2
3.2.1

Methodology
Instrumentation and Apparatus

We used a Logitech C910 webcam as our imaging device; the camera has a maximum
resolution of 5 MP, but was used at 1.3 MP for a faster frame rate. The camera was
instrumented with a DRF to be tracked with a NDI Polaris Spectra OTS. To simulate a
renal intervention scene, we used the 3D printed patient-specific kidney phantom developed
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as discussed previously in 2.2.1.
The OTS was positioned such that its optimal tracking volume covered the working
volume around the 3D printed kidney phantom. The phantom, tracked stylus, and the
tracked camera were positioned such that the OTS could unobstructively “see” each component, while allowing the camera to “see” the tracked stylus and phantom. In addition,
we also ensured the camera remained within the OTS field of view while being manipulated
to acquire video images of the phantom from various distances and viewing angles.

3.2.2

Hand-eye Camera Calibration Procedure

The transformation relationships between the respective coordinate frames of the components of a IGI system augmented with a tracked camera are shown in Fig. 3.1, where Tab
is a 4x4 rotation and translation matrix that describes the transformation from coordinate
T racker and T T racker , are given
space a to b. The transformations labeled in Fig. 3.1 as TDRF
T ool

Figure 3.1: Diagram representation for a fully calibrated system to project points that
enables the projection of landmarks from the 3D world onto a 2D camera image. Each T
represents a transformation matrix between the specified coordinate systems.
ool is determined as a result of a pivot calibration of the tracked pointer,
by the OTS. TTTip

which is later used to register the 3D kidney phantom from the 3D world to its virtual
Camera is the unknown hand-eye calibration
counterpart using the tracking system [19]. TDRF

transformation matrix, while K is the camera intrinsic matrix which governs the perspective transformation of 3D camera space coordinates into 2D image space coordinates.
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Assuming a pinhole camera model, the hand-eye calibration can be formulated as,
Camera
XImage = KTW
orld XW orld ,

(3.1)

where XImage and XW orld are the homogeneous 2D coordinates in the image and 3D
Camera is a generic transformation that maps
coordinates in world space, respectively. TW
orld

world points to 3D camera space and can be solved for using PnP algorithms, which requires
a set of n corresponding landmarks in both the 3D world and 2D image.
To obtain a set of corresponding landmarks, while maintaining a simple hand-eye calibration solution, we used the retro-reflective markers on the tracked stylus and transformed
them into the coordinate system of the DRF attached to the camera. This mapping was
accomplished using Equation 3.2:
T racker −1 T racker
XDRF = (TDRF
) TStylus XStylus ,

(3.2)

where XStylus and XDRF represent the coordinates of the stylus markers in the 3D stylus
coordinate system and the 3D DRF coordinate system attached to the camera, respectively.
The coordinates of the stylus markers in image space were obtained by capturing an image
of the stylus and manually identifying the center of the visible marker in the image, which
served as the ground truth for our subsequent error analysis. The images were captured
simultaneously with the 3D coordinates captured by the tracker. Each image, or pose,
provides a set of 4 corresponding landmarks, one for each marker. We captured a total of
18 poses across the image viewing plane to use for calibration. The camera was calibrated
using Zhang’s [20] method as implemented in OpenCV to solve for the intrinsic camera
parameter transformation, K.
These point-pairs, which consist of the 3D coordinates of the stylus markers transformed
into the camera DRF space and their 2D coordinates in image space, allowed us to rewrite
Equation 3.1 as follows:
Camera
XImage = KTDRF
XDRF ,

(3.3)

Camera , using OpenCV SolvePNP.
which we then solve for the calibration matrix, TDRF

We also computed the calibration using an implementation of the algorithm described
in [2] as a comparison to the OpenCV algorithm. The method proposed a solution to
determine the registration between homologous points and lines using an Iterative Closest
Point model, which minimizes the distance between 3D points and lines.
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Once the calibration matrix is determined, a known point in the OTS space can be
projected onto the image plane via
Camera
T racker −1
XImage = KTDRF
(TDRF
) XT racker ,

(3.4)

where XT racker represents the point’s coordinates in 3D OTS space and XImage represents
a point’s homogeneous coordinate in 2D image space. Fig. 3.2 shows an example of the
stylus with the coordinates of the markers in 3D space projected onto the camera image.

Figure 3.2: Image showing a pose of the stylus featuring 4 markers (left panel) and their
corresponding 3D coordinates projected onto the camera image (right panel), indicated by
the arrows.

3.2.3

Calibration Validation with Stylus

Following hand-eye calibration, we collected an independent test set consisting of 39 poses
to assess calibration uncertainty and analyze the errors. We positioned the stylus at multiple locations on a plane parallel to the image plane, and repeated the measurements at
increasing distances. The stylus markers were transformed from their 3D world coordinate
system into the 2D camera image coordinate system using Eq. 3.4. The calibration error
was estimated in image space as the pixel distance between the manually identified and
projected marker locations. We also calculated the calibration error in 3D space in terms
of the distance between the 3D world coordinates of a point transformed into camera space
and a line that connects the origin (i.e., camera) and the point in image space, which would
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ideally intersect the marker in 3D space. As such, if the hand-eye calibration is correct,
and in the absence of noise, the distance between the 3D marker and this line should be
zero. The distance is calculated using Equation 3.5:
d=

| (q − p) × (p − r) |
,
|q − p|

(3.5)

where p is the camera origin, q is the point on the image plane, and r is the point in 3D
space. The methods to assess 2D pixel error in image space and 3D mm error in 3D space
are schematically illustrated in Fig. 3.3

Figure 3.3: The location of ground truth, image, and world points relative to the image
plane and the associated error for the 2D and 3D cases. Points on the image plane have
(x, y) coordinates with units in pixels or mm, while the world point has (x, y, z) coordinates
with units in mm.

3.2.4

Calibration Validation with Phantom

To assess the calibration error in the context of the desired image-guided renal navigation
procedure, we conducted a validation study using the 3D printed patient-specific kidney
phantom. We registered the physical kidney phantom to its corresponding virtual model by
using a set of six (6) paired-point landmarks sampled with the optically tracked stylus. To
ensure a sufficiently accurate registration, we used the fiducial configuration that yielded
the best registration, as reported in our previous work [7], characterized by a RMS FRE
on the order of 0.57-mm.
Following registration, we acquired several poses of the kidney phantom and its associated fiducial markers from two viewing angles, with the camera located at two different
distances from the kidney: proximal (180 mm) and distal (290 mm). Similar to the stylus-
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based validation, we recorded the 3D landmarks projected onto the camera image of the
phantom, along with the landmark locations manually identified in the camera image.
We collected another data set using a 3D kidney phantom by placing the camera at
two distances and recording the locations of landmarks in 3D world space and 2D image
space three times for each of the two camera perspectives: anterior and posterior. This
experimental protocol yielded a total of 12 poses, each featuring 10 recorded landmarks.

Figure 3.4: Video view of the 3D printed kidney phantom showing a set of phantom
landmarks projected from 3D world space onto the 2D camera image (left panel) and a
close-up view of projected landmarks (circles) and actual landmarks (indicated by arrows
in the right panel)
Fig. 3.4 shows a view of the 3D printed kidney phantom along with a set of 3D landmarks projected onto the camera image. The points on the phantom are projected by first
registering the phantom to the OTS and then using this world registration transformation
along with the other transformations to map 3D world coordinates to 2D camera image
coordinates, as described by Equation 3.6:
Camera
T racker −1 T racker
XImage = KTDRF
(TDRF
) TP hantom XP hantom ,

(3.6)

where XP hantom represents the 3D coordinates of the landmarks on the phantom and
XImage represents homogeneous coordinates of landmarks in the image plane.

3.2.5

Augmented Reality Overlay

With a fully calibrated system, we can use Equation 3.6 to overlay the virtual model onto
the camera image. We used 3D Slicer [4] along with the IGT Extension [17] and PLUS [9]
to capture a view of the virtual model from the same perspective as the real camera view,
and either show these two views side by side or as a virtual on real view overlay. This
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allows the user to visually check the registration between the models and then use the
overlay image to improve navigation. As a verification step of the correctness of the image
overlay, we recorded the 2D image space coordinates of the stylus markers in 10 images
using manual identification, as well as the projection of the 3D coordinates of the markers
onto the image using Eq. 3.4 and the virtual camera in 3D Slicer. We then calculated the
RMS error between each projected set of coordinates and the manually identified locations.

3.3
3.3.1

Results
Calibration Transformation Assessment

We first studied the error associated with the calibration transformation matrix and its
convergence following the acquisition of several poses.
One way to visualize the stability of the calibration and verify that the calibration
transformation is not changing is to examine the sum of the squared difference between
the calculated transformation matrices as more features are added. Fig 3.5 indicates a
large difference at first, when using only two calibration poses; the sum of the squared
difference then drops sigficantly with the use of 4 or more calibration poses.

Camera transformation as a funcFigure 3.5: Sum-squared difference between calculated TDRF

tion of increasing number of poses used to determine the transformation. This shows the
estimated transforms converge rapidly to a stable value.
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In addition to assessing the convergence of the estimated calibration transformation,
we also assessed the effect of the number of poses used to compute the calibration transformation in terms of the RMS distance error between the 3D projected landmarks onto
the image space and the image space landmarks. We randomly selected n poses to calculate the calibration transformation and evaluated the fit of the calibration using the same
pose, then repeated this five times for each n. Fig. 3.6 indicates that using at least three

Figure 3.6: Calibration error as a function of number of poses. The calibration was calculated using n random poses which was repeated five times for each n. As n increases, the
error converges to 2 pixels.
poses to perform the calibration, the error associated with the projection of the 3D space
also stabilizes. These observations confirm previous studies [2,12,16], which indicated that
twelve feature points are sufficient to generate a stable and sufficiently accurate calibration
transformation.
Fig 3.6 also shows that as the number of poses used to compute the transformation
increases, the RMS error converges to approximately 2 pixels. This error consists of both
the calibration error, as well as the uncertainty associated with the user selection of the
landmarks in the camera image. This user selection uncertainty in localizing the markers
in the camera image was measured and showed a 1.2 pixel variability.
We also compared the calibration transform obtained using OpenCV to the calibration
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transform calculated using the method described by Chen et al. [2]. The sum-squared
difference between our reconstructed calibration transformation matrices and those calculated using method of Chen et al. was 0.07 [no units], indicating that both methods yield
similar transformations.

3.3.2

Stylus Calibration Validation

To ensure the hand-eye calibration was accurate, we computed the error associated with the
projection of 3D landmarks from an independent set of poses (i.e., not used to determine
the hand-eye calibration) onto the camera image. In 2D image space, the RMS error is

Figure 3.7: Projection error in 2D space (pixels) for poses collected at varying distances.
The RMS error for each pose is marked using a ‘dot’, while the RMS error computed across
all points from all poses collected at a single distance from the camera is marked with an
‘x’. The distance is measured using the average z distance from camera origin to the 3D
world coordinates of the pose.
the distance (in pixels) between the manually identified landmarks and the projected 3D
landmarks in each pose and computed across all the the points collected a specific distance
from the camera. Fig. 3.7 illustrates the the RMS error (in pixels), which decreases with
increasing distance between the camera and imaged object. The plot shows the RMS error
associated with each pose (dot), as well as the RMS error for all the points collected at a
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given distance (x). The error was plotted as a function of distance from the camera, which
was determined using the average z coordinate value of the location in camera space.

Figure 3.8: Estimated RMS distance between “true” and projected points in 3D world
space. The RMS error for each pose is marked using a ‘dot’, while the RMS error computed
across all points from all poses collected at a single distance from the camera is marked
with an ‘x’. The distance is measured using the average z distance from camera origin to
the 3D world coordinates of the pose
While the 2D error is important, the projection error in 3D space is more important
to the user, as it indicates the extent of the uncertainty in the system. Fig. 3.8 shows
the error of points projected into 3D space, which essentially quantifies the uncertainty in
terms of the physical distance between the projected 3D landmarks and the same landmarks
captured in the camera image.

3.3.3

Phantom Calibration Validation

We conducted a similar analysis using the 3D patient-specific kidney phantom as the object
of interest We collected points across the surface of the kidney phantom, while positioned
at a 170-185 mm range from the camera for the proximal measurement, and a 270-300 mm
range for the distal measurement. Fig. 3.9 shows the RMS error associated with projecting
3D landmarks onto the 2D camera image of the anterior and posterior views of the kidney.
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Figure 3.9: Estimated RMS distance between “true” and projected points in 3D world
space (mm). It shows the RMS error for each point on the anterior and posterior side of
the phantom with a ‘.’ and the overall error with a ‘x’. Data points were collected at
170-185 mm for the proximal distance and 270-300 mm for the distal distance.

Note the slightly higher error on the posterior view compared to the anterior view, which
may be, in part, due to the greater spread in distance from the camera of target fiducials
on the posterior side of the phantom, as well as perhaps sub-optimal tracking of the camera
by the OTS when acquiring the posterior view of the phantom.
Fig. 3.10 shows the RMS error of the location of the landmarks in the image. This
data shows the error as recorded on the image plane in units of pixels.

3.3.4

Same Perspective Real and Virtual Views with Overlay

Fig. 3.11 shows a real and virtual view of the in vitro image-guided renal intervention scene,
both viewed from the same perspective, along with an overlay showing the augmentation
of the real video view with the virtual view. Fig. 3.11 also shows the locations of the stylus
markers projected onto the camera image of the stylus. The points indicate the center
of the markers identified from the camera image (red), the location projected using 3D
Slicer (green) and overlaid to create the augmented reality view, and also the location of
the marker projected using Eq. 3.4 (blue). We calculated the RMS error between the 3D
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Figure 3.10: RMS Error between “true” and projected points in 2D image space. Points
were collected from the anterior and posterior side of the phantom and marked with a ‘.’,
while the overall error is marked with an ‘x’. Distance was determined using the average
measured z distance between the camera and model points.

Slicer projected points and the manually identified marker center as 1.0 pixels. Similarly,
we computed a 1.8 pixel RMS distance error between the points projected using Eq. 3.4
and the same manually identified marker centers. Ideally, these three locations should
coincide, but the small error (on the order of 1-2 pixels) given the inherent uncertainty,
indicates the 3D Slicer virtual camera used to acquire views of the virtual world from the
same camera perspective as the real camera is sufficiently accurate.

3.4

Discussion

Our study suggests that the proposed and implemented hand-eye calibration method stabilizes to an acceptable error on the order of two pixels upon the acquisition of only three
poses, well within the tolerance for the proposed application. Our calibration results mirror
those reported by Morgan et al. [12] in that a minimum of three (3) poses, or 12 features,
are needed to perform a consistent and accurate hand-eye calibration and error decreases
as a function of increasing distance. The counterintuitive result of error decreasing with
increasing distance away from the camera is primarily a function of the angular size of
landmarks on the camera image, which decreases with increasing distance.
Since our method currently relies on manually selecting the center of the stylus land-
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Figure 3.11: Real (A) and virtual (B) views of the in vitro image-guided renal intervention
scene from the same perspective as well the corresponding overlay (C) showing the augmentation of the real video view with its virtual counterpart as well as a close-up, detailed
view of stylus marker locations projected onto the image (D). The center of the marker is
indicated with a red dot, the 3D Slicer projection and overlay is indicated with a green
dot, and calibration re-projection is indicated with a blue dot

marks, it has limitations on the workflow and uncertainty. The user uncertainty is relatively
small at approximately 1 pixel, but an automated method would be more consistent. The
time required to determine the hand-eye calibration is less than 2 minutes to collect the
minimum number of poses to ensure a consistent transformation, though more time is required for a more robust solution. A future development could be to implement a method
to automatically determine the location of landmarks in images, which would enable the
rapid estimation of the hand-eye calibration by tracking a tool within an operating theater
if needed. This approach is preferred, as it eliminates the need for any special tools or
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instruments needed to perform the hand-eye calibration.
While the 2D image projection error at the closest distance was on the order of 7 pixels,
when converted to 3D space, it amounted to 2 mm. This error dropped to approximately
2 pixels, which corresponds to 1 mm in 3D space, when the imaged object is further from
the camera. Moreover, the error in 3D space features a smaller variance and associated
uncertainty.
The projection error onto the kidney phantom showed similar results as the stylus,
though with smaller error at similar distances. The disadvantage of moving the camera
closer to the phantom is the webcam is not designed to operate at close working distances
as indicated by the larger errors when imaging at the proximal distance. This trend would
need to be examined using a camera designed for the surgical environment, as it may be
desirable to move the camera closer to the surgical scene.

3.5

Conclusion

We presented a method to perform the hand-eye calibration for a renal intervention system.
The proposed method provides a hand-eye calibration method which could be used in an
environment such as an operating theater while avoiding the extra step of registering a
checkerboard to a DRF. It furthermore was found to be adequate for our proposed purpose
of augmented reality for renal navigation and provided similar accuracy to other methods.
The error associated with projecting model landmarks onto an optically tracked stylus
and kidney phantom was evaluated and back-projected into 3D space. The error in the
calibration and resulting error in projecting model points was found to be adequate for
use in a renal intervention system. Finally, we showed that the hand-eye calibration can
be used for our goal of creating a multi-modal image-guidance platform by augmenting a
real-time video view with virtual information extracted from pre-operative images.
With a calibrated camera, we can proceed to examine the accuracy of navigation with
a soft phantom while using the camera to provide real-time navigation. While the camera
does not provide sub-surface feature locations, it can be used with surface landmarks to
update the registration of the phantom to the tracking system and pre-operative imagery.
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Chapter 4

An Image-guided Renal Navigation
Simulation Platform for Studying
Uncertainty Propagation
This chapter describes a simulation platform for studying the uncertainty associated with
various components of an image-guided renal navigation system comprising an optical tracking system, a patient specific kidney model, tracked surgical instruments, and a tracked
video camera. The platform also allows studying the overall uncertainty propagation and
the overall targeting uncertainty using model-enhanced video-guided navigation.

4.1

1

Introduction

Image-guided interventions (IGIs) rely on the integration of pre- and intra-procedural imaging and surgical tracking, as well as the co-registration of the information from these multiple coordinate spaces to the physical patient in order to provide sufficient guidance to reach
a desired target. It is imperative that these surgical guidance systems provide accurate and
1

This chapter is partly adapted from: Jackson, Peter, et al. “Effect of Uncertainty on Target Registration

Error in Image-Guided Renal Interventions: From Simulation to in-Vitro Assessment.” Medical Imaging
2021: Image-Guided Procedures, Robotic Interventions, and Modeling, edited by Cristian A. Linte and
Jeffrey H. Siewerdsen, SPIE, 2021

70

CHAPTER 4. SIMULATING NAVIGATION UNCERTAINTY PROPAGATION

71

precise navigation information to enable the user to have confidence in the guidance capabilities of the system. Unfortunately, the actual error associated with the overall targeting
capabilities of an IGI system is not readily known.
Min et al. modeled the tool-tip tracking error distribution including pivot calibration [11]. Our work here aims to extend the tracking of the tool-tip. Specifically, we are
interested in studying the overall tracking uncertainty and error propagation from surgical
tool calibration to the image-to-physical world registration and targeting through simulation and experiments. We are also interested in considerations and limitations users should
be aware of when selecting registration fiducials.
Research has shown how registration impacts the accuracy of surgical guidance and
navigation [13] and suggested potential ways to visualize the uncertainty [14, 15] during
a procedure. Moreover, Fitzpatrick [5] showed that the fiducial registration error (FRE)
and target registration error (TRE) are uncorrelated. This implies that the measured
FRE, a commonly used metric in image registration, does not generally predict TRE and
can mislead users about the true accuracy of registration, however, it can be used as a
checkpoint to ensure data is behaving as expected. Thus, this study uses FRE and TRE
correlation as a checkpoint to ensure reliability and relevance of simulation results against
in vitro validation results, while displaying the effect of registration on uncertainty using
alternative visualizations.

4.2

Methodology

To gain a better understanding of the error propagation through image-guided navigation
system featuring an optical tracking system, we developed a simulation tool which allowed
us to change various parameters and gain insight into their effect on the different stages of
the IGI pipeline, from tool calibration to image-to-patient (i.e., virtual-to-physical world)
registration. As we are primarily interested in the application of image-guided surgery in
the context of renal interventions, we used a 3D printed kidney phantom as a physical model
to perform validation experiments to validate the simulation results. All experimental data
was collected using the IGT extension for 3D Slicer [3, 17]. The 3D printed kidney model
features 14 fiducials, the locations of which were used to define the phantom model within
the simulation. This enabled us to select various combinations of subsets of the fiducials
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to generate and analyze registration data to learn more about how to intelligently select
the most appropriate registration fiducials to optimize TRE at the region of interest, as
opposed to being misled by the FRE.

4.2.1

Simulation Overview

The typical workflow associated with an image-guided intervention is shown in Figure
4.1. The workflow proceeds from performing a pivot calibration of the tool to sampling
locations on the physical object using the tool. Any pre-operative images are also separately
registered to the physical object. This allows a location sampled in physical space to be

Figure 4.1: Overview of an image-guided tracking system component coordinate frames
and transformation flow
transformed from physical space into model space using the series of transformations in
Equation 4.1:
P hysical −1
racker −1 T racker T ool
Xmodel = (TM
) (TPThysical
) TT ool
TT ip Xtip
odel

(4.1)
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where Xtip is a 4x1 vector of [x, y, z, 1]T coordinates for a sampled position of the tool
tip and Tab is a 4x4 matrix of the rotation and translation parameters which describes the
transformation from a to b. The distance between the transformed point and actual point
is the TRE [7], a measure of registration performance. The simulation generates random
values for each of the transforms in Eq. 4.1 using a combination of sampled data from the
Polaris system and uncertainty distributions.
As an example, this simulation tool allows us to assess the spatial distribution of the tip
location of a tracked surgical instrument after calibration, while also taking into account
tracking noise and variations associated with the fiducial localization error (FLE), as shown
in Figure 4.2. The next sections will discuss how each transformation is modeled in detail.

Figure 4.2: The 95th percentile confidence ellipsoids showing the uncertainty distribution
associated with the location of the tip of the tracked tool at each stage (Tool, Tracker,
Physical, and Model) in the IGI pipeline. It is reasonable for a user to assume that
the tool tip will be within the corresponding ellipsoid 95% of the time. This shows the
accumulation of uncertainty after each transformation.
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Simulation Steps

The simulation process can be summarized as follows:
1. Initialize variables (phantom fiducials, tool model, physical model, uncertainty distributions)
2. For n number of iterations:
ool )
(a) Tool Pivot calibration: (TTTip

i. Generate n poses during conical pointer motion at varying angles
ii. Add random noise from database to tool markers for each pose
iii. Solve for tool tip transformation
racker )
(b) Tool to Tracker Transformation: (TTTool

i. Randomly assign uncertainty from sample database to tool markers
ii. Randomly assign jitter (noise) to tool markers
iii. Calculate tool-to-tracker transformation
racker )
(c) Physical to Tracker Transformation: (TPThysical

i. Randomly choose uncertainty from distribution and add to physical fiducial
markers
ii. Calculate physical-to-tracker transformation
P hysical
(d) Calculate Model to Physical Transformation: (TM
odel ) and calculate FRE

(e) For number of target points:
i. Select target point with tool, transform to model space by applying Eq. 4.1
(f) Calculate TRE
3. Calculate cumulative distribution function
Rank order TRE values
Calculate mean, median, 95th confidence interval

CHAPTER 4. SIMULATING NAVIGATION UNCERTAINTY PROPAGATION

4.2.3

75

Uncertainty Sources: Tracker Noise and Localization Error

The uncertainty in optical tracking systems arises primarily from tracker noise, as well as
error associated with tool placement, i.e., FLE. The tracker noise is a result of variations in
where on the focal plane (in the case of optical trackers) the system determines the image
of the tracked marker / object is located. To address the tracker noise, we recorded 10,000
data frames of a stationary stylus using an NDI Polaris Spectra optical tracker. To reduce
any trending in the data, we computed a running average of 40 samples and subtracted
the average from the raw samples to generate a noise sample using the following equation:
P
s̄i = si − ( i+19
i−20 si )/40, where i starts at 20 and goes to 9,980. The average subtracted
samples were stored in a database to be used by the simulation. Moreover, to account
for slight hand movements on the position of the tool (i.e., jitter), we recorded the pose
information as well (the overall position and orientation of the tool defined by the position
of each marker on the stylus tool). Since this is a large sample set, it closely resembles the
real distribution of tracker noise.
To model localization error, we used an isotropic Gaussian distribution in the x, y, and z
direction with a single variance parameter. Since the surface normal changes at each point
and therefore each point will have a slightly different amount of variability in each direction,
using an isotropic distribution is a reasonable approximation. Nevertheless, since the tool
tip is placed on a rigid surface in our experiments, the variability along the direction
perpendicular to the surface is inherently reduced, however, this does mimic registration in
a non-rigid scenario as there will be some deformation when a tool is placed at the target
location.

4.2.4

Pivot Calibration: TTTipool

The surgical instrument is first calibrated to determine the transformation MT ip−T ool that
describes the position of the tool tip relative to the retro-reflective markers on the dynamic
reference frame (DRF) attached to the instrument. To determine the tool tip transformation, we used an algebraic one step formulation for the pivot calculation, detailed in
Yaniv [21]. This is written as
Ri tDRF + ti = tW ,

(4.2)
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where Ri and ti are the rotation matrix and translation vector for a single sampled position
of the tool, tDRF is the translation from the dynamic reference frame to a fixed pivot point,
and tW is the translation from the world origin to the fixed point. The simulation generates
noisy values for Ri and ti , which it then uses to estimate tDRF and tW as an overdetermined
equation system.
To generate the pivot calibration, we simulated the rotation of the tool around the tool’s
longitudinal axis, mimicking the pivoting the tool at a given angle, then added randomly
selected noise values to the points representing the tool from the noise database. This is
accomplished by first choosing the angle of the tool, the number of poses to generate, and
the baseline tDRF values. The simulation then generates the number of poses in the circle
determined by the angle and translation value around the pivot location and adds tracker
noise (from the database) to each marker location for all the poses generated. Each pose
is constructed such that it points towards the ‘tracker’, just like the real system. Jitter is
also added to each pose.
This allows us to control the number of tool poses recorded, tool tip location relative
to the DRF (i.e., length of the tool), and angle to assess how each of these variables affect
the tool calibration.

4.2.5

racker
racker
Transformation Matrix Calculation: TTTool
& TPThysical

The markers on the DRF, attached to the surgical instrument and also to the physical
model (i.e., patient), are “read” by the tracker; the position of the tool and physical model
racker and T T racker . To
relative to the tracker are reported as two transformations: TTTool
P hysical

determine the tool-to-tracker transform, noise values are again randomly selected from the
noise database, along with a jitter value added to the tool DRF model, and the transform
is calculated using a least squares fit solution (Section 1.7.2.2.2). The simulation can also
vary the number of readings used at this step, which enables us to study the effect of
multiple averaged readings as a means to reduce in the tool position.
To determine the tracker-to-physical space transformation, we assumed an anisotropic
Gaussian distribution in the x, y, and z directions for the uncertainty [19]. The standard
deviations are based on the distribution of the noise samples collected using the stylus.
Jitter is not added to the reference frame, since it is rigidly attached to the body.
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A potential limitation of the simulation is we assumed a single configuration of the DRF
for all the simulations. West and Maurer [18] developed theoretical results for the design
of reference frames which indicates that tool marker configuration affects the performance.
However, Brown et al. , exhaustively designed DRFs and measured the associated error
for each DRF and found there was not a statistically significant difference between error
distributions of all the tools that they generated, including an NDI reference frame [2].
Therefore, while this simulation ignores the uncertainty performance from a DRF shape,
the NDI DRF shape used is representative of the expected uncertainty performance of a
DRF.

4.2.6

P hysical −1
Physical to Model Space Registration Transformation: (TM
odel )

P hysical
The registration transformation between the physical and model space (TM
odel ) is de-

termined by sampling the set of registration fiducial locations in physical space that correspond to landmarks in the virtual / image space. Similarly, the simulation starts with
each fiducial location and “samples” it with the tool tip, applying the previous transforool , T T racker , and T T racker ) to transform the location to physical space, which
mations (TTTip
T ool
P hysical

incorporates the uncertainty in those transformations into the position of the fiducial being
sampled. Additionally, since the exact location of the measured fiducial is unknown, FLE
is added to the transformed tool tip position.
To estimate the FLE to be used by the simulation, we sampled a fiducial landmark
on the surface of the kidney phantom 100 times using the tracked pointer and calculated
the variance in the x, y, z directions. We repeated the experiment for several other fiducial
landmarks on the kidney phantom. We used these values to choose realistic values of FLE
for the simulation
This process is repeated for each fiducial in the registration set and the physical and
model fiducials are registered together using a least squares fit as previously to determine
the transformation matrix. The matrix is inverted to obtain the desired transformation.
We further apply the same methodology to the “target” set of fiducials (the remaining
fiducials) except we apply the transformation to generate fiducials in model space.
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Experimental Validation of Simulation Results

Using the completed simulation pipeline (Eq. 4.1), including pointer calibration with
measured tracker noise and FLE uncertainty, we computed the FRE and TRE achieved
using all combinations of six landmarks (out of the total of fourteen surface landmarks)
for physical to image space registration. We then selected the sets of six landmarks that
yielded the highest TRE (i.e., worst registration) and lowest TRE (i.e., best registration)
according to the simulation results, and conducted the same registration experimentally,
in vitro, using the 3D printed kidney phantom, then assessed the experimental FRE and
TRE for these registration cases. Each experimental registration was conducted nine times
for each set of six registration fiducials.
One objective was to assess whether there was a correlation between TRE and the
distance between the centroid of the registration fiducials and the target fiducial(s). To
assess these effects, we used simulated fiducial landmarks both on the kidney surface not
used for the registration, as well as sub-surface landmarks. The TRE associated with the
targets inside the kidney cannot be experimentally determined, but we could verify the
trend based on the TRE associated with the surface target landmarks. Additionally, to
study the effect of the choice of the registration fiducials on the TRE achieved in a specific
region of interest, we selected sub-surface kidney target landmarks that were closer to
the centroid of the registration landmarks than the kidney surface landmarks, therefore
mimicking both a proximal and distal region of interest.

4.3

Results

The noise from the tracking system estimated using experimental data is shown in Table
4.1. The “Tracker Noise” entry is an estimate from the 10,000 data points recorded using
a rigid stylus. This error is present in all measurements, but it is small.
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Table 4.1: Localization error from a stationary Dynamic Reference Frame and placing tool
tip on several targets.
Tracker Noise Error (mm)
σx

σy

σz

σd

0.01

0.01

0.04

0.02

Fiducial Localization Error (mm)
σx

σy

σz

σd

Flat Target

0.12

0.72

0.65

0.46

Divot A

0.42

0.20

0.34

0.45

Divot B

0.27

0.13

0.18

0.19

Divot C

0.07

0.17

0.23

0.19

The “Flat Target” entry is an estimate of the error associated with a user targeting a
fixed point in space i.e., a measure of the FLE. The smaller error in the x direction for the
“Flat Target” is a consequence of the target being located on a flat surface, perpendicular
to the x -axis of the tracking system, and hence serves as a critical checkpoint for our
experiment.
The “Divot A, B, and C” entries represent the FLE variance at three landmarks located
on the kidney surface. The differences in the divot error arise primarily from 3D printing
imperfections across different divots. Visually, divots B and C seemed to have a smoother
“fit” and 3D printing characteristics than divot A. The directional standard deviation
(σx , σy , σz ) represents inherent 3D printing uncertainties along with the greater uncertainty
in the plane perpendicular to the surface normal, while σd represents the standard deviation
of the overall error.
Using the simulation tool, we calculated the FRE and TRE associated with all 3003
possible combinations of six (out of fourteen) registration landmarks. In Figure 4.3 we show
a plot for all combinations of TRE vs. FRE. This agrees with the findings of Fitzpatrick [5]
that FRE and TRE are uncorrelated.
The instrument calibration simulation (Fig. 4.4) indicated that a wider cone angle and
additionally sampled poses reduce the overall instrument calibration error. Although the
calibration error is not particularly large, it can be significantly reduced (by as much as
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TRE vs FRE

Cumulative TRE

1.2
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Figure 4.3: Target Registration Error versus Fiducial Registration Error showing no correlation (r = 0.01)

50%) by describing a wider cone and increasing the number of sample poses to at least 200.
Fig. 4.5 shows the probability of the tip of a tracked instrument being within a certain
distance from a desired target during image-guided navigation using this platform. This
plot is similar to Figure 4.2, but shows the one-dimensional probability. It should be
noted the probability is not isotropic, but will follow some distribution as in Figure 4.2.
The plot shows how the cumulative distribution function (CDF) (i.e., the probability) is
affected by each stage of the pipeline, specifically tool calibration (Tool), tracking noise
(Tracker), tracking noise from physical space (Physical), and FLE and registration error
(Model). Figure 4.5 illustrates the propagation of uncertainty associated with tracked tool
navigation. The most significant contributors are fiducial localization and the physical
to image/model space registration, which is portrayed here for both best and worst case
registrations. Another method of using this plot is to determine if the probability of
a maximum distance from a target is sufficient to proceed with the procedure or if the
registration needs to be adjusted.
Table 4.2 shows the two best and two worst TRE values at three levels of assumed
localization error. The amount of localization error is an indication of how far the tool
is from the tracker. Our experimental results of measuring the TRE compared to the
simulation results showed similar trends. However, the error from the second worst case

CHAPTER 4. SIMULATING NAVIGATION UNCERTAINTY PROPAGATION

81

Figure 4.4: Localization error after pivot calibration as a function of the cone angle
(30◦ , 40◦ , 50◦ , and 60◦ ) and number of tool poses used during calibration.

combination was greater than the predicted worst case in the experimental data. This is
likely due to higher variance in the experimentally obtained samples, due to user error
and a relatively small sample size. We also conducted simulations with different amounts
of localization error (σ), which is a indirect measure of the distance of a tool from the
tracking system. This was compared to the experimental results to get an approximation
of the amount of localization error present. After several iterations with different values of
fiducial localization standard deviation (σ), we found that a σ = 0.5 yielded TRE values
which correspond closest to the experimental TRE values. This could be further refined
with additional iterations and more experimental data, but it does demonstrate effect FLE
has on the overall uncertainty. However, since FLE is dependent upon the working distance
from the tracker, it varies based on experimental setup.
We predicted that the best combination of fiducials to yield a minimum TRE at a
target point should be the one whose centroid is near the target point, while the worst
would be a combination with a centroid that is displaced significantly. We plotted TRE
versus the distance between the centroid of the registration fiducials and the centroid of
target fiducials (Fig. 4.6), which shows correlation in how far they are from each other,
corroborating our hypothesis. This makes sense for a least squares solution, as the location
with the lowest error is the center of rotation. Therefore, while FRE does not predict TRE,
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Figure 4.5: Cumulative Distribution Function for the probability that the tip will be reported at a given distance from the target. The CDF for each stage as well as the model
space CDF for the fiducial combination giving the best and worst TRE values for a specific
target is shown.

the location of the fiducials can provide insight into TRE.

4.4

Simulation Discussion

This work addresses several challenges users should be aware of when employing imageguided navigation systems, and provides several “lessons learned” to help the user reduce
uncertainty. As such, this study can serve as a baseline for applications relying on imageguided navigation.
Our simulations agree with previous research showing there is no correlation between
TRE and FRE. We found that larger cone angles and increasing the number of sample poses
reduces instrument calibration error. A comparison between simulation and experimental
registration showed agreement between the achieved TRE for both best- and worst-case
registration scenarios, using an estimated FLE standard deviation of 0.5 mm, which closely
matches the experimentally estimated FLE standard deviation of 0.46 mm.
The simulation indicates that the best registration fiducials for a specific target should
have a centroid as close as possible to the centroid of the target(s) which agrees with
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Table 4.2: Comparison of simulated and experimentally recorded maximum and minimum
predicted TRE values from different registration fiducial combinations. σ is the standard
deviation of the FLE.
RMS Target Registration Error (mm)
Worst

2nd Worst

2nd Best

Best

Simulation (FLE σ=0.1)

0.23

0.21

0.14

0.14

Simulation (FLE σ=0.5)

0.88

0.77

0.30

0.30

Simulation (FLE σ=1.0)

1.78

1.50

0.55

0.55

Experimental

0.97

1.55

0.57

0.58

TRE Prediction Combination:

previous work [4]. Similarly, for tools it is advised to keep the distance from DRF markers
to tool tip as short as possible since error increases with distance from the rotation point
or centroid. The experimental data for best and worst case TRE show agreement with
the simulation predictions, and an even stronger agreement is expected, provided a larger
experimental sample size is available.
This simulation tool provides a way to investigate the uncertainty in an IGI system
as laid out in Fig. 4.1. This can be extended to include a tracked imaging system as
in Fig. 1.6 and simulating the uncertainty of creating an VR and / or AR scene. To
develop uncertainty measures for a video-enhanced image-guided navigation system, we
next extended the simulation platform with the addition of a tracked real-time video camera
to the optical tracking system.

4.5

Camera Augmentation Introduction

Augmented reality is used to display virtual features in combination with real optical
or video views, enhancing the direct optical or video view with virtual cues, such as preprocedural models of the anatomy or surgical instruments. Generating a augmented reality
which accurately mimics reality requires that the virtual augmentation images be correctly
registered and aligned with the real images. However, due to uncertainty associated with
the process of aligning the virtual images with the real image, the alignment between the
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TRE vs Centroid Distance
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Figure 4.6: TRE vs. distance from the centroid of the registration fiducials to the target
fiducials showing improved registration at the targets located within a region of interest
proximal to the registration fiducials (0.72 correlation).

images is not perfect. The error in the generated augmented reality reduces the accuracy
of the relationship between the virtual elements and and the physical elements in the AR,
which for renal navigation procedures, hinders the ability to navigate to a desired target
safely and effectively. We simulated the process of generating an AR view to further
the understanding of how error from each parameter affects the overall error and which
parameter(s) are most important to the error in the generated AR view.
There are several methods to register pre-operative images with intra-operative images. One general method to register and align intra-operative images from a camera with
virtual pre-operatively derived images is to use an external tracking system to track the
relative positions of a patient and an external camera. If the system is correctly aligned,
the physical camera images can be augmented with other information at the correct location. As discussed in chapter 3, one possible method to calibrate a camera to an optical
tracking system is to perform a hand-eye calibration between the camera and an external
tracked dynamic reference frame, which is performed here to determine where the camera
is pointing relative to the tracking system. We previously developed this method, which
uses landmarks visible in the video image along with the corresponding landmarks derived
from CT imagery to perform this calibration [9]. While this avoids additional calibra-
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tion steps (which introduce additional error) present in other methods proposed in the
literature [10, 12], there are sources of uncertainty which are introduced from the camera
calibration, the hand-eye calibration, and the tracking system.
Since there are several sources of uncertainty which affect the accuracy of the registration, it is useful to know which ones have the greatest effect on the overall accuracy and
therefore where a user setting up an AR navigation system should focus their efforts to
reduce the uncertainty in the system. We developed a simulation tool to investigate how
uncertainty in each parameter affected the uncertainty in the augmented reality display of
the real video camera image and virtual images derived from pre-operative images.
This work focuses on increasing the understanding of how uncertainty in the parameters
associated with generating an augmented reality view for image-guided renal interventions
affect the alignment within the AR of the intra-operative images with pre-operative images
and models derived from them. It investigates the uncertainty propagation through the
tracking and augmented reality system by simulating a tracked camera augmented reality
system for renal interventions. We use the simulation model to also investigate the error
associated with registering an object to an optical tracker using landmarks visible in video
camera images and the associated landmarks on the model derived from pre-operative
imagery.

4.6

Camera Augmentation Simulation Methodology

The simulation incorporates each component of a tracking system as depicted in Figure
4.7. In a real-world system, the real-world object is simultaneously tracked by the tracker
and imaged by a camera, which allows the image to be augmented with any extra features
such as landmarks. The simulator mimics the physical system, but allows us to establish
the “ground truth” for each transformation, the landmark location relative to the tracker,
and within the camera image. We then add uncertainty to each component and calculate
the new landmark location within the camera image, which allows us to calculate the error
between where a landmark is located and where it should be located if there was zero
uncertainty (e.g. no lens distortion) These landmark locations correspond to the cameraimaged landmarks and the model / object landmarks, where the camera-imaged landmarks
have uncertainty associated with them, while the model / object landmarks locations are
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known.
In order to account for the range of random variables present, the simulation uses a
Monte Carlo approach, which gives statistical results of the uncertainty for a specific set
of parameters and assumptions. This furthermore allows us to perform sensitivity analysis
studies by manipulating the amount of uncertainty assumed to be present in the parameters
and thereby estimating the overall uncertainty in the system.

Figure 4.7: Diagram representation for a calibrated IGI system. It shows all the transformation relationships between the world or physical object and camera space. Each T
represents a transformation matrix between coordinate systems. K is the camera intrinsic
matrix.
The first step of the simulation is to generate the ground truth information for a scene.
A single scene consists of an optical tracker tracking a stylus and camera, both instrumented
with dynamic reference frames composed of four retro-reflective spheres and their associated spatial transformations as depicted in Figure 4.7. This setup is used to produce the
ground truth 3D and 2D data points needed to determine the spatial transformation matrix
Camera ). The ground truth 3D data corresponds to the 3D points of the retro-reflective
(TDRF

spheres on the stylus DRF mapped to the space of the camera’s DRF using pre-defined
T racker and T T racker transformations, both of which are provided by the tracking system.
TW
DRF
orld

The ground truth 2D image data corresponds to the projection of the stylus 3D points onto
Camera and the camera intrinsic matrix, K.
the camera’s image plane using pre-defined TW
orld

The second step is to add uncertainty to the scene to generate a set of spatially noisy
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2D and 3D points. We repeat these steps multiple times to generate N poses, which mimics
moving the stylus around and capturing images at different locations. The last step is to
Camera )
use this set of 2D and 3D data to solve for the spatial transformation matrix (TDRF

and calculate the error. This entire process is repeated 1000 times to calculate relevant
statistics. Within the simulation, we can vary different parameters (amount of uncertainty
in the tracker, image, focal length, and principal point) to assess the error propagation
through an image-guidance system augmented with an optical camera.

4.6.1

Scene Generation

To generate a scene, we must either choose or create some of the matrices shown in Figure
4.7. While these can be somewhat arbitrary, to simplify the construction of the scene, we
chose to use matrix values similar to our physical configuration. The relationship from an
object in world space and the camera image plane can be written using Eq. 4.3
Camera
XImage = KTW
orld XW orld.

(4.3)

Camera , which places the stylus in the world
We first randomly generate a transformation, TW
orld

relative to the camera in a position that mimics the real-world relationship. This defines
a single pose. This includes placing limits on the rotation angle so that the position of the
four spheres on the stylus can be used to perform the calibration. For example, this ensures
the spheres do not appear collinear when viewed from the perspective of the camera.
Camera term in Eq. 4.3 to
We can expand the TW
orld
Camera
T racker −1 T racker
Camera
(TDRF
) TW orld
TW
orld = TDRF

(4.4)

T racker and T Camera are stationary and
For simplicity, the simulation assumes that TDRF
DRF

only the position of the world object is changing. However, this constraint will not affect
the results. For our use case, they are pre-defined to realistic, arbitrary values, which are
similar to the matrices in the physical system. This allows us to determine the “true”
T racker transformation using
TW
orld
T racker
T racker
Camera −1 Camera
TW
(TDRF
) TW orld .
orld = TDRF

(4.5)

We rewrite Eq. 4.3 equivalently as Eq. 4.6 using Eq. 4.4
Camera
T racker −1 T racker
XImage = KTDRF
(TDRF
) TW orld XW orld .

(4.6)
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We use this transformation, the pre-defined camera intrinsic matrix (K ), and the world
coordinates, which is the stylus model (XStylus ), in Eq. 4.3 to generate the ground truth
2D image points of the stylus.
This provides us with all the ground truth transformations shown in Figure 4.7 as well
as the ground truth projections of the stylus onto the image.

4.6.2

Uncertainty Addition

We next add uncertainty to the transformations to make them representative of the real
world using the following steps. We transform the model points associated with the stylus
T racker and
and camera DRF to the tracker coordinate system (CS) using the defined TW
orld
T racker respectively. Randomly generated Gaussian noise is then added to the model
TDRF

points of the stylus and camera DRF in the tracker CS and a new noisy transformation
is calculated for each transformation using the least-mean squares method presented by
Horn and Arun et al. [1, 6] and detailed by Sorkine-Hornung et al. [16]. The calculated
transformations are tested to ensure that the least-squares algorithm has converged to an
approximately similar transformation as the original. If the transformation is significantly
different, it is discarded and a new pose and transformation is generated. The resulting
transformations are noisy. We then transform the stylus model points into DRF space
using
T racker −1 T racker
XDRF = (TDRF
) TW orld XW orld ,

(4.7)

with the transformations just calculated, which generates noisy 3D points of the stylus in
the DRF coordinate system. This allows us to re-write Eq. 4.3 as
Camera
XImage = KTDRF
XDRF ,

(4.8)

Camera , directly, which is also the
which means we can solve for the transformation, TDRF

hand-eye camera calibration equation.
We added Gaussian noise to the 2D image points created in section 4.6.1 to generate
the noisy 2D Xstylus points. The last step prior to solving for the calibration is to add
uncertainty to the camera parameters, focal length and principal point, which is done
assuming a Gaussian noise distribution for each parameter.
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Hand-eye Calibration Transformation Estimation and Error Calculation

After generating N number of poses, we can pass the generated noisy corresponding point
pairs along with the noisy camera parameters to the OpenCV SolvePNP function to estimate the rotation and translation vectors of the DRF to camera transformation.
Camera to project the noisy
The error was calculated by using Eq. 4.6 with the new TDRF

points onto the image plane. The fiducial registration error is calculated using the RMS
distance between these values and the ground truth 2D image points. Target registration
error was calculated using a target model and applying the calculated transformation to
generate an independent point set. As a check on the system, the sum of the absolute
P
differences ( |xi − x̄|), where xi is noisy and x̄ is ‘true’ data, for the translation values
was calculated and if the returned sum was very large (≥ 50), the solution was assumed
to be incorrect, discarded, and the process repeated. This mimics a calibration where it is
obvious the returned answer is not physical and must be re-accomplished.

4.6.4

Simulation Parameters

The input parameters along with their default values and range of uncertainty values which
were simulated are listed in Table 4.3. Additionally, we varied the number of images or
point pairs used to compute the camera calibration transformation using four point pairs
per image. The initial uncertainty values representative for each parameter are based
Table 4.3: Default and associated variation of simulation parameter values to assess error
propagation
σ (Default)

Variation Range

Focal length (pixels)

6

0 - 10

Camera center (pixels)

4

0 - 10

Tracker uncertainty (mm)

X,Y: 0.01; Z: 0.04

X,Y: 0.0-0.5; Z: 0.0-1.0

2D Image fiducial localization (pixels)

1

0-2

on measured values which we found in our previous work [8, 9] and from measurements
recorded to calibrate the camera which are similar to values published in Yang et al. [20].
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In turn, we set all uncertainty parameters except one to zero to observe the effects on
error from the non-zero parameter. We also ran the simulation over the range of values
given in Table 4.3 to assess the error propagation with increased uncertainty. We then ran
the simulation with the default values as well as the highest values for each parameter. For
each set of parameters, the simulation ran 10,000 iterations to ensure robust statistics.

4.7

Results

The effect of registration error was investigated using two approaches. First, we held
various uncertainty parameters constant and vary the number of poses or point pairs. We
then held the number of point pairs constant and vary a single uncertainty parameter with
the other parameters set to zero. The mean, median, and 95th percentile points are plotted
for each graph to summarize the spread of the error.

4.7.1

Variable Point Pairs

We first investigated the effect on the total error by examining the tracker uncertainty. The
simulations were conducted with only tracker uncertainty, while the other values were set to
zero (0); these results are shown in Figure 4.8. The error increases with increasing number
of point pairs because the sampling of the variance in fiducial locations increases, i.e., there
are more sampled points which are further from the mean of the best-fit transformation.
We next investigated the effect on the error only from the 2D image fiducial localization
uncertainty (at 1.0 pixels), with the other uncertainties set to zero (0). Figure 4.9 reflects
the expected shape of decreasing error with increasing points. We can also note that the
simulation discarded more potential solutions at smaller numbers of point pairs, which also
indicates a larger number of point pairs are needed for a robust solution.
We then combined the previous two simulations by using the uncertainty from both
the tracker and the 2D image localization. The most noticeable difference in Figure 4.10
from the previous figure is that the error is higher across the point pairs which shows that
the tracker uncertainty at the set level makes a small contribution to the total error, but
as expected the total error is dominated by the 2D image localization.
Figure 4.11 shows the simulation using only the uncertainty from the principal point
and focal length of the camera. While the curve follows the same trend as Figure 4.8 and
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Figure 4.8: The mean, median, and 95th percentile curves of the FRE as a function of point
pairs used to calculate the registration between the DRF and the camera with only source
of uncertainty from the tracking system. The curves show there are not large outliers at
any point.

Figure 4.9: The mean, median, and 95th percentile curves of the FRE as a function of
point pairs used to calculate the registration between the DRF and the camera with only
source of uncertainty from localization of the 2D image points (σ = 1).
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Figure 4.10: The mean, median, and 95th percentile curves of the FRE as a function of
point pairs used to calculate the registration between the DRF and the camera, with both
tracking uncertainty and 2D image localization uncertainty.

FRE increases with additional fiducials being employed, the overall magnitude is much
greater. This is also a result of increasing the number of samples to obtain a better
statistical sampling. The median being less than the mean indicates the distribution is
positively skewed, which means there are fewer values with large error.
Finally, we ran the simulation using all the sources of uncertainty which is shown in
Figure 4.12a. This has a similar shape to Figure 4.11, which indicates that the uncertainty
in the camera parameters is the major determinant of the error for the specific uncertainty levels simulated here. This is not unexpected since the uncertainty in the camera
parameters is relatively large.
We also simulated the error using an independent model to get the TRE, which is
shown in Figure 4.12b. The target registration error showed that having at least 20 point
pairs provides a minimum balance between collecting a large number of points to reduce
the error and the total error. Additionally, collecting more than 44 point pairs does not
significantly improve the TRE with the underlying uncertainty values in the parameters
detailed here.
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Figure 4.11: The mean, median, and 95th percentile curves of the FRE as a function of
point pairs used to calculate the registration between the DRF and the camera using only
uncertainty in the camera parameters (focal length and principal point).

(a) Fiducial Registration Error

(b) Target Registration Error

Figure 4.12: The mean, median, and 95th percentile curves for FRE (a) and TRE (b) as a
function of number of point pairs used to calculate the registration between the DRF and
the camera, while accounting for uncertainty of all parameters set at the default (baseline)
values.
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Variable Uncertainty Parameters

To understand the effects on the registration error from each individual component we ran
the simulations with a fixed set of 20 point pairs. We varied each parameter individually
with the remaining parameters set at the default values.
Figure 4.13 shows the importance of the tracking system having a small amount of
error in the reported location of markers and therefore an accurate estimate of the tracked
object’s position and orientation in space. The uncertainty from each direction (x, y, and
z) was added in quadrature to calculate the total uncertainty. For reference, the default
tracking system uncertainty is approximately 0.04 mm.

Figure 4.13: The mean, median, and 95th percentile curves of FRE as a function of uncertainty in the total tracker uncertainty in mm.
Figure 4.14 shows that varying the uncertainty associated with the 2D image fiducial
localization for small amounts of uncertainty (less than 0.5 pixels) there is not a noticeable
change in the mean or median value of the error. However, above that level the error
increases linearly.
For uncertainty in the camera principal point, Figure 4.15 showed a similar trend for
<= 2 pixels, where the mean and median values for the TRE does not significantly change
at 2 pixels of uncertainty compared to 0 uncertainty and then increases. Along with the
small increase in the mean, there is a large increase in the number of outliers as evidenced
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Figure 4.14: The mean, median, and 95th percentile curves of FRE as a function of uncertainty in the fiducial locations within the image captured by the optical camera.

by the 95th percentile line increasing faster than the mean and median.
Figure 4.16 shows the effect on registration error from uncertainty in the focal length
of the camera. As uncertainty increases, the number of solutions with large error increases,
increasing the 95th percentile line, however the median value of the error at 10 pixels is
very similar to the error at 10 pixels for the principal point (1.38 vs. 1.42 pixels).
The region in these figures with a smaller apparent slope indicates the level below
which the parameter being varied does not significantly increase the overall error of the
system. This indicates how much the amount of uncertainty present in one parameter can
be reduced to obtain better results for that configuration. For example, Figure 4.14 shows
that reducing the uncertainty in the image uncertainty to 0.5 pixels improves the error,
but further reductions in the uncertainty should be focused on other parameters.

4.8

Conclusion

We further expanded our simulation platform to study the uncertainty associated with an
image-guided navigation system that features a tracked optical camera used to enhance
the surgical scene consisting of only pre-procedural model with intra-operative video images of the scene. Specifically, we were interested in studying the uncertainty associated
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Figure 4.15: The mean, median, and 95th percentile curves of FRE as a function of uncertainty in the camera principal point.

Figure 4.16: The mean, median, and 95th percentile curves of FRE as a function of uncertainty in the camera focal length.

CHAPTER 4. SIMULATING NAVIGATION UNCERTAINTY PROPAGATION

97

with the generated augmented reality view, by estimating the error between corresponding
landmarks / features in image space. We found the greatest contribution to error in the
registration was from the uncertainty in the camera parameters. This is expected, since
the magnitude of the variance associated with the camera parameters is larger than the
other parameters. The camera uncertainty can possibly be reduced by performing a more
extensive calibration.
The results showed that reducing the uncertainty for a single parameter reduces the
error to a certain level at which point it is more advantageous to reduce the uncertainty in
other parameters. This provides insight into which parameters should be focused on to be
reduced for a given system.
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Chapter 5

Video-enhanced Image-guided
Renal Navigation Validation
Experiments featuring Patient
Specific Virtual and Physical
Kidney-emulating Phantoms
This chapter focuses on performing laboratory in vitro / ex vivo navigation procedures using
both virtual and real kidney phantoms. Virtual phantoms are “placed” within a physical
foam phantom to allow needle insertion to reach sub-surface targets as represented by the
virtual phantom. The real phantoms simulate an actual kidney to a higher degree of realistic
operating conditions as closely as possible within our laboratory constraints. This effort is
to assess the accuracy of navigation to targets within a kidney using the method previously
described to understand what the uncertainty is in a physical experiment compared to our
simulations.

1

For image-guided interventions (IGI), surgeons rely on pre-operative or intra-operative
1

This chapter is adapted in part from: Jackson, Peter, et al. “Assessing and Reducing Registration

and Targeting Uncertainty in Video-Based Image-Guided Renal Navigation: An in Vitro Study Featuring
Virtual Targets.” Https://Doi.Org/10.1117/12.2613457, vol. 12034, SPIE
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images to provide guidance to a region of interest within a patient in a minimally invasive
manner. Intra-operative visualization via ultrasound or video imaging may be used to
provide real-time guidance, but they may not provide the specific location of the tissue of
interest as it may not be visible in those modalities. This can be mitigated by registering
pre-operative images to intra-operative images to augment the view, which requires that
there is an accurate registration of images to the patient. However, as previously indicated
registration has been shown to be a significant source of error in a IGI navigation system
[8, 12].
As minimally invasive image-guided interventions experience increased traction in the
clinic, it is critical to provide surgeons with sufficient information to not compromise the
outcome of the intervention. Ongoing research includes better intra-operative guidance to
reduce navigation uncertainty to ensure that targets are accurately reached or successfully
removed. Significant technological advancements to improve guidance for minimally invasive surgery in recent years have focused on augmented reality (AR) or virtual reality
(VR) techniques [10, 11, 21], which have posed numerous advantages to various procedures [5, 17, 19], leading to improved outcome [4]. Lia et al. demonstrated the use of
electromagnetic tracking for partial nephrectomies, with the goal to track anatomical features in real-time to provide increased awareness of the procedure through AR [16].
However, many organs are not rigid; this limitation introduces difficulty to the procedure and creates an extra burden on the registration between the physical organ, preor intra-operative images, and the tracking system. The use of intraoperative imaging is
widely seen as a method to alleviate some of the uncertainty associated with deformation
and motion [9, 10, 15, 17]. A study by Teatini et al. investigated the improvement of intraoperative imaging for liver navigation when displayed using AR. They found the accuracy
of navigation was significantly increased [20].
Another difficulty associated with renal interventions is the shape change due to loss of
blood and movement due to respiration [1]. The change due to breathing reflects a global
transformation change of the tissue, which can be accounted for and updated through
intra-operative imaging. The change in shape can also be monitored using intraoperative
imaging and used to update the registration. This information can feed an AR or VR
display [6] to provide increased positional awareness to the surgeon.
In this chapter, I first present the experimental assessment of the error associated with
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navigating to virtual targets within a block of foam, which represents the abdomen of a
patient as a proof of concept. This allows us to measure the effect of registration error
on targeting and navigation, as well as, propose and evaluate a method to update the
registration of the patient to the tracking system using a camera.
I next present the experimental navigation to targets, both real and virtual, within
a pliable kidney phantom using needles and find the error associated with different cases
of registration error. The navigation experiments were conducted using correct registration, intentionally incorrect registration, or updated previously incorrect registration. This
allowed us to evaluate and characterize the uncertainty associated with image-guided navigation to specific targets using a more realistic scenario than the rigid phantoms used
previously. While the navigation procedure detailed here ignores inserting a tool through a
patient’s skin, the concept is the same as inserting a tool into a phantom. The only difference is which fiducials are used for registration between the patient and the pre-operative
imagery and the distance between the registration fiducials centroid and intended target(s).

5.1

Image-guided Navigation using Virtual Phantoms (and
Targets)

5.1.1

Introduction

It is possible to register a patient directly to a tracking system if, for example, rigid fiducial
markers are placed on a patient prior to taking a CT image. However, rigid fiducials are
not useful for many interventions, particularly for soft tissue interventions as there will
likely be organ shifts. Furthermore, selecting sub-surface landmarks with a tracked stylus
to obtain corresponding points is not practical. Fiducials can also be inserted into the soft
tissue prior to navigating, as done by [2], but this creates uncertainty in where the fiducials
are inserted. A possible method used to perform the registration is to use intra-operative
imaging to view the surface of interest and extract registration features. This approach
assumes either corresponding landmarks (a subset of the available fiducials visible in the
video image) or a sufficient extent of the surface [3] is visible in the video to match the
pre-operative model. For the purposes of this work, we rely on extracting registration
landmarks from video images.
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Similar to work by Stefansic et al., we are interested in understanding the uncertainty
of the registration between physical and tracker space. Their study used a direct linear
transform applied to hepatic surgery [18]. This differs from our proposed method in that
we are using a perspective n-point (PNP) formulation, which assumes the camera has
been previously calibrated. Additionally, we are interested in the application to renal
interventions. The experimental setup mimics a scenario where a laparoscope is used to
image the patient’s skin (i.e., the foam block) beneath which the kidney is located. While
the video shows the skin (i.e., foam) surface, the kidney is only visible via a pre-procedural
model that needs to be registered to the patient (i.e., foam block). Moreover, it is also
assumed that there are observable landmarks in the camera images that correspond to preoperative landmarks located on the patient. This can be extended to viewing the surface of
an organ located beneath the skin using a laparoscope and creating an augmented reality
view.
In this work, we demonstrate the use of tracked video images to perform the tracker-topatient registration using a PNP formulation, and then compare the achieved registration
accuracy to the accuracy achieved using a traditional landmark-based registration. As a
result of the performance achieved using this technique, we also demonstrate the potential
of using a tracked camera to update a previously sub-optimal patient registration, as a
means to reduce tracker-to-patient registration uncertainty. Lastly, we also demonstrate
the overall targeting accuracy following registration and image-guided navigation.

5.1.2
5.1.2.1

Methodology
System Overview

We previously developed a prototype 3D Slicer module to enable image-guided renal navigation via augmented and virtual reality views of the scene [14]. We used an NDI Polaris
Spectra optical tracking system (OTS) to provide tracking for tools. The system also tracks
a DRF rigidly attached to a camera which generates tracked video images of the scene. Our
camera was a Logitech C910 which acts as a surrogate laparoscope. Digital models from
pre-operative images (CT or MRI) are generated, which provide context by augmenting
the tracked camera view with the virtual pre-operative model. The system transformation
relationships between the components of an IGI system are shown in Fig. 5.1. Each Tab
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represents a 4x4 rotation and translation transformation matrix from coordinate space a
to b

Figure 5.1: Diagram representation for a calibrated IGI system. It shows the relationship
between the world or physical object and camera space. Each T represents a transformation
matrix between coordinate systems.

5.1.2.2

Experimental Overview

We emulated a minimally invasive image-guided renal intervention using a foam block
phantom (mimicking the skin), a tracked stylus (mimicking a percutaneous access needle),
and a virtual kidney model described in detail below. The phantom was instrumented with
four surface landmarks that were subsequently sampled using a tracked stylus to register
the phantom to the tracking system. Similar to previous phantoms, a kidney phantom
model was generated from an MRI dataset and twelve target landmarks were defined both
on the surface and within the volume of the model. The twelve landmarks were chosen to
provide location variety and statistically relevant data. The kidney model, featuring the
associated target landmarks, was virtually registered to the foam phantom, mimicking a
patient’s kidney (and its associated landmarks) located beneath the skin and not directly
visible. The twelve virtual landmarks labeled on the virtual patient-specific kidney model
constitute the therapeutic targets to be accessed via image guidance.
We first registered the virtual kidney model to the foam block, such that the virtual
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kidney is fully embedded within the foam block (i.e., patient) volume. The foam block was
then registered to the tracker space using the four defined landmarks. We used the protocol
described in [14] to calibrate the tracked camera. Image-guided navigation trajectories were
defined by selecting a target (from the twelve available landmarks) and a entry point on
the surface of the foam block. Our image-guided navigation platform has navigation aids
consisting of a virtual representation of the foam block surface as a rectangular plane.
The stylus is represented by a virtual needle along with an orthogonal plane depicted by
a circle. Lastly, the entry point-to-target trajectory is indicated by the corresponding axis
and another orthogonal plane depicted by a circle. During navigation, a user aims to align
the stylus and trajectory, while their corresponding orthogonal planes are parallel to each
other. The user then navigates the tracked stylus to the target of interest and a virtual
glyph indicating the location of the tracked stylus tip is “dropped” when the target is
reached. This process is repeated for all defined targets.
The next step was to mis-register the foam phantom. We altered the patient registration
by “adjusting” the registration transformation between the physical and virtual foam block
by a known translation vector (20 mm). Alternatively, mis-registration was also achieved
by altering the sampled location of physical landmarks on the foam block using the tracked
stylus (Random Trial #1 & 2). After registration, the steps described above are repeated
to obtain a navigation data set.
Following the navigation experiment under the mis-registration scenario, the registration was updated using information available using the tracked camera as described in
the next section, then another set of navigation experiments data was conducted. Figure
5.2 shows an example view of the navigation screens from 3D Slicer. This view shows a
mis-registered surface to the actual foam surface along with the navigation guidance to one
of the target locations.
5.1.2.3

Registration Update Procedure

To update the registration between the physical object and tracker, the transformation
chain between the patient and the camera is used (as shown in Fig. 5.1). A relationship
between the patient in the physical world and the image can be written as:
Camera
T racker −1 T racker
XImage = KTDRF
(TDRF
) TP hysical XP hysical

(5.1)
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Figure 5.2: Example screenshots of the navigation platform tool showing: A. camera view of
the foam block phantom, B. virtual view showing the pre-operative kidney model beneath
the surface of the foam block phantom along with the entry point-to-target trajectory
and tracked needle displayed along with their navigation aids; C. augmented reality view
showing the virtual overlay onto the camera image; and D. image view showing the virtual
representation of the tracked stylus and the target to be accessed on an MRI slice.

where K is the camera intrinsic matrix. Eq. 5.1 is a Perspective n-Point (PNP) problem
which assumes a pin-hole camera. This can be simplified to
XImage = KTPCamera
hysical XP hysical .

(5.2)

If the corresponding coordinates of landmarks on the physical object are known in the
physical object and camera image coordinate systems, XP hysical and XImage respectively,
we can solve for TPCamera
hysical .
We used the OpenCV SolvePNP method using the iterative solution and using the
initial TPCamera
hysical values as an initial guess. Equating the updated transformation to the
Camera (T T racker )−1 T T racker , we can solve
original chain of transformations, TPCamera
DRF
hysical = TDRF
P hysical
racker if the transforms T Camera and (T T racker )−1 are assumed to be constant. This
for TPThysical
DRF
DRF

is accomplished using Equation 5.3:
racker
T racker
Camera −1 Camera
(TPThysical
)U pdate = (TDRF
)(TDRF
) TP hysical .

(5.3)

This procedure gives an updated result of the transformation between the patient and the
tracking system.
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Registration and Navigation Uncertainty Metrics

First, to assess registration uncertainty, we calculated the fiducial registration error (FRE)
between the virtual foam block surface and the corresponding sampled landmarks. Subsequently, we calculated target registration error (TRE) between the registered landmarks
and the ground truth landmarks, under each of three scenarios: optimal registration, intentional mis-registration, and updated registration post PNP-based correction. Lastly,
we also computed the targeting error (TE - denoted as such to distinguish it from TRE),
defined as the distance between the recorded coordinates of the tracked stylus tip (when
the target was reached) and the actual target coordinates. Note that TE is also a TRE, but
it refers to the error associated with overall navigation rather than registration alone [8].

5.1.3

Results

The overall registration and navigation results are shown in Table 5.1. The baseline error
values are associated with registering the foam surface to the tracker directly using the
stylus. As expected, the targeting error (TE) slightly exceeds the target registration error
(TRE), even under optimal patient registration conditions.
The mis-registration cases clearly indicate the error associated with the registration
landmarks (located at the foam block surface) for the random trials. The small FRE associated with the displaced case not only demonstrates good fit across a set of registration
landmarks, despite their overall translation to an incorrect position, but also demonstrates
the significant registration and navigation error associated with the target landmarks. The
TRE and TE are closely related, indicating that poor target registration leads to poor targeting. However, following camera-based correction and re-registration, both TRE and TE
are significantly reduced and are comparable to the baseline performance achieved under
optimal registration at less than 1 mm RMS. These performance metrics are comparable
to those reported by Stefansic et al. [18], with an overall best result TRE of 0.56 mm.
Figure 5.3 shows the AR view of the virtual surface and kidney mis-registered and then
correctly aligned with the foam phantom. This shows the ability to quickly notice the
system if it is not correct and adjust as needed.
To further investigate the difference between using landmarks sampled with the stylus
(baseline) or the PNP solution to calculate the registration transformation, we transformed
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Table 5.1: Root-mean Squared (RMS) error associated with registration and navigation
(FRE, TRE, and TE) for a baseline case and three mis-registered scenarios

Baseline Registration

FRE (mm)

TRE (mm)

TE (mm)

0.34

0.35

0.42

Mis-registration
FRE (mm)

TRE (mm)

TE (mm)

Displaced 20 mm

0.34

19.68

19.78

Random Trial 1

6.36

4.40

4.40

Random Trial 2

5.25

13.23

13.27

Camera-based Re-registration
FRE (mm)

TRE (mm)

TE (mm)

Displaced 20 mm

0.36

0.50

0.66

Random Trial 1

0.29

0.49

0.70

Random Trial 2

0.27

0.46

0.88

the fiducial markers by the camera-based registration transformations and calculated the
FRE values. This error is the distance between the landmarks transformed by the baseline transformation and the three mis-registration camera-based corrected transformations.
The small error (less than 0.5 mm) indicates the similarity between the transformations
and shows that the PNP method produces similar results to the landmark based method.

5.1.4

Summary

In this work, we emulated an experimental setup that mimics an image-guided renal navigation intervention, with the overall goal to demonstrate the effect of the patient registration uncertainty on the overall targeting and navigation performance. Moreover, we also
proposed a technique that relies on real-time tracked camera imaging, mimicking a laparoscope, to enable a user to update the patient registration in the event of suspected poor
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Figure 5.3: Example augmented reality view showing the alignment before and after updating the registration.

registration, and help restore both registration and overall targeting accuracy. Our experimental results showed comparable registration and overall targeting performance following
camera-based registration update to the baseline registration and navigation under optimal
registration. The proposed method is key when a direct landmark-based registration of an
organ of interest located beneath the skin (or another organ surface imaged using video)
is not feasible, and when other intra-operative imaging beyond video is not available.

5.2

Image-guided Navigation using Patient Specific Organemulating Phantoms

5.2.1

Introduction

In this section, we focus on assessing navigation uncertainty in AR-guided needle-based
renal interventions using in vitro phantoms. We have previously investigated navigation
uncertainty both via simulations and using rigid phantoms, but under somewhat unrealistic
conditions. Here, we study navigation uncertainty in renal interventions by developing softtissue mimicking phantoms that enable needle insertion and targeting accuracy assessment
using internal targets.
We demonstrate the integration of optical tracking, video-guided navigation using a
tracked camera, and pre-procedural cone-beam CT images and models into an image-
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guided navigation platform custom developed in the form of a 3D Slicer module [7]. We use
this platform to guide the insertion of tracked needles into soft-tissue mimicking phantoms
featuring internal targets, much like targeting specific sites in an actual kidney.
Lastly, we assess navigation accuracy based on the distance between the surgical targets and needle tip location, while also accounting for the uncertainty associated with the
pre-procedural cone-beam CT image/model-to-intra-operative physical phantom registration. In addition, we also measure the ground truth targeting error using post-procedural
cone-beam CT images of the phantoms following needle navigation and placement, and
compare the actual targeting error to that evaluated based on the intra-operative navigation information.

5.2.2

Methodology

We developed an image-guided navigation protocol using a NDI Polaris Spectra tracking
system in conjunction with a custom-developed prototype 3D Slicer module to enable
augmented and virtual reality-based image-guided renal navigation [7, 13]. The protocol
was used with polyvinyl-alcohol cryogel (PVA-C) or gelatin-based tissue-mimicking patientspecific kidney phantoms derived from CT images. This approach allowed us to insert
needles in soft tissue-mimicking kidney phantoms featuring internal targets, image the
phantoms and inserted needles to compute the ground truth navigation error, and finally
compare it to the navigation error predicted by the image-guided navigation system
5.2.2.1

Phantom Development

The patient-specific phantoms were created by first segmenting the kidney from an abdominal CT scan and generating a surface model, which was then “edited” by adding several
3 mm hemispherical surface divots to serve as registration fiducial landmarks. A negative
of the model was generated, divided into two halves to serve as the two components of
the mold, and finally 3D printed using polylactic acid (PLA). The finally phantoms were
created by pouring tissue-mimicking material into the mold and letting them solidify prior
to future experiments.
We created phantoms using two materials: PVA-C and a proprietary synthetic gelatin
from Humimic Inc (Greenville, SC). To create the PVA-C phantoms, the two halves of the
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mold were joined together, filled with PVA-C (a mixture of 34 g of PVA-C and 166 g of
water), then subjected it to a 3-day freeze-thaw cycle. The internal targets consisted of
previously prepared spherical markers created using a two-halves 3D printed mold featuring
a matrix of 5-mm spherical cavities that were filled with a contrast-enhanced calcium PVAC mixture (11 g of calcium sulphate hemihydrate, 5 g of PVA-C, and 35 g of water),
then subjected to a 2-day freeze thaw cycle. These markers were placed randomly into
the 3D printed mold during its filling, in between sequential layers of PVA-C. Following
manufacturing, the kidney phantoms were removed from the mold and stored in a water
bath to prevent dehydration.
The synthetic gelatin phantoms were created according to the manufacturer’s directions
by heating the gelatin to 250◦ F, pouring the melted gelatin into the mold, and allowing it
to cool to room temperature. Similar to the PVA-C phantoms, we manufactured phantoms
with no internal targets (although, as later revealed from our CT images, the pouring of
the gelatin mixture introduced air bubbles into the phantom that were visible under X-ray
imaging and hence usable as potential internal targets), as well as a phantom featuring internal targets represented by several 3 mm diameter clay spheres, which provided sufficient
contrast from the gelatin material under X-ray imaging.
5.2.2.2

Workflow: Pre-procedural Model-to-Intra-operative Phantom Registration and Image-guided Navigation

The emulated intervention consisted of the insertion of needles tracked using the Polaris
Spectra optical tracking system (Northern Digital Inc., Waterloo, ON, Canada) into the
phantoms. A camera instrumented and tracked with a Polaris Spectra dynamic reference
frame (DRF) provided real-time video guidance, with the overall goal to reach specific,
prescribed targets – either virtual or physical targets, as described above. The tracked
camera was calibrated and tested according to our earlier work described in [14].
Prior to conducting all experiments, pre-procedural images of all manufactured phantoms were acquired using an in-house cone-beam CT scanner (Pinnacle X-Ray PiXS
225/60) featuring a turn-table rotating in 0.5◦ increments. All images were segmented
to generate pre-procedural surface models of the phantoms. The coordinates of both the
registration fiducial landmarks (i.e., the 3mm hemispherical divots imprinted on the phantom surface) and internal targets (Ca-enhanced PVA-C or clay spheres) were identified
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and recorded in preparation for the subsequent image-guided navigation experiments. For
the phantoms that did not contain physical internal landmarks, virtual targets (defined in
the pre-procedural image space, but not physically present in the phantom) were defined
within the segmented volume.
Each phantom was rigidly mounted onto the test stand to prevent any major movement. While this does not fully mimic a organ within a patient, as a real organ would
have slight global motion, it does allow for local motion and deformation. The lack of
global movement highlights the importance of maintaining registration and/or being able
to correct it. However, global movement can be readily corrected, while local motion is
not as easily corrected and contributes to the overall navigation error.
The phantom was then registered to its virtual model counterpart generated from the
pre-procedural CT images using a sub-set of the pre-defined registration fiducial landmarks
(i.e., the 3mm hemispherical divots imprinted on the phantom surface) and a tracked
stylus. The accuracy of the registration was assessed using the remaining surface fiducial
landmarks and visually confirmed by augmenting the video-view of the phantom acquired
using the tracked camera with the registered pre-procedural model. The augmentation
of the real-time video view with corresponding pre-procedural image and models is a key
feature of our custom-developed AR/VR image-guided navigation 3D Slicer module. This
virtual augmentation feature enables the visualization of the internal targets identified in
the pre-procedural model and registered into the intra-operative space in the context of
the real-time video view of the phantom, therefore facilitating the selection of the needle
insertion point on the phantom surface that optimizes the trajectory to the desired internal
target.
We used two techniques to insert needles into the phantoms. The first method used a
syringe instrumented with a Polaris Spectra dynamic reference frame (DRF) designed such
that by depressing the plunger, a 21 Gauge (0.8 mm diameter) needle was deployed into the
phantom (Fig. 5.4). While this setup allowed us to reduce any significant needle bending,
some slight residual bending still occurred, resulting in some inherent navigation error.
The second method employed a needle vice instrumented with a Polaris Spectra DRF to
deploy 2 mm diameter aluminum needles (to avoid noticeable bending) in the phantoms
(Fig. 5.5). Prior to insertion, a pivot and spin calibration was performed for each needle.
Once inserted, when the intended target location was reached, according to the feedback
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Figure 5.4: Syringe device used to insert needles into phantoms

provided to the user by the image-guided navigation platform, the needle was released from
the vice/syringe and the procedure repeated for subsequent needles. Using this emulating
image-guided navigation procedure, six needles were deployed in each phantom.

5.2.3

Video-based Image-to-Phantom Registration Update

We further used the video-based image-guided navigation feature of our 3D Slicer module
as a means to update the image-to-phantom registration in case of suspected misalignment
(described in detail above in section 5.1.2.3). This registration process is highly susceptible
to the fiducial landmark selection both pre- and intra-operatively.
To test this feature, we deliberately mis-registered the phantom by using a tracked
stylus to select other landmarks on the surface instead of the designated registration divots.
The achieved mis-registration was estimated as an overall RMS error calculated across all
registration fiducial landmarks and was on the order of 4.0 mm. To illustrate the effect
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Figure 5.5: Needle vice used to insert needles into phantoms

of the mis-registration on the overall needle navigation, we proceeded with the needle
navigation experiments following the “altered” registration, and deployed three needles in
each phantom.
To demonstrate the use of real-time video imaging to update the image-to-phantom registration, we selected registration landmarks from the camera view and their corresponding
landmarks from the pre-operative 3D model/image of the phantom, then computed and
applied the updated registration transformation. Following registration correction, we resumed the navigation experiments and deployed three additional needles aimed at three internal targets (different from the three targets used for the navigation under mis-registered
conditions). Fig. 5.6 - Fig. 5.8 show the needle insertion process starting with the needle
placement on the phantom surface and their deployment to reach the targets.
5.2.3.1

Error Analysis

Following all needle insertion experiments, we re-acquired cone-beam CT images of all
phantoms. All images were segmented to extract the kidney surface, surface registration
divots, needles, and targets, as applicable. The ground truth locations of both the needle tip
and targets were extracted from each post-procedure image and served as the gold standard
measure of navigation accuracy, which was computed as the RMS distance between the
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Figure 5.6: Representative images of inserting a needle into a phantom showing A. the
camera view, B. the virtual view, and C. the augmented reality view.

Figure 5.7: Representative images of navigating to a target showing the CT view with the
needle position indicated in red and the guidance path indicated in green. A. shows the
position of the needle on the surface, B. shows halfway to the target, and C. shows the
needle at the target.

Figure 5.8: Representative images of the needle placed into the phantom showing A. the
camera view, B. the virtual view, and C. the augmented reality view.
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needle tip and target evaluated across all targets.
In addition to the ground truth location of the needle tip and target depicted in the
post-procedural CT images, we also collected the following intra-operative data using our
image-guided navigation platform: 1) the location of the needle tip when confirmed on target reported by Polaris Spectra in the coordinate system associated with the pre-procedural
image/model registered to the intra-operative space; 2) the location of the internal surgical target also in the coordinate system of the pre-procedural space registered to the
intra-operative space. As such, for each targeting experiment, we collected four location
coordinates: intra-procedural target location, intra-procedural needle tip location, postprocedural target location, and post-procedural needle tip location. Under ideal conditions,
these four locations would coincide, assuming an ideal image-to-phantom registration, ideal
post-to-pre-operative image registration, and ideal needle insertion and targeting. These
data points, along with the registration fiducial landmarks, are used to characterize and
analyze the intra- and post-procedural navigation error.
In the effort to consistently assess and compare the navigation error estimated both
intra- and post-procedurally in a single coordinate system (associated with the pre-procedural
image), we first registered the post-procedure CT images to the pre-procedural CT images
using a set of six registration fiducial landmarks. Registration accuracy was assessed based
on traditional registration statistics - the fiducial registration error (FRE) computed across
the six registration fiducials, and the target registration error (TRE) across the remaining
surface fiducial landmarks not employed in the registration. Following the registration
of the post-operative images to the pre-procedural model, the four key features – intraoperative target and needle tip, and post-operative target and needle tip – were mapped
into the same coordinate system associated with the pre-procedural images (for example,
see Fig. 5.9).
Intra-operative navigation error was computed as the distance between the intra-operative
target and needle tip location, while post-operative navigation error, which also serves as
ground truth navigation error, was computed as the distance between the post-operative
target and needle tip location in the post-operative CT image. Note that neither the intraoperative or post-operative navigation errors depend on the post- to pre-procedural image
registration, as the distance between target and needle tip does not change under rigid
registration as they are by default in the same coordinate space.
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Figure 5.9: Representative graphic showing the intra- and post-operative position of navigating a needle to a target which are the positions used to characterize the error. The
thin needle and ‘+’ target represent the intra-operative needle and pre-operatively defined
target, while the thicker needle and ‘x’ target represent the actual location as measured in
the post-operative image. Ideally, the four locations should coincide. The distance between
each individual set of points was calculated to analyze the error.

As previously stated, these four features would coincide under ideal registration and
navigation conditions, but in reality, they appear as distinct points. Note that if the postto pre-operative registration yields zero error, then the four key features become three,
as the post- and intra-operative target locations coincide. Therefore, the intra-operative
navigation error can be quantified by the intra-operative needle tip to target distance, while
the actual, ground truth navigation error can be quantified by the post-operative needle
tip to target distance.
The post-op needle tip to pre-op target error metric provides an indication of how well
the needle was guided to a target with the addition of registration error between the pre-op
CT and post-op CT. The intra-op needle tip to post-op target measures how well the user
is able to use the navigation system. This is similar to the TRE, with the added error from
the post-processing segmentation and registration of the post-operative CT image. The
post-op needle tip to intra-op needle tip metric measures the error between the needles as
indicated by navigation system and physical location

5.2.4

Results

We conducted two experiments using PVA-C phantoms featuring virtual internal targets,
one experiment using a PVA-C phantom with physical (Ca-enhanced PVA-C spheres)
internal targets, three experiments using gelatin phantoms with air pockets, as internal
targets, and two experiments with a gelatin phantom using clay physical targets.
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Registration and Navigation Evaluation in Phantoms using Virtual
Internal Targets

Table 5.2 summarizes the registration and navigation error from the experiments conducted
using virtual target locations, at the pre-operative phase, intra-operative phase, and postoperative phase. Since the virtual targets do not have ground truth locations in the portoperative images, their positions were assumed to be the same in both the pre- and postoperative images (i.e., zero post- to pre-operative target registration error). The error is
visualized in Fig. 5.10, which shows the the individual point error as well as the overall
RMS error. The figure reveals there is significant variance in the error for any given target.

Figure 5.10: Navigation error for each point as well as the average error for a PVA phantom
with virtual targets.
The large error using PVA-C phantoms is due in large part to a couple sources. First,
the PVA-C phantoms showed a tendency to return to equilibrium and hence forced the
needles out of the phantom at a slow rate (discussed later). A possible second source
of error is withdrawing the needle slightly as it is being released from the syringe as the
syringe is detached from the needle. For all PVA-C phantom experiments, the needles were
slightly short of the intended target.
The recorded FRE and TRE values for PVA-C Phantom A are larger than the same
metrics recorded for the other experiment, as PVA-C Phantom A was registered using
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the fiducial landmarks defined on the pre-procedural CT image/model used to build the
mold based on which the phantom was manufactured, as opposed to the fiducial landmarks
defined from a pre-procedural image/model of the actual manufactured phantom. Hence,
the difference between the FRE and TRE values associated with the PVA-C Phantom
A are due to the slight differences between the pre-operative model used to generate the
3D printed mold and the phantom manufactured using this mold, and are primarily a
result of the 3D printing and manufacturing process. Specifically, a few of the registration
fiducial landmarks (i.e., divots on the phantom surface) did not form correctly during the
manufacturing process, thus contributing to the larger uncertainty in their location and
therefore larger FRE/TRE.
The larger intra-operative navigation error in the PVA-C Phantom A is partially due
to the difficulty in keeping a rigid relationship between the needle tip and attached DRF,
especially when using the smaller gauge needles used in the PVA-C phantom experiments.
Due to the needle slenderness and flexibility, their maneuvering was difficult due to needle
bending, which slightly invalidated the assumed rigid transformation between the needle tip
and attached DRF. This maneuvering difficulty was also encountered in the other phantom
experiments, but to a lesser extent, as the thicker and more rigid needles used exhibited
minimal bending.
5.2.4.2

Registration and Navigation Evaluation in Phantoms using Real Internal Targets

Table 5.3 summarizes the evaluation metrics associated with a navigation experiment to
internal targets within a PVA-C phantom and Gelatin phantoms at the pre-operative phase,
intra-operative phase, and post-operative phase. Unfortunately, the intra-operative needle
position was not captured correctly for experiments conducted in Gelatin Phantom 2 and
3, and hence the intra-operative navigation error for these cases could not be computed.
A side benefit of using phantoms with physical targets is that it is immediately apparent
whether the target was successfully reached within a small amount of uncertainty or if the
navigation had not succeeded. Figure 5.11 shows an example of a gelatin phantom with
embedded physical targets along with a needle which has been navigated to one of the
targets. It can be clearly observed that the needle is close to the intended target location.
It is possible that this method can be used to quickly verify the guidance system is working

CHAPTER 5. RENAL NAVIGATION VALIDATION EXPERIMENTS

120

Table 5.2: Registration and navigation error metrics (RMS Distance - mm) using patientspecific kidney phantoms featuring virtual targets.
Virtual Targets [mm]
Error Metric (RMS Distance -mm):

PVA A

PVA B

Fiducial Registration Error (FRE)

1.99*

1.12

Target Registration Error (TRE)

1.46*

1.24

4.93

1.76

Post to pre-op CT FRE

1.21

1.48

Post to pre-op CT TRE - Surface fiducials

1.46

1.88

Post to pre-op CT TRE - Internal targets

-

-

Post-op needle tip to pre-op target

-

-

Intra-op needle tip to post-op target

-

-

Post-op needle tip to intra-op needle tip

3.73

5.97

Post-op needle tip to target distance

5.32

6.21

Pre-operative:

Intra-op Navigation Error:
Intra-op needle tip to target distance
Post-op Navigation Error:

Note: The pre and post targets were assumed to be identical and repeated points are marked
with a “ - ”, “ * ” indicates registration using the virtual model derived from the CT image.

as intended as will be seen shortly. It can also be used as a training aid as a user will get
near-real time feedback as to their performance after navigating to a target.
The PVA-C phantom showed larger navigation error compared to the gelatin phantoms
(within 6.5 mm vs. 3.5 mm), because of the phenomenon described earlier, of the needles
being forced out slowly. This is most evident by comparing the post- and intra-operative
needle tip error within the PVA phantom relative to the Gelatin phantoms The time
between needle navigation and scanning was significantly longer (overnight) for PVA-B and
PVA-1 phantoms compared to the PVA-A phantom (several hours), thus allowing more
time for the needles to be pushed out. The rate at which a needle is forced out appears to
be a function of diameter. Further experiments showed that thicker needles are forced out
significantly within a couple of minutes, while thinner needles would be only marginally
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Figure 5.11: Example of the kidney phantom with visible targets (red areas) and a needle
placed using the navigation guidance system.

displaced overnight. Since the gelatin phantoms did not exhibit this behavior, we pivoted
away from using PVA phantoms and resorted to using gelatin phantoms for the remaining
experiments, which yielded promising results within the context of the application.
5.2.4.3

Pre- to Intra-operative Mis-registration and Video-based Registration
Correction

We also tested our method to update the pre-procedural model-to-phantom registration
using real-time video-based imaging. The initial registration was performed by selecting
six purposely erroneous fiducial landmarks with the tracked stylus on the surface of the
physical phantom; then a navigation experiment consisted of the deployment of three
needles to three internal targets was conducted.
The registration was then updated using visible landmarks in the camera image and
three more needles were navigated to three internal targets. This experiment was conducted
twice and the results are shown in Table 5.4 and 5.5, where in each table column A contains
data from the first set of needles following the erroneous initial registration, while column
B contains data from the second set of needles, following registration update. The post-op
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Table 5.3: Registration and navigation error metrics (RMS Distance - mm) evaluated in
PVA-C and gelatin phantoms featuring internal targets
Visible Targets [mm]
Error Metric (RMS Distance - mm):

PVA 1

Gel 1

Gel 2

Gel 3

Fiducial Registration Error (FRE)

1.03

0.82

0.58

0.64

Target Registration Error (TRE)

0.93

0.82

0.81

0.98

1.90

2.48

n/a

n/a

Post to pre-op CT FRE

0.19

0.45

0.33

0.50

Post to pre-op CT TRE - Surface fiducials

0.67

0.67

0.45

0.82

Post to pre-op CT TRE - Internal targets

0.23

0.63

0.38

0.46

Post-op needle tip to pre-op target

6.33

3.76

3.56

3.36

Intra-op needle tip to post-op target

1.90

1.65

n/a

n/a

Post-op needle tip to intra-op needle tip

6.30

3.27

n/a

n/a

Post-op needle tip to target distance

6.26

3.13

3.40

3.37

Pre-operative:

Intra-op Navigation Error:
Intra-op needle tip to target distance
Post-operative Navigation Error :

Note: “n/a” indicates that the required data was not captured correctly.

navigation FRE, TRE - surface fiducials, and TRE - internal targets are the same because
there is a single set of points from each CT scan.
The results in Table 5.4 unfortunately do not show a reduction in error between column
A and B. This indicates there is an error in the transformation chain between the phantom
and the camera. During the experiment, the augmented reality overlay was not correctly
aligned with the camera image of the phantom, which provided an indicator of error.
However, due to constraints and known bugs in how the software displays the AR image,
the experiment was fully carried out. During post-processing it was determined that the
source of the error was from an incorrect camera to DRF transformation calibration.
The difference between the A data and the B data for post-op data with one exception
indicates there was approximately 10 mm error in the registration as a result of the incorrect
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Table 5.4: Registration and navigation error metrics (RMS Distance - mm) evaluated using
patient-specific gelatin phantoms featuring initial pre-procedural model-to-intra-operative
phantom mis-registration (A), as well registration and navigation error metrics evaluated
AFTER real-time video-based registration update (B)
Gel Phantom - Clay Target [mm]
Error Metric (RMS Distance - mm):

A

B

Fiducial Registration Error (FRE)

0.89

1.78

Target Registration Error (TRE)

1.27

1.72

0.97

0.30

Pre-operative:

Intra-op Navigation Error:
Intra-op needle tip to target distance
Post-op Navigation Error:
Post to pre-op CT FRE

0.78

Post to pre-op CT TRE - Surface fiducials

0.78

Post to pre-op CT TRE - Internal targets

0.72

Post-op needle tip to pre-op target

2.32

12.98

Intra-op needle tip to post-op target

2.00

0.87

Post-op needle tip to intra-op needle tip

2.15

13.04

Post-op needle tip to post-op target

3.45

12.98

calibration. The intra-operative needle tip to post-op target error is reduced in column B,
which indicates an improvement in collecting the data from the initial set. This metric
measures how well the user can achieve targeting in virtual space and therefore is a indicator
of their navigating accuracy. This provides a way to practice a procedure and immediately
measure how well a user is achieving placement of the needle.
To verify the source of the error and collect more data, we repeated the experiment after
a complete re-calibration of each component in the system. The results shown in Table 5.4
show a reduction in the FRE, TRE, and, most importantly, the navigation error, which
shows over 2.5 mm improvement in the navigation error following video-based fiducial
landmark selection and registration update over the purposely mis-registered phantom
navigation experiment.
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Table 5.5: A second experiment showing registration and navigation error metrics (RMS
Distance - mm) evaluated using patient-specific gelatin phantoms featuring initial preprocedural model-to-intra-operative phantom mis-registration (A), as well registration and
navigation error metrics evaluated AFTER real-time video-based registration update (B)
Gel Phantom - Clay Target [mm]
Error Metric (RMS Distance - mm):

A

B

Fiducial Registration Error (FRE)

2.70

1.52

Target Registration Error (TRE)

4.00

2.22

0.56

0.64

Pre-operative:

Intra-op Navigation Error:
Intra-op needle tip to target distance
Post-op Navigation Error:
Post to pre-op CT FRE

0.46

Post to pre-op CT TRE - Surface fiducials

0.68

Post to pre-op CT TRE - Internal targets

0.75

Post-op needle tip to pre-op target

6.14

1.99

Intra-op needle tip to post-op target

1.06

0.89

Post-op needle tip to intra-op needle tip

5.83

2.11

Post-op needle tip to post-op target

5.91

2.25

Comparing this data from the simulation results in chapter 4, showed comparable results. Using parameters which closely matched the measured parameter’s of the navigation
system, the simulation predicted a FRE of 1.25 +/- 0.62 mm RMS and a TRE of 1.75 +/1.40 mm RMS. This provides confidence in the simulation results.
Fig 5.12 shows the individual errors associated with the experiment reported in Table
5.5. The first three data points (set A) correspond to the navigation error (5.91 +/- 2.85
mm) with a maximum measured value of 7.58 mm achieved under initial, poor registration,
while the second set of three data points (set B) correspond to the navigation error (2.25
+/- 0.62 mm) with a maximum measured value of 3.00 mm. This significant reduction in
the navigation error demonstrates that video-based imaging and fiducial landmark sampling is feasible for updating the initial pre-procedural image/model-to-physical phantom
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registration.

Figure 5.12: Navigation error for individual target points from the second navigation experiment updating the registration. The ‘B’ set of points have significantly less error.

5.2.5

Summary

We demonstrated and assessed the accuracy of video-based image-guided needle navigation in vitro using PVA-C and gelatin-based patient-specific kidney mimicking phantoms
featuring internal targets. The initial pre-procedural image- / model-to-physical phantom
registration uncertainty was generally less than 1 mm. The navigation error was on the
order of 6.5 mm RMS for the PVA-C phantoms, and significantly reduced to less than 3.5
mm RMS error for the Gelatin phantoms.
In addition to assessing image-guided navigation and overall accuracy based on postprocedural images, we also demonstrated how a tracked camera and real-time video-based
imaging can be used to correct and update a previously erroneous registration. As shown,
the navigation errors on the order of 6 mm reported under erroneous pre-procedural model
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to intra-operative phantom registration conditions were significantly reduced to close to 2
mm following registration correction using real-time video, which is an acceptable targeting
error given the inherent accuracy of the tracking system, as well as inherent uncertainties
associated with the 3D printing of the mold and phantom manufacturing process.

5.3

Conclusion

In this chapter, I presented an experimental protocol associated with image-guided navigation to virtual targets using virtual phantoms. We used this protocol to measure target
navigation error within a body (subsurface fiducials) in addition to target error on the
surface of an object. This allowed us to learn about the error in navigating to targets
which are not directly visible. We also developed a method to update the registration
of an object to a tracking system using fiducials visible in a video camera image. This
showed uncertainty errors of less than 1 mm, which is for an optimal system and proved
the feasibility of navigating to sub-surface targets with a relatively high degree of accuracy.
I then took the next step of navigating to virtual and physical targets within kidney
phantoms. This allowed us to experimentally measure the error associated with targeting
and navigating to targets in a more realistic scenario. We conducted experiments using
good registration, mis-registration, and updated mis-registrations to measure error under
differing conditions and to test the method of updating the registration using a video
camera.
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Chapter 6

Thesis Summary, Contributions,
and Potential Future Directions
6.1

Overarching Challenges and Thesis Objective

The goal of this research was to understand and answer key questions about the uncertainty
propagation in image-guided renal navigation and find techniques which would reduce the
uncertainty to optimize targeting uncertainty using both modeling / simulation, as well as
experimental measurements and evaluation, and validation.

6.2

Minimally Invasive Renal Interventions - Clinically Tolerated Uncertainties & Accuracy Requirements

As image-guided interventions in general, and renal interventions in particular become more
widely practiced, it is imperative that clinicians understand the uncertainty associated with
performing these procedures and where that uncertainty comes from. It is also important
that they are able to focus efforts to reduce the uncertainty.
A currently tolerated standard clinical uncertainty associated with renal guided procedures is on the order of 2.5 mm, which is associated with a margin for tumor resections
of 5 mm. However, a more accurate image-guidance with smaller uncertainty will increase
the confidence of patients and clinicians who might be undertaking a delicate procedure,
130
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while improving outcomes. Thus, reducing the uncertainty of an image-guided intervention, increases the safety of the procedure, which improves patient outcomes and therefore
leads to better lives for patients and clinicians.
To meet the clinical accuracy requirements, we needed to understand the limitations
of an image-guided navigation system. The typical image-guided navigation system incorporates several components: a surgical tracking / localization system, pre-procedural
images / models, registration algorithms used to establish a spatial correlation between
the physical patient / organ and their virtual counterparts, and a intra-operative imaging
approach to provide timely information during the procedure.
Hence, to improve image-guided navigation systems for minimally invasive renal interventions, we needed to study the uncertainty associated with the individual components,
as well as its overall uncertainty, show that it is within the clinically accepted limits /
tolerances of the intervention, and identify methods to reduce uncertainty to at or below acceptable limits. We accomplished this using modeling and simulation as well as
experiments which both provided physical measurements and informed the simulations.
To highlight the contributions and novelty of this work, here we revisit the key research
questions that defied this thesis, and how the research undertaken has helped address them.

6.3
6.3.1

Outstanding Research Questions and Contributions
Uncertainty of Surgical Tracking and Localization Systems

What is the uncertainty associated with typical surgical tracking and localization systems?
Surgical tracking systems are key in image-guided interventions, as they provide critical
information of the position and orientation of the surgical instruments, and also enable the
registration between the virtual (image space) and real (patient space) world. Hence,
characterizing their limitations in the context of the intended application is paramount.
Contributions: We characterized both an optical and electromagnetic tracking system
using both a calibration device and a 3D printed patient specific kidney model and assessed
their performance in terms of several metrics, including fiducial localization error, fiducial
registration error, target registration error, and overall navigation error. Our findings
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showed that registration between a patient and the tracking system could be achieved with
less than 1.0 mm RMS error. This characterization study served as a baseline for our
subsequent work and provided baseline metrics for defining the necessary characterization
of the uncertainty distribution for use in our simulation work.

6.3.2

Enhanced Navigation with Optical Camera Augmentation

What is uncertainty in using tracked intra-operative video imaging to provide
real-time video views of a surgical scene, augment it with pre-procedural generated anatomical models and surgical instruments, and rely on an AR view
for enhanced navigation?
While pre-procedural images and models provide relevant, big-picture information for
image-guided navigation, they become quickly become obsolete with time, raising the need
for timely, intra-operative imagining, such as a live video acquired using a laparoscopic
camera. Moreover, to enable the augmentation of the video feed with the pre-operative
models and tracked surgical instruments, the optical camera needs to also be tracked. This
requires a spatial calibration between the image space and the tracked camera instrumented
with a DRF.
Contributions: We developed a novel approach to determining the hand-eye calibration
for a camera and DRF to augment a tracking system with a optical camera which does
not require any extra equipment in a surgical setting. We further evaluated the error in
projecting virtual target points onto a camera image, which was found to be of sufficient
accuracy (< 2 mm) and within clinical utility.

6.3.3

Leveraging a Simulation Platform to Study Individual IGI Workflow Component and Overall Navigation Uncertainty

How does using uncertainty from components of a surgical tracking and navigation system propagate to overall navigation uncertainty and are there more
optimal configurations to reduce uncertainty?
To thoroughly study the effect of various registration fiducial configurations, as well as
the effect of the various tracked instrument and imaging devices on the overall navigation,
experiments are often insufficient due to practical limitations. Therefore, we resorted to

CHAPTER 6. THESIS SUMMARY

133

conducting several simulations to address these aspects.
Contributions: We developed a Monte Carlo based simulation tool to understand the
impacts of different parameters on registration between a patient and a tracking system.
This allowed us to calculate the probability that a tool tip is within a certain distance to
the intended target with different amounts of assumed uncertainty. We were also able to
show the correlation between TRE and the distance between the centroid of the registration
fiducials and the target centroid.
We extended the simulation work to explore the parameters affecting registration of the
camera to the tracking system. We showed that for our assumptions the camera intrinsic
parameters are the most important parameters. We also showed how much the system error
was affected by each individual parameter. This allowed us to answer how uncertainty for
different components propagate through an image-guided intervention pipeline.

6.3.4

Registration Update using Intra-operative Imaging

What techniques can we develop for tracked intra-operative imaging as a means
to update sub-optimal model-to-subject registration for enhanced navigation?
Image-guided navigation relies in part on registration between the virtual (image space)
and real (patient space) world. This registration is often sub-optimal, hence leading to suboptimal targeting. Nevertheless, intra-operative imaging can help mitigate this challenge
by enabling registration updates.
Contributions: In this work, we conducted several experiments featuring virtual renal
targets embedded within a foam block emulating the abdomen showing the effect of the
mis-registration on the overall targeting. We also conducted experiments with soft-tissue
mimicking phantoms with physical targets and showed how tracked video imaging could
be used to update / restore registration, and restore overall targeting accuracy to desired
ranges.

6.3.5

Assessing Overall Navigation Uncertainty using Patient Specific
Virtual and Physical Kidney-emulating Phantoms

What is the overall navigation uncertainty using experimental protocols featuring both virtual and physical targets?
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Following the characterization of surgical tracking systems, as well as studying the
effect of registration fiducial configuration, calibration of tracked surgical instrument and
video camera, and the overall uncertainty propagation vis simulations, it is critical to assess
the overall navigation uncertainty using patient-specific kidney emulating phantoms and
obtain the ground truth via post-procedural imaging.
Contributions: Building on our prior work, we navigated to virtual targets in foam
phantoms, which allowed us to test navigating to targets not directly accessible, i.e., within
the phantom. We also used it to assess our navigation software module and technique to
update the registration of a patient to the tracking system using fiducials visible in camera
images.
We further experimented using more realistic scenarios with soft kidney phantoms into
which we inserted needles and then captured CT scans to measure the accuracy of the
placed needles. This allowed us to determine the error in navigating to targets, as well as
show the feasibility of using information from an intra-operative camera image to update
position information to reduce error. We assessed the overall navigation error to be in
the range of 2-3 mm which is in line with the tentative clinically tolerated uncertainty
described in section 1.11.1.

6.4

Potential Future Directions

One step to improving and building upon this work would be to demonstrate the technique
described here to a clinical scenario. This would provide insight into other challenges that
may be faced by a clinician which cannot satisfactorily be evaluated or modeled within a
laboratory setting. This would inform the modeling and simulation work

6.4.1

Adapt for Clinical Integration

The next logical step for this research would be to adjust the system as required from
a software perspective to display predicted accuracy data as a margin region around a
specific target. Research would need to be conducted with clinicians to understand how
to best present the margin region and any other necessary information to best inform
their decisions. The next step would be to conduct experiments with clinicians performing
resections to ascertain the navigational accuracy using the system and how much trust is
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placed in the system by the clinician. These experiment would need to be more complex
and as representative of actual procedure as possible to understand where there may be
critical steps which are not adequately accounted for thus far.

6.4.2

Fully-automated Fiducial Detection for Video-camera Calibration

A possible effort to improve the hand-eye calibration procedure would be to develop a fully
automatic system for detecting and tracking DRFs to make it more reliable and reduce
the uncertainty from human input. This could involve developing DRF markers which are
easily segmented in visible and IR light.

6.4.3

Fully-automated Registration Update

A follow on work to the above would be to develop and incorporate efficient and automatic methods to keep track of either the organ surface or other landmarks visible in the
camera images. This would allow for near-real-time registration updates. This combined
with deformable registration, would provide the highest accuracy possible for image-guided
navigation.

6.4.4

Employing Realistic Surgical Instruments

Increasing the navigation experiment’s realism and using an actual laparoscopic instrument
for viewing the phantom is another possible next step in this research. This would provide
experimental insight into how differences in cameras affect navigation guidance and associated accuracy. More importantly it would increase the realism of the experiment and take
into account the appropriate view angle and working distance and reveal any procedural
difficulties with the method.
Along these lines, it would be beneficial to characterize different navigation systems
and their specific components, such as a laparoscope, and feed that information into the
simulation to gain a deeper understanding of its limitations and how to best employ a
specific device. Additionally, it may be possible to make use of recorded procedures which
have the requisite date in order to evaluate the accuracy and navigation uncertainty.
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Study Effects of Tracking System Localization and Working Volume Optimization

It would be interesting to look at different physical layout’s of the optical tracking system
relative to the other components. For example, it is possible to put the tracking system
above the patient. This could be more ergonomic and also allow certain freedom of movement. However, it would be important to understand if this configuration provides any
reduction in the total error. Any differences would arise from physical attributes of the
system, such as the how well the tracking system is able to localize and determine the pose
of markers at different distances.

6.4.6

Augment Visualization via Tracked US Imaging

Other future work would be to extend the augmentation of the tracking system to include
ultrasound imaging for internal organ visualization. This would offer further benefits of
being able to detect and see subsurface fiducials or targets within the organ. This will
require investigating methods used to register CT to US imaging and understanding the
uncertainty in those algorithms in addition to the uncertainty associated with feature
localization in the tracked US images, much like the uncertainty associated with localizing
features in tracked video images which we studied here. This would require using existing
or developing new techniques to fuse the ultrasound images with pre-operative images from
either CT or MRI [1,2,4,5]. This could be further extended to deformable registration and
integrating existing or new methods of accounting for deformation within the augmented
reality system to better predict where a target is within a patient.

6.4.7

Head-mounted AR-guided Image-guided Navigation

Although their work was based on US imaging, Groves et al. developed a navigation system
to display images on a monitor or head-mounted display (HMD) [3]. They found that users
using the HMD resulted in significantly better margins and results. This indicates that
following a similar path with this current research and projecting the AR onto a HMD
would be possible area for future exploration.
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