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Abstract 
We investigate expansions of the ordered field of real numbers equipped with a family of real 
power functions. We show in particular that the (O-minimal) theory of the ordered field of real 
numbers augmented by all restricted analytic functions and all real power functions admits 
elimination of quantifiers and has a universal axiomatization. We derive that every function of 
one variable definable in this structure, not ultimately identically 0, is asymptotic at + co to 
a real function of the form x I+ cx’, c # 0; in particular, this structure is polynomially bounded. 
Furthermore, given any definable function f: U + R with U open in ET’, if a E U and f is 
infinitely differentiable at a, then f is real analytic in a neighborhood of a. 
0. Introduction 
In recent years, our knowledge of the elementary theories of various expansions of 
the ordered field of real numbers has dramatically increased. This has come about as 
a consequence of Wilkie’s proof of the model completeness of the real exponential field 
[17, IS] and related work by others in which model-theoretic techniques and the 
concept of 0-minimality play a crucial role (see, for example, [l, 4-6,8,9,11, 12, 141). 
This paper is a further contribution to this area. 
We let D denote the ordered field of real numbers (R, < , + , - , . , 0,l). Given an 
expansion ‘3 of IKI and S c R, let 93’ denote the structure (%,(x’),,,), where x” 
indicates the real power function: 
i 
x*, x > 0, 
Xl+ 
0, x d 0. 
‘92’ is called an expansion of the realjield with power functions, or an expansion of the 
real S-power jeld Rs. (Although the notation xr is, in some cases, clearly ambiguous 
for x < 0, this will not cause complications later.) 
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The ordered field of real numbers with restricted analytic functions is the structure 
Ran:= (R(f”)fEW{X,m},mEWI)~ 
where R! {X, m} denotes the ring of all power series in X1, . . . , X, over R that converge 
in a neighborhood of C-1, l]“, and where for each f~ R{X, m> we define f”: KY” + R 
by 
We let L,, and T,, denote, respectively, the language and the theory of R,,. 
It follows from the work of Denef and van den Dries [4] and van den Dries et al. [S] 
that T” : = Th(R:n) admits quantifier elimination and has a universal axiomatization. 
The rnzn model-theoretic result of this paper (see Section 2) extends the preceding 
fact. 
0.1. Let K be any subfield of IR. Then T&:= Th([Wfn) admits quantifier elimination and 
is universally axiomatizable. 
The overall model-theoretic strategy used to obtain this result is essentially the same 
as that employed by van den Dries et al. [S] to obtain quantifier elimination and 
a universal axiomatization for Th((R,,, exp, log)). 
In Section 3, other miscellaneous model completeness results are obtained. In 
particular, the structures (w, (x’)*~~, (r)rEs) are shown to be model complete for all 
s 5 R. 
In Section 4, various analytic consequences of 0.1 are derived. (Throughout this 
paper, “analytic” means “real analytic” unless stated otherwise.) 
0.2. Given any f: R + R definable in lRt” such that f is ultimately nonzero, there exists 
r E K and c E R, c # 0, such that lim,, + m f(x)/x’ = c. 
(Definable will always mean “definable with parameters” from the structure under 
consideration, unless stated otherwise; ultimately abbreviates “for all sufficiently large 
positive real numbers”.) In particular, rW$ is polynomially bounded; i.e. for every 
definable function f: R + R there exists N E N such that If (x)1 < xN ultimately. 
Definition. Let U be an open subset of R”, n 2 1, and let f: U --t R be given. We say 
that f is weak-Cm at a E U if f is CN at a for every N E N; i.e., there exists an open 
neighborhood UN of a, UN s U, such that f IV, is CN. 
0.3. Given a function f: U + F% definable in RF”, with U an open subset of R” for some n, 
if f is weak-Cm at a E U, then f is analytic at a. 
0.4. Given S c R, the structures Rf and ws admit analytic cell decomposition. 
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Roughly speaking, this means that any definable subset of [w” is a disjoint union of 
finitely many definable connected analytic submanifolds of Iw”, and given any defin- 
able function f: X + R, X c R”, X can be partitioned as above, X = Xi u ... u XI, 
such that each restriction fi 1 Xi is analytic. 
Definition. A structure U:= (A, < , . . . ) with a distinguished linear order < on its 
underlying set A is called O-minimal if (A, < ) is dense without endpoints and each 
subset of A that is definable in U is a finite union of intervals (a, b) and points, where 
a < b, a, b E A u ( - co, + KI}. (See [7,8,10,13] for general model-theoretic facts 
about O-minimal structures used in this paper.) 
0.5. For any S G R, rW& is O-minimal and polynomially bounded. 
0-minimality follows either from 0.4 or from the fact that ([w,,, exp) is O-minimal 
(see [S] or [9]); polynomial-boundedness i by 0.2. At present, all known poly- 
nomially bounded O-minimal expansions of R are definable in I%,,. 
The sets definable in rW!& are precisely the finitely subanalytic sets introduced by van 
den Dries [S]; these are locally just like subanalytic sets, but have nicer global 
properties and behave better from a logical viewpoint (see [2] for general facts about 
subanalytic sets). One motivation for the results of this paper is to show that the class 
of finitely subanalytic sets may be enlarged appropriately to include the graphs of the 
functions x” for all r E R and still retain many of the nice properties of finitely 
subanalytic sets. 
In Section 5, some general results are proved for polynomially bounded O-minimal 
expansions of R. In particular, a “definable” version of Lojasiewicz’s inequality is 
established. 
1. Preliminaries 
We will often not distinguish notationally between structures and their underlying 
sets, or even their underlying fields, etc. 
Given any O-minimal expansion A of an ordered abelian group, the complete 
theory Th(A) has definable Skolem functions. One consequence of this is that Th(A) 
has a prime model. Another consequence is that the definable closure of any subset of 
A is the underlying set of an elementary substructure of A. Moreover, the operation of 
taking the definable closure (in A) of subsets of A is a closure operation satisfying the 
Steinitz exchange property, and thus gives rise to a notion of rank. In particular, given 
elementary submodels AI, A2 of A with AI c AZ, we write rk(A, 1 A,) for the 
cardinality of any nonredundant set of generators of A2 over Al; “set of generators” to 
be taken in the sense of the definable closure operation and “nonredundant” meaning 
that each strictly smaller set has a strictly smaller definable closure. Given A,, AZ as 
above and X c A*, we let AI (X) denote the elementary substructure of A2 generated 
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by X over Ai by the above closure operation. If X = {x1, . . . , xn}, we also write 
Ai&, ..* , x,) for Al (X). For later use, we state the following useful fact. 
1.1. Let T be a complete O-minimal theory extending the theory of ordered abelian 
groups in a language L 2 ( < , + ,O}. Let A, A’, B, B’ 1 T with A E B, A’ c B’. Let 
&J :A + A’ be an L-isomorphism. Suppose that b E B\A and b’ E B’\ A’ realize corre- 
sponding (under 4) cuts in the ordered sets A, A’. Then there exists a unique L- 
isomorphism $ : A(b) --f A’(b’) extending 4 and sending b to b’. 
(This follows from the fact that the type of b over A (respectively b’ over A’) is 
determined by the cut that b (respectively b’) realizes in A (respectively A’).) 
Definition. Let F be an ordered field. An ordered F-vector space is an F-vector space 
V whose underlying additive group is also an ordered group and if x E F and v E V are 
positive, then x-v E V is positive. 
Let F be an ordered field. We let F * denote the nonzero elements of F and we put 
Pas(F):= (x E F: x > 0). The set Fin(F):= {x E F: (3N E N)[lxl < N]) is a convex 
subring of F, and is thus a valuation ring. The valuation on F induced by Fin(F) is 
denoted by OF. We will suppress the subscript in use when F is clear from context. The 
value group will be denoted by v(F). (This is a slight abuse of notation, since 
v(0) = cc # v(F); this will cause no problems later.) We also put 
Un+(F):= {x E Pas(F): v(x) = 0} = {x E F: (3N E N)[l/N < x < N]}. 
If F is real-closed, then v(F) is divisible, and hence an ordered Q-vector space with 
q~v(x)=v(~x~4)andv(x)~OiffO~~x~~l/nforalln~l.IfEisasubfieldofF,we 
regard v(E) as an ordered subgroup of v(F). If A is an O-minimal expansion of an 
ordered field, then the underlying ordered field is necessarily real-closed. 
Definition. An O-minimal theory T extending the theory of real closed fields is said to 
be of rational type if for every model A of T, if rk(A) is finite, then rk(A) > dimo(v(A)). 
Example. T,, is of rational type; for two different proofs, see 1.4 and Section 2 of [9] 
or Section 3 of [S]. 
By Wilkie’s proof of 3.5 [18], for smooth theories, we have the following important 
result. 
1.2. Let T be of rational type. Suppose that B k T, A < B, and rk(B ) A) is jinite. Then 
rk(B I A) 2 dim,(v(B)/v(A)). In particular, if bI, . . . , b, E B* and v(b,), . . . ,v(b,) are 
Q-linearly independent over v(A), then v(A(b,, . . . , b,)) = v(A) @Cl= 1 Q*v(bi). 
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2. Quantifier elimination for the structures R& 
Let us now fix some subfield K of R, and let L& be the language L,, augmented by 
a new unary function symbol f, for each I E K. Consider the following collections of 
universal Lf,, conditions: 
Pl := {(x d 0 -+fi(x) = 0) A (x, y > 0 -+ f,(xy) =f*(x)fr(y)): r E K}, 
P2:= {x > 1 +fi(x) > 1: r E Pas(K)}, 
P3 := {(Mx) =fi(fs(x))) * (fi+s(x) =fi(x)fs(x)): r,s E K)Y 
P4:= {x > O+&(x) = x4: q E Q>, 
P5:={3dxdq+f,(x)=J(2x-2)):rEK}, 
where x is the unary L,,-primitive given by 
(1 + x/2)‘, K(x) = o L x E C-L 11, 1x1 > 1. 
Put T: = T,, u Pl u . . . u P5. Note that since Tz is universally axiomatizable, T is 
as well, and that IF!& k T. 
In view of P4, we may write x’ for h(x) whenever x > 0 without ambiguity. Both 
notations will be used according to convenience. We now list some easy consequences 
of ordered field properties and Pl, . . . , P4. 
Proposition 2.1. Let A 1 T. 
(1) For all r E K*, fr 1 Pas(A) is an automorphism of the multiplicative group Pas(A) 
with compositional inverse fiir 1 Pas(A). Zf r > 0, then the order is preserved, and 
reversed tfr < 0. 
(2) For a E POS (A) and r = CT= 1 qiri with qi E Q and ri E K, we have U’ = nl= 1 (u”)~‘. 
(3) Zf 0 < r < s and a > 1, then a’ < a’. (There are several other results of this type, 
corresponding to the usual rules for real powers.) 
(4) For all r E K*, fi(Un+(A)) = Un+(A). 
(5) The map (r, y) H v(x’) : K x v(A) + v(A), with x > 0 and v(x) = y, is well-de$ned, 
and v(A) is an ordered K-vector space with this map as scalar multiplication. We let r - y 
denote the image of (r, y) under this map as usual. 
Proof. (l)-(4) are easy and left to the reader. For (5), the map is well-defined by (4). 
Ordered vector space axioms are easily verified using Pl, . . . , P4 and ordered field 
axioms. 0 
Notation. Given a model A of T, let A,, be the reduct of A to L,,. (Note then that 
A,, k T,,.) 
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Lemma 2.2. Let B k T, A E B,,, and suppose that there exists P C Pas(A) such that 
v(P) = v(A) and f,(P) E A for all r E K. Then f,(A) G A for all r E K and 
(A, (fi t 44 I= T. 
Proof. It suffices to show that f,(A) E A for all r E K since T has a universal 
axiomatization. Let a E Pas(A). (The result is trivial for a < 0 by the definition of Ii.) 
Then there exists u E Un+ (A) and p E P with a = up. So it suffices to show that ur E A. 
Now for some N > 0, we have 4 < uliN < 3. Since B,, k Tan and A E B,,, A is closed 
under x’ for x E [i, 31; (see P5). So ((u”~)*)~ = u E A. 0 
Lemma 2.3 Let A, B k T, and let $I : A,, + B,, be an L,,-embedding. If there exists 
P E Pas(A) such that v(P) = v(A) and 4(pr) = 4(p)*for all r E K and p E P, then 4 is an 
L&-embedding as well. 
Proof. We only need to show that q5(ar) = 4(ay for all a E Pas(A) and r E K. Let 
a E Pas(A). We have a = up as in the previous lemma. So it suffices to show that 
$(u’) = 4(u)l. As before, we have 3 < u ‘IN < 3 for some N > 0. Since 4 is an L,,- 
embedding (and see P5) we have 
4(ur) = f$((U”N)IN) = qqUlqN = f$(U)‘“(l/N) = c#j(u)‘. 0 
Lemma 2.4. Assume that K is countable. Let A, B k T, A 5 B, and let B’ be a (BI +- 
saturated elementary extension of A. Then there exists C 1 T with A r; C E B such that 
C embeds over A into B’. 
Proof. First, we consider the case v(A) = v(B). Let x E B\A. By saturation, choose 
y E B’\A realizing the same cut in A as x. Put C:= A,,(x) and C’:= A,,(y). Since 
T,, is O-minimal, there exists a unique L,,-isomorphism 4: C + C’ that is the identity 
on A and sends x to y. Now v(C) = v(A) and thus v(C’) = v(A) as well. By Lemmas 2.2 
and 2.3, C and C’ expand to T-models and 4 is an L%-embedding as desired. 
Now suppose that v(B) # v(A). Take x E Pos(B)\A with v(x)$v(A), and choose 
y E B’\A realizing the same cut in A. Note then that for all r E K*, 
v(x*) = r*v(x)#v(A), since v(A) is a K-linear subspace of v(B). Similarly, v(y’)$ v(A). 
Note also that v(x) and o(y) realize the same cut in v(A) as an ordered subgroup of v(B) 
and v(B’). 
Suppose that the (vector space) dimension of K over Q is infinite. (The finite- 
dimensional case is the same, but easier.) Let {e,} ,“= I be a Q-basis for K over Q. 
(Recall that K is countable.) Put x”:= xen and yn:= yen for n 2 1. By Proposi- 
tion 2.1(2), the sets {0(x,): n 2 l} and {v(y,): n 2 l} are Q-linearly independent over 
v(A). For all n 2 1, put 
C,:= A,,(xI, . . . ,x,) and Cb:= A,,<YI, . . . ,Y,>. 
C. Miller/Annals of Pure and Applied Logic 68 (1994) 79-94 85 
Since Tan is of rational type, by 1.2 we have 
U(C”) = V(A) 0 i Q * V(Xi) and u(C;) = u(A) @ f: Q *u(yJ. 
i=l i=l 
Thus, letting C := U” B 1 C, and C’ := U,, ~ 1 Ck, we get 
u(C) = v(A) @ K-u(x) and u(C’) = u(A) @ K * u(y). 
Put 
P:= {ax’:a~Pos(A), r6K) and P’.:= {ay’:a~Pos(A),r~K}. 
Then v(P) = u(C) and u(Y) = u(C’). Clearly, both P and P’ are closed under powers 
from K. By Lemma 2.2, C and C’ expand naturally to models of T. Now to finish the 
proof, by Lemma 2.3 we need only exhibit an L,,-isomorphism 4 : C + C’ such that 
4 is the identity on A and 4(p’) = 4(p)’ for all p E P and r E K. 
First, let m E N, m > 0, and suppose that 4 : C, + CL is an L,,-isomorphism fixing 
A pointwise and sending x, to y, for n = 1, . . . ,m. Let c E C,. Then 
v(c) = u(a) + r-u(x) for some a E Pas(A) and r in the Q-linear span of e,, . . . , e,. So 
we have c = uu nr= 1 xenqn for some u~Urr+(C,) and qr, . . . , qrn~Q. Thus, 
444 = 4(0n:= 1 yenqn and u(~(c)) = u(u) + r-u(y). 
We now show that x,+ 1 and y,,,+r realize corresponding (under 4) cuts in the 
ordered sets C, and CL. Suppose that c E Pos(C,) (the case c < 0 is trivial) and that 
x,+r > c. Noting that ~(x,+~)$u(C,), we have em+l*u(~) < u(c) = v(a) + r-u(x) for 
some a E Pas(A) and r in the Q-linear span of er , . . . , e,. Thus, (e,+ r - r) * u(x) -c u(u). 
Now e,+l # r (by linear independence); say e,+ 1 > r. Then u(x) < (l/(e,+ 1 - r)) - u(u). 
Since u(y) realizes the same cut in u(A) as u(x), we have u(y) < (l/(e,+ 1 - r))-u(u) as 
well. Reversing the steps shows that e,, 1 -u(y) -G u(a) + r. v(y) = u(+(c)); thus, 
Ym+1 > 4(c). 
Other cases are handled similarly. By 1.1, 4 extends uniquely to an L,,-isomor- 
phism $:C,+1 -+ Ckfl fixing A pointwise and sending x, to y, for n = 1, . . . , m + 1. 
Using this fact, one easily constructs by induction an L,,-isomorphism 4: C + C’ 
fixing A pointwise and sending x, to y, for all IZ z 1. Let t E K. Writing t as a Q-linear 
combination and using Proposition 2.1(2), we see that 4(x’) = y’. Now let r,s E K, 
a E Pas(A). On the one hand, noting that A is closed under powers from K, we have 
f&(uxS)‘) = &zrxsr) = ($(ur)&xsr) = urysr, 
and on the other hand, 
$(uxS)l = (&u)f#J(x”))’ = ul#(xS)* = urysr. 
We have thus shown that 4(p’) = 4(p) for all p E P and r E K, finishing the 
proof. q 
Remark. The lemma can be proved in a similar fashion for K not necessarily 
countable by transfinite induction. 
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Theorem 2.5. T$ admits quantifier elimination and is universally axiomatizable. 
Proof. We may assume that K is countable, since if the result holds for every 
countable subfield of K, it holds for K as well. It follows from the previous lemma that 
given A, B \ T, A s B, and B’ a (PI+-saturated elementary extension of A, B embeds 
over A into B’. Since T is universally axiomatizable, T admits quantifier elimination 
(see [ 151, for example). Clearly, rWf* embeds in every model of T. Thus, T is complete 
and T& is axiomatized by T, q 
Corollary 2.6. For any S s R, Ri,, is model complete. 
Proof. Apply the theorem with K = Q(S). Using P3 and P4, note that each power 
function x’ with I E K is universally and existentially definable in Rf”. q 
Corollary 2.1. Given an R&-definable function f: R” --* R, there are n-ary L&-terms 
t1 , . .: , tl such that for all a E R”, there exists i E (1, . . . , l} with f(a) = ti(a); i.e., f is 
given piecewise by terms. 
The proof is purely model-theoretic (see 2.15 of [S], for example.) 
We now consider an interesting class of models of Tf”. Let V be an ordered 
K-vector space. Consider the formal power series field F := R((t”)). We know by 
Section 3 of [IS] that F can be regarded as a model of T,,, since V is also a divisible 
ordered abelian group. In fact, it has a natural expansion to a model of TgK. To see 
this, let x E F. Write x = at”(1 + E), where a E R, v E V, and E E F is infinitesimal. Given 
r E K, put x’:= a*t”“C,“=,(;)s”. By direct calculation one verifies that with this 
interpretation, F as an L&-structure satisfies Pl, . . . , P5. 
3. Generalizations 
In this section we obtain other model completeness results by modifying the 
previous section. 
A power series f~ lR[X,, . . . ,X,1 is called differentially algebraic if the integral 
domain R[al”lf/aX”: v E N”] s lRIX1, . . . ,X,1 generated by the partials off over 
the field R of constants has finite transcendence degree over R. Let RDA be the reduct 
of R,, obtained by imposing the additional requirement in the definition of R,, that 
each f”arise from a differentially algebraic f~ R{X, m>. It follows from a result of van 
den Dries [6] that Th(R$) admits quantifier elimination. Examining Section 3 of [8], 
one sees that Th(R$) is universally axiomatizable. Also, Th(R&) is of rational type 
by the same argument as for T,,. Now for any r E R, the Taylor series at 0 for 
x ~(1 + x/2)’ : ( - 2, co) + [w is also differentially algebraic. Thus we have the 
following result. 
3.1. 2.5, 2.6 and 2.7 hold for RE, in place of lQ&. 
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An examination of Section 2 shows that in fact we have the following result. 
3.2. Let ‘9Z be an expansion of R such that Th(%) is of rational type and is universally 
axiomatizable. Let K be a subfield of R. Suppose that for all r E K, there exists 
a (nondegenerate) interval I, containing 1 such that the graph of x* t I, is definable by 
a quant$er-free L(%)-formula cpr. Then Th(!RK) admits quantijer elimination and is 
axiomatized by Th(!R) u Pl u ... u P4 u {(P~(x, y) + y = f*(x): r E K). 
The modification is left to the reader. 
Fix now some expansion ‘% of Q in a language L and let K be as before. Analogous 
to the process of the previous section, we associate to !RK a “restricted” structure; for 
each r E K, put 
and let G::= (!I$ 
function symbol. 
(x),,,). Let E:= LU {i: rE K 
x E Cl, 21, 
otherwise 
}, where each Tr is a new unary 
Proposition 3.3. If Th (‘%) is model complete and of rational type, then Th(!RK) is model 
complete. 
Proof. By 0-minimality, Th(%) has definable Skolem functions. Hence, we may take 
an extension by definitions T’ of Th (%) . m a language L’ extending E such that T’ has 
a universal axiomatization. Furthermore, T’ is also of rational type. By 3.2, Th(‘%‘) 
admits quantifier elimination in the language L’ u { f,:‘r E K}. Since Th(%) is model 
complete, Th(%‘) is as well. 0 
We now consider some applications. 
Definition. Let U c Rd be open, d 2 1. We say that H1 , . . . , HI : U -+ R is a PfafJian 
chain on U if each Hi is analytic on U and there exist polynomials pij E R[Xi, . . . , 
Xd+i] for i = 1, . . . ,I and j = 1, . . . ,d such that for all a E Rd we have 
(aHilaxj)(a) = Pij(G HI (4, . . . , Hi(a)). 
Remark. It suffices to require only that each Hi be C’ on U, for then analyticity 
follows; see 8.2 of [9]. 
Assume now that [0, lid G U. Let C be any finite subset of R such that each 
coefficient of each pij is the value of a variable-free term in the structure 
s::= (R F1, ... ,FI,(&C), 
where for i = 1, . . . , 1 we put 
X E CO, lld, 
otherwise. 
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!R is then called an expansion of w by restricted PfafJian functions. By Wilkie [17], 
structures of this type are model complete. Furthermore, they are of rational type (see 
6.12 of [9] or 3.4.1 of [18]). Let S G R be finite such that -1 E S. Then the functions 
x H( 1 + x:)’ 1 U : U --) R, r E S, form a Pfaffian chain on U. Clearly, any Pfaffian 
chain Hi, . . . , H, on U can be extended to a Pfaffian chain on U that includes these 
functions. By the above facts and using interdefinability it follows that for any S G R, 
Th((%,(f,),,,, (r),,s)) is model complete and of rational type; in particular, for 
subfields K of R. Thus, by 3.3 and an argument similar to that of 2.6: 
Theorem 3.4. Let ‘3 be an expansion of R by restricted Pfaffian functions. Then for any 
S E R, Th((%, (~‘),,~,(r),,~)) is model complete. 
Remarks. (1) In particular, this result holds for !R = R. 
(2) By the argument in [17], Th((!R, arctan, (x’),~~, (r)rEs)) is also model complete. 
(3) These structures are even$nitely model complete; see 5.14 of [9]. 
4. Analytic results 
Proposition 4.1. Let S E R, and let ‘33’ be either rW& or a structure of the form Ws, where 
% is an expansion of R by restricted PfafJian functions. 
(1) Let X E R” be definable (in W). Then X is a finite disjoint union of connected 
definable analytic submanifolds of R”. 
(2) Let f: X --) IF! be definable, X E R”, Then X can be partitioned as in (l), 
x=x,u ... uX~, such that fi /Xi:Xi+ R is analytic for i = 1, . . . ,k. 
Proof. It suffices to show the result for S finite. Also, we may assume that - 1 E S. We 
show the stronger result that %’ admits analytic cell decomposition (see 8.6 of [9] for 
a definition). For r E S, consider the analytic functions x I+ (1 + x2)‘: [w --) R; these 
form a Pfaffian chain on R. First, consider the case that %’ = Ri”. It follows from 2.6 
that (R,,, (x H (1 + ~‘)l),,~) is model complete. The result now follows from 2.1, 2.3, 
and 8.8 of [9]. In case %’ is of the form ‘!R’, where % is an expansion of R by restricted 
Pfaffian functions, use 3.4 above, see the argument preceding 6.12 of [9] and again 
apply 8.8 of [9] to finish. q 
Remarks. (1) It follows that given f: R” --) F-8 definable in RF,,, the set of points where 
f is not analytic is closed, nowhere dense and has Lebesgue measure zero; in 
particular, for the case n = 1, f is analytic at all but finitely many r E R. (This fact is 
not new, as it also follows from analytic cell decomposition for the structure (R,,, exp); 
see Section 8 of [9].) 
(2) If f is definable in a structure of the form 5Rs, where !R is an expansion of R by 
restricted Pfaffian functions, then Proposition 4.1 and the above remark hold with 
“analytic and differentially algebraic” in place of “analytic”, by 9.8 of [9]. 
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We now lay the groundwork for the results on asymptotic growth of IWfn-definable 
unary functions and the implication of local analyticity from local infinite differentia- 
bility. 
Let {cY,,}.“=,, be a strictly increasing sequence of real numbers with only finitely 
many negative terms. Let (E,,}~=~ be a sequence of real numbers. We develop some 
properties of the series C,“=,J,(x), where fn: (0, co) + Iw is defined by fn(x) = anxa”. In 
the following, we write simply 1 u,,P for C,“=,f”(x). 
Consider the set S := {x > 0: C lu,,Jx’” converges}. We define the radius of absolute 
convergence of 1 u,xorn to be 0 if S = 8 and sup S E (0, co] if S # 0. We will denote the 
radius of absolute convergence by R. Obviously, if x > R, then C 1 a, 1 xan diverges. On 
the other hand, if 0 < x < R, then 1 lu,lxbn must converge since only finitely many c(, 
are negative. Thus, it follows by the Weierstrass test that the convergence is uniform 
on (0, r] for any r E (0, R). 
Note that we do not assign a value to Cu,,x’” for x < 0. Note also that we do not 
exclude the possibility that Cunxan converges conditionally for some (or all) x > R. 
(However, if lim sup (x,/n) # 0, we have divergence for x > R as usual.) 
Proposition 4.2. The function f(x) = Cunxbn is analytic on (0, R). 
Proof. For all n E N, z H u,z’” is holomorphic on C\( - co, 01. Since C Ju,Jr’” con- 
verges for any r E (0, R), Cu,z”” converges uniformly on every compact subset of 
{z: Izl < R)\( -oo,O], and is th us h 1 o omorphic on this set. So Cunxdn is analytic on 
(0,R). 0 
For f(x) = 1 u,xan with positive radius of absolute convergence R, it is easy to see 
that there exists a continuous extension off to a neighborhood of the origin iff all U, 
are nonnegative. If all tl, are nonnegative, we put f(0) := lim,,, + f(x). Clearly, if all a, 
are positive, then f(0) = 0 and if a, = 0 then f(0) = uO. 
Proposition 4.3. Suppose that f(x) = C~2.x~” with positive radius of absolute conver- 
gence R has a Cm continuation to a neighborhood of 0. Then for all x in (0, R), 
f(x) = jOfT Xk + c u,xan, 
a,>Wl 
Proof. We proceed by induction on m. We first note that if f has a continuous 
extension at 0, then no GI, are negative; so the claim holds for m = 0. 
Suppose that the result holds for some m and that f has a Cm+’ continuation at 0. 
We may assume that m + 1 is a term of the sequence {ten}. By Taylor’s theorem and 
the inductive assumption, we have 
c aSa” = 
f’“+“(5(x))xm+, 
a,>m 
(m + I)! 
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on some interval (0, a), 0 < l(x) < x < E. Then for all x E (0, a), 
1 
a,e(m,m+l) 
anXan-(m+l) + pT ;+la,xan-(m+l) =1(~~:1:)) _ a,+l. 
n 
Taking the limit as x -+ O+ and using that f is Cm+’ at 0 shows that a, = 0 for all 
c(, E (m, m + 1) and a,,,+r =f@“‘l)(0)/(m + l)!. q 
Corollary 4.4. Zf f(x) = 1 a,xan has a weak-C” continuation to a neighborhood of 0, 
thenf has an analytic continuation to a neighborhood of 0, and ~1, E N for all n E N such 
that a,, # 0. 
For the rest of this section, we again let K be a subfield of R. 
Lemma. Let r 1, . . . , rd E Pos (K). Let 0 = ~1~ < c(~ < cc2 <- ... be the elements of the 
monoid r,fV + .‘. + r,,N in increasing order. Then given N E N, there exists 
s1, . . . ,s, E Pas(K) such that {tl, - c(N: n 2 N} E sIN + ... + s,N. 
Proof. Fix some N E N. For i = 1, . . . ,d, let Ji be the least integer such that 
riJi - tlN > 0. Let n > N. Since ~2, > !_xN, there exist vr, . . . ) vd E N such that 
ff, - @N = rIvI + “’ + rdvd - gN > 0. 
If for some i we have YiVi - EN > 0, then 
riVi - MN = ri(Vi - Ji) + riJi - UN E ri N + (YiJi - aN)N. 
Note that riJi - MN E Pos(K). 
Now there are only finitely many v E Nd such that x9= 1 rivi < dun. Thus, there are 
only finitely many n E N such that n > N, c(, E rl N + ... + r& and riVi - MN < 0 for 
i = 1, . . . , d. Use all such a,, together with rl, . . . , rd, rlJ, - UN, . . . , rdJd - tlN to 
generate s,N + ... + s,N. 0 
Lemma. Let 
F(X)= c b,X”, X” =X;l . ..X. 
veNd 
be a nontrivial convergent real power series with F(0) = 0. Let rl, . . . , rd E Pas(K). Then 
there exist so,sl, . . . ,s, E Pas(K) and a nontrivial real convergent power series 
G(Y)= c c,Y’, y = Y:l . . . YPe e 2 
PEN’ 
with G(0) # 0, such that for all sufficiently small positive x, 
F(x”, . . . , xrd) = xSoG(xS’, .. . , x”). 
Proof. LetO=cco<cr,<u2< ... be the elements of the monoid rl N + ... + rdN in 
increasing order. We have F(x*l, . . . , xrd) = f (x) = C a,~‘” on some (0, R), R > 0. Let 
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N be the least positive integer such that aN # 0. (Note that f(0) = 0 since each li > 0 
and F(0) = 0.) So f(x) = xaNC,, > N un~an-o’N on (0, R). Let s = (sr , . . . , s,) E N” be as in 
the previous lemma. For each n > N, choose p(n) E N’ such that s-p(n) = ~1, - c+ 
(here s.,u(n) denotes the scalar product). Now let G(Y) = txN + Cn,Nun Yrcn) and put 
sg = LQl. By Abel’s lemma, G converges on some box neighborhood of the origin. 
Thus, for all sufficiently small positive x we have 
xSoG(xS’, . . . ,xSe) = uNxaN + 1 a,xS’“(“)+“N =f(x) = F(x”, . . . ,xrd). 0 
n>N 
Proposition 4.5. Let f be a unury L$,-term such that f(x) # 0 on some real interval 
(0,s). Then there exist nEFV, r,,, rl, . . . ,r,EK with rl, . . . ,r, >O, and F:R”+ R 
analytic at the origin with F(0) # 0 such that for all suficiently small positive x, 
f(x) = x’OF(x*‘, . . . ,x’“). 
Proof. For convenience, in this proof I say “at 0 + ” instead of “for all sufficiently small 
positive x”. 
We proceed by induction on the complexity of terms, the base case being obvious. 
The casesf = - g and f = gh where g, h are terms of lower complexity are easy. 
Assume that f = g + h where g, h are terms of lower complexity, and f does not 
vanish at O+. Now if either g or h vanishes identically at O+, then we are done by the 
inductive assumption. So we may suppose (by 0-minimality) that g(x), h(x) # 0 at O+. 
By the inductive assumption, g(x) = xUoG(xY1, . . . ,xun) and h(x) = x”“H(x”‘, . . . , xv”‘) 
at 0+ of the required form. Suppose that v. # u,; say v. < uo. Then 
f(x) = x”~F(x”~-““, x”‘, . . . ,x”“, x”‘, . . . ,x0-) with F(Z, X, Y) = ZG(X) + H(Y), and 
we are done in this case. So now suppose that u. = vo. Then f(x) = xUDF(xU1, . . . , xyn, 
X”’ 5 ... 7 x”“‘), where F(X, Y) = G(X) + H(Y). If F(0) # 0, we are done with this case. 
If F(0) = 0 (noting that F is nontrivial at the origin), we apply the previous lemma. 
Now suppose that f = gr for some r E K. Since f is nonvanishing at O+ we must 
have g strictly positive at O+. By the inductive assumption, g(x) = xUOG(xU1, . . . ,xun) 
of the required form. So f(x) = xUo*(G(xU1, . . . , x”“))‘. Now G(0) # 0, so we must have 
G(0) > 0. Write G(X) = G(O)(l + H(X)), with H analytic at the origin, H(0) = 0. 
Then at O+ we have (G(xU’, . . . ,xun))’ = F(xU1, . . . , Y”), where F(X)( = ~k”,oG(0)‘(6) 
x (H(X))k) is analytic at the origin and F(0) = G(O)* # 0. 
Finally, suppose that f = g(h, , . . . , h,), where hI , . . . , ht are terms of lower complex- 
ity. Since f does not vanish at O+, by the definition of Q we must have 1 hi(x)/ < 1 at O+ 
for i = 1, . . . , 1. Furthermore, we may assume that each hi is non-vanishing at O+, 
since otherwise we may replace hi by 0 and consider the L,,-primitive thus obtained 
from g. By the inductive assumption, for each i = 1, . . . ,1 we have 
h,(x) = xri.OHi(x*‘.‘, . . . , x’~.n@) at O+ of the required form. Since Hi(O) # 0, and 
1 hi(x)/ < 1, we must have ri.0 2 0. Since g is the restriction of a function analytic at the 
origin with polyradius of convergence greater than 1, we get f(x) = F(xS’, . . , xsm) at 
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O+, after relabeling the nonzero ri,;s, where F is nontrivial and analytic at the origin. 
Now apply the previous lemma if necessary to finish. Cl 
Theorem 4.6. Let f: R + I% be definable in l13fn:,, with f ultimately nonzero. Then there 
exist r E K and c E iw* such that lim,, + J-(x)/x’ = c. 
Proof. By 2.7, there exists some unary Lfn -term t such that ultimately f(x) = t(x). By 
4.5 applied to x ~f(l/x) for x > 0 there exist n E N, ro, rl, . . . , r, E K, rl, . . . , r, < 0, 
and F: R” + R analytic at the origin, F(0) # 0, such that ultimately we have 
f(x) = x’o F(x”, . . . ,x*“). Then lim,, + mf(~)/~‘D = F(0). 0 
Corollary 4.1. For all r E [w, xr is definable in rW& if and only ifr E K. 
Theorem 4.8. Let f: [w” + iw be definable in R,” and suppose that f is weak-Cm at 
a E [w”. Then f is analytic at a. 
Proof. By translation, we may assume that a = 0. Since rWf” is polynomially bounded 
and O-minimal, it suffices by [12] to show the result for n = 1. Arguing as in 
Theorem 4.6, there exists R > 0 such that for all x E (0, R), f(x) = Ca,,x’” for some 
sequence {a,> of nonnegative real numbers. Now apply Corollary 4.4. 0 
Remark. Theorems 4.6 and 4.8 are known for the case K = Q, with different proofs 
that do not generalize to the case K # Q (see [6,16]). 
5. Polynomially bounded O-minimal expansions of R 
In this final section, we let ‘3 be some fixed polynomially bounded O-minimal 
expansion of R. “Definable” will mean “‘%-definable”. From [l 11, we have the 
following result. 
5.1. Let f: OX+ [w be definable with f ultimately nonzero. Then there exist r E [w and 
c E [w* such that lim,, + m f(x)/x’ = c, where x’ is de$nable. 
Definition. Let K be the set of all r E R such that x’ is definable. Using the facts 
*+’ = x’x’ and x” = (xr)s one sees that K is a field. We call K thejield of exponents 
rfor %). 
Notation. Let f: A x B + Iw be definable with A x B G [w”’ x [w”, m, n E N. Let a E A. 
Then fU: B + [w denotes the definable function with f,(b) = f (a, b) for all b E B. 
Proposition 5.2. Let f: KY’ x R + R be definable, m E N. Then there exist rl, . . . , rl E K 
such that for all a E W’, either fa is ultimately identically 0, or lim,, + mfa(x)/xri = c(a) 
forsomeiE{l,...,l}andc(a)E[W*. 
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Proof. We proceed by induction on m. The case m = 0 is just 5.1. So assume that 
m > 0 and the result holds for all definable functions g: 03’ x R --t R and I < m. 
The set A consisting of all a E R” such that h is not ultimately identically 0 and 
lim,+ + J&4 4 R* is definable. By 5.1, for every a E A there exists a (unique) p(a) E K 
and c(a) E lR* such that lim,, + ~f~(x)/x~~~~ = c(a). By 0-minimality, fa is ultimately 
differentiable, so elementary calculus yields 
p(u) = lim x@fPa4 4 
x++m f(4x) . 
Hence, the function p: A + R is definable, as is the set 
p(A) = 
i 
r E K: lim fa(x)/x’ E R* for some a E A . 
x*+m I 
Hence, it suffices to show that p(A) is finite. 
Now for all a E A and t > 0 we have 
lim f(% 4 f@) -= 
x+ + 00 f(% 4 
_ = @a) 
.!% f,(x) . 
Thus, the function (a, x) w x@) : A x Pos( R) -+ R is definable. Since p is definable, by 
0-minimality we may take a Cl-cell decomposition AI u ... u A, of I?” partitioning 
A such that p 1 Ai is C1 for i = 1, . . , k. Since each nonopen cell of the decomposition 
is definably homeomorphic to an open cell of lower dimension, by the inductive 
assumption (and the finiteness of the partition), we may as well assume that A is open, 
connected and p is C’ on all of A. Let i E { 1, . . . , m} and consider 
function 
(u 
3 = (ap/aUi)(U) log X : A X PoS(R) + R. 
Since % is polynomially bounded, ap/aai must vanish identically on A. Since this 
the definable 
holds for i = 1, . . . , m, the gradient of p also vanishes identically on A; hence, p(A) is 
a singleton. 0 
Proposition 5.3. Let P be the underlying set of the prime model ‘p c %. Then K c P and 
for all r E K the power function x’ is dejnuble without parameters. 
Proof. Let r E K. Say that x’ is defined by cp(u, x, y), where u E R”’ for some m E N and 
q is an L(3)-formula. Consider the (nonempty) definable set A c R” consisting of all 
a E IF!” such that cp(u, x, y) defines a function, not ultimately identically zero, from 
IR into R. Note that A is definable without parameters. Let f: A x IF! + Iw be the 
definable function thus obtained from cp, and let p: A-+ R be as in the previous 
proposition. Then p(A) contains r, is finite and definable without parameters. By 
ordering p(A), r is definable without parameters, so r E P. Now x HY: Pas(R) + R is 
the unique solution on Pas(R) to the initial value problem xy’ - ry = 0, y(1) = 1. 
Since r is definable without parameters, x* is also definable without parameters. 0 
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5.4. Lojasiewicz inequality. Let A E R” be a de$nable compact set, and let f, g : A --t Iw 
be dejnable continuous functions such that f-‘(O) E g-‘(O). Then there exist N E kJ 
and c E Pas(R) such that Is(a < cjf(a)l for all a E A. 
Using 5.2, the proof is quite similar to that in the semialgebraic case and is left to the 
reader (see 2.6.7 of [3], for example). Lojasiewicz’s inequality has many interesting 
applications in the theory of semialgebraic and subanalytic sets; see [3] and [2], 
respectively, for examples. In future work, I hope to show that these and certain other 
nice properties of subanalytic sets hold for sets definable in polynomially bounded 
O-minimal expansions of arbitrary ordered fields. 
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