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Abstract
We give a systematic study of certain class of generic Banach spaces. We show that they distinguish
between an array of different properties related to smoothness of equivalent norms such as for example
the Mazur intersection property or the existence of convex sets supported by all of their points. We also
examine the dual constructions of generic Choquet simplexes with extra requirements such as for example
those of Poulsen and Bauer asking that the set of extremal points is dense or closed, respectively.
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
Building a normed space or an infinite-dimensional simplex via finite-dimensional approxi-
mations is a natural idea already explored in several places in the literature (see, for example,
[23,20,21,14,33,25]). For example, it is known that for a separable Banach space X, there is
a ⊆-directed family F of finite-dimensional subspaces of X isometric to corresponding n∞ such
that the union
⋃F =⋃F∈F F is dense in X if and only if its dual X∗ is isometric to a space of
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J. Lopez-Abad, S. Todorcevic / Journal of Functional Analysis 261 (2011) 300–386 301the form L1(μ)1 if and only if X is an L∞,λ-space for every λ > 1.2 Recall also that X is called a
Gurarij space if for every finite-dimensional normed spaces E ⊆ F , every isometry T : E → X
and every ε > 0 there is an extension U : F → X of T such that ‖U‖,‖U−1‖ 1 + ε. Clearly,
every Gurarij space is Lindenstrauss but not vice versa since all separable infinite-dimensional
Gurarij spaces are pairwise isometric (see [14] and [27]) while the class of separable Linden-
strauss spaces contains a rich array of non-isomorphic spaces. The purpose of this paper is to lift
these ideas to the level of set-theoretic forcing and give a systematic analysis of properties of the
corresponding spaces. Our basic generic construction produces an Asplund space XH, the strong
differentiability space in which every continuous convex function is differentiable on a dense set
of points in its domain. The Asplund space XH is a c0-saturated predual of 1(ω1). Simultane-
ously, for almost all examples we provide of such space XH , we produce another generic space X
which is a non-separable Gurarij space, and which is related to XH via the following diagram
X
q
π
XH
X/G
≡ π¯ (1)
where G is the unique separable Gurarij space. Thus, X and XH will share many common prop-
erties, so we arrive at the striking phenomenon that our Gurarij spaces will have an array of
different structural properties and will therefore be non-isomorphic. Our main interest is how-
ever the properties of the Asplund space XH having in mind the problems in the literature about
the differentiability in the context of Banach spaces. We will achieve this by studying an array
of properties related to the Mazur intersection property. Recall that a Banach space X has the
Mazur intersection property if every closed convex set is the intersection of balls of X. That this
is equivalent to smoothness of the norm of X is an important contribution of Giles, Gregory and
Sims [11]. We shall however rely on another important result from this area given in [16] and
which uses the characterization of [11] to show that the Mazur intersection property is closely re-
lated to the existence of biorthogonal systems on X. Another convexity problem in Banach spaces
that can be reformulated as a problem about biorthogonal systems and therefore subject to our
analysis here is an old problem of Rolewicz about Banach spaces X admitting convex subsets C
supported3 by all of their points (see [35]). For example, we shall construct generic Asplund
and Gurarij spaces with or without the Mazur intersection property relative to any equivalent
renorming and with or without the support sets. In fact we describe here many other examples of
generic Banach spaces distinguishing essentially between any pair of biorthogonality properties
considered in [12] solving thus an array of problems from that paper. For example, we show
that for each rational ε > 0 there exist Gurarij and Asplund spaces Xε and XεH of density ω1
which have uncountable ε-biorthogonal systems but no uncountable δ-biorthogonal systems for
0 δ < ε. However, not all spaces that we construct here belong to one of these two classes. For
example, we construct a Banach space X of density ω1 with a normalized Schauder basis with
constant K > 1 with no uncountable normalized basic sequence with basis constant 1K ′ <K.
1 Spaces with this property are called Lindenstrauss spaces in the literature.
2 That is, for every λ > 1 and every finite-dimensional subspace F of X there is a finite-dimensional F ⊆ G ⊆ X
λ-isomorphic to dim(G)∞ .
3 Recall that a C is supported by x ∈ C if there is f ∈ X∗ such that f (x) = miny∈C f (y) < maxy∈C f (y).
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for every ε > 0 but without uncountable monotone basic sequence. We don’t know if such an
example could exist in the classes of Lindenstrauss or Gurarij spaces.
As indicated by the title, the paper is also concerned with dual constructions, the generic
constructions of Choquet simplexes.4 When put in the proper context of set-theoretic forcing,
one obtains a powerful projective limit construction of such simplexes. Not surprisingly con-
structions of similar kind have already appeared in the literature although only in the context
of metrizable simplexes. The most striking such construction is the construction of a Poulsen
simplex, an infinite-dimensional metrizable simplex S such that Ext(S) = S (see [33]). While the
construction offered a considerable amount of freedom it turns out that S is unique up to affine
homeomorphisms and that moreover S is a homogeneous and universal object in the class of
metrizable simplexes (see [25]). We shall add to the theory of Poulsen simplexes by construct-
ing a generic simplex Sω1 of weight ω1 with a dense set of extreme points such that the space
P(Sω1) of probability Radon measures equipped with the w∗ topology is hereditarily separable
in all finite powers. We shall see that a variation of this construction will give us a non-metrizable
Poulsen simplex which is both hereditarily separable and hereditarily Lindelöf. This gives a so-
lution to an old problem from the theory of Choquet simplexes asked in [29]. The perfect version
of the simplex Sω1 also serves as a striking counterexample to Fremlin’s problem about 2-to-1
pre-images of compact metric spaces (see, for example, [13]) since it is easily seen that every
continuous map from Sω1 into a compact metric space must be constant on a non-metrizable sub-
set of Sω1 . We also construct a non-metrizable simplex Bω1 with P(Bω1) hereditarily separable
which has the property that Ext(Bω1) is a closed nowhere dense subset of Bω1, i.e., a simplex
which in the literature is usually called a Bauer simplex. Having in mind the standard representa-
tion of Bauer simplexes as simplexes of the form P(K) for compact Hausdorff K , this simplex
can be viewed as the convex analogue of the generic zero-dimensional compactum K0 of [2] and
in fact our construction of the perfect non-metrizable simplex mentioned above depends on the
same idea.
We continue this Introduction with few remarks about the proof techniques of this paper which
we find to be of independent interest. It turns out that most of the properties of generic Banach
spaces or simplexes are proved by amalgamating finitely many finite-dimensional normed spaces
or simplexes, respectively. We shall express this phenomenon using the notion that the certain
norm configurations are unavoidable. While this will be made precise in Section 3.4 below, the
intuitive meaning is that every uncountable ε-separated sequence of vectors (or an uncountable
sequence of n-tuples of such vectors) contains a finite subsequence realizing the given norm
configuration up to a given error. For example, already in the paper [37], which served as one of
the sources of our inspiration, one finds a finite-dimensional amalgamation which can be used to
show that configurations of the form∥∥∥∥∥v0 − 1n
n∑
i=1
vi
∥∥∥∥∥ 1n maxin ‖vi‖ (2)
are unavoidable in many of our generic Banach spaces. Note that this in particular shows that
these generic spaces contain no uncountable almost-biorthogonal systems and therefore cannot
4 Recall that a compact convex subset K of locally convex topological vector space X is a Choquet simplex if it has
the property that the cone C = {(λx,λ): x ∈ K, λ ∈ R} defines a lattice order on C −C ⊆ X × R.
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three years earlier, and that served as our other source of inspiration, one finds the following
configuration5 that is in some sense dual to (2)
n⋃
i=1
[
s0i
]⊆ n+1⋂
k=1
n⋃
i=1
[
ski
]
and
n∏
i=1
[
s0i
]⊆ n+1⋃
k=1
n∏
i=1
[
ski
] (3)
with a proof that its unavoidability implies that the corresponding exponential space exp(K0),
the space of nonempty closed subsets of K0 equipped with the Vietoris topology, is hereditar-
ily separable. We shall see that a slight sharpening of this configuration will yield the stronger
conclusion that the space P(K0) of probability measures on K0 (and many of the other generic
simplexes mentioned above) is hereditarily separable. The paper [4] shows that other topological
properties of these two functors can also be captured by finite configurations. Treating the subtle
difference between the basis constants or the measures of biorthogonality has led us to the proof
that the configurations of the form6∥∥∥∥∥(v0 − v1)− 1m
n∑
i=1
(v2i − v2i+1)
∥∥∥∥∥< δ2 and
∥∥∥∥∥
n∑
i=1
vi
∥∥∥∥∥ C
∥∥∥∥∥
n∑
i=1
vi −
2n∑
i=n+1
vi
∥∥∥∥∥ (4)
are unavoidable in the corresponding generic spaces. It turns out that there is also a norm con-
figuration whose unavoidability implies that there is no closed convex set supported by all of
its points. More precisely, we solve Rolewicz’s problem by a finite-dimensional amalgamation
which shows that the norm configuration∥∥∥∥∥−
k(m+1)−1∑
i=0
vi + k · vk(m+1) +
k(2m+1)∑
i=k(m+1)+1
vi
∥∥∥∥∥ 2 maxik(2m+1)‖vi‖ (5)
is unavoidable for suitably chosen integers k and m. This works equally well for the function
space C(K0) over the generic compactum K0 of [2] showing that the function space C(K0) does
not contain a support set, a result originally announced in [39]. We note that another generic
compactum K whose function space C(K) admits no support set was independently constructed
in [17]. Our paper contains many more examples of unavoidable configurations and in fact we
reach limits of our finite-dimensional amalgamation techniques when we show that a basis of an
arbitrary finite-dimensional normed space is block representable inside an arbitrary uncountable
ε-separated sequence of vectors. We feel however that we have only barely touched a rich subject
of finite-dimensional norm amalgamation techniques that will lead to many more interesting
examples of non-separable as well as separable Banach spaces.
We finish the Introduction with a list of specific Banach spaces and simplexes constructed in
this paper. In this list we use (X;Y) to denote a pair of non-separable Banach spaces X and Y
such that X is Gurarij, Y Asplund and cs0-saturated, Y ∗ is isometric to 1(ω1) and such that Y is
isometric to a quotient of X by the separable Gurarij space (see the diagram (1) above).
5 Here [s] denotes the basic open subset of the generic compactum K0 ⊆ {0,1}ω1 determined by a finite partial function
s from ω1 into {0,1}. The duality that we refer to here is between the hereditary separability properties of the space
P(K0) of Radon probability measures on K0 and the hereditary Lindelöf properties of the weak topology of C(K0).
6 Of course, under some natural conditions on the constants involved.
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hereditarily Lindelöf in all finite powers, but no equivalent dual ball of X or Y is weak∗-
sequentially separable. Moreover X and Y contain no support sets.
• For each ε > 0 a pair (X;Y) with ε-biorthogonal sequences but no uncountable η-
biorthogonal sequence for any η < ε/(1 + ε). Moreover none of these spaces have support
sets nor uncountable ω-independent sequences.
• A polyhedral Banach space whose norm depends on finitely many coordinates without the
Mazur Intersection Property, and without uncountable biorthogonal systems.
• A pair (X;Y) such that X and Y have uncountable ε-biorthogonal sequence for every ε > 0
but neither X nor Y have uncountable biorthogonal sequences nor do they admit support
sets.
• A Banach space X with a normalized Schauder K-basis of length ω1 but with no uncountable
K ′-basic sequence for any 1K ′ <K.
• A Banach space X with a Schauder basis which has an uncountable (1 + ε)-basic sequence
for every ε > 0 but with no uncountable monotone basic sequences.
• Any separated and normalized sequence (xα)α<ω1 of vectors of any of the above pairs of
spaces (1 + ε)-block-represents any finite basic sequence in any other Banach space.
• If E is any of the above spaces and if Z is a subspace of E, then every bounded operator
T : Z → E is of the form T = λ · i + S where λ ∈ R, i : Z → E is the inclusion map and
S has separable range.
• If E is any of the above spaces and if T : E → F is a quotient operator, then either KerT is
separable or F is separable.
• There is a Poulsen simplex K of weight ℵ1 such that its space P(K) of probability measures
is hereditarily separable in all finite powers.
• There is a Bauer simplex K of weight ℵ1 such that its space P(K) of probability measures
is hereditarily separable in all finite powers.
• The extremal points of the Bauer simplex is a zero-dimensional compactum K0 of weight
ℵ1 whose function space C(K0) contains no support sets.
• There is a perfect Poulsen simplex K whose space P(K) of probability measures is heredi-
tarily separable in all finite powers.
Moreover, we show that a single forcing extension of the universe of sets will have all these
objects. In fact, in the forthcoming article [26] we proceed differently and show that the set-
theoretic principle ♦ implies the existence of all these examples of spaces and simplexes. It
should be noted that prior to our constructions, besides the generic C(K)-spaces admitting no
support sets mentioned above, the only previously known related examples are those of Kunen
(appearing in [31]) and the second author [38] of a non-separable Asplund C(K)-space with no
uncountable ε-biorthogonal sequences and the example of Shelah [37] of a non-separable Gurarij
space with no uncountable ε-biorthogonal sequences. The construction in [31] uses CH while
the construction of [38] uses considerably less, the cardinal equality b = ω1. The construction
of [37] uses ♦. It should also be noted that some additional principles are in fact necessary
since it is known (see [40] and [1]) that the strong Baire category assumptions imply that an
arbitrary non-separable Banach space admits an uncountable biorthogonal system and that an
arbitrary Asplund space of density ℵ1 has an equivalent renorming with the Mazur intersection
property.
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We use the standard terminology from [24]. In our constructions the following spaces play a
central role.
Definition. Let X be a Banach space.
(a) X is an L∞,λ-space (λ 1) if for every finite-dimensional subspace F of X there is a finite-
dimensional subspace F ⊆ G ⊆ X such that d(G,dimG∞ )  λ, where d(G,dimG∞ ) is the
Banach–Mazur distance defined by inf{‖T ‖ · ‖T −1‖: T : G → dimG∞ is an isomorphism}.
(b) X is a Lindenstrauss space (or an L1-predual) when X∗ is isometric to L1(μ) for some
measure μ.
(c) X is a Gurarij space if for every finite-dimensional normed spaces E ⊆ F , every isometry
T : E → X and every ε > 0 there is an extension U : F → X of T such that ‖U‖,‖U−1‖
1 + ε.
The following result connects the previous notions.
Theorem. Let X be a separable infinite-dimensional Banach space. Then the following are equiv-
alent:
(a) X is a Lindenstrauss space.
(b) X is L∞,λ for every λ > 1.
(c) X is a π∞1 -space, i.e. there is a ⊆-directed family F of finite-dimensional subspaces of X
isometric to corresponding n∞ such that the union
⋃F =⋃F∈F F is dense in X.
The equivalence of (a) and (b) and the implication (c) → (a) is true for arbitrary Banach space.
For an arbitrary Banach space the implication (a) → (b) was proved by Lazar and Linden-
strauss in [20, Theorem 1, p. 205], and the reverse one (b) → (a) was proved for arbitrary Banach
space by Lindenstrauss in [23, Corollary 1, p. 66]. A not so difficult approximation argument
proves that (c) implies (b) for arbitrary Banach space. Finally, the implication (b) → (c) is a
result of Michael and Pelczynski [30, Theorem 1.1, p. 190].
It follows then that Gurarij spaces are always Lindenstrauss spaces. A remarkable property of
separable Gurarij spaces proved by W. Lusky [27] is that they are all isometric. Let us denote the
unique separable Gurarij space by G. In the non-separable context Lusky [28] gave examples of
non-separable Gurarij spaces of density  2ℵ0 that are not isometric, not even isomorphic. We
shall need the following well-known characterization of the corresponding dual spaces.
Theorem. (See [22].) Suppose that X is a separable L∞ space. Then its dual space X∗ is iso-
morphic, either to 1 or to M[0,1], the space of Radon measures on the unit interval. Moreover,
this last case X∗ ∼= M[0,1] only happens when 1 embeds isomorphically in X.
Finally, we introduce less standard terminology and notions.
For 0 ∈ A ⊆ R and I an arbitrary set, we define c00(I,A) as the collection of all f : I → A
with suppf = {i ∈ I : f (i) = 0} finite. In case that A is a field, c00(I,A) is a vector space.
For each i ∈ I , let ui be the vector of c00(I,R) defined by ui(j) = δi,j . Given J ⊆ I and
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given F ⊆ c00(I ) and J ⊆ I , we denote by F  J = {f  J : f ∈ F } the set of restrictions of
elements of F to J .
For x ∈ c00(I,A) and i ∈ I , we write (x)i to denote the ith-coordinate of x. We define two
operations ∨ and ∧ in c00(I,R) as follows: For x, y ∈ c00(I,R), let
(x ∨ y)α :=
{
(x)α if |(x)α| |(y)α|,
(y)α otherwise,
(x ∧ y)α :=
{
(y)α if |(x)α| |(y)α|,
(x)α otherwise
for every α ∈ I .
Recall that n∞ is the normed space (Rn,‖ · ‖∞), where ‖(xi)i<n‖∞ = maxi<n |xi |, or equiv-
alently, whose unit cell is the n-dimensional cube. The following notion is the key in our
constructions.
Definition 2.1. A Q-f.d. space H is an isometrical copy of the R-span of a Q-subspace of the
Q-vector space n∞ endowed with the sup-norm.
The main examples of Q-f.d. spaces are the isometric copies of n∞’s. Notice that a subspace
H of some n∞ is a Q-f.d. space if an only if H is the real span of a Q-subspace of n∞. In
particular, each n1 is also a Q-f.d. space.
By definition, if H is a Q-f.d. space, then the unit cells of H and of H ∗ are polyhedrons, i.e.
they have finitely many extremal points. Moreover, H has a basis (xi)i<n such that the evaluation
of each xi in an extremal point of BH ∗ is a rational number. It is not difficult to see that this is
characterization of Q-f.d. spaces. We call a such basis of H a Q-basis. We call a point x ∈ H a Q-
point if x is a rational linear combination of an (any) Q-basis of H , and (xi)i<k is a Q-sequence
of H if it is a sequence of Q-points. Finally, we say that (xi)i<k is a Q-sequence (basis) if it is a
Q-sequence (basis) of some Q-f.d. space H .
We list now few more of the basic facts about Q-f.d. spaces which we freely use below.
Proposition 2.2.
1. H is a Q-f.d space if and only if H ∗ is a Q-f.d. space. If H is a Q-f.d. space, then we call
the elements of H ∗ as Q-functionals.
2. If (xi)i<n and (yi)i<n are two Q-bases then one is a Q-linear combination of the other.
3. If H0 is a Q-f.d. space and H1 is a subspace of H0, then H1 is a Q-f.d. space if and only if
H1 is the span of Q-points of H0.
4. For every finite-dimensional normed space F and every ε > 0 there is a Q-f.d. space H such
that d(F,H) ε, where d is the Banach–Mazur distance.
Suppose now that H1 ⊆ H0 are two Q-f.d. spaces.
5. Every Q-functional of H1 can be extended to a Q-functional of H0.
6. If H1 is a proper subspace of H0, then there is a normalized Q-functional f of H0 such that
f H1 = 0.
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f H1 = 0.
8. There is a Q-f.d. subspace H2 of H0 which is a complement of H1 in H0. 
Definition 2.3. A Q-isometry between two Q-f.d. spaces H0 and H1 is an isometry T : H0 → H1
such that if (xi)i<m and (yi)i<n are (any) Q-bases of H0 and H1 then T (xi) is in the Q-span
of (yi)i<n.
It is clear that the composition of two Q-isometries is again a Q-isometry.
3. Generic normed spaces
When we say that a Banach space X of density ω1 is generic we have in mind a particular
context, or more precisely a set P of finite approximations to a norm ‖ · ‖ on c00(ω,Q) which
when completed would give us a Banach space of density ω1. The set P is sometimes called the
forcing notion and the elements of P are sometimes called the conditions on the resulting norm
and the following lists some of the most natural properties of P.
Definition 3.1 (Basic forcing notion). Let Pbasic be the set of p = (Dp,Fp,Ap,Hp), called
conditions, with the following properties:
(C.1) Ap ⊆ Dp ⊆ ω1 are finite.
(C.2) Hp ⊆ Fp ⊆ c00(Dp,Q ∩ [−1,1]) are finite and Fp is symmetric.
(C.3) Hp = {h(p)γ }γ∈Dp is such that for every γ ∈ Dp one has that
h(p)γ  γ = 0 and
(
h(p)γ
)
γ
= 0. (6)
The ordering p b q is defined by:
(O.1) Dq ⊆ Dp and Aq ∩Dp = Ap .
(O.2) Fq ⊆ Fp Dq = {f Dq : f ∈ Fp} ⊆ convQ(Fq).
(O.3) Hq ⊆ Hp Dq ⊆ convQ(±Hq).
A forcing notion P is any subset of Pbasic partially ordered by b. Given a forcing notion P and
an ordinal α < ω1 we define
Pα := {p ∈ P: Dp ⊆ α}
endowed with the basic ordering b.
The domain P of P is defined by
P :=
{(
h(p)γ
)
: γ ∈ Ap, p ∈ P
}
.
Finally, given p ∈ P and δ ∈ P we define A(δ)p := {γ ∈ Dp: (h(p)γ )γ = δ}.
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f.d. vector space c00(Dp). Given x ∈ c00(Dp) let
‖x‖p := max
{〈f,x〉: f ∈ Fp}, (7)
‖x‖p,H := max
{∣∣〈h(p)γ , x〉∣∣: γ ∈ Dp}. (8)
Remark 3.3.
(a) The condition (O.2) is equivalent to:
(O.2′) For every f ∈ Fq there is g ∈ Fp such that g  Dq = f and for every x ∈ c00(Dq)
one has that ‖x‖p = ‖x‖q . Similar equivalence is also true for condition (O.2).
(b) By (C.3) and (O.3), it follows that if p  q and γ ∈ Dq then
h(p)γ Dq = h(q)γ . (9)
We list some facts.
Proposition 3.4. Let p ∈ Pbasic.
(a) Both ‖ · ‖p and ‖ · ‖p,H are norms and ‖ · ‖p  ‖ · ‖p,H .
(b) convR(Fp) = B(Xp)∗ and convR(±Hp) = B(Xp,H )∗ .
(c) Ext(B(Xp)∗) ⊆ ±Fp = Fp and Ext(B(Xp,H )∗) ⊆ ±Hp .
(d) For every f ∈ B(Xp,H )∗ and every α there is a unique sequence (aγ )γ∈Dp∩α such that
f Dp ∩ α =
∑
γ∈Dp∩α
aγ · h(p)γ  α.
Moreover, the sequence (aγ )γ satisfies that
∑
γ |aγ | 1. And in particular,
ExtB(Xp,H )∗ = ±Hp. (10)
(e) The linear mapping
T : Xp,H → ∞(Dp)
x → T (x) = (h(p)γ (x))γ∈Dp
is an isometry onto. So, Xp,H is isometric to ∞(Dp).
(f) The two spaces Xp and Xp,H are clearly Q-f.d. (Definition 2.1).
Proof. (a): ‖ · ‖p  ‖ · ‖p,H is clearly true, (C.3) gives that ‖ · ‖p,H is a norm, hence ‖ · ‖p is
also a norm. (b) is a consequence of the Hahn–Banach Theorem. (c) follows from (b), and the
fact that Fp is symmetric.
(d): (C.3) gives that (h(p)γ  α)γ∈Dp∩α is a linear basis of c00(Dp ∩ α), hence, if f ∈ B(Xp,H )∗ ,
then there is a unique sequence (aγ )γ∈Dp∩α such that f  α =
∑
aγ h
(p)
γ  α. On theγ∈Dp∩α
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γ∈Dp(bγ + cγ ) = 1. So,
f  α =
∑
γ∈Dp∩α
(bγ − cγ )h(p)γ  α,
because h(p)γ  α = 0 for γ  α. Hence, aγ = bγ − cγ , and∑
γ∈Dp∩α
|aγ | =
∑
γ∈Dp∩α
|bγ − cγ |
∑
γ∈Dp∩α
bγ + cγ  1.
(e): T is clearly an isometry; T is onto because the dimension of the input and target space is
the same. 
We give now some examples of forcing notions.
Examples 3.5. (I) Given a forcing notion P, and a limit ordinal α, the corresponding subset
Pα = {p ∈ P: Dp ⊆ α} is also a forcing notion.
(II) Let P be a forcing notion. For every p ∈ P define pH = (Dp,±Hp,Ap,Hp), which is
also a basic condition, i.e. pH ∈ Pbasic. Then PH := {pH : p ∈ P} is a forcing notion.
(III) Let Pa be the forcing notion consisting on all the basic conditions p = (Dp,Fp,Ap,Hp)
such that
(a) Ap = Dp and Fp = ±Hp .
(b) For every γ ∈ Dp one has that h(p)γ := uγ .
It follows that ∥∥∥∥ ∑
γ∈Dp
aγ uγ
∥∥∥∥
p
= max
γ∈Dp
|aγ |, (11)
so, the sequence (uγ )γ∈Dp is 1-equivalent to the unit basis of ∞(Dp).
(IV) Similarly, we can define the forcing notion Pb consisting on all the basic conditions p =
(Dp,Fp,Ap,Hp) where Ap = Dp , and (uγ )γ∈Dp is 1-equivalent to the unit basis of 1(Dp).
The basic intuition behind the forcing notion P is that the desired Banach space is obtained
by taking some direct limit of the spaces Xp and for this we need the following notion. A subset
F of P is a filter if:
(F.1) For all p,q ∈ F, there is r ∈ F such that r  p and r  q .
(F.2) For all p,q ∈ P, if p  q and p ∈ F then q ∈ F.
Definition 3.6. Let F be any filter of P. We define DF :=⋃p∈FDp , AF :=⋃p∈FAp and on the
corresponding vector space c00(DF) we define naturally two norms ‖ · ‖F and ‖ · ‖F,H as follows.
For x ∈ c00(DF) let
310 J. Lopez-Abad, S. Todorcevic / Journal of Functional Analysis 261 (2011) 300–386‖x‖F := ‖x‖p,
‖x‖F,H := ‖x‖p,H
where p ∈ F is such that x ∈ Xp . We denote by XF and XF,H the corresponding completions. Let
πG : XG → XG,H be the formal identity mapping. This is clearly a bounded operator of norm 1.
Indeed, under some reasonable assumption on P, the operator π˜G : XG/KerπG → XG,H is an
isometry onto (see Theorem 3.18).
For every α < ω1 we define
X
(α)
F
:= 〈uγ 〉γ∈DF∩α ⊆ XF,
X
(α)
F,H
:= 〈uγ 〉γ∈DF∩α ⊆ XF,H .
Define also
hγ := h(F)γ :=
∨
p∈F
h(p)γ , for γ < ω1, and
HF := {hγ : γ ∈ DF}.
It is clear that hγ ∈ ∞(DF) and, by (9), one has that
hγ Dp = h(p)γ for every p ∈ F. (12)
It follows then that h(F)γ is a bounded linear functional of c00(DF) of norm at most 1. Recall that
for x ∈ c00(DF), we write
hγ (x) := 〈hγ , x〉 =
∑
α∈Dp
(hγ )γ · (x)α.
It follows that hγ ∈ B(XF)∗ .
In general, for every f ∈ B(XF)∗ and every p ∈ F one has that f Dp ∈ B(Xp)∗ = coR(Fp), so
we can make the following natural identification,
B(XF)∗ =
{
f ∈ ∞(DF): f Dp ∈ coR(Fp) for every p ∈ F
}
.
Then for each f ∈ (XF)∗ one has that
‖f ‖∞ := sup
γ∈DF
∣∣f (uγ )∣∣ ‖f ‖(XF)∗ .
In other words, f ∈ (XF)∗ → (f (uγ ))γ<ω1 ∈ ∞(ω1) is a norm 1 operator, and in addition it is
1–1.
We list some facts to be used freely later on.
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(a) For every γ ∈ DF one has that ‖uγ ‖F  1.
(b) For every x ∈ XF and every ε > 0 there is δ > 0 such that if f ∈ B(XF)∗ is such that‖f ‖∞  δ then |f (x)| ε.
(c) Every uncountable sequence (xα)α<ω1 of different points of c00(DF,Q) contains an uncount-
able subsequence (xα)α∈I which is separated, i.e., infα =β in I ‖xα − xβ‖ > 0.
(d) For every uncountable sequence (xγ )γ∈ω1 of points of XF and every ε > 0 there is δ > 0 and
an uncountable subsequence (xγ )γ∈Γ such that for every γ ∈ Γ and every f ∈ B(XF)∗ such
that ‖f ‖∞  δ one has that ∣∣f (xγ )∣∣ ε.
(e) The set HF is 1-norming of XF,H .
Proof. (a) is trivial. (b): Let y ∈ c00(F) be such that ‖y − x‖F  ε/2. Then δ = ε/(2 · ‖y‖1)
does the job.
(c): For each α < ω1, let ξα = max suppxα . Since the points of the sequence are distinct, it
follows that there is an uncountable subset Γ ⊆ ω1 and a positive rational number ε such that
for α < β in Γ one has that ξα < ξβ and hξα (xα) = ε. It follows by the property (C.3) of the
forcing P that (xα)α∈Γ is ε-separated. (e) is trivial. 
Definition 3.8. Given a basic condition p ∈ Pbasic and an ordinal α < ω1 we define the basic
condition p  α = (Dp  α,Fp  α,Hp  α) as follows:
Dp  α = Dp ∩ α, Fp  α = {f  α: f ∈ Fp},
Ap  α = Ap ∩ α, Hp  α =
{
h(p)γ  α: γ ∈ Dp ∩ γ
}
.
Let θ : A → ω1 be any order-preserving mapping. Given a basic condition p ∈ Pbasic with
Dp ⊆ A we define the θ -spread of p as the basic condition θ(p) = (θ(Dp), θ(Fp), θ(Hp)) by
θ(Fp) :=
{
θ(f ): f ∈ Fp
}
,
θ(Hp) :=
{
θ
(
h
(p)
θ(γ )
)
: γ ∈ Dp
}
,
where we are using that the order-preserving mapping θ naturally defines an isomorphism be-
tween c00(Dp) and c00(θ(Dp)).
Note that for every basic conditions p  q, every α < ω1 and every order-preserving mapping
θ : Dp → ω1, we have that p  p  α  q  α and θ(p) θ(q).
3.1. Dense sets and generic filters
In proving local properties of our generic spaces the following notion of dense sets plays a
crucial role.
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D is called open if it is open relative to the order topology of P, i.e. if whenever p  q with q ∈ D
then p ∈ D. A Banach space X is generic over the set P of finite approximations if X = XF for
some filter F of P that intersects all dense open subsets of P. So, it follows that given a dense
set D, the collection G ∩ D is cofinal in G, hence its direct limit coincide with the one obtained
from G, i.e.
⋃
p∈G∩DXp is dense in XG. We can say that “XG has locally the property D”.
Observe that a generic filter can only be an imaginary which will not prevent us from using
it in getting the corresponding generic Banach spaces XG and studying their properties. In fact
there is a whole new universe of sets, the forcing extension, that G generates using the sets from
our ground universe V . In this paper we study the properties which the generic Banach space XG
has in the extended universe V [G] not only in the context of the poset P but also in the contexts
of some of its natural variations. Much like in the context of classical extension of mathematical
structures by adding imaginariness, one can study the extension V [G] as a collection of terms that
involve ordinary sets and the single imaginary set G. In fact in our context here all terms that we
will ever use are so simple that all references to V [G] can be avoided via two basic facts which
the reader not familiar with forcing could simply take as black-boxes having no disadvantage in
following the rest of the paper. We pass now this discussion and give some examples of dense
sets of the basic forcing Pbasic, and the implications this has on properties of the corresponding
generic space.
Examples 3.10. (I) Given an ordinal γ < ω1, the set
Dγ = {p ∈ P: γ ∈ Dp}
is a dense-open subset of Pbasic: Fix a condition p, and suppose that γ /∈ Dp . Let q =
(Dq,Fq, σq,Fq) be the basic condition defined by Dq = Dp ∪ {γ }, Fq = Fp ∪ {±uγ }, σq =
σp ∪ {(0, uγ )}, and for s ∈ σq , h(q)s = h(p)s if s ∈ σp and h(q)(0,γ ) = uγ . It is clear that q ∈ Pbasic,
q  p and that q ∈ Dγ .
(II) Two basic conditions p and q are compatible if there is some basic condition r such that
r  p,q . Otherwise, p and q are incompatible, and we write p⊥q . Let p be a basic condition.
Let p ∈ Pbasic. The set
Dp := {q ∈ Pb: q⊥p or q  p}
is dense.
(III) Given a limit ordinal α < ω1 and p ∈ (Pb)α , the sets
Dp,α,∞ =
{
q ∈ (Pbasic)α: either q⊥p or q  p and Xq is isometric to ∞(Dq)
}
are dense in (Pbasic)α : Fix a condition q ∈ (Pbasic)α . Suppose that q is compatible with p and
fix a basic condition r  p,q . Let T : Xr → ∞(Fr) be defined by T (x) = (f (x))f∈Fr . This
is an isometry. Let Y = T (Xr). By using Remark 2.2(d) repeatedly we can find a sequence
of Q-vectors (xi, fi)i<k in c00(Fr) such that ‖xi‖∞ = ‖fi‖1 = 1, fi(xi) = 1 for every i < k,
fi(xj ) = fi  Y = f0  Y = 0 for every j < i < k, and such that Y ⊕ 〈xi〉i<k = ∞(Fr). We
define the condition r0 = (D0,F0,H0) as follows: D0 = Dr ∪ {γi}i<k where Dr < γ0 < α and
γi := γ + i for each i < k. Let U : c00(Dr ∪ {γi}i<k) → ∞(Fr) be the linear isomorphism onto
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that gf := U∗(u∗f ) extends f , where u∗f is the f th-functional in ∞(Fr). Define
F0 = {±gf : f ∈ Fr} ∪
{±U∗(fi): i < k}.
Define also Ar0 = Ar . Finally, for each γ ∈ Dr let h(r0)γ = gh(r)γ , and for every i < k, let h
(r0)
γi =
U∗(fi). It is now routine to prove that r0  r . We check that U : Xr → ∞(Fr). Given x ∈ Xr0
one has that
‖x‖r0 = max
f∈Fr
∣∣u∗f (U(x))∣∣∨ max
i<k
∣∣fi(U(x))∣∣= ∥∥U(x)∥∥∞. (13)
(IV) Given a dense open subset D of (Pbasic)α , where α is a limit ordinal, the set
ED = {p ∈ Pbasic: p  q for some q ∈ D}
is dense in Pbasic: Let p be any condition. Let I be the interval of ordinals < α with #(I ) =
#(Dp \ α) and such that min I = max(Dp ∩ α)+ 1, and let θ : Dp ∪ (Dp ∩ α)∪ I be the unique
order-preserving mapping. Let q  θ(p) with q ∈ D (θ(p) is the θ -spread of p, see Defini-
tion 3.8). Now let J be an interval of ordinals with #(J ) = #({γ ∈ Dq : γ > max I }), and such
that Dp < J . Let π : Dq → (Dq ∩ min I ) ∪ (Dp \ α) ∪ J be the unique order-preserving bi-
jection. Notice that by construction θ(π(q)) = q and π(θ(p)) = p (because π  Dp ∩ α = Id,
and π(I) = Dp \ α). So, π(q) π(θ(p)) = p. The conditions q and π(q) are compatible (see
Proposition 3.27), so there is some r  q,π(q), and hence r ∈ E and r  π(q) π(θ(p)) = p.
(V) Given a dense open subset D of (Pbasic)H , the set
ED = {p ∈ Pbasic: pH ∈ D}
is dense in Pbasic: Fix a condition p ∈ Pbasic. Since D is dense in (Pbasic)H , there is some q ∈ D
with q  pH . Then r = (Dq,Fp ∪ ±Hq,Aq,Hq) is a basic condition such that rH = q and
r  q: Dp ⊆ Dq = Dr , Hp ⊆ Hq Dp ⊆ convQ(±Hp) and Fp ⊆ Fr Dp = Hq Dp ∪ Fp ⊆
convQ(±Hp Dp)∪ Fp ⊆ convQ(Fp).
The following result tells that the separable subspaces X(α)
G
of XG are also generic spaces in
a very natural way.
Proposition 3.11. Suppose that G be a generic filter of Pbasic. Then
(a) GH := {pH : p ∈ G} is a generic filter for Pbasic. In particular, for every x ∈ c00(DF) one
has that ‖x‖G,H = ‖x‖GH . Hence
XG,H = XGH .
(b) For every limit ordinal α < ω1 the subset Gα := G ∩ (Pbasic)α of Pα is a generic filter
of (Pbasic)α . In particular, for every x ∈ c00(α) one has that ‖x‖Gα = ‖x‖G. Hence
X
(α)
G
= XGα .
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then clearly q ∈ G∩ (Pbasic)α = Gα . Suppose that p,q ∈ Gα . Let r  p,q , r ∈ G. This condition
does not need to be in (Pbasic)α , but the condition r  α is in (Pbasic)α , r ∈ G (because r  r  α
and G is a filter) and r  α  p  α = p,q  α = q . Finally, we prove that Gα is a generic filter
for (Pbasic)α : Let D be a dense-open set of (Pbasic)α . We know that ED is a dense set of Pbasic
(see Example 3.10(IV)). Hence there is some p ∈ G such that p  q for some q ∈ D. Since G is
a filter, it follows that q ∈ G ∩ D ⊆ Gα , as desired. 
The next result is also proved by density arguments.
Proposition 3.12. Let G be a generic filter for the basic forcing notion Pbasic. Then:
(I) DG = ω1.
(II) For every limit α < ω1 the subspace X(α)G of XG is the separable Gurarij space.
Before we start the proof, we need to give a characterization of Gurarij spaces. Having in
mind the already mentioned characterization of separable Lindenstrauss spaces, we give a corre-
sponding characterization of separable Gurarij spaces.
Proposition 3.13. A separable Banach space X is the Gurarij space if and only if there is a ⊆-
directed family F of finite-dimensional subspaces of X isometric to corresponding dimX∞ such
that the union
⋃F =⋃F∈F F is dense in X and such that:
(+) Whenever that F ∈ F and T : F → n∞ is a Q-isometry then there is F ⊆ G ∈ F and an
onto Q-isometry U : G → n∞ extending T .
If such a family exists for an arbitrary, not necessarily separable, Banach space X then X is a
Gurarij space.
Proof. Suppose first that such family F exists. The proof of that X is Gurarij is standard: let
G ⊆ H be two f.d. normed spaces, and let T : G → X be an isometry. First of all, since ⋃F
is dense in X without loss of generality we may assume that there is some F ∈ F such that
T : G → F . Let Y be the quotient space of F ⊕1 H , the cartesian product of F and H equipped
with the norm ‖(f,h)‖ = ‖f ‖F ⊕ ‖h‖H , modulo its subspace N = {(T (g),−g): g ∈ G}. Then
f ∈ F → i0(f ) := (f,0)+N ∈ Y and h ∈ H → i1(g) := (0, g)+N ∈ Y are both isometries. By
a simple approximation argument, we may further assume that there is an isometry U : Y → n∞
for some n. Let V : F → n∞ be an appropriate approximation of U ◦ i0 which is a Q-isometry.
By (+) there is some F ⊆ F1 ∈ F and a Q-isometry onto V1 : F1 → n∞ extending V . Then
V −11 ◦U ◦ i1 : H → F1 is an isometry, and its sufficiently fine approximation T1 : H → F1 is the
desired extension of T .
The direct implications is consequence of the uniqueness of the separable Gurarij spaces,
and the fact that, as we are going to see, the generic space X(ω)
G
has the desired family, and
consequently is the Gurarij space. 
Proof of Proposition 3.13. (I): Fix γ ∈ ω1. Since G is generic, it meets the dense set Dγ . So,
there is some p ∈ G such that γ ∈ Dp ⊆ DG, as desired.
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G
= XGα . Let
F := {F : F ⊆ Xp for some p ∈ Gα and F is isometric to dimF∞ }.
We have proved in Example 3.10(III) that for every p ∈ Pb the set of basic conditions q which
are either incompatible with p or q  p and with Xq isometric to corresponding n∞ is dense
in Pbasic. This fact readily implies that F is directed and that
⋃F is dense in X(α)
G
. It rest to
show that F has the property (+) above. To prove this, we define the following sets. Let p ∈ Pα
and suppose that T : F → n∞ is a Q-isometry, with F ⊆ Xp . Define then Dp,T as the set of
basic conditions q ∈ Pα such that either q⊥p or q  p and there is F ⊆ G ⊆ Xq isometric to n∞
and an isometry onto U : G → n∞ extending T .
Claim 3.13.1. Dp,T is dense in Pα .
We rapidly sketch the proof of this fact: We fix r  p. Let (xi, fi)i<k be a sequence in n∞×n1
such that ‖xi‖ = ‖fi‖ = 1, fi(xi) = 1, and fj (xi) = fj  T (F ) = F0  T (F ) = 0 for every
i < j < k. Let Dr < I < α be an interval of cardinality k, I = {γi}i<k an enumeration of it.
For each f ∈ Fr , let gf ∈ n1 of norm  1 be such that T ∗(gf ) = f  F . And for each i < n,
let hi ∈ Fr be such that hi  F = T ∗(u∗i ). Define q = (Dr ∪ I,Fq,Aq,Hr), where Fq = {f ∨∨
i<k gf (xi)uγi : f ∈ Fr} ∪ {±
∑
i<k fj (xi)uγi : j < k} ∪ {±hi ∨
∨
j<k(xj )iuγi : i < n}, and
h
(q)
γ = h(r)γ ∨∨i<k gh(r)γ (xi)uγi for γ ∈ Dr , and h(q)γi :=∑j<k fi(xi)uγi for every i < k. Then if
we set G := F + 〈uγi 〉i<k , the linear extension U : G → n∞, U  F = T and U(uγi ) = xi is an
isometry onto. This implies that q ∈ Dp,T .
It is not difficult to see that the claim gives property (+) for the family F . 
3.2. Extensions of conditions
We define now a class of forcing notions having the properties of Pbasic exposed in Proposi-
tion 3.11 and Proposition 3.12. This is done by extracting some natural properties of the basic
forcing notion which allow us to prove that the sets introduced in Examples 3.10 are dense.
Definition 3.14. Let P be a given forcing notion. We say that a forcing notion P is hereditary
if for every p ∈ P and every α < ω1 one has that p  α is in P. We say that P is spreading
if for every condition p ∈ P and every θ : Dp → ω1 which is order-preserving and successor
preserving (i.e. θ(γ + 1) = θ(γ )+ 1 for every γ, γ + 1 ∈ Dp), the corresponding θ -spread θ(p)
of p (see Definition 3.8) is also in P.
It is clear that the basic forcing Pbasic is both hereditary and spreading.
Definition 3.15. Let P be a forcing notion. We say that P has the extension property (EP) when
(1) P is hereditary and spreading.
(2) Let p = (Dp,Fp,Ap,Hp) be in P. Suppose that q is a basic condition such that q  p,
Aq = Ap and h(q)γ = uγ for every γ ∈ Dq \Dp . Then the condition q is in P.
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so does PH . We list some useful properties of forcing notions with the (EP).
Proposition 3.16. Suppose that P has the (EP). Let G be a generic filter for it, and let α < ω1 be
a limit ordinal. Then
(1) DG = ω1.
(2) Gα = G ∩ Pα is a generic filter for Pα , and consequently, XGα = X(α)G .
(3) The spaces X(α)
G
and X(α)
G,H
are both infinite-dimensional Lindenstrauss spaces. Hence,
XG and XG,H are also Lindenstrauss spaces.
Proof. The proofs presented in Proposition 3.11 and Proposition 3.12 for the basic forcing also
work for P because of the hypothesis in P. 
The following result explains the role of the previous classes of forcing notions and the differ-
ences between the generic spaces XG and XG,H . Note that since X(α)G is Gurarij, its dual space
is isometric to M[0,1]. On the other hand, being X(α)
G,H
an L∞-space, its dual space has to be
either isomorphic to M[0,1] or to 1. We are going to prove that the second case holds in a strong
sense.
Theorem 3.17. Suppose that P has the (EP), let G be a generic filter for it. Then for every limit
ordinal α < ω1 the sequence (h(G)γ  α)γ<α is a Schauder basis of (X(α)G,H )∗ which is 1-equivalent
to the unit basis of 1(α). Consequently:
(1) The sequence (h(G)γ )α<ω1 is a basis of (XG,H )∗ 1-equivalent to the unit basis of 1(ω1).
(2) The space XG,H is Asplund and c0-saturated.
Proof. Fix a limit ordinal α < ω1. We first prove that (h(G)γ  α)α<ω1 is 1-equivalent to the unit
basis of 1(α), i.e. for every s ⊆ α and every sequence of scalars (aγ )γ∈s one has that∥∥∥∥∑
γ∈s
aγ h
(G)
γ  α
∥∥∥∥
(X
(α)
G,H
)∗
=
∑
γ∈s
|aγ |.
Given p ∈ Pα , let
Dp :=
{
q ∈ Pα: q ⊥ p or q  p and
(
h(q)γ
)
γ∈Dp is 1-equivalent to the unit basis of 1(Dp)
}
.
Claim 3.17.1. Dp is dense in Pα .
Proof. Fix q ∈ Pα and suppose that q is compatible with p. Let r  q,p. Let γ0 = maxDr , and
let γ0 < I < α be an interval of ordinals of cardinality 2#(Dr ), I = {γε}ε∈{−1,1}Dr an enumeration
of it. We define r0 = (Dr ∪ I,F0,H0), where F0 = Fr ∪ {±hγ }γ∈Dr ∪ {±hγ }γ∈I , and
hγ :=
{
uγ if γ ∈ I,
h
(r)
γ ∨∨ Dr ε(γ ) · uγ if γ ∈ Dr.ε∈{−1,1} ε
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is 1-equivalent to the unit basis of 1(Dr). 
Now let s ⊆ α be finite and let (aγ )γ∈s . Let p ∈ G be such that s ⊆ Dp and let q ∈ G ∩ Dp .
Then,
∑
γ∈s
|aγ |
∥∥∥∥∑
γ∈s
aγ h
(G)
γ  α
∥∥∥∥
(XG,H )
∗

∥∥∥∥∑
γ∈s
aγ h
(q)
γ  α
∥∥∥∥
(Xq,H )
∗
=
∑
γ∈s
|aγ |. (14)
The first part of the proof is finished once we prove the following:
Claim 3.17.2. For every f ∈ (X(α)
G,H )
∗ there is a sequence (aγ )γ<α ∈ 1(α) such that
f =
∑
γ<α
aγ h
(G)
γ  α. (15)
Proof. This is done by induction on α limit. We use the consequence of (EP) that given p ∈
Pγ+ω the set
Dp :=
{
p ∈ Pγ+ω: Dp ∩ [γ, γ +ω[ is an initial interval of [γ, γ +ω[
}
is dense in Pγ+ω . Its proof is not difficult and so we leave the details to the reader. Suppose that
α = β +ω with β limit, including β = 0. By inductive hypothesis we know that
f  β =
∑
γ<β
aγ h
(G)
γ  β. (16)
Set
g = 1
2
(
f −
∑
γ<β
aγ h
(G)
γ  α
)
.
Since (h(G)βγ )γ<β and (h(G)αγ )γ<α are 1-equivalent to the corresponding unit bases of 1(β)
and 1(α), it follows from (16) that∥∥∥∥∑
γ<β
aγ h
(G)
γ  α
∥∥∥∥
(X
(α)
G,H
)∗
=
∑
γ<β
|aγ | =
∥∥∥∥∑
γ<β
aγ h
(G)
γ  β
∥∥∥∥
(X
(β)
G,H
)∗
= ‖f  β‖
(X
(β)
G,H
)∗  ‖f ‖(X(α)G,H )∗  1,
so g is in the dual unit ball of XG,H . Note that g  β = 0. Let (pn)n be a sequence of conditions
in Pα such that pn+1  pn and such that Dpn ∩ [β,β + ω[ is an initial interval of [β,β + ω[.
Fix n. Since g  Dpn is in the dual unit ball of Xpn,H , Proposition 3.4(d) gives that there is a
unique representation
g Dpn =
∑
γ∈D
a(n)γ h
(pn)
γ .pn
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g Dpm = g Dpn Dpm =
∑
γ∈Dpn
a(n)γ h
(pn)
γ Dpm =
∑
γ∈Dpm
a(n)γ h
(pm)
γ , (17)
the last equality because for γ ∈ Dpn \Dpm , if γ < β , then a(n)γ = 0, and if γ ∈ [β,β +ω[, then
Dpm < γ and so h
(pn)
γ Dpm = 0. Hence for m< n and γ ∈ Dpm one has that
a(n)γ = a(m)γ . (18)
Let (aγ )βγ<α be the sequence defined by aγ = a(n)γ for some n such that γ ∈ Dpn . Then (aγ )γ
is summable, and
g =
∑
βγ<α
aγ h
(G)
γ  α.
So,
f =
∑
γ<β
aγ h
(G)
γ  α + 2
∑
βγ<α
aγ h
(G)
γ .
Finally, if α is a limit of limits, α = supn αn, with αn < αn+1, then for each n one has that
f  αn =
∑
γ<αn
a(n)γ h
(G)
γ  αn
with (a(n)γ )γ<αn ∈ 1(αn). It follows that a(m)γ = a(n)γ for every γ < αm < αn, hence if we set
aγ = a(n)γ with n such that γ < αn, then
f =
∑
γ<α
aγ h
(G)
γ ,
as desired. This ends the first part of the proof. We prove now (1): It is clear that (h(G)γ )γ<ω1 is
the 1-basis. To prove that it is a basis of the dual space, we fix f ∈ XG,H . Then by the previous
result, for every limit α < ω1 there is a unique sequence (a(α)γ )γ<α ∈ 1(α) such that
f  α =
∑
γ<α
aγ h
(G)
γ  α.
Hence, a(α)γ = a(β)γ for every γ < α < β . So, we can define (aγ )γ<ω1 by aγ := a(α)γ where γ < α
is limit. Then (aγ )γ<ω1 is summable, and f =
∑
γ<ω aγ h
(G)
γ .
(2): The two required properties are separably determined, so it suffices to check them on each
X
(α)
G,H
with α < ω1 limit. For such α, the dual space of X(α)G,H is isometric to 1(α), so X
(α)
G,H
is
Asplund. Because the set of extremal points of the unit ball of 1(α) is precisely the countable
set {±uγ }γ<α , it follows by a well-known result of V.P. Fonf [7] that X(α) is c0-saturated. G,H
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different. The next result gives the exact relation between the two generic spaces.
Let P be a forcing notion with (EP). Let G be a generic filter for P. Let
i : (c00(ω1),‖ · ‖G)→ (c00(ω1),‖ · ‖G,H )
be the identity mapping. This is a bounded operator, indeed of norm 1. Let
πG : XG → XG,H
be its extension to the corresponding completions. Let also
NG := Ker(πG).
Theorem 3.18. Suppose that P has the (EP), and let α < ω1 be a limit ordinal. Then
(I) NG ⊆ X(ω)G is the separable Gurarij.
(II) πG : X(α)G → X(α)G,H is a quotient map, and
π˜G : X(α)G /NG → X(α)G,H
x +NG → πG(x)
is an isometry onto.
Proof. (I): We prove that NG ⊆ X(ω)G , so separable. We introduce two sets of conditions. Let
p ∈ P, ε > 0, x = (xi)i<k+l be a normalized Q-basis, and let v = (vi)i<k be a Q-sequence of Xp
such that
(vi)i<k ∼1 (xi)i<k and
∥∥∥∥ ∑
i<k+l
aixi
∥∥∥∥ ∥∥∥∥∑
i<k
aivi
∥∥∥∥
p,H
for all (ai)i<k+l . (19)
We define Dp,v,x,ε as the set of all conditions q ∈ P such that either q is incompatible with p or
else Dq ∩ω is an initial interval of ω, and there is a sequence (w¯i)i<l of Q-points of Xq ∩ c00(ω)
such that
(i) (v0, . . . , vk−1, w¯0, . . . , w¯l−1) ∼1 (x0, . . . , xk+l−1).
(ii) ‖w¯i‖Hq  ε for every i < l.
In addition, given (wi)i<l a Q-sequence in Xp such that
(vi)i<k+l ∼1 (v0, . . . , vk−1,w0, . . . ,wl−1), (20)
we define Ep,v, w,x,ε as the set of all conditions q ∈ P such that either q is incompatible with p or
else Dq ∩ω is an initial interval of ω, and there is a sequence (w¯i)i<l of Q-points of Xq ∩ c00(ω)
such that (i) and (ii) above hold and in addition
(iii) ‖w¯i −wi‖q max{‖wi‖p,H , ε} for every i < l.
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is an initial interval of ω that if G is a generic filter with q ∈ G, then
(i′) ‖w¯i‖HG  ε for every i < k.
Claim 3.18.1. Dp,v,x,ε and Ep,v, w,x,ε are both dense in P.
Proof. Fix all initial data p, v, w, x and ε > 0 fulfilling the hypothesis, and fix r ∈ P. Without
loss of generality we may assume that r  p. Let M be a Q-f.d. space with x = (xi)i<k+l in M .
Let I ⊆ ω \ Dr be a finite set of cardinality ∑i<l ‖x∗i ‖/ε and such that (Dr ∩ ω) ∪ I is an
initial interval of ω. Let (Ii)i<l be pairwise-disjoint subsets of I with #(Ii) ‖x∗i ‖/ε for every
i < l. For each f ∈ Fp let gf ∈ BM∗ be a Q-extension of the functional f¯ defined linearly on
〈xi〉i<k+l by f¯ (xi) = f (vi) for every i < k + l. And for each g ∈ Ext(BM∗), let fg ∈ BX∗p be
extending the functional f¯ of 〈v0, . . . , vk−1,w0, . . . ,wl−1〉 defined linearly by f¯ (vi) = g(xi) for
i < k and f¯ (wi) = g(xk+i ) for i < l. Define Dq = (Dq,Fq,Aq,Hq) where
(a) Dq = Dr ∪ I .
(b) Fq is the minimal symmetric set containing
(b.1) f +∑i<l gf (xk+i )χIi for every f ∈ Fr ,
(b.2) h(r)γ for every γ ∈ Ar ,
(b.3) fg +∑i<l g(xk+i )χIi for every g ∈ Ext(BM∗), and
(b.4) uγ for every γ ∈ I .
(c) Aq = Ar .
(d) We define h(q)γ = h(r)γ for γ ∈ Dr and h(q)γ = uγ for γ ∈ I .
Then q  r is in P because of the (EEP) of P. We check that q ∈ Dp,v,x,ε ∩ Ep,v, w,x,ε : Let
w¯i = (1/#Ii)χIi for every i < l. Then (i), (ii) and (iii) hold for (w¯i)i<l . We leave the details to
the reader. 
Using this claim we prove that NG ⊆ X(ω)G . So, fix x ∈ NG with ‖x‖G = 1, and ε > 0. Let
w ∈ c00(ω1,Q) with ‖w‖G = 1 and ‖w − x‖G < ε/2. Observe that this last fact implies that
for every γ < ω1 one has that
∣∣h(G)γ (v)∣∣< ε2 . (21)
Now find p ∈ G with w ∈ Xp . Since Dp,(w),∅,ε/2 is dense in P and G is a generic filter, there is
q ∈ Dp,∅,(w),∅,ε/2 ∩ G with q  p. Hence there is some Q-point w¯ in Xq ∩ c00(ω) such that
‖w¯ −w‖G = ‖w¯ −w‖q  ε2 , (22)
the last inequality because of (21) and (iii).
We now prove that NG is a Gurarij space. It is easy to see that this is equivalent to prove the
following:
(∗) Let k ∈ N, (xi)i<k+l be a basic sequence in a Banach space, ‖xi‖ 1, and (vi)i<k be points
in NG such that (xi)i<k is 1-equivalent to (vi)i<k . Then there are points (zi)i<l in NG such
that (x0, . . . , xk−l−1) is 1 + ε-equivalent to (v0, . . . , vk−1, z0, . . . , zl−1).
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proving the following:
(∗∗) Given ε > 0, a Q-basis (xi)i<k+l , ‖xi‖ 1 for all i < k+ l, then there is δ = δ(ε) > 0 such
that whenever (vi)i<k is a sequence in c00(ω1,Q) with ‖vi‖G,H  δ and such that (xi)i<k
is 1-equivalent to (vi)i<k , then there are points (w¯i)i<l in NG such that (x0, . . . , xk+l−1) is
1-equivalent to (v0, . . . , vk−1, w¯0, . . . , w¯l−1).
So, we fix the initial data in (∗∗), ε > 0 and a Q-basis (xi)i<k+l , ‖xi‖ 1 for all i < k + l. Let
δ = min
{
ε,
1
k maxi<k ‖x∗i ‖
}
, (23)
where x∗i is the functional such that x∗i (xj ) = δi,j for every i, j < k. Let now (vi)i<k be a se-
quence in c00(ω1,Q) with ‖vi‖G,H  δ and such that (xi)i<k ∼1 (vi)i<k , and let p ∈ G be such
that vi ∈ Xp for all i < k. We check that (19) holds, and for this we fix a sequence of scalars
(ai)i<k+l . Then∥∥∥∥ ∑
i<k+l
aixi
∥∥∥∥max
i<k
|ai |
‖x∗i ‖
 maxi<k |ai |
maxi<k ‖x∗i ‖
 δk max
i<k
|ai |
∥∥∥∥∑
i<k
aivi
∥∥∥∥
p,H
.
Let q0 ∈ Dp,v,x,δ , and let (w(0)i )i<l be witnessing that q0 is in that dense set. It follows that
(a) (v0, . . . , vk−1,w(0)0 , . . . ,w(0)l−1) is 1-equivalent to (xi)i<k+l .
(b) ‖w(0)i ‖G,H  ε for every i < l.
Let w0 = (w(0)i )i<l . We find q1 ∈ Eq0,v, w0,x,ε/2 ∩ G. Now let (w(1)i )i<l in Xq1 be such that
(a′) (v0, . . . , vk−1,w(1)0 , . . . ,w(1)l−1) is 1-equivalent to (x¯i)i<k+l .
(b′) ‖w(1)i ‖HG  ε/2 for every i < l.
(c′) ‖w(0)i −w(1)i ‖q1 max{‖w(0)i ‖q0,H , ε/2} ε for every i < l.
Following this way, we can find (qj )j∈N in G and Q-sequences (w(j)i )i<l in Xqj for each j ∈ N
such that
(c∞) (v0, . . . , vk−1,w(j)0 , . . . ,w(j)l−1) is 1-equivalent to (x¯i)i<k+l for every j ∈ N.
(d∞) ‖w(j)i ‖G,H  ε/2j for every i < l and every j ∈ N.
(e∞) ‖w(j)i −w(j+1)i ‖G  ε/2j .
Because of the condition (e∞) it follows that (w(j)i )j∈N is a Cauchy sequence for every i < l. Let
w¯i = limj→∞ w(j)i for every i < l. Let us check that (w¯i)i<l has the desired properties. From
condition (d∞) one has that w¯i ∈ NG for every i < l, and from condition (c∞) one has that
(v0, . . . , vk−1, w¯0, . . . , w¯l−1) is 1-equivalent to (x¯i)i<k+l .
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we define Dp,x,y,ε as the set of conditions q ∈ Pα which are either incompatible with p or q  p
and such that there is some z ∈ Xp such that
‖z − y‖q,H  ε and ‖z − x‖q max
{
ε,‖x − y‖q,H
}
.
Claim 3.18.2. Dp,x,y,ε is dense.
We check now that πG is onto: Let y ∈ XG,H . Find a sequence (yn)n∈N in c00(ω1,Q) such
that ‖yn − y‖G,H →n 0 and such that ‖ym − yn‖G,H  1/2m+1 for all m n. Now let p0 ∈ G
be such that y0 ∈ Xp0 . Now use the claim to find p1 ∈ G ∩Dp0,y0,y0,1/2, and x0 ∈ Xp1 such that‖x0 − y0‖p1  1/2 (the second condition ‖x0 − y0‖p1,H  1/2 is redundant). Now let q1  p1
in G be such that y1 ∈ Xq1 . Now find p2 ∈ Dq1,y1,x0,1/22 and x1 ∈ Xp2 such that ‖x1 −y1‖p2,H 
1/22 and
‖x1 − x0‖p2 max
{
1
4
,‖y1 − x0‖p2,H
}
max
{
1
4
,‖y1 − y0‖p2,H + ‖y0 − x0‖p2,H
}
 1.
Let now q2  p2 be with q2 ∈ G and such that y2 ∈ Xq2 . Find p3 ∈ Dq2,y2,y1,1/23 , and x2 ∈ Xp3
such that ‖x2 − y2‖p2,H  1/23 and
‖x2 − x1‖p3 max
{
1
8
,‖y2 − x1‖p3,H
}
max
{
1
8
,‖y2 − y1‖p3,H + ‖y1 − x1‖p3,H
}
= max
{
1
8
,‖y2 − y1‖p3,H + ‖y1 − x1‖p2,H
}
 1
2
.
Proceeding in this way, we can find a sequence (xn)n such that for every n ∈ N one has that
‖xn −xn+1‖G  1/2n and ‖xn −yn‖G,H  1/2n+1. Let then x ∈ XG be the limit of the sequence
(xn)n. Then
πG(x) = lim
n→∞πG(xn) = limn→∞πG(xn)+ limn→∞‖yn − xn‖G,H = limn→∞yn = y.
Proof of Claim 3.18.2. Fix a condition q with q  p. Let n ∈ N be such that 1/n ε. Let now I
be an interval of ordinals of cardinality n such that Dq < I < α. Define r = (Dq ∪ I,Fr,Aq,Hq)
where
(a) Fr = {±(h(q)γ + h(q)γ (y)∑γ∈I uγ ): γ ∈ Dq} ∪ {f + f (x)∑γ∈I uγ : f ∈ Fq \ ±Hq} ∪{±uγ : γ ∈ I }.
(b) h(r)γ = h(q)γ + h(q)γ (y)∑γ∈I uγ for γ ∈ Dq and h(r)γ = uγ for γ ∈ I .
It is clear that r is a basic condition such that r  p. The (EP) guarantees that r ∈ P. Let z :=
(1/n)
∑
γ∈I uγ . It is easy to check that z witnesses that r ∈ Dp,x,y,ε . 
Next, we prove that π˜G : X(α)G /NG → X(α)G,H is an isometry. Note that for a given x ∈ X(α)G we
have that ‖x + NG‖ = d(x,NG) ‖x‖G,H . Our intention is to prove that, given x ∈ XG, there
is some y ∈ NG such that ‖x − y‖G = ‖x‖G,H .
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define two sets: Let Dp,x,ε be the set of all q ⊥ p or such that q  p and there is z ∈ Xq such
that ‖z‖q,H  ε and ‖z − x‖q  ‖x‖q,H , and let Dp,x,y,ε,δ be the set of all conditions q either
q ⊥ p or q  p and there is z ∈ Xp such that ‖z− x‖q  ‖z‖q,H , ‖z− y‖q  ε and ‖z‖q,H  δ.
Then both sets are dense: For the first, fix a condition q  p. Let n be such that 1/n < ε, and let
I be an interval of ordinals of cardinality n with Dq < I < α. Define r = (Dq ∪ I,Fr ,Aq,Hr)
where
(a) Fr := {gf := f + f (x)∑γ∈I uγ : f ∈ Fq \ ±Hq} ∪ ±Hq ∪ {±uγ : γ ∈ I }.
(b) h(r)γ = h(q)γ for γ ∈ Dq and h(r)γ = uγ for γ ∈ I .
Then r is a basic condition with r  q and r ∈ P, because of (EP) of P. It is easy to see that
z = (1/n)∑γ∈I uγ witnesses that r ∈ Dp,x,ε .
Now we concentrate to prove that Dp,x,y,ε,δ is dense: Fix a condition q  p. Let n be such
that 1/n < min{δ,‖x‖p,H }, and let I be an interval of ordinals of cardinality n with Dq < I .
Similarly as above, define r = (Dq ∪ I,Fr ,Aq,Hr) where
(a) Fr := {gf := f + f (y)∑γ∈I uγ : f ∈ Fq \ ±Hq} ∪ ±Hq ∪ {±uγ : γ ∈ I }.
(b) h(r)γ = h(q)γ for γ ∈ Dq and h(r)γ = uγ for γ ∈ I .
Then r is a basic condition with r  q and r ∈ P, because of (EP) of P. Let us check that
r ∈ Dp,x,y,ε,δ . Define z = (1/n)∑γ∈I uγ . Then it is clear that ‖z‖r,H = 1/n < δ and ‖z −
y‖r,H  max{maxγ∈Dp |h(q)γ (y)|,1/n} = ε. Now, if γ ∈ Dq , then |h(r)γ (z − x)| = |h(q)γ (x)| 
‖x‖r,H , while if γ ∈ I , then |h(r)γ (z − x)| = 1/n ‖x‖r,H , by the choice of n. Finally, for f ∈
Fq \ ±Hp , ∣∣gf (z − x)∣∣= ∣∣f (y)− f (x)∣∣ ‖y − x‖q = ‖y − x‖p  ‖x‖p,H . (24)
Resuming, ‖z − x‖r,H  ‖x‖p,H = ‖x‖r,H , as desired.
Now fix x ∈ c00(α). Let p0 ∈ Gα with x ∈ Dp0 , and let p1  p0 with p1 ∈ Dp0,x,1/2 ∩ Gα .
Fix z0 ∈ Xp1 such that ‖x − z0‖p1  ‖x‖p1,H and such that ‖z0‖ 1/2. Now find p2  p1 with
p2 ∈ Dp1,x,z0,1/2,1/4 ∩ G and fix z1 ∈ Xp2 with ‖x − z1‖p2  ‖x‖p2,H , ‖z1 − z0‖p2  1/2 and‖z1‖p2,H  1/4, and so on. In this way, we produce a sequence (zn)n such that for every n one
has that ‖x − zn‖G  ‖x‖G,H , ‖zn − zn+1‖ 1/2n and ‖zn‖G,H  1/2n+1. Let z ∈ XG be the
limit point of (zn)n. Then z ∈ NG and ‖x − z‖G = limn→∞ ‖x − zn‖G  ‖x‖G,H , as desired.
This finishes the proof of (I). 
Given a partial ordering P, a generic filter for it G and δ ∈ P, it is not always the case that
A
(δ)
G
= ω1, even that 〈uγ ; γ ∈ A(δ)G 〉 is dense in XG,H . The next property guarantees this last fact
(see the next Proposition 3.20).
Definition 3.19. We say that P has the extra extension property (EEP) if
(1) P has the (EP).
(2) Let α < ω1 be a limit ordinal, p ∈ Pα , and let δ ∈ P be in the domain of P. Then there are
arbitrary large intervals Dp < I < α such that if q is a basic condition with
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(2.2) h(q)γ = δuγ for every γ ∈ I and h(q)γ = h(p)γ for γ ∈ A(δ)p ,
then q belongs to P.
The introduction of the previous notion is justified by the following result.
Proposition 3.20. Suppose that P is a forcing notion with the (EEP). Let G be a generic filter
of P. Given δ ∈ P, define
A
(δ)
G
:=
⋃
p∈G
A(δ)p .
Then for every limit α < ω1 and every δ ∈ P we have that 〈uγ 〉γ∈A(δ)
G
∩α is dense in X
(α)
G
and
in X(α)
G,H
.
Proof. First of all, note that since πG : X(α)G → X(α)G,H is onto (Theorem 3.18) the result for X(α)G,H
follows from the result for X(α)
G
.
Now, let p ∈ Pα , v ∈ c00(Dp,Q), δ ∈ P and ε > 0. We define
Dp,v,ε,δ :=
{
q ∈ (P)α: either q⊥p or q  p and d
(
v, 〈uγ 〉γ∈A(δ)q
)
 ε‖v‖q
}
.
Claim 3.20.1. The set Dp,v,ε,δ is dense.
Let us see how to use this claim to prove the statement in the proposition. Since P has the
(EEP), it follows that Gα = G ∩ (P)α is a generic filter of (P)α , and X(α)G = XGα . Fix now
v ∈ c00(α,Q), and let p ∈ Gα be such that x ∈ Xp . Let also q ∈ Dp,v,ε,δ ∩Gα . Since p and q are
in G they are compatible, so it follows that q  p and d(v, 〈σ (n)q 〉)  ‖v‖p . Finally, using that
σ
(n)
q ⊆ σ (n)G , one has that d(v, 〈σ (n)G 〉) ε‖v‖G, and we are done.
Proof of Claim 3.20.1. Fix p0 ∈ Pα . If p0⊥p then p0 ∈ Dp,v,ε,δ and we are done. So, we
suppose otherwise that p0 and p are compatible in Pα , and we fix p1 ∈ Pα such that p1  p0,p.
Without loss of generality we assume, after corresponding normalization, that ‖v‖p = 1. Let
d = #(A(δ)p1 ), and X := 〈uγ 〉γ∈A(δ)p1 . Since the set H
(δ)
p1 := {h(p1)γ : γ ∈ A(δ)p1 } has cardinality d and
it separates points of X it follows that there is some v¯ ∈ X such that
h(p1)γ (v¯) = h(p1)γ (v) for all γ ∈ A(δ)p1 . (25)
Now if v = v¯ ∈ 〈uγ 〉γ∈A(δ)p1 , then p1 ∈ Dp,v,ε,δ , p1  p0 and we are done. Now suppose that
v = v¯. Let w = v − v¯, and let k ∈ N be such that k · ε  ‖w‖p1 . We use property (2.2) of P to fix
an interval Dp1 < I < α with #(I ) k. Now for each f ∈ Fp1 , define
gf := f + f (w)‖w‖p1
∑
uγ .γ∈I
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Fq := {gf : f ∈ Fp1} ∪ {±δuγ : γ ∈ I },
Aq = Ap1 ∪ I , and for γ ∈ σq we have
h(q)γ :=
{
g
h
(p)
γ
if γ ∈ Ap1 ,
δuγ if γ ∈ I.
Note that h(q)γ  I = 0 for every γ ∈ A(δ)p1 . Then q is in P because P has the (EEP). Let us now
prove that q ∈ Dp,v,ε,δ . First of all, we see that∥∥∥∥w − ‖w‖p1k · δ ∑
i<k
xi
∥∥∥∥
q
 ε: (26)
For f ∈ Fp1 we have
gf
(
w − ‖w‖p1
k · δ
∑
γ∈I
uγ
)
= f (w)− ‖w‖p1
k · δ
f (w)
‖w‖p1
∑
γ∈I
δ = f (w)− ‖w‖p1
f (w)
‖w‖p1
= 0.
For γ ∈ I we have ∣∣∣∣δuγ(w − ‖w‖p1k · δ ∑
i<k
xi
)∣∣∣∣ ‖w‖p1 · δk · δ  ε.
It follows from (26) that
d
(
v,
〈
σ (n)q
〉)

∥∥∥∥v − v¯ − ‖w‖p1k · δ ∑
γ∈I
uγ
∥∥∥∥
q
 ε,
so q ∈ Dp,v,ε,δ we are done. 
3.3. Amalgamation and types
So far, we did not discuss the density of the generic spaces associated to the basic forcing
notion. We address this question in this section, where the notion of amalgamation of conditions
is presented. In retrospective, we mention that while arguments involving dense subsets of P seen
above will give us local or separable properties of the corresponding generic spaces, arguments
involving amalgamations of conditions are the keys to understand the global properties of non-
separable subspaces of generic spaces.
Definition 3.21. Recall that p,q ∈ P are compatible if there is r ∈ P of p and q , such that r  p
and r  q . Otherwise, we say that p and q are incompatible. In general we say that a finite set of
conditions N ⊆ P is compatible if there is some p ∈ P such that p  q for every q ∈ N .
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ible conditions of P, so it is not surprising that the notion of compatibility plays a fundamental
role in the understanding of the generic space XG. But not only for XG. A priori, the generic
filter G can construct a map from ω onto ω1, so the generic space XG will be automatically a
separable Banach space. This is one thing that we want to prevent. A large variety of conditions
on P could be used to show that this does not happen. For the sake of completeness, we recall
two of them.
Definition 3.22. A partial ordering P has the countable chain condition (ccc in short) if every
antichain (i.e. a subset of P consisting on pairwise incompatible elements) is countable. The
partial ordering P has the Shanin property if every uncountable subset A ⊆ P has an uncountable
subset A0 ⊆ A with the property that for every finite subset F ⊆ A0 there is p ∈ P such that
p  q for every q ∈ F .
It is clear that the Shanin property is stronger than the countable chain condition. We recall
also the well-known fact that if P satisfies the countable chain condition then its forcing exten-
sion preserves all cardinals (see for example Kunen [18]). The Shanin property is one of the
strengthenings of the countable chain condition that is productive in the sense that if
∏
i Pi is
the finitely-supported product of a family {Pi}i of partial orderings having the Shanin property,
then so does the product. Since all the partial orderings we are going to present have the Shanin
property, the previous fact says that we can have all our examples simultaneously.
Let us now analyze uncountable sequences (pα)α<ω1 of basic conditions pα = (Dα,Fα,
Aα,Hα). Since each Dα is finite, the -System Lemma given an uncountable subset Γ ⊆ ω1
such that (Dα)α∈Γ forms a -system, i.e., there is some finite set R such that for every α < β
one has that
N := #(Dα) = #(Dβ), Dα ∩Dβ = R and R <Dα \R <Dβ \R. (27)
In addition, and because of practical purposes, we also require that:
For every α < ω1 one has that
[
maxR,min(Dα \R)
[
is infinite. (28)
Now for each α ∈ Γ , let θα : Dα → |#(Dα)| = N be the unique order-preserving bijection.
This extends naturally to an isometry onto θα : c00(Dp) → c00(N). Using this isometry, we
can naturally define the type tα of pα as the basic condition (N, θα(Fα), θα(Aα)), θα(Hα) (see
Definition 3.23 below for explicit details). Since each Fα ⊆ c00(Dα,Q) and is finite, a simple
counting argument gives that there is a further uncountable subset Γ0 ⊆ Γ such that t := tα = tβ
for every α,β ∈ Γ0. So, in order to show that Pb has the Shanin property we have to analyze
-systems (pα)α<ω1 of type t , and see whether finitely many conditions pα0, . . . , pαn are com-
patible. We will see later that this is the case. Now we define properly the concepts we have just
introduced.
Definition 3.23. Given a basic condition p = (Dp,Fp,Ap,Hp), and points x0, . . . , xn−1 ∈
c00(Dp,Q) the type of (p, (xi)i<n), is the pair(
θp(p),
(
θp(xi)
) )
i<n
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the θp-spread of p (see Definition 3.8).
Definition 3.24. A sequence p = (pα, (v(i)α )i<n)α<κ of elements of (P × c00(ω1,Q)n)κ is called
a -system if:
(1) v(i)α ∈ c00(Dpα ,Q) for every α < κ , and every i < n,
(2) (Dpα )α<κ is a -system of sets (in particular we assume that [maxR,minDpα \R] is infinite
for every α < κ),
(3) for every α < β < κ one has that (θpα (pα), (θpα (v(i)α ))i<n) = (θpβ (pβ), (θpβ (v(i)β ))i<n).
Given such sequence p, we say that
tp( p) = (θ0(p0), (θp0(v(i)0 ))i<n)
is the type tp( p) of p. The root R( p) of p is the root of (Dpα )α<ω1 , i.e.,
R( p) = Dp0 ∩Dp1 .
We say that x ∈ Xpα is the twin of y ∈ Xpβ if θpα (x) = θpβ (y).
We have proved in the introduction of this subsection the following.
Proposition 3.25. For every (pα, (v(i)α )i<n)α<ω1 ∈ (P × c00(ω1,Q)n)κ there is an uncountable
Γ ⊆ ω1 such that (pα, (v(i)α )i<n)α∈Γ is a -system. 
Suppose that p and q are two basic conditions which are compatible by r , i.e. r  p,q . Then
there are metric constraints:
(a) The norm ‖ · ‖r extends both ‖ · ‖p and ‖ · ‖q and the same for ‖ · ‖r,H . In particular,
(a.1) the norms ‖ · ‖p and ‖ · ‖q coincide in the intersection space c00(Dp ∩ Dq) of Xp
and Xq , and the same for ‖ · ‖p,H and ‖ · ‖q,H .
There are also “structural constrains”:
(b) Ap ∩Dq = Aq ∩Dp = Ap ∩Aq and for every γ ∈ Dp ∩Dq one has that
h(p)γ Dq = h(q)γ Dp. (29)
(c) For every γ ∈ Dp ∩Dq one has that
h(r)γ  (Dp ∪Dq) = h(p)γ ∨ h(q)γ . (30)
Definition 3.26. We say that p0, . . . , pn ∈ P are pre-compatible if there is some R such that
Dpi ∩ Dpj = R for every i < j  n and (a.1) and (b) above hold for pi,pj , for every i, j  n.
A condition r is a pre-amalgamation of pre-compatible p0, . . . , pn if
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(2) For every i, j  n, (a), (b) and (c) above hold for pi , pj and r .
It is clear that finite -systems are always pre-compatibles. We will see soon that indeed
they are indeed compatible in the basic forcing Pbasic. In general, being pre-compatible does
not suffice to be compatible, even for the basic forcing notion Pbasic. This is a consequence
of the fact that in general the relative position of the supports plays an important role in the
compatibility, as one can see in the properties of h(p)γ : Suppose that p and q are pre-compatible,
and let R = Dp ∩Dq . Suppose that there are γ0 < γ1 < γ2 < γ3 with γ1, γ3 ∈ R, γ0 ∈ Dp \R and
γ1 ∈ Dq \ R. If p and q were compatible, and r  p,q , there would be some h ∈ convQ(±Hp)
such that h(r)γ1  (Dp ∪Dq) = h(q)γ ∨ h. In particular, (h)γ0 = (h(r)γ1 )γ0 = 0, and the existence of h
is not guaranteed by the fact that p and q are simply pre-compatible, unless, for example R is
initial part of both Dp and Dq , and then the previous situation does not occur.
Proposition 3.27. Every finite -system (pi)i<k of basic conditions is compatible in Pbasic, i.e.
there is some basic condition p  pi for every i < k. Hence, the basic forcing notion Pbasic has
the Shanin property.
Proof. Fix a -system (pi)i<k of type t = (N,F,A,H) and root R, and let θi : N → Dpi be
the corresponding order-preserving bijections. It should be clear that (pi)i<k are pre-compatible.
We define now a pre-amalgamation p = (Dp,Fp,Ap,Hp) as follows:
(a) Fp is the minimal symmetric subset of c00(Dp) containing:
(a.1) ∨i<k θi(g) for every type g ∈ F \ ±H or for every type g of some h(p0)γ with γ ∈ R.
(a.2) H(pi)γ for every i < k and every γ ∈ Di \R.
(b) For every i < k and γ ∈ Dpi , we define:
h(p)γ :=
{∨
j<k θj (g) if γ ∈ R,
h
(pi)
γ if R < γ,
where g is the type of h(pi)γ .
The condition p above is a sort of minimal amalgamation of (pi)i<k . We call it the basic amal-
gamation of (pi)i<k . It is easy to see that the result p of the amalgamation is a basic condition
and that p  pi for every i < k. 
Definition 3.28. We say that a forcing notion P has the amalgamation property (AMP) if when-
ever (pi)i<n is a -system of conditions of P then its basic amalgamation p belongs to P.
Proposition 3.29. Suppose that P has (AMP). Then,
(1) P has the Shanin property.
(2) PH has (AMP). 
Corollary 3.30. If P has (AMP) and (EP), then every generic space is non-separable 
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operators on the generic spaces. It is somehow a mix between (AMP) and (EP).
Definition 3.31. We say that a forcing notion P has the extended amalgamation property (EAMP)
when PH ⊆ P and the following happens: Let (pi)i<k be a -system of conditions of P with
root R and type (N,F,A,H), θi : N → Di be the corresponding order-preserving mapping for
every i < k. Suppose that p = (Dp,Fp,Ap,Hp) is a basic condition such that:
(a) p  pi for every i < k and Ap =⋃i<k Ai .
(b) For every γ ∈ R one has that h(p)γ =∨i<k θi(g), where g is the type of h(p0)γ .
(c) For every γ ∈ Di \R one has that h(p)γ = h(pi)γ .
Then p ∈ P.
It is clear that the basic amalgamation is a particular case of p defined above.
3.4. Unavoidable configurations. Types
The following notion of configuration is the key tool for our understanding the non-separable
structure of the generic spaces. It is a weakening of the notion of first order formula from
mathematical logic adapted to the context of our interest here. Configurations will be used to
reformulate the important Forcing Theorem to our context here (Theorem 3.36).
Definition 3.32. Let V be a Q-f.d. space with two Q-norms on it, ‖ · ‖ and ‖ · ‖H , and let
v0, . . . , vn−1 be a sequence of Q-points of V . We let a configuration P(v0, . . . , vn−1) be a prop-
erty describing an action of some rational combinations of the vectors v0, . . . , vn−1 on the dual
balls of (V ,‖ · ‖) and/or (V ,‖ · ‖H ). While this can be properly defined using tools from mathe-
matical logic, we choose to explain what we mean by this in every specific example that we give
below.
Given such configuration P(v0, . . . , vn−1), a Q-f.d. space X = (X,‖ · ‖X) and Q-points
(xi)i<n of X we say that P(x0, . . . , xn−1) holds (in X ) if the natural interpretation of the config-
uration P in X with respect to the points x0, . . . , xn−1 is true in X .
We write a configuration P(v(0)0 , . . . , v
(0)
n−1, . . . , v
(k)
0 , . . . , v
(k)
n−1) by P(v0, . . . , vk) because we
want to distinguish the roles of the variables.
We give some examples to help us understand the previous concept.
Examples 3.33. (a) Given rational numbers λ0, . . . , λn−1 and λ, the inequality
∥∥∥∥∑
i<n
aivi
∥∥∥∥ λ (31)
is an example of a configuration that we call a metric configuration.
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describing that
(vi)i<n is K-equivalent to
(
(ei)i<n,‖ · ‖G
) (32)
is another example of a metric configuration.
(c) Given a rational ε > 0 and an integer m, the condition
for every f0, . . . , fm ∈ BV ∗ there is 1 i  n− 1 such that maxjm
∣∣fj (v0)− fj (vi)∣∣ ε
is a configuration.
Definition 3.34. Let G be a generic filter for a forcing notion P. We say that a configu-
ration P(v0, . . . , vk), vi = (v(i)0 , . . . , v(i)n−1) for i  k, is unavoidable for the finite sequence
(y
(0)
α )α<ω1, . . . , (y
(k)
α )α<ω1 of ω1-sequences of points of c00(ω1,Q) if for every uncountable
Γ ⊆ ω1 there are ξ0 < · · · < ξn−1 in Γ such that P((y(0)αξi )i<n, . . . , (y
(k)
αξi
)i<n) holds in XG., i.e. it
holds in c00(
⋃
i<n,j<k supp(y
(j)
αξi
),‖ · ‖G,‖ · ‖G,H ).
A configuration P(v0, . . . , vk) is unavoidable in XG if it is unavoidable for any finite sequence
of one-to-one ω1-sequences of points of XG ∩ c00(ω1,Q). Finally, we say that the configuration
P(v0, . . . , vk) is unavoidable for P if it is unavoidable in every generic space XG of P.
The following fact follows easily.
Proposition 3.35. Let XG be a generic space for a forcing notion P, let P(v0, . . . , vk) be a
configuration, and let x0 = (x(0)j )j<n, . . . , xk = (x(k)j )j<n be in c00(ω1,Q). Then the following
are equivalent:
(a) P(x0, . . . , xk) holds in XG.
(b) There is p ∈ G with x0, . . . , xk in c00(Dp) such that P(x0, . . . , xk) holds in Xp .
(c) For every p ∈ G if x0, . . . , xk are in c00(Dp), then P(x0, . . . , xk) holds in Xp . 
The following is an important result that will help us reduce the study of properties of generic
spaces of some forcing notion P to the study of finite amalgamations that are possible in P.
Theorem 3.36. Let P((v(0)j )j<n, . . . , (v
(k)
j )j<n) be a configuration, and let P be an arbitraryforcing notion. Suppose that:
(a) Whenever (pj , (v(i)j )ik)j<n is a -sequence in P there is a condition p ∈ P such that
(a.1) p  pj for every j < n and
(a.2) P((v(0)j )j<n, . . . , (v(k)j )j<n) holds in Xp .
Then
(b) P((v(0))j<n, . . . , (v(k))j<n) is unavoidable for P.j j
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and (b) are equivalent.
Proof. Suppose first that (a) holds. Fix a generic filter G for P. Let x0, . . . , xk be an uncountable
sequence of points of c00(ω1,Q), xi = (x(i)α )α<ω1 , i  k. Let σ (0), . . . , σ (k) be P-names such that
for every i  k one has that (σ (i))G = xi . Let p ∈ G be any condition such that
p  “σ (i) is a one-to-one ω1-sequence of points of c00(ω1,Q) for every i  k”. (33)
Let Dp be the set of all the conditions q ∈ P such that either q⊥p or q  p and there are ordinals
α0 < · · · < αn−1 and points (v(i)j )ik,j<n in c00(Dq,Q) such that
(I) q forces that the value of σ (i) in αj is v(i)j for every i  k and j < n, and
(II) the configuration P((x(0)j )j<n, . . . , (x(k)j )j<n) holds in Xq .
Claim 3.36.1. The set Dp is dense.
Let us see how to use this claim to conclude the proof. Since Dp is dense and p ∈ G, it follows
that there is some q  p such that (I) and (II) above holds. By (I), one has that x(i)αj = v(i)j for all
i  k and j < n, and then (II) means that P((x(0)αj )j<n, . . . , (x(k)αj )j<n) holds, as desired. So, it
rests to show the previous claim.
Proof of Claim 3.36.1. Let p¯  p be an arbitrary condition. Since p¯ also forces that σ (i) is an
ω1-sequence of points of c00(ω1,Q) for every i  k, we can find (pα, (v(i)α )ik)α<ω1 such that
for every α < ω1 one has that
(3) pα ∈ P is such that pα  p.
(4) (v(i)α )ik is a sequence of points in c00(Dpα ,Q), and
(5) pα forces that the value of σ (i) in α is v(i)α for every i  k.
By a simple use of the -System Lemma, there is an uncountable Γ ⊆ ω1 such that
(pα, (v
(i)
α )ik)α∈Γ is a -system of type t = (N,F,A,H, (v(i))ik) and root R. In particu-
lar, if α0 < · · · < αn−1 are in Γ , then, by (a), there is some q ∈ P such that q  pαj for every
j < n and such that the configuration P((v(i)α0 )in, . . . , (v
(i)
αn−1)in) holds in Xq . So q  p¯ and
q ∈ Dp , as desired. 
For the implication (b) → (a), we assume that P is hereditary, spreading and it satisfies the
countable chain condition, and we suppose that (b) does not hold, and let (pj , (v(i)j )ik)j<n be
a witness of it of type t = (N,F,A,H, (v(i))ik) and root R. Using that P is spreading, we
can extend the finite -system (pj , (v(i)j )ik)j<n to a -system (pα, (v
(i)
α )ik)α<ω1 with the
same type t and root R. Let r = p0  R, which is a condition in P because the basic forcing is
hereditary. Now we use the following well-known fact true about any forcing notion satisfying
the countable chain condition.
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Fix such generic filter G. Without loss of generality, after re-enumeration, we may as-
sume that pα ∈ G for all α < ω1. We claim that for no α0 < · · · < αn−1 < ω1 the prop-
erty P((x(i)α0 )ik, . . . , (x
(i)
αn−1)ik) holds: Suppose otherwise that P((x
(i)
α0 )ik, . . . , (x
(i)
αn−1)ik)
holds in XG for some α0 < · · · < αn−1 < ω1. Using Proposition 3.35, we fix a condition
p ∈ G such that for every j < n the sequence (x(i)αj )ik is in c00(Dp,Q) and such that
P((x
(i)
α0 )ik, . . . , (x
(i)
αn−1)ik) holds in Xp . Using that G is a filter, we find q ∈ G such that
q  p,qα0, . . . , qαn−1 . It follows from Proposition 3.35 that P(xα0 , . . . , xαn−1) also holds in Xq .
We now use our assumption on -systems that for each j < n one has that[
maxR,min(Dpj \R)
]
is infinite (34)
to find an order-preserving bijection θ : Dq → θ(Dq) such that θ  Dpαj = θj and such that
θ(γ + 1) = θ(γ ) + 1 for every γ ∈ Dq . Notice that θ(x(i)αj ) = x(i)j for every i  k and ev-
ery j < n. Let q¯ = θ(q). Since P is spreading, it follows that q¯ ∈ P, and q¯  θ(pαj ) = pj .
Finally, since θ extends to a natural isometry from Xq to Xq¯ it follows that the configu-
ration P((θ(x(i)α0 ))ik, . . . , (θ(x
(i)
αn−1))ik) holds in Xq¯ , i.e. P((x
(i)
j )ik, . . . , (x
(i)
j )ik) holds
in Xq¯ . 
3.5. A first application
In this subsection we show how easily we get spaces that are analogous to those constructed
by Kunen (see [31]), Shelah [37] and Todorcevic [38] (see the discussion in the Introduction,
and [5,12]). More precisely, as the first application of Theorem 3.36, we examine the existence
of uncountable biorthogonal sequences in generic spaces over our basic forcing. So, we fix a
generic filter G of the basic forcing Pbasic.
Proposition 3.37. The generic space XG does not have uncountable biorthogonal sequences.
Proof. Otherwise, there is some uncountable normalized sequence (xα)α<ω1 consisting of points
of c00(ω1,Q) and there exists some integer n such that∥∥∥∥xα − 1n∑
β∈s
xβ
∥∥∥∥
G
 2
n
for every α < s with #s = n. (35)
Let P(v0, . . . , vn) be the metric configuration: Either there is some i  n such that ‖vi‖ = 1, or
else ∥∥∥∥∥v0 − 1n
n∑
i=1
vi
∥∥∥∥∥ 1n maxin ‖vi‖. (36)
Our intention is to prove that this configuration is unavoidable, so (35) is impossible. We use
Theorem 3.36: Let (pi, vi)in be a -system with root R and type t = (N,F,σ,H,v). For
each i  n let θi : N → Di be the order-preserving bijection. Define the amalgamation p =
(
⋃
Di,Fp,
⋃
Ai,Hp) as follows:in in
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(a.1) ∨i<n θi(g) for every g ∈ F .
(a.2) h(pi)γ for every 1 i  n and every γ ∈ Di \R.
(b) Given i  n and γ ∈ Di , we define
h(p)γ :=
{∨
j<n θj (h) if i = 0, and where h ∈ F is the type of h(p0)γ ,
h
(pi)
γ otherwise.
Then clearly p is a basic condition such that p  pi for every i < n. We check that the config-
uration P(v0, . . . , vn−1) holds in Xp: If ‖v‖t = 1, then clearly ‖v0‖p = ‖v‖t = 0. Otherwise,
suppose that ‖v‖t = 1, and we work to prove (36): Fix f ∈ Fp . Suppose that f =∨in θi(g) is
as in (a.1). Then
f
(
v0 − 1
n
n∑
i=1
vi
)
= f (v)− 1
n
nf (v) = 0.
If f = h(pi)γ is as in (a.2), then∣∣∣∣∣f
(
v0 − 1
n
n∑
i=1
vi
)∣∣∣∣∣= 1n ∣∣f (vi)∣∣ 1n‖vi‖
where 1 i  n is such that f ∈ Fi . 
We shall see later that this space has the stronger property that the space of continuous func-
tions on the dual ball is hereditarily Lindelöf in all finite powers relative to its topology of
pointwise convergence (see Remark 8.15).
4. Mazur intersection property
Recall that a Banach space has the Mazur Intersection Property (MIP) if every closed convex
subset C of X is the intersection of closed balls of X. The following results show that (MIP) is
closely related to the existence of various biorthogonal systems.
Theorem. (See [16].) Let X be a Banach space.
(A) Suppose that X has a biorthogonal system (xi, fi)i∈I such that 〈fi〉i∈I is dense in X∗. Then
X admits an equivalent norm with the (MIP).
(B) If X is non-separable and it admits a renorming with (MIP), then X has an uncountable
almost-biorthogonal system (see Definition 4.1).
For the convenience of the reader, we recall the notions appearing in this theorem.
Definition 4.1. A sequence (xα, fα)α<κ of pairs (xα, fα) ∈ X × X∗ is called an ε-biorthogonal
system (0 ε < 1) if fα(xα) = 1 for every α < κ and |fα(xβ)| ε for every β = α. The sequence
(xα, fα)α<κ is called an almost-biorthogonal system if it is ε-biorthogonal for some 0 ε < 1.
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biorthogonal systems occurring in the theorem of [16] stated above.
Recall (see [15, Corollary 4.11]) that if X∗ is not weak∗-separable then X admits an uncount-
able biorthogonal system, even a long Schauder basic sequence. The following result from [12,
Proposition 2.2, Proposition 2.7] gives a similar condition for the existence of uncountable
almost-biorthogonal systems.
Theorem. The following are equivalent for a Banach space X:
(a) X has an uncountable almost-biorthogonal system.
(b) X∗ has a w∗-non-separable equivalent dual unit ball. 
The following is a useful piece of notation in this context. For a given Banach space X, let
τ(X) := inf{ε > 0: there is an uncountable ε-biorthogonal system in X},
where inf∅ = 1. Clearly τ is invariant under isomorphisms. Moreover, we always have τ(X) 1,
while τ(X) < 1 iff X has an uncountable almost-biorthogonal system. Moreover the following
related notion stands naturally between the notions of biorthogonal and almost-biorthogonal sys-
tems.
Definition 4.2. Recall that a sequence (xα)α<κ in a Banach space X is called ω-independent if
whenever for any given subsequence (xαn)n<ω of (xα)α<κ , the equation
∑
n anxαn = 0 implies
an = 0 for every n < ω.
The simpler example of an ω-independent sequence is a biorthogonal sequence. Sersouri
proved in [36] that separable Banach spaces do not have uncountable ω-independent sequences.
It was proved in [12, Proposition 32, p. 108] that if (xα)α<ω1 is ω-independent, then for every
ε > 0 there is an uncountable subset Γε ⊆ ω1 and functionals (f (ε)α )α∈Γε such that (xα, f (ε)α )α∈Γε
is an ε-biorthogonal sequence. This means that the existence of an ω-independent family in X
implies that τ(X) = 0. The following questions are now quite natural and we are going to answer
them later on in this section.
Question 1. (See [12].) Is it true that if τ(X) < 1, then X has an uncountable biorthogonal
sequence, an ω-independent family or even τ(X) = 0?
Question 2. (See [12].) Is it true that if τ(X) = 0, then X has an uncountable biorthogonal
sequence?
4.1. Almost-biorthogonal versus biorthogonal
We present here a generic construction to answer negatively Question 1.
Definition 4.3. Let ε ∈ Q ∩ ]0,1[. The forcing P0 = P0(ε) is the following. The conditions are
p = (Dp,Fp,Ap,Hp) in the basic forcing such that:
(∗) For every γ,η ∈ Ap with γ < η one has that (h(p)γ )γ = 1 and |(h(p)γ )η| ε.
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Proposition 4.4. The forcing P0 has the (EAMP) and (EEP). 
Let G be a generic filter for P0 and let AG :=⋃p∈GAp.
Theorem 4.5. Let XG be any generic space for P0. Then:
(I) The sequence (uγ ,hγ )γ∈AG is ε-biorthogonal, and 〈uγ 〉γ∈AG is dense in XG (in particular
AG is uncountable) and in XG,H .
(II) The spaces XG and XG,H do not have uncountable η-biorthogonal sequences for every
η < ε/(1 + ε).
Proof. (I): It is clear from the definition that (uγ ,hγ )γ is ε-biorthogonal. It follows from the
fact that P0 has (EEP) that (uγ )γ∈AG∩α is dense in X
(α)
G
and in X(α)
G,H
(Proposition 3.20).
(II): Since XG,H is a quotient of XG it suffices to prove the desired result for XG. We argue
by contradiction. Suppose that (yα, gα)α<ω1 is an η-biorthogonal for some 0 η < ε/(1 + ε).
Claim 4.5.1. There is some uncountable Γ ⊆ ω1 and δ > 0 such that for every 0 <m,n ∈ N with
m/(2n) = ε and every α0 < · · · < α2n+1 in Γ one has that∥∥∥∥∥(yα0 − yα1)− 1m
n∑
i=1
(yα2i − yα2i+1)
∥∥∥∥∥ δ. (37)
Proof. Let Γ ⊆ ω1 be uncountable such that
a := sup
γ∈Γ
‖gγ ‖ < ∞.
Now if α0 < · · · < αn are in Γ , and 0 <m,n ∈ N are such that m/(2n) = ε, then∥∥∥∥∥(yα0 − yα1)− 1m
n∑
i=1
(yα2i − yα2i+1)
∥∥∥∥∥
∣∣∣∣∣gα0a
(
(yα0 − yα1)−
1
m
n∑
i=1
(yα2i − yα2i+1)
)∣∣∣∣∣
 1
a
(
1 − η − η · 2n
m
)
= 1
a
(
1 − η(1 + ε)
ε
)
= δ > 0. 
We fix such δ > 0 and Γ ⊆ ω1 uncountable. Let n,m ∈ N be such that m> 2/δ and m/2n = ε.
Let P(v0, . . . , v2n−1) be the following metric configuration∥∥∥∥∥(v0 − v1)− 1m
n∑
i=1
(v2i − v2i+1)
∥∥∥∥∥< δ2 . (38)
Claim 4.5.2. The configuration P(v0, . . . , v2n+1) is unavoidable for P0.
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‖xα − yα‖ δ4(n+ 1) , (39)
for every α ∈ Γ . Then by Theorem 3.36 there are α0 < · · · < α2n−1 such that P(xα0 , . . . , xα2n−1)
holds in XG. This clearly contradicts (37). It remains to prove Claim 4.5.2.
Proof of Claim 4.5.2. Let (pi, vi)i<2n+2 be any -system with type t = (N,F,A,H,v) and
root R. Let also θi : N → Di be the corresponding order-preserving bijections. We define p =
(
⋃
i<2n+2 Di,Fp,
⋃
i<2n+2 Ai,Hp) where Fp is the minimal symmetric subset of c00(Dp,Q)
such that:
(a) It contains ∨i<2n+2 θi(g) for every type g ∈ F .
(b) For every j = 0,1 and γ ∈ Dj \R, if gj ∈ F denotes the type of h(j)γ then
h(j)γ ∨
n∨
i=1
(−1)j ε · θ2i+j (gj ) ∈ Fp.
(c) For every 1 < j  2n+ 1 and γ ∈ Dj \R one has that h(j)γ ∈ Fp .
Now we pass to declare Hp , so we fix γ ∈ Dp . Now let i < 2n+ 2 be such that γ ∈ Di and let g
be the type of h(i)γ . Then
h(p)γ =
⎧⎪⎪⎨⎪⎪⎩
∨
i2n+1 θi(g) if γ ∈ R,
h
(i)
γ if γ ∈ Di \R for some (unique) 2 i  2n+ 1,
h
(i)
γ ∨∨nj=1(−1)iε · θ2j+i (g) if i = 0,1 and γ /∈ R.
It is routine to prove that p ∈ P2 and that p  pi for every i  2n+1. We prove that ‖w‖p < δ/2,
where
w = (v0 − v1)− 1
m
n∑
i=1
(v2i − v2i+1).
Let f ∈ Fp . If f is as in (a), then clearly f (w) = 0. Suppose now that f is as in (b), and suppose
that f = h(0)γ ∨∨ni=1(ε · θ2i (g)), where g is the corresponding type of h(0)γ . Then it follows that
f (w) = g(v)− n
m
(
εg(v)
)= g(v)(1 − n
m
ε
)
= 0.
The case when f = h(1)γ ∨∨ni=1(−ε ·θ2i+1(g)) also gives that f (w) = 0. Finally, if f is as in (c),
then |f (w)| 1/m< δ/2. 
Corollary 4.6. The space XG has uncountable almost-biorthogonal system but it does not have
uncountable ω-independent sequences. 
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for every η < ε, an uncountable η-biorthogonal sequences (xα, fα)α<ω1 with the property that
fβ(xα) = 0 for every α < β .
4.2. ε-biorthogonal for every ε > 0 but no biorthogonal systems
In this subsection we give an answer to Question 2. More precisely, we prove that there is a
generic space XG such that τ(XG) = 0 (i.e., having uncountable ε-biorthogonal sequences for
every ε > 0), but having no uncountable biorthogonal sequences. In fact, we produce a generic
space with a fundamental sequence (uγ )γ∈A such that for every ε > 0 there is a sequence of
functionals (f εγ )γ such that (uγ , f
(ε)
γ )γ∈A is an ε-biorthogonal sequence.
Definition 4.8. Let P1 be the following partial ordering: The conditions are p = (Dp,Fp,
Ap,Hp) where:
(1) For every γ ∈ Ap one has that (h(p)γ )γ ∈ {1/n}n1. Set A(n)p := {γ ∈ Ap: (h(p)γ )γ = 1/n}.
(2) For every γ,η ∈ A(n)p with γ < η one has that
∣∣(h(p)γ )η∣∣ 1n2 .
Proposition 4.9. P1 has both (EAMP) and (EEP).
Proof. It is easy to see that P1 has (EAMP) and (EP). To check (EEP), use P1 = {1/n}n1. 
Let G be a generic filter of P1. It follows from Proposition 4.9 that XG is a Gurarij space
whose dual unit ball is w∗-separable.
For every n ∈ IG, define A(n)G =
⋃
p∈GA
(n)
p . For each (n, γ ) ∈ IG × A(n)G , we write h(n,γ ) to
denote hG(n,uγ ). Recall that a sequence (xα, fα)α ∈ X ×X∗ is called a semi-biorthogonal system
if fα(xα) = 1, and for every α < β one has that fβ(xα) = 0 while fα(xβ)  0. It is clear that
a biorthogonal system is a semi-biorthogonal system. We will have a more complete discussion
about semi-biorthogonal sequences in Section 7.1.
Theorem 4.10.
(I) For each n ∈ N∗ the sequence (uγ , n · hγ )γ∈A(n)
G
is fundamental and (1/n)-biorthogonal.
(II) The generic space XG does not have uncountable semi-biorthogonal sequences.
Proof. (I): It is easy to see that for every n ∈ N∗ the sequence (uγ , n · hn,γ )γ<ω1 is a 1/n-
biorthogonal sequence. It follows from Proposition 3.20 that (uγ )γ∈A(n)
G
∩α is dense in X
(α)
G
for
every limit ordinal α < ω1.
The second part (II) of the statement follows from the fact that the forcing notion P1 has a
stronger property than the (AMP), called the strong amalgamation property, that will be treated
in detail in Section 7.1. 
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Problem 1. (See [12].) Is it true that if a Banach space has an ω-independent family then it has
an uncountable biorthogonal sequence?
4.3. Polyhedral spaces
Recall the following well-known notions.
Definition 4.11. Let X be a Banach space.
(A) X is called polyhedral if for every f.d. subspace F of X the unit ball BF of F has finitely
many extremal points.
(B) The norm of X depends on finitely many coordinates when for every x ∈ X, x = 0, there is
ε > 0 and finitely many f0, . . . , fn ∈ SX∗ such that whenever y, z ∈ X are such that ‖y−x‖,
‖z − x‖ < ε and fi(y) = fi(z) for every i  n, then ‖y‖ = ‖z‖.
The next result relates the two notions in the class of separable spaces.
Theorem. (See [8].) Let X be a separable Banach space. Then the following conditions are
equivalent.
(A) There is an equivalent norm ‖ · ‖′ on X such that (X,‖ · ‖′) is polyhedral.
(B) There is an equivalent norm ‖ · ‖′ on X which depends on finitely many coordinates.
Recall also that separable preduals of 1 has an equivalent polyhedral norm (see [6]). However
the corresponding results for arbitrary Banach spaces seem open. In particular, we do not know
if any of the Asplund spaces we constructed in this section admit an equivalent polyhedral norm.
But we now present a variation of these constructions whose norm is both polyhedral and depends
on finitely many coordinates. Moreover, the corresponding space fails the (MIP) and it does
not have uncountable biorthogonal systems. In connection with this we mention the following
problem from [41].
Problem 2. Suppose that the norm of X depends on finitely coordinates. Does X admit an equiv-
alent C∞-smooth norm?
Definition 4.12. For ε < 1, define the partial ordering P as the set of conditions p = (Dp,Hp)
such that Dp ⊆ ω1 is finite, and Hp = {h(p)γ }γ∈Dp ⊆ c00(Dp,Q ∩ [−1,1]) is such that for every
γ ∈ Dp , (h(p)γ )γ = 1 and (h(p)γ )  γ = 0.
We define the extension p  q by Dq ⊆ Dp , Hq ⊆ Hp Dq
h(p)γ Dq ∈ δ · convQ(±Hq) for every γ ∈ Dp \Dq.
Note that p  q if and only if Dq ⊆ Dp , Hq ⊆ Hp Dq and
h(p)γ Dq ∈ ε · convQ(Fq) for every γ ∈ Dp \Dq.
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Proof. If (pi)i<k is a -system in P, then its basic amalgamation p = (⋃i<k Di,Hp) is defined
by h(p)γ =⋃i<k h(pi)γ for γ in the root R of the -system, and h(p)γ = h(pi)γ for γ ∈ Di \ R. It
is clear that p ∈ P. We check that p  pi for every i < k: Fix i < k and let γ ∈ Dp \ Di . Then
γ /∈ R and so γ ∈ Dj for some j = i. By definition, h(p)γ = h(pj )γ and consequently, h(p)γ Di =
h
(pj )
γ Di = 0.
The proof of the fact that DG = ω1 follows from the fact that for every γ < ω1 the set Dγ of
conditions p such that γ ∈ Dp is dense: If γ /∈ Dp , then q = (Dp ∪ {γ },Hp ∪ {h(q)γ := uγ }) is
in P and q  p, because h(q)γ Dq = 0. 
We easier the notation by writing hγ and Xγ to denote h(G)γ and X(γ )G for a generic filter G
and γ < ω1.
Theorem 4.14. Let G be a generic filter of P.
(1) Let α be a limit ordinal. Then (hγ Xα)γ<ω1 is a basis of (Xα)∗ which is 1-equivalent to the
unit basis of 1(ω1). Consequently, XG is Asplund.
(2) XG is polyhedral.
(3) The norm ‖ · ‖G depends only on finitely many coordinates.
(4) The space XG does not have uncountable biorthogonal sequences.
(5) The space XG does not have the Mazur intersection property.
Proof. (1) is proved by a density argument similarly as for the Asplund spaces XG,H above.
(2): Let us prove that XG is polyhedral.
Claim 4.14.1. Fix a non-zero x ∈ XG, and fix δ > 0 such that
δ + ε(1 + δ) < 1. (40)
If p ∈ G and y ∈ Xp are such that ‖x − y‖ < δ‖x‖, then
‖x‖ = max
γ∈Dp
∣∣hγ (x)∣∣. (41)
Proof. Let x, y and p ∈ G be as in the hypothesis. It follows from the definition of the forcing
extension  that for every γ /∈ Dp one has that ‖hγ Dp‖(Xp)∗  ε, so∣∣hγ (y)∣∣ ε‖y‖Xp = ε‖x‖.
Hence
∣∣hγ (x)∣∣ ‖x − y‖ + ∣∣hγ (y)∣∣ ε‖x‖ < δ‖x‖ + ε‖y‖ δ‖x‖ + ε(‖x‖)

(
δ + ε(1 + δ))‖x‖ < ‖x‖. 
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that (xi)i<n be an Auerbach basis. Let δ > 0 satisfy (40), and let (yi)i<n be in c00(ω1) such that
‖xi − yi‖G < δ/n. Notice that if x =∑i<n aixi is normalized, then∥∥∥∥∑
i<n
aixi −
∑
i<n
aiyi
∥∥∥∥max
i<n
|ai |
∑
i<n
‖xi − yi‖ < δ. (42)
Let p ∈ G be such that {xi}i<n ⊆ Xp . By the claim and by (42), if x =∑i<n aixi is normalized,
then
1 = ‖x‖ = max
γ∈Dp
∣∣hγ (x)∣∣.
This means, that {hγ  F }γ∈Dp is a boundary of F , hence Ext(BF ∗) ⊆ {±hγ }γ .
The proof of (3) is very similar to the proof of (2), so we leave it to the interested reader.
To prove (4) we follow the arguments from the proof of Theorem 4.5. Finally to prove (5), no-
tice that the extremal points of BX∗
G
are {hγ }γ<ω1 , which are clearly not norm dense in SXG . 
5. Lindelöf property for the weak topology
The intention of this section is to study the hereditary Lindelöf property of generic spaces
equipped with their weak topologies. Recall that the weak topology of a Banach space X is the
topology on X such that given x ∈ X, f0, . . . , fn in X∗ and ε > 0 the sets
U(x,f0, . . . , fn, ε) :=
{
y ∈ X: max
in
∣∣fi(x)− fi(y)∣∣< ε}
form an open neighborhood basis on x. Recall that a topological space T is called Lindelöf if
every open cover of T has a countable subcover. The space T is called hereditarily Lindelöf (HL
in short) if every subspace is Lindelöf. A sequence (xα)α<κ in a topological space T is called
right separated if for every α < κ one has that xα is not in the closure of {xβ : α < β < κ}. It is a
simple exercise to prove that T is HL if and only if T does not have uncountable right separated
sequences. A weak-right separated sequence in a Banach space X is a right separated sequence
in X endowed with its weak topology. It is clear that if (xα, fα)α is an almost-biorthogonal
sequence, then (xα)α is a weak-right separated sequence. In this section, we shall examine the
following two natural questions.
Question 3. Is it true that if a Banach space X does not have an uncountable almost-biorthogonal
system then X is hereditarily Lindelöf relative to its weak topology?
Question 4. Is it true that if X is hereditary Lindelöf relative to its weak topology, then so is its
square X2?
5.1. Weak topology right-separated sequences and almost-biorthogonal systems
We describe a generic Banach space XG having an uncountable weak right-separated se-
quence but without almost-biorthogonal systems answering thus Question 3.
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all the basic conditions p = (Dp,Fp,Ap,Hp) ∈ Pbasic such that:
(1) There is Bp ⊆ Ap such that Bp ∩ (Bp + 1) = ∅ such that Ap = Bp ∪ (Bp + 1). For every
γ ∈ Bp write f (p)γ and g(p)γ to denote h(p)γ and h(p)γ+1, respectively.
(2) For every γ ∈ Bp one has that (f (p)γ )γ = 1 and (g(p)γ )γ+1 = 3/4.
(3) For every γ,η ∈ Bp with γ < η one has that
((
f (p)γ
)
η
,
(
g(p)γ
)
η
)
/∈ I × J. (43)
Given a generic filter G for P2, and γ ∈ BG :=⋃p∈GBp we write fγ and gγ to denote fGγ
and gGγ respectively.
Proposition 5.2. The forcing P2 has the (EAMP) and the (EEP).
Proof. Clearly P2 has the basic amalgamation property and it is hereditary. It is spreading be-
cause the spreading property only mentions order-preserving mappings that respect the successor
operation. So if p ∈ P3, and θ : Dp → ω1 is one of such mappings, then θ(s) = (θ(γ ), θ(γ )+ 1)
for every s ∈ Ap and hence θ(p) ∈ P3. The rest of the requirements in (EP) is easy to verity. To
check (EEP), use P2 = {1,3/4}. We leave the rest of the details to the reader. 
Let G be a generic filter for P2.
Theorem 5.3. The sequence (uγ )α∈BG is a fundamental weak right separated sequence of both
XG and XG,H , but neither XG nor XG,H have uncountable almost-biorthogonal systems.
Proof. Since BG = A(1)G , it follows from Proposition 3.20 that for every α limit 〈uγ 〉γ∈BG∩α is
dense in (XG)(α) and in (XG,H )(α). The sequence (uγ )γ∈BG is clearly right separated family
with respect to the weak topology of XG,H , because by definition for every γ < η in BG one has
that
uη /∈ U
(
uγ ,fγ , gγ ,
1
2
)
.
Now we prove that XG does not have uncountable almost-biorthogonal sequences. It is easy
to see that if (yα)α<ω1 is an uncountable normalized almost-biorthogonal sequence, then there
is ε > 0 and an uncountable subsequence (yα)α∈Γ such that for every n ∈ N and every α0 <
· · · < αn in Γ one has that ∥∥∥∥∥yα0 − 1n
n∑
i=1
yαi
∥∥∥∥∥> ε. (44)
So, a simple approximation argument gives that in order to prove that XG does not have uncount-
able almost-biorthogonal sequences it suffices to prove the following.
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n∑
i=1
vi
∥∥∥∥∥ 1n maxin ‖vi‖ (45)
is unavoidable for P2.
Proof. We use Theorem 3.36. Let (pi, vi)in be a -sequence of type t = (N,F,A,H,v) and
root R. For each i  n, let θi : N → Di be the corresponding order-preserving bijections. Let
A ⊆ N be the type of Bi , and for each k ∈ B , let fk, gk ∈ F be the types of f p0θ0(k) and g
p0
θ0(k)
respectively. For each k < N let
ck = ek(v) and dk = hk(v).
Let p = (⋃in Di,Fp,⋃in Ai,Hp) ∈ P2 be defined as follows. Bp =⋃in Bi and Fp is the
minimal symmetric subset of c00(
⋃
in Di,Q) such that:
(a) It contains ∨in θi(h) for every type h ∈ F . In particular, if γ ∈ Bp ∩R, then we set
f (p)γ :=
∨
in
f (pi)γ , g
(p)
γ :=
∨
in
g(pi)γ .
(b) Let γ ∈⋃in Di \R.
(b.0) Suppose that γ ∈ Bi \R with 0 < i  n. Then Fp contains f (pi)γ and g(pi)γ , and we set
f (p)γ := f (pi)γ , g(p)γ := g(pi)γ .
(b.1) Suppose that γ ∈ B0. Let k = θ−10 (γ ).
(b.1.0) Suppose first that |ck| |dk|. Let m n be such that
m
n
 |ck||dk| <
m+ 1
n
. (46)
Let τ be the sign of ck/dk . Then Fp contains θ0(fk)∨∨mi=1 τ · θi(gk) and we
set
f (p)γ = θ0(fk)∨
m∨
i=1
τ · θi(gk), g(r)γ =
∨
in
θi(gk).
(b.1.1) Suppose now that |ck| > |dk|. Let m n be such that
m
n
 |dk||ck| <
m+ 1
n
.
Let τ be the sign of ck/dk . Then Fp contains θ0(gk)∨∨mi=1 τ · θi(fk) and we
set
f (p)γ =
∨
θi(fk), g
(p)
γ = θ0(gk)∨
m∨
τ · θi(fk).in i=1
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h(p)γ :=
∨
in
h(pi)γ .
If γ ∈ Di \R, and if g is the type of h(pi)γ , then we declare
h(p)γ :=
{∨
j<n θj (g) if i = 0,
h
(pi)
γ if i > 0.
We check that p ∈ P2, and that p  pi for every i  n. The only nontrivial part is to prove that
the declared f (p)γ and g(p)γ , γ ∈ Bp =⋃in Bi , have the required properties. So, we fix γ ∈ Bi
for some i  n. First of all, observe that f (p)γ Di = f (pi)γ and g(p)γ Di = g(pi)γ , it follows that
(f
(p)
γ )γ = 1 and (g(p)γ )γ+1 = 3/4. Now, let η ∈ Aj with j  n and γ < η.
CASE 1. Suppose first that γ ∈ R. Then f (p)γ =∨in f (pi)γ and g(p)γ =∨in g(pi). Then,
((
f (p)γ
)
η
,
(
g(p)γ
)
η
)= ((f (pj )γ )η, (g(pj )γ )η) /∈ I × J. (47)
CASE 2. Suppose now that γ /∈ R and 0 < i  n. Then f (p)γ = f (pi)γ and g(p)γ = g(pi)γ . Now if
i < j  n, then clearly
((
f (p)γ
)
η
,
(
g(p)γ
)
η
)= (0,0) /∈ I × J. (48)
While if j = i, then it follows that
((
f (p)γ
)
η
,
(
g(p)γ
)
η
)= ((f (pi)γ )η, (g(pi)γ )η) /∈ I × J. (49)
CASE 3. Suppose that γ /∈ R and i = 0. If j = 0, then
((
f (p)γ
)
η
,
(
g(p)γ
)
η
)= ((f (p0)γ )η, (g(p0)γ )η) /∈ I × J. (50)
Suppose that j > 0. If m< j  n, then
((
f (p)γ
)
η
,
(
g(p)γ
)
η
)= (0,0) /∈ I × J. (51)
Now suppose that j m. Suppose first that ck  dk . Let k = θ−10 (γ ). Then if (g
(pj )
γ )η /∈ J , then
((
f (p)γ
)
η
,
(
g(p)γ
)
η
)= (τ · (g(pj )γ )η, (g(pj )γ )η) /∈ I × J. (52)
Otherwise, (g(pi)γ )η ∈ J = ]−1/2,1/2[, and, using that I ∩ J = I ∩ −J = ∅, it follows that
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f (p)γ
)
η
,
(
g(p)γ
)
η
)= (τ · (g(pj )γ )η, (g(pj )γ )η) /∈ I × J. (53)
The case when dk < ck is proved in the same way. We leave the details to the reader.
It remains now to prove that
∥∥∥∥∥v0 − 1n
n∑
i=1
vi
∥∥∥∥∥
p
 maxin ‖vi‖p
n
= ‖v‖t
n
. (54)
We set w = v0 − (1/n)∑ni=1 vi . Let f ∈ Fp . It is clear that if f is as in (a), then f (w) = 0, and
if f is as in (b.0), then |f (w)| ‖v‖p/n. Now suppose that f is as in the case (b.1.0), i.e.,
f = θ0(fk)∨
m∨
i=1
τ · θi(gk)
where |R| k < N , |ck| |dk| ‖v‖t , τ is the sign of ck/dk and m n is such that (46) holds.
It follows that
∣∣f (z)∣∣= ∣∣∣∣∣ek(x)− 1n
m∑
i=1
hk(x)
∣∣∣∣∣=
∣∣∣∣ck − m · τn dk
∣∣∣∣= |ck| − mn |dk|, (55)
and hence, by (46),
∣∣f (z)∣∣= |ck| − m
n
|dk| = |ck| − m+ 1
n
|dk| + |dk|
n
 |dk|
n
 ‖v‖t
n
. (56)
Finally, in a similar way than for the case (b.1.0) one proves that if f is as in (b.1.1) then |f (z)|
1/n. We leave the details to the interested reader. 
5.2. HL in finite powers
We concentrate now on Question 4. We provide a generic Banach space XG such that (X,w)n
is hereditarily Lindelöf but (X,w)n+1 is not. We present only the case n = 1 leaving the details
of the general case to the interested reader.
Definition 5.4. Let P3 be the forcing notion consisting on all basic conditions p ∈ Pbasic, p =
(Dp,Fp,Ap,Hp) such that
(1) There is Bp ⊆ Ap such that Bp ∩ (Bp + 1) = ∅ and such that Ap = Bp ∪ (Bp + 1). Given
γ ∈ Bp we write f (p)γ and g(p)γ to denote h(p)γ and h(p)γ+1, respectively.
(2) For every γ ∈ Bp one has that
(
f (p)γ
)
γ
= 1, (f (p)γ )γ+1 = 0 and (g(p)γ )γ+1 = 1. (57)
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((
f (p)γ
)
η
,
(
g(p)γ
)
η
,
(
f (p)γ
)
η+1,
(
g(p)γ
)
η+1
)
/∈ I × J 2 × I, (58)
where I = ]1/2,1] and J = ]−1/2,1/2[.
The next is quite easy to verify and is left to the interested reader.
Proposition 5.5. P3 has (EAMP) and (EEP). 
Let G be a generic filter for this forcing notion, and let BG :=⋃p∈GBp.
Theorem 5.6. The generic spaces XG and XG,H with their weak topology are hereditarily Lin-
delöf but their squares are not. Indeed, the sequence (uγ ,uγ+1)γ∈BG is an uncountable right
separated in (XG,H ,w)2 and so in (XG,w)2.
The proof of this result needs the following simple fact.
Proposition 5.7. The generic space XG is hereditary Lindelöf with its weak topology iff for
every normalized sequence (xα)α<ω1 of points of c00(ω1,Q), for every (f (α)i )(i,α)∈m×ω1 ∈
(B(XG)∗)
m×ω1 and every ε > 0 there are α < β < ω1 such that
max
i<m
∣∣f (α)i (xα)− f (α)i (xβ)∣∣ ε.
Proof. This is done by a simple approximation argument. We leave the details to the interested
reader. 
Proof of Theorem 5.6. We start by the last part of the statement. The fact that BG is uncount-
able follows from the property (EEP) of P3. The fact that (uγ ,uγ+1)γ∈BG is right separated in
(XG,H ,w)
2 readily follows from the definition of the forcing notion P3.
Now we prove that (XG,w) is hereditarily Lindelöf, which of course gives the correspond-
ing property of (XG,H ,w). Let 0 < ε < 1, m ∈ N and let n  2m/ε. Define the configuration
P(v0, . . . , vn) by
For every f0, . . . , fm−1 ∈ BX∗ there is 1 i  n with
max
j<m
∣∣fj (v0)− fj (vi)∣∣ ε max
kn
‖vk‖. (59)
Claim 5.7.1. The configuration P(v0, . . . , vn) is unavoidable for P3.
Let us see how to use the previous claim to prove that XG is HL: We use Proposition 5.7.
Fix a normalized separated sequence (xα)α<ω1 in c00(ω1,Q), (f
(α)
j )(j,α)∈m×ω1 ∈ (B(XG)∗)m×ω1
and ε > 0. Let n ∈ N be such that n 4m/ε. Since the corresponding property P(v0, . . . , vn) is
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holds in XG. Hence there is 1 i  n such that
max
j<m
∣∣f (α0)j (xα0)− f (α0)j (xαi )∣∣ ε
and we are done. Let us prove Claim 5.7.1.
Proof of Claim 5.7.1. Let (pi, vi)in be a -system in P3 of type t = (N,F,A,H,v) and
root R. Let θi : N → Dpi be the corresponding order-preserving bijections, for i  n. Let B be
the type of (any) Bi . Observe that if γ ∈ B0 ∩R then γ + 1 ∈ R.
We define p = (⋃in Di,Fp,⋃in Ai,Hp), where the set Fp is the minimal symmetric
subset of c00(
⋃
in Di,Q) with the following properties:
(a) It contains all ∨in θi(g) for every type g ∈ F . In particular, for every γ ∈ Di ∩ R, and
every η ∈ D0 \A0 (so in particular for η ∈ R) we define
f (p)γ :=
∨
jn
f
(pj )
γ , g
(p)
γ :=
∨
jn
g
(pj )
γ and h(p)η :=
∨
jn
h
(pj )
η .
(b) It contains all f ∈⋃in Fpi such that f R = 0. In particular, for every 1 i  n and every
γ ∈ Di \R and η ∈ Di \Ai we declare
f (p)γ := f (pi)γ , g(p)γ := g(pi)γ and h(p)η := h(pi)η .
(c) Let γ ∈ B0 \R, let k = θ−10 (γ ), and let
fk be the type of f (p0)γ , gk be the type of g(p0)γ , ck = fk(v), and dk = gk(v).
(c.0) Suppose that |ck| |dk|, and ck = 0. Then Fp contains
f (p0)γ ∨
n∨
i=1
ck
dk
· θi(gk)
and we declare
f (p)γ = f (p0)γ ∨
n∨
i=1
ck
dk
· θi(gk), g(p)γ =
∨
in
θi(gk).
(c.1) Suppose that ck = dk = 0. In this case, we simply declare
f (p)γ := f (p0)γ , g(p)γ := g(p0)γ .
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f (p0)γ ∨
n∨
i=1
dk
ck
· θi(fk).
We declare
f (p)γ :=
∨
in
θi(fk), g
(p)
γ := g(p0)γ ∨
n∨
i=1
dk
ck
· θi(fk).
Let us prove first that p ∈ P3. It is routine to prove that p is a basic condition such that p  pi
for every i  n. We only check that p has the property (3) in Definition 5.4. So we fix γ < η
with γ ∈ Bi and η ∈ Bj . In particular, i  j . We distinguish several cases:
CASE 1. γ ∈ R. Then((
f (p)γ
)
η
,
(
f (p)γ
)
η+1
)= ((f (pj )γ )η, (f (pj )γ )η+1), and((
g(p)γ
)
η
,
(
g(p)γ
)
η+1
)= ((g(pj )γ )η, (g(pj )γ )η+1),
and (58) for p holds because it is true for pj .
CASE 2. Suppose that γ /∈ R and 1  i  n. If j = i, then we are done since the desired
property holds for pi and f (p)γ Dpi = f (pi)γ , g(p)γ Dpi = g(pi)γ . Otherwise i < j , and hence, by
definition of g(p)γ , one has that (g(p)γ )η+1 = 0, while (g(p)γ )γ+1 = 1. This implies (58).
CASE 3. Suppose that γ /∈ R and i = 0. We use the same notation than in (c) above. We
distinguish three subcases:
CASE 3.1. Suppose that |ck|  |dk|, and ck = 0. Suppose that |(θj (gk))η|  1/2. Then it
follows that ∣∣(g(p)γ )η∣∣= ∣∣(θj (gk))η∣∣ 12 ,
while (g(p)γ )η = 0. This implies that (58) holds. Otherwise, |(θj (gk))η| < 1/2. This implies that
∣∣(f (p)γ )η∣∣= |ck||dk| · ∣∣(θj (gk))η∣∣ ∣∣(θj (gk))η∣∣< 12
while (f (p)γ )γ = 1. This implies (58).
CASE 3.2. Suppose that ck = dk . Then one proceeds as in Case 2.
CASE 3.3. Suppose that |dk| < |ck|. This is the symmetric situation to Case 3.1. Suppose that
|(θj (fk))η+1| 1/2. Then it follows that
∣∣(f (p)γ )η+1∣∣= ∣∣(θj (fk))η+1∣∣ 12 ,
while (f (p)γ )γ+1 = 0. This implies that (58) holds. Otherwise, |(θj (fk))η+1| < 1/2. This implies
that
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while (g(p)γ )γ+1 = 1. This implies (58), and finishes the proof of the fact that p ∈ P3 and that
p  pαi for every i  n.
It rests to show that the configuration P(v0, . . . , vn) holds in Xp . Let
G = {f ∈ Fp: f (vi) = 0 for all i  n except one τ = τ(f ) n}.
Observe that by definition of Fp , if f ∈ G then τ(f ) > 0.
Claim 5.7.2. For every f ∈ Fp \G and every i  n one has that
f (v0) = f (vi). (60)
Proof. If f is as in (a), then the result is clear. Suppose that f is as in (c.0), i.e. f = f (p0)γ ∨∨n
i=1(ck/dk)θi(gk) using the terminology introduced in (c). Then f (v0) = fk(v) and
f (vi) = ck
dk
θi(gi)(vi) = ck
dk
gk(v) = fk(v).
If f is as in (c.1) then f (v0) = 0 = f (vi). Finally, if f is as in (c.2), then one proves that
f (v0) = f (vi) in a similar way that in the case (c.0). 
Fix f0, . . . , fm−1 ∈ BX∗p , and for each j < m let (q(j)f )f∈Fp be a convex combination such
that
fj =
∑
f∈Fp
q
(j)
f f.
For each 1 i  n and j < m, let
Ii,j :=
{
f ∈ Fp: q(j)f = 0 and τ(f ) = i
}
and λi,j :=
∑
f∈Ii,j
q
(i)
f .
Notice that for every j < m, {Ii,j }1in is a partition of {f ∈ G: q(j)f = 0}. For each j < m, let
Hj =
{
1 i  n: λi,j >
ε
2
}
. (61)
Then
#
( ⋃
j<m
Hj
)
ε
2
<
∑
j<m
∑
i∈Hj
λi,j 
∑
j<m
∑
f∈Fp
q
(j)
f = m,
and, by the choice of n,
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( ⋃
j<m
Hj
)
<
2m
ε
 n.
So
⋃
j<m Hj  {1, . . . , n}. Let 1 k  n be such that
max
j<m
λk,j 
ε
2
. (62)
We claim that k is the desired integer: Fix j < m. Since if f ∈ Fp \ Hk,j then either q(j)f = 0 or
f /∈ G, it follows that
∣∣fj (v0)− fj (vk)∣∣= ∣∣∣∣ ∑
f∈Ik,j
q
(j)
f
(
f (v0)− f (vk)
)+ ∑
f∈Fp\Ik,j
q
(j)
f
(
f (v0)− f (vk)
)∣∣∣∣
 λk,j‖v0 − vk‖p  ε2 · 2‖v‖t = ε · maxin ‖vi‖p,
as desired. 
5.3. Support sets and the hereditary Lindelöf property
We finish this section by providing a generic Banach space which has a support set but whose
weak topology is hereditarily Lindelöf in all finite powers. To shorten the terminology, we shall
sometimes say that a Banach space X is powerfully hereditarily Lindelöf, and if necessary to
shorten this further as PHL, if for every positive integer n the product space (X,w)n is hereditary
Lindelöf.
Definition 5.8. Let P4 be the set of all basic conditions p = (Dp,Fp,Ap,Hp) such that
(∗) for every γ,η ∈ Ap with γ < η one has that
(
h
(p)
(1,uγ )
)
γ
= 1, and (h(p)(1,uγ ))η  0.
The following fact is easy to verify.
Proposition 5.9. P4 has (EAMP) and (EEP). 
We fix a generic filter G for P4. Recall that AG =⋃p∈GAp, and for γ ∈ AG, let hγ := h(G)γ .
Theorem 5.10.
(I) The sequence (uγ ,hγ )γ∈AG is a fundamental semi-biorthogonal sequence of the generic
spaces XG and XG,H and
(II) for every k ∈ N, the power spaces (XG,w)k and (XG,H ,w)k are hereditarily Lindelöf.
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that (uγ )γ∈AG is fundamental (and therefore uncountable) follows from Proposition 3.20.
Let k ∈ N and let us prove that (XG,w)k is hereditarily Lindelöf, which gives the related
result for (XG,H ,w)k . Let 0 < ε < 1, k,m ∈ N and let n ∈ N be such that n  2m/ε. Let
P((v
(i)
0 )i<k, . . . , (v
(i)
n−1)i<k) be the following configuration:
For every f0, . . . , fm−1 ∈ BX∗ there is 1 i  n such that
max
l<k,j<m
∣∣fj (v(l)0 )− fj (v(l)i )∣∣ ε max
l<k,j<n
∥∥v(l)j ∥∥X.
As in the proof of Theorem 5.6 it suffices to prove the following claim.
Claim 5.10.1. The configuration P((v(i)0 )i<k, . . . , (v(i)n−1)i<k) is unavoidable for P4.
Proof. We use Theorem 3.36. So we fix a -sequence (pi, (v(j)i )j<k)in of type t =
(N,F,A,H, (v(j))j<k) and root R. Let also for each i  n, θi : N → Dpi be the correspond-
ing order-preserving bijection. Let p = (⋃in Di,Fp,⋃in Ai,Hp) where Fp is the minimal
symmetric subset of c00(
⋃
in Di,Q) such that:
(a) It contains all the functionals of the form ∨in θi(g) for every type g ∈ F . In particular, we
declare, for every γ ∈ D0 and i = 0,1
h(p)γ :=
∨
jn
θj (g) (63)
where g ∈ F is the type of h(p0)γ .
(b) Let 1 i  n and let γ ∈ Di \R. Then Fp contains h(pi)γ and we declare
h(p)γ := h(pi)γ .
It is clear that p ∈ P4 and that p  pi for every i  n. The proof that for every f0, . . . , fm−1 ∈
B(Xp)∗ there is 1  i  n such that maxl<k,j<m |fj (v(l)0 ) − fj (v(l)i )|  ε is quite similar to the
corresponding proof in Theorem 5.6. We leave the details to the reader. 
6. Schauder and Markushevich bases
Recall that a sequence (xα)α<κ indexed by an ordinal κ in a Banach space X is called a
K-basic sequence if for every sequence of scalars (aα)α<κ and every ordinal γ < κ one has that∥∥∥∥∑
α<γ
aαxα
∥∥∥∥
X
K
∥∥∥∥∑
α<κ
aαxα
∥∥∥∥
X
.
The basic sequence is called monotone when K = 1. It is clear that if (xα)α<κ is K-basic, then
for every α < κ there is a functional x∗α in X∗ such that x∗α(xβ) = δα,β for every β < κ . Hence,
(xα, x
∗)α<κ is a biorthogonal sequence.α
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addition is fundamental in X, i.e. 〈xα〉α<κ is dense in X. It is easy to see that if (xα)α<κ is a K-
basis of X, then (xα, x∗α)α is fundamental and total, i.e. it is a Markushevich basis. The converse
is not always true. Indeed, while every separable Banach space has always a Markushevich basis,
there are separable Banach spaces without Schauder bases. The corresponding problem for non-
separable spaces is still open.
Problem 3. Is it true that if a Banach space has an uncountable Markushevich basic sequence,
then it has an uncountable basic sequence?
While the generic spaces that we could describe so far are not sufficient for solving this prob-
lem it is still easy for us to produce examples of generic spaces with ε-biorthogonal fundamental
and total sequences yet having no uncountable basic sequences, and in fact, having no uncount-
able biorthogonal sequences. We start with a description of one such example.
Definition 6.1. Let ε>0. Let P˜0 be the forcing consisting on all conditions p= (Dp,Fp,Ap,Hp)
in P0(ε) (see Definition 4.3) such that Ap = Dp .
Then it is easy to see that P˜0 has the (AMP), but not the (EP). Still, it can be proved that, given
a generic filter G for P˜0, the sequence (h(G)γ )γ<ω1 is ε-equivalent to the unit basis of 1(ω1). It
readily follows that (uγ ,h(G)γ )γ<ω1 is a total and fundamental ε-biorthogonal in XG, yet XG
does not have uncountable basic sequences (indeed no uncountable biorthogonal sequences).
On the other hand, our method is appropriate to distinguish existence of uncountable K-basic
sequences for different constants K , or in other words, for answering the following two natural
questions.
Question 5. Is it true that if X has an uncountable K-basic sequence then it has an uncountable
K ′-basic sequence for some K ′ <K?
Question 6. Is it true that if X has an uncountable 1 + ε-basic sequences for every ε > 0, then it
has an uncountable monotone basic sequence?
6.1. Distinguishing basic constants of bases
We describe here a generic Banach space in order to answer Question 5.
Definition 6.2. Let K  1 be a rational number. We define the following partial ordering P5 =
P5(K). The conditions are (Dp,Fp,Ap,Hp) such that
(1) Ap = ∅,
(2) h(p)γ = uγ for every γ ∈ Dp ,
(3) Fp ⊆ K · convQ(Fp).
To make the notation easier given a condition p = (Dp,Fp,Ap,Hp), we write p = (Dp,Fp)
to denote it, as Ap and Hp are a priori defined.
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(uγ )γ∈Dp is a K-basis of Xp dominating the c0 unit basis, i.e. ‖
∑
γ∈Dp aγ uγ ‖p maxγ∈Dp |aγ |
for every sequence of scalars (aγ )γ∈Dp .
It is not true that P5 has (EP) or (AMP). On the other hand, we have the following.
Proposition 6.3. The poset P5 has the Shanin property and DG = ω1 for every generic filter G
of P5. Hence, (uγ )γ<ω1 is an uncountable K-basis of the corresponding generic space XG.
Proof. Fix a -system (pα)α<ω1 of type t = (N,F ) and root R, fix an integer k, and
α0 < · · · < αk−1. For each i < k, let θi : N → Di be the unique order-preserving bijec-
tion. We prove that pα0, . . . , pαk−1 are compatible by defining a corresponding amalgamation
p = (⋃i<k Di,Fp) in P5 as follows. Fp is the minimal convex subset of c00(⋃i<k Di) that
contains:
(a) ∨i<k θi(h) for every type h ∈ F .
(b) (1/K)(∨i<k θi(h))  γ for every γ < ω1.
Then (Dp,Fp,Dp, {uγ }γ∈Dp) is basic such that p  pαi for every i < k. Moreover it is easy to
see that p ∈ P5.
To see that DG uses that given a condition p ∈ P5 such that γ /∈ Dp , the condition q =
(Dp ∪ {γ },Fp ∪ {uγ }) is in P5 and q  p.
Finally, it is clear that (uγ )γ<ω1 is a K-basis of the corresponding generic Banach space. 
Fix a generic filter G of P5.
Theorem 6.4. The sequence (uγ )γ<ω1 is a normalized K-basis of XG, and the space XG does
not have uncountable K ′-basic sequences for 1K ′ <K .
Proof. We prove that XG does not have uncountable K ′-basic sequences for 1  K ′ < K . We
may assume that K ′ is a rational number. Working towards a contradiction, suppose that there is
an uncountable normalized K ′-basic sequence. Let K ′′ = (K +K ′)/2, and let n ∈ N be such that
n
K
+ 1 < n
K ′′
. (64)
A simple approximation argument gives that there is a normalized sequence (xα)α<ω1 such that
for every increasing (αi)i<2n one has that
∥∥∥∥∑
i<n
xαi
∥∥∥∥K ′′∥∥∥∥∑
i<n
xαi −
2n−1∑
i=n
xαi
∥∥∥∥. (65)
Let P(v0, . . . , v2n−1) be the following configuration: Either ‖vi‖ = 1 for some i < 2n or
∥∥∥∥∑vi∥∥∥∥>K ′′
∥∥∥∥∥∑vi −
2n−1∑
vi
∥∥∥∥∥. (66)
i<n i<n i=n
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is unavoidable. Let (pi, vi)i<2n be a -system of type t = (N,F, v) and root R. Let θi : N → Di
be the corresponding order-preserving bijection. We may assume that ‖v‖t = 1 since otherwise,
any amalgamation of (pi)i<2n will satisfy the configuration P. Let p = (⋃i<2n Di,Fp) be the
condition we exposed above to prove that P5 has the Shanin property. We check that P holds
in Xp: Since ‖v‖t = 1, there is some h ∈ F such that |h(v)| = 1. Hence
n
∥∥∥∥∑
i<n
vi
∥∥∥∥
p

∣∣∣∣ ∨
i<2n
θi(h)
(∑
i<n
vi
)∣∣∣∣=∑
i<n
∣∣h(v)∣∣= n. (67)
Now suppose that f ∈ Fp is as in (a) (in the proof of Proposition 6.3), i.e. f =∨i<2n θi(g) for
some type g ∈ F . Then
f
(∑
i<n
vi −
2n−1∑
i=n
vi
)
= ng(v)− ng(v) = 0. (68)
Suppose now that f = (1/K)∨i<2n θi(g)  γ for some γ < ω1 and some g ∈ F . Without loss
of generality we may assume that γ ∈ Dpαi0 for some i0 < 2n. If γ ∈ R, then
f
(∑
i<n
vi −
2n−1∑
i=n
vi
)
= 0. (69)
So, suppose that γ /∈ R, and let δ ∈ N be such that θi0(δ) = γ . The first case we treat is when
i0 < n. Then ∣∣∣∣∣f
(∑
i<n
vi −
2n−1∑
i=n
vi
)∣∣∣∣∣=
∣∣∣∣ 1K ∑
i<i0
θig(vi)+
(
1
K
(g  δ)
)
(v)
∣∣∣∣ (70)
 1
K
(#L− 1)+ ‖v‖t  n− 1
K
+ 1 < n
K ′′
, (71)
the last inequality because of (64). Suppose now that i0  n. Then one has∣∣∣∣∣f
(∑
i<n
vi −
2n−1∑
i=n
vi
)∣∣∣∣∣= 1K
∣∣∣∣( ∑
i<n−1
θig(vi)−
∑
ni<i0
θig(vi)
)
+ θn−1(g)(vn−1)− θi0(g)  γ (vi0)
∣∣∣∣
= 1
K
∣∣(n− 1 − (i0 − n))+ g(v)− (g  δ)(v)∣∣
 n− 1
K
+ 1
K
(‖v‖ + ‖v  δ‖) n− 1
K
+ 1
K
(1 +K) = n
K
+ 1
<
n
K ′′
= 1
K ′′
∥∥∥∥∑vi∥∥∥∥
p
.i<n
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(∑
i<n
vi −
2n−1∑
i=n
vi
)∣∣∣∣∣
{0 if γ ∈ R,
‖v‖ 1 if γ /∈ R.
It follows from all this that ∥∥∥∥∥∑
i<n
vi −
2n−1∑
i=n
vi
∥∥∥∥∥
p
<
1
K ′′
∥∥∥∥∑
i<n
vi
∥∥∥∥
p
, (72)
which proves that the configuration P(vi)i<2n holds in Xp . 
6.2. Long monotone basic sequences
We now give an example of generic space which has a Schauder basis, which has an un-
countable 1 + ε-basic sequences for every ε > 0, but which has no uncountable monotone basic
sequences.
Definition 6.5. Let P6 be the set of all conditions p = (Dp,Fp,Ap,Hp) such that:
(1) Ap = Dp and for every γ ∈ Dp one has that (h(p)γ )γ = (1/n) · uγ for some n 1. Set
Np :=
{
n 1: A(n)p = ∅
}
.
(2) uγ ∈ Fp for every γ ∈ Dp .
(3) Fp \ {uγ }γ∈Dp can be partitioned into disjoint pieces {G(p)n }n∈Np such that for every n one
has that:
(3.1) {h(p)γ : γ ∈ A(1/n)p } ⊆ G(p)n ⊆ 〈uγ : γ ∈ A(1/n)p 〉.
(3.2) For every f ∈ G(p)n one has that ‖f ‖∞  1/n.
(3.3) G(p)n 1-norms 〈uγ : γ ∈ A(1/n)p 〉.
(3.4) G(p)n ⊆ (n+ 1)/n · convQ(Fp).
Since Ap = Dp always, we write p = (Dp,Fp,Hp) to denote the condition (Dp,Fp,
Dp,Hp) in P6.
Proposition 6.6. The forcing notion P6 has the Shanin property.
Proof. Let (pα)α<ω1 be a -system of type t = (N,F,H) and root R, fix an integer k, and
α0 < · · · < αk−1. Let {Gn}n∈Nt be the partition of F \{uγ }γ∈N as in (3) above. For each i < k, let
θi :N → Di be the unique order-preserving bijection. We define the following amalgamation p =
(
⋃
i<k Di,Fp,Hp) of (pαi )i<k in P6. Let Fp be the minimal symmetric subset of c00(
⋃
i<k Di)
having the following elements:
(a) ∨i<k θi(h) for every type h ∈ F .
(b) (n/(n+ 1))(∨ θi(h))  γ for every h ∈ Gn and γ < ω1.i<k
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(d) uγ for every γ ∈⋃i<k Di.
For each γ ∈ Ai , i < k, we declare
h(p)γ := h(pi)γ .
Let us call this condition p the basic amalgamation of (pαi )i<k . It is clear that p is a basic
condition such that p  pαi for every i < k. We rapidly check that p ∈ P6: Properties (1) and (2)
are easy to verify. For each n ∈ Nt we define
G
(p)
n :=
{∨
i<k
θi(g): g ∈ Gn
}
∪
{
n
n+ 1
∨
i<k
θi(g)  γ : g ∈ Gn, γ < ω1
}
∪ {h(p)γ : γ ∈ A( 1n )p }.
We leave to the reader the details of the proof that {G(p)n }n∈Nt fulfills (3). 
From now on we fix a generic filter G of P6. Recall that A(1/n)G =
⋃
p∈GA
(1/n)
p for n ∈ N.
Proposition 6.7. For every n ∈ N the sequence (uγ : γ ∈ A(1/n)G ) forms an uncountable (n+1)/n-
basic normalized sequence in XG.
Proof. Because of the property (3.2) and (3.3) one has that for every n ∈ N the sequence
(uγ )γ∈A(1/n)
G
is an (n + 1)/n-basic sequence, while (2) gives that ‖uγ ‖ = 1 for every γ . We
prove that for every n ∈ N the set A(1/n)
G
is uncountable. To see this, given p ∈ P6, n ∈ N and
γ < ω1 we define
Dp,n,γ :=
{
q ∈ P6: either q ⊥ p or q  p and maxA(1/n)q  γ
}
.
Then the desired results follow from the fact that Dp,n,γ is dense, so let us prove that. Let r  p
be a condition in P6. Let γ0 > γ,maxDr . Define
q =
(
Dr ∪ {γ0},Fr ∪
{
±uγ0,±
1
n
uγ0
}
,Hr ∪
{
h(q)γ0 :=
1
n
uγ0
})
.
Then q extends r and is in Dp,n,γ . 
Theorem 6.8. The generic space XG does not have uncountable monotone basic sequences.
Proof. Going towards a contradiction we assume that XG has an uncountable monotone basic
sequence (xα)α<ω1 . Without loss of generality, we assume that it is normalized. We now use
Proposition 3.7(d) for (xα)α and ε = 1/4 to find 0 < δ < 1 and Γ ⊆ ω1 uncountable such that
for every f ∈ B(XG)∗ and every α ∈ Γ if ‖f ‖∞  δ then |f (xα)| 1/3. Let n¯ ∈ N be the integer
part of 1/δ. Let also n be such that
n¯
n+ 1 < 2n¯ n. (73)n¯+ 1 2n¯+ 1
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1. For every finite subsets s < t of ω1 such that #s = #t = n one has that∥∥∥∥∑
α∈s
yα
∥∥∥∥
G

(
1 + 1
2n¯
)∥∥∥∥∑
α∈s
yα −
∑
α∈t
yα
∥∥∥∥
G
. (74)
2. For every α < ω1 and every f ∈ B(XG)∗ if ‖f ‖∞  1/n¯ then |f (xα)| 1/3.
Let P(v0, . . . , v2n−1) be the following configuration on the points (vi)i<2n in some space X ⊆
c00(ω1):
(I) Either ‖vi‖X = 1 for some i < 2n or there is f ∈ BX∗ with ‖f ‖∞  1/n¯ and |f (vi)| > 1/3,
or else
(II)
∥∥∥∥∑
i<n
vi
∥∥∥∥
X
>
(
1 + 1
2n¯
)∥∥∥∥∥∑
i<n
vi −
2n−1∑
i=n
vi
∥∥∥∥∥
X
. (75)
We prove that P is unavoidable for P6, and so the existence of the sequence (yα)α with the
properties 1. and 2. above is impossible. Let (pi, vi)i<2n be a -system of type t = (N,F,H,v)
and root R. For each i < 2n let θi : N → Di be the unique order-preserving. Let p be the basic
amalgamation of (pi)i<2n exposed in the proof of Proposition 6.6. If ‖v‖t = 1 or if there is some
f ∈ BX∗t with ‖f ‖∞  1/n¯ and |f (v)| > 1/3, then (I) holds in Xp . Suppose then that ‖v‖t = 1
and |f (v)| 1/3 for every f ∈ BX∗t with ‖f ‖∞  1/n¯. We check that (II) holds in Xp: First of
all, we see that ∥∥∥∥∑
i<n
vi
∥∥∥∥
p
= n. (76)
It is clear that ‖∑i<n vi‖p  n. Now let g ∈ F be such that |g(v)| = 1. Then f =∨
i<2n θi(g) ∈ Fp and so,
n =
∣∣∣∣f(∑
i<n
vi
)∣∣∣∣ ∥∥∥∥∑
i<n
vi
∥∥∥∥
p
 n. (77)
We check now that
∥∥∥∥∑
i<n
vi −
2n−1∑
i=n
vi
∥∥∥∥
p
<
2n¯
2n¯+ 1n: (78)
Set w =∑i<n vi −∑2n−1i=n vi . Let g ∈ F , and let f =∨i<2n θi(g). Then
f (w) = ng(v)− ng(v) = 0. (79)
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∣∣f (w)∣∣= { |(vi)γ | 1 if γ /∈ R,
0 if γ ∈ R. (80)
Finally suppose that f = (k/(k + 1))∨i<2n θi(g)  γ for some k ∈ Mt , g ∈ G(t)k and γ ∈ Dp .
We distinguish two cases:
CASE 1. k  n¯. Then, by the property (3.1) of G(t)k , it follows that∥∥∥∥ kk + 1g  γ
∥∥∥∥∞  ‖g‖∞  1n  1n¯ . (81)
Let i0 < 2n be such that γ ∈ Dpi0 , and let δ ∈ N be such that θi0(δ) = γ . If γ ∈ R, then it follows
that f (w) = 0. Assume now γ /∈ R. Then from the negation of (I) for t, we get
∣∣g(v)∣∣, ∣∣∣∣( kk + 1g  δ
)
(v)
∣∣∣∣ 13 . (82)
Hence,
∣∣f (w)∣∣∑
i<i0
k
k + 1
∣∣θi(g)(vi)∣∣+ ∣∣∣∣( kk + 1θi0(g)  γ
)
(vi0)
∣∣∣∣ 2n13 < 2n¯2n¯+ 1n. (83)
CASE 2. k < n¯. Then, as in the corresponding part of the proof of Theorem 6.4 one has that
∣∣f (w)∣∣= k
k + 1
∣∣∣∣( ∑
i<n−1
θig(vi)−
∑
ni<i0
θig(vi)
)
+ θn−1(g)(vn−1)− θi0(g)  γ (vi0)
∣∣∣∣
= k
k + 1
∣∣(n− 1 − (i0 − n))+ g(v)− (g  δ)(v)∣∣
 k(n− 1)
k + 1 +
k
k + 1
(‖v‖ + ‖v  δ‖) k(n− 1)
k + 1 +
k
k + 1
2k + 1
k
= k
k + 1n+ 1
<
n¯
n¯+ 1n+ 1 <
2n¯
2n¯+ 1n. 
It could be seen that the generic spaces of this sections are not Gurarij, not even Lindenstrauss
spaces. So, we are lead to the following natural question.
Problem 4. Does there exist a Lindenstrauss space with a K-basis but with no K ′-basic se-
quences for any K ′ <K?
7. Some general properties of generic spaces
For the next notions we use the following notation: Given a forcing notion P, δ ∈ P and
a > 0 we define
358 J. Lopez-Abad, S. Todorcevic / Journal of Functional Analysis 261 (2011) 300–386(δ)∞ := sup
{∥∥h(p)γ ∥∥∞: p ∈ P, γ ∈ A(δ)p },

(a)
P
:= {δ ∈ P: (δ)∞  a}.
Note that (δ)∞  |δ|, hence, δ ∈ (|δ|)P for every δ ∈ P.
Definition 7.1. We say that a forcing notion P has the Strong Amalgamation Property (SAMP)
if for every a > 0 there is εa ∈ ]0,1] ∩ Q such that whenever (pi)i<k is a -system in P of type
t = (N,F,A,H) and root R and p = (Dp,Fp,Ap,Hp) is a pre-amalgamation of (pi)i<k such
that:
(a) Fp \ ±Hp = {∨i<k θi(g): g ∈ F \ ±H },
(b) h(p)γ =∨i<k h(pi)γ for every γ ∈ R,
(c) h(p)γ = h(pi)γ for every γ ∈ Dpi \R with (h(pi )γ )γ /∈ (a)P ,
(d) h(p)γ = h(pi)γ ∨∨i<j<k εj · θj (hj ) for every γ ∈ Ai \ R with (h(pi)γ )γ ∈ (a)P , and where
hj ∈ convQ(±H) is such that hj  |R| = 0 for every i < j < k, and
|εj | εa, (84)
then p is in P.
Remark 7.2.
(a) If P has (SAMP) then so does PH .
(b) The forcing notions Pbasic,P0, . . . ,P3 have (SAMP), and P4,P5,P6 don’t. We see that more
than a formal there is a geometrical reason for that.
7.1. Corson property and support sets
Recall that a Banach space X has the Corson property (C) if every family of closed convex
subsets of X that has empty intersection contains a countable subfamily with the same property.
Thus the property (C) is a natural convex analogue of the Lindelöf property of the weak topology
of X. It is clearly weaker than this property since every closed convex sets is closed relative to
the weak topology. Recall also that a support set in X is a nonempty closed convex subset C of X
which is supported by all of its points, or in other words if for every x ∈ C there is f ∈ X∗ such
that f (x) = miny∈C f (y) < supy∈C f (y). It is not difficult to see [3] that the existence of such
sets in X is equivalent to the existence of an uncountable semi-biorthogonal system, a sequence
(xα, fα)α<ω1 of elements of X ×X∗ such that
fβ(xβ) = 1, fβ(xα) = 0 for α < β and fβ(xα) 0 for α > β.
Theorem 7.3. Suppose that P is a forcing condition with the (SAMP). Then any of its generic
spaces has the Corson property (C) and fails to have support sets.
It follows that P4,P5 and P6 do not have (SAMP) because the corresponding generic spaces
do have support sets.
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first that XG does not have uncountable semi-biorthogonal sequences. Suppose otherwise that
(yα)α<ω1 is a semi-biorthogonal normalized sequence in XG. Then there is some k¯ ∈ N, k¯  2
and some uncountable sequence (fα)α∈Γ of functionals in BX∗
G
such that
fα(yα)
3
k¯
, fα(yβ) = 0 and fβ(yα) 0 for every β < α in Γ .
This implies that if A< α¯ < B are finite subsets of Γ it follows that∥∥∥∥−∑
α∈A
yα + k¯yα¯ +
∑
α∈B
yα
∥∥∥∥
XG
 fα¯
(
−
∑
α∈A
yα + k¯yα +
∑
α∈B
yα
)
 3k¯
k¯
 3.
We use now Proposition 3.7(d) to the sequence (yα)α∈Γ and ε = 1/(2k¯) to find a rational number
δ¯ > 0 and an uncountable Γ¯ ⊆ Γ such that for every f ∈ B(XG)∗ with ‖f ‖∞  δ¯ then |f (yα)|
1/(2k¯) for every α ∈ Γ¯ . Let m¯ be an integer such that
m¯ · εδ¯  1. (85)
Now let (xα)α∈Γ¯ be a normalized sequence of elements of c00(ω1,Q) such that
(a) for every A< α¯ < B in Γ¯ with #(A) = k¯ · (m¯+ 1) and #(B) = k¯ · m¯ one has that∥∥∥∥−∑
α∈A
xα + k¯ · xα¯ +
∑
α∈B
xα
∥∥∥∥
XG
> 2. (86)
(b) For every f ∈ B(XG)∗ with ‖f ‖∞  δ¯ and every α ∈ Γ¯ one has that |f (xα)| 1/k¯.
We are going to see that such sequence (xα) does not exist. To prove this, let P(v0, . . . , vk¯(2m¯+1))
be the following configuration on the points (vi)ik¯(2m¯+1) in a space X ⊆ c00(ω1):
(I) Either there is f ∈ BX∗ with ‖f ‖∞  δ¯ and i < k¯(2m¯+ 1) such that |f (vi)| > 1/k¯, or else
(II) ∥∥∥∥∥−
k¯(m¯+1)−1∑
i=0
vi + k¯ · vk¯(m¯+1) +
k¯(2m¯+1)∑
i=k¯(m¯+1)+1
vi
∥∥∥∥∥
X
 2 max
ik¯(2m¯+1)
‖vi‖. (87)
It follows by (a) and (b) that the P is not unavoidable for the sequence (xα)α∈. This is impos-
sible by the following.
Claim 7.3.1. The configuration P is unavoidable for P.
Proof. We use Theorem 3.36. Set L = k¯(2m¯ + 1), and let (pi, vi)iL be a -system of type
t = (N,F,A,H,v) and root R, θi : N → Di be the corresponding order-preserving bijections
for i  L. We may assume that for every g ∈ B(Xt )∗ with ‖g‖∞  δ one has |g(v)| 1/k¯, since
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that ‖v‖t = 1. Let p = (⋃i<LDi,Fp,⋃i<L Ai,Hp) be the following basic conditions:
(c) Fp is the minimal symmetric subset of c00(
⋃
i<LDi,Q) such that:
(c.0) It contains all the functionals of the form ∨iL θi(g) for every type g ∈ F .
(c.1) Let i  L, γ ∈ Ai \R, and let h ∈ F be the type of h(pi)γ .
(c.1.0) If i = k¯(m¯+ 1) or if γ ∈ A(δ)i with (δ)∞ < δ¯ then Fp contains
h(pi)γ .
(c.1.1) If i = k¯(m¯ + 1), and either γ ∈ Di \ Ai or γ ∈ A(δ)i with (δ)∞  δ¯, then Fp
contains
h(pi)γ ∨
k¯(2m¯+1)∨
j=k¯(m¯+1)+1
− 1
m¯
θj (h).
(d) For each i  L and each γ ∈ Di , if h ∈ F denotes the type of h(pi)γ , then we have that:
(d.0) If γ ∈ R then
h(p)γ :=
∨
iL
θi(h). (88)
(d.1) Suppose that R < γ , and that i = k¯(m¯+ 1) or that γ ∈ A(δ)i with (δ)∞ < δ¯. Then
h(p)γ := h(pi)γ .
(d.2) Suppose that R < γ , i = k¯(m¯+ 1) and, either γ ∈ Di \Ai or γ ∈ A(δ)i with (δ)∞  δ¯.
Then
h(p)γ = h(pi)γ ∨
k¯(2m¯+1)∨
j=k¯(m¯+1)+1
− 1
m¯
θj (h). (89)
It follows that p ∈ P, and that p  pi for every i  L.
Let us check (87): Set
w = −
k¯(m¯+1)−1∑
i=0
vi + k¯ · vk¯(m¯+1) +
k¯(2m¯+1)∑
i=k¯(m¯+1)+1
vi.
Suppose first that f =∨iL θi(g) for some type g ∈ F . Then it follows that
f (w) = −(k¯(m¯+ 1))g(v)+ k¯g(v)+ k¯m¯g(v) = 0.
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(δ)∞ < δ¯. By the definition of δ¯ and the negation of (I), one has that∣∣f (w)∣∣= ∣∣(w)i · h(pi)γ (vi)∣∣ 1,
because (w)i  k¯, and |h(pi)(n,uγ )(vi)| 1/k¯, and where (w)i denotes the ith-coordinate of w with
respect to (vj )j . The second case is when i = k¯(m¯+ 1). It follows that∣∣f (w)∣∣= ∣∣(w)i · h(pi)γ (vi)∣∣ 1,
because in this case (w)i  1, and |h(pi)γ (vi)| ‖v‖t = 1.
Finally, if f is as in (c.1.1), then f = h(pk¯(m¯+1))γ ∨∨k¯(2m¯+1)j=k¯(m¯+1)+1(−1/m¯)θj (h), where R < x
and h ∈ F is the type of h(pk¯(m¯+1))γ . Then
f (w) = k¯h(v)− 1
m¯
(k¯m¯)h(v) = 0. 
The proof of the Corson property (C) of the generic space XG is quite similar, so we only
sketch it. If XG would not have the property (C), then one could find a sequence (xα, fα)α<ω1 of
pairs of points and bounded functionals of XG such that fα(xα) = 1, fβ(xα) = 0 and fα(xβ) 0
for every α < β . It follows that there exists an uncountable set Γ ⊆ ω1 and some integer k¯ such
that for every finite A,B ⊆ Γ and α¯ ∈ Γ with A< α¯ < B one has that∥∥∥∥∑
α∈A
yα + k¯yα¯ −
∑
α∈B
yα
∥∥∥∥
XG
 3.
Arguing similarly as for the proof of non-existence of support sets, one can then find some
uncountable normalized separated sequence (xα)α<ω1 , and some integer n¯ such that for every
A< α¯ < B with #(A) = k¯ · (kn¯−1) and #(B) = k¯ · (kn¯−1 + 1) one has that∥∥∥∥∑
α∈A
xα + k¯ · xα¯ −
∑
α∈B
xα
∥∥∥∥
XG
> 2. (90)
Now, similarly as before, one can easily define an unavoidable configuration P disproving the
inequality in (90). We leave the details to the reader. 
7.2. Block representability
Definition 7.4. Let κ,λ be two ordinals and let (xi)i<κ and (yi)i<λ be two sequences in some
Banach space X. We say the (yi)i<λ is a block subsequence of (xi)i<κ if there is a block subse-
quence (si)i<λ of finite subsets of κ and scalars (aj )j∈si (i < λ) such that for every i < λ one
has that
yi =
∑
ajxj .j∈si
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K-block representable in (xi)i<κ if there is block subsequence (yi)i<n of (xi)i<κ which is K-
equivalent to (vi)i<n. We say that (vi)i<n is K+-block representable in (xi)i<κ if for every ε > 0
there is block subsequence (yi)i<n of (xi)i<κ which is K + ε-equivalent to (vi)i<n.
Theorem 7.5. Let P be a forcing notion with the (EAMP), and let G be a generic forcing for it.
Then for every finite sequence is 1+-block representable in any uncountable separated normal-
ized sequence of points of XG, and in any uncountable separated normalized sequence of points
of XG,H .
More precisely, if (xα)α<ω1 is a separated sequence in XG, and if (vi)i<k is a finite basis, and
ε > 0 then there is a block sequence (yi)i<k of (xα)α<ω1 such that(
(yi)i<k,‖ · ‖G
)
is 1-equivalent to
((
πG(yi)
)
i<k
,‖ · ‖G,H
)
is 1 + ε-equivalent to (vi)i<k.
(91)
Remark 7.6. It follows from the previous result that under the assumption of (EAMP) that every
finite sequence is 1+-block representable in any uncountable separated normalized sequence
of points of XG,H , because πG : XG → XG,H and pre-image of a separated sequence is also
separated.
We start with the following result. Suppose that P has (EAMP).
Lemma 7.7. Let ((ei)i<n,‖ · ‖G) be a normalized Q-basis of a Q-f.d. space G, and let (xα)α<ω1
be any uncountable ε-separated normalized sequence in XG consisting of points of c00(ω1,Q).
Then for every integer k with
k max
{
1
ε
,max
i<n
∥∥e∗i ∥∥G∗} (92)
there exists a block sequence (si)i<n of finite subsets of ω1 each one of size 2k2 such that the
sequences
(
yi,‖ · ‖G
)
i<n
and
(
yi,‖ · ‖G,H
)
i<n
are 1-equiv. to (ei)i<n, (93)
where for each i < n,
si =
{
α
(i)
0 < · · · < α(i)2k2−1
}
is the increasing enumeration of si and (94)
yi := 1
k
∑
j<2k2
(−1)j x
α
(i)
j
. (95)
Before we prove this lemma, we use it.
Proof of Theorem 7.5. Fix a sequence (ei)i<n and a separated normalized sequence (zα)α<ω1
in XG. We fix a large enough k satisfying (92). Note now that if x ∈ c00(ω1) then
J. Lopez-Abad, S. Todorcevic / Journal of Functional Analysis 261 (2011) 300–386 363‖πGzα − x‖G,H = ‖πGzα − πGx‖ ‖zα − x‖. (96)
Let δ > 0, and let (xα)α be a normalized separated sequence in c00(ω1) such that ‖zα −xα‖G  ε.
Let T be the linear isomorphism T : 〈xα〉α → 〈zα〉α linearly extending T (xα) = yα . Then if
(yi)i<n is any block sequence of (xα)α as in (95), it follows that for every sequence of scalars
(ai)i<n one has that∣∣∣∣∥∥∥∥∑
i<n
aiyi
∥∥∥∥
G,H
−
∥∥∥∥∑
i<n
aiπG
(
T (yi)
)∥∥∥∥
G,H
∣∣∣∣, ∣∣∣∣∥∥∥∥∑
i<n
aiyi
∥∥∥∥
G
−
∥∥∥∥∑
i<n
aiT (yi)
∥∥∥∥
G
∣∣∣∣
max
i<n
|ai | · 2k2n. (97)
It should be clear that for δ > 0 small enough (97) together with (93) gives that (T (yi))i<n and
(πG(T (yi)))i<n are 1 + ε-equivalent to (ei)i<n. 
Proof of Lemma 7.7. Let ((ei)i<n,‖ · ‖G) be a Q-basic sequence, ε > 0 and let k ∈ N be such
that (92) holds. Define then the following metric configuration P(vi)i<2k2n: Either
(a) ‖vi‖ = 1 for all i < 2k2n and mini<j<2k2n ‖vi − vj‖ ε, or else
(b) the sequences((
1
k
( 2k2(i+1)−1∑
j=2k2i
(−1)j vj
))
i<n
,‖ · ‖p
)
and
((
1
k
( 2k2(i+1)−1∑
j=2k2i
(−1)j vj
))
i<n
,‖ · ‖p,H
)
are 1-equivalent to (ei)i<n.
The desired result readily follows from the fact that the configuration P(vi)i<2k2n is unavoidable
for P. In order to prove this, we use Theorem 3.36. So we fix a -system (pi, vi)i<2k2n of type
t = (N,F,A,H,v) and with root R. Let θi : N → Di be the corresponding order-preserving
bijections.
CASE 1. Suppose first that
either ‖v‖t = 1 or dt,H
(
v, 〈ui〉i∈|R|
)
 ε. (98)
Let p denote the basic amalgamation of (pi)i .
SUBCASE 1.1 ‖v‖t = 1. It follows that ‖vi‖p = 1 for every i < 2k2n, so P(vi)i holds in p.
SUBCASE 1.2 Suppose that
‖v‖t = 1 and dt,H
(
v, 〈ui〉i∈|R|
)
 ε. (99)
Then, let us check that ‖vi − vj‖p  ε for every i, j < 2k2n, which will also prove that P(vi)i
holds in p: If f = ∨i<2k2n θi(h) for some h ∈ F , then it follows that f (vi − vj ) = h(v) −
h(v) = 0. Otherwise, f = h(pi)γ for some i < 2k2n and some γ ∈ Di \ R. Let h ∈ H be the type
of h(pi)γ . Since h  |R| = 0 one readily has from (99) that∣∣h(v)∣∣= inf ∣∣h(v − x)∣∣ inf ‖v − x‖t,H = dt,H (v, c00(|R|)) ε.x∈c00(|R|) x∈c00(|R|)
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condition, there is h ∈ convQ(±H) such that
h  |R| = 0 and h(x) = 1
k
. (100)
Let E := Ext(BG∗), and let I be an interval of cardinality #E such that R < I < D0 (this is
possible because our assumption on -systems – see Definition 3.24), and let I = {γg}g∈E be an
enumeration of it. We define now the following condition p = (Dp,Fp,Ap,Hp):
(a) Dp = I ∪⋃i<2k2n Di and Ap =⋃i<2k2n Ai .
(b) Fp is the minimal symmetric subset of c00(Dp,Q) such that:
(b.1) It contains ∨i<2k2n θi(h) for every type h ∈ F \ ±H .
(b.2) For every extremal point g of BG∗ , Fp contains the point
uγg ∨
∨
i<n
g(ei) ·
(i+1)k2−1∨
j=ik2
θ2j (h).
(b.3) For every i < 2k2n and γ ∈ Di \R one has that Fp contains h(pi)γ .
(c) Given γ ∈ Dp , we define
h(p)γ :=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∨
j<2k2n θj (h) if γ ∈ R, and h is the type of h(p0)γ ,
h
(pi)
γ if γ ∈ Di \R for some i < 2k2n,
uγg ∨
∨
i<n g(ei) ·
∨(i+1)k2−1
j=ik2 θ2j (h) if γ = γg for some g ∈ E.
Then p  pi for every i < 2k2n and p ∈ P, because of the property (EAMP) of P.
Next, we check that P(vi) holds in p. For each i < n, let
zi = 1
k
(i+1)k2−1∑
j<ik2
(v2j − v2j+1).
We fix scalars (ai)i<n, and set z =∑i<n aizi . We are going to prove first that
‖z‖p = ‖z‖p,H : (101)
Note that by definition, Fp \ ±Hp = {∨i<2k2n θi(g): g ∈ F }, so it follows that for such f ∈
Fp \ ±Hp one has that h(z) = 0, hence we obtain (101).
Now we prove that
‖z‖p,H 
∥∥∥∥∑
i<n
aiei
∥∥∥∥
G
:
Suppose that f ∈ Hp is as in (b.3). Then, from (92), one has that
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k
max
i<n
|ai |
∥∥∥∥∑
i<n
aiei
∥∥∥∥
G
.
Suppose now that f = h(p)γg ∈ Hp , g ∈ E, is as in (b.2). Then
f (z) =
∑
i<n
aig(vi)
k
(i+1)k2−1∑
j=ik2
θ2j (h)(v2j ) =
∑
i<n
aig(ei) = g
(∑
i<n
aiei
)

∥∥∥∥∑
i<n
aiei
∥∥∥∥
G
. (102)
Finally, observe that (102) gives the second inequality∥∥∥∥∑
i<n
aiei
∥∥∥∥
G

∥∥∥∥∑
i<n
aizi
∥∥∥∥
p
.  (103)
7.3. Operators on generic spaces
In this section we examine operators on generic spaces over forcing notions with (EAMP).
More precisely, we prove the following result.
Theorem 7.8. Suppose that P has (EAMP). Let XG be a generic space for P. Let X ⊆ XG be
any of its subspaces. Then every operator T : X → XG,H is a multiple of the inclusion plus a
separable range operator.
Before we prove this fact, we give some consequences.
Corollary 7.9. Suppose that P has (EAMP). Every operator T : X → XG,H from a subspace X
of XG,H is a multiple of the inclusion plus a separable range operator.
Proof. If P has (EAMP), then so does PH . Now use that XG,H = XGH . 
We start the proof of Theorem 7.8 with the following preliminary result. We suppose that P
has (EAMP), and suppose that G is a generic filter of P.
Lemma 7.10. Let (yα)α<ω1 and (zα)α<ω1 be two sequences in c00(ω1,Q) ∩ XG with (yα)α
normalized and such that
for every α < β < ω1 one has that dG
(
zβ − zα, 〈yβ − yα〉
)
> ε.
Then for every m ∈ N there are α0 < · · · < α2m−1 such that∥∥∥∥∑
i<m
(yα2i+1 − yα2i )
∥∥∥∥
G
 1 and
∥∥∥∥∑(zα2i+1 − zα2i )∥∥∥∥
G
mε.
i<m
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the following configuration:
(a) Either there is i < 2m such that vi is not normalized, or there is i < j < 2m such that
d(wj −wi, 〈vj − vi〉) ε, or
(b) ‖∑i<m(v2i+1 − v2i )‖ 1 and ‖∑i<m(w2i+1 −w2i )‖mε.
It is clear that the following claim proves the lemma.
Claim 7.10.1. The metric configuration P((vi)i<2m, (wi)i<2m) is unavoidable for P.
Proof. We use Theorem 3.36. So, let (pi, vi,wi)i<2m be a -system in P of type t =
(N,F,A,H,v,w) and with root R. For each i < 2m, let θi : N → Di be the corresponding
order-preserving bijection. There are three cases to consider:
CASE 1. Suppose first that ‖v‖t = 1. Then any amalgamation of (pi)i<2m will satisfy the
configuration P.
CASE 2. Now suppose that
dt,H
(
w,
〈
c00
(|R|)∪ {v}〉) ε.
Let p = (⋃i<2m Dpi ,Fp,Ap,Hp) be the basic amalgamation of (pi)i<2m. Then p ∈ P because
P has the (EAMP). We check that P holds in Xp . Let a ∈ R and n ∈ c00(R) be such that ‖w −
av + n‖t  ε. Then for every i < j < 2m one has that∥∥wj −wi − a(vj − vi)∥∥p  ε: (104)
If f =∨i<2m θi(g) with g ∈ F , then f (wj − wi − a(vj − vi)) = g(w) − g(w) − a(g(v) −
g(v)) = 0. Suppose that f = h(pk)γ for k < 2m and γ ∈ Di \R. Let g ∈ F be the type of h(pi)γ . If
k = i, j then f (wj −wi − a(vj − vi)) = 0. Suppose that k = i or k = j . Then∣∣f (wj −wi − a(vj − vi))∣∣= ∣∣h(pk)γ (wk − avk)∣∣= ∣∣h(w − av − n)∣∣
 ‖w − av − n‖t,H  ε. (105)
CASE 3. Suppose that ‖v‖t = 1, and that
dt,H
(
w,
〈
c00
(|R|)∪ {v}〉)> ε. (106)
Let h ∈ convQ(±H) be such that
h 
〈
c00
(|R|)∪ {v}〉= 0 and h(w) = ε.
Note that h exists because of the assumption (106). Let R < γ¯ < D0 \ R, and let p =
(Dp,Fp,Ap,Hp) be the following condition: Dp = {γ¯ }∪⋃i<2m Di and Ap =⋃i<2m Ai . Fp is
the minimal symmetric subset of c00(Dp,Q) containing
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(b) uγ¯ ∨∨i<m θ2i+1(h).
(c) h(pi)γ for every i < 2m and γ ∈ Di \R.
Given γ ∈ Dp , we define
h(p)γ :=
⎧⎪⎪⎨⎪⎪⎩
∨
j<2m θj (h) if γ ∈ R, and h is the type of h(p0)γ ,
h
(pi)
γ if γ ∈ Di \R for some i < 2m,
uγ¯ ∨∨i<m θ2i+1(h) if γ = γ¯ .
Then p  pi for every i < 2m and p ∈ P, because of the property (EAMP) of P.
We check that P(vi)i<2m holds in p. It is routine to check that∥∥∥∥∑
i<m
(v2i+1 − v2i )
∥∥∥∥
p
 1.
On the other hand,∥∥∥∥∑
i<m
(w2i+1 −w2i )
∥∥∥∥
p

(∨
i<m
θ2i+1(h)
)(∑
i<m
w2i+1 −w2i
)
= m · h(w) = mε. 
The proof of Theorem 7.8 is based on the following finer result.
Lemma 7.11. Let (xα)α<ω1 be a normalized separated sequence in XG, and let X be its closed
linear span. Then for every bounded operator T : X → XG there are α¯ < ω1 and λ ∈ R such
that for every α  α¯ one has that
T (xα)− λxα ∈ X(α¯)G . (107)
Proof. Fix all given data.
Claim 7.11.1. There is α0 <ω1 such that for every α  α0 one has that
T (xα) ∈
〈
X
(α0)
G
∪ {xα}
〉
. (108)
Proof. Working towards a contradiction, suppose that such α0 <ω1 does not exist.
Then, using that (xα)α<ω1 is a separated sequence, it is not difficult to find an uncountable
subsequence (xαξ )ξ<ω1 such that for every ξ < ω1 one has that
xαξ /∈
〈
T (xαη)
〉
η<ξ
+ 〈xαη 〉η<ξ , and
T (xαξ ) /∈
〈
T (xαη)
〉
η<ξ
+ 〈xαη 〉ηξ .
By going to a further uncountable subsequence and after re-enumeration if needed, we assume
that there is 0 < ε < 1 such that for every α < ω1 one has that
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(
xα, 〈xβ〉β<α +
〈
T (xβ)
〉
β<α
)
 ε, and
d
(
T (xα),
〈
T (xβ)
〉
β<α
+ 〈xβ〉βα
)
 ε.
Using this, the fact that T is bounded and a simple approximation argument, we can find δ0 > 0
such that if (yα)α<ω1 and (zα)α<ω1 are sequences in c00(ω1,Q) such that
sup
α<ω1
{‖xα − yα‖,∥∥T (xα)− zα∥∥} δ0 (109)
then for every α < β < ω1 one has that d(zβ − zα, 〈yβ − yα〉) ε/2. Let m ∈ N be such that
m
ε
2
> 2‖T ‖ + 1. (110)
Let now (yα)α<ω1 and (zα)α<ω1 in c00(ω1,Q) be such that
‖xα − yα‖,
∥∥T (xα)− zα∥∥min{δ0, 12m
}
for every α < ω1. (111)
Since xα is normalized, we may assume without loss of generality that yα is also normalized. By
Lemma 7.10, there are {αi}i<2m such that∥∥∥∥∑
i<m
yα2i+1 − yα2i
∥∥∥∥ 1, (112)∥∥∥∥∑
i<m
zα2i+1 − zα2i
∥∥∥∥mε2 > 2‖T ‖ + 1. (113)
Let x =∑i<m xα2i+1 − xα2i . Then
‖x‖
∥∥∥∥∑
i<m
yα2i+1 − yα2i
∥∥∥∥+ ∑
i<2m
‖xαi − yαi‖ 2, (114)
while
∥∥T (x)∥∥ ∥∥∥∥∑
i<m
zα2i+1 − zα2i
∥∥∥∥− ∑
i<2m
∥∥T (xαi )− zαi∥∥> 2‖T ‖ + 1 − 1 > ‖T ‖‖x‖ (115)
which is impossible since T is bounded. 
Using Claim 7.11.1 we fix some α0 <ω1 and for each α  α0 a scalar λα ∈ R such that
T (xα)− λ(T )α xα ∈ Xα0 . (116)
Claim 7.11.2. There is some α0  α¯ < ω1 such that λα = λβ for all α¯  α,β < ω1.
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Proof of Claim 7.11.2. Suppose otherwise, and find a sequence (βξ , δξ )ξ<ω1 such that:
(a) βξ < δξ < βξ+1 for every ξ < ω1.
(b) λβξ = λδξ for every ξ < ω1.
(c) xβξ /∈ X(ξ)G and xδξ /∈ 〈X(ξ)G ∪ {xβξ }〉 for every ξ < ω1.
Let Y ⊆ X be the closed linear span of (zξ )ξ<ω1 , where zξ = (xδξ − xβξ ), for every ξ < ω1,
and T0 = T  Y . It is clear that (zξ /‖zξ‖)ξ<ω1 is a separated normalized sequence. By applying
Claim 7.11.1 to it, we obtain that there is some α0  α1 < ω1, and for each ξ  α1 a scalar ηξ
such that
T0(zξ )− ηξ zξ ∈ X(α1)G . (117)
In particular, if we take ξ = α1, it follows from (116) and (117) that
ηα1(xδα1
− xβα1 )− (λδα1 xδα1 − λβα1 xβα1 ) ∈ X
(α1)
G
. (118)
Hence
(ηα1 − λδα1 )xδα1 ∈
〈
X
(α1)
G
∪ {xβα1 }
〉
. (119)
It follows from (c) that
ηα1 = λδα1 .
Hence, from this and (118), we obtain that
(ηα1 − λβα1 )xβα1 ∈ X
(α1)
G
. (120)
Again using (c), it follows that
λβα1
= ηα1 = λδα1 ,
which is contradictory with (b). 
Proof of Theorem 7.8. Fix all given data. Let (xα)α<ω1 be a fundamental and separated nor-
malized sequence of X. Let α¯ < ω1 and λ ∈ R be given by Lemma 7.11 applied to T and that
separated sequence. Let us prove that U = T −λiX,XG has separable range, indeed Im(U) ⊆ X(
¯¯α)
G
where α¯  ¯¯α < ω1 is such that
T
(〈xα〉α<α¯)⊆ X( ¯¯α)G .
So, fix x ∈ X. Let ε > 0, and let y ∈ 〈xα〉α<ω1 be such that ‖y − x‖  ε. Let also v ∈ 〈yα〉α<α¯
and w ∈ 〈yα〉αα¯ be such that y = v +w. It follows that
U(y) = U(v)+U(w) = U(v)+ λw + w¯ − λw = U(v)+ w¯,
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G
. So,
U(y) ∈ X( ¯¯α)
G
. (121)
Since ∥∥U(x)−U(y)∥∥ ‖U‖‖x − y‖ = ‖U‖ε (122)
and ε > 0 is arbitrary, it follows from (121) and (122) that U(x) ∈ X( ¯¯α)
G
, as desired. 
Corollary 7.12. Suppose that P has the (EAMP). Then any generic space XG of P is ω1-
hereditarily indecomposable, i.e. the distance between two non-separable subspaces of XG is
zero.
Proof. This is a standard property of the Banach spaces having few operators as in Theorem 7.8.
We reproduce here its proof. Fix two non-separable subspaces X and Y of XG. Using that both
are non-separable, find 1/2-separated and normalized sequences (xα)α<ω1 and (yα)α<ω1 in X
and Y respectively such that in addition d(yβ, 〈{xα}αβ ∪ {yα}α<β〉) 1/2 for every β < ω1. It
follows from this that (yα − xα)α<ω1 is a 1/2-separated seminormalized sequence. Let Z be the
linear span of (yα − xα)α , and define linearly TX : Z → 〈xα〉α<ω1 and TY : Z → 〈yα〉α<ω1 by
TX(yα − xα) = xα , TY (yα − xα) = yα . There are two cases to consider:
CASE 1. Either TX or TY is not bounded. Suppose without loss of generality that TX is not
bounded. Then for every ε > 0 there is some finite sequence (aα)α∈s of scalars, s ⊆ ω1, such that
‖∑α∈s aαyα −∑α∈s aαxα‖ ε and ‖∑α∈s aαxα‖ = 1. Hence, it follows that d(SX,SY ) = 0.
CASE 2. Both TX and TY are bounded operators. Let UX and UY be their extensions to the
closure Z of Z. By Theorem 7.8 applied to UX there is a scalar λ such that S = UX − λiZ,XG
has separable range. Obviously, UX does not have separable range itself. Hence λ = 0. If there
was the case that λ = 1 then using that UY = iZ,XG +UX , it follows that UY = (λ+ 1)iZ,XG +S,
and λ + 1 = 2 = 1. So by replacing UX with UY if needed, we may assume, without loss of
generality, that λ = 1.
Now for every ε > 0 there is some normalized z ∈ Z, z =∑α∈s aα(yα − xα) such that∥∥∥∥∑
α∈s
aαxα − λz
∥∥∥∥ ε. (123)
This means that ∥∥∥∥(1 − λ)∑
α∈s
aαxα −
∑
α∈s
aαyα
∥∥∥∥ ε. (124)
In particular, if we take ε < λ/2, then (123) gives that ‖∑α∈s aαxα‖ λ/2, and hence∥∥∥∥(1 − λ)∑
α∈s
aαxα
∥∥∥∥ 12 |1 − λ|λ. (125)
Since 0 < ε < λ/2 is arbitrary, it is now easy to see that (124) and (125) imply that
d(SX,SY ) = 0, as desired. 
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We finish this section by analyzing the quotients of generic spaces. We prove in particular that
most of our generic spaces have separable quotients.
Theorem 7.13. Suppose that P has the property (SAMP). Let XG be any P-generic space. Let
T : XG → X be any quotient map. Then either Ker(T ) or X is separable.
Remark 7.14. We note that if the space XG has an uncountable biorthogonal system (xα)α<ω1
and if we let X be the closed linear span of (x2α)α<ω1 then both X and XG/X are non-separable,
so the assumption of the property (SAMP) for P looks somehow necessary since it goes opposite
to the existence of uncountable biorthogonal systems.
Proof. Working towards a contradiction, suppose that T : XG → X is a quotient map such that
Ker(T ) and X are not separable. Then we can find two 3/4-separated and normalized sequences
(xα)α<ω1 and (yα)α<ω1 such that xα ∈ X and such that
d
(
yβ,
〈
X ∪ {yα}
〉)
 3
4
for every α < β < ω1. (126)
We proceed as in the proof of Theorem 7.3. Fix (εa)a>0 witnessing that P has the property
(SAMP). We use Proposition 3.7(e) to the sequence (yα)α<ω1 and ε = 1/4 to find δ¯ < 1/4 and
an uncountable Γ ⊆ ω1 such that
if f ∈ B(XG)∗ is such that ‖f ‖∞  δ¯, then
∣∣f (yα)∣∣ 1/4 for every γ ∈ Γ . (127)
After re-enumeration if needed, we assume that Γ = ω1. Let m¯ be the first integer m such that
m¯ · εδ¯  1. (128)
Let now (vα)α<ω1 and (wα)α<ω1 be two sequences of normalized vectors of c00(ω1,Q) such that
‖xα − vα‖,‖yα −wα‖min
{
δ¯,
1
8(2m¯+ 3)
}
for all α < ω1. (129)
It follows then from (126) and (129) that for every α0 < α1 < α2 < α3 < · · · < α2m¯+2 one has
that ∥∥∥∥∥−12 (wα0 +wα1)+wα2 − 12
m¯∑
i=1
(vα2i+2 − vα2i+1)
∥∥∥∥∥> 12 . (130)
Claim 7.14.1. Let P(v0, . . . , v2m¯+2,w0, . . . ,w2m¯+2) be the following configuration:
(I) Either there is some i < 2m¯+3 such that either vi or wi is not normalized, or there is some
f ∈ BX∗ with ‖f ‖∞  δ¯ and some i < 2m¯+ 3 such that |f (wi)| > 1/2, or
(II) there is some i < j < 2m¯+ 3 such that ‖vi − vj‖ 1/2, or
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m¯∑
i=1
(v2i+2 − v2i+1)
∥∥∥∥∥ 12 . (131)
Then P(v0, . . . , v2m¯+2,w0, . . . ,w2m¯+2) is unavoidable.
Since (I) and (II) above are not unavoidable for the sequences (vα)α<ω1 and (wα)α<ω1 , it
follows from the fact that P is unavoidable that there are α0 < · · · < α2m¯+2 such that (130) does
not hold, a contradiction. It rests to prove the claim.
Proof of Claim 7.14.1. We use the Forcing Theorem. Let (pi, vi,wi)i<2m¯+3 be a -system of
type t = (N,F,A,H,v,w) and root R. Let θi : N → Di be the order-preserving bijection for
every i < 2m¯+ 3.
CASE 1. Suppose that
(∗) either v or w is not normalized in Xt , or if there is some f ∈ B(Xt )∗ such that ‖f ‖∞  δ¯ and
such that |f (w)| > 1/2,
then any amalgamation (for example the basic one) of (pi)i will have the property (I).
CASE 2. Suppose that (∗) does not hold.
CASE 2.1 Suppose that
(∗∗) dXt,H (v, c00(|R|)) < 12 .
Let p be the basic amalgamation of (pi)i<2m¯+3. Then it is easy to see that
‖v4 − v5‖p = max
{∣∣h(pi)γ ∣∣: i = 0,1 and γ ∈ Di \R}. (132)
Since for i = 4,5 and γ ∈ Di \R one has that
∣∣h(pi)γ (v4 − v5)∣∣= ∣∣h(pi)γ (vi)∣∣= inf
x∈c00(R)
∣∣h(pi)γ (vi + v)∣∣ dXt,H (v, c00(|R|))< 12 , (133)
it follows from (132) and (133) that
‖v4 − v5‖p < 12 , (134)
so (II) holds in Xp .
CASE 2.2 Suppose that dXt,H (v, c00(|R|)) > 1/2. We find h ∈ convQ(±Ht) such that
h  c00
(|R|)= 0 and h(v) = 1
2
. (135)
Define the condition p = (⋃i<2m¯+3 Di,Fp,⋃i<2m¯+3 Ai,Hp) as follows. Fp is the minimal
symmetric subset of c00(Dp) such that
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(b) h(pi)γ is in Fp for every i < 2m¯ + 3, i = 2 and every γ ∈ Di , or for i = 2 and γ ∈ A(δ)i with
(δ)∞ < δ¯,
(c) Fp contains
h(p2)γ ∨
h
(p2)
γ (w)
m¯
·
2m¯+2∨
i=3
(−1)iθi(h)
for every γ ∈ D2 \ (A2 ∪R), and every γ ∈ A(γ )2 \R with (δ)∞  δ¯.
Fix i < 2m¯+ 2, γ ∈ Di , let g ∈ F be the type of h(pi)γ , and set δ := (h(pi )γ )γ . Define
h(p)γ :=
⎧⎪⎪⎨⎪⎪⎩
∨
j<2m θj (g) if γ ∈ R,
h
(pi)
γ if R < γ , and i = 2 or if (δ)∞ < δ¯,
h
(p2)
γ ∨ h
(p2)
γ (w)
m¯
·∨2m¯+2i=3 (−1)iθi(h) if R < γ , i = 2 and n n¯.
Since P has the property (SAMP), it follows by the choice of m¯ that p ∈ P. The proof will be
finished once we justify that (131) holds in Xp: Let
z = −1
2
(w0 +w1)+w2 − 12
m¯∑
i=1
(v2i+1 − v2i ),
and fix f ∈ Fp . Suppose first that f is as in (a), i.e. f =∨i<2m¯+2 θi(g) for some type g ∈ F .
Then
f (w) = −1
2
(
g(w)+ g(w))+ g(w)− 1
2
m¯∑
i=1
(
g(v)− g(v))= 0. (136)
Suppose that f is as in (b), i.e. f = h(pi)γ for some i < 2m¯ + 3, with R < γ and such that either
i = 2 or γ ∈ A(δ)i with (δ)∞ < δ¯. If it is the case that i = 2, then
∣∣f (z)∣∣= 1
2
∣∣h(pi)γ (x)∣∣ 12 , (137)
where x = w if i = 0,1 and x = v otherwise. If i = 2 and (δ)∞ < δ¯, then by the negation of (∗),
it follows that
∣∣f (z)∣∣= 1
2
∣∣h(p2)γ (w2)∣∣ 12 . (138)
Finally, suppose that f is as in (c), i.e.,
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1
m¯
2m¯+2∨
i=3
(−1)i+1θi(h),
where γ ∈ A(δ)2 \R for some δ such that (δ)∞  δ¯. Then
∣∣f (z)∣∣= ∣∣∣∣∣h(p2)γ (w)− h
(p2)
γ (w)
m¯
m¯∑
i=1
(
h(v)+ h(v))∣∣∣∣∣
=
∣∣∣∣h(p2)γ (w)− h(p2)γ (w)m¯ m¯
∣∣∣∣= 0.  (139)
8. Generic Choquet simplexes
In this section we examine dual balls (or their convex pieces) of the generic Banach spaces
considered above. In fact, we are going to reformulate the forcing construction avoiding the direct
reference to the Banach space. It turns out that these generic constructions will provide not only
compact convex sets but more specific objects in the following sense.
Definition 8.1. A convex subset K of a linear space X is a Choquet simplex whenever the asso-
ciated cone C = {(λx,λ): x ∈ K, λ 0} defines a lattice order on the set C −C ⊆ X × R.
We refer the reader to [9] and [32] for more information about this notion. Note that in the
case of a convex set K ⊆ Rn, K is a simplex if and only if #(Ext(K)) = n+ 1. We shall base our
constructions of generic Choquet simplexes on the following standard fact.
Proposition 8.2. Let (Di)i∈I be a directed family of finite sets, and for each i ∈ I , let Ki ⊆ RDi
be a simplex such that for i  j one has that πi,j (Kj ) = Ki , where πi,j : RDj → RDi is the
natural restriction. Then the compact and convex set
K =
⋂
i∈I
π−1i (Ki) (140)
is a simplex, where πi : RD → RDi is the corresponding projection for D =⋃i∈I Di .
Proof. Use the characterization of a simplex exposed in [9, Theorem 3.2, p. 613]. 
We present now some constructions of generic compacta and generic simplexes K . They
will be closed subsets of some Tychonoff cube of the form [−1,1]I . Since we are interested in
properties of the corresponding Banach space C(K) of real-valued continuous functions on K , it
is useful to introduce the notion of polynomial on C([−1,1]A). Given γ ∈ A, let πγ : [−1,1]A →
[−1,1] be defined by πγ (f ) = (f )γ . We say that p ∈ C([−1,1]A) is a polynomial if it is in the
algebra generated by {πγ }γ∈A and the constant functions on [−1,1]A. It is a consequence of
the Stone–Weierstrass Theorem that the polynomials are dense in C([−1,1]A). Many of the
properties of our generic simplexes KG will be obtained by examining the corresponding space
P(KG) of Radon probability measures on KG with its natural weak∗ topology when considered
as a subset of the dual of the function space C(KG).
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the constructions of generic Banach spaces presented above. In particular, the important The-
orem 3.36 is now true for uncountable sequences of polynomials with rational coefficients
(Forcing Theorem in this context).
Definition 8.3. The basic forcing T for introducing generic compacta is the following: The con-
ditions are p = (Dp,Fp,Hp) such that
(K.0) Dp ⊆ ω1 is finite.
(K.1) Hp ⊆ Fp ⊆ c00(Dp) are finite and Fp has the property that Fp ∩ −Fp = {0}.
(K.2) Hp = {h(p)γ }γ∈Dp is such that for every γ ∈ Dp one has that (h(p)γ )γ = 1 and h(p)γ  γ = 0.
The ordering p  q for p,q ∈ T is defined by
(O.1) Dq ⊆ Dp .
(O.2) Fq ⊆ Fp Dq ⊆ convQ(Fq).
(O.3) Hq ⊆ Hp Dq ⊆ Hq ∪ {0}.
The main differences between this partial ordering and the basic forcing notion is that Fp is
not symmetric (indeed it is asymmetric), and that in the extension, p  q , if γ ∈ Dp \ Dq then
h
(p)
γ Dq is either equal to some h(0)η with η ∈ Dq , or equal to 0.
The following is easy to prove.
Proposition 8.4. The forcing notion T has (AMP), the (EP) and the Shanin property. 
Definition 8.5. Fix a generic filter G for T. Then we can define the corresponding generic com-
pacta
KG :=
⋂
p∈G
π−1Dp
(
convR(Fp)
)
,
LG :=
⋂
p∈G
π−1Dp
(
convR
(
Hp ∪ {0}
))
, and
HG :=
{
h(G)γ : γ < ω1
}∪ {0}.
It is clear that KG and LG are both compact convex subsets of Rω1 and that HG ⊆ LG ⊆ KG.
Proposition 8.6. The compactum HG is a non-metrizable scattered compactum. It follows that
LG and KG are non-metrizable compacta as well.
Proof. To prove that HG is compact we see that
HG =
⋂
p∈G
π−1Dp
(
Hp ∪ {0}
)
: (141)
The direct inclusion: Let γ < ω1, and fix p ∈ G. Let q ∈ G with q  p and γ ∈ Dq . Then it
follows by condition (O.3) on the extension  that
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so we are done. Now suppose that f is in the right-hand set in (141), and suppose that f = 0.
Let γ be the minimal ordinal such that (f )γ = 0. We claim that then f = h(G)γ : Suppose that this
is not the case, and let now p ∈ G be such that γ ∈ Dp and f  Dp = h(p)γ . Fix η ∈ Dp \ {γ }
such that f  Dp = h(p)η . If γ < η, then 1 = (h)γ = (h(p)η )γ , which is impossible by definition
of T. Otherwise, η < γ , and then 1 = (h(p)η )η = (h)η , contradicting the fact that γ is the minimal
element of the support of f .
We verify that HG is scattered: Fix C ⊆ HG is closed and nonempty, suppose that C = {0}.
Let
γ = min{η: h(G)η ∈ C}.
Then h(G)γ is isolated in C: The open neighborhood U := {f ∈ HG: (f )γ > 1/2} of h(G)γ is such
that U ∩C = {h(G)γ }.
We check now that HG is non-metrizable. For this, it suffices to prove that the sequence
(πγ )γ∈AG of projections πγ : KG → [−1,1] is a 1-separated sequence of continuous mappings
in C(HG). So, we fix η < γ in AG. Then ‖πγ − πη‖HG  πγ (fγ )− πη(fγ ) = 1. 
Proposition 8.7. KG and LG are both simplexes.
Proof. We prove first that KG is a simplex. To do this, it suffices to check, by Proposition 8.2,
that for every condition p
Dp :=
{
q ∈ T: either q⊥p or q  p and convR(Fq) is a simplex
}
is dense in T. This is the dual counterpart of the fact that a generic Banach space for the basic
forcing Pbasic is a Lindenstrauss space and the same proof given in Example 3.10(III) works here.
To check that LG is a simplex is also easy: In this case, it suffices to check that
π−1Dp (convR(Hp ∪ {0})) is a simplex, which is an easy consequence of Proposition 3.4(d). 
Let S+ := {(aγ )γ<ω1 ∈ 1(ω1): ‖(aγ )γ ‖1  1 and aγ  0 for every γ < ω1} be the positive
part of the unit sphere of 1(ω1).
Proposition 8.8. The mapping T : S+ → LG, T ((aγ )γ ) =∑γ<ω1 aγ h(G)γ is an affine homeo-
morphism. In particular,
Ext(LG) = HG (143)
and so LG is a Bauer simplex.
Proof. The first part is proved in Theorem 3.17(1). The equality in (143) is a consequence of
the fact that Ext(S+) = {uγ }γ<ω1 ∪ {0}. The last part of the statement follows from Proposi-
tion 8.6. 
Proposition 8.9. The simplex KG is a Poulsen simplex.
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forcing Pbasic is a Gurarij space. Given a condition p and f ∈ convQ(Fp) we define Dp,f as the
set of all conditions q ∈ T such that:
Either q⊥p, or q  p and there is g ∈ Ext(convR(Fq)) such that g Dp = f . (144)
Claim 8.9.1. Dp,f is dense.
Proof. Fix p and f as in the hypothesis, and q ∈ T. Without loss of generality we assume that
q = p. Let Dp < γ . Define r = (Dr,Fr ,Hr) as follows. Dr = Dp∪{γ }, Fr = Fp∪{f +uγ ,uγ },
h
(r)
η = h(p)η if η ∈ Dp and h(r)γ = uγ . Then r  p = q and q ∈ Dp,f . 
We now use the claim to prove that Ext(KG) is dense in KG: Let h ∈ KG, s ⊆ ω1 be finite and
ε > 0. Let p ∈ G be such that s ⊆ Dp . Since h Dp ∈ convR(Fp), we can find f ∈ convQ(Fp)
such that ‖f − h‖∞ < ε. Since Dp,f is dense and G is a generic filter, there is q ∈ G such that
q  p and there is g ∈ Ext(convR(Fq)) with g Dp = f . Let now g0 be an extremal point of KG
extending g. Now
‖g0  s − h  s‖∞ = ‖f  s − h  s‖∞ < ε.  (145)
Theorem 8.10. For K = HG,LG,KG, the space P(K) of probability measures on K is heredi-
tarily separable in all finite powers.
The proof is split in several steps.
Lemma 8.11. Let (tα)α<ω1 be an uncountable sequence of finite sets of ω1, each one of size k,
let tα = {ξ (α)i }i<k be the increasing enumeration of tα . Then for every integer n there are α < ω1
and s ⊆ ω1 with α < s and with #(s) = n such that
(∗) for every f ∈ Ext(KG  (tα ∪⋃β∈s tβ)) there is β(f ) ∈ s such that for every β ∈ s \ {β(f )}
and every i < k one has that (f )
ξ
(α)
i
= (f )
ξ
(β)
i
.
Proof. We shall use Theorem 3.36 for T. Given a -system (pi, ti)i<n+1 of conditions of T of
type u = (N,F,H, t), #t ⊆ N , #t = k and root R, there is an amalgamation p such that
(∗∗) for every f ∈ Fp there is β(f ) ∈ s such that for every β ∈ s \ {β(f )} and every i < k one
has that (f )
ξ
(α)
i
= (f )
ξ
(β)
i
.
For each i  n let θi : N → Di be the unique order-preserving bijection. We define p =
(
⋃
in Di,Fp,Hp) where Fp is formed by:
(a) Elements of the form ∨in θi(g) for every type g ∈ F .
(b) For every 1 i  n and every η ∈ Di \R, Fp contains
h(pi)η .
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h(p)γ :=
{∨
jn θj (g) if i = 0,
h
(pi)
γ if i > 0.
It is easy to see that p  pi for every i  n, and that (∗∗) holds for p. 
Definition 8.12. Recall that given a sequence X := (Xi)i<n of sets one defines
i( X) := max
{
#(I ): I ⊆ n and
⋂
i∈I
Xi = ∅
}
.
The intersection number I (F) of a family F of sets is defined by
I (F) := min
{
i( X)
n
: X ∈ Fn, n ∈ N
}
.
Note the following easy fact about this notion.
Proposition 8.13. Let μ be a probability measure on KG, and let F be a finite family of measur-
able subsets of KG, each X ∈ F with μ(X) ε. Then I (F) ε · #(F). 
Proof of Theorem 8.10. We have to check that P(KG)n is hereditarily separable for all n ∈ N.
We only give the details of the case n = 1 because the general case is done in a very similar way.
For each α < ω1, let πα ∈ C(KG) be the αth-coordinate function, i.e. πα(x) = (x)α for every
x ∈ KG. Let A be the algebra generated by the projections πα , and the constant function χKG .
Since clearly {πα}α<ω1 separates the points of KG, the Stone–Weierstrass Theorem gives that A
is dense in C(KG). This implies that for a given positive measure μ in KG the basic open sets
U(μ,πα0 , . . . , παk , ε) =
{
μ¯ ∈ P(KG): max
ik
∣∣∣∣ ∫ παi d(μ)− ∫ παi d(μ¯)∣∣∣∣< ε}
when running α0 < · · · < αk and ε > 0 form an open neighborhood basis in μ. Consequently,
we have to prove that if (μα, tα)α<ω1 is a sequence of pairs of measures μα and finite subsets
tα ⊆ ω1, and if ε > 0, then there is some α < β such that∣∣∣∣ ∫ πξ d(μα)− ∫ πξ d(μβ)∣∣∣∣< ε for every ξ ∈ tβ . (146)
We fix then a such sequence (μα, tα)α<ω1 and ε > 0. We may assume, by going to a subsequence
if needed and decreasing ε > 0, that:
(a) μα(KG) = 1 for all α < ω1.
(b) There is an integer k such that k = #(tα) for every α < ω1.
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π
ξ
(α)
i
d(μα) =
∫
π
ξ
(β)
i
d(μβ), (147)
where for a given α < ω1, {ξ (α)i }i<k is the increasing enumeration of tα .
Now we apply Lemma 8.11 to (tα)α<ω1 and n > 4/ε to find α < s with #(s) = n such that the
corresponding property (∗) in Lemma 8.11 holds. Let us set K := KG  (tα ∪⋃β∈s tβ), and
F = Ext(K). For each f ∈ K we write f =∑g∈F a(f )g · g. Given β ∈ s we define
Eβ :=
{
f ∈ K:
∑
β(g)=β
a
(f )
g >
ε
4
}
, Gβ := K \Eβ.
Let F := {Eβ : β ∈ s}. We estimate now an upper bound for the intersection number of any
F0 ⊆ F . Suppose that J ⊆ s is such that ⋂β∈J Eβ = ∅, and let f ∈⋂β∈J Eβ . Then, if #(J )
4/ε, then there are β0 < · · · < βm−1 in s such that
∑
β(g)=βi
a
(f )
g >
ε
4
, for every i < m,
where m is the entire part of 4/ε. Since g ∈ F → β(g) is a mapping, it follows that
∑
g∈F
a
(f )
g 
∑
i<m
∑
β(g)=βi
a
(f )
g > m
ε
4
 1,
and this is impossible. This means that #(J ) < 4/ε. Hence I (F0) < 4ε·#(F0) . Applying this to
Fε :=
{
β ∈ s: μα(Eβ) ε4
}
one obtains that I (Fε)  4ε·#(Fε) . On the other hand, by Proposition 8.13, I (Fε) 
ε
4 #(Fε).
Putting this information together, it follows that #(Fε)  ε4 . Now we use that n > 4/ε to find
β¯ ∈ s such that μα(Eβ¯) < ε4 . We claim that∣∣∣∣ ∫ πξ(β¯)i d(μα)−
∫
π
ξ
(β¯)
i
d(μβ¯)
∣∣∣∣< ε for every i < k: (148)
So, we fix i0 < k.
Claim 8.13.1. If f ∈ Gβ¯ then |(f )ξ(β¯) − (f )ξ(α) | <
ε
2 .i0 i0
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∣∣(f )
ξ
(β¯)
i0
− (f )
ξ
(α)
i0
∣∣ ∣∣∣∣ ∑
g∈F,β(g)=β¯
a
(f )
g
(
(g)
ξ
(β¯)
i0
− (g)
ξ
(α)
i0
)∣∣∣∣+ ∣∣∣∣ ∑
g∈F,β(g) =β¯
a
(f )
g
(
(g)
ξ
(β¯)
i0
− (g)
ξ
(α)
i0
)∣∣∣∣

∑
g∈F,β(g)=β¯
a
(f )
g
∣∣(g)
ξ
(β¯)
i0
− (g)
ξ
(α)
i0
∣∣ ε
4
2 = ε
2
. 
We estimate now:∣∣∣∣ ∫ πξ(β¯)i0 d(μβ¯)−
∫
π
ξ
(β¯)
i0
d(μα)
∣∣∣∣= ∣∣∣∣ ∫ πξ(β¯)i0 d(μβ¯)−
∫
π
ξ
(α)
i0
d(μα)
∣∣∣∣
=
∣∣∣∣ ∫ (πξ(β¯)i0 − πξ(α)i0 ) d(μα)
∣∣∣∣

∣∣∣∣ ∫
Eβ¯
(π
ξ
(β¯)
i0
− π
ξ
(α)
i0
) d(μα)
∣∣∣∣+ ∫
Gβ¯
∣∣π
ξ
(β¯)
i0
− π
ξ
(α)
i0
∣∣d(μα)
< 2 ·μα(E(i0,β¯))+μα(G(i0,β¯))
ε
2
< ε. 
Corollary 8.14. The weak topologies of the function spaces C(HG), C(KG) and C(LG) are all
hereditarily Lindelöf in their finite powers. 
Remark 8.15. The same proof gives that if XG is a generic space for the basic forcing no-
tion Pbasic, then C(B(XG)∗) is hereditarily Lindelöf in all its powers.
8.1. Support sets in C(K)-spaces and perfect Choquet simplexes
We first present a generic zero-dimensional compactum K0
G
whose space P(K0
G
) of Radon
probability measures is hereditarily separable in all finite powers and whose function space
C(K0
G
) does not have support sets. Indeed this is the generic compactum introduced in [2]. We
recall its definition.
Definition 8.16. Let T0 be the forcing notion whose conditions are pairs p = (Dp,Fq) where
Dp is a finite subset of ω1 and where Fp ⊆ c00(Dp, {0,1}) is a set with the property that
for every γ ∈ Dp there exist f,g ∈ Fp such that
f  γ = g  γ and (f )γ = 1 and (g)γ = 0. (149)
We order T0 by letting p  q if Dp ⊇ Dq and Fp Dq = Fq.
It is easy to see that T0 has the Shanin property and that DG = ω1 for every generic filter G
of T0. Fix such generic filter G and consider the following compact subset of [0,1]ω1,
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⋂
p∈G
π−1Dp (Fp).
The following fact easily follows from the definition.
Proposition 8.17. The compact space K0
G
is non-metrizable and zero-dimensional. 
Theorem 8.18. The function space C(K0
G
) does not have support sets and the space P(K0
G
) of
all Radon probability measures on K0
G
is hereditarily separable in all finite powers.
Proof. We first prove that the function space C(K0
G
) has no support sets. We follow the lines
of the proof of Theorem 7.3. Going towards a contradiction, we suppose there is an uncount-
able semi-biorthogonal system. Then a simple approximation argument gives an uncountable
sequence (xα)α<ω1 of polynomials with rational coefficients, and some integer k¯ such that for
every k  k¯ and every finite sets A< α <B , #A = 2k and #B = k one has that∥∥∥∥−∑
α∈A
xα + kxα¯ +
∑
α∈B
xα
∥∥∥∥ 3. (150)
We prove that this is not possible. Since each xα is a polynomial, it is a Lipschitz function, so
going to an uncountable sequence and after re-enumeration if needed, we may assume that each
xα is k-Lipschitz for some fixed k  k¯.
Let P(v0, . . . , v3k) be the configuration: Either ‖vi‖ = 1 for some i  3k or else
∥∥∥∥−∑
i<2k
vi + kv2k +
3k∑
i=2k+1
vi
∥∥∥∥ 2. (151)
Now it suffices to prove that P is unavoidable, and we use the Forcing Theorem 3.36. So, we fix a
-system (pi, vi)i3k of type t = (N,F, v) and root R. Let θi : N → Dpi be the corresponding
order-preserving bijection for every i  3k, and for each γ ∈ N , we fix fγ , gγ ∈ F such that
(fγ )  γ = (gγ )  γ and (fγ )γ = 1 and (gγ )γ = 0. Without loss of generality we assume that
‖v‖ = 1. We define the amalgamation p = (⋃i3k Dpi ,Fp), where the elements of Fp are:
(a) ∨i3k θi(f ) for every f ∈ F .
(b) ∨j<i θj (fγ )∨ θi(gγ )∨∨i<j3k θj (fγ ) for every i = 2k, and γ ∈ N \ |R|.
(c) f (p)γ := ∨i<k(θ2i (fγ ) ∨ θ2i+1(gγ )) ∨ θ2k(fγ ) ∨ ∨2k<i3k θi(gγ ) and g(p)γ :=∨
i<k(θ2i (fγ )∨ θ2i+1(gγ ))∨ θ2k(gγ )∨
∨
2k<i3k θi(fγ ) for every γ ∈ N \ |R|.
We check (149) for p: Fix γ ∈ Dpi for some i  3k. Let η ∈ N be such that θi(η) = γ . Suppose
first that γ ∈ R. Then ∨j3k θj (fη) and ∨j3k θj (gη) do the job. Suppose now that γ /∈ R and
i = 2k. Then∨j3k θj (fη) and∨j<i θj (fγ )∨ θi(gγ )∨∨i<j3k θj (fγ ) work. Finally, if γ /∈ R
and i = 2k then f (p)γ and g(p)γ are the desired pair.
Now it is routine to check that the configuration P(vi)i3k holds in p.
The fact that P(K0
G
) is hereditarily separable follows from the fact that we have the analogue
of Lemma 8.11 for T0. This is easily shown following the lines of the proof of that lemma. 
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admits no support sets then the corresponding compactum must be both hereditarily separable
and hereditarily Lindelöf (see, for example, [19]). This shows that there is a striking difference
between the forcing constructions of T and T0 described above since neither of the compacta
HG, KG and LG given by T can be hereditarily Lindelöf. The key difference is hidden in the
way the non-metrizability of the corresponding compacta is imposed, i.e., in the conditions of
Definition 8.3 and the condition (149) of Definition 8.16. In fact there is even a structural reason
for the difference since it is easily seen that every C(K) space over a symmetric convex com-
pactum K does have a support sets and that no Bauer simplex can be hereditarily Lindelöf unless
it is metrizable (or, more generally, a compact convex set whose sets of extremal points is both
Lindelöf and Gδ is metrizable; see, for example, [34]). We now show that the natural convex ver-
sion of the forcing notion given in Definition 8.16 does give us a non-metrizable perfect7 convex
compactum.
Definition 8.19. Let TC be the forcing notion with conditions the pairs p = (Dp,Fq), where Dp
is a finite subset of ω1, and where Fp ⊆ c00(Dp,Q ∩ [−1,1]) is a finite set with property that
for every γ ∈ Dp there exist f,g ∈ Fp such that
f  γ = g  γ and (f )γ = 1 and (g)γ = 0. (152)
We order TC by letting p  q if Dp ⊇ Dq and
Fq ⊆ Fp Dq ⊆ convQ(Fq).
Then TC has the Shanin property and DG = ω1 for every generic filter G of TC . If for a
generic filter G we define the following compact subset of [0,1]ω1 ,
KCG :=
⋂
p∈G
π−1Dp
(
convR(Fp)
)
,
we get a compact convex non-metrizable compactum.
Theorem 8.20. The compact space KC
G
is a perfect non-metrizable Poulsen simplex. Moreover,
P(KC
G
) is hereditarily separable in all finite powers.
Proof. We do not give a proof that KC
G
is a Poulsen simplex and that P(KC
G
) is hereditarily
separable (HS) in all finite powers as it is very similar to corresponding facts for KG above.
Instead, we concentrate in proving that KC
G
is perfect. Recall that for x ∈ c00(ω1,Q ∩ [−1,1])
and ε > 0, we write [x]ε to denote
[x]ε :=
{
f ∈ KCG :
∣∣(f )γ − (x)γ ∣∣< ε for every γ ∈ suppx}.
We shall prove the following combinatorial property which easily implies (HL).
7 We recall that a topological space X is perfect if every closed subset of X is Gδ . Clearly, a compact space is perfect
if and only if it is hereditarily Lindelöf.
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positive integer n and a sequence α0 < · · · < αn of countable ordinals such that
[xαn ] ε2 ⊆
⋃
i<n
[xi]ε. (153)
Proof. It suffices to prove that given an uncountable sequence (pα, xα)α<ω1 of pairs (pα, xα) ∈
T× c00(ω1,Q∩ [−1,1]) such that xα ∈ c00(Dpα ) there are α0 < · · · < αn and p  pαi such that
[xαn] ε2  convR(Fp) ⊆
⋃
i<n
[xi]ε  convR(Fp), (154)
where [x]ε  convR(Fp) = {f ∈ convR(Fp): maxγ∈suppx |(f )γ − (x)γ | < ε}, for a given x ∈
c00(ω1). By going to an uncountable subsequence we may assume that (pα, xα)α<ω1 is a -
system with root R and type t := (N,F,x). Let N¯ = N − #R, and l be an integer such that
lε  6, and let n be such that
(
1
l
)N¯
>
l
n
. (155)
For each i  n let θi : N → Di be the corresponding order-preserving bijection, and for each
γ ∈ N¯ , let fγ , gγ ∈ F be such that fγ  γ = gγ  γ and (fγ )γ = 1 and (gγ )γ = 0. Let p =
(
⋃
in Di,Fp) be the following amalgamation of (pi)in. The set Fp contains:
(1) ∨in θi(f ) for every f ∈ F .
(2) ∨jn,j =i θj (fγ )∨ θi(gγ ) for every i < n and every γ ∈ N \ #R.
(3) For each γ ∈ N¯ , choose a partition {A(0)γ , . . . ,A(l−1)γ } of n by sets of equal size that are
stochastically independent, i.e.,
#
( ⋂
γ∈N¯
A(σ(γ ))γ
)
= n ·
(
1
l
)N¯
, for every σ ∈ lN¯ . (156)
For each γ ∈ N¯ and each k < l, let
eγ,k := k
l
fγ + l − k
l
gγ ∈ convQ(F ). (157)
Now for every γ ∈ N¯ , the set Fp contains
f (p)γ :=
∨
k<l
∨
i∈A(k)γ
θi(eγ,k)∨ θn(fγ ) and (158)
g(p)γ :=
∨
k<l
∨
i∈A(k)γ
θi(eγ,k)∨ θn(gγ ). (159)
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required amalgamation. We say that h ∈ Fp has type (i) if it is as in (i) above in the definition
of Fp , for i  3. Now for a given h of type (2), let i(h) denote the corresponding integer i < n
such that h =∨jn,j =i θj (fγ )∨ θi(gγ ) for some γ ∈ N¯ . We say that such h is of type (2, i(h)).
Observe that this a disjoint partition F (1)p , {F (2,i)p }i<n,F (3)p of Fp defined by the types.
Now fix e ∈ convR(Fp), and write e =∑h∈Fp ahh, convex combination. Let
bj :=
∑{
ah: h has type (j)
}
, for j = 1,3,
b2,i :=
∑{
ah: h has type (2, i)
}
, for i < n.
Then ∑{
ahh: h of type (3)
}=∑{bγ f (p)γ + cγ g(p)γ : γ ∈ N¯}, (160)
where bγ := af (p)γ and cγ := ag(p)γ for each γ ∈ N¯ . Let
¯¯N be the set of all γ ∈ N¯ such that
bγ + cγ = 0, and for each γ ∈ ¯¯N , let kγ < l be such that
b¯γ fγ + c¯γ gγ ∈ [eγ,kγ , eγ,kγ +1[, (161)
where b¯γ = bγ /(bγ + cγ ) and c¯γ = cγ /(bγ + cγ ). We declare in addition that kγ := 0 for every
γ ∈ N¯ \ ¯¯N . Now, because of (156) applied to σ = (kγ )γ∈N¯ , we get that
A :=
⋂
γ∈N¯
A
(kγ )
γ has cardinality at least l + 1. (162)
For each i < n, let di :=∑{ah: h has type (2, i)}. Notice that ∑i<n di  1, so in particular, by
(162), there must be i0 ∈ A such that di0  1/l  ε/6. We claim that∣∣(e)θi0 (γ ) − (e)θn(γ )∣∣ ε2 for every γ ∈ N. (163)
If in particular, e ∈ [xn]ε/2, then e ∈ [xi0]ε . To see (163), fix γ ∈ N . If γ ∈ #R then the result is
trivial. So, suppose that γ ∈ N¯ . Then,
(e)θi0 (γ )
=
∑{
ah(h)θi0 (γ )
: h of type (1)}+ ∑
i<n,i =i0
∑{
ah(h)θi0 (γ )
: h of type (2, i)
}
+
∑{
ah(h)θi0 (γ )
: h of type (2, i0)
}+∑{ah(h)θi0 (γ ): h of type (3)}
=
∑{
ah(h)θn(γ ): h of type (1)
}+ ∑
i<n,i =i0
∑{
ah(h)θn(γ ): h of type (2, i)
}
+
∑{
ah(h)θi0 (γ )
: h of type (2, i0)
}+∑{ah(h)θi0 (γ ): h of type (3)}.
Therefore,
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=
∣∣∣∣∑{ah(h)θi0 (γ ): h of type (2, i0)}−∑{ah(h)θn(γ ): h of type (2, i0)}
+
∑
η∈N¯
(bη + cη)
(
b¯ηf
(p)
η + c¯ηg(p)η
)
θi0 (γ )
−
∑
η∈N¯
(bη + cη)
(
b¯ηf
(p)
η + c¯ηg(p)η
)
θn(γ )
∣∣∣∣
 ε
3
+ max
η∈N¯
∣∣(b¯ηf (p)η + c¯ηg(p)η )θi0 (γ ) − (b¯ηf (p)η + c¯ηg(p)η )θn(γ )∣∣. (164)
On the other hand, for every η ∈ N¯ we have that
(
b¯ηf
(p)
η + c¯ηg(p)η
)
θi0 (γ )
= (eη,kη )γ ,(
b¯ηf
(p)
η + c¯ηg(p)η
)
θn(γ )
= (b¯ηfη + c¯ηgη)γ .
So, it follows from (161) and the choice of l that for each η ∈ N¯ we have that
∣∣(b¯ηf (p)η + c¯ηg(p)η )θi0 (γ ) − (b¯ηf (p)η + c¯ηg(p)η )θn(γ )∣∣ 1l < ε6 . (165)
Using (165) in (164), we obtain the desired result in (163). 
The following fact shows that the simplex KC
G
gives answers to two problems about perfect
compacta found in the literature (see [29] and [10, Problem (DN)]).
Corollary 8.21. The space KC
G
is a perfect convex compactum which is not metrizably fibered,
or in other words, every continuous map from KC
G
into a metric compactum is constant on a
non-metrizable subset. 
Proof. This is so because continuous maps from KC
G
into metric compacta factor though projec-
tion maps πα : KCG → [−1,1]α (α < ω1) which do not have metrizable fibers by an easy density
argument. 
In this context and in connection with the Problem (DN) of [10] the reader should note the
general fact that no non-metrizable compact convex set is an at most 2-to-1 continuous pre-image
of a metrizable compactum.
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