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2 Breakdown of smooth solutions to the Mu¨ller-Israel-Stewart equations
1. Introduction
Relativistic hydrodynamics describes the motion of fluids in regimes where relativistic
effects are important. This includes flow velocities close to the speed of light and fluids
interacting with strong gravitational fields, such as in the relativistic plasma produced in
heavy-ion collisions or the fluid description of neutron star mergers and black hole accretion
disks. Applied to a wide range of physical phenomena on the largest and smallest length
scales, it serves as an essential tool in high-energy nuclear physics, astrophysics and cos-
mology [5, 39, 71, 85]. The study of relativistic fluid equations started with Einstein [26]
and Schwarzschild [74], considering perfect fluids, in which case one obtains the well-known
relativistic Euler equations. The mathematical study of relativistic perfect fluids goes back
to the works of Choquet-Bruhat [28] and Lichnerowicz [56], and it is nowadays a very active
field of research. A review of the literature on the mathematical treatment of the relativistic
Euler equations is beyond our scope; we refer the reader to the monographs [14–16,80] and
references therein.
While the relativistic Euler equations provide a good model to study many physical phe-
nomena and are a rich source of mathematical problems, a physically more complete descrip-
tion of a fluid includes dissipative processes such as viscosity, diffusion and heat conduction.
In fact, a thorough understanding of relativistic viscosity is highly relevant to applications
in the fundamental physics of the quark-gluon plasma produced in experiments at the Rel-
ativistic Heavy Ion Collider and the Large Hadron Collider. For the quark-gluon plasma, it
is well-attested that theoretical predictions do not match experimental data if viscosity is
not taken into account, and, therefore, the description of the quark-gluon plasma in terms of
perfect fluids is regarded as inadequate and was essentially abandoned [39, 72]. Relativistic
viscous fluids are also poised to play a key role in understanding neutron star mergers and to
provide information about the properties of high density, degenerate matter. In fact, recent
state-of-the art numerical simulations strongly suggest that the gravitational-wave signal of
neutron star mergers is likely affected by viscous effects [2,77,78]. Lastly, relativistic viscous
fluids might also be relevant in cosmology due to a variety of dissipative processes such as
the decoupling of neutrinos and radiation from matter during the early universe [12,24,58],
even though current observations significantly constraint the inclusion of dissipative effects
into cosmological models [11,55].
On the mathematical side, viscous relativistic fluid equations provide a variety of difficult
and interesting problems, and not much is known about their mathematical properties. Al-
though different models have been proposed to describe the dynamics of relativistic fluids
with viscosity, they are all far more complex than the relativistic Euler equations. Conse-
quently, many basic questions, including the local well-posedness of the Cauchy problem,
remain largely open. Such complexity stems from the well-known constraint that must be
taken into account in the development of theories of relativistic fluids that incorporate dis-
sipative effects. On the one hand, models need to be compatible with the large amount
of experimental data on properties of relativistic viscous fluids, at least when it comes to
the quark-gluon-plasma [1, 63, 67] (experimental data is much more scarce for neutron star
mergers [60], but this might soon change now that one can use gravitational waves to probe
previously inaccessible properties of neutron stars). On the other hand, theories of rela-
tivistic viscous fluids need to respects basic physical principles such as causality and linear
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stability1. The former, which roughly states that no information propagates faster than
the speed of light, is an essential property of any relativistic theory (see Section 2.4 for a
precise definition of causality), whereas the latter is expected to hold whenever dissipative
effects are present [71]. While causality and stability are a non-issue for most relativistic
matter models, it turns out that it is very difficult to construct phenomenologically rele-
vant models of relativistic viscous fluids that respect causality and stability. A review of
all the different attempts to construct theories of relativistic viscous fluids, as well as their
corresponding properties, is beyond the scope of this manuscript. We refer the reader to
[5,7–9,19,30,31,46,51,54,82] and references therein for more details (see also [71,72] for an
overview).
In this work, we consider the theory of relativistic viscous fluids introduced in the works of
Israel, Stewart and Mu¨ller [44,47–49,61,81], and whose modern versions have been developed
in [5, 19], commonly referred to as the Mu¨ller-Israel-Stewart equations2. More precisely,
we consider the version of these equations where the only viscous effects are due to bulk
viscosity, as presented in [6]. Our to choice is motivated by several reasons. First, the Mu¨ller-
Israel-Stewart equations have been very successful in the construction of phenomenological
models of the quark-gluon plasma. With the help of sophisticated numerical simulations
(see, e.g., [73]), these models are able to reproduce, to a great degree of accuracy, many
of the experimentally observed properties of the quark-gluon plasma [72]. Because of this,
they are currently the most used equations in the study viscous effects in relativistic fluids
[72]. Second, the Mu¨ller-Israel-Stewart equations have been showed to be stable [40,65] and,
under natural physical assumptions, to be causal [7]. Finally, for the particular case when
only bulk viscosity is present among dissipative effects, the Cauchy problem for the Mu¨ller-
Israel-Stewart equations has been showed to be locally well-posed in Sobolev and smooth
spaces under some natural assumptions [6].
A natural question that follows from the considerations in the previous paragraph is
whether, when only bulk viscosity is present, a solution to the Cauchy problem persists
or breaks down in finite time. Although the study of breakdown of solutions has a long his-
tory in mathematics and physics (see, e.g., the monographs [10,17,71,80]), and is an active
field of research in the case of the relativistic Euler equations [15, 16, 23], to the best of our
knowledge, this important question has not been investigated for the Mu¨ller-Israel-Stewart
equations3. In the present manuscript, we provide an answer to this question. More precisely,
we establish the following:
Main result (see Theorem 2.11 for a precise statement): Consider the
Mu¨ller-Israel-Stewart equations and assume that the only dissipative contribu-
tion is given by bulk viscosity; see Definition 2.2 for the equations of motion.
1More precisely, linear stability of constant states describing theormodynamic equilibrium, henceforth
referred to simply as stability [71].
2We remarks that the theories introduced in [5,19,44,47–49,61,81] are different from each other, but they
share many similarities. It is convenient, therefore, for this introductory discussion, to lump them together as
“the” Mu¨ller-Israel-Stewart theory. This will not cause confusion because after our introductory discussion
we will consider a specific choice of equations of motion, see Definition 2.2.
3To be more precise, shock singularities for the Mu¨ller-Israel-Stewart equations were studied in [32, 66].
These works, however, assume that solutions breakdown due the formation of a shock singularity, and then
proceed to study whether solutions can be continued in a weak sense past the shock. No argument is given
in [32, 66] to show that solutions in fact break down in finite time. For the study of shocks in a different
theory of relativistic viscous fluids, see [29].
4 Breakdown of smooth solutions to the Mu¨ller-Israel-Stewart equations
We show that there exists a class of smooth initial data for which the cor-
responding solutions to the Cauchy problem breakdown in finite time. More
precisely, there exists a T > 0 such that solutions cannot be continued as C1
solutions all the way up to t = T or become unphysical for t = T . Unphysical,
here, means that solutions become acausal, violate the dominant energy condi-
tion, or reach a state where the pressure is no longer positive4. Causality and
the dominant energy condition are understood in the usual sense of relativity
theory, see Definitions 2.4 and 2.5, whereas the notion of physical solutions is
introduced in Definition 2.8. The set of initial data that we construct consists
of perturbations of constant states in the sense that they have constant density,
constant baryon number, constant velocity, and zero bulk viscosity outside a
ball of fixed radius.
In Section 2 we provide the set-up and definitions needed to state our results. Within
that Section, we briefly review the basic formalism of theories of relativistic viscous fluids in
Section 2.1 and introduce the Mu¨ller-Israel-Stewart equations in Section 2.2; the concepts
of causality and the dominant energy condition are reviewed in Sections 2.4 and 2.5, re-
spectively; the concept of admissible solutions, which is important for the statement of our
results, is given in Section 2.6; the main results are stated in Section 2.7, and their physical
and mathematical significance is discussed in Section 2.8. The proof of the main result is
given in Section 3. Riemann invariants for the system in 1 + 1 dimensions are discussed in
Section 4. The connection between the study of Riemann invariants in 1 + 1 dimensions and
our main result is expalined in Section 2.8.
2. Setting and statement of the results
In this Section we provide the set-up and definitions needed to precisely state our main
result, and make further comments about the physical and mathematical significance of our
results.
2.1. Overview: from perfect to viscous fluids. On four-dimensional space-time, a per-
fect fluid is characterized by its energy-momentum tensor
Tαβ := %uαuβ + pΠαβ, (2.1)
where u is the fluid’s (four-)velocity, which is a future-directed, timelike vector field satisfying
the normalization condition
gαβu
αuβ = −1, (2.2)
where g is the space-time metric; Π is the projector onto the space orthogonal to u, given by
Παβ = gαβ + uαuβ
for u satisfying (2.2); % its (energy) density of the fluid and p its pressure. We henceforth
assume that the fluid is embedded in the four-dimensional Minkowski space R1+3. Above
and throughout we adopt the following:
4Reaching a state where the pressure is no longer positive is related to the phenomenon of cavitation, see
[70,83].
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Notation 2.1. Greek indices run from 0 to 3, Latin indices vary from 1 to 3, and repeated
indices are summed over their range. Expressions like zα, wαβ, etc., denote the components
of a tensor relative to Cartesian coordinates {xα}3α=0 in R1+3, where t := x0 denotes a time
coordinate. Indices are raised and lowered with the Minkowski metric g, given in Cartesian
coordinates by
g = diag(−1,+1,+1,+1).
R+ denotes the open interval (0,∞) and BR = {x ∈ R3 : |x| < R} the open ball with radius
R in three-dimensional space. We work in units where the speed of light in vacuum equals
to one.
A basic postulate of relativity is the conservation of energy and momentum, expressed by
∇αTαβ = 0, (2.3)
where ∇ is the covariant derivative associated with the metric g (so that ∇α = ∂α for the
Minkowski metric). Equations (2.1), (2.2), and (2.3) imply the relativistic Euler equations:
uα∇α%+ (p+ %)∇αuα = 0,
(%+ p)uα∇αuβ + Πβγ∇γp = 0.
In order to close the system, one needs an equation of state relating the pressure and the
density, p = p(%). In general, it is known that the pressure can also depend on other
thermodynamic quantities. Using the laws of thermodynamics, one can assume without lost
of generality that p is determined by at most two thermodynamic scalars [3], which here
we will take to be the density % and the particle number n, i.e., p = p(%, n). The latter is
postulated to be conserved in the sense that
∇α(nuα) = 0. (2.4)
The development of theories of relativistic fluids with viscosity usually seek to modify
(2.1). This is natural since one would like to recover the equations of a relativistic perfect
fluid when the viscous contributions vanish. The first attempt in this direction was proposed
by Eckart [25], followed by a similar proposal by Landau-Lifshitz [52]. Including bulk viscous
effects alters (2.1) to
Tαβ := %uαuβ + (p+ Π)Παβ, (2.5)
where Π is the bulk viscosity, which encodes viscous contribution to the pressure. We remark
that here we restrict ourselves to discuss the generalization of (2.1) to viscous theories of
bulk viscosity, but other dissipative effects, such as shear viscosity or heat conduction, can
also be considered; see the above references for a discussion of this more general situation.
In the theories of Eckart and Landau, the bulk viscosity is defined to be
Π := −ζ∇αuα, (2.6)
where ζ is a known function of % and n known as the coefficient of bulk viscosity. The equa-
tions of motion are still given by (2.3), with u satisfying (2.2), and possibly the conservation
of baryon number (2.4) if5 p = p(%, n). Observe that, as in the case of the perfect fluid,
we can project the divergence of the energy-momentum tensor in the directions parallel and
perpendicular to u, leading to a close system of equations.
5More precisely, equation (2.4) still holds if p = p(%) only, but in this case the conservation of baryon
number decouples from the rest of the system and can be integrated separately.
6 Breakdown of smooth solutions to the Mu¨ller-Israel-Stewart equations
The choice (2.6) is motivated by thermodynamic considerations and leads to a covariant
version of the Navier-Stokes equations. Formally, the non-relativistic limit of the corre-
sponding evolution reduces to the (compressible) Navier-Stokes equations [24]. However, the
equations of motion have a parabolic character [68] and are thus incompatible with the most
basic requirement of relativity, namely, causality, which requires finite propagation speed
[42]. Moreover, solutions of the Eckart model can exhibit catastrophic instabilities, see e.g.
[40, 41, 43]. The attempt to find hyperbolic equations of motion that lead to causal and
stable theories has guided much of the research on relativistic viscous fluids. We refer the
reader to the previous references for a discussion on the history of relativistic viscous fluids
and the several attempts to construct causal and stable theories. We will next discuss the
Mu¨ller-Israel-Stewart theory that is the focus of this work.
2.2. The Mu¨ller-Israel-Stewart theory. The Mu¨ller-Israel-Stewart theory was developed
in the context of Extended Irreversible Thermodynamics [62, 71]. In this approach, the
viscous contributions are not given as a function of the hydrodynamic variables u, %, and
n and its derivatives, as, for example, in the Eckart’s theory where Π is defined by (2.6).
Rather, the viscous contributions are taken to be new dynamic variables on their own right.
In the case of a theory with only bulk viscosity, one again starts with the energy momentum
tensor (2.5), which is conserved in the sense of (2.3), and with u normalized according to
(2.2). But now Π is a new dynamic variable that satisfies the equation
τ0u
α∇αΠ + Π + ζ∇αuα = 0, (2.7)
where ζ is the fluid’s coefficient of bulk viscosity and τ0 is the fluid’s relaxation time coeffi-
cient6. Both ζ and τ0 are known functions
7 of % and n.
In the original works of Mu¨ller, Israel, and Stewart [47–49, 61, 81], the choice (2.7) was
motivated by both thermodynamic considerations and the desire to construct a causal theory.
Regarding the latter, the idea is that causality requires a relaxation mechanism that allows
the system to relax to equilibrium in finite time. Relaxation-type dynamics of the type (2.7)
has a long tradition in physics, starting from the seminal work of Cattaneo [13]. In modern
approaches to relativistic viscous fluids, equation (2.7) is derived form kinetic theory [19]
(see also [34]) or from effective theory arguments [5].
Observe that upon setting τ0 = 0, one recovers Eckart’s choice (2.6). Thus, it is pre-
cisely the term τ0u
α∇αΠ which makes the equations hyperbolic and ensures finite speed of
propagation. We stress, however, that while obtaining a stable and causal theory was one
of the main motivations for the construction of the Mu¨ller-Israel-Stewart theory, it was not
until very recently, with the works [6, 7], that it was in fact established that the Mu¨ller-
Israel-Stewart theory leads to causal equations of motion (stability was proved in [40, 65]).
In fact, a common misconception is that the Mu¨ller-Israel-Stewart theory was proved to be
causal a long time ago in the works [40, 65]. These works only show the causality of the
equations linearized about thermodynamic constant equilibrium states. I.e., they consider
6Or, more precisely, the relaxation time associated with bulk viscosity. But since we are not considering
shear viscosity or heat flow (for which there would be further relaxation times associated), we refer to τ0
simply as the relaxation time coefficient of the fluid.
7More generally, one could consider them to be functions of Π as well.
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the linearization about constant u, %, n, and Π = 0 and proceed to show that the resulting
linear equations are causal8.
In this work, instead of (2.7), we will take a slightly more general type of relaxation law
for Π, namely
τ0u
α∇αΠ + Π + λΠ2 + ζ∇αuα = 0, (2.8)
where λ is a transport coefficient associated with the nonlinear behavior of Π, which is a
known function of % and n. Equation (2.8) obviously reduces to (2.7) when λ = 0 and
our result also covers this case. The inclusion of λ is motivated by kinetic theory, see [19].
More generally, such arguments from kinetic theory suggest also the inclusion of the term
ζΠ∇αuα on the LHS of (2.8). We do not consider such a term here for simplicity, as the
proof for (2.7) and (2.8) is essentially the same, whereas including ζΠ∇αuα would require
further conditions and analysis.
2.3. The equations of motion. We are now ready to summarize the equations of motion
to be studied. Once again, we consider the projection of (2.5) onto the directions parellel
and perpendicular to u, where the energy-momentum tensor is given by (2.5). We have:
uα∇α%+ (%+ p+ Π)∇αuα = 0, (2.9)
(%+ p+ Π)uβ∇βuα + Πβα∇β(p+ Π) = 0, (2.10)
uα∇αn+ n∇αuα = 0, (2.11)
τ0u
α∇αΠ + Π + λΠ2 + ζ∇αuα = 0. (2.12)
For the reader’s convenience, we recall here the character of the several quantities appearing
in (2.9)-(2.12). The quantities %, n, and Π are real-valued functions defined in R1+3 or a
subset of it (e.g., [0, T )×R3 for some T > 0). The (four-)velocity u is a vector field on R1+3
(or a subset of it) that is timelike, future directed, and normalized by (2.2). The pressure p,
the coefficient of bulk viscosity ζ, the relaxation time τ0, and the transport coefficient λ are
known functions of % and n. In particular, the relation is p = p(%, n) is called an equation
of state.
Definition 2.2 (The Mu¨ller-Israel-Stewart equations). The Mu¨ller-Israel-Stewart equations
with bulk viscosity and no shear viscosity nor heat flow, hereafter referred to simply as the
Mu¨ller-Israel-Stewart equations, are given by (2.9), (2.10), (2.11), and (2.12).
We have not listed (2.2) among the equations of motion because such normalization is
better understood as a constraint that is propagated by the flow, i.e., a condition that holds
for t > 0 if it holds initially. This can be viewed by contracting (2.10) with uα. We remark
that we will only consider data for which the normalization (2.2) holds, see Definition 2.3.
The compressible Navier-Stokes equations are recovered as a suitable (formal) limit of
the Mu¨ller-Israel-Stewart equations, as follows. First, one considers the the limit of small
gradients and small deviations from equilibrium, wherein ∇αΠ ∼ 0 and Π2 ∼ 0. In this
situation, we drop these quantities from (2.12). Then Π is given by (2.6), i.e., one recovers
the Eckart theory. The non-relativistic limit then produces the compressible Navier-Stokes
equations, as already mentioned.
8More precisely, these works consider the equations also with shear viscosity and heat conduction and
linearize the equations about states where not only Π, but these other dissipative contributions also vanish,
and the remaining variables are constant.
8 Breakdown of smooth solutions to the Mu¨ller-Israel-Stewart equations
From the point of view of the Cauchy problem, we are given the values of %, n, u, and
Π on a Cauchy surface of R1+3, which for simplicity we take to be Σ0 := {t = 0}. In view
(2.2), is suffices to prescribe as data the components of u tangent to Σ0. This leads to the
following definition.
Definition 2.3 (Initial-data sets for the Mu¨ller-Israel-Stewart equations). An initial-data
set for the Mu¨ller-Israel-Stewart equations consists of real-valued functions %˚, n˚, Π˚ : Σ0 → R
and a vectorfield u˚ : Σ0 → R3. We denote by u˚ : Σ0 → R4 the initial four-velocity determined
from u˚ with the help of (2.2).
Given an initial-data set, one then seeks to determine functions %, n, Π, and a vector
field u that satisfy the Mu¨ller-Israel-Stewart equations in a neighborhood of Σ0 and take the
given initial data on Σ0. To be more precise, for u we require that its projection onto the
tangent space of Σ0 agrees with u˚. Furthermore, in view of the preceding discussion, we are
interested in finding solutions that are causal (see Definition 2.4 for the precise definition of
causality).
Under suitable hypotheses on the data, satisfied by the initial data in Theorem 2.11, the
local existence, uniqueness, and causality of solutions to the Cauchy problem for the Mu¨ller-
Israel-Stewart equations has been established in [6].
2.4. Causality. While the finite speed of propagation property is usually automatic for
hyperbolic equations of motion, the requirement of causality places additional constraints
on the fluid description, as one wants not only that information propagates at finite speed
but also that the speeds of propagation are at most the speed of light. To be more precise,
causality means the following.
Definition 2.4 (Causality). Consider in R1+3 a system of partial differential equations for
an unknown ψ, which we write as Pψ = 0, where P is a differential operator which is allowed
to depend on ψ. Let Σ be a Cauchy surface, ϕ0 Cauchy data for Pψ = 0 given along Σ, and
ϕ a solution to the corresponding Cauchy problem defined in a neighborhood O of Σ. We
say that the system is causal if for any P ∈ O in the future of Σ, ϕ(P ) depends only on the
Cauchy data on J −(P ) ∩ Σ, where J −(P ) is the past-directed light cone with apex P (see
Figure 1).
We have given the definition of causality that suffices to our purposes, i.e., for equations
in Minkowski space, but this can be generalized to arbitrary globally hyperbolic space-times,
see, e.g., [38]. In our context, we can take the Cauchy surface to be Σ = Σ0 = {t = 0}. We
refer the reader to [8] for further discussion on causality of relativistic viscous fluid theories.
For the physical importance of causality and its relation to global hyperbolicity, see [86].
Causality is intrinsically related to the characteristics of the equations of motion. The
characteristics of the Mu¨ller-Israel-Stewart equations were computed in [6]. Aside from the
flow lines of u, the characteristics of the Mu¨ller-Israel-Stewart equations correspond to null-
hypersurfaces of an acoustical metric [23] with speed
c2s = c
2
s(%, n,Π) :=
ζ
τ0(%+ p+ Π)
+ ∂%p+
n∂np
%+ p+ Π
, (2.13)
whenever the right-hand side is non-negative. A necessary and sufficient condition for causal-
ity is simply c2s ≤ 1 (see [6]).
Observe that c2s reduces to the sound speed of a perfect fluid when ζ = 0 = Π. Thus, (2.13)
should be viewed as a generalization of the sound speed in the presence of viscous effects.
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~x
t
P
Σ
J−(P ) ∩ Σ
Figure 1. Illustration of causality. J−(P ) is the past light-cone with vertex
at P . Points inside J−(P ) can be joined to a point P in space-time by a causal
past directed curve (e.g. the red line). The value of solutions at P depends
only on the data on J−(P ) ∩ Σ.
On the other hand, equation (2.13) also shows that viscous effects directly contribute to the
system’s characteristics and, therefore, viscous effects cannot be viewed as a perturbation of
the perfect fluid case, even when ζ and Π are small. This is already clear from equations
(2.9)-(2.12) in that Π contributes to the principal part of the system.
2.5. The dominant energy condition. The dominant energy condition plays an impor-
tant role in our work, thus we recall its definition here.
Definition 2.5 (Dominant energy condition). The energy-momentum tensor (2.5) is said
to satisfy the dominant energy condition if −Tαβ vβ is future-directed and timelike or null
for any future-directed timelike vector v. We say that a solution (%, n,Π, u) to the Mu¨ller-
Israel-Stewart equations satisfies the dominant energy condition if the corresponding energy-
momentum tensor (2.5) satisfies the dominant energy condition.
The dominant energy condition is expected to hold for ordinary classical9 matter and plays
an important role in the study of matter fields in the context of relativity theory, including the
study of singularity formation and gravitational collapse [38, Section 4.3, Chapter 8, Section
9.3]. When the equations of motion are given solely by the vanishing of the divergence of the
energy-momentum tensor, the dominant energy condition implies that the speed of energy
flow of matter is less than the speed of light [84, Section 9.2] and thus it is connected with
causality. Hence, given its physical relevance and connections with causality, we take the
dominant energy condition as one of the characteristics defining our admissible solutions,
see Section 2.6. For more on the relation between the dominant energy condition, causality,
and global hyperbolicity, see [87, 88].
For future reference, we note that the dominant energy condition can be restated as the
following relation among the energy density, the pressure, and the bulk viscosity [69, Section
9Although it can be violated by quantum matter [69, Section 2.1.6]
10 Breakdown of smooth solutions to the Mu¨ller-Israel-Stewart equations
2.1.5]
% ≥ |p+ Π|.
This implies in particular that ρ + p + Π ≥ 0, a very sensible requirement in view of the
momentum equation (2.10). Since ρ+p+Π determines the inertia of individual fluid elements,
ρ+ p+ Π < 0 would correspond to a negative inertia.
2.6. Admissible solutions. In this Section we introduce a class of solutions that satisfy
some basic physical and mathematical requirements forming what we will take as admissible
solutions. Our admissible solutions are essentially those that have enough regularity, are
causal, and satisfy the dominant energy condition. For reasons discussed in Section 2.8, we
will also take positivity of the pressure as a defining characteristic of admissible solutions.
It will be implicit that constitutive relations p = p(%, n), ζ = ζ(%, n), τ0 = τ0(%, n), and
λ = λ(%, n) are given whenever definitions involve these quantities.
Definition 2.6 (Physical states). The set of physical states P for the Mu¨ller-Israel-Stewart
theory is the set of (%, n,Π) ∈ R3 satisfying the conditions
(1) p(%, n) > 0 (strict positive pressure),
(2) 0 < c2s(%, n,Π) < 1 (strict causality),
(3) % > |p+ Π| (strict dominant energy condition).
Remark 2.7. Above, and in much of what follows, we will consider defining properties
where strict inequality holds. We discuss this choice in Section 2.8.
Next, we define a admissible solution as follows.
Definition 2.8. A solution (%, n,Π, u) ∈ (C1([0, T ) × R3))7 to the Mu¨ller-Israel-Stewart
equations is called admissible if states are physical in the sense of definition 2.6, i.e., if
(%(t, x), n(t, x),Π(t, x)) ∈ P
holds for all (t, x) ∈ [0, T ) × R3. An C1-initial data set (%˚, n˚, Π˚, u˚) is called admissible if
(%˚(x), n˚(x), Π˚(x)) ∈ P for all x ∈ R3.
Next, we state our assumptions on the constitutive functions p, ζ, τ0, and λ.
Assumption 2.9 (Assumptions on p, ζ, τ0, and λ). We consider constitutive relations for
the pressure p(%, n), bulk viscosity coefficient ζ(%, n), and relaxation time coefficient τ0(%, n),
and the transport coefficient λ(%, n) that satisfy:
(A1) The functions p, ζ, τ0 are defined on (%, n) ∈ R+×R+, are smooth, and admit smooth
extensions to (%, n) ∈ R× R+.
(A2) It holds that
∂%p(%, n), ∂np(%, n) ≥ 0
for (%, n,Π) ∈ P. Moreover, p(%, n) is globally Lipschitz on R× R+.
(A3) The functions ζ, τ0 : R× R+ → R are smooth, ζ ≥ 0, and τ0 > 0. In addition,
sup
(%,n)∈R×R+
[∣∣∣∣∂n( ζ(%, n)τ0(%, n)
)∣∣∣∣+ ∣∣∣∣∂%( ζ(%, n)τ0(%, n)
)∣∣∣∣] <∞
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holds. Moreover,
∂%
(
ζ
τ0
)
≥ 0.
for all (%, n) ∈ R× R+.
(A4) We have ∫ ∞
0
1
n
sup
%∈R
∣∣∣∣ ζ(%, n)τ0(%, n)
∣∣∣∣ dn <∞.
(A5) λ : R× R+ → R is either a smooth positive function (λ(%, n) > 0) with
p(%, n) + % ≤ 1
λ(%, n)
.
for all (%, n) ∈ P, or λ(%, n) = 0 for all (%, n).
Remark 2.10 (Assumption 2.9 is not empty). We remark that there exist functions p, ζ, τ0,
and λ satisfying Assumption 2.9. The only properties that are not routinely verified are (A3)
and (A4). In this regard, assumption (A4) is satisfied, for example, if τ0(n) ≥ constant > 0
for all n and ζ(n) . nδ as n → 0+ and ζ(n) . n−δ as n → ∞ for some small δ. With such
a choice for ζ, we can then choose τ0 such that (A3) holds. We make further comments on
Assumption 2.9 in Section 2.8.
2.7. Statement of the results. We are now ready to state our results. Our first Theorem
states that there exists initial data for which the corresponding solutions breakdown in finite
time.
Theorem 2.11 (Breakdown of admissible solutions to the Mu¨ller-Israel-Stewart equations).
Consider the Mu¨ller-Israel-Stewart equations and suppose that Assumption 2.9 holds. Let
R0 > 0, %¯ > 0, and n¯ > 0 be constants and assume that c := cs(%¯, n¯, 0) satisfies 0 < c < 1.
Then, there exists smooth admissible initial data (%˚, n˚, Π˚, u˚) for the Mu¨ller-Israel-Stewart
equations with the following properties.
1) (%˚, n˚, Π˚, u˚) = (%¯, n¯, 0, 0) outside BR0.
2) There exists a T > 0 and a unique smooth admissible solution (%, n,Π, u) to the Mu¨ller-
Israel-Stewart equations defined for t ∈ [0, T ) and taking the data (%˚, n˚, Π˚, u˚). For each
0 ≤ t < T , this solution satisfies
%(t, x) = %¯, n(t, x) = n¯, Π(t, x) = 0, u(t, x) = 0.
outside a ball of radius R(t) = R0 + ct.
3) The solution (%, n,Π, u) cannot be continued as a C1 admissible solution past t = T .
Theorem 2.11 thus states that (%, n,Π, u) becomes singular in the sense that it cannot be
continued as a classical (i.e., C1) solution all the way up to t = T , or (%, n,Π, u) is well-
defined at t = T but no longer satisfies the physical conditions that define an admissible
solution. This happens inside the ball of radius R0 + ct, whereas outside this ball the fluid
is in equilibrium, see Figure 2.
The only constraint on the constants R0, %¯, and n¯ is that they are positive and c =
cs(%¯, n¯, 0) < 1. Thus, we obtain a family of initial data parametrized by R0, %¯, n¯. In partic-
ular, R0 > 0 can be taken very small, so our data is a localized modification of a constant
state. This is the sense in which we consider (%˚, n˚, Π˚, u˚) a perturbation of a constant state.
12 Breakdown of smooth solutions to the Mu¨ller-Israel-Stewart equations
−R0 R0 x
t
x = ct +R0
BR(t) = Bct+R0
Equilibrium
region
Equilibrium
region
Figure 2. Illustration of the space-time regions of Theorem 2.11. For each
time t, the solution remains in equilibrium outside the ball of radius R(t) =
ct + R0. Our illustration is in 1 + 1 dimensions for simplicity, but the result
holds in 3 + 1 dimensions.
We are not, however, claiming that (%˚, n˚, Π˚, u˚) is close to a constant state in the C0 topol-
ogy. In fact, the initial data we will construct will have large velocities u˚. We illustrate the
behavior of our initial data in Figure 3.
The next Theorem states that this family of data is stable under perturbations.
Theorem 2.12 (Stability of the breakdown of admissible solutions). Suppose that Assump-
tion 2.9 holds and let (%˚, n˚, Π˚, u˚) be initial data for the Mu¨ller-Israel-Stewart equations given
by Theorem 2.11. There exists an ε > 0 with the following properties. If (%˜, n˜, Π˜, u˜) is initial
data for the Mu¨ller-Israel-Stewart equations such that %˜ = %¯, n˜ = n¯ outside BR0, where R0,
%¯, and n¯ are as in Theorem 2.11, and
|(%˚, n˚, Π˚, u˚)(x)− (%˜, n˜, Π˜, u˜)(x)| < ε
for all x ∈ R3, then the conclusions of Theorem 2.11 hold for (%˜, n˜, Π˜, u˜).
Finally, the techniques we use to prove Theorem 2.11 can also be employed to obtain a
new breakdown result for the relativistic Euler equations, which we recall are given by
uα∇α%+ (%+ p)∇αuα = 0,
(%+ p)uβ∇βuα + Πβα∇βp = 0,
uα∇αn+ n∇αuα = 0.
For the relativistic Euler equations, the sound speed is given by
c2Euler = c
2
Euler(%, n) := ∂%p+
n∂np
%+ p
, (2.14)
whereas the dominant energy condition (in strict form) becomes
% > |p|. (2.15)
With (2.14) and (2.15), we can define admissible solutions for the relativistic Euler equations
in the same way as in Definition 2.8.
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Figure 3. Illustration of the initial data in Theorem 2.11. The figure il-
lustrates |u|. The velocity is zero, corresponding to equilibrium, outside the
ball of radius R0. Note that the figure shows a radially symmetric configura-
tion for simplicity. The class of initial profiles for u leading to breakdown is
characterized by an integral inequality and does not require any symmetry.
Theorem 2.13 (Breakdown of admissible solutions for the relativistic Euler equations).
Consider the relativistic Euler equations and assume that the equation of state p = p(%, n)
satisfies the following: p is a smooth function defined on (%, n) ∈ R+ × R+ and admits a
smooth extension to (%, n) ∈ R×R+; ∂%p(%, n) ≥ 0 and ∂np(%, n) ≥ 0 for (%, n) ∈ R+ ×R+;
p(%, n) is globally Lipschitz on R × R+. Let R0 > 0, %¯ > 0, and n¯ > 0 be constants and
assume that c := cEuler(%¯, n¯) satisfies 0 < c < 1. Then, there exists smooth admissible initial
data (%˚, n˚, u˚) for the relativistic Euler equations satisfying (%˚, n˚, u˚) = (%¯, n¯, 0) outside BR0
such that the corresponding local solution the Cauchy problem with data (%˚, n˚, u˚) cannot exist
for all time as a C1 admissible solution. Moreover, such initial data is stable in the sense of
Theorem 2.12.
Theorem 2.13 should be compared with the well-known result of Guo and Tahvildar-
Zadeh [35] (which, in turn, can be viewed as a generalization to the relativistic setting of
Sideris’ well-known result [79] for the non-relativistic compressible Euler equations). Guo and
Tahvildar-Zadeh obtained a stronger result showing that there exists data for the relativistic
Euler equations for which the corresponding solutions are not global, but they need the
restriction c2Euler(%˚, n˚) < 1/3. Our breakdown is softer as it can correspond to a singularity
of solutions or a violation of causality, the dominant energy condition, or positivity of the
pressure, but our result applies to the full range 0 < c2Euler(%˚, n˚) < 1.
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2.8. Physical and mathematical significance of our results. We now we make a few
comments about the physical and mathematical aspects of our results.
From a physical perspective, an important question is whether Theorem 2.11 applies to
physically realistic scenarios. Although our definition of admissible solutions does not include
all situations of physical interest, it is comprehensive enough to accommodate many features
expected to hold in a variety of physical situations. Assumptions (A1), (A2), and (A5)
in Assumption 2.9, albeit by no means exhaustive, are again natural enough to include
what one would expect in many physical systems. A more delicate question is whether
assumptions (A3) and (A4) are expected to hold in realistic scenarios. This, naturally,
requires understanding the functional form of ζ and τ0 in realistic applications. Explicit
expressions for these quantities have been obtained in certain limits [19,20,27], and in these
cases they do not match assumptions (A3) and (A4). Aside from such special cases, however,
the general behavior of ζ and τ0 is not yet fully understood, see [4, 37, 59] for a discussion
on the difficulties of precisely determining the form of transport coefficients in theories of
relativistic viscous fluids.
Nevertheless, the importance of Theorem 2.11 is not so much its ready applicability to
physically realistic system. Rather, its relevance lies on being the very first result of its
kind for the Mu¨ller-Israel-Stewart equations. This, in particular, opens the door for further
studies of breakdown of solutions for relativistic viscous fluids (we list some natural follow-
up questions at the end of this Section). Along the same lines, our goal is to obtain a first
result that motivates further investigations on the breakdown of solutions of the Mu¨ller-
Israel-Stewart equations while keeping the proofs relatively simple. This is the reason our
definition of admissible solutions employs only inequalities in a strict form, as a more delicate
analysis would be required otherwise.
We also notice that our techniques do not apply to the case when %˚ and n˚ vanish. The
vanishing of these quantities would correspond to a vacuum interface, leading to a free-
boundary problem, and currently there are no local existence and uniqueness results for the
Mu¨ller-Israel-Stewart equations in such a case. In fact, only very recently the relativistic
free-boundary Euler equations have been showed to be locally well-posed [22, 64]; see also
[21,33,36,50,64].
It might seem unusual to require that the pressure can be extended to a function defined
for all values (%, n) ∈ R×R+, including negative densities. This is done for technical reasons.
A crucial ingredient in our proof of breakdown of smooth solutions is the construction of
an a-priori bound for the bulk viscous pressure Π. To keep the construction transparent,
we assume that p and the constitutive functions ζ, τ0 are extendable to the domain (%, n) ∈
R× R+. As an example, we consider the ideal gas equation of state (see [71])
p(, n) = mn(γad − 1) (2.16)
where m is the mass per particle and  is the specific internal energy satisfying
% = mn(1 + ) (2.17)
γad > 1 is the adiabatic index of the fluid. Combining (2.16) and (2.17), we arrive at the
pressure
p(%, n) = (γad − 1)(%−mn),
which can be regarded as a function on (%, n) ∈ R × R+. Note that (%, n) ∈ P requires
% > mn.
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We now make some remarks on the techniques we use. Considering the evolution of the
second moment of the energy density I(t) and its derivatives I˙(t) and I¨(t) as a means of
showing blowup of solutions is a fruitful idea used in a variety of situations. This technique
is related to the virial theorem. For non-relativistic perfect fluids, this was done by T. Sideris
in [79] and for relativistic perfect fluids by Y. Guo and A.S. Tahvildar-Zadeh in [35]. Usually,
a Ricatti-type differential inequality is derived, showing the blowup.
For the viscous relativistic fluid equations considered here, the following significant obsta-
cle arises: the bulk viscous pressure Π is not given by an equation of state. We have to find
a suitable a-priori estimate for Π, which evolves according to (2.12). In the context of the
proof of Theorem 2.11, however, control of Π in L∞t via a direct application of (2.12) does
not seem possible. This is because our proof of breakdown is non-constructive and hence not
enough information about the behavior of the expansion scalar ∇αuα is available. We argue
differently, by introducing a suitable transport equation in the variables (%, n,Π) to bound
Π, arriving at a nontrivial a-priori bound for Π (see Lemma 3.4). Our results are not tied
to special functional forms of p, ζ, τ0, λ nor to special symmetries in the solution and are the
first results of their kind for relativistic viscous fluids. Another feature of our analysis is that
we do not use Ricatti-type differential inequalities, allowing for a breakdown criterion with
very weak assumptions on the sound speed. In fact we only need a value for energy density
and particle number for which the sound speed is strictly less than the speed of light.
To finish this discussion, we turn to a few questions that naturally arise from our results.
The first, and perhaps most immediate question, is about the nature of the breakdown of
solutions. For the initial data that we construct, the breakdown of solutions can occur in
several different ways, namely,
(i) Forming a singularity, i.e., a breakdown of regularity so that solutions cannot be
continued in a C1 fashion;
(ii) Violating causality;
(iii) Violating the dominant energy condition or positivity of the pressure10.
Of these possibilities, (ii) and (iii) are soft in the sense that solutions might still be well-
defined in a mathematical sense, but are not good candidates for physical solutions. More
specifically, we can further distinguish between (ii) and (iii): violation of causality is clearly a
no-go for (relativistic) physical theories. As mentioned before, the dominant energy condition
is generally expected to hold for most baryonic matter under conditions found in the present
universe. Known violations of energy conditions are associated with quantum effects and
conditions in the early universe ([57], chapter 9). A violation of any type of energy condition
may indicate a transition into a regime where arguably the macroscopic fluid equations,
due to quantum effects, are not an appropriate model. Finally, the pressure may become
nonpositive. Strictly speaking there is nothing wrong with states where p(%, n) = 0. However,
it is natural to consider only positive-pressure states if we want to avoid discussing whether
zero-pressure states are propagated by the flow without leaving the region in state space
where the pressure is always non-negative11.
10More precisely, according to our definition of admissible solutions, (ii) and (iii) are a violation of the
strict form of the corresponding properties. For example, if cs = 1, solutions are still causal, but it does not
correspond to an admissible solution in our sense. For simplicity, we will not consider the borderline cases
where equality is achieved.
11The pressure is always expected to be non-negative for ordinary matter models, although negative
pressure models are sometimes considered for exotic matter, particularly in cosmology [85].
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If the breakdown of solutions is caused by (i), then we can further ask about the nature of
the singularity. Understanding the structure of the singularity is important because, when
solutions become singular, one would like to continue them past the singularity in a the
form of a weak solution. Typically, this is possible when the singularity is a shock; for
more general singularities, there is little hope of continuing solutions beyond the singularity
in a physically meaningful sense. For the Mu¨ller-Israel-Stewart equations, however, the
continuation of solutions in a weak sense is usually not possible even when the singularity is
a shock, as it was showed12 by Olson and Hiscock [66] and Geroch and Lindblom [32].
It is, therefore, important to better understand the nature of the breakdown in Theorem
2.11. If it is (ii), then one has legitimate physical reasons to discard the solutions there-
after. If (iii) happens, only a consideration of the specific problem at hand would dictate
whether or not solutions should be discarded as non-physical. In view of the difficulties
of the Mu¨ller-Israel-Stewart theory to describe shocks, a breakdown of the form (i) would
impose severe limitations in the ability of the Mu¨ller-Israel-Stewart theory to describe the
long time dynamics of relativistic viscous fluids. This is, in fact, one of the motivations for
considering alternative theories of relativistic fluids with viscosity [29].
One possible way of addressing these questions is to show that the breakdown is in fact
of type (i). The simplest approach to this would be to construct shock solutions using
Riemann invariants for the system. This, however, is not possible, as we show in Section
4 that Riemann invariants do not exist for the Mu¨ller-Israel-Stewart equations in 1 + 1
dimensions, except when a very special relation is satisfied. By itself this does not preclude
the construction of solutions with shock singularities, and powerful techniques for the study
of shock formation are available both in 1 + 1 dimensions (see, e.g., the monographs [10,18,
53,75,76]) and, more recently, in higher dimensions (see the review article [45] and references
therein). Nevertheless, it is not clear whether such available techniques can be applied to
the Mu¨ller-Israel-Stewart equations.
Another important question is to quantify the breakdown time T given by Theorem 2.11.
This cannot be done in the context of the techniques of this paper since our proofs are
not constructive. But understanding this question is of immediate physical interest. In
particular, if general breakdown times turn out to be several orders of magnitude larger
than the typical time scales relevant for the study of relativistic fluids with viscosity, the
breakdown of solutions here described would be of less importance for applications. If, on the
other hand, breakdown happens within relevant time scales, much more attention should be
given to the applicability of the Mu¨ller-Israel-Stewart theory, particularly to the reliability
of its numerical simulations.
It would also be important to investigate the possibility of breakdown for more general
initial data sets, in particular those that are directly relevant for applications and numer-
ical simulations. Obtaining breakdown results under more general, and possibly simpler,
assumptions than those in Assumption 2.9 is also a natural next-step. There are yet further
natural and important questions that are left untouched by this work. However, once again
we emphasize that our goal is not to obtain a complete description of the breakdown of
solutions to the Mu¨ller-Israel-Stewart equations, but rather to provide the first step toward
a more robust understanding of this important topic.
12See footnote 3.
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3. Proof of Theorem 2.11
In this section we prove Theorem 2.11. Thus, we assume to be working under its hypotheses
and follow throughout the notation introduced above. In particular, we assume Assumption
2.9. Although Π vanishes outside of a ball BR(t), we sometimes write Π = Π¯ outside of BR(t)
in order to indicate where the assumption Π¯ = 0 is being used. We also denote p¯ := p(%¯, n¯)
and u := (u1, u2, u3). Notice that (u0)2 = 1 + |u|2, where | · | is the Euclidean norm.
Theorem 2.11 will readily follow from the following result, whose proof is the main goal
of this Section.
Theorem 3.1. Consider the Mu¨ller-Israel-Stewart equations (2.9) – (2.12) (where g is the
Minkowski metric). Assume that (A1)-(A5) of Assumption 2.9 hold. Let R0 > 0 and consider
smooth functions %˚, n˚, Π˚ such that
%˚ > |p(%˚, n˚) + Π˚|
and %˚ = %¯, n˚ = n¯,Π = 0 outside of BR0 and let u1 be a vector field with support in BR0 such
that ∫
BR0
x · u1|u1|(%+ p+ Π) dx > R0 (c+ 1)
2
2(c2 + 1)
∫
BR0
|u1|2(%+ p+ Π) dx, (3.1)
holds, where c = cs(%¯, n¯, 0) < 1. Assume moreover
(%˚, n˚, Π˚) ∈ P .
Then there exists a σ0 > 0 such that if (%, n,Π,u) is the admissible C
1-solution taking on
the initial values (%˚, n˚, Π˚, σu1) for σ > σ0, the following is true:
(1) Outside a ball of radius R(t) = R0 + ct it holds that
%(t, x) = %¯, n(t, x) = n¯, Π(t, x) = 0, u(t, x) = 0.
(2) There exists a finite T > 0 such that the solution cannot be continued as a admissible
solution past t = T (see Definition 2.8).
Finally, the set of smooth u1 satisfying (3.1) is nonempty.
Remark 3.2. Theorem 3.1 implies there exist a nonempty, open set of initial velocity fields
such that the solution becomes singular or violates the dominant energy condition in finite
time. %˚, n˚, Π˚ can be essentially arbitrary, only satisfying the admissibility conditions.
The first major part of the proof consists in deriving an a-priori estimate for the viscous
pressure Π. This will be done in the upcoming Proposition 3.4. A key idea will be to
introduce a transport equation in the variables (%, n,Π) which encodes the evolution of Π
relative to %, n and for which an estimate will be derived in Proposition 3.3.
Suppose (%, n,Π, u) is a smooth solution of (2.9)–(2.12). Then along a flowline defined by
d
dτ
Xµ(τ ;x0) = u
µ(X(τ ;x0)), X(0;x0) = (0, x0)
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with given x0 ∈ R3, the following equations hold for % = %(X(τ ;x0)), n = n(X(τ ;x0)),Π =
Π(X(τ ;x0))
%˙ =
(%+ p(%, n) + Π)n˙
n
Π˙ =
ζ(%, n)n˙
τ0(%, n)n
− (1 + λ(%, n)Π)Π
τ0(%, n)
(3.2)
where a dot denotes differentiation with respect to τ . We will bound solutions of (3.2) by
solving a transport equation in the variables (%, n,Π) ∈ R × R+ × R. To shorten notation,
define the folllowing differential operator T , acting on smooth functions F : R×R+×R→ R:
(T F )(%, n,Π) = n∂nF + (%+ p(%, n) + Π)∂%F + ζ
τ0
∂ΠF.
Using (3.2), we have the identity
n˙
n
T F = dF
dτ
+
(1 + λΠ)Π
τ0
∂ΠF (3.3)
along a fixed flow-line of the smooth solution.
Proposition 3.3. Under the assumptions (A1)–(A5) (see Assumption 2.9), for any given
ε > 0 the transport equation
(T F )(%, n,Π) = ζ(%, n)
τ0(%, n)
on R× R+ × R (3.4)
has a smooth solution F = F (%, n,Π) satisfying
|F (%, n,Π)| ≤ ε+ A¯,
∂ΠF (%, n,Π) < 0.
(3.5)
Here, A¯ > 0 is a constant satisfying∫ ∞
0
1
n
sup
%∈R
∣∣∣∣ ζ(%, n)τ0(%, n)
∣∣∣∣ dn ≤ A¯.
Proof. The equation (3.4) is linear transport equation with smooth coefficients and can be
solved by the method characteristics. Define a mapping n 7→ Y = (Yρ, n, YΠ) by solving
d
dn
Y =
(
%+ p(%, n) + Π
n
, 1,
ζ(%, n)
nτ0(%, n)
)
(%,n,Π)=Y
. (3.6)
Let n 7→ Y (n; %0,Π0) denote the maximal integral curve passing through the point (%0, n0,Π0)
with some fixed n0 > 0.
Note that the vector field on the RHS of (3.6) is defined on R × R+ × R and due to
assumptions (A2) and (A3), the integral curves of (3.6) exist for all n ∈ (0,∞). The
transport equation (3.4) can be written as
d
dn
(F ◦ Y (n; %0,Π0)) = 1
n
T F ◦ Y = ζ
nτ0
◦ Y
and hence we define F at (%, n,Π) = Y (n; %0,Π0) by integrating along the characteristic
F (%, n,Π) = F0(%0,Π0) +
∫ n
n0
ζ
zτ0
◦ Y dz, (3.7)
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where F0 is chosen as a smooth function with the properties
|F0(%,Π)| ≤ ε, ∂ΠF0(%,Π) < 0, ∂%F0(%,Π) = 0 (3.8)
where ε > 0 is arbitrary. Due to (3.7) we have
|F (%, n,Π)| ≤ |F0(%0,Π0)|+
∫ ∞
0
∣∣∣∣ ζzτ0 ◦ Y
∣∣∣∣ dz ≤ ε+ A¯.
Here we have used (A4) and conclude that the first line of (3.5) follows. Next, observe that
by differentiating (3.4) we get
T ∂%F = −(1 + ∂%p)∂%F + ∂%
(
ζ
τ0
)
(1− ∂ΠF ),
T ∂ΠF = −∂%F.
(3.9)
Now fix a characteristic curve n 7→ Y (n; %0,Π0). The equations (3.9) can be written as
d
dn
(∂%F ◦ Y ) =
(
−(1 + ∂%p)
n
∂%F + ∂%
(
ζ
τ0
)
1− ∂ΠF
n
)
◦ Y,
d
dn
(∂ΠF ◦ Y ) = −∂%F ◦ Y
n
,
(3.10)
which can be regarded as a linear system for ∂%F ◦Y and ∂ΠF ◦Y with coefficients − (1+∂%p◦Y )n◦Y
etc. Defining the integrating factor
E(n) := exp
(∫ n
n0
(1 + ∂%p) ◦ Y
z
dz
)
,
multiplying the first line of (3.10) by E(n) and integrating, we get
∂%F ◦ Y (n) = E(n)−1
∫ n
n0
E(s)
1− ∂ΠF ◦ Y
s
∂%
(
ζ
τ0
)
ds, (3.11)
where we also used ∂%F (%, n0,Π) = ∂%F0(%,Π) = 0. Hence by integrating the second equation
of (3.10) and inserting (3.11),
∂ΠF ◦ Y (n) = ∂ΠF0(%0,Π0) +
∫ n
n0
E(s)−1
s
∫ s
n0
E(s′)
∂ΠF ◦ Y (s′)− 1
s′
∂%
(
ζ
τ0
)
ds′ ds.
From (3.8), we conclude ∂ΠF ◦ Y (n) < 0 if n is close to n0. Assume that ∂ΠF changes
its sign along the characteristic and let n1 > n0 be the first value of n > n0 for which
∂ΠF ◦ Y (n1) = 0. Then, however
0 = ∂ΠF (%0,Π0) +
∫ n1
n0
E(s)−1
s
∫ s
n0
E(s′)
∂ΠF ◦ Y (s′)− 1
s′
∂%
(
ζ
τ0
)
ds′ ds < 0
because ∂%
(
ζ
τ0
)
≥ 0 by (A3) and (∂ΠF ◦ Y − 1) ≤ 0 in the integral, a contradiction. In the
same way we argue that ∂ΠF ◦ Y < 0 for n < n0. 
Proposition 3.4. Assume (A1)–(A5). Then the following a-priori estimate holds for solu-
tions of the system (3.2):
|Π(τ)| ≤ |Π(0)|+ 3A¯
with A¯ as in Proposition 3.3.
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Proof. As before, denote Π(τ) := Π(Xµ(τ ;x0)) etc. with a fixed x0 ∈ R3 and where τ 7→
Xµ(τ ;x0) is the flow line starting at (0, x0). In the following calculations, all quantities are
evaluated along a fixed flow line. Combining (3.2) and (3.3), we have
Π˙ + τ−10 (1 + λΠ) (1− ∂ΠF ) Π =
d
dτ
F,
where F is the a solution of T F = ζ/τ0 with the properties described in Proposition 3.3.
Multiplying with the integrating factor
E(τ) := exp
(∫ τ
0
τ−10 (1 + λΠ)(1− ∂ΠF ) ds
)
we get using integration by parts
Π(τ) = E−1(τ)Π(0) + E−1(τ)
∫ τ
0
E(s)
d
ds
F (%(s), n(s),Π(s)) ds
= E−1(τ)Π(0)− E−1(τ)
∫ τ
0
E(s)
(1 + λΠ)(1− ∂ΠF )
τ0
F ds
+ F (%(τ), n(τ),Π(τ))− E−1(τ)F (%(0), n(0),Π(0)).
Since our solution satisfies the dominant energy condition, we have Π ≥ −(% + p) and thus
Π ≥ − 1
λ(%,n)
by (A5), implying 1 + λΠ ≥ 0. Moreover, (1− ∂ΠF ) ≥ 0 by by (3.5). Observe
that ∣∣∣∣∫ τ
0
E(s)
(1 + λΠ)(1− ∂ΠF )
τ0
F ds
∣∣∣∣ ≤ (ε+ A¯)∫ τ
0
E(s)
(1 + λΠ)(1− ∂ΠF )
τ0
ds
= (ε+ A¯)(E(τ)− E(0)).
We can hence estimate
|Π(τ)| ≤ |Π(0)|+ (ε+ A¯)E−1(τ)(E(τ)− E(0))
+
∣∣F (%(τ), n(τ),Π(τ))− E−1(τ)F (%(0), n(0),Π(0))∣∣
≤ |Π(0)|+ 3(ε+ A¯)
and letting ε→ 0+ finishes the proof. 
This finishes the a-priori estimates for Π. In the next part of the proof, we derive a
virial-type identity.
Lemma 3.5. Let T¯ denote the energy-momentum tensor (2.5) associated with (%¯, n¯, Π¯ =
0, u¯ = 0). Then the energy
E(t) :=
∫
R3
(T 00(t, x)− T¯ 00(t, x)) dx
is finite, conserved, and
E(t) =
∫
BR(t)
(%+ p+ Π)(u0)2 − (p+ Π + %¯) dx =
∫
BR0
(%˚+ p˚+ Π˚)|˚u|2 + %˚− %¯ dx = E(0).
Moreover, let
I(t) :=
1
2
∫
R3
|x|2(T 00 − T¯ 00) dx = 1
2
∫
R3
|x|2(T 00 − %¯) dx.
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Then the following virial equation
d2
dt2
I(t) = T +
∫
R3
3(p+ Π− p¯− Π¯) dx
holds with kinetic energy
T :=
∫
BR(t)
(%+ p+ Π)|u|2 dx.
Additionally, I˙(t) = Q(t), where
Q(t) :=
∫
BR(t)
x · u
√
1 + |u|2(%+ p+ Π) dx. (3.12)
Proof. The claims on E follow from the fact that T = T¯ outside of BR(t) and the conservation
∂µT
µν = 0.
Next, we compute the following derivative for all t such that R(t) < r, where r > 0 is
large:
2
d
dt
I =
∫
R3
|x|2∂0(T 00 − T¯ 00) dx =
∫
Br
|x|2∂0T 00 dx = −
∫
Br
|x|2∂kT 0k dx
= 2
∫
Br
gikx
iT 0k dx = 2
∫
Br
x · uu0(%+ p+ Π) dx = 2Q(t)
Continuing,
d2
dt2
I =
∫
Br
gikx
i∂0T
0k dx =
∫
Br
gikx
i∂0(T
0k − T¯ 0k) dx = −
∫
Br
gikx
i∂j(T
jk − T¯ jk) dx
=
∫
Br
gikδ
i
j(T
jk − T¯ jk) dx =
∫
Br
((%+ p+ Π)|u|2 + 3(p+ Π− p¯− Π¯)) dx,
which is our desired result. 
Next we note a crucial a-priori bound for the quantity Q:
Lemma 3.6. Suppose (%, n,Π,u) is a smooth, admissible solution. Let E = E(0) be positive.
Then Q satisfies the a-priori bounds
Q(t)2 ≤ R(t)2(2(E + bR3)− T )T (3.13)
and
|Q(t)| ≤ R(t) (E + bR(t)3) (3.14)
where b = 4pi%¯/3.
Proof. For brevity, we write Q(t) = Q,R(t) = R etc. We estimate, using the inequality
ab ≤ (/2)a2 + b2/(2), where  > 0, and the energy inequalities %+ p+ Π ≥ 0, |p+ Π| ≤ %
|Q| ≤ R
∫
BR
|u||
√
1 + u2|(%+ p+ Π) dx
≤ R
(

2
∫
BR
|u|2(%+ p+ Π) dx+ 1
2
∫
BR
(1 + |u|2)(%+ p+ Π) dx
)
≤ R
(

2
∫
BR
|u|2(%+ p+ Π) dx+ 1
2
∫
BR
|u|2(%+ p+ Π) dx+ 2
2
∫
BR
% dx
)
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= R
[
1
2
T +
1

(
E + 4pi/3%¯R3 − T
2
)]
,
an inequality holding for all  > 0. Denoting the right-hand-side of this inequality by Rf(),
we observe that f()→∞ as →∞. Note first E + 4pi/3%¯R3 − T/2 = T/2 + ∫
BR
% dx ≥ 0.
Assuming for the moment that this quantity is > 0, we get that f() → ∞ as  → 0+.
We can therefore minimize f() by determining the global minimum by setting 0 = f ′() =
T/2− (E + bR3 − T/2)−2. A computation yields
min
>0
f() =
√
[2(E + bR3)− T ]T ,
yielding the inequality (3.13). If E + 4pi/3%¯R3 − T/2 = 0, we can send  → 0+ to obtain
Q = 0, hence (3.13) holds in this case as well.
To obtain (3.14), we set  = 1. 
Lemma 3.7. Let E = E(0) be positive. Suppose that Q : [0, T1) → R, defined by (3.12),
satisfies the differential inequality
Q˙ ≥ E + bR3 −
√
(E + bR3)2 − Q
2
R2
− kR3 (3.15)
with constants b, k > 0 and R(t) = R0 + ct with c < 1. Assume that there exists a R¯ > R0
such that the following holds:
A2 + 2B −B2 > 0,
A+B < 1,
z0 :=
A(1−B) +√A2 + 2B −B2
A2 + 1
< 1,
(3.16)
with
A = c
(
1 +
3bR¯3
E + bR¯3
)
, B =
kR¯3
E + bR¯3
.
Assume moreover ∫ 1
1
2
+
z0
2
dz
1−√1− z2 − Az −B < log
(
R¯
R0
)
(3.17)
and
Q(0)
R0(E + bR30)
>
z0
2
+
1
2
. (3.18)
Then Q is necessarily defined on a finite interval [0, T1) with T1 < (R¯ − R0)/c < ∞ and
cannot be extended smoothly past beyond that time as a function satisfying (3.15).
Proof. Define
z(t) =
Q
R(E + bR3)
.
Using the differential inequality for Q, we obtain the following differential inequality for z:
z˙ ≥ 1
R
[
1−
√
1− z2 − cz
(
1 +
3bR3
E + bR3
)
− kR
3
E + bR3
]
.
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Noting that R→ R3/(E + bR3) is monotone increasing in R, this implies
z˙ ≥ h(z)
R0 + ct
. (3.19)
on the interval [0, (R¯−R0)/c], where
h(z) = 1−
√
1− z2 − Az −B.
Note that due to our assumptions, h(1) > 0, h(z0) = 0 and h(z) > 0 for z0 < z ≤ 1. Dividing
(3.19) by h(z) and using 1
2
(z0 + 1) < z(0) ≤ z(t) ≤ 1 (see (3.14)), we obtain after integrating∫ 1
1
2
(z0+1)
dz
h(z)
≥
∫ z(t)
z(0)
dz
h(z)
≥ log
(
R(t)
R0
)
.
This implies via (3.17)
log
(
R¯
R0
)
> log
(
R(t)
R0
)
,
a contradiction if Q can be smoothly continued past T¯1. 
Lemma 3.8. Let the assumptions of Lemma 3.7 hold and %˚, n˚, Π˚ be such that
%˚ > |p+ Π˚|
and suppose u1 is a smooth velocity field supported in BR0 such that∫
BR0
x · u1|u1|(%+ p+ Π) dx > R0 (c+ 1)
2
2(c2 + 1)
∫
BR0
|u1|2(%+ p+ Π) dx. (3.20)
Then for u˚ = σu1, (3.16)-(3.18) are satisfied for sufficiently large σ > 0.
Proof. First pick a µ > 1 such that∫ 1
(c+1)2
2(c2+1)
dz
1−√1− z2 − cz < log µ
holds. The choice of µ only depends on c < 1. We set R¯ = µR0 and take u˚ = σu1 and we
will show that the conditions (3.16)–(3.18) are satisfied for large σ > 0. To see this, first
note that as σ →∞
E = σ2
∫
BR0
|u1|2(%˚+ p˚+ Π˚) dx+
∫
BR0
(%˚− %¯) dx→∞
and hence
A = c
(
1 +
3bµ3R30
E + bµ3R30
)
→ c, B = kµ
3R30
E + bµR30
→ 0, z0 → 2c
c2 + 1
.
This means that (3.16) and (3.17) are satisfied for large σ. It remains to verify (3.18):
Q(0)
R0(E + bR30)
=
∫
BR0
x · u1
√
σ−2 + |u1|2(%+ p+ Π) dx
R0
(∫
BR0
|u1|2(%+ p+ Π) dx+ σ−2
∫
BR0
% dx
)
→
∫
BR0
x · u1|u1|(%+ p+ Π) dx
R0
∫
BR0
|u1|2(%+ p+ Π) dx as σ →∞
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whereas
1
2
(z0 + 1)→ (c+ 1)
2
2(c2 + 1)
and hence (3.18) holds for large enough σ > 0 because of (3.20). 
We are now ready to establish Theorem 3.1.
Proof of Theorem 3.1: Suppose that (%, n,Π,u) is a smooth admissible solution. From
Lemma 3.5 we have
Q˙ = I¨ =
∫
BR(t)
((%+ p+ Π)|u|2 + 3(p+ Π− p¯− Π¯)) dx
≥
∫
BR(t)
(%+ p+ Π)|u|2 dx− 3
∫
BR(t)
|Π| dx− 3
∫
BR(t)
p¯ dx
where we have used p ≥ 0 and Π¯ = 0. Using Lemma 3.4 to estimate |Π|, we get
Q˙ ≥ T − 4pi
3
(‖Π˚‖∞ + 3A¯+ p¯)R3. (3.21)
On the other hand, by (3.13),
Q2
R2
≤ [2(E + bR3)− T ]T
and hence
T ≥ (E + bR3)−
√
(E + bR3)2 − Q
2
R2
.
Combining this with (3.21), we get
Q˙ ≥ (E + bR3)−
√
(E + bR3)2 − Q
2
R2
− 4pi
3
(‖Π˚‖∞ + 3A¯+ p¯)R3
i.e. a differential inequality of the form studied in Lemmas 3.7, 3.8. Applying these Lemmas,
we finish the proof of the breakdown statement of our Theorem.
It remains to be shown that there is a nonempty set of smooth u1 for which (3.1) holds.
It is clear that we may take a field of the form
u1 =
{
x/|x| |x| ∈ [R0 − `, R0]
0 |x| /∈ [R0 − `, R0]
for 0 < ` < R0 and then perform a cut-off and smooth the field out so that it has compact
support in BR0 . A calculation yields∫
BR0
x · u1|u1|(%+ p+ Π) dx
R0
∫
BR0
|u1|2(%+ p+ Π) dx =
∫ R0
R0−` r
∫
∂Br
(%+ p+ Π) dS dr
R0
∫ R0
R0−`
∫
∂Br
(%+ p+ Π) dS dr
→
R0
∫
∂BR0
(%+ p+ Π) dS
R0
∫
∂BR0
(%+ p+ Π) dS
= 1
as `→ 0+. Since (c+ 1)2/(2(c2 + 1)) < 1, by choosing ` > 0 small in the definition of u1, we
may satisfy (3.1). Note that small perturbations of u1 in L
∞-norm are allowed, hence the
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velocity field does need to be radially symmetric. 
We are now ready to prove our main results.
Proof of Theorem 2.11: We consider the initial data constructed in Theorem 3.1. The
existence of a unique admissible solution defined for some T > 0 and satisfying 1) and 2)
follows from the local well-posedness and causality established in [6]. Invoking Theorem 3.1
we conclude 3). 
Proof of Theorem 2.12: This follows at once from the constructions in the proof of Theorem
3.1 (see Remark 3.2). 
Proof of Theorem 2.13: In Theorem 3.1, take ζ = 0 and Π˚ = 0. By uniqueness, we conclude
that the corresponding solution to the Mu¨ller-Israel-Stewart equations is also a solution to
the relativistic Euler equations. 
4. Riemann invariants
We consider the fluid equations in 1 + 1-dimensional Minkowski spacetime:
uµ∇µ%+ (%+ q)∇µuµ = 0,
(%+ q)uµ∇µuν + Πνµ∇µq = 0,
uµ∇µq + c2(%+ q)∇µuµ + f = 0
(4.1)
where we have written q = Π + p, f = τ−10 (Π + λΠ
2) and
c2 := ∂%p+
ζ
τ0(%+ q)
. (4.2)
Note also that −1 = uµuµ = −(u0)2 + (u1)2. In this Section we assume that p, ζ, τ0 depend
only on %, i.e. p = p(%). We can then take %, u, and q as primary variables.
In 1 + 1 spacetime, a standard approach to prove the existence of shocks is to diagonalize
the principal part of the system by using Riemann invariants. We will show that Riemann
invariants do not exist for (4.1), except possibly when a very special relation holds.
After dividing the second equation of (4.1) by (u0)2, equations (4.1) can be written in the
form
A0∂0Ψ +A1∂1Ψ + B = 0 (4.3)
where Ψ =
(
% u1 q
)T
and
A0 =
u0 (%+q)u
1
u0
0
0 %+q
u0
u1
u0
0 c
2(%+q)u1
u0
u0
 , A1 =
u1 %+ q 00 (%+q)u1
(u0)2
1
0 c2(%+ q) u1
 , B =
00
f
 .
The standard strategy to diagonalize the principal part of (4.3) is to show that
• the left eigenvectors {lA(Ψ)}A=1,2,3 of (A0(Ψ))−1A1(Ψ) are linearly independent
• there exist functions ΛA = ΛA(Ψ), αA = αA(Ψ) such that
ΛA(Ψ)lA(Ψ) = ∇αA(Ψ) (4.4)
where ∇ denotes the gradient with respect to Ψ.
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We check at once that (A0(Ψ))−1 exists. The eigenvalues and corresponding eigenvectors of
(A0(Ψ))−1A1(Ψ) are found to be, respectively,
λ1 =
u1
u0
, λ2 =
u1 + cu0
cu1 + u0
, λ3 =
−u1 + cu0
cu1 − u0 ,
l1 =
(−c2 0 1)T ,
l2 =
(
0 (%+q)c
u0
1
)T
,
l3 =
(
0 − (%+q)c
u0
1
)T
.
Theorem 4.1. A necessary condition for the existence of Riemann invariants for the system
(4.1) is that p(%) = constant.
Remark 4.2. The condition p(%) = constant will not hold for most physical systems under
natural assumptions. Thus, we can say that in general Riemann invariants do not exist for
the system (4.1).
Proof. We will show that the existence of Riemann invariants implies
1
2
ζ
τ0(%+ q)
+
∂p
∂%
= 0. (4.5)
Multiplying (4.5) by p+ q and differentiating with respect to q gives ∂%p = 0.
Consider l2, which we abbreviate as l = l2 =
(
0 h 1
)T
. We also abbreviate Λ2 = Λ.
According to (4.4), we have curl(Λl) = 0, which gives:
∂Λ
∂Ψ2
− h ∂Λ
∂Ψ3
− Λ ∂h
∂Ψ3
= 0,
− ∂Λ
∂Ψ1
= 0,
∂Λ
∂Ψ1
h+ Λ
∂h
∂Ψ3
= 0.
(4.6)
The second equation in (4.6) implies that Λ is independent of Ψ1. The third equation then
implies that h is independent of Ψ3. Computing ∂Ψ3h = ∂qh and setting it equal to zero
implies
∂c
∂q
= − c
%+ q
.
Computing ∂qc from (4.2) and setting both expressions equal to each other gives (4.5). 
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