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1. Introduction
In this paper we look for examples of unbounded Jacobi matrices with sev-
eral gaps in the essential spectrum. Let 20 = 
2
0(N) be the space of sequences
{fk}∞1 with a ﬁnite number of nonzero coordinates. For given real sequences
{ak}∞1 and {bk}∞1 the Jacobi operator J 0 acts in 20 by the formula
(J 0 f)k = ak−1fk−1 + bkfk + akfk+1 (1.1)
where k = 1, 2, . . . and a0 = f0 = 0. The ak’s and bk’s are called the weights
and diagonal terms, respectively.
In what follows we deal with positive sequences {ak}∞1 . By Carleman’s







The above mentioned aim of ﬁnding an example of unbounded Jacobi
operator J such that R\σess(J ) consists of the union of several intervals
could have been solved by using a general theorem of Stone. This theorem
asserts that for a ﬁnite Borel measure μ on R one can ﬁnd sequences {ak}∞1
and {bk}∞1 (expressed in terms of some moments of μ) such that the operator
of multiplication by x in L2(μ) is unitarily equivalent to the Jacobi operator
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associated to these sequences by (1.1) [23]. Therefore, one can easily prove
the existence of unbounded Jacobi operators with arbitrary many gaps. How-
ever, we want to ﬁnd explicit examples of {ak}∞1 and {bk}∞1 which deﬁne J
with a few gaps in its essential spectrum.
The construction given below uses the Gilbert–Pearson subordination
theory of Jacobi matrices [14] combined with the asymptotic analysis of for-
mal solutions (generalized eigenvectors) of the system
an−1un−1 + bnun + anun+1 = λun (1.2)
where n = 2, 3, . . . and λ ∈ R. One can rewrite (1.2) in the standard form
un+1 = Bn(λ)un (1.3)













The matrix Bn(λ) is called the “transfer matrix” and will be used below in
our analysis of generalized eigenvectors.
It is well known that bounded Jacobi matrices with almost periodic
entries have inﬁnitely many gaps in the essential spectrum (in the generic
case) [22]. We do not know any paper with similar results in the case of
unbounded Jacobi matrices. However, we could expect that these results hold
true for them. This is not our aim here because we want to keep control on
the form of gaps in the essential spectrum in terms of some parameters which
appear in the entries of Jacobi matrices we shall construct below. Moreover,
this control might allow to construct examples of unbounded Jacobi matrices
with a few so called “mobility edges”. In the case of one gap such a con-
struction has been done in our recent work [13]. Finally, we should mention
a recent paper of Christiansen et al. [4] concerning ﬁnite gap bounded Jacobi
matrices which describes the so called “isospectral torus”.
Recall that to our best knowledge almost all explicit examples of
unbounded Jacobi matrices considered in the last 30 years had essential spec-
tra either empty or equal to the whole real line or a half line. Only several
years ago appeared the ﬁrst explicit examples of unbounded Jacobi matrices
with one gap in the essential spectrum. These examples are given by the
following expressions:
an = nα + cn,
bn ≡ 0,
where α ∈ (0, 1] and {cn} is a periodic sequencce of period two with c1−c2 =
0. It turns out that the Jacobi operator J 1 deﬁned by these sequences has
σess(J 1) = σac(J 1) = (−∞,−|c1 − c2|] ∪ [|c1 − c2|,+∞),
see [6,8,12,17]. Below we shall try to explain the origin of this phenomena
from a general point of view.
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It turns out that a similar strategy (local periodicity) is also crucial
for the formation of gaps in the essential spectrum of the unbounded Jacobi
matrices considered in the present work. In particular the characteristic poly-
nomial p(λ) [see (3.1)] resemble but is different from the one of bounded
Jacobi matrices. By choosing (locally) the entries an as suitable powers of a
small parameter ε, it is proved that the absolutely continuous spectrum E
of J consists of exactly N disjoint intervals. However, this E is not the same
as the corresponding one in the case of bounded periodic Jacobi matrices.
In particular, the calculations in the last section show that we can construct
examples with an arbitrary number of gaps in σess(J). Note that the essential
spectrum of J does not coincide with the absolutely continuous one of the
corresponding periodic Jacobi matrix. Hence the results on the existence of
gaps do not follow from the classical theory of periodic Jacobi matrices.
In this paper we concentrate on explicit examples of unbounded Jacobi
matrices with ﬁnitely many (arbitrary many) intervals of absolutely continu-
ous spectrum. However, in our examples the essential spectrum is bounded.
The alternate case of ﬁnitely many bounded gaps in the essential spectrum
will be considered in a separate paper by using a different technique.
The paper is organized as follows. In Sect. 2.1 we present the main
idea of the construction in the simplest case of one gap, through analyzed
in the above mentioned papers from an essentially different point of view.
In Sect. 2.2 we describe the explicit construction of examples of unbounded
Jacobi matrices with ﬁnitely many gaps. Its generalization via perturbation
theory is considered in Sect. 2.3. The next Sect. 3 deals with the detailed
analysis of the case of an arbitrary even “period” N [see (2.1)]. Calculation
of the absolutely continuous spectrum of the constructed Jacobi operator (for
general even N) is given in Sect. 5. Moreover, the nondegeneracy of the gaps
structure is shown there. Finally, the asymptotics of the discrete spectrum is
under consideration in Sect. 4.
2. Construction of Explicit Examples with Several Gaps
2.1. Heuristics
The idea of the construction of an unbounded Jacobi matrix J with several
gaps in σess(J ) is based on the following heuristic reasoning.
Take a family of inﬁnite Jacobi matrices (for simplicity all with zero
diagonal, bn ≡ 0) and periodic with respect to some parameters. The essen-
tial spectrum of any member of the family consists of a ﬁnite union of intervals
which are symmetric with respect to zero
(−xM ,−yM ) ∪ · · · ∪ (−x1,−y1) ∪ (y1, x1) ∪ · · · ∪ (yM , xM ),
for an integer M . We choose some parameters of these Jacobi matrices in
such a way that the “internal” intervals
(−xM−1,−yM−1), . . . , (yM−1, xM−1)
are almost ﬁxed, and try to choose other parameters tending to inﬁnity, with
(−xM ,−yM ), (yM , xM ), tending to −∞, +∞ respectively. Next we construct
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an unbounded Jacobi matrix J (with bn ≡ 0) which looks similar (locally in
index n) to the above ones from the family (but surely not a periodic one).
Moreover, each copy of our periodic family appears “approximately” within
the matrix J on some (eventually extended) sequence of matrix elements
of index n. Additionally we shall try to choose the parameters smoothly or
rather adiabatically to be able to track the asymptotics of solutions of (1.2)
and therefore to control the a.c. spectrum. These heuristic arguments will be
made precise below.
The One Gap Case
We illustrate the above idea in the one gap case, which was ﬁrst found in
[17]. However, the reasoning given in [17] was completely different. Let J p
be the periodic Jacobi matrix given by bn ≡ 0 and
a2n−1 = w1, a2n = w2, w1 > w2 > 0.






















Two bands of σac(J p) are given by
{λ | |tr(B2B1| ≤ 2},
see [24]. It is easy to check that σac(J p) is the union of two intervals
[−(w1 + w2),−(w1 − w2)] ∪ [w1 − w2, w1 + w2].
We may keep w1 − w2 equal to a ﬁxed positive constant c but with w1 + w2
tending to +∞. For example we can choose
w1 = nα + c1, α ∈ (0, 1], w2 = nα + c2, c = |c1 − c2|.
In this way we obtain a 2-periodic perturbation of the Jacobi matrix with
weights an = nα and zero diagonal which was studied in [5,6,8,12,17,21].
Below we shall exploit a similar idea in the construction of our example.
2.2. Basic Examples
According to the above heuristics we deﬁne basic examples of Jacobi matrices
as follows.
Definition 1 (J (α)). Let z1, . . . , zN be N positive numbers and α ∈ (0, 1].
The Jacobi matrix J (α) is deﬁned by zero diagonal and weights
al(N+2)+k =
{
(l + 1)α, if k = 1, 2, l = 0, 1, . . .
zk−2, if k = 3, 4, . . . , N + 2, l = 0, 1, . . .
(2.1)
Remark. We must assume that all zi = 0, otherwise J (α) = ⊕Ms, for some
ﬁnite Jacobi matrices Ms.
One can prove that for N = 4 the spectral picture of J (α) has the
following form (in the generic case) (Fig. 1).
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Figure 1. Spectrum of J (α) for N = 4
Here
σac(J (α)) = −I2 ∪ −I1 ∪ I1 ∪ I2
with known intervals I1, I2 and some eigenvalues of J (α) denoted by × which
tend to ∓∞. This last assertion is obvious because J (α) is an unbounded
Jacobi matrix.
The above choice of the position of the weights lα in the l-th block,
l = 1, 2, . . .:
(lα, lα, z1, . . . , zN )
could surely be different but deﬁnitively not arbitrary. For another example
with the l-th block of weights given by
(lα, z1, . . . , zN , lα)
we obtain a similar spectral picture. What is essential for both examples is
that the norm of B(N+2)l+3(λ)B(N+2)l+2(λ)B(N+2)l+1(λ) remains bounded
and smooth in l, as l → ∞. However, ‖B(N+2)l+2(λ)B(N+2)l+1(λ)‖ → ∞, as
l → ∞.
In Sect. 5 we shall prove that indeed the spectral picture of J (α)
(described above for N = 4) looks similar for general N .
Theorem 2. If J (α) is the Jacobi operator defined by (2.1), then
σac (J (α)) ⊃ E¯
where E, defined by (2.5), is a finite collection of intervals filled by purely
absolutely continuous spectrum of local multiplicity one a.e. with respect to
the Lebesgue measure.
Proof. It turns out that the spectral analysis of J (α) can be based on the
asymptotic behaviour of generalized eigenvectors corresponding to all λ which
do not belong to ∪Ni=1∂Ii, where ∂Ii is the boundary of Ii. Due to the irregu-
lar behaviour (jumps) of products of transfer matrices within blocks we shall
study the products over the whole blocks, see [10]. These products behave
regularly with respect to the indices s of blocks. Using (1.3) we have
u(N+2)s+1 = B(N+2)s(λ) · · ·B(N+2)(s−1)+1(λ)u(N+2)(s−1)+1. (2.2)
We want to ﬁnd the asymptotic behaviour of u(N+2)s+1 as s → +∞. By
definition of the weights in the s-th block we have
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If M(λ) denotes the product of the ﬁrst (N − 1) matrices to the left of C,


















Note that A(λ), B(λ) does not depend on s and B(λ) is not the monodromy
matrix generated by the periodic sequence z1, . . . , zN .
Next we observe that












If discA := (trA)2 − 4 detA denotes the discriminant of a 2 × 2 matrix A,
then




Notation (elliptic part). We denote
E := {λ ∈ R | |trA(λ)| < 2}. (2.5)
Below we shall describe some properties of the function λ → trA(λ).
Now we only note that trA(λ) is a polynomial in λ of degree N . Therefore,
each of the equations trA(λ) = ±2 has at most N solutions. It follows that
E consists of at most N intervals.
If λ ∈ E then, for some s0,
disc[A(λ) + s−2αB(λ)] < 0 for any s ≥ s0.
Consequently, the product in (2.3) is an elliptic matrix for any s ≥ s0. Thus,





λ (s) for s  1,
with
∣∣∣μ(i)λ (s)
∣∣∣ = 1, i = 1, 2 and μ(2)λ (s) = μ
(1)
λ (s).





ys−1, ys := u(N+2)s+1, s = 2, 3, . . .
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The above properties of the matrices A(λ) + s−2αB(λ) allow to apply [19,









λ (r) (fk + o(1)), k = 1, 2, (2.6)
where fk are the eigenvectors of A(λ). By definition of the weights and by
direct computation we also obtain the asymptotic behaviour of bases of solu-












+ (s + 1)−α
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0 0












































Combining (2.6), (2.7), (2.8), (2.9), (2.10) and (2.11) we see that the system
(1.2) has no subordinated solutions for λ ∈ E [see (2.5)]. This completes the
proof. 
Notation (hyperbolic part). Now we turn to the remaining case of
S := {λ ∈ R | |trA(λ)| > 2}. (2.12)
It happens that in this case we again can ﬁnd the asymptotic behaviour
of generalized eigenvectors for λ ∈ S. This hyperbolic asymptotics will allow
us to prove that the spectrum of J (α) in S is pure point. In order to prove
its discreteness we assume that α ∈ (12 , 1). This restriction is not necessary.
The results (we prove below) hold true for any α ∈ (0, 1] but their proofs are
less elementary.
Theorem 3. The spectrum of J (α) in S is discrete.
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ys−1, λ ∈ S, s = 2, 3, . . .
By diagonalization of A(λ) we can write A(λ) = V (λ)D(λ)V (λ)−1 with D(λ)





zs−1, s = 2, 3, . . . (2.13)
where B1(λ) = V −1(λ)B(λ)V (λ). All functions V (λ), V (λ)−1, D(λ) of λ can
be chosen continuous [8].
Fix a bounded interval I ⊂ S. Since α > 12 we can apply a uniform ver-
sion of the Benzaid–Lutz result [19, Theorem 3.2] and obtain a basis φ(k)n (λ)




































> 2 is similar. It follows that

















This can be easily seen, by repeating the reasoning given in the proofs of
(2.7), (2.8), (2.9), (2.10) and (2.11). In particular, the “eigenvalue equation”
(1.2) has a nontrivial subordinated solution.
Consequently, S ∩ σac (J (α)) = Ø and so E ⊂ σac (J (α)) ⊂ E¯ (by
Theorem 2). The subordination theory shows that σsc (J (α)) is empty [15].
Therefore, S contains only eigenvalues of J (α). Using [19, Lemma 4.2] for a
given n ≥ N0 and any ε > 0 one can ﬁnd δ > 0 such that
|λ − μ| < δ
λ, μ ∈ I
}
=⇒ ‖φ(1)n (λ) − φ(1)n (μ)‖ < ε. (2.16)
Now we can repeat the argument of the proof of [19, Theorem 5.3]. Although
this argument was given for a particular class of Jacobi matrices it can be
applied in general situations. To prove discreteness of σ (J (α)) in S assume
that there exists a sequence of distinct eigenvalues {m} of J (α) which accu-
mulates at  ∈ S. Altogether (2.14) provides a uniform tails estimate, and




This allows to repeat the reasoning given in [19, p. 184].
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Indeed, by orthogonality of the eigenvectors {φ(1)n (s)} of J (α) (for













The last equality can be easily veriﬁed by using (2.14) and (2.16). Therefore,
φ
(1)
n () = 0, and this contradiction completes the proof of Theorem 3). 
2.3. Generalization
Slight perturbations of the above examples allow to obtain a class of
unbounded Jacobi matrices with the same spectral picture as before.
Notation. D1 denotes the space of bounded variation sequences.
Definition 4 (J˜ (α)). The Jacobi matrix J˜ (α) is deﬁned by zero diagonal and
by the new weights
a˜l(N+2)+k =
{
(l + 1)α + ck(l), if k = 1, 2, l = 0, 1, . . .
zk−2 + tk(l), if k = 3, . . . , N + 2, l = 0, 1, . . .
(2.17)
submitted to the following two assumptions:
{tk(l)}l≥0 ∈ 2 ∩ D1, k = 3, 4, . . . , N + 2. (2.18)
{c1(l)/lα}l≥0 & {c2(l)/lα}l≥0 ∈ 2 ∩ D1. (2.19)
Remark. Note that (2.19) allows unbounded sequences {c1(l)} and {c2(l)}.
By repeating the computations leading to (2.4) we ﬁnd





















− zN+tN (l)lα+c1(l) λlα+c1(l)
)
.





















{‖Rsl(λ)‖}l≥0 ∈ 1, s = 2, . . . , N.
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Using (2.21) and distributive rule in (2.20) we can rewrite the product of the




CN . . . Cr+1Wrl(λ)Cr−1 . . . C2 + Rl(1)(λ),
with {‖R(1)l (λ)‖}l≥0 ∈ 1. Since {Wrl(λ)}l≥0 ∈ 2 ∩ D1 the above product
has the form:
M(λ) + Tl(λ) + R
(1)
l (λ), (2.22)
where {Tl(λ)}l≥0 ∈ 2 ∩ D1.
In turn, due to (2.19) the product of the three last matrices of the right
side of (2.20) can be written















0 (c2(l) − c1(l))l−α
z21tN (l−1)−zN tN (l)
z12
+ zN (c2(l)−c1(l)z1l−α 0
⎞
⎠,
{‖R(2)l (λ)‖}l≥0 ∈ 1.
Combining (2.22) and (2.23) we rewrite the right hand side of (2.20) as




A(λ) = M(λ)DN (λ),
{Sl(λ)}l≥0 ∈ 2 ∩ D1,
{‖R(3)l (λ)‖}l≥0 ∈ 1.
By repeating the proofs of Theorems 2 and 3 we obtain
Theorem 5. Let J˜(α) be the Jacobi operator defined by the weights (2.17)
submitted to conditions (2.18) and (2.19) with α > 1/2. Then the statements
of Theorems 2 and 3 remain valid for J˜(α).
Proof (sketch). We ﬁrst note that due to the definitions of Rsl(λ), Tl(λ),M(λ)
and (2.24) the error terms R(1)l (λ) and R
(2)
l (λ) are continuous functions of
λ. Moreover, both R(1)l (λ) and R
(2)
l (λ) have uniform tail estimates, i.e. for






‖R(s)l (λ)‖ < ε, s = 1, 2.
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Consequently, R(3)l (λ) satisﬁes similar tail estimates. Remember that A(λ)
and Sl(λ) are also continuous functions of λ (to be more precise they are
polynomials in λ).
Using a uniform Levinson type theorem (see [19] for the case of uniform
1 perturbations and [20] for the case of uniform D1 ones) one can easily
complete the proof of the analogues of Theorems 2 and 3. 
Remark. By adding a nonzero main diagonal {bk} ∈ 2 ∩ D1 one obtains a
still larger class of Jacobi matrices with the same spectral picture as J (α).
This surely introduces a compact perturbation of the Jacobi operator and by
Weyl’s theorem it preserves the essential spectrum, but our goal is to preserve
σac(J (α)).
3. Analysis of Particular Examples
One of the aims of particular examples analysis is to verify the nondegeneracy
of arbitrary many gaps in the essential spectrum.
Properties of the Characteristic Polynomial
We shall discuss some properties of the polynomial p(λ) := trA(λ) which will
be useful below.











, k = 1, . . . , N
where z0 := zN . In what follows we assume that N is an even number and
all zj are positive (without loss of generality). We have





Lemma 3.1. Let N be an even number. Then the coefficients ck of the char-
acteristic polynomial p(λ) := trA(λ) satisfy:
(i) c2m+1 = 0, for m = 0, 1, 2, . . .
(ii) The sign of c2m coincides with −(−1)N−2m2 .
Proof. We pick up the ﬁrst n1 antidiagonal terms Ai (i = N, . . . , N −n1+1).
After that in the next to the right matrix we take only the term λBN−n1 . The
same procedure can be repeated, i.e., we pick up the next n2 antidiagonal
matrices As (s = N − n1 − 1, . . . , N − n1 − n2), etc.
Totally, we get a sequence n1, n2, . . . , nk+1, 0 ≤ ns ≤ N such that∑k+1
s=1 ns = N − k. Observe that all the traces
tr (AN · · ·AN−n1+1BN−n1 · · · ) = 0,
provided that k is odd. This is clear because then N−k is an odd number and
therefore the above product AN · · ·AN−n1+1BN−n1 · · · has an odd number
of anti-diagonal matrices As and a certain number of diagonal matrices Br.
Hence the whole product gives an anti-diagonal matrix (therefore with zero
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trace). Moreover, in all nonzero terms tr (AN · · ·AN−n1+1BN−n1 · · · ) all the
numbers n1, n2, . . . , nk+1 must be even. Indeed, this fact is a consequence of
the following elementary matrix algebra. First note that due to the invari-
ance of the trace with respect to the cyclic permutations one can reduce
the proof to the case that n1 should be even. Assume for a moment that
n1 is an odd number. Then the ﬁrst to the left product of n1 anti-diagonal
matrices AN · · ·AN−n1+1 is again an anti-diagonal matrix. The next term





with one nonzero entry in the right lower cor-
ner. The remaining product of matrices contains k − 1 diagonal matrices Bs
and N − n1 − k anti-diagonal matrices As. Since the numbers N and k are
even and n1 is odd, so N −n1−k is odd, and therefore the remaining product
must also contain an odd number nr of matrices Ai’s. We can assume that
the remaining product begins from the left with an anti-diagonal matrix. In
fact, all diagonal factors at the left of the remaining product multiplied by





. Therefore, the whole




















































This contradiction proves that n1 is even. A more detailed analysis of the
product of ni anti-diagonal As shows that it is a positive diagonal matrix






, αs > 0, βs < 0.
Since all Bs have non-negative entries, the sign of ck (for even k) coincides
with
−(−1)n12 +···+ nk2 = −(−1)N−k2 .
Therefore, the signs of c0, c2, . . . , cN form an alternating sequence. In partic-
ular, the sign of c0 is equal to −(−1)N2 . The proof is complete. 
Remark 3.2. Note that vanishing of c2m+1 is not surprising, due to the sym-
metry λ → −λ of σ (J (α)) with vanishing main diagonal of J (α).
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Remark 3.3. Let N = 2M . Denote μ := λ2. Then
P (μ) := p(
√
μ) = c2MμM + · · · + c2μ + c0,
with alternating signs of the coefﬁcients. Observe that
c2M = − 2
zNzN−1 . . . z1
and so c2M = 0.
4. Asymptotics of the Discrete Spectrum at Infinity
In this section we shall ﬁnd asymptotic formulae for the eigenvalues of J (α)
at ±∞. More precisely, we shall compute the main terms of these formu-
lae (modulo bounded corrections). In recent years appeared several papers
devoted to the asymptotic behaviour of the eigenvalues of unbounded, self-
adjoint Jacobi matrices [3,7,11,16,25]. However, the results found in these
works do no apply to J (α). Therefore, we have decided to include asymptotic
formulas for the eigenvalues of J (α), although they are not the main concern
of this work.
The idea of computing approximate values of σp (J (α)) (for sufﬁciently
large eigenvalues) is based on the following decomposition
J (α) = J 1 +J 2
where J 1, J 2 are Jacobi matrices and the weights of J 1 are obtained from
the weights of J (α) by replacing all zi (i = 1, . . . , N) by zeros whereas the
weights of J 2 are deﬁned by replacing all terms (kα, kα) (k = 1, 2, . . .) by




(Mk ⊕ 0N ), (4.1)













(02 ⊕ Lk), (4.2)
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where
Lk := L :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 z1 0 0 . . . . . . 0
z1 0 z2 0 . . . . . . 0
0 z2 0 z3 . . . . . . 0
...
. . . . . . . . . . . . . . .
...
. . . . . . . . . . . . . . . . . . 0
. . . . . . . . . . . . zN−1 0 zN




Well known elementary estimates and (4.2) show that
‖J 2‖ ≤ 2max
i
|zi| · cos π
N + 1
and
σess(J 2) = {0} ∪ σ(L).
Applying [2, Theorem 4, Chap. 9, Sec. 4, p. 219] we have
σess (J (α)) ⊂ [−‖J 2‖, ‖J 2‖] = [−‖L‖, ‖L‖]. (4.3)
In what follows we shall consider σp (J (α)) outside the interval [−‖L‖, ‖L‖].
Since the spectrum of J (α) outside this interval is discrete and symmetric
with respect to zero (bn ≡ 0) it accumulates at ∓∞.
Denote ‖L‖ = a, and take a large number M  a. For a self-adjoint
operator T , let ΠT (α, β) be the number of eigenvalues of T in the interval
(α, β).
At this point we use standard arguments of perturbation theory. Namely
applying [2, Lemma 3, Chap. 9, Sec. 4, p. 218] twice (with A = J 1, V = J 2
or A = J (α), V = −J 2, respectively) we have the inequalities
































as M → +∞. Combining (4.4), (4.5) and (4.6) we have






+ rM , (4.7)






, as M → +∞. Let
1 + a < λ1 (J (α)) < λ2 (J (α)) < · · ·
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be the sequence of all eigenvalues of J (α) greater than a + 1. The above
reasoning and formula (4.7) prove
Theorem 6. The large n asymptotic behaviour of λn (J (α)) is given by
λn (J (α)) =
√
2nα (1 + O(1)). (4.8)
Open Problems. Two open problems about σp (J (α)).
(i) We expect that there is no concentration of σp (J (α)) to the right and
left of σess (J (α)).
(ii) Is σp (J (α)) in the “interior” gaps finite?
5. Approximate Lengths of Bands (N Even)
In this section we consider the Jacobi matrix J (α) associated to a particu-
lar sequence z1, . . . , zN (all are powers εγs of a small positive parameter ε)
which will allow to compute the small ε asymptotics of the lengths of the
bands of E. This choice of the zs will also allow to give sufﬁcient conditions
(in terms of the above exponents γs) for E being exactly the union of N
disjoint intervals.
Most of the proofs will be sketchy in order to avoid lengthy but straight-
forward calculations.
Definition 7 (J ε(α)). Let ε be a positive number. We denote J ε(α) the
Jacobi matrix J (α) associated to a sequence z1 = εγ1 , . . . , zN = εγN with
γ1 < · · · < γN .
Lemma 8. Assuming that the sequence {γk} is convex, the coefficients c2k
(see (3.1)) admit the following asymptotics, as ε → 0:
c2k ∼ −(−1)N2 −k(zNzN−1 · · · zN−2k+1)−1Φ(k), (5.1)
where
Φ(k) :=
zN−2k−1zN−2k−3 . . . z1
zN−2kzN−2k−2 . . . z2
.







Xn1 . . . Xnk
⎞
⎟⎟⎠
for a suitable choice of matrices Xi shows that the dominant term among all
components of the above traces is given by
tr(BNBN−1 · · ·BN−2k+1AN−2k · · ·A2A1) (5.2)
for sufﬁciently small ε. This fact can be easily veriﬁed using the convexity of
the sequence {γs}. Using our choice of zs = εγs and (5.2) we ﬁnd
c2k ∼ ±(−1)kε−Δk , as ε → 0, (5.3)
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where
Δk := γN + γN−1 + · · · + γN−2k+1
+(γN−2k − γN−2k−1) + · · · + (γ2 − γ1) for k = 1, . . . , N2 , (5.4)
Δ0 := γN − γN−1 + γN−2 − γN−3 + · · · + γ2 − γ1,
with γ0 := 0. Thus,
Δs+1 − Δs = 2γN−2s−1, s ≥ 1. (5.5)
Note that the Δs are positive and increasing. It follows that
Δs+1 − Δs = 2γN−2s−1 < 2γN−2s+1 = Δs − Δs−1, (5.6)
i.e., the sequence {Δs} is concave. 
Below we shall ﬁnd approximate roots μ−s (respectively μ+s) of the
equation P (μ) = −2 (respectively P (μ) = 2), s = 1, . . . , N = 2M . Since
c2M = − 2
zNzN−1 . . . z1
< 0,
it is clear that P (μ) → −∞, as μ → +∞, independently on the parity of M .
Hence the largest root coincides with μ−1 and corresponds to the equation
P (μ) = −2.
It turns out that a rough approximation of the roots can be found by the
following simple procedure. Although simple this rough approximation dra-
matically reduces the complexity of ﬁnding the roots and is sufﬁcient for our
aim. Surely this procedure works due to the special form of the coefﬁcients
of the polynomial P .
First Step
We look for the solutions of the following simpliﬁed equations (just keeping
two leading terms of the polynomial P ):
c2kμ
k + c2k−2μk−1 = 0, k = 1, . . . , N2 . (5.7)




∼ εΔk−Δk−1 , as ε → 0.
Below (the second step) by using a better approximation of the polynomial
P we shall split the zero solution into smaller distinct roots.
Observe that all terms c2sμ˜sk decay, for s = k − 1, k, faster than c2kμ˜kk
and c2k−2μ˜k−1k as ε → 0. Indeed, we have two possibilities:
• s < k − 1. By concavity of {Δr} we have the following inequalities:
Δk − Δs = Δk − Δk−1 + · · · + Δs+1 − Δs
> (k − s)(Δk − Δk−1).
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But these inequalities are equivalent to
s(Δk − Δk−1) − Δs > k(Δk − Δk−1) − Δk
which by the form of c2s implies faster decay of c2sμ˜sk.
• s > k. Similarly we have
Δs−1 − Δk−1 = Δs−1 − Δs−2 + · · · + Δk − Δk−1
< (s − k)(Δk − Δk−1).
Thus,
Δs − Δk < Δs−1 − Δk−1 < (s − k)(Δk − Δk−1).
Again the last inequality is equivalent to
k(Δk − Δk−1) − Δk < s(Δk − Δk−1) − Δs
which implies the desired faster decay of c2sμ˜sk.
Second Step
We assume that one can ﬁnd “better” approximate roots by choosing
μ˜±k = μ˜k (1 + δ±(k)), k = 1, . . . , N2 (5.8)





±k = ±2 (5.9)
(recall that we look for the solutions of P (μ) = ±2).
Combining the asymptotic form for c2k [see (5.3), (5.8) and (5.9)] we
obtain
δ±(k) ∼ ±2εΔk−k(Δk−Δk−1) (5.10)
as ε → 0. Since μ˜+s ∼ μ˜−s  μ˜+,s+1 ∼ μ˜−,s+1 as ε → 0 we have
μ˜+s − μ˜−s = (δ+(s) − δ−(s)) μ˜s ∼ 4εΔs−(s−1)(Δs−Δs−1). (5.11)


















∼ 2εΔs−(s− 12 )(Δs−Δs−1) (5.12)
as ε → 0.
The above arguments lead to
Theorem 9. Let J ε(α) be the Jacobi matrix defined by a convex sequence





the spectrum of J ε(α) lying in R+ (the spectrum is symmetric w.r.t. zero)




μ˜−s ∼ 2εΔs−(s− 12 )(Δs−Δs−1).
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Remark. The above “approximate” lengths of the bands are decreasing as
the parameter s increases. Moreover, μ˜±s have different orders for different
s. More precisely
μ˜−1 > μ˜+1  μ˜+2 > μ˜−2  . . .
for ε sufﬁciently small.
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