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Kapitel 1
Einleitung
Nicht das Auge sieht, nicht das Ohr ho¨rt, nicht
die Hand handelt, nicht das Gehirn denkt und
lernt, sondern der ganze Mensch ist es, der
jeweils durch das entsprechende Organ sieht,
ho¨rt, handelt, denkt, lernt.
Hugo Ku¨kelhaus
Die Sprache ist ein natu¨rliches Kommunikationsmittel, das die meisten Menschen von klein auf
erlernen und benutzen ko¨nnen. Sie dient dem Austausch von vagen Ideen und spekulativen An-
sichten genauso wie der ¨Ubermittlung von harten Fakten und belegbaren Informationen. Sprache
wird sowohl in dem Gedicht eines die Liebe beschreibenden Dichters als auch in jeder Verord-
nung von Verwaltungsbeho¨rden verwendet. Sie erreicht den Empfa¨nger auf die unterschiedlich-
sten Weisen: in Schriftform auf bedrucktem Papier oder dem Bildschirm, per Telefon oder direkt
von einem anderen Menschen ausgesprochen. In vielen Fa¨llen wird das sprachlich Formulier-
te von anderen Kommunikationsmodalita¨ten begleitet, beispielsweise von Bildern oder Gesten.
Die menschliche Sprache ist also ein unter vielen Aspekten unglaublich vielfa¨ltiges Pha¨nomen,
von dem in dieser Arbeit nur ein kleiner Teil betrachtet werden kann.
In der vorliegenden Arbeit geht es um die automatische Verarbeitung gesprochener Sprache, die
sich in mehreren Punkten wesentlich von Sprache in Schriftform unterscheidet:
1. Der naheliegendste Unterschied zwischen geschriebener und gesprochener Sprache ist der,
daß letztere ein akustisches Signal erzeugt, das von einem Empfa¨nger — Mensch oder Ma-
schine —
”
ho¨rbar“ ist. Damit verbunden sind eine Reihe von Pha¨nomenen, die es in einem
geschriebenen Text in dieser Form nicht gibt:
 Unter Umsta¨nden erfolgt eine ¨Uberlagerung mit anderen Sprachsignalen.
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 Sto¨rungen bei der ¨Ubermittlung des Signals treten auf.
 Es gibt artikulatorische Verschleifungen.
 Dialektale und andere Aussprachevarianten kommen vor, so daß eine Spracheinheit in
vielfa¨ltigster Weise realisiert werden kann.
 Es liegt ein kontinuierliches Signal ohne Trennungszeichen vor.
Wir Menschen lernen mit solchen Eigenheiten umzugehen. Wir sind in der Lage aus einem
gesto¨rten oder von anderen Stimmen u¨berlagerten Sprachsignal den fu¨r das Versta¨ndnis wich-
tigen Teil zu isolieren [Han89]. Lu¨cken im akustischen Signal schließen wir durch die Ana-
lyse des sprachlichen Kontextes und realisieren dabei oft gar nicht das Fehlen einer sprachli-
chen Einheit [Fuj86]. Mit artikulatorischen Verschleifungen wie in
”
Kannste mir mal ne Mark leihen?“
ko¨nnen wir meist genau so sicher umgehen wie mit zahlreichen Dialekten in einer Spra-
che. Auch die Gewinnung von kleineren Spracheinheiten wie Silben oder Wo¨rtern aus dem
Sprachschall, der selbst keine sichtbaren Diskontinuita¨ten aufweist, bereitet uns keine Mu¨he.
Fu¨r die automatische Sprachverarbeitung sind all diese Eigenschaften gesprochener Sprache
große Probleme, deren Bearbeitung schon seit u¨ber vierzig Jahren Gegenstand der Forschung
ist ([ST95] gibt ab Seite 11 einen kurzen Abriß ihrer Geschichte und Paradigmen). Dabei
ergeben sich neben der Suche nach geeigneten Modellierungen und Verfahren, welche die
Problemstellung direkt betreffen, auch große Komplexita¨tsprobleme, weil die anfallenden
Datenmengen sehr groß und die kombinatorischen Mo¨glichkeiten bei der Wort– und Satzbil-
dung enorm sind.
2. Ein geschriebener Satz zeichnet sich in der Regel durch grammatikalische Vollsta¨ndigkeit
aus. Bei gesprochener Sprache sollte man darauf nicht hoffen — beispielsweise waren bei
den von [Hit88] untersuchten ¨Außerungen 26 Prozent bezu¨glich der Grammatik fu¨r die ge-
schriebene Sprache unvollsta¨ndig. Eine ¨Außerung wie
”
Einmal Pommes rot weiß bitte.“
entha¨lt weder Subjekt noch Verb. Gleichwohl ist die Intention des Sprechenden fu¨r jeden
Adressaten versta¨ndlich1 und somit das Ziel der Kommunikation erreicht. Soll gesprochene
Sprache robust automatisch verarbeitet werden ko¨nnen, muß also Vorsorge fu¨r den Fall ge-
troffen werden, daß eine ¨Außerung zwar semantisch eindeutig aber syntaktisch unvollsta¨ndig
ist.

Eine kritische Korrekturleserin hat mich darauf hingewiesen, daß diese Behauptung wohl nur fu¨r den westfa¨li-
schen Sprachraum uneingeschra¨nkt haltbar ist.
33. Eine weiteres Merkmal gesprochener Sprache ist die Existenz von Satzabbru¨chen und Repa-
raturen [Lev83]. Oftmals sind einfache Ha¨sitationen die Anku¨ndigung dieser Konstruktionen:
”
Ich wohne jetzt in Nieder– a¨h Oberjo¨llenbeck.“
Mitunter bekommen aber auch Wo¨rter die Funktion einer Reparaturmarkierung, die in an-
deren Kontexten eine vo¨llig andere syntaktische und semantische Kategorie besitzen, wie
folgende ¨Außerung2 belegt:
”
Ka¨se, ich mein’ natu¨rlich Ma¨rz.“
Fu¨r die automatische Sprachverarbeitung stellt das Vorkommen von Reparaturen in gespro-
chener Sprache insofern ein Problem da, als daß sie zuna¨chst aufzuspu¨ren sind und dann der
richtige Bezug gefunden werden muß. Im System muß also modelliert sein, daß das Wort
”
Ka¨se“ eine Reparatur einleiten kann und wa¨hrend der Abarbeitung der ¨Außerung muß ana-
lysiert werden, welchen Teil des bisher Gesprochenen die folgenden Wo¨rter korrigieren.
4. Prosodische Informationen, die vor allem durch die Tonho¨he, die Lautheit und zeitliche
Strukturierung einer ¨Außerung ausgedru¨ckt werden, spielen in der zwischenmenschlichen
Kommunikation eine große Rolle [No¨t89]. Sie dienen sowohl der ¨Ubermittlung emotiona-
ler Zusta¨nde wie Freude oder ¨Arger als auch der Hervorhebung des wesentlichen in einer
¨Außerung sowie der Gliederung des Gesprochenen. In der geschriebenen Sprache werden
einige dieser Funktionen von der Interpunktion u¨bernommen. Durch ihre Beachtung ko¨nnen
Menschen beispielsweise den Unterschied zwischen
”
Am Dienstag geht es nicht um zehn Uhr. Am Mittwoch wu¨rde es mir passen.“
und
”
Am Dienstag geht es nicht. Um zehn Uhr am Mittwoch wu¨rde es mir passen.“
erkennen. Leider ist die automatische Gewinnung von prosodischen Merkmalen aus einer
¨Außerung und ihre richtige Interpretation ein bisher erst in Ansa¨tzen gelo¨stes Problem. Daher
wird bei der maschinellen Interpretation einer ¨Außerung ha¨ufig auf diese wichtige Informa-
tionsquelle verzichtet.
Die Triebfeder fu¨r die Forschung auf dem Gebiet der automatischen Sprachverarbeitung ist die
Mensch–Maschine–Kommunikation. Es ist naheliegend, die Sprache als natu¨rliches Kommu-
nikationsmittel zwischen den Menschen auch zur Interaktion mit einem Rechner zu benutzen.
Somit ko¨nnen auf einfache Art und Weise Rechner und ihre Programme bedient, Maschinen

¨Außerung n002k032 aus dem Verbmobil–Korpus (siehe Abschnitt 2.1)
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gesteuert oder Eintra¨ge in Datenbanken abgefragt werden. Gesprochene Sprache als Form der
Mensch–Maschine–Kommunikation ermo¨glicht es dem Menschen die Ha¨nde frei zu haben fu¨r
andere Ta¨tigkeiten. Sie erfordert außer einem Mikrofon keine weiteren Eingabegera¨te3 — mit
modernen Telekommunikationsgera¨ten ist sogar eine Interaktion u¨ber sehr große ra¨umliche Ent-
fernungen mo¨glich. Außerdem ist eine sprachliche Eingabe nicht wie die Interaktion per Tastatur
und Bildschirm von einer Beleuchtung abha¨ngig.
Besonders reizvoll fu¨r eine einfache Kommunikation mit einem Rechner ist die Nutzung meh-
rerer Eingabemodule je nach den gegebenen Mo¨glichkeiten und Erfordernissen. Auf die Inte-
gration traditioneller Eingabegera¨te wie Tastatur oder Maus, die eine mo¨glichst intuitive Bild-
schirmoberfla¨che manipulieren ko¨nnen, sollte dabei ebensowenig verzichtet werden wie auf ein
sprachverstehendes Modul. Auch Informationen, die in Videosequenzen oder Infrarotbildern
verborgen liegen, ko¨nnen wertvolle Hilfen bei der Mensch–Maschine–Kommunikation liefern.
Sie ko¨nnen sowohl Aspekte des Diskursbereichs analysieren und somit beispielsweise Ambi-
guita¨ten auflo¨sen als auch direkt zur Eingabe genutzt werden, zum Beispiel durch eine Auswer-
tung von menschlichen Gesten.
In der automatischen Sprachverarbeitung unterscheidet man zwischen der Spracherkennung und
dem Sprachverstehen. Die Erkennungsaufgabe besteht darin, aus einem akustischen Sprachsig-
nal eine symbolische Repra¨sentation zu gewinnen, die beispielsweise als Folge von Wo¨rtern
ausgegeben wird. Die Sprachverstehenskomponente versucht, den Sinn des Gesprochenen zu
bestimmen, also eine Interpretation vorzunehmen. Im folgenden werden diese Begriffe in die-
sem Sinne verwendet.
Betrachtet man die Aufgabenspezifikation von sprachverarbeitenden Systemen, so lassen sich
verschiedene Typen feststellen:
Kommandosysteme: Kommandosysteme sind darauf ausgelegt einige isoliert artikulierte
Wo¨rter, zum Beispiel
”
ja“,
”
nein“ oder die Ziffern, sicher zu erkennen und daraufhin eine
Aktion auszufu¨hren. Erste Ergebnisse, die noch sprecherabha¨ngig erzielt wurden, finden
sich bereits in [Dav52].
Diktiersysteme: Die Systeme, mit deren Hilfe ein gesprochener Text von einem Rechner
erfaßt wird, heißen Diktiersysteme. Das bestechende an diesen Systemen ist die Gro¨ße
des zugrunde liegenden Wortschatzes (u¨ber 50.000 Wo¨rter), der meist noch wa¨hrend der
Arbeit mit dem System erweitert werden kann [Kuh99]. Allerdings wird dem Benutzer
ein Training des Systems abverlangt. Erst seit etwa zwei Jahren ist es mo¨glich, auf kurze
Pausen zwischen den einzelnen Wo¨rtern zu verzichten [Mal98].

In neueren Forschungsarbeiten geht man von einer Sprachaufnahme mit Raum– oder Funkmikrofonen aus, wel-
che die Bewegungsmo¨glichkeit eines Sprechers in keiner Weise mehr einschra¨nken [Wah97].
5Auskunftssysteme: Auskunftssysteme sind sprecherunabha¨ngig und verarbeiten meist kon-
tinuierlich gesprochene Spontansprache, die oftmals auch nur in Telefonqualita¨t vorliegt.
Auf eine Anfrage hin erha¨lt ein Benutzer eine Auskunft, die in der Regel vom Sy-
stem durch eine Datenbankabfrage gewonnen wird. Der Wortschatz von Auskunftssy-
stemen liegt bei einigen tausend Wo¨rtern. Neuere Anwendungen sind zum Beispiel in
[Sei97, Bar97, Wan98] beschrieben. In Kapitel 2 wird auch ein im Rahmen dieser Arbeit
fertiggestelltes Auskunftssystem vorgestellt.
Integrierte Systeme: Sprachverarbeitungssysteme, die in ein komplexeres Gesamtsystem
eingebunden sind, nenne ich integrierte Systeme. Im Unterschied zu Auskunftssystemen
kann eine ada¨quate Leistung von integrierten Systemen nur erbracht werden, wenn sie in
hohem Maße mit anderen Modulen des Gesamtsystems kooperieren. Insbesondere ist eine
Planungskomponente erforderlich, weil die Aufgabe des Gesamtsystems so komplex ist,
daß eine reine Datenbankabfrage zur Lo¨sung des Problems in der Regel nicht ausreicht.
Integrierte System mu¨ssen in der Lage sein, mit anderen Eingabegera¨ten und Modulen
zur Interpretation anderer Sensordaten zu interagieren. Stehen einem Benutzer na¨mlich
mehrere Kommunikationskana¨le zur Verfu¨gung, werden nicht alle Intentionen sprachlich
formuliert. Vielmehr wird in der sprachlichen Beschreibung einer Aufgabe auch Bezug ge-
nommen auf die anderen Kommunikationskana¨le (
”
Du siehst doch den roten Wu¨rfel da.“)
oder die von ihnen bereitgestellte Information wird implizit vorausgesetzt (
”
Jetzt leg’ den
mal auf den anderen.“). Ein weitere Anforderung an integrierte Systeme besteht darin,
daß sie sich der Verarbeitungsgeschwindigkeit des Gesamtsystems anpassen mu¨ssen. Ein
Beispiel fu¨r ein solches System wird in dem in Kapitel 2 beschriebenen TRAINS-Projekt
entwickelt.
Wa¨hrend Kommando– und Diktiersysteme dem Benutzer außer der Ausfu¨hrung keine Ru¨ck-
meldung daru¨ber geben, was sie verstanden haben, treten Auskunfts– und integrierte Systeme in
einen Dialog mit dem Benutzer.
Die vorliegende Arbeit hat folgendes Ziel: Es wird die Entwicklung der sprachverstehenden
Komponente fu¨r ein komplexes System beschrieben, in welchem ein Roboter Konstruktions-
aufgaben nach den Anweisungen eines menschlichen Instrukteurs ausfu¨hren kann. Dazu wird
vorhandenes Sprachmaterial aus einer simulierten Mensch–Maschine–Kommunikation zur Mo-
dellbildung analysiert. In der Arbeit wird ein integriertes System vorgestellt, das sprecherun-
abha¨ngige kontinuierliche Spontansprache verarbeitet und die sprachlichen Anweisungen im
Kontext des Dialogs und anderer Informationen u¨ber die Szenerie interpretiert. Um die Lei-
stungsfa¨higkeit des gesamten Konstruktionssystems nicht zu schma¨lern, spielt bei der Entwick-
lung der Sprachverstehenskomponente eine effiziente Verarbeitung der ¨Außerungen eine große
Rolle.
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Die Arbeit ist wie folgt aufgebaut. Im folgenden Kapitel 2 wird ein ¨Uberblick u¨ber aktuelle Dia-
logsysteme gegeben. Stellvertretend fu¨r verschiedene Entwicklungsansa¨tze werden drei sprach-
verstehende Systeme vorgestellt. Kapitel 3 beinhaltet Untersuchungen fu¨r die Modellbildung.
Es wird die Doma¨ne, in der die Sprachverstehenskomponente arbeitet, vorgestellt. Anhand ei-
nes Korpus werden Spezifikationen fu¨r die Modelle, welche die Grundlage fu¨r die Realisierung
bilden, entwickelt. Eine wichtige Entscheidung bei der weiteren Entwicklung von automatischen
Sprachverstehenssystemen ist sodann die Wahl des Formalismus. In Kapitel 4 stelle ich darum
die von mir gewa¨hlte Wissensrepra¨sentationssprache ERN
 
E
 
ST vor. Damit sind alle Grundlagen
gelegt, um im anschließenden Kapitel 5 das implementierte System ausfu¨hrlich darzulegen. Da-
zu werden seine Stellung im gesamten Konstruktionssystem veranschaulicht sowie seine einzel-
nen Module betrachtet und die Verarbeitungsstrategie vorgestellt. In Kapitel 6 evaluiere ich die
Verstehenskomponente unter verschiedenen Gesichtspunkten, bevor Kapitel 7 die Arbeit zusam-
menfaßt.
Kapitel 2
Dialogsysteme
Eine Maschine kann so wenig Informatio-
nen produzieren wie ein Elektrizita¨tswerk
Energie erzeugt.
Joseph Weizenbaum
Die Aufgabe von Dialogsystemen besteht darin, die Kommunikation mit einem Rechner fu¨r die
Menschen zu vereinfachen. Ein Dialogsystem ist ein System, das alle Aspekte der sprachlichen
Interaktion mit dem Rechner bearbeitet. Dazu geho¨ren die Spracherkennung und das Sprach-
verstehen der einzelnen ¨Außerungen sowie die Mo¨glichkeit, sich in einer ¨Außerung auf zuvor
Gesprochenes zu beziehen. Da der Rechner in immer mehr Bereichen des Lebens der Men-
schen eingesetzt wird, liegt in der ada¨quaten Gestaltung dieser Form der Mensch–Maschine–
Interaktion eine große Herausforderung. Wa¨hrend in den Anfa¨ngen des automatischen Sprach-
verstehens vor allem Kommandosysteme entwickelt wurden, liegt der Schwerpunkt der For-
schung seit einigen Jahren auf Dialogsystemen, die kontinuierlich gesprochene Spontansprache
verarbeiten ko¨nnen. Dabei haben die meisten Forscher auf diesem Gebiet nicht den Anspruch,
auf dem Rechner solche Algorithmen zu realisieren, die das menschliche Sprachverstehen nach-
bilden. Vielmehr steht im Vordergrund, geeignete Verfahren zu finden, welche die verschiedenen
Rollen der an der Mensch–Maschine–Kommunikation Beteiligten beru¨cksichtigen. In der Ein-
leitung von [Fer96] ist dieser Aspekt sehr pra¨gnant formuliert:
”
The guiding principle of our approach is that human–computer interaction should
be treated as a dialogue between the participants, each of whom brings different
skills and objectives to the conversation. . . . The result of this approach is truly
mixed-initiative interaction.“
Es gibt inzwischen unza¨hlig viele Publikationen zu Dialogsystemen mit ganz unterschiedlichen
Anwendungen und Entwicklungsgrundsa¨tzen, deren Beschreibung den Rahmen dieser Arbeit
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sprengte. Maier beobachtet drei mo¨gliche Herangehensweisen bei der Entwicklung von Dialog-
systemen [Mai97]:
1. Orientierung an den Anforderungen der Systembenutzer und an der Aufgabenstellung
2. Ausnutzung von Modellen zur Mensch–Mensch–Kommunikation
3. Gebrauch von Modellen, die aus einer simulierten Mensch–Maschine–Kommunikation
gewonnen werden.
Sicherlich kann man nicht immer eine harte Trennlinie zwischen den drei Mo¨glichkeiten ziehen.
Dennoch bieten sie einen Ansatz zur Differenzierung und Vergleichbarkeit. Ich werde in diesem
Kapitel beispielhaft fu¨r diese verschiedenen Grundlagen der Entwicklung drei Dialogsysteme
vorstellen. In TRAINS-96 wurde die erste Herangehensweise gewa¨hlt. Verbmobil und dem Sy-
stem zur Terminabsprache lagen Modelle zur Mensch–Mensch–Kommunikation zugrunde.
2.1 Verbmobil
Das Verbmobil–Projekt ist ein sehr großes Projekt unter Beteiligung von Universita¨ten und In-
dustrieunternehmen, das viele Bereiche der automatischen Sprachverarbeitung bearbeitet. Ziel
des langfristigen Projektes ist die Entwicklung eines Systems zur automatischen ¨Ubersetzung
einer ¨Außerung in eine Fremdsprache. Dazu muß eine spontansprachliche Eingabe erkannt, in-
terpretiert, u¨bersetzt und schließlich in der Zielsprache synthetisiert werden. Als Szenario fu¨r die
hier beschriebene erste Phase des Projektes wird angenommen, daß ein Deutscher und ein Ja-
paner in englischer Sprache kommunizieren, die sie beide mindestens passiv beherrschen. Ziel
des Dialogs ist die Vereinbarung eines gemeinsamen gescha¨ftlichen Termins. Sollte die Aus-
handlung aufgrund von mangelnden aktiven Sprachkenntnissen ins Stocken geraten, kann sich
jeder Gespra¨chspartner in seiner Muttersprache an Verbmobil wenden, das dann die ¨Außerung
ins Englische u¨bersetzt und so den Fortgang des Dialogs sichert.
Das Verbmobil–Projekt hat auf dem Gebiet der deutschen automatischen Sprachverarbeitungs–
Forschung eine Leitfunktion. Eine umfassende Darstellung aller Aspekte von Verbmobil ist
kaum mo¨glich — eine sehr anschauliche Gesamtdarstellung des Projektes findet sich in
[Wah97]. Nach einem Architekturu¨berblick werde ich mich auf die Beschreibung des automati-
schen Sprachverstehens einer deutschen ¨Außerung beschra¨nken, weil das auch der Gegenstand
meiner Arbeit ist.
Architektur
Die funktionale Architektur von Verbmobil ist eine nicht–hierarchische Multiagentenarchitektur.
Verbmobil besitzt kein zentrales Kontrollmodul. Vielmehr bearbeiten autonome Module in sich
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geschlossene Teilaufgaben (beispielsweise Spracherkennung, syntaktisch–semantische Analy-
se, Transfer oder Synthese) und kommunizieren bei Bedarf mit anderen Modulen mittels der zu
diesem Zweck entwickelten Kommunikationsumgebung ICE (Intarc Communication Environ-
ment) [Amt96]. Abbildung 2.1 zeigt die wesentlichen Module und Kommunikationswege, die
im Verbmobil–Forschungsprototypen 1.0 verwirklicht sind.
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Abbildung 2.1: Funktionale Architektur von Verbmobil (nach [Wah97] und [Bub96])
Die Aufgabe des Aufnahme–Moduls besteht darin, die Sprachsignale aufzunehmen und zu di-
gitalisieren. Auf seine Ergebnisse greifen die Spracherkennungsmodule und das Prosodiemodul
zu.
Verbmobil arbeitet in zwei Modi. Solange die Versta¨ndigung der beiden Beteiligten klappt, be-
findet sich Verbmobil im sogenannten listening mode. In diesem Modus ist der Spracherkenner
fu¨r englische Eingaben aktiv und sucht nach Schlu¨sselwo¨rtern, die vom dialogverarbeitenden
Modul zur Bestimmung von Dialogakten benutzt werden. Auf diese Weise ist das System stets
auf dem laufenden u¨ber den Inhalt des Gespra¨chs. Dies ist die Grundlage dafu¨r, im interpre-
ting mode richtig agieren zu ko¨nnen. In diesem Modus, der von einem Gespra¨chsteilnehmer per
Knopfdruck angefordert wird, leistet Verbmobil die konkrete Hilfe im Dialog.
Im interpreting mode sind die Spracherkenner fu¨r deutsche beziehungsweise japanische Ein-
gaben zugeschaltet, deren Ergebnis bewertete Worthypothesengraphen sind. Die Resultate des
deutschen Spracherkenners — er deckt im Forschungsprototypen einen Wortschatz von 2461
Wo¨rtern ab — werden von dem Prosodie–Modul mit prosodischer Information, wie zum Bei-
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spiel Satzgrenzen, annotiert. Durch die anschließende morphologischen Analyse kann der Wort-
hypothesengraph mo¨glicherweise ausgedu¨nnt werden. Die Module zur Syntax– und Semantik-
analyse, zur semantischen Auswertung und zur flachen Analyse erledigen zusammen mit der
Dialogverarbeitung das Sprachverstehen. Sie sind in Abbildung 2.1 grau unterlegt und werden
im na¨chsten Abschnitt erla¨utert. Das Transfer–Modul bildet die ermittelte Bedeutung des Ge-
sprochenen auf semantische Strukturen in der Zielsprache ab, welche die Grundlage fu¨r die
Generierung eines korrekten englischen Satzes bilden, der schließlich synthetisiert wird.
Verbmobil kann auch deutsche Anfragen zum Stand des Dialogs auf deutsch beantworten. Zur
Ausfu¨hrung solcher Kla¨rungsdialoge stehen die Module zur Generierung und Synthese deut-
scher Sprache zur Verfu¨gung.
Sprachverstehen in Verbmobil
Verbmobil ist hochgradig nebenla¨ufig und verarbeitet jede ¨Außerung gleichzeitig nach unter-
schiedlichen Paradigmen. Bei der linguistisch fundierten, sehr aufwendigen sogenannten tiefen
Analyse werden Syntax und Semantik nicht sequentiell sondern verschra¨nkt untersucht. Dazu
werden vom Modul zur syntaktisch–semantischen Analyse aus dem Worthypothesengraphen
grammatisch korrekte Wortfolgen extrahiert und auf ihre syntaktischen und semantischen Les-
arten hin untersucht. Die auf Unifikationsgrammatiken und kompositioneller Semantikrepra¨sen-
tation basierende Analyse liefert einen Verbmobil Interface Term (VIT) [Bos96]. Ein VIT ist
ein zehnelementiger Term, in dem alle wa¨hrend der Verarbeitung einer ¨Außerung gewonnenen
Informationen gespeichert werden — er stellt somit die zentrale Datenstruktur fu¨r die sprach-
verstehenden Module dar. Dem Modul zur semantischen Auswertung kommt die Aufgabe zu,
die mehr oder weniger spezifizierten Ausdru¨cke der semantischen Repra¨sentation zusa¨tzlich so
weit zu disambiguieren, daß die Regeln des Transfermoduls anwendbar sind. Dazu liefert der
Dialogkontext, der im Modul zur Dialogverarbeitung gespeichert ist, wichtige Informationen.
Die sogenannte flache Verarbeitungsstrategie liegt vor allem darin begru¨ndet, daß bei der For-
mulierung und Erkennung von Spontansprache Fehler gemacht werden. Infolgedessen gibt es
ha¨ufig keinen syntaktisch korrekten Pfad im Worthypothesengraphen, und die oben beschriebe-
nen Module zur tiefen Analyse ko¨nnen keine Interpretation liefern. In dem Modul zur flachen
Analyse und zum Transfer werden darum parallel zwei einfache approximative ¨Ubersetzungen
erzeugt, die im Dialogkontext oftmals ausreichen. Diese beruhen auf schematischen beziehungs-
weise auf dialogakt–basierten ¨Ubersetzungsverfahren.
Das Auswahl–Modul entscheidet jeweils, welches Ergebnis schließlich synthetisiert wird. In
diese Entscheidung fließt nicht nur die Qualita¨t der ¨Ubersetzung, sondern beispielsweise auch
das Laufzeitverhalten des Systems ein. Es ist auch mo¨glich, daß Lu¨cken in der tiefen Analyse mit
Ergebnissen der flachen ¨Ubersetzung geschlossen werden. Mit diesem hybriden ¨Ubersetzungs-
ansatz erreichte der Verbmobil–Forschungsprototyp 1.0 eine
”
approximativ korrekte“ [Wah97,
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Seite 55] ¨Ubersetzungsrate von 74,2 Prozent, das heißt, daß in fast drei von vier ¨Ubersetzungen
der vom Sprecher intendierte Inhalt der ¨Außerung erkannt und in der Zielsprache versta¨ndlich
erzeugt wurde. Das Ergebnis wurde auf einer Testmenge von u¨ber 20.000 ¨Außerungen erzielt,
die keine dem Spracherkenner unbekannten Wo¨rter enthielten. Leider finden sich keine aussa-
gekra¨ftigen Angaben u¨ber das Laufzeitverhalten von Verbmobil wa¨hrend der Evaluation.
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Abbildung 2.2: Ergebnisse der Verbmobil End–zu–End Evaluation (nach [Bub97])
Abbildung 2.2 veranschaulicht, wie sich die Kombination der Verarbeitungsstrategien auf die
Testergebnisse u¨beraus positiv auswirkte. 51,9 Prozent der ¨Ubersetzungen waren mit Hilfe der
tiefen Verarbeitungsstrategie erfolgreich. Die beiden ¨Ubersetzungsstrategien, die auf einer fla-
chen Analyse basierten, erreichten Erfolgsquoten von 46,9 beziehungsweise 46,3 Prozent. In
48,8 Prozent der Testfa¨lle lieferten mindestens zwei Verfahren eine richtige ¨Ubersetzung; in
12,3 Prozent war es nur die tiefe Verarbeitungsstrategie, die befriedigend arbeitete. Folglich lie-
ferte in 13,1 Prozent der ¨Außerungen nur die flache Analyse eine im genannten Sinne korrekte
¨Ubersetzung. Die Ergebnisse unterstreichen die postulierte Leistungsfa¨higkeit von Verbmobil
und besta¨tigen die Bedeutung des Projektes fu¨r die Entwicklung der Forschungsvorhaben zur
automatischen Sprachverarbeitung.
2.2 TRAINS
Die Forschungsarbeiten im TRAINS–Projekt [All95b, All96, Fer96, Ste97] umfassen nicht nur
Aspekte der automatischen Sprachverarbeitung, sondern auch Arbeiten zum unsicheren Schlie-
ßen und zur Planung, sowie zur Integration von multimodalen Benutzereingaben. In dem lang-
fristig angelegten Projekt an der University of Rochester wird in mehreren Stufen ein System
entwickelt, in dem ein besonderes Gewicht auf die bidirektionale Gestaltung der Mensch–
Maschine–Interaktion gelegt wird. Das Ziel ist die Realisierung eines mixed–initiative Planning
Assistent. Die weitere Beschreibung des Projektes in diesem Abschnitt bezieht sich stets auf das
TRAINS-96 System, also den Entwicklungsstand am Ende des Jahres 1996.
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TRAINS-96 hilft einem Benutzer, der als human manager bezeichnet wird, bei der Planung ei-
ner Route in einer Transportdoma¨ne. Dazu wird dem Manager eine Karte pra¨sentiert, auf der
einige Sta¨dte markiert sind. Die Aufgabe besteht darin, den Transport einiger Maschinen zwi-
schen abgebildeten Sta¨dten zu erarbeiten. Um einen angeregten Dialog zu erzwingen, sind in
das Szenario Transportschwierigkeiten (zum Beispiel aufkommende Unwetter oder Verkehrs-
probleme) eingebaut, die unter Umsta¨nden eine Vera¨nderung der urspru¨nglich geplanten Route
erfordern. TRAINS-96 akzeptiert eine gesprochene, getippte oder graphische Eingabe und be-
nutzt als Ausgabegera¨te ein Sprachsynthesegera¨t und ein graphisches Display.
Die Abbildung 2.3 zeigt die wesentlichen Systemteile. Das Spracherkennungsmodul basiert
auf dem SPHINX–II Spracherkenner [Hua93], der an die verwendete Kommunikationssprache
KQLM (Knowledge Query and Manipulation Language) [Fin94] angepaßt wurde.
Dialog
Sprach-
generierung &
-synthese
Display
Tastatur
Sprach-
erkennung
Parser
Planung
Sprachnach-
bearbeitung
hello Computer ...
Abbildung 2.3: Wesentliche Module von TRAINS-96
Aufgabe der Sprachnachbearbeitung [Rin96] ist die Korrektur von Spracherkennungsfehlern.
Dazu wird ein Kanalmodell angenommen, das Artikulationsvarianten in dem Gesprochenen,
aufnahmebedingte akustische Verzerrungen und Fehlleistungen des Spracherkenners modelliert.
Das Kanalmodell wird automatisch trainiert, indem die Ausgaben des Erkenners mit den trans-
kribierten Referenza¨ußerungen verglichen und die Vertauschungen, Einfu¨gungen und Lo¨schun-
gen des Erkenners protokolliert werden. Auf dieser Grundlage werden wa¨hrend der Analyse die
Worthypothesenketten des Spracherkenners u¨berarbeitet.
Das TRAINS–Projekt betrachtet alle Aktionen und ¨Außerungen des Benutzers als sprachliche
Aktionen (linguistic actions). Aus diesem Grund werden alle Benutzereingaben (gesprochene
Sprache, getippte und graphische Eingabe) vom Parser interpretiert. Liegt dem Parser ein Ergeb-
nis des Sprachnachbearbeitung–Moduls vor, so wird die Ausgabe des Spracherkenners ignoriert.
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Eine getippte Eingabe, die das Tastatur–Modul zur Weiterverarbeitung aufbereitet, behandelt der
Parser genauso wie gesprochene Sprache. Die Verarbeitung von mausbasierten graphischen Be-
nutzereingaben ist in der Realisierung von TRAINS-96 noch rudimenta¨r und Gegenstand aktu-
eller Arbeiten. Der Parser generiert aus diesen multimodalen Eingaben eine logische Repra¨sen-
tation als erste Stufe des Interpretationsprozesses. Das Ergebnis des Parsings ist daher nicht eine
syntaktische Analyse der Eingabe, sondern eine Sequenz von Sprechakten, welche die Aussage
charakterisieren. In [Fer96] wird folgendes Beispiel angefu¨hrt. Von der ¨Außerung
”
okay now lets take the last train and go from Albany to Milwaukee“
hat der Spracherkenner
”
okay now I take the last train in go from Albany to is“
erkannt. Der Parser generiert daraus die Sprechakte CONFIRM (
”
okay“), TELL (
”
now I take
the last train“) und REQUEST (
”
go from Albany“), wobei der Sprechakt TELL eine allgemeine
¨Außerung beschreibt, deren propositionaler Gehalt nicht bestimmt werden konnte. Der Parser
hat also nicht eine komplette Interpretation liefern ko¨nnen. Gleichwohl konnte er soviel extra-
hieren und in Sprechakten repra¨sentieren, daß der Dialog sinnvoll fortgesetzt werden konnte.
Das Dialog–Modul ist verantwortlich fu¨r die Interpretation einer ¨Außerung und die daraus resul-
tierende Systemreaktion. Dazu analysiert es die in der Ausgabe des Parsers enthaltene Informa-
tion und erga¨nzt sie mit Wissen, das sich aus dem bisherigen Dialogverlauf ergeben hat. Auch
der aktuelle Dialogstatus wird beru¨cksichtigt, um die richtige Interpretation und Systemreaktion
zu bestimmen. Das Dialog–Modul organisiert außerdem die Systemausgaben des Display– und
des Sprachgenerierungsmoduls. Abbildung 2.4 zeigt eine dargebotene Karte wa¨hrend eines Dia-
logs. Nach jeder Interpretation a¨ndert sich die Karte durch zusa¨tzlich eingezeichnete Routen.
Die im Diskurs bereits besprochenen Routen sind hell dargestellt. Somit hat ein Benutzer eine
sehr anschauliche Repra¨sentation des im Dialog Erarbeiteten.
Falls problembezogene ¨Außerungen wie zum Beispiel ein Routenvorschlag vorliegen, muß das
Planungs–Modul angesprochen und dessen Ergebnis in die Interpretation des Dialog–Moduls
integriert werden. Das Planungs–Modul besitzt sowohl eine Komponente zur Planung von Rou-
ten, als auch eine Komponente, welche sich die bisherige Interaktion und die bisher benannten
Sta¨dte und Routen merkt. So ist es mo¨glich, daß der Benutzer verschiedene Szenarien durchspie-
len, vergleichen beziehungsweise vera¨ndern und Bezug auf vorhergehende Szenarien nehmen
kann.
Sechzehn Personen hatten die Aufgabe, jeweils fu¨nf komplexe Transportaufgaben mit
TRAINS-96 zu planen. Sie wurden durch ein kurzes Tutorium und die Pra¨sentation einiger
¨Ubungssa¨tze in die Interaktionsmo¨glichkeiten mit dem System eingewiesen und waren ange-
halten, zu¨gig zu arbeiten. Die Interaktion mit der Tastatur oder der Maus sollte mo¨glichst nur
dann gewa¨hlt werden, wenn die sprachliche Kommunikation als mißglu¨ckt empfunden wurde.
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Abbildung 2.4: In TRAINS-96 verwendete Karten (aus [Fer96])
Der erste Dialog mit dem System ging nicht in die Ergebnisse ein — er wurde als Trainingsdia-
log betrachtet. Tabelle 2.1 zeigt die erzielten Ergebnisse.
”
Erfolgreich“ war ein Dialog, wenn die
gestellte Aufgabe erfu¨llt wurde. In fu¨nf Dialogen stu¨rzte das System wa¨hrend der Analyse ab. Es
zeigte sich, daß es besonders schwer war, einen Dialog dann erfolgreich zu beenden, wenn eine
bereits eingeschlagene Route wegen aufkommender Hindernisse vera¨ndert werden sollte. Die
Testpersonen fu¨llten nach jeder Aufgabe einen Fragebogen zur Qualita¨t von TRAINS-96 aus.
Dabei erhielten die sprachverarbeitenden Systemleistungen eine deutlich schlechtere Bewertung
als die Planungsfa¨higkeit des Systems. Daher schla¨gt [Ste97] vor, die flexiblere Routengestal-
tung als einen Schwerpunkt der zuku¨nftigen Arbeit an dem System zu sehen und die Daten der
Dialoge in das Training des Sprachnachbearbeitung–Moduls einfließen zu lassen.
Dialoge erfolgreich erfolglos abgebrochen
64 42 17 5
100 % 65,6 % 26,6 % 7,8 %
Tabelle 2.1: Evaluationsergebnisse von TRAINS-96
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2.3 Terminabsprachesystem
In diesem Abschnitt stelle ich ein Dialogsystem vor, das die semantische Netzwerksprache ER-
NEST (siehe Kapitel 4) benutzt. Da Teile des sprachverstehenden Moduls dieses Systems un-
abha¨ngig von einem Anwendungsbereich modelliert sind, finden sie auch Verwendung in ande-
ren ERNEST–Dialogsystemen [Mas94, Kum98b]. Insofern beschreibt die folgende Darstellung
nicht nur ein spezielles Dialogsystem, sondern die bisherige Art und Weise der Modellierung
der auf ERNEST basierenden Sprachverstehenssysteme.
Die Aufgabe des Dialogsystems besteht darin, mit einem Benutzer einen Termin zu vereinbaren.
Dazu wird dem System ein Terminkalender bereitgestellt, in dem bestimmte Zeiten als belegt
und andere als mo¨gliche Terminzeiten gekennzeichnet sind. Ein Benutzer kann dem System
nun spontansprachlich einen Terminvorschlag machen. Das System bittet gegebenenfalls um ei-
ne Konkretisierung (falls der Vorschlag nicht pra¨zise genug war) oder lehnt den Vorschlag ab
(falls in dem internen Terminkalender der Zeitbereich als belegt markiert ist). Dieses Wechsel-
spiel wiederholt sich so lange, bis schließlich ein gemeinsamer Termin gefunden wurde. Abbil-
dung 2.5 zeigt einen typischen Dialog.
System 1:
”
Guten Tag! Sie ko¨nnen mit mir einen Termin vereinbaren. Bitte machen Sie
einen Vorschlag!“
Benutzer 1:
”
Wie wa¨re es denn Mittwoch nachmittags um vier?“
System 2:
”
Nein, am Mittwoch um sechzehn Uhr geht es leider nicht. Ich kann am Mitt-
woch zwischen acht Uhr und zwo¨lf Uhr dreißig. Wann paßt es Ihnen wa¨hrend dieser
Zeit?“
Benutzer 2:
”
Nein, dann lieber am Freitag.“
System 3:
”
Ja, Freitag sieht es gut aus. Wann paßt es Ihnen denn an diesem Tag? Bei mir
ginge es von acht Uhr bis dreizehn Uhr und von siebzehn Uhr dreißig bis zwanzig Uhr“
Benutzer 3:
”
Es ginge vormittags um zehn.“
System 4:
”
Ihr Vorschlag paßt mir sehr gut. Bitte besta¨tigen Sie noch einmal den Termin.
Ist es richtig, daß wir uns Freitag um zehn Uhr treffen?“
Benutzer 4:
”
Ja. Das ist okay.“
System 5:
”
In Ordnung, also dann bis Freitag um zehn.“
Abbildung 2.5: Beispiel fu¨r einen Dialog mit dem Terminabsprachesystem
Im Rahmen der Promotion wurde dieses System, das in einer ersten Vorabversion vorlag, zur
Lauffa¨higkeit gebracht. Erste Ergebnisse wurden bereits publiziert [BP96, Fis98]. Hauptsa¨chlich
16 2 Dialogsysteme
habe ich an der Wissensbasis gearbeitet — daher liegt der Schwerpunkt der folgenden Darstel-
lung auch auf diesem Teil des Systems.
2.3.1 Systembeschreibung
Die Sprachverstehenskomponente gewinnt aus dem Ergebnis der Spracherkennung eine Inter-
pretation und steuert den Dialog mit einem Benutzer des Systems. Ihre wesentlichen Bestandtei-
le sind eine Wissensbasis, in der das deklarative und prozedurale Wissen u¨ber den Problemkreis
abgelegt ist und eine eng mit der Spracherkennung interagierende Analysestrategie.
Wissensbasis der Sprachverstehenskomponente
Die Wissensbasis des Terminabsprachesystems entha¨lt sowohl linguistisches als auch doma¨nen-
spezifisches Wissen, also Informationen daru¨ber wie u¨blicherweise ein Termin ausgehandelt
wird. Abbildung 2.6 gibt einen ¨Uberblick u¨ber den Aufbau des Wissensbasis.
Die Hypothesenebene stellt in den auf ERNEST beruhenden Netzen die Schnittstelle zur Sprach-
erkennung dar. Die vom vorgelagerten spracherkennenden Prozeß erzeugten Worthypothesen
werden entgegengenommen und an den im sprachverstehenden Modul benutzten Formalismus
angepaßt. Wie spa¨ter gezeigt wird, ist im Terminabsprachesystem allerdings ein Verfahren ein-
gesetzt, das Worthypothesen auch an andere Stellen des semantischen Netzes einbinden kann.
Somit verliert diese Ebene wa¨hrend der Analyse eines Sprachsignals ihren klassischen Schnitt-
stellencharakter.
Auf der Syntaxebene werden die Wortarten der Hypothesen bestimmt und daraus syntaktische
Konstituenten gewonnen. Daru¨ber hinaus ermo¨glicht der in [Hil95] beschriebene und im System
verwandte Ansatz eine besondere Behandlung der Zeitkonstituenten. Das Wissen daru¨ber wie
Zeitangaben formuliert werden, la¨ßt na¨mlich eine sehr spezielle Modellierung dieser sprachli-
chen ¨Außerungen zu. Es ist exakt modelliert, welche Auspra¨gungen die verschiedenen Zeitan-
gaben haben ko¨nnen. Folglich wird die Hypothesenfolge
”
der erste Sonntag im Mai“ als Tages-
angabe und nicht als allgemeine Nominalgruppe weiterverarbeitet.
Die Modellierung der semantischen Ebene fußt auf der Tiefenkasus–Theorie von Fillmore
[Fil68]. Sie besagt, daß ein Verb in einer bestimmten Bedeutung Leerstellen, die Tiefenkasus,
ero¨ffnet. Dies mo¨chte ich am Beispiel des Verbs
”
ausmachen“ verdeutlichen, indem ich zwei
Bedeutungen des Verbs betrachte.
”
Ausmachen“ kann bedeuten etwas zu beenden:
”
In einer halben Stunde machst du aber den Fernseher aus!“ (2.1)
Dieses Verb kann aber auch im Sinne von
”
verabreden“ benutzt werden:
”
Ich hatte mit dir doch ein Rendezvous fu¨r Montag ausgemacht.“ (2.2)
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Abbildung 2.6: ¨Uberblick u¨ber die Wissensbasis des Terminabsprachesystems
Das Verb
”
ausmachen“ ero¨ffnet im Terminabsprachesystem daher die folgenden vier Tiefenka-
sus:
Tiefenkasus Bedeutung Vorkommen in 2.1 und 2.2
S AGENT wer ist der Akteur?
”
du“,
”
ich“
S EXPERIENCER wem geschieht etwas?
”
dir“
S OBJECT was wird ausgemacht?
”
den Fernseher“,
”
ein Rendezvous“
S TIME wann geschieht etwas?
”
in einer halben Stunde“,
”
fu¨r Montag“
Tabelle 2.2: Semantischer Verbrahmen fu¨r
”
ausmachen“
Nicht alle dieser Tiefenkasus sind obligatorisch, wie die ¨Außerung
”
Ich mache den Fernseher
aus.“ zeigt. Sie ist durchaus vollsta¨ndig und sinnvoll, obwohl sie neben dem Verb nur S AGENT
(
”
ich“) und S OBJECT (
”
den Fernseher“) entha¨lt. Insgesamt sind im Terminabsprachesystem
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23 solche semantische Verbrahmen fu¨r Verben aus der zugrunde liegenden Doma¨ne und 13
Tiefenkasus realisiert.
Die semantischen Verbrahmen und Tiefenkasus finden ihre Entsprechung in den pragmatischen
Verbrahmen und pragmatischen Bestimmungen auf der na¨chst ho¨heren Ebene der Wissensba-
sis. Diese Modelle schra¨nken die allgemeine Modellierung der Semantikebene auf das Anwen-
dungsgebiet des Dialogsystems ein. Wa¨hrend auf der Semantikebene beispielsweise der Tiefen-
kasus S OBJECT die Frage
”
Was wird ausgemacht“ beantwortet, bezieht sich die entsprechende
pragmatische Bestimmung P OBJECT im Terminabsprachesystem auf die Frage
”
Was fu¨r eine
Art von Treffen wird ausgemacht?“.
Pragmatische Verbrahmen und Bestimmungen repra¨sentieren daher den propositionalen Gehalt
einer ¨Außerung in der Doma¨ne. Sie werden zusammengefaßt zu einem Modell fu¨r eine kom-
plette ¨Außerung eines Systembenutzers wa¨hrend eines Dialogs. Somit sind auf dieser Ebene die
Modelle fu¨r die Interpretation einer Einzela¨ußerung gegeben.
Schon an dem folgenden kurzen Dialog
”
Wann wollen wir denn ‘Titanic’ sehen?“
”
Laß uns doch den Dienstag nehmen.“
”
Und welche Vorstellung?“
”
Die um acht wa¨re in Ordnung.“
wird klar, daß in einem Dialog Kontextinformation ha¨ufig unabdingbar ist, um eine Einzela¨uße-
rung richtig zu verstehen. Die Antwort
”
Die um acht wa¨re in Ordnung.“ ist nur deshalb befrie-
digend, weil vorher schon gekla¨rt war, an welchem Tag der Kinobesuch stattfinden soll. Diese
Antwort erha¨lt also den Charakter einer Pra¨zisierung eines zuvor unterbreiteten Vorschlages.
Auf der Dialogebene des Terminabsprachesystems finden sich daher Modelle fu¨r verschiedene
Dialogakte des Benutzers, wie zum Beispiel Modelle fu¨r einen Terminvorschlag, eine Pra¨zisie-
rung eines Vorschlages oder auch die Ablehnung beziehungsweise Besta¨tigung eines Termins.
Die Dialogsteuerung beinhaltet ein Dialoggeda¨chtnis, mit dessen Hilfe auch Informationen, die
u¨ber mehrere ¨Außerungen verteilt vorliegen, zu einem konsistenten Terminwunsch des Benut-
zers zusammengefaßt und mo¨gliche Ambiguita¨ten aufgelo¨st werden. Das obige Beispiel zeigt,
daß auch allgemeines Wissen erforderlich ist, um aus Gesprochenem Gemeintes zu erschlie-
ßen: u¨blicherweise finden morgens keine Kinovorstellungen statt und daher dru¨ckt
”
um acht“
wahrscheinlich aus, daß der Sprecher gern um zwanzig Uhr ins Kino mo¨chte. In der Doma¨ne
Terminabsprache gilt a¨hnliches: die Zeitkonstituente in dem Vorschlag
”
um drei Uhr wa¨re es
gut“ wird daher zu fu¨nfzehn Uhr aufgelo¨st, falls keine weitere Spezifikation vorliegt.
Die Dialogsteuerung entscheidet auch daru¨ber, welches der jeweils angemessene Systemdialog-
schritt ist. Dabei liegt das in Abbildung 2.7 dargestellte Dialogmodell zugrunde.
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B_VORSCHLAG
B_PRÄZISIERUNG
S_ERÖFFNUNG
S_ABLEHNUNG
S_BESTÄTIGUNG
B_BESTÄTIGUNG
S
_ABSCHIED
S_TEILBESTÄTIGUNG
B_ABLEHNUNG
Abbildung 2.7: Dialogmodell des Terminabsprachesystems
Der Dialog beginnt mit einer Ero¨ffnung des Systems (S ER ¨OFFNUNG), die einen Terminvor-
schlag des Benutzers (B VORSCHLAG) erbittet. Dieser initiale Vorschlag kann vom System
abgelehnt, besta¨tigt oder teilbesta¨tigt werden, wobei der Systemdialogschritt S TEILBEST ¨ATI-
GUNG (dritte Systemausgabe in Abbildung 2.5) dann gewa¨hlt wird, wenn ein Vorschlag
zwar aufgrund des internen Terminkalenders des Systems prinzipiell mo¨glich, aber noch nicht
konkret genug ist. In diesem Fall wird vom Benutzer eine Pra¨zisierung seines Vorschlages
(B PR ¨AZISIERUNG) erwartet. Wenn der Termin schließlich fixiert ist, besta¨tigt das System
ihn noch einmal (S BEST ¨ATIGUNG) und erfragt eine abschließende Besta¨tigung des Benut-
zers (B BEST ¨ATIGUNG). Somit ist dem Benutzer vor dem Abschluß des Dialogs noch einmal
die Gelegenheit gegeben, eventuelle Fehlleistungen des Systems durch eine Ablehnung zu korri-
gieren (B ABLEHNUNG) und erneut einen Vorschlag zu machen. Dieses Verfahren erho¨ht die
Zuverla¨ssigkeit des Systems enorm.
Analyseverfahren
Das Terminabsprachesystem benutzt ein integriertes Verfahren zur Erkennung und Interpreta-
tion der spontansprachlichen Eingabe. Eine ausfu¨hrliche Darstellung dieses Verfahrens findet
sich in [Fin95a]. Die grundlegende Idee besteht darin, die Strukturen der Wissensbasis auf eine
Hierarchie von Hidden–Markov–Modellen (HMMs) [Hua90] abzubilden, so daß das verwendete
Spracherkennungssystem ISADORA [ST91] in der Lage ist, strukturierte Erkennungshypothe-
sen an die Verstehenskomponente zu liefern.
Dazu werden in einem automatischen Verfahren die modellierten linguistischen Konstituenten
soweit dekomponiert, bis schließlich nur noch elementare Modelle vorliegen. Die in den lingui-
stischen Konstituenten formulierten Restriktionen werden dabei in die entstehenden Substruk-
turen propagiert. Der so entstandene Baum von Modellen wird auf einen komplexen Baum von
HMMs transformiert. Die auf diese Weise entstandenen strukturierten HMMs, die sogenann-
20 2 Dialogsysteme
ten semantischen Hidden–Markov Netzwerke (SHMNs), repra¨sentieren sowohl linguistisches
als auch akustisch–phonetisches Wissen. Die strukturelle ¨Aquivalenz des HMM-Baumes und
der linguistischen Wissensbasis macht einen Transfer der Erkennungsergebnisse zu der Verste-
henskomponente sehr einfach. Es ist damit mo¨glich, komplette wohlstrukturierte Instanzen von
linguistischen Konstituenten direkt in den Verstehensprozeß zu integrieren — ein Großteil der
aufwendigen linguistischen Analyse des Gesagten wird also in die Spracherkennung verlagert.
Die Verwendung von SHMNs la¨ßt eine sehr flexible Steuerung der Interpretation zu. Zu Be-
ginn einer ¨Außerung werden alle SHMNs aktiviert, weil ja vo¨llig unbekannt ist, was der Be-
nutzer sagen wird. Der Spracherkenner liefert darauf strukturierte Ergebnisse, deren Bedeutung
sodann extrahiert wird. Im Verlauf der ¨Außerung ko¨nnen immer weitreichendere restriktive An-
nahmen u¨ber den Fortgang des Gesprochenen gemacht werden. Daher werden dann nur die
SHMNs von der Kontrolle der Verstehenskomponente aktiviert, die zu der Interpretation des
bisher Gesprochenen passen. Entha¨lt die ¨Außerung beispielsweise schon eine Instanz vom Tie-
fenkasus S AGENT, so wird das dazu geho¨rende SHMN nicht mehr aktiviert, da in aller Regel
eine ¨Außerung in diesem Szenario nur genau einen Agenten entha¨lt. Es entwickelt sich also ein
Wechselspiel zwischen der Pra¨diktion von SHMNs, der Spracherkennung, der Transformation
ihrer Ergebnisse in die Verstehenskomponente und der Fortsetzung der Interpretation.
2.3.2 Ergebnisse
Das System wurde von sieben Sprechern und drei Sprecherinnen getestet, die mit dem System
nicht vertraut waren. Sie erhielten lediglich die Information, daß mit dem System ein Termin
vereinbart werden kann. Anhand von vorgegebenen Terminkalendern sollte jeder Testteilneh-
mer drei Termine vereinbaren. Die Systemausgabe wurde den Testpersonen ebenso visuell dar-
geboten wie das Ergebnis des Erkennungsprozesses, welches die Grundlage der linguistischen
Interpretation gewesen war. Bei der Bewertung des Systems spielten interne Daten (zum Beispiel
die korrekte interne Repra¨sentation einer Zeitangabe) keine Rolle. Vielmehr wurde das System
als
”
Black Box“ betrachtet und die Systemausgabe als Maßstab fu¨r die Interpretationsleistung
genommen. Somit wird die Leistung des Systems insgesamt auf seine Benutzerada¨quatheit und
Korrektheit analysiert. Begegnet das System der ¨Außerung
”
Ich mo¨chte einen Termin fu¨r Dienstag nachmittag.“
zum Beispiel mit der Ausgabe
”
Nein, am Mittwoch habe ich keine Zeit. Bitte machen Sie einen neuen Vorschlag“
liegt offensichtlich eine Fehlleistung vor, selbst wenn das System intern die Konstituente
”
einen
Termin“ richtig analysiert ha¨tte.
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¨Außerungen vollsta¨ndig partiell falsch nicht
interpret. interpret. interpret. interpret
145 70 21 18 36
100 % 48,3 % 14,5 % 12,4 % 24,8 %
Tabelle 2.3: Systemleistung bezogen auf die Interpretation einzelner ¨Außerungen
Zuna¨chst wurde bewertet, ob eine einzelne ¨Außerung des Benutzers korrekt interpretiert wurde
(siehe Tabelle 2.3). Kontextwissen, welches das System aus dem bisherigen Verlauf des Dialogs
ha¨tte schließen mu¨ssen, blieb bei dieser Auswertung unberu¨cksichtigt. Eine Interpretation war
”
vollsta¨ndig“, falls der gesamte propositionale Gehalt des Gesagten vom System bestimmt und
angemessen reagiert wurde. Falls nicht alle Informationen, die in der ¨Außerung enthalten waren,
analysiert werden konnten, wurde das Ergebnis mit
”
partiell interpretiert“ bezeichnet.
”
falsch“
war eine Systemleistung dann, wenn die Ausgabe eine in keiner Weise plausible Reaktion auf
die ¨Außerung darstellte. Forderte das System den Benutzer auf, das zuletzt Gesprochene noch
einmal zu wiederholen, wurde diese Leistung mit
”
nicht interpretiert“ bewertet. Ha¨ufig war eine
extrem schlechte Spracherkennung die Ursache fu¨r einen solchen Fehlschlag. Die Tabelle zeigt,
daß 62,8 Prozent der ¨Außerungen ganz oder teilweise korrekt interpretiert wurden. Das war eine
ausreichende Grundlage dafu¨r, viele Dialoge erfolgreich zu gestalten (siehe Tabelle 2.4).
Dialoge erfolgreich erfolglos
30 28 2
100 % 93,3 % 6,6 %
Tabelle 2.4: Systemleistung bezogen auf den gesamten Dialogverlauf
Die Systemleistung, bezogen auf den gesamten Dialogverlauf, wurde danach bewertet, ob
schließlich ein Termin vereinbart werden konnte. Solche Dialoge wurden als
”
erfolgreich“ ein-
gestuft. Nur zwei der 30 Dialoge erreichten dieses Ziel nicht. Die Testpersonen beurteilten die
Dialogfu¨hrung als angemessen, was sich auch in der geringen Anzahl der Dialogschritte wider-
spiegelte: durchschnittlich beno¨tigten die Benutzer nur fu¨nf Dialogschritte, um ihr Ziel zu errei-
chen. Das System wurde in keiner Weise bezu¨glich der Laufzeit optimiert — daher bema¨ngelten
einige der Testpersonen zu Recht die auftretenden Wartezeiten auf eine Systemreaktion.
In einer weiteren Testreihe wurde untersucht, inwieweit Arbeiten u¨ber Diskurspartikeln [Sch87,
Sch95a] in das System integriert werden ko¨nnen [Fis98]. Diskurspartikeln bergen oftmals wich-
tige Informationen, wie beispielhaft an der Partikel
”
ja“ gezeigt werden soll. In der ¨Außerung
”
Ja, guten Tag. Ich ha¨tte gern einen Termin.“
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signalisiert
”
ja“ dem Gespra¨chspartner die ¨Ubernahme der Initiative durch den Sprecher —
”
ja“
hat eine Redeu¨bernahme–Funktion. Die Partikel kann auch die gegenteilige Funktion erfu¨llen.
In
”
Wir sehen uns doch am Sonntag, ja?“
hat
”
ja“ eine Redeu¨bergabe–Funktion und fordert den Gegenu¨ber zur Fortsetzung des Ge-
spra¨ches auf. In
”
Wir ko¨nnten ja auch Montag nehmen.“
realisiert
”
ja“ eine Abto¨nung des Vorschlages, hat also eine modale Funktion. Im letzten Beispiel
schließlich wird die Antwort–Funktion von
”
ja“ sichtbar:
”
Ja, am Dienstag um zehn Uhr paßt es mir.“
Im Terminabsprachesystem werden auf der semantischen Ebene von der Funktion berPartikel-
Funktion die Diskursfunktionen der Partikeln anhand ihrer Stellung in der ¨Außerung und des
Dialogkontextes ermittelt — die Regel fu¨r
”
ja“ ist in Algorithmus 2.1 zu sehen. Insgesamt
 Funktion: berPartikelFunktion
ff Parameter: ein Wort W
ff Parameter: Typ der letzten Systemausgabe l sys ausg typ
ff Parameter: Stellung pos von W in der ¨Außerung
fi Ru¨ckgabe: Diskursfunktion von W
. . .
if (W ==
”
ja“) then
if (pos == initial) then
if (l sys ausg typ == S BEST¨ATIGUNG fl
l sys ausg typ == S TEILBEST¨ATIGUNG) then
diskurs funktion := Antwort;
else
diskurs funktion := Redeu¨bernahme;
elseif (pos == medial) then
diskurs funktion := Modal;
else // position == final
diskurs funktion := Redeu¨bergabe;
. . .
return diskurs funktion;
Algorithmus 2.1: Regel zur Bestimmung der Diskursfunktion von
”
ja“
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wurden Regeln fu¨r 87 verschiedene Diskurspartikeln integriert. Die erzielten ersten Ergebnis-
se belegen, daß dieses Verfahren ha¨ufig ausreicht, um Diskurspartikeln korrekt klassifizieren zu
ko¨nnen. Die Teststichprobe bestand aus 40 per Tastatur eingegebenen ¨Außerungen, die insge-
samt 75 Diskurspartikeln enthielten. 83 Prozent dieser Partikeln wurden korrekt verarbeitet.
2.4 Resu¨mee
Um einen ¨Uberblick u¨ber den derzeitigen Stand der Entwicklung von Dialogsystemen zu ge-
ben, habe ich in diesem Kapitel stellvertretend fu¨r verschiedene Entwicklungsgrundsa¨tze drei
Dialogsysteme vorgestellt.
Im Verbmobil–Projekt geht es um die Entwicklung eines Systems zur Hilfe bei Kommunikati-
onsproblemen, die auf lu¨ckenhaften englischen Sprachkenntnissen der Dialogpartner beruhen.
Kommt der Dialog ins Stocken, kann man sich in seiner Muttersprache an das System wenden,
welches dann die ¨Außerung ins Englische u¨bersetzt. Verbmobil befindet sich, falls es gerade
keine ¨Ubersetzungsarbeit leistet, in einem zuho¨renden Modus. Auf diese Weise verfolgt es den
Dialog und kann den Dialogkontext zur ¨Ubersetzungsarbeit nutzen. Die Module zum Sprachver-
stehen ermo¨glichen sowohl eine effiziente flache Analyse der Eingabe als auch eine aufwendige
tiefe linguistische Analyse. Durch die Kombination der Verfahren werden die besten Ergebnis-
se erreicht. Es scheint also so zu sein, daß eine Kombination eines vor allem an der Linguistik
orientierten Ansatzes (tiefe Analyse) und eines ingenieurwissenschaftlich gepra¨gten Ansatzes
(flache Analyse) erfolgversprechend ist.
Gegenstand in TRAINS-96 ist die Simulation einer Transportaufgabe. In dem Dialog zwischen
Mensch und Maschine erhalten beide Kommunikationspartner die Mo¨glichkeit zur Initiative, um
die gestellte Aufgabe optimal zu lo¨sen. In TRAINS-96 kann die gestellte Aufgabe nicht von ei-
nem sprachverstehenden System allein gelo¨st werden. Vielmehr stehen die sprachverarbeitenden
Module in enger Kommunikation mit einem Planungsmodul und anderen Eingabekana¨len. Im
TRAINS–Projekt ist also ein Anspruch umgesetzt worden, der auch fu¨r das im Rahmen dieser
Arbeit entwickelten Systems formuliert ist, na¨mlich die Realisierung eines in einem komplexen
Gesamtsystem integrierten sprachverstehenden Systems.
Das Terminabsprachesystem ermo¨glicht die Vereinbarung eines Termins mit Hilfe eines Rech-
ners. Die Spracherkennung und das Sprachverstehen interagieren in diesem System sehr eng und
basieren teilweise auf einer gemeinsamen Wissensbasis. Die erzielten Ergebnisse belegen, daß
ein Mensch–Maschine–Dialog auch dann erfolgreich gestaltet werden kann, wenn nicht jede
Konstituente korrekt erkannt oder interpretiert wird. Schließlich zeigt das Terminabsprachesy-
stem, daß das semantisches Netzwerksystem ERNEST ein geeigneter Formalismus zur Realisie-
rung sprachverstehender Systeme ist.
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Zu zeigen bleibt im weiteren, inwieweit die geschilderten jeweiligen Grundzu¨ge der Systeme
als Anregungen fu¨r die eigene Arbeit genutzt werden ko¨nnen. Im folgenden Kapitel geht es
allerdings zuna¨chst um die Vorstellung der Doma¨ne, in der die Sprachverstehenskomponente
eingesetzt werden soll.
Kapitel 3
Untersuchungen zur Modellbildung
Nehmen Sie nun den blauen Wu¨rfel und drehen Sie damit
von unten her die rote Schraube fest, so daß aber nach
vorne eine Windung besteht — versteht er nicht.
Aus dem Korpus [Bri95b]
Es gibt gegenwa¨rtig keine automatischen sprachverarbeitenden Systeme, die jede beliebige
¨Außerung korrekt interpretieren ko¨nnen. Die große Vielfalt der Sprache macht die Realisierung
einer solchen Maschine auch auf absehbare Zeit unmo¨glich. Vielmehr muß im vorhinein genau
festgelegt werden, wofu¨r und unter welchen Randbedingungen das System benutzt werden soll.
Der erste Schritt in dieser Spezifikation ist die Festlegung des Szenarios, fu¨r welches das System
zu entwickeln ist. Ausgehend von der Aufgabenstellung des Systems mu¨ssen anhand der in dem
Szenario verwendeten Sprache, dem Sprachfragment, Modelle entwickelt werden, welche die
Grundlage fu¨r die Implementation des Systems bilden. Die Untersuchung von Datenmaterial
zum Zwecke der Modellbildung fu¨r die zu realisierende Sprachverstehenskomponente in einem
Konstruktionsszenario ist der Gegenstand dieses Kapitels. Das Ziel der Untersuchungen besteht
darin, klar formulierte und abgesicherte Anforderungen an die beno¨tigten Modelle zu haben.
Die im folgenden vorgestellte Untersuchung zur Modellbildung basiert teilweise auf Ergebnis-
sen von Arbeiten im Kontext des Sonderforschungsbereiches 360
”
Situierte Ku¨nstliche Kommu-
nikatoren“ (SFB 360). Ein Schwerpunkt in diesem Sonderforschungsbereich liegt auf der Un-
tersuchung des Sprachgebrauchs in Konstruktionsdialogen — in [Ric96] wird das Forschungs-
projekt als Ganzes vorgestellt. Es wa¨re zweifellos das beste Vorgehen gewesen, zur Modell-
bildung direkt auf linguistisch sehr fundierte und abgesicherte Forschungsarbeiten in diesem
SFB zuru¨ckzugreifen. Bisher gibt es allerdings keine Arbeit, aus der ich unmittelbar Modelle
fu¨r die automatische Sprachverarbeitung ha¨tte ableiten ko¨nnen. Deshalb werden in diesem Ka-
pitel die Grundlagen fu¨r die Modelle gelegt. Es ist wie folgt aufgebaut. Zuna¨chst befasse ich
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mich mit dem methodischen Herangehen bei der Modellbildung In Abschnitt 3.2 stelle ich die
Doma¨ne, in der die Sprachverstehenskomponente arbeitet und in Abschnitt 3.3 ein Korpus aus
dieser Doma¨ne vor. Anschließend lege ich Modellspezifikationen fu¨r Objektbenennungen und
Handlungsmodelle vor und erla¨utere sie ausfu¨hrlich mit Hilfe des Korpus. Danach werden die
Struktur der ¨Außerungen und der Dialogverlauf im Korpus diskutiert. Eine Zusammenfassung
beschließt das Kapitel.
3.1 Methodik der Modellbildung
Ausgehend von der Zielstellung des Kapitels ergeben sich zwei wichtige Fragen zur Herange-
hensweise: Zum einen muß gekla¨rt werden, auf welcher Datengrundlage die Modelle gewonnen
werden sollen. Zum zweiten muß das methodische Vorgehen herausgearbeitet werden. Der Be-
antwortung dieser Fragen dient dieser Abschnitt.
Die fu¨r die Untersuchung des Sprachverhaltens in einem bestimmten Szenario beno¨tigten Daten
ko¨nnen auf zwei Arten gewonnen werden. Entweder entstammen sie der Durchfu¨hrung psycho-
linguistischer Experimente oder sie kommen aus der Analyse eines mo¨glichst repra¨sentativen
Korpus.
Psycholinguistische Experimente: Ein Gegenstand der Kognitionswissenschaften ist die
Erforschung der menschlichen Sprachproduktion unter dem Blickwinkel der dabei stattfinden-
den mentalen Prozesse [Lev89]. Bei den zu diesem Zweck durchgefu¨hrten psycholinguistischen
Experimenten sollen die Variablen, welche die Sprachverarbeitung beeinflussen ko¨nnen, kon-
trolliert und somit zuverla¨ssige Forschungsergebnisse zu ausgewa¨hlten Aspekten erzielt werden.
Selbst wenn mit diesem Ansatz Fehlerquellen (insbesondere das ¨Ubersehen von Einflußfakto-
ren) verbunden sind, gestattet nach [Ric93, Seite 120]
”
nur diese Methode die Analyse kausaler
Beziehungen und die Analyse mentaler Prozesse in nachpru¨fbarer Weise“.
Analyse eines Korpus: Ein Korpus im linguistischen Sinne besteht aus einer Menge mu¨nd-
licher oder schriftlicher ¨Außerungen, welche als Untersuchungsmaterial die Grundlage der
Sprachbeschreibung bildet. Ein Qualita¨tsmerkmal fu¨r ein Korpus ist folglich seine Gro¨ße: liegt
ein umfangreiches oder gar repra¨sentatives Korpus vor, kann eine recht zuverla¨ssige Untersu-
chung des Sprachfragmentes vorgenommen werden. Allerdings ist die Erstellung eines großen
Korpus auch mit einem erheblichen Aufwand verbunden. Sollen insbesondere mu¨ndliche ¨Auße-
rungen gewonnen werden, mu¨ssen diese zuna¨chst in einer geeigneten Umgebung aufgenommen
und dann transkribiert werden, was mit einem hohen Aufwand an manueller Arbeit verbunden
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ist (vergleiche zum Beispiel [Koh94]). Im Unterschied zu den psycholinguistischen Experimen-
ten ist die Korpusanalyse vor allem auf die Beantwortung der Frage gerichtet, wie die Menschen
in dem gewa¨hlten Szenario sprechen und nicht warum sie sich fu¨r eine bestimmte Formulierung
entscheiden und welche mentalen Prozesse bei der Formulierungsfindung ablaufen.
Die beiden Herangehensweisen an die Untersuchung des Sprachverhaltens in einem Szenario
stehen sich nicht unverso¨hnlich gegenu¨ber, sondern ko¨nnen sich in sinnvoller Weise erga¨nzen.
Wird na¨mlich ein Korpus innerhalb einer situierten Umgebung erhoben, ko¨nnen die Ergebnisse
der sprachpsychologischen Forschung beispielsweise bei der Gestaltung der Aufnahmebedin-
gungen fu¨r dieses Korpus hilfreich sein. Da die Sprachproduktion, insbesondere die dabei ab-
laufenden mentalen Prozesse, nicht im Zentrum dieser Arbeit steht, werde ich die Modelle mit
Hilfe eines Korpus entwickeln und u¨berpru¨fen.
Die zweite wichtige Frage bei der Modellbildung ist die Frage nach der Methodik. Damit die
Modelle u¨berpru¨fbar und reproduzierbar sind, muß ein klares Verfahren zu ihrer Gewinnung an-
gegeben sein. Dadurch ist auch dokumentiert, wie entsprechende Modelle fu¨r andere Doma¨nen
gewonnen werden ko¨nnen.
Lobin wa¨hlt in [Lob98] den Weg, eine fu¨r die semantische Repra¨sentation bewa¨hrte Theorie,
na¨mlich die der Konzeptuellen Semantik von Jackendorff [Jac83, Jac89a, Jac89b], zu erweitern
und zu verfeinern. Damit wird zweierlei geleistet. Zum einen ko¨nnen Handlungsanweisungen
in ada¨quater Weise modelliert und verarbeitet werden. Zum anderen wird der urspru¨ngliche
Formalismus weiterentwickelt. Der Anspruch von [Lob98] geht also weit u¨ber das Ziel dieses
Kapitels hinaus.
Eine andere Methodik besteht darin, mit Hilfe von automatischen Verfahren Modelle aus einem
Korpus abzuleiten. Dazu muß dieser annotiert und automatisch unter statistischen und ande-
ren Gesichtspunkten analysiert werden. Beispielsweise wurden im Verbmobil–Projekt auf diese
Weise die Dialogakt–Modelle u¨berarbeitet [Sch94]. Lager, der in [Lag95] eine Umgebung zur
Korpusanalyse vorstellt, macht allerdings darauf aufmerksam, daß ohne eine Wissensbasis, die
oftmals von Hand erstellt werden muß und auf Expertenwissen beruht, keine automatische An-
notierung eines Korpus mo¨glich ist. Man darf also nicht hoffen, ohne jegliches Vorwissen fertige
Modelle oder Modellgrundlagen allein mit automatischen Verfahren zu bekommen.
In der vorliegenden Arbeit werden die Modelle wie folgt gewonnen. Zuna¨chst wird anhand
der Aufgabenstellung des zu realisierenden Systems festgelegt, welcher Modelle es bedarf. So-
dann wird die Realisierung der Modelle im Korpus studiert.1 Daraus ergibt sich eine klare An-
forderung an die Beschaffenheit und Kompetenz der Modelle, die von Experten anhand einer
Stichprobe exemplarisch u¨berpru¨ft werden (siehe Abschnitt 3.4). Diese von einem Formalismus
ffi
Wie in Kapitel 5 zu sehen sein wird, muß die Sprachverstehenskomponente auch Aufgaben bewa¨ltigen, die nicht
am Korpus studiert werden ko¨nnen. Insofern kann in diesem Kapitel nicht fu¨r alle notwendigen Modelle eine
Grundlage geschaffen werden.
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unabha¨ngigen Spezifikationen fu¨hren schließlich zur Realisierung der Modelle in der Wissens-
repra¨sentationssprache ERN

E

ST (siehe Kapitel 4 und Kapitel 5). Der erste Schritt ist also die
Festlegung, welche Modelle es u¨berhaupt geben soll. Dazu lege ich nun dar, wie die vorliegen-
den Konstruktionsdoma¨ne genau beschaffen ist.
3.2 Die Doma¨ne
Die Konstruktionsgegensta¨nde entstammen einem Spielzeugkasten fu¨r Kinder. Abbildung 3.1
zeigt die Art der Gegensta¨nde, mit denen hantiert wird, und ein mo¨gliches Ziel der Montage.
Aufgrund der Bauteile wird dieses Szenario im folgenden Baufix–Szenario2 genannt. Die Bau-
Abbildung 3.1: Beispiele fu¨r die verwendeten Konstruktionselemente und ein mo¨gliches Ziel
des Montageprozesses
teile sind zum großen Teil aus Holz und lassen sich einfach handhaben. Die zur Verfu¨gung
stehenden Bauteile mo¨chte ich in ihrer Gesamtheit Basiselemente nennen. Sie ko¨nnen zuna¨chst
nach ihrem Typ (wie Schraubwu¨rfel oder Leiste) unterschieden werden. Allerdings reicht diese
Angabe nicht immer fu¨r eine eindeutige Unterscheidung aus. So gibt es Schrauben unterschiedli-
cher La¨nge, wobei die jeweilige La¨nge durch einen farbigen Schraubkopf eindeutig markiert ist.
Außerdem muß bei Schrauben die Form ihres Kopfes beachtet werden: in allen La¨ngen bezie-
hungsweise Farben gibt es Rundkopf– und Sechskantschrauben. Eine bestimmte Schraube kann
also unter Umsta¨nden nur durch die Angabe von Typ, Farbe, Form und Gro¨ße eindeutig identifi-
ziert werden. Weiterhin gibt es Leisten unterschiedlicher La¨nge und Scheiben unterschiedlicher
Dicke. Fu¨r den Konstruktionsprozeß ist es also sehr wichtig, Schrauben, Leisten und Scheiben
genau zu spezifizieren. Die Schraubwu¨rfel dagegen gibt es zwar in unterschiedlichen Farben,
aber ihre Funktionalita¨t ist farbunabha¨ngig identisch.
 
Baufix ist ein eingetragenes Warenzeichen der Lorenz GmbH, 82538 Geretsried.
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3.3 Das Korpus
Steht fu¨r die Modellgewinnung nur Datenmaterial aus Dialogen zwischen Menschen zur
Verfu¨gung, trifft man auf ein Problem:
”
Die These ist: Menschen verhalten sich bei der natu¨rlichsprachlichen MCI anders
als in der zwischenmenschlichen Kommunikation.“ [Kra92, Seite 6]3
Somit ergibt sich eine vertrackte Ausgangssituation bei der Entwicklung eines sprachverste-
henden Systems: es wird Information u¨ber die Mensch–Maschine–Kommunikation in dem ent-
sprechenden Szenario beno¨tigt; diese liegt aber noch nicht vor, weil das System ja noch nicht
existiert! Einen Ausweg aus dieser Situation bieten die Wizard–of–Oz–Studien, in welchen fu¨r
Probanden die Interaktion mit einem Rechner simuliert wird. Dabei werden die vermeintlichen
Systemreaktionen tatsa¨chlich von einem Versuchsmitarbeiter erzeugt.4 Idealerweise kann somit
ein Entwicklungszyklus fu¨r Systeme zur Mensch–Maschine–Kommunikation etabliert werden,
wie er nach [Bri95a] in Abbildung 3.2 zu sehen ist. Ausgangspunkt fu¨r die Systementwicklung
ist nach diesem Schema die Analyse von Mensch–Mensch–Kommunikation, woraus sich eine
erste Spezifikation fu¨r den konkreten Aufbau des Simulationssystems entwickeln la¨ßt. Diese
Spezifikation bildet die Grundlage fu¨r die Implementierung des Wizard–of–Oz–Systems, mit
dem Sprachaufnahmen gewonnen werden. Die Beschreibung und Analyse der dabei erzielten
Daten fließen in eine neue Spezifikation des Systems ein. Dieses Verfahren wird so lange iteriert
bis schließlich eine Spezifikation und Realisierung des intendierten Systems durchgefu¨hrt wird.
Leider sind es bedingt durch den bereits erwa¨hnten erheblichen Aufwand oftmals finanziell–
materielle und nicht wissenschaftlich–inhaltliche Gru¨nde, die eine Beendigung der Iteration
verlangen.
Im folgenden erla¨utere ich den Entwicklungszyklus der Wizard–of–Oz–Studie fu¨r ein Baufix–
Szenario, die im Rahmen des SFB 360 durchgefu¨hrt wurde [Bri95a, Bri95b].
Voruntersuchungen
In die Erstellung der ersten Spezifikation des Wizard–of–Oz–Systems floß die Untersuchung
von neun Mensch–Mensch–Dialogen ein, die im SFB–Korpus [SFB94] enthalten sind. Die Ver-
suchspersonen in diesen Dialogen hatten die Aufgabe, das Flugzeug, wie es in Abbildung 3.1
gezeigt ist, zu bauen. Dabei fungierte eine Versuchsperson als Instrukteur. Sie instruierte die an-
dere beteiligte Versuchsperson, den Konstrukteur. Jede beteiligte Person hatte einen identischen
!
MCI steht in diesem Zitat fu¨r Mensch–Computer–Interaktion.
"
Der eigentu¨mliche Name fu¨r dieses Verfahren ru¨hrt von einem Ma¨rchen [Bau00]. Der Zauberer von Oz ist in
Wirklichkeit eine Maschine, die aus dem Verborgenen heraus von einem Menschen bedient wird.
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Abbildung 3.2: Entwicklungszyklus fu¨r Systeme zur Mensch–Maschine–Kommunikation mit
Hilfe von Wizard–of–Oz–Studien (nach [Bri95a])
Satz von Bauteilen zur Verfu¨gung. Dem Konstrukteur standen allein die sprachlichen Anweisun-
gen des Instrukteurs als Montageanleitung zur Verfu¨gung, denn Zeigegesten oder Hilfestellun-
gen durch Blickkontakt waren dadurch unterbunden, daß die Probanden durch eine Sichtblende
voneinander getrennt waren. Die Sichtblende hatte zusa¨tzlich die Auswirkung, daß der Instruk-
teur zu keinem Zeitpunkt einen visuellen Eindruck vom Konstruktionsprozeß hatte.
Versuchsaufbau
Abbildung 3.3 zeigt eine Skizze des Versuchsaufbaus, der fu¨r die Wizard–of–Oz–Studie ver-
wendet wurde. Die jeweilige Versuchsperson und die Projektmitarbeiter, welche das Systemver-
halten simulierten (
”
der Wizard“), hielten sich in getrennten Ra¨umen auf. Die Versuchspersonen
nahmen die Rolle des Instrukteurs, der Wizard die des Konstrukteurs ein. Die Anweisungen des
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Abbildung 3.3: Versuchsaufbau in der Wizard–of–Oz–Studie fu¨r das Baufix–Szenario
Instrukteurs wurden jeweils in den Raum des Wizards (Raum B) u¨bertragen. Dort wurden sie
manuell ausgefu¨hrt, mit einer Kamera aufgenommen und das Ergebnis auf dem Bildschirm der
Versuchsperson dargestellt. Der Wizard konnte akustische Systemreaktionen durch vorab fest-
gelegte Textbausteine simulieren, die zu einem Sprachsynthesegera¨t gesendet wurden, das sich
in Raum A befand. Die Projektmitarbeiter waren vom Versuchsleiter so instruiert worden, daß
auch Fehlleistungen, wie sie bei realen Systemen vorkommen, simuliert wurden. Beispielsweise
wurde ein Fehlschlagen der Spracherkennung dadurch suggeriert, daß die Systemreaktion
”
Ich
konnte Ihre ¨Außerung leider nicht verstehen!“ in jedem Dialog mehrmals ausgegeben wurde.
Versuchsdurchfu¨hrung
Die Durchfu¨hrung der Studie vollzog sich in drei Iterationen, na¨mlich in einer Trainingsphase
und in zwei modifizierten Szenarien. Ausgehend von den Untersuchungen der Mensch–Mensch-
Dialoge wurde fu¨r die Trainingsphase als erster Iteration in der Studie ein initiales Wizard–of–
Oz–System spezifiziert und realisiert. Es diente zur Gewinnung erster Erfahrungswerte mit dem
System. Den Versuchsteilnehmern wurde mitgeteilt, daß ein Roboter Montageaufgaben erfu¨llen
ko¨nne und nun eine natu¨rlichsprachliche Ansteuerung dieses Roboters zu testen sei. Die vier
Probanden erhielten die Aufgabe,
”
ein sprachverstehendes Programm“ [Bri95a, Anhang B, Seite
V] anzuweisen, das Baufixflugzeug zusammenzubauen.
Gegenu¨ber der Trainingsphase wurde die Aufgabenstellung im Szenario I unvera¨ndert belas-
sen. Einige technische Unzula¨nglichkeiten, insbesondere eine unbefriedigende Reaktionszeit
des Simulationssystems, wurden dagegen behoben. Außerdem wurden die Textbausteine, wel-
che die Systemausgaben simulierten, gru¨ndlich u¨berarbeitet und um dialogeinleitende und –
abschließende Floskeln erga¨nzt. Es wurden 40 Dialoge aufgezeichnet.
In der dritten Phase, dem Szenario II, blieben die Rahmenbedingungen der Versuche bezu¨glich
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des Versuchsaufbaus und der Systemreaktionen unvera¨ndert. Die Aufgabenstellung fu¨r die zehn
Probanden wurde aber modifiziert: sie sollten nunmehr einen menschlichen Partner instruieren,
das Flugzeug zu bauen. Er sei u¨ber das Mikrofon anzusprechen. Zum Hintergrund des Versuchs
wurde den Teilnehmern mitgeteilt, daß er dem Testen neuer Kommunikationskana¨le diene. Fu¨r
die Versuchspersonen stellte sich die Situation also genau so dar wie in Szenario I — mit Aus-
nahme des angenommenen Kommunikationspartners. Wa¨hrend dort eine Maschine angewiesen
werden sollte, war es nunmehr ein Mensch. Somit fungierte diese Gruppe als Kontrollgruppe
bezu¨glich der eingangs des Abschnittes zitierten These.
3.4 Modellspezifikationen
Die Information, die ein Konstrukteur im Baufix–Szenario stets gewinnen muß, la¨ßt sich in einer
Frage formulieren: Welche Konstruktionshandlung soll mit welchen Objekten ausgefu¨hrt wer-
den? Die Anweisungen eines Instrukteurs dienen letztlich der Beantwortung dieser Frage. Daher
muß eine Sprachverstehenskomponente in diesem Szenario vor allem Benennungen von Objek-
ten und Formulierungen zu Handlungsanweisungen verarbeiten ko¨nnen. Im weiteren Verlauf des
Abschnittes werden diese Pha¨nomene mit besonderer Intensita¨t bearbeitet, um zu entsprechen-
den Modellen zu gelangen. Zusa¨tzlich soll am Korpus studiert werden, wie die Instrukteure ihre
Anweisungen als Ganzes strukturieren und ob sich besondere Erkenntnisse u¨ber den Dialogver-
lauf dieser Art der Mensch–Maschine–Kommunikation gewinnen lassen, die eine Grundlage fu¨r
die Modelle bilden.
Als Korpus verwende ich im weiteren die Probandena¨ußerungen im Szenario–I der Wizard–
of–Oz–Studie, deren Gesamtheit ich Wizard–of–Oz–Korpus–I nenne. Alle aufgefu¨hrten ¨Auße-
rungen entstammen diesem Korpus. Die Bezeichnungen der einzelnen ¨Außerungen wurden von
[Bri95b] u¨bernommen.
3.4.1 Benennungen von Objekten
Objektbenennungen sind ein vielfach untersuchtes Pha¨nomen (siehe zum Beispiel [Her76,
MA92, Her94, Sch98]). Ich beziehe mich in der Definition von Objektbenennungen auf Herr-
mann, der als Ziel bei der Benennung von Objekten formuliert,
”
daß es einem Ho¨rer gelingen
soll, in einer bestimmten Situation einen bestimmten Gegenstand zu identifizieren“ [Her94, Sei-
te 65]. Wie bereits ausgefu¨hrt haben sie in Konstruktionsinstruktionen einen hohen Stellenwert:
beim Konstruieren werden Bauelemente zu einem Ganzen gefu¨gt und dazu mu¨ssen die Bauele-
mente vom Konstrukteur identifiziert werden. Der propositionale Gehalt einer Anweisung ha¨ngt
also entscheidend davon ab, wie es dem Instrukteur gelingt, die von ihm intendierten Objekte
eindeutig zu benennen.
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Benennungen von Basiselementen
Im Korpus finden sich vielfa¨ltige Bezeichnungen fu¨r die Basiselemente. Vorrangig verwenden
die Instrukteure zur Benennung dieser Objekte relativ einfache Nominalphrasen wie
”
Stecken Sie eine lange gru¨ne Schraube durch den gelben Wu¨rfel.“ (03dl051)
In dieser ¨Außerung wird das eine Objekt außer u¨ber seinen Typ (
”
Wu¨rfel“) nur u¨ber seine Far-
be (
”
gelben“) identifiziert. Da es in dem Baufix–Szenario nur gleichgroße Wu¨rfel gibt, reicht
diese Benennung vollkommen aus. Im Gegensatz dazu wird in dieser Anweisung zur Disambi-
guierung der Schraube Farbe und Gro¨ße (
”
lange gru¨ne“) verwendet, denn es existieren in dem
Szenario ja Schrauben unterschiedlicher Farben, die mit
”
lang“ bezeichnet werden ko¨nnten. Ins-
besondere der Gebrauch der Gro¨ßenadjektive ist abha¨ngig von der aktuellen Szene: eine drei
Zentimeter lange Schraube wird im Kontext von zwei Zentimeter langen als
”
lang“ bezeichnet
werden ko¨nnen, wa¨hrend sie dann als
”
kurz“ betrachtet werden ko¨nnte, wenn sich ansonsten nur
noch la¨ngere Schrauben in der Szene befinden.
Neben den Farb– und Dimensionsadjektiven nutzen die Instrukteure auch die Form eines Ba-
siselementes zur Identifizierung:
”
Stecke die runde rote Schraube durch die Fu¨nflochleiste.“ (16lo027)
Wie bei Benennungen mit Hilfe der Farbe wird eine Eigenschaft eines Bestandteils des Objektes
zu dessen Identifizierung benutzt und auf das Ganze bezogen: nur der Kopf der Schraube ist rund
oder eckig, trotzdem wird die Formulierung
”
runde Schraube“ gewa¨hlt.
Schließlich verwenden die Sprecher auch die ra¨umliche Lage eines Basiselementes zur seiner
Identifizierung:
”
Verbinde die Mutter mit der linken orangefarbenen Schraube.“ (28kd058)
Der Gebrauch von Lokalisationsadjektiven ha¨ngt stark von der konkreten Szene ab. Allerdings
spielt der Einfluß des Blickpunktes des Sprechers auf die Wahl von Ortsbeschreibungen, wie
sie im allgemeinen zu beru¨cksichtigen sind, wegen des Versuchsaufbaus in der Wizard–of–Oz–
Studie keine Rolle. Denn die Instruktionen wurden ja auf Grundlage eines zweidimensionalen
Bildschirmfensters gegeben, welches beiden Dialogpartnern zur Verfu¨gung stand.
Leider kann anhand des Korpus nicht u¨berpru¨ft werden, ob u¨ber– oder unterspezifizierte Benen-
nungen vorliegen. Mo¨glicherweise ha¨tte ja in der obigen ¨Außerung 03dl051 auch die Formulie-
rung
”
eine gru¨ne Schraube“ zur Objektidentifikation ausgereicht. Oder es ist unklar geblieben,
ob eine eckige oder runde gru¨ne Schraube gemeint war. Eine Einscha¨tzung der Benennungen
hinsichtlich dieses Aspektes ko¨nnte nur dann getroffen werden, wenn zu den ¨Außerungen die
entsprechenden Szenenbilder vorla¨gen — das ist aber nicht der Fall.5
/
Eikmeyer [Eik98] merkt an, daß ein Kontext intensionalen Charakter tra¨gt. Darum reichten selbst Szenenbilder
nicht aus. Zusa¨tzlich wa¨re Information daru¨ber no¨tig, welchen Kontext der Instrukteur in der jeweiligen Szene
subjektiv wahrgenommen hat.
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Fu¨r die Benennung der Basiselemente werden alternativ zu den Adjektiven auch synonyme
Pra¨positionalphrasen verwendet:
”
Nimm eine dreilo¨chrige Leiste.“ (18kj003)
”
Nimm eine Leiste mit drei Lo¨chern.“ (06al019)
Minimal spezifizierte definite Nominalphrasen wie
”
Fixiere die Schraube mit einer orangen Mutter.“ (18kj011)
gibt es nur dann, wenn aus dem Montagekontext klar ist, um welches Basiselement es sich
handelt. Elliptische Objektbenennungen, die in den zwischenmenschlichen Konstruktionsdialo-
gen aus dem SFB–Korpus auftreten (zum Beispiel ¨Außerung 06I140:
”
Dann mußt du den roten
noch mal abschrauben.“), kommen im Wizard–of–Oz–Korpus–I praktisch nicht vor. Auch Re-
lativsa¨tze
”
Jetzt nimmst du eine Leiste mit fu¨nf Lo¨chern, eine gelbe Schraube mit einem
Schlitz und eine Mutter, die orange ist.“ (11mm006)
zur Benennung eines Objektes gibt es nur sehr selten.
Mitunter werden Referenzobjekte zur Identifizierung eines Basiselementes herangezogen:
”
Schraube den gru¨nen Block auf die orange Schraube neben der linken roten
Schraube.“ (05sm028)
Einige Konstruktionen lassen sich nur durch die Verwendung von Hilfsobjekten bewerkstelligen.
Die in
”
Weiter — befestige die aufliegende fu¨nfbohrige Basisplatte mit der roten
Schraube.“ (37sj030)
geforderte Verbindung kann ohne eine Schraube nicht hergestellt werden, die hier sogar noch
na¨her (
”
mit der roten Schraube“) spezifiziert wird. Ha¨ufig verzichten die Instrukteure allerdings
darauf, das Hilfsobjekt u¨berhaupt zu benennen:
”
Jetzt wird die kleine Leiste rechtwinkelig unter den roten Wu¨rfel geschraubt.“
(30kr019)
An dieser ¨Außerung wird offensichtlich, daß Instrukteure gewisses menschliches Allgemeinwis-
sen auch beim Roboter voraussetzen. Daß es zum Schrauben einer Schraube bedarf, ist fu¨r uns
Menschen eine solche Selbstversta¨ndlichkeit, daß das Hilfsobjekt gar nicht erwa¨hnt wird.
Eine mo¨glichst genaue Anweisung vereinfacht die Arbeit fu¨r den Konstrukteur erheblich. Daher
bemu¨hen sich die Instrukteure meist auch um exakte Detailangaben, wozu insbesondere objekt-
interne Lokalisierungen geho¨ren:
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”
Nehmen Sie eine gelbe Schraube und drehen sie durch das zweite Loch von links
des fu¨nflo¨chrigen Stabes.“ (01pc024)
Vielfa¨ltig sind die Namen, welche fu¨r die Basiselemente gewa¨hlt werden. So werden die zum
Bausatz geho¨renden Leisten, von denen es nur drei unterschiedliche Arten gibt, mit 68 ver-
schiedenen Namen belegt, die in Tabelle 3.1 aufgefu¨hrt sind. Dort zeigt sich exemplarisch die
Basisplatte Brett Brettchen Dreibrett
Dreier Dreierbrett Dreierholzleiste Dreierholzpla¨ttchen
Dreierholzsta¨bchen Dreierleiste Dreierloch Dreierlochleiste
Dreierschiene Dreiersta¨bchen Dreierstu¨ck Dreierstab
Dreierstange Dreilochholzstu¨ck Dreilochleiste Dreilochschablone
Dreilochstu¨ck Dreilochstab Dreilochstange Fu¨nfer
Fu¨nferbrett Fu¨nferholz Fu¨nferholzleiste Fu¨nferholzsta¨bchen
Fu¨nferkette Fu¨nferleiste Fu¨nferlochbrett Fu¨nferlochleiste
Fu¨nferschiene Fu¨nfersta¨bchen Fu¨nferstu¨ck Fu¨nferstab
Fu¨nferstange Fu¨nflochleiste Fu¨nflochschablone Fu¨nflochscheibe
Fu¨nflochschraube Fu¨nflochstab Fu¨nflochstange Holzleiste
Holzpla¨ttchen Holzplatte Holzsta¨bchen Leiste
Lochleiste Pla¨ttchen Platte Schiene
Siebener Siebenerbrett Siebenerholzleiste Siebenerholzsta¨bchen
Siebenerleiste Siebenerschiene Siebenersta¨bchen Siebenerstu¨ck
Siebenerstange Siebenlochleiste Siebenlochschablone Siebenlochstange
Sta¨bchen Stab Stange Streifen
Tabelle 3.1: Im Wizard–of–Oz–Korpus–I vorkommende Benennungen fu¨r die Baufix–Leisten
sehr große Variabilita¨t der Namen fu¨r Objekte, deren jeweilige Auswahl durch die Sprecher
Gegenstand der Forschung auch innerhalb des SFB 360 sind. In [Soc98] wird eine Umfrage
im World Wide Web zur Benennung der Basiselemente vorgestellt, auf deren Grundlage Wahr-
scheinlichkeiten fu¨r die Wortwahl gescha¨tzt werden ko¨nnen. Kessler berichtet in [Kes96] von
psychologischen Experimenten, welche unter anderem der Verwendung von Devianzen bei der
Referenzherstellung gewidmet sind, wie sie etwa in
”
Nimm einen violetten Kreis.“ (12kg049)
enthalten sind. Einige der Basiselemente, insbesondere das vom Hersteller mit dem Namen
”
Mit-
nehmerbuchse“ versehene Teil, werden meist mit allgemeinen Namen bezeichnet wie in
”
Drehe das weiße Plastikteil um.“ (22ra070)
oder durch ihre Funktion bei der Aggregierung charakterisiert:
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”
Nimm einen weißen Abstandhalter.“ (24ka061)
Einige Instrukteure verwenden Objektbenennungen, die bei einer sophistischen Betrachtung als
falsch bezeichnet werden ko¨nnen, weil sie normalerweise ein ganz anderes Basiselement be-
zeichnen. Beispielsweise findet sich in mehreren Dialogen die Bezeichnung einer Schraube mit
dem Wort
”
Mutter“:
”
Die beiden gelben Mutt a¨h Schrauben jetzt mit orangenen Muttern festschrauben“
(05sm017)
Manchmal wird der Fehler von den Sprechern selbst entdeckt, was — wie im obigen Beispiel —
zu Wort– oder Satzabbru¨chen mit anschließender Reparatur fu¨hren kann oder dazu, daß im Ver-
lauf des Dialogs plo¨tzlich die korrekte Benennung verwendet wird.
Benennungen von Aggregaten
Aufgabe fu¨r die Instrukteure in den Wizard–of–Oz–Dialogen war die Anleitung der Konstruk-
tion eines Flugzeugs. Dieses Ziel der Montage hatte erheblichen Einfluß auf die verwendeten
Formulierungen. Wissen u¨ber Flugzeuge, ihre Gestalt und ihre Bestandteile setzten die Proban-
den bei dem Rechner voraus
”
Drehe den Propeller des Flugzeugs um fu¨nfundvierzig Grad.“ (09ho071)
oder mochten es mit einer einfachen Benennung vermitteln:
”
Okay, das ist ein Propeller.“ (05sm050)
Im Verlaufe einer Konstruktion entstehen mitunter auch aus Basiselementen gebildete Aggrega-
te, deren Aufgabe und Bedeutung fu¨r das Ganze zuna¨chst nicht klar ist. Daher ko¨nnen sie auch
nicht mit einem allgemein versta¨ndlichen Namen — wie zum Beispiel
”
Propeller“ in der obigen
¨Außerung — versehen, sondern mu¨ssen zur Identifizierung umschrieben werden. Im Korpus
finden sich dazu zwei Strategien: Entweder es erfolgt eine vergleichsweise sehr detaillierte Be-
schreibung des Aggregates
”
Drehe das Objekt, das aus dem blauen Wu¨rfel, dem gru¨nen Wu¨rfel und der gru¨nen
Schraube besteht, um neunzig Grad nach oben.“ (10hs053)
oder es bleibt der Verwendung ganz allgemeiner Namen:
”
Schraube jetzt das gesamte Teil in den gelben Wu¨rfel.“ (22ra060)
Aus diesen Betrachtungen heraus wird fu¨r die Modellierung von Objektbenennungen in der
Sprachverstehenskomponente folgende Spezifikation festgelegt:
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1. Als Objektbenennungen im Baufix–Szenario sollen nur Benennungen von Basiselementen
oder Aggregaten verstanden werden.
2. Es kann unterschieden werden zwischen der Benennung von intendierten Objekten, Hilfs-
objekten und Referenzobjekten. Intendierte Objekte sind solche, mit denen eine Handlung
ausgefu¨hrt werden soll. Hilfsobjekte werden zusa¨tzlich benannt, wenn sie zur Ausfu¨hrung
dieser Handlung beno¨tigt werden. Referenzobjekte sind Objekte, die in einer bestimm-
ten ra¨umlichen Relation zum intendierten Objekt liegen und zur Disambiguierung dieses
Objektes benannt werden.
3. Objektbenennungen ko¨nnen durch Benennungen von objektinternen Lokalisationen
erga¨nzt sein, um einen genauen Ort an dem Objekt zu spezifizieren.
3.4.2 Handlungsmodelle und Verben
Obgleich es im Baufix–Szenario nur vergleichsweise einfache Handlungsmo¨glichkeiten gibt,
entstehen durch die Vielfalt ihrer Kombinationsmo¨glichkeiten sehr schnell komplexe Hand-
lungsstrukturen. Aus diesem Grund und wegen des Reichtums an Formulierungsmo¨glichkei-
ten von Anweisungen6 kann im Rahmen dieser Arbeit kein allumfassendes Modell fu¨r Hand-
lungsanweisungen in diesem Szenario entwickelt werden. Vielmehr werde ich im folgenden die
Handlungen im Baufix–Szenario, die von der Sprachverstehenskomponente verstanden werden
sollen, festlegen und an Beispielen belegen, in welcher Art und mit welchen Verben im Korpus
zu diesen Handlungen aufgefordert wird. Auf diese Weise kann das Modell zur Verarbeitung
von Verben spezifiziert werden.
1. Herstellung einer unspezifizierten festen Verbindung
Das Verbinden von Basiselementen und Aggregaten ist das Anliegen der Konstruktion.
Fu¨r das Ergebnis der Konstruktion ist es dabei von grundsa¨tzlicher Bedeutung, ob eine
feste oder lose Verbindung hergestellt werden soll. Eine feste Verbindung ist eine solche,
bei der das Aggregat nicht wieder auseinanderfa¨llt, wenn es an einer beliebigen Stelle
angehoben wird. Diese werden angewiesen durch Formulierungen wie
”
Befestigen Sie bitte die beiden Schrauben in gelb am anderen Ende des
Holzstu¨ckes.“ (40yy020)
Es sollen also Anweisungen verarbeitet werden ko¨nnen, in denen na¨her erla¨utert wird, auf
welche Art und Weise die feste Verbindung herzustellen ist.
0
In [Lob98, Seite 259 ff] wird ein wertvoller Eindruck davon gegeben.
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2. Herstellung einer Schraubverbindung
Bemerkenswert bei den Anweisungen zur Herstellung einer Schraubverbindung ist die
Vielfalt der Pra¨fixe bei den verwendeten Verben. So wird zum Beispiel nicht nur
”
schrau-
ben“ verwendet, wie in
”
Schraube nun eine orangene Mutter auf die Schraube.“ (20td029)
sondern mehrfach wird auch
”
anschrauben“,
”
einschrauben“,
”
festschrauben“,
”
zusam-
menschrauben“ sowie
”
verschrauben“ benutzt.
3. Herstellung einer Steckverbindung
Die Instrukteure in der Wizard–of–Oz–Studie haben sich ha¨ufig dazu entschieden, die
Konstruktionsaufgabe so zu gliedern, daß Bauteile zuna¨chst lose miteinander verbunden
und dann verschraubt werden. Daher gibt es recht viele Formulierungen, die zur Herstel-
lung einer zuna¨chst instabilen Verbindung auffordern:
”
Stecke die rote Schraube durch das Brett und den roten Wu¨rfel.“ (21tt007)
4. Lo¨sen einer Verbindung
Verbindungen sind immer dann zu lo¨sen, wenn der Instrukteur seine Anweisung korrigie-
ren will:
”
Entfernen Sie den Zylinder, drehen ihn um hundertachtzig Grad und stecken
ihn wieder auf.“ (03dl043)
5. Nehmen eines Objektes
Jedes Konstruieren beginnt damit, daß das Konstruktionselement in die (Roboter–) Hand
genommen werden muß. Das Nehmen eines Objektes bildet daher oftmals den Anfang
eines Konstruktionsabschnittes:
”
Nehmen Sie jetzt ein lilafarbenes Ro¨hrchen und schrauben Sie dieses auf die
blaue Schraube drauf.“ (02gv100)
6. Positionieren eines Objektes
Ha¨ufig ist es notwendig, Objekte in einer bestimmten Art und Weise zu positionieren,
etwa ein Teil voru¨bergehend abzulegen, um die (Roboter–)Hand frei zu haben:
”
Bitte dieses Teil links neben den blauen Wu¨rfel legen.“ (30kr080)
Das Positionieren kann auch eine andere Auspra¨gung haben, na¨mlich die ortsinvariante
Vera¨nderung der Lage des Objektes:
”
Drehe das Flugzeug so um, daß die Oberseite zu sehen ist.“ (09ho070)
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Wenn Anweisungen zu diesen sechs Handlungen von der Sprachverstehenskomponente verar-
beitet werden ko¨nnen, ist bereits ein umfangreiches Konstruieren mo¨glich. Zur angemessenen
Gestaltung der Mensch–Maschine–Kommunikation sollen zusa¨tzlich ¨Außerungen verstanden
werden, die folgende Aspekte betreffen:
7. Vergabe eines Namens an ein Aggregat
Es soll mo¨glich sein, wa¨hrend der Konstruktion an entstandene Aggregate Namen zu ver-
geben wie in dem bereits weiter oben angefu¨hrten Beispiel
”
Okay, das ist ein Propeller.“ (05sm050)
8. Sofortige Unterbrechung der Ausfu¨hrung
Ist wa¨hrend der Ausfu¨hrung einer Handlung fu¨r den Instrukteur schon vor deren Ende
sichtbar, daß etwas anderes passiert, als er gemeint hat, soll die Ausfu¨hrung unterbrochen
werden ko¨nnen. Im Korpus findet sich kein Beispiel dazu, denn der Aufbau war ja so or-
ganisiert, daß dem Probanden immer nur das Ergebnis der Ausfu¨hrung dargeboten wurde,
nicht aber ihr Verlauf.
9. Beendigung des Konstruktionsprozesses
Damit der Konstruktionsprozeß kontrolliert beendet werden kann, sollen ¨Außerungen wie
zum Beispiel
”
¨Ahm, das Zusammenbauen ist jetzt beendet.“ (30kr125)
korrekt interpretiert werden.
Zusammenfassend kann also das Modell fu¨r die Verarbeitung von Verben wie folgt spezifiziert
werden:
1. Die Sprachverstehenskomponente soll Verben, die bei der direkten Anweisung einer Kon-
struktion benutzt werden, verarbeiten. Die Verben sind den vorgestellten Handlungen zu-
zuweisen.
2. Zusa¨tzlich sollen solche Verben verarbeitet werden, die bei der Vergabe eines Namens fu¨r
Aggregate, der Unterbrechung einer Ausfu¨hrung oder der Beendigung des Konstruktions-
prozesses verwendet werden.
3.4.3 Plausibilita¨t der Spezifikationen
Zur Absicherung der Spezifikationen fu¨r die Objektbenennungen und die Verarbeitung von Ver-
ben wurden diese von drei Linguistinnen exemplarisch u¨berpru¨ft. Dazu wurden ihnen die Spe-
zifikationen erla¨utert, und sie wurden gebeten, eine Teststichprobe von zwanzig ¨Außerungen zu
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bearbeiten.7 Sie sollten die Stellen markieren, an denen nach ihrem Versta¨ndnis der Spezifika-
tion Objektbenennungen (unterschieden nach intendiertem Objekt, Referenz– oder Hilfsobjekt
und objektinterne Lokalisation) auftraten. Weiterhin sollten die in den Anweisungen enthaltenen
Verben, wenn mo¨glich, den vorgestellten Handlungen zugeordnet werden. Als Beispiel wurde
ihnen die markierte ¨Außerung 23mc015 (siehe Abbildung 3.4) an die Hand gegeben. Ihre Mar-
In einem na¨chsten Schritt steckst du die gelbe Schlitzschraube vor dem Wu¨rfel in das Loch.
stecken intendiertes Objekt Referenzobj. objektint.
Lokalisation
Abbildung 3.4: Beispiel fu¨r die Markierung einer ¨Außerung anhand der vorgestellten Spezifika-
tionen
kierungen wurden verglichen mit dem Ergebnis einer von mir auf der gleichen Teststichprobe
durchgefu¨hrten Bearbeitung, die insgesamt 65 markierte Stellen enthielt. Etwa 88 Prozent mei-
ner Markierungen wurden von allen drei Expertinnen geteilt. Interpretiert man die Mehrheit der
jeweiligen Expertinnenmeinung als maßgebend, so erho¨ht sich die Zahl der ¨Ubereinstimmungen
sogar auf u¨ber 95 Prozent. Das bedeutet also, daß in weniger als fu¨nf Prozent der Markierungen
die Spezifikationen nicht ausreichten, um zu einem mehrheitlichen Ergebnis zu kommen. Damit
scheinen sie ein gutes Fundament fu¨r die Modellbildung zu sein.
Mit der exemplarischen ¨Uberpru¨fung der Spezifikationen ist die Erarbeitung der Grundlagen fu¨r
die Modelle von Objektbenennungen und Verben abgeschlossen. Nun soll die Aufmerksamkeit
auf den Aufbau der einzelnen ¨Außerungen und den Dialogverlauf im Korpus gerichtet werden.
3.5 Aufbau der ¨Außerungen
In der modernen Mensch–Maschine–Kommunikation ist die sprachliche Freiheit der Systembe-
nutzer ein ha¨ufig postuliertes Ziel [Abe97]. Um unter diesem Paradigma herauszufinden, wie
Menschen eine Maschine in einer Konstruktionsszene anweisen, erhielten die Probanden in
der Wizard–of–Oz–Studie keinerlei Hinweise oder gar restriktive Anweisungen bezu¨glich ih-
rer Wortwahl und Formulierung. Im vorherigen Abschnitt zeigte sich die Konsequenz dieses
Studiendesigns in der Vielfalt der Benennungen — den Probanden war eben kein Inventar von
Objektnamen an die Hand gegeben worden und daher mußten sie Umschreibungen wa¨hlen oder
eigene Namen fu¨r die Objekte erfinden. ¨Ahnliches gilt auch fu¨r den Aufbau der ¨Außerungen.
Da keine
”
erlaubte Grammatik“ vorgegeben war, finden sich sehr vielfa¨ltige Formulierungen
und Satzkonstruktionen. Bezu¨glich des Aufbaus der ¨Außerungen mo¨chte ich folgende Aspekte
herausstellen:
1
Die ¨Außerungen der Teststichprobe wurden zufa¨llig aus dem Wizard–of–Oz–Korpus–I ausgewa¨hlt.
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2 Das ha¨ufige Auftreten von Imperativsa¨tzen ist angesichts des Konstrukteur–Instrukteur–
Szenarios sicherlich wenig u¨berraschend. Allerdings finden sich auch viele Anweisungen,
welche die Form eines Aussagesatzes haben:
”
Der weiße Reifen wird um das rote Rad gelegt.“ (07ac025)
Bereits die Auswertung der Dialoge der Trainingsphase zeigte, daß im Unterschied zu den
im Vorfeld der Studie untersuchten Mensch–Mensch–Dialogen relativ wenig Fragen zur
Objektspezifikation gestellt wurden [Bri95a, Seite 14]. Dies besta¨tigt sich auch beim Stu-
dium der Dialoge des Szenarios I. Das bereits im Zusammenhang der Objektbenennungen
erwa¨hnte sehr seltene Vorkommen von Relativsa¨tzen la¨ßt sich fu¨r das Korpus insgesamt
besta¨tigen.
2 Die Instrukteure bemu¨hten sich um eine knappere Formulierung, wenn sie als Dialog-
partner eine Maschine annahmen. Wa¨hrend na¨mlich eine ¨Außerung im Szenario I durch-
schnittlich aus etwa zwo¨lf Wo¨rtern bestand, verwendeten die Probanden im Szenario II,
die ja einen Menschen als Konstruktionspartner annahmen, im Schnitt fast 23 Wo¨rter pro
¨Außerung. Allerdings ist die Streuung recht groß: der wortkargste Sprecher im Szenario I
kommt mit nur knapp sieben Wo¨rtern pro ¨Außerung aus. Im wortreichsten Dialog dagegen
werden im Durchschnitt fast 32 Wo¨rter pro ¨Außerung benutzt.
2 Nur ein Instrukteur verfa¨llt extrem in eine unnatu¨rliche
”
Maschinensprache“:
”
Fu¨hre zusammen Schraubenmutter, Wu¨rfel gru¨n, Bauteil mit drei Lo¨chern.“
(15wk043)
Vereinzelt gibt es solche Tendenzen aber auch in anderen Dialogen. Sie zeigen sich zum
Beispiel darin, daß die Artikel in den Objektbenennungen einfach weggelassen werden.
Anscheinend gibt es Menschen, die sich in der Kommunikation mit einer Maschine auf
das ihrer Meinung nach wichtigste konzentrieren mo¨chten und glauben, der Maschine zu
helfen, wenn sie nur Satzfragmente u¨bermitteln.
Betrachtet man das Korpus unter der Aufgabenstellung, ein Verarbeitungsmodell fu¨r gesproche-
ne Sprache zu gewinnen, ko¨nnen keine weiteren Besonderheiten u¨ber den Aufbau der ¨Außerun-
gen festgestellt werden. Es gibt weder ein pra¨feriertes Satzmuster noch eine Regel bezu¨glich der
Stellung der verwendeten Konstituenten zueinander.
Insgesamt ergibt sich also, daß das Modell fu¨r die ¨Außerungen als Ganzes keine engen Restrik-
tionen bezu¨glich der syntaktischen Realisierung einer Anweisung enthalten darf. Vielmehr muß
vorgesehen werden, daß die beschriebenen Objektbenennungen und Verben praktisch in freier
Stellung zueinander auftreten ko¨nnen.
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3.6 Dialogstruktur
Nachdem in den beiden vorangegangenen Abschnitten die Bestandteile einer ¨Außerung sowie
der Aufbau derselben dargelegt wurden, soll nun der Blick auf den Dialogverlauf im Ganzen
gerichtet werden. Zuna¨chst stelle ich die verschiedenen Dialogakte vor. Dann untersuche ich,
welche Abfolgen von Dialogakten zu beobachten sind und gehe schließlich der Frage nach,
inwieweit sich die Instrukteure wa¨hrend des Dialogs an das Wizard–of–Oz–System anpassen.
3.6.1 Dialogakte
Den einzelnen ¨Außerungen lassen sich Dialogakte zuordnen. Ein Dialogakt ist nach [Sch95b] im
Unterschied zu den illokutiven Akten aus [Aus62] und der damit verbundenen Sprechakttheorie
[Sea69] eine Abstraktion auf pragmatischer Ebene. Er charakterisiert eine ¨Außerung unabha¨ngig
von ihrer grammatikalischen Realisierung. Diese Charakterisierung ist aber fu¨r die automatische
Sprachverarbeitung viel aussagekra¨ftiger als diejenige von Sprechakten [Sch95b, Seite 35ff].
Anhand des Korpus ko¨nnen fu¨r die Konstruktionsanweisungen die nachfolgenden Dialogakte
bestimmt werden, die der Natur der Sache nach teilweise mit den bereits vorgestellten Handlun-
gen zusammenha¨ngen:
1. Bauvorgang
Der Instrukteur bezieht sich auf einen Bauvorgang im Ganzen.
”
Wiederhole den letzten Bauvorgang.“ (35al046)
Diese ¨Außerungen tragen ha¨ufig auch zur Strukturierung der Konstruktionsaufgabe und
–ausfu¨hrung bei.
2. Verbindung herstellen
Der Instrukteur fordert zur Herstellung einer Verbindung auf. Dieser Dialogakt findet sich
am ha¨ufigsten, weil die Verbindung das elementare Konstruktionsprinzip ist.
3. Verbindung lo¨sen
Der Konstrukteur wird aufgefordert, eine bestehende Verbindung wieder zu lo¨sen.
4. Allgemeine Bauanweisung
Der Instrukteur gibt eine nicht na¨her spezifizierte allgemeine Bauanweisung, wie zum
Beispiel
”
Unter den gru¨nen Wu¨rfel baust du jetzt den gelben Wu¨rfel.“ (23mc040)
Solche Anweisungen werden ha¨ufig im Fortgang des Dialogs na¨her spezifiziert.
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5. Lagevera¨nderung
Der Instrukteur mo¨chte eine Lagevera¨nderung eines Objektes bewirken, die die korrekte
Ausfu¨hrung einer Konstruktion erst ermo¨glicht. Dazu geho¨ren insbesondere Anweisun-
gen, die zum Nehmen oder Positionieren eines Objektes auffordern (siehe Seite 38).
6. Beschreibung
Der Instrukteur beschreibt ein Aggregat. Dieser Dialogakt dient entweder zur Disambi-
guierung von Objekten oder dazu, beim Konstrukteur eine bildliche Vorstellung u¨ber das
zu Bauende zu erzeugen und somit die Instruktion versta¨ndlicher zu machen, wie bei-
spielsweise in
”
Unter die Leiste mit fu¨nf Lo¨chern muß eine Leiste mit drei Lo¨chern, so daß
ein Loch u¨bersteht.“ (33gs017)
Diese Dialogakte beziehen sich nur auf Anweisungen im engeren Sinne und decken ¨Außerungen
wie
”
Aha, muß man jeden Schritt abwarten.“ (14lt002)
nicht ab, denn solche ¨Außerungen, deren direkter propositionaler Gehalt in Bezug auf die Kon-
struktionsaufgabe gering ist, spielen im Kontext dieser Arbeit eine untergeordnete Rolle.
In [Fis95] werden fu¨r ein und dasselbe Szenario noch weitere Dialogakte festgelegt, die in zwi-
schenmenschlichen Dialogen beobachtet wurden. So gibt es in den Mensch–Mensch–Dialogen
aus dem SFB–Korpus beispielsweise Kla¨rungsfragen von Konstrukteuren, die im Wizard–of–
Oz–System nicht implementiert waren. Auch ihr Gegenstu¨ck, die Beantwortung von Kla¨rungs-
fragen durch den Instrukteur, findet sich in der simulierten Mensch–Maschine–Kommunikation
nicht.
3.6.2 Dialogmodell
Aus dem Studium von Sequenzen von Dialogakten kann insbesondere fu¨r Auskunfts– oder In-
formationsdialoge ha¨ufig ein sehr scho¨nes Ablaufmodell fu¨r die Dialoge der jeweiligen Doma¨ne
gefunden werden. Mast beispielsweise stellt ein detailliertes Dialogmodell fu¨r Zugauskunftsdia-
loge vor [Mas93], das hauptsa¨chlich aus realen Dialogen mit der Regensburger Bahnauskunft
(FACID–Korpus [Hit88]) gewonnen wurde. Diese Dialoge sind insofern sauber strukturiert, als
daß nach einer optionalen Begru¨ßungsphase der Dialogpartner das Ziel des Dialogs eindeutig
festgelegt ist: es geht darum, daß der Bahnbeamte die Informationen bekommt, die er beno¨tigt,
um eine gewu¨nschte Verbindung herauszusuchen. Dazu braucht er im einfachsten Fall nur einen
Abfahrtsort, einen Ankunftsort, sowie den Zeitpunkt der Reise. In welcher Reihenfolge diese
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Informationen gegeben werden, ist belanglos. Von vornherein ist klar, daß die gewu¨nschte Aus-
kunft das Ziel des Gespra¨chs ist. Darin liegt ein großer Unterschied zu den Konstruktionsdialo-
gen. Dort hat der Instrukteur sehr viele Mo¨glichkeiten, das Konstruktionsziel zu erreichen, wel-
ches dem Konstrukteur mo¨glicherweise zu Beginn sogar unbekannt ist. Der Instrukteur ist weder
festgelegt in der Reihenfolge der Konstruktionen noch gibt es feste Reglements auf welche Art
und Weise die Aggregate hergestellt werden mu¨ssen. Manche Instrukteure gehen sehr ins Detail,
andere geben eher allgemeinere Anweisungen. Die Entwicklung eines aussagekra¨ftigen, deter-
ministischen Ablaufmodells fu¨r die Dialoge des Korpus erfordert daher eine sehr aufwendige,
detaillierte Untersuchung der Dialogaktsequenzen, die zu diesem Zweck sicher noch verfeinert
werden mu¨ßten, und war aus Zeitgru¨nden im Rahmen dieser Arbeit nicht mo¨glich. Vielmehr
muß ich im weiteren davon ausgehen, daß jede Sprechhandlung auf jede andere folgen kann und
sich diesbezu¨glich keine Restriktionen festlegen lassen.
Wenn auch kein sinnvolles Ablaufmodell fu¨r die Dialoge gewonnen werden kann, stellt sich
dennoch die Frage, in welcher Weise sich die einzelnen Instruktionen aufeinander beziehen.
Der Auszug in Abbildung 3.5 entstammt dem Mensch–Mensch–Dialog B1 02 aus dem SFB–
Instrukteur 1:
”
So, jetzt nimmst du die eine Fu¨nferstange.“
Konstrukteur 1:
”
Mhm.“
Instrukteur 2:
”
Und eine Dreierstange. Jetzt baust du die so untereinander, daß du a¨hm
die Fu¨nferstange sozusagen verla¨ngerst, indem du die Dreierstange mit zwei Lo¨chern
dadran schraubst.“
Konstrukteur 2:
”
Mit zwei Lo¨chern, das ist also eine Sechser oder wie ?“
Instrukteur 3:
”
Genau, daß es eine Sechser wird und dafu¨r nimmst du die zwei gelben
Schrauben, um das festzumachen. Und dazu als Mutter diese orangefarbenen Rauten.“
Abbildung 3.5: Aushandlungsbeispiel aus dem Dialog B1 02 des SFB–Korpus [SFB94]
Korpus. Hier erfolgt ein echtes Aushandeln der Konstruktion. Der Konstrukteur ist nicht nur
passiv Ausfu¨hrender, sondern tra¨gt selbst zur Kla¨rung der Anweisung bei, indem er eine eigene
Benennung fu¨r das zu bauende Aggregat vorschla¨gt (
”
eine Sechser“ in seiner zweiten ¨Auße-
rung). Diese Benennung wird vom Instrukteur wieder aufgegriffen und somit zur gemeinsamen
Grundlage fu¨r den weiteren Verlauf des Dialogs. Instrukteur und Konstrukteur beziehen sich al-
so nicht nur auf das, was sie selbst formuliert haben, sondern auch auf den Gespra¨chspartner. Bei
den simulierten Mensch–Maschine–Dialogen gibt es dieses Pha¨nomen nicht, wie das Beispiel
in Abbildung 3.6 verdeutlicht. Dieser Ausschnitt bezieht sich auf den gleichen Konstruktionsab-
schnitt wie im obigen zwischenmenschlichen Dialog: es sollen zwei Leisten in bestimmter Wei-
se miteinander verschraubt werden. Der Instrukteur in der Mensch–Maschine–Kommunikation
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Instrukteur 1:
”
Verschraube a¨hm Holzleiste mit drei Lo¨chern und roten Wu¨rfel mit roter
Sechskantschraube.“
System 1:
”
Ich habe verstanden. Ihre Anweisung wird bearbeitet. Einen Augenblick bitte.“
Instrukteur 2:
”
Lege fu¨nflo¨chrige Holzleiste auf die beiden freien Lo¨cher der dreilo¨chrigen
Holzleiste.“
System 2:
”
Ich habe verstanden. Ihre Anweisung wird bearbeitet. Augenblick bitte.“
Instrukteur 3:
”
Verschraube das mittlere Loch der dreilo¨chrigen Holzleiste mit einer gelben
Schlitzschraube und einem orangem — und einer orangen Mutter.“
Abbildung 3.6: Auszug aus dem Dialog 35al des Wizard–of–Oz–Korpus–I
geht aber im Kontrast zu den Mensch–Mensch–Dialogen in keiner Weise auf die ¨Außerungen
des Dialogpartners ein — die Systemausgaben geben auch keinen Anlaß dazu. Er bezieht sich
aber sehr wohl auf seine eigenen vorhergehenden Anweisungen. Die Beschreibung
”
die beiden
freien Lo¨cher der dreilo¨chrigen Holzleiste“ in seiner zweiten Anweisung kann nur dann verstan-
den werden, wenn sie im Kontext der ersten Anweisung gesehen wird. In der letzten Instruk-
teursanweisung ist auch sichtbar, daß auf bereits bekannte Objekte mit einem definiten Artikel
verwiesen wird (
”
der dreilo¨chrigen Holzleiste“), wa¨hrend neu zu benutzenden Basiselemente
mit einem indefiniten Artikel (
”
mit einer gelben Schlitzschraube“) versehen sind.
3.6.3 Systemadaption
In der Testreihe zur Evaluierung des Terminabsprachesystems (siehe Seite 20ff) war zu beob-
achten, daß die Benutzer schon nach kurzer Zeit herausgefunden hatten, welche Art von Formu-
lierungen das System besonders gut verarbeiten konnte. Aus diesem Grund ergab sich die Ver-
mutung, daß die Instrukteure ihre Konstruktionsstrategie, Formulierung und Wortwahl an das
Wizard–of–Oz–System adaptieren. Insbesondere hatte ich erwartet, daß die knapp und einfach
formulierten Systemantworten eine ebensolche Sprache der Instrukteure herausfordern wu¨rde.
Diese Vermutung hat sich nicht besta¨tigt. Abbildung 3.7 zeigt die Anzahl der Wo¨rter, die die
Instrukteure in den jeweils ersten 30 ¨Außerungen gesprochen haben. Sie hat selbst im Anfangs-
bereich keine monoton abfallende Steigung, die auf einen etwa konstanten Wert fu¨hrt und wider-
spricht damit einer Anpassungsthese im Baufix–Szenario zumindestens hinsichtlich der knappen
und einfachen Formulierungen. Es scheint also keine dialogeinleitende Phase der Orientierung
und Gewo¨hnung an das System zu geben.
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Abbildung 3.7: Durchschnittliche Anzahl der Wo¨rter in den ersten 30 ¨Außerungen im Szenario I
der Wizard–of–Oz–Studie
Zusammenfassend lassen sich aus der Korpusuntersuchung folgende Aspekte als Grundlagen
der Modellbildung fu¨r die Dialogfu¨hrung festhalten:
2 Es lassen sich anhand des Korpus zwar Dialogakte festlegen, es kann aber kein aussage-
kra¨ftiges Ablaufmodell fu¨r diese gefunden werden.
2 Gleichwohl muß vorgesehen werden, daß sich die Instrukteure auch in der Mensch–
Maschine–Kommunikation auf vorhergehende Anweisungen beziehen.
2 Es kann nicht davon ausgegangen werden, daß es eine Adaption des Sprechers an das
System bezu¨glich der La¨nge und Kompaktheit der Anweisungen gibt.
3.7 Zusammenfassung
In diesem Kapitel sind die Grundlagen fu¨r die Modellbildung der Sprachverstehenskomponente
gelegt worden.
Ausgangspunkt dazu ist die Festlegung der Methodik. In dieser Arbeit wird der Weg gewa¨hlt,
aus der Anforderung an die zu realisierende Sprachverstehenskomponente festzulegen, welcher
Modelle es bedarf. Anhand eines Korpus wird untersucht, wie die Modelle realisiert sind, was
schließlich zu einer Spezifikation der Modelle fu¨hrt. Diese bilden die Grundlage fu¨r die Umset-
zung der Modelle in einen Formalismus.
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Die zugrunde liegende Doma¨ne ist das Baufix–Szenario. Mit einfachen Bauelementen ko¨nnen
Konstruktionsaufgaben bewerkstelligt werden. Als Korpus dienen im Rahmen des SFB 360 ge-
wonnene Instruktionen, die in einer Wizard–of–Oz–Studie aufgenommen wurden.
Die wichtigsten Informationen fu¨r eine erfolgreiche Konstruktion bergen die Objektbenennun-
gen und die Verben, die zu einer Handlung auffordern. Daher werden fu¨r sie Spezifikationen
entwickelt, die von der Sprachverstehenskomponente zu erfu¨llen sind. Die Spezifikationen wer-
den von drei Expertinnen auf einer zufa¨llig ausgewa¨hlten Teststichprobe u¨berpru¨ft — es ergibt
sich eine ¨Ubereinstimmung von u¨ber 95 Prozent.
Bezu¨glich des Aufbaus der ¨Außerungen lassen sich keine engen Restriktionen fu¨r die Model-
lierung angeben. Das gleiche gilt fu¨r das Dialogmodell. Obgleich Dialogakte festgelegt werden
ko¨nnen, kann kein aussagekra¨ftiges Ablaufmodell fu¨r diese Dialogakte gefunden werden.
Im folgenden Kapitel stelle ich den Formalismus vor, in dem die Modelle realisiert werden,
bevor im u¨berna¨chsten Kapitel die konkrete Realisierung ausfu¨hrlich beschrieben wird.
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Kapitel 4
Wissensrepra¨sentation mit ERN
4
E
4
S T
Das, was du sagst, soll wahr sein,
Das, wie du’s sagst, soll klar sein.
Friedrich Gu¨ll
Mo¨chte man ein System zur automatischen Sprachverarbeitung erstellen, ergibt sich — wie bei
anderen großen Computersystemen auch — die Frage nach der Wissensrepra¨sentation. Zum all-
gemeinen Studium dieser Frage gibt es eine Menge grundlegender Literatur (wie zum Beispiel
[Win83, Sow84, Cha85, Hey88]). Ich werde in diesem Kapitel nur auf die von mir hauptsa¨chlich
zur Wissensrepra¨sentation verwendete Netzwerksprache ERN

E

ST eingehen. Bei ihrer Darstel-
lung beziehe ich mich prima¨r auf [Kum98b].
ERN

E

ST ist ein objektorientiertes semantisches Netzwerksystem, welches aus ERNEST
(Erlanger Netzwerksystem) [Sag85, Sag90, Kum92, Kum93, Sag97] hervorgegangen ist. ER-
NEST wurde speziell zur Interpretation von Sensordaten entwickelt. Bei der Portierung der Kon-
zeption und Implementation des prozedural organisierten ERNEST in die objektorientierte Sicht-
weise von ERN

E

ST [BP95] wurde der urspru¨ngliche Sprachumfang nahezu erhalten und spa¨ter
um einige Aspekte erweitert [Lo¨m98, Lo¨m99].
Zuna¨chst erla¨utere ich die Grundidee der Modellierung mit semantischen Netzen im allge-
meinen. Danach stelle ich die wichtigsten Komponenten von ERN

E

ST und die Inferenzregeln
zur Wissensnutzung vor. Anschließend erla¨utere ich die Verarbeitungsstrategie und die Ein-
flußmo¨glichkeiten des Modellierers auf die Abarbeitung des Eingangssignals. Sodann lege ich
einige Aspekte der objektorientierten Implementation von ERN

E

ST dar. Eine Zusammenfassung
beschließt das Kapitel.
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4.1 Semantische Netze
Semantische Netze wurden von [Qui68] als einfaches Modell des menschlichen Geda¨chtnis-
ses eingefu¨hrt. Die Grundelemente dieses Formalismus zur Wissensrepra¨sentation sind Knoten
und Kanten. Knoten repra¨sentieren Begriffe, Objekte oder Ereignisse1, wa¨hrend Kanten die Be-
ziehung zwischen diesen darstellen. So kann elementares Wissen u¨ber eine Familie in einem
einfachen semantischen Netz modelliert werden. Abbildung 4.1 zeigt eine solche Wissensba-
sis. In ihr ist modelliert, daß die Familie aus Eltern, Kindern und einem Haustier besteht. Es
werden einige Beziehungen zwischen den Begriffen und auch die real existierenden Instanzen
angegeben, die in ihrer Gesamtheit die Familie bilden.
Familie
Jette5LasseLinus Donna
Hund6Mutter Vater
Claudia Hans
Kind HaustierElternteil
hat_einhat_einhat_ein
erziehungsberechtigt_von7
ist_ein
hat_Instanz
hat_Instanz
8
ha
t_
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z
ha
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liebt erzieht7
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Abbildung 4.1: Semantisches Netz, das Wissen u¨ber eine Familie repra¨sentiert
In diesem Netz werden ganz spezielle Kanten wie liebt oder erzieht verwendet. Semantische
Netze bieten also die Mo¨glichkeit, beliebige Beziehungen zwischen Begriffen oder Entita¨ten
durch die Markierung einer Kante, ihre Rolle, auszudru¨cken. Das Beispielnetz umfaßt auch
Kantentypen, die in vielen semantischen Netzwerkformalismen benutzt werden und denen im
allgemeinen eine feste Bedeutung zugeschrieben ist:
2 Die hat ein–Kante beschreibt eine Bestandteilsbeziehung zwischen den im Ursprungs–
und Zielknoten der Kante repra¨sentierten Begriffe.
2 Die ist ein–Kante etabliert eine Generalisierung. In obigem Netz wird mit Hilfe dieses
Kantentyps ausgesagt, daß ein Hund ein spezielles Haustier ist. ¨Ublicherweise werden
ffi
Im weiteren werde ich die Vokabel
”
Begriff“ abku¨rzend fu¨r
”
Begriff, Objekt oder Ereignis“ verwenden.
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die Informationen u¨ber einen Begriff mit Hilfe dieses Kantentyps vererbt: im Beispielnetz
erben die Knoten Mutter und Vater die Erziehungsberechtigung vom Elternteil–Knoten.
9 Die hat Instanz–Kante zeigt an, daß der Zielknoten eine Instanz des im Ursprungsknoten
modellierten Begriffs darstellt: Linus ist ein bestimmtes Kind in der Familie. Als Instanz
des Kind–Knotens erfu¨llt er die dort formulierten allgemeinen Eigenschaften und Bezie-
hungen zu anderen Knoten.
Schon an diesem kleinen Netz lassen sich die positiven Eigenschaften dieses Wissensrepra¨sen-
tationsformalismus erkennen (siehe auch [Kum92, Seite 41f]):
Modularita¨t: In einem Knoten findet sich zentralisiert das Wissen u¨ber einen Begriff. Somit
ist eine modulare Organisation des Wissens garantiert. Dieses Merkmal ist vor allem bei
der Modellierung und Erweiterung großer Wissensbasen von Vorteil.
Wohlstrukturiertheit: Durch den Knoten–Kanten–Aufbau ergibt sich eine wohlstrukturierte
Wissensbasis. Sie ist — insbesondere wegen der Mo¨glichkeit der graphischen Darstel-
lung — sehr leicht lesbar.
Umsetzbarkeit von Expertenwissen: Die Umsetzung von menschlichem Wissen in se-
mantische Netze ist fu¨r einen Experten recht einfach, denn der Formalismus entstand ja
gerade als Modell des menschlichen Geda¨chtnisses.
Kompaktheit: Der Vererbungsmechanismus ermo¨glicht eine sehr kompakte Form der Wis-
sensrepra¨sentation.
Gleichwohl haben semantische Netze im allgemeinen auch einige Schwa¨chen, die sich aus der
vo¨lligen Freiheit in der Definition der Knoten und Kanten ergeben:
9 Es existiert keine einheitliche Regelung oder allgemeine ¨Ubereinkunft, welches Wissen in
Knoten und welches in Kanten zu repra¨sentieren ist. Nur die Kantentypen hat ein, ist ein
und hat Instanz bilden — wie bereits erwa¨hnt — eine Ausnahme.
9 Den Knoten und Kanten ist keine allgemeine Bedeutung zugeordnet — ihre Semantik ist
vo¨llig frei definierbar. Daher lassen sich auch keine allgemeinen Inferenz– oder Ablei-
tungsregeln zur Wissensnutzung aufstellen, und es kann kein allgemeingu¨ltiges Abarbei-
tungsverfahren zur Problemlo¨sung angegeben werden.
9 Der Entwickler eines semantischen Netzes hat selbst darauf zu achten, daß eine logische
Konsistenz im Netz herrscht, denn der Formalismus selbst kann dies nicht garantieren.
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Der ERN
:
E :ST–Formalismus basiert auf den Ideen der semantischen Netze. Allerdings werden
einige Definitionen und Restriktionen festgelegt. Beispielsweise ko¨nnen mit den Kanten nicht
beliebige Relationen zwischen den Knoten ausgedru¨ckt werden. Zwar bedeutet dieses eine Ein-
schra¨nkung in der Modellierungsfreiheit, es bringt aber den großen Vorteil mit sich, daß Regeln
zur Wissensnutzung definiert werden ko¨nnen, die unabha¨ngig von den Gegebenheiten eines spe-
ziellen Netzes in allen ERN
:
E :ST–Netzen anwendbar sind. Somit existiert eine Grundlage fu¨r eine
problemunabha¨ngige Verarbeitungsstrategie, die eine Analyse von Sprache oder Bildern mit
Hilfe von semantischen Netzen ermo¨glicht. ERN :E :ST bleibt also (genauso wie schon ERNEST)
nicht bei der reinen Repra¨sentation von Wissen stehen, sondern ist explizit als Werkzeug zur
Musteranalyse konzipiert.
4.2 Grundlegende Komponenten von ERN
;
E
;
ST
Wie in allen semantischen Netzwerkformalismen bilden die Knoten und Kanten auch in ERN :E :ST
die grundlegenden Komponenten zur Wissensrepra¨sentation. Sie werden daher zuna¨chst vorge-
stellt. Zur Modellierung etwas komplexerer Sachverhalte reichen sie jedoch bei weitem nicht
aus. Die hierfu¨r im wesentlichen beno¨tigten Komponenten stelle ich anschließend vor. Anschau-
lich machen mo¨chte ich die Komponenten anhand eines Beispielnetzes, das in der Abbildung 4.2
dargestellt ist. Das Beispielnetz ko¨nnte zur Analyse von Bildern dienen, auf denen Ba¨ume zu
sehen sind. Zu diesem Zweck ist im Netz einiges Wissen u¨ber Ba¨ume, ihre Gestalt und ihre
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Abbildung 4.2: ¨Uberblick u¨ber ein ERN :E :ST–Netz zur Wissensrepra¨sentation
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mo¨gliche Verwendung eingetragen. Es wird im weiteren noch na¨her erla¨utert.
Konzeptdefinitonen und Netzknoten
Die Modellierung eines Begriffs beginnt in ERN
:
E :ST mit der Definition des Begriffs in einer
Konzeptdefinition. Sie entha¨lt all das Wissen u¨ber den Begriff, das man modellieren mo¨chte. In
Abbildung 4.3 ist einfu¨hrend ein vergro¨berter Auszug aus der Konzeptdefinition fu¨r den Begriff
”
Baum“ zu sehen. Sie beschreibt zuna¨chst, daß ein Baum aus Stamm, Krone und Wurzel be-
steht und in zwei speziellen Arten auftritt — als Laubbaum und als Nadelbaum. Jeder Baum
besitzt zwei weitere, interne Eigenschaften, na¨mlich seine Ho¨he und die Zugeho¨rigkeit zu einer
Pflanzenfamilie.
BAUM
Bestandteile: 
 
wurzel, stamm, kroneF
Spezialisierungen:G
Merkmale:
laubbaum, nadelbaum
höhe, familie
Abbildung 4.3: Ausschnitt aus der Konzeptdefinition zum Begriff
”
Baum“
Die Gesamtheit der Konzeptdefinitionen bestimmen die Struktur der Wissensbasis und sind eine
Grundlage fu¨r die Analyse. Wa¨hrend der Abarbeitung eines Sensorsignals entstehen Netzknoten
zu den Konzeptdefinitionen. Sie entsprechen den Knoten in einem allgemeinen semantischen
Netz.2 Im Unterschied zu allgemeinen semantischen Netzen sind in ERN
:
E :ST allerdings drei
Typen von Netzknoten festgelegt. Konzepte sind diejenigen Netzknoten, die keine weiteren In-
formationen als die Konzeptdefinition tragen. Sie umfassen nur die allgemeine Beschreibung
des repra¨sentierten Begriffs und seiner Eigenschaften, unabha¨ngig von dem konkreten Signal.
Das Ziel der Analyse besteht darin, den Konzeptdefinitionen Signalausschnitte zuzuordnen, das
heißt fu¨r die allgemeinen Beschreibungen konkrete Werte zu berechnen. Diese konkreten Werte
sind in einer Instanz enthalten. Wa¨hrend also in einem Konzept zu BAUM festgehalten ist, daß
jeder Baum einer Pflanzenfamilie angeho¨rt, ist in einer Instanz zu BAUM ein konkreter, vom
jeweiligen Sensordatum abha¨ngiger und aus ihm berechneter Wert eingetragen, beispielsweise
Rosengewa¨chs. Somit ist aus dem Konzept eine Instanz geworden — das Konzept wurde instan-
tiiert. In den meisten Fa¨llen ist es nicht mo¨glich, daß die Analyseergebnisse in einem Schritt
berechnet werden. Modifizierte Konzepte repra¨sentieren daher die wa¨hrend der Analyse eines
Eingangssignals erreichten Zwischenergebnisse. Wenn also auf einem Bild zwar schon die Kro-
H
Die Einfu¨hrung des Begriffs
”
Netzknoten“ ist deshalb no¨tig, weil sie unterschieden werden mu¨ssen von Such-
baumknoten, die es in ERN IE IST ebenfalls gibt (siehe Abschnitt 4.4). Auf welche Art und Weise die Netzknoten
entstehen ist ebenfalls Gegenstand des Abschnittes 4.4 und soll im Moment unberu¨cksichtigt bleiben.
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ne eines Baumes, der Stamm aber noch nicht detektiert wurde, so ist dieses Zwischenergebnis
in einem modifizierten Konzept von BAUM vermerkt.
Im weiteren gelte folgende Schreibweise: wenn
”
Baum“ der zu modellierende Begriff ist, dann
denotiert
BAUM die zum Begriff geho¨rende Konzeptdefinition,
K J (BAUM) das i-te zu BAUM geho¨rende Konzept,
MKK (BAUM) das j-te zu BAUM geho¨rende modifizierte Konzept,
I L (BAUM) die l-te zu BAUM geho¨rende Instanz und
N M (BAUM) der k-te zu BAUM geho¨rende Netzknoten, unabha¨ngig davon, welchen Typ er
besitzt.
Kanten
Im Unterschied zu allgemeinen semantischen Netzen stellt ERN :E :ST dem Modellierer nur drei
verschiedene Kantentypen mit einer festgelegten Bedeutung zur Verfu¨gung.
Bestandteilskanten realisieren die Dekomposition eines Begriffs in Subbegriffe. Im Beispiel-
netz in Abbildung 4.2 ist die Beziehung von BAUM zu STAMM, KRONE und WURZEL folglich
durch Kanten diesen Typs ausgedru¨ckt. Eine Bestandteilskante ist also mit der allgemein be-
kannten hat ein–Kante vergleichbar. In ERN :E :ST besteht die Mo¨glichkeit, eine Bestandteilskan-
te als kontextabha¨ngig zu markieren. Damit wird zum Ausdruck gebracht, daß der Zielknoten
der Kante stets im Kontext des Ursprungsknotens zu sehen ist. So sollte im Beispielnetz die
Kante von BAUM zu KRONE als kontextabha¨ngig gekennzeichnet sein, um zu verdeutlichen,
daß eine Baumkrone nur im Kontext eines Baumes als solche zu identifizieren ist. Nur u¨ber
kontextabha¨ngige Bestandteilskanten kann aus dem Zielknoten heraus Wissen, welches im Ur-
sprungsknoten enthalten ist, abgerufen werden. Ein modifiziertes Konzept MK J (KRONE) ko¨nnte
beispielsweise in einem mit ihm verbundenen modifizierten Konzept MKK (BAUM) nachsehen,
ob fu¨r dieses bereits die Pflanzenfamilie bestimmt werden konnte und diese Information bei der
eigenen Instantiierung nutzen.
Soll ein genereller Begriff spezialisiert werden, sind Spezialisierungskanten zu verwenden. Im
Netz in Abbildung 4.2 wird also ausgesagt, daß eine Kiefer ein ganz bestimmter Nadelbaum ist.
Wie u¨ber die ist ein–Kante in anderen semantischen Netzwerkformalismen werden in ERN :E :ST
die Eigenschaften eines Begriffs durch Spezialisierungskanten an den Zielknoten der Kante ver-
erbt.
Konkretisierungskanten erleichtern den Aufbau von wohlstrukturierten Wissensbasen, indem sie
dem Modellierer die Mo¨glichkeit bieten, verschiedene Abstraktionsebenen einzufu¨hren. Begrif-
fe, die zu einer Begriffswelt geho¨ren, ko¨nnen somit gruppiert werden. Beispielsweise finden die
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abstrakten Konzeptdefinitionen STAMM, KRONE und WURZEL ihre jeweilige Entsprechung in
der Konzeptdefinition REGION, die eine zusammenha¨ngenden Region gleicher Farbe und Textur
auf einem Bild repra¨sentiert. Im weiteren verwende ich folgende Bezeichnung: eine Konzept-
definition A ist abstrakter als eine Konzeptdefinition B, wenn sie direkt oder indirekt u¨ber eine
Konkretisierungskante mit B verbunden ist. Wenn A abstrakter ist als B, dann ist B konkreter
als A.
BAUM
Bewertung: bewBaumStamm()
Bestandteil:
Rolle: stammN
Zielknoten: 
O
  STAMM
Dimension:   10
Abbildung 4.4: Definition der Kante stamm in der Konzeptdefinition BAUM
In Abbildung 4.4 ist die Definition einer Kante innerhalb einer Konzeptdefinition anhand der
Kante von BAUM zu STAMM dargestellt. Jede Kante hat zu ihrer eindeutigen Identifizierung
eine Rolle. Die Kante mit der Rolle
”
stamm“ in der Konzeptdefinition BAUM wird von nun an
als BAUM.stamm aufgeschrieben. In der Kante ist außerdem der Name des Zielknotens festge-
halten. Weil es Ba¨ume mit mehr als einem Stamm gibt, ist diese Kante hochdimensional, das
heißt mehrere (bis zu zehn) Netzknoten N J (STAMM) ko¨nnen u¨ber genau eine Kante mit einem
Netzknoten NK (BAUM) verbunden sein. In der Bewertungsfunktion bewBaumStamm wird be-
urteilt, wie gut der oder die Zielknoten der Kante zum Ursprungsknoten passen. Ist also zum
Beispiel als Familie in NK (BAUM) bereits Buchengewa¨chs ermittelt, sollten die Eigenschaften
von N J (STAMM) dem nicht widersprechen.
In den folgenden Abbildungen dieses Kapitels, die Ausschnitte aus Konzeptdefinitionen oder
Netzknoten wiedergeben, werden dieselben Schrifttypen und –arten wie in Abbildung 4.4 ver-
wendet. Sie bedeuten im einzelnen:
NAME Namen von Konzeptdefinitionen oder Netzknoten
rolle Rollen von ERN :E :ST–Komponenten
Wert Werttypen oder Werte
Funktion Namen von Funktionen
Merkmale
Eigenschaften von Begriffen werden in ERN
:
E :ST durch Merkmale ausgedru¨ckt, die in den Kon-
zeptdefinitionen enthalten sind. Die Berechnung der Merkmale ist ein wesentlicher Beitrag zur
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Erreichung des Ziels der Analyse. Denn durch ihre Berechnung erfolgt die Ermittlung von kon-
kreten Werten fu¨r die Instanzen. Daher macht insbesondere das in den Berechnungsfunktionen
enthaltene Wissen einen Großteil der Leistungsfa¨higkeit des gesamten Analysesystems aus.
Abbildung 4.5 zeigt beispielhaft die Merkmalsdefinitionen in der Konzeptdefinition STAMM.
Das Merkmal la¨nge beschreibt die La¨nge eines Stammes, festigkeit die Festigkeit seine Holzes
und verwendung bestimmt schließlich, ob aus dem Stamm ein Mo¨belstu¨ck angefertigt werden
kann oder ob er besser zu anderen Zwecken verwendet wird. Im Merkmal lage wird die Lage
des Stammes im Bild durch seinen Schwerpunkt charakterisiert. Dieses Merkmal dient also aus-
schließlich zu Analysezwecken, denn der Schwerpunkt eines Stammes geho¨rt im allgemeinen
sicher nicht zu seinen wesentlichen Eigenschaften. Jedes Merkmal besitzt eine Rolle zur eindeu-
tigen Identifikation und Erla¨uterung der funktionalen Rolle. Die Rolle wird auch zur Notation
verwendet: das Merkmal
”
la¨nge“ in der Konzeptdefiniton STAMM soll nun als STAMM.la¨nge
aufgeschrieben werden. Der Werttyp eines Merkmals legt die Wertemenge der Berechnungs-
funktion fest. Manchmal sollen aber nicht alle Werte der Wertemenge als Ergebnis der Berech-
nung in Frage kommen. Mit dem Eintrag Restriktion besteht daher die Mo¨glichkeit, a priori den
STAMM
Merkmal:
Rolle: länge
Werttyp: Integer
Berechnung: berLänge(region.form)
Merkmal:
Rolle: festigkeit
Werttyp: {hart, weich, zäh, ...}
Berechnung: berFestigkeit(invers_stamm.familie)
Merkmal:
Rolle: verwendung
Werttyp: {P Möbel, Bauholz, ...} 
Berechnung: berVerwendung(länge, festigkeit)
Restriktion:   [1..50]
Bewertung: bewLänge()
Merkmal:
Rolle: lage
Werttyp: (P Integer; Integer)
Berechnung: berLage(region.lage)
Abbildung 4.5: Definition der Merkmale in der Konzeptdefinition STAMM
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Wertebereich eines Merkmals einzuschra¨nken. So wird in dem Merkmal STAMM.la¨nge ausge-
sagt, daß als Werte fu¨r die Merkmalsberechnung nur Zahlen zwischen eins und fu¨nfzig sinn-
voll sind. In jedem Merkmal ist im Eintrag Berechnung die Funktion anzugeben, welche die
Berechnung durchfu¨hrt. Ihre Argumente werden mit Hilfe der Rollen von anderen ERN :E :ST–
Komponenten spezifiziert. Die Argumente ko¨nnen Merkmale aus der selben Konzeptdefinition
sein (wie zum Beispiel im Merkmal verwendung) oder aus Konzeptdefinitionen stammen, die
Bestandteile oder Konkretisierungen der Konzeptdefiniton sind, zu dem das Merkmal geho¨rt:
STAMM.la¨nge bekommt u¨ber die Kante mit der Rolle region das Merkmal mit der Rolle form
von REGION als Argument. Außerdem kann, wie bereits erwa¨hnt, auf Konzeptdefinitionen zuge-
griffen werden, die einen Kontext etablieren. ¨Uber die Kante invers stamm greift das Merkmal
festigkeit in der Konzeptdefinition STAMM auf das Merkmal BAUM.familie als Argument der
Berechnungsfunktion zu. Die Eintrag Bewertung gibt an, wie gut der berechnete Wert zu den
Erwartungen fu¨r dieses Merkmal paßt. In bewLa¨nge kann beispielsweise beurteilt werden, wie
gut die berechnete Stammla¨nge innerhalb der angegebenen Restriktion liegt.
Relationen
Der Vergleich von Eigenschaften ist oftmals ein angemessenes Mittel, um zusa¨tzliche Informa-
tionen zu erhalten oder Plausibilita¨ten zu u¨berpru¨fen. In ERN
:
E :ST wird ein solcher Vergleich
durch Relationen bewerkstelligt. In Relationen ko¨nnen Merkmalswerte miteinander verglichen
werden. Als Ergebnis der Relationsberechnung wird wa¨hrend der Analyse in einer Bewertungs-
struktur repra¨sentiert, wie gut die Werte in den Merkmalen der Netzknoten die angenommene
Beziehung zwischen ihnen erfu¨llen. Beispielsweise kann die in BAUM eingefu¨gte Relation an-
ordnung (siehe Abbildung 4.6) u¨berpru¨fen, ob die Anordnung der im Bild gefundenen Bestand-
BAUM
Relation:
Rolle: anordnung
Berechnung: bewAnordnung( stamm.lage, wurzel.lage,
                                                krone.lage)
Abbildung 4.6: Definition der Relation ho¨he plausibel in der Konzeptdefinition BAUM
teile des Baumes plausibel ist. Dazu greift bewAnordnung auf die Schwerpunkte der Bestand-
teile zu und vergleicht sie. Liegt etwa der Schwerpunkt der Wurzel oberhalb des Schwerpunktes
des Stammes, scheint wa¨hrend der Analyse eine fehlerhafte Zuordnung der Regionen vonstat-
ten gegangen zu sein. Dann sollte das Gu¨temaß in der Bewertungsstruktur einen entsprechend
schlechten Wert zugewiesen bekommen.
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KRONE
Modalität:
Rolle: sommer
Kante:astwerkQ
min:
max:
inhärent:
vorrang:R
0
1
false
0
Kante:blattwerk
min:
max:
inhärent:
vorrang:R
1
1
false
0
Modalität:
Rolle: winter
Kante:astwerkQ
min:
max:
inhärent:
vorrang:
1
1
false
0
Kante:blattwerk
min:
max:
inhärent:
vorrang:
0
0
false
0
Abbildung 4.7: Definition der Modalita¨ten in der Konzeptdefinition KRONE
Modalita¨ten
Begriffe ko¨nnen verschiedene Auspra¨gungen haben. Die Krone eines Laubbaumes besteht im
Winter nur aus ¨Asten, wa¨hrend im Sommer nur Bla¨tter, eventuell um einige ¨Aste erga¨nzt, zu
sehen sind. Die Kanten zwischen KRONE, ASTWERK und BLATTWERK sind also nicht immer
alle erforderlich — zur Modellierung einer Krone im Winter braucht man keine Kante KRO-
NE.blattwerk, weil es keine Bla¨tter gibt. ERN
:
E
:
ST bietet zur kompakten Modellierung der Aus-
pra¨gungen eines Begriffs die Modalita¨ten an. In ihnen wird fu¨r jede Kante festgehalten, ob sie
obligatorisch, optional oder inha¨rent ist. In KRONE sind daher die Modalita¨ten wie in Abbil-
dung 4.7 angegeben. In der Modalita¨t KRONE.sommer3 wird bestimmt, daß die Kante blattwerk
genau einmal vorkommt. Dies geschieht, indem die minimale Anzahl min genauso wie die ma-
ximale Anzahl max den Wert eins erha¨lt. Die Kante astwerk ist dagegen in dieser Modalita¨t als
optional markiert, denn in min ist der Wert null und in max der Wert eins eingetragen. In der Mo-
dalita¨t KRONE.winter wird die Kante blattwerk als nicht existent markiert, indem die Eintra¨ge
min und max den Wert null erhalten. Der Eintrag inha¨rent hat dann den Wert true, wenn man
modellieren mo¨chte, daß der Zielknoten der Kante nicht ausdru¨cklich vorzuliegen braucht. So
ko¨nnte in einer Modalita¨t von BAUM festgehalten werden, daß die Kante BAUM.wurzel inha¨rent
ist. Damit wu¨rde ausgedru¨ckt, daß ein Baum auf alle Fa¨lle eine Wurzel besitzt — selbst wenn
diese auf einem Bild nicht zu sehen ist. Der Modalita¨teneintrag vorrang beeinflußt die in Ab-
S
Analog zu den Kanten und Merkmalen wird im weiteren eine Modalita¨t mit der Rolle
”
rolle“ in der Konzeptde-
finition BEGRIFF als BEGRIFF.rolle aufgeschrieben.
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schnitt 4.4 dargelegte Verarbeitungsstrategie.
Bewertungen
Eine große Bedeutung kommt in Systemen zur Musteranalyse der Bewertungsproblematik zu.
Die signalnahen Module (beispielsweise die Bildaufnahme oder die Berechnung von Regionen
gleicher Farbe) ko¨nnen vor allem aufgrund von a¨ußeren Einflu¨ssen (zum Beispiel Lichtverha¨lt-
nisse) ungenaue oder sogar fehlerhafte Ergebnisse produzieren. Folglich sind die der Interpreta-
tion zugrunde liegenden Daten stets mit einer gewissen Unsicherheit behaftet. Dieser Unsicher-
heit wird in ERNEST und ERN :E :ST mit einer Bewertungsstruktur Rechnung getragen. In ERNEST
steht dem Entwickler eines Netzes ein zehnelementiger Vektor zur Bewertung der Analysesitua-
tion zur Verfu¨gung. Die Bedeutung der einzelnen Komponenten des Bewertungsvektors kann
in jedem Netz unterschiedlich sein. ERN :E :ST nutzt die Mo¨glichkeiten der objektorientierten Im-
plementation zur konsequenten Weiterentwicklung dieses Gedankens aus und erlaubt dem Ent-
wickler die freie Definition von Bewertungsklassen. In ein und demselben Netz ko¨nnen durchaus
mehrere solcher Bewertungsklassen festgelegt werden4, denn es mu¨ssen ja ganz unterschiedliche
Aspekte bewertet werden, beispielsweise die Gu¨te von Merkmalsberechnungen, die jeweiligen
Netzknoten als Ganzes oder der Fortgang der Analyse insgesamt.
4.3 Inferenzregeln
Nachdem ich im letzten Abschnitt die wichtigsten ERN :E :ST–Komponenten zur Wissensrepra¨sen-
tation erla¨utert habe, stellt sich nun die Frage, wie das modellierte Wissen zu nutzen ist, das
heißt, in welcher Weise die Zuordnung der Konzeptdefinitionen zu dem Sensorsignal geschieht.
In ERN
:
E :ST existieren sechs Regeln zur Wissensnutzung. Sie fußen ausschließlich auf den de-
finierten Netzknoten– und Kantentypen und ko¨nnen daher in jedem ERN
:
E :ST–Netz angewendet
werden. Die Inferenzregeln sind also problemunabha¨ngig und eliminieren somit einen der ge-
nannten Nachteile der Modellierung mit semantischen Netzen. Die Inferenzregeln realisieren
drei Arten der Wissensnutzung:
1. Erzeugung und Erweiterung von Instanzen
Etwas vergro¨bert ausgedru¨ckt, kann eine Instanz immer dann gebildet werden, wenn die Ziel-
knoten aller als obligatorisch deklarierten Kanten selbst Instanzen sind. Eine Instanz kann
erweitert werden, falls Instanzen existieren, die u¨ber optionale Kanten mit ihr verbunden wer-
den ko¨nnen. Eine Ausnahme bilden die sogenannten holistischen Instanzen. Als Erweiterung
des Sprachumfangs von ERNEST besteht in ERN
:
E
:
ST na¨mlich die Mo¨glichkeit, die mit einem
holistischen Erkenner erzielten Ergebnisse direkt als Instanz einzubinden (siehe Seite 63).
T
Der Entwickler muß lediglich die Vergleichs– und Kombinationsoperatoren fu¨r die Klassen definieren.
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2. Datengetriebene Erzeugung von modifizierten Konzepten
Diese Regel besagt, daß ein neues modifiziertes Konzept MK U (A) aus einem modifiziertes
Konzept MKK (A) oder einem Konzept K J (A) immer dann berechnet werden kann, wenn ein
neuer Netzknoten N L (B) u¨ber eine Bestandteils– oder Konkretisierungskante an MKK (A) be-
ziehungsweise K J (A) gebunden wurde. Bei der Berechnung von MK U (A) wird das in N L (B)
enthaltene Wissen genutzt. Durch die datengetriebene Erzeugung von modifizierten Konzep-
ten wird also Information von signalna¨heren Netzknoten an abstraktere Netzknoten gegeben.
Sie wird daher auch Bottom–Up–Regel genannt.
3. Modellgetriebene Erzeugung von modifizierten Konzepten
Wird ein Konzept K J (B) oder ein modifiziertes Konzept MKK (B) an einen bestehenden ab-
strakteren Netzknoten N L (A) u¨ber eine Bestandteils– oder Konkretisierungskante gebunden,
so fu¨hrt dies zu der Berechnung eines neuen modifizierten Konzeptes MK U (B), bei der die in
dem abstrakteren Netzknoten N L (A) enthaltene Information nach
”
unten“, daß heißt zu dem
konkreteren modifizierten Konzept hin, propagiert wird. Diese Regel heißt deswegen auch
Top–Down–Regel.
Bei der Erzeugung beziehungsweise Erweiterung modifizierter Konzepte oder Instanzen wer-
den die in ihnen enthaltenen Merkmale und Relationen neu berechnet und bewertet. Außerdem
werden die Bewertungsfunktionen fu¨r die Kanten und fu¨r den Netzknoten insgesamt angesto-
ßen. Auf diese Weise beinhalten die in einer Analysesituation aktuell enthaltenen modifizierten
Konzepte und Instanzen stets den derzeit erreichten Stand der Analyse.
4.4 Verarbeitungsstrategie
In ERN :E :ST wird die Analyse von Sensorsignalen als Suchproblem aufgefaßt. Jeder Zustand
der Analyse wird repra¨sentiert in einem Ensemble von Netzknoten, deren jeweilige Gesamtheit
einen Knoten im Analyse–Suchbaum5 bilden. So entstehen Situationen, in denen die im vori-
gen Abschnitt vorgestellten Regeln anwendbar sind. Oftmals ko¨nnen in einem Suchbaumknoten
aber mehrere Regeln gleichzeitig angewandt werden. Damit die Konsistenz der Analysesituati-
on gewahrt bleibt, ist die grundlegende Verarbeitungsstrategie jedoch so angelegt, daß stets nur
eine Regel ausgefu¨hrt wird. Nach der Ausfu¨hrung der Regel werden die dabei neu entstehenden
Suchbaumknoten bewertet. Auf Grundlage dieser Bewertung findet der A*–Algorithmus [Nil71]
Anwendung, der bei einer optimistischen Restscha¨tzung der anfallenden Kosten eine optimale
Lo¨sung garantiert.
V
Im weiteren muß also immer genau unterschieden werden zwischen den Netzknoten (Konzepte, modifizierte
Konzepte und Instanzen) und den Suchbaumknoten, die eine Analysesituation widerspiegeln!
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W Funktion: ERN :E :STBasisKontrolle
X Parameter: Konzeptdefinitionen K
OFFEN := Suchbaum Initialisierung(K);
initialisiere problemabha¨ngig();
while (OFFEN YZ\[ ) do
sbk J := wa¨hle bestbewerteten Suchbaumknoten(OFFEN);
if (Analyseziel erreicht(sbk J )==TRUE) then
pra¨sentiere Analyseergebnis(sbk J );
Analyse Terminierung();
elseif (datengetriebene Bindung erwu¨nscht(sbk J ) == TRUE) then
sbk J .Datengetriebene Bindung();
elseif (ungebundene Konzepte erwu¨nscht(sbk J )==TRUE) then
sbk J .Erga¨nzung um ungebundene Konzepte();
elseif (sbk J .holistische Instantiierung mo¨glich() == TRUE) then
sbk J .Holistische Instantiierung();
elseif (holistische Dekomposition erwu¨nscht(sbk J ) == TRUE) then
sbk J .Holistische Dekomposition();
elseif (sbk J .Instantiierung mo¨glich() == TRUE) then
sbk J .Netzknoten Instantiierung();
elseif (sbk J .modellgetriebene Bindung mo¨glich() == TRUE) then
sbk J .Modellgetriebene Bindung();
else
sbk J .Expansion optionaler Kanten und Spezialisierungen();
Analyse Terminierung();
Algorithmus 4.1: ERN :E :ST–Basiskontrolle
In Algorithmus 4.1 wird dargelegt, wie ein Modellierer in ERN :E :ST auf die Verarbeitungsstrate-
gie Einfluß nehmen kann und wann welche Regel angewendet wird. Dieser Algorithmus wird
auch ERN ]E ]ST–Basiskontrolle genannt. Die Analyse beginnt mit der Initialisierung des Such-
baums. Dabei werden modifizierte Konzepte zu vom Modellierer initial angegebenen Kon-
zeptdefinitionen berechnet, entsprechende Suchbaumknoten angelegt und der Liste OFFEN
zugefu¨gt. Somit befinden sich dann nur die Ausgangsknoten der Analyse, die sogenannten
Wurzelknoten, in der Liste OFFEN. Danach erha¨lt der Modellierer mit der Funktion initiali-
siere problemabha¨ngig6 die Mo¨glichkeit, eine problembezogene Initialisierung, beispielswei-
se das Einlesen eines Bildes, durchzufu¨hren. Wa¨hrend der Analyse wird die Liste OFFEN
^
Funktionen, die ein Modellierer zu schreiben hat, sind in Algorithmus 4.1 kursiv gedruckt.
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in einer while–Schleife, der Basisschleife, abgearbeitet. Zuna¨chst wird mittels der Funktion
wa¨hle bestbewerteten Suchbaumknoten der Suchbaumknoten sbk _ ausgewa¨hlt. Er repra¨sentiert
die aktuell bestbewertete Interpretation des Eingangssignals. Falls dieses Analyseergebnis be-
reits dem Analyseziel entspricht, kann das Ergebnis pra¨sentiert werden und der Algorithmus
terminiert. Im anderen Fall wird genau eine Basisaktion zur Erweiterung der Interpretation in
sbk _ durchgefu¨hrt. Zum Abschluß einer jeden Basisaktion werden die dabei entstandenen Such-
baumknoten bewertet und der Liste OFFEN hinzugefu¨gt. Sodann wird die Basisschleife erneut
ausgefu¨hrt. Ist die Pra¨misse der Basisschleife nicht mehr erfu¨llt, konnte das Analyseziel nicht
erreicht werden. Im folgenden werden die ERN ]E ]ST–Basisaktionen in der Reihenfolge ihres Auf-
tretens in der Basisschleife dargelegt.
Datengetriebene Bindung
Aufgabe der datengetriebenen Bindung ist die Herstellung einer Verbindung zwischen einem
Netzknoten N _ (A) zu einem abstrakteren Netzknoten N` (B). In Abbildung 4.8 ist ein Beispiel
zu sehen. Entscheidet sich der Algorithmus durch die problemabha¨ngige Funktion datengetrie-
I (Ra EGION)1
MK (KRONE)1
I (REGION)1
MK (KRONE)2
I (Aa STWERK)1
I (Ra EGION)1
MK (KRONE)3b
I (Ba LATTWERK)1
cedgfihkjml
h
fin o
hqp
hkj
hsr
o
jmtvu
jml
wyxvz|{q}~
{
z| 
{k
{q}
{s

}
}
~
3
2
1
Abbildung 4.8: Datengetriebene Bindung eines Netzknotens
bene Bindung erwu¨nscht im Suchbaumknoten 1 , die Instanz I  (REGION) an das modifizierte
Konzept MK  (KRONE) zu binden, so ergeben sich zwei Mo¨glichkeiten, die zu den konkurrie-
renden Nachfolgern 2 und 3 des Ausgangs–Suchbaumknotens fu¨hren. In 2 ist der Pfad
u¨ber ASTWERK, in 3 der alternative Weg u¨ber BLATTWERK gegangen worden. Jeder dieser
Wege besteht aus zwei Einzelschritten: von REGION zu ASTWERK beziehungsweise BLATT-
WERK und dann weiter von dem neu entstandenen Netzknoten zu dem modifizierten Konzept
von KRONE, das jeweils neu berechnet wird. Vor jedem Einzelschritt pru¨ft eine problemabha¨ngi-
ge Funktion, ob der beabsichtigte Weg eingeschlagen werden soll. Bei der Expansion der Ein-
zelschritte werden die jeweiligen Netzknoten erzeugt und die entsprechende Regel aktiviert. Im
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Beispiel ko¨nnen also ASTWERK und BLATTWERK jeweils instantiiert werden. Existiert das an-
gegebene Ziel der Bindung noch nicht, so wird automatisch ein neues modifiziertes Konzept
dieses Ziels erzeugt. Fu¨r das Beispiel bedeutet dies: ga¨be es MK  (KRONE) nicht, datengetriebe-
ne Bindung erwu¨nscht fordert aber trotzdem eine Bindung von I  (REGION) an KRONE, wu¨rde
ein neues modifiziertes Konzept von KRONE erzeugt und I  (REGION) an dieses gebunden.
Erga¨nzung um ungebundene Konzepte
Eine andere Mo¨glichkeit, den aktuellen Suchbaumknoten zu erweitern, besteht darin, ungebun-
dene Konzepte hinzuzufu¨gen. Mit der Funktion ungebundene Konzepte erwu¨nscht werden die
Namen der Konzepte spezifiziert, die dem Suchbaumknoten einfach hinzugefu¨gt werden (in
Abbildung 4.9 beispielsweise K  (REGION)). Erst wenn der Suchbaumknoten zu einem spa¨teren
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Abbildung 4.9: Erga¨nzung um ungebundene Konzepte
Zeitpunkt in der Basisschleife erneut zur Bearbeitung kommt, wird entschieden, ob und gegebe-
nenfalls in welcher Art und Weise der neue Netzknoten in die Analyse eingebunden wird.
Holistische Instantiierung
Das Wesen eines holistischen Erkenners besteht darin, daß er ein Objekt als einheitliches Ganzes
erkennt. Er erkennt keine Substrukturen des Objektes, auf das er trainiert ist. Im Zusammenspiel
mit der Analyse durch ERN
]
E ]ST eignen sich holistische Erkenner daher besonders dazu, Ergeb-
nisse fu¨r relativ abstrakte Konzeptdefinitonen zu produzieren, die spa¨ter bei Bedarf verfeinert
werden ko¨nnen. Dazu muß ein solcher Erkenner in eine Konzeptdefinition eingetragen wer-
den, fu¨r die dann holistische Instanzen gebildet werden ko¨nnen. Stellt die Basisschleife durch
die Funktion holistische Instantiierung mo¨glich fest, daß ein Konzept oder modifiziertes Kon-
zept zu einer solchen Konzeptdefinition in dem aktuellen Suchbaumknoten vorliegt, wird der
holistische Erkennungsprozeß durchgefu¨hrt und sein Ergebnis in einer holistischen Instanz fest-
gehalten. Ha¨tte man zum Beispiel ein ku¨nstliches neuronales Netz, das Baumkronen in einem
Bild erkennt, so ko¨nnte dessen Ergebnis — wie in Abbildung 4.10 zu sehen — direkt von einem
modifizierten Konzept MK ¢ (KRONE) zu einer holistischen Instanz I £¤ (KRONE) fu¨hren7, ohne
¥
Die Notation erfolgt in Analogie zu der auf Seite 54 vorgestellten Schreibweise, wobei das hochgestellte
”
h“ fu¨r
”
holistisch“ steht.
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Abbildung 4.10: Holistische Instantiierung und Dekomposition einer holistischen Instanz
daß Instanzen zu ASTWERK und BLATTWERK vorliegen mu¨ssen. In der weiteren Abarbeitung
der Basisschleife wird I £¤ (KRONE) wie jede andere Instanz behandelt.
Holistische Dekomposition
Reicht das in einer holistischen Instanz I £¤ (H) enthaltene ganzheitliche Resultat nicht aus, so
kann diese Instanz dekomponiert werden. Dabei werden die in den Konzeptdefinitionen festge-
legten Bestandteile und Konkretisierungen modellgetrieben bis zu den Signalkonzepten erzeugt.
Das in I £¤ (H) enthaltene Analyseergebnis wird dabei zur Restringierung der neu entstehenden
Netzknoten genutzt. Abbildung 4.10 zeigt beispielhaft die Dekomposition von I £

(KRONE).
Instantiierung
Kann ein Konzept oder modifiziertes Konzept instantiiert werden, so wird es in den nachfolgen-
den Suchbaumknoten durch die neu berechneten Instanzen ersetzt. Zusa¨tzlich wird die in der
jeweiligen Instanz neu gewonnene Information in alle anderen Netzknoten des Suchbaumkno-
tens propagiert. Auf diese Weise ko¨nnen Restriktionen in die Netzknoten eingetragen werden,
welche unter Umsta¨nden die weitere Analyse wesentlich effizienter gestalten. Das modifizierte
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Abbildung 4.11: Instantiierung mit Restringierung angebundener Netzknoten
Konzept MK  (REGION) im Knoten 18 der Abbildung 4.11 kann instantiiert werden. Die Pro-
pagierung der neuen Instanz I  (REGION) in 19 hat zur Folge, daß auch die Instanz I  (STAMM)
berechnet werden kann, denn alle Konkretisierungen und Bestandteile von STAMM sind instan-
tiiert. Die neue Information fu¨hrt auch zu den neuen modifizierten Konzepten MK  (BAUM) und
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MK  (KRONE). Beispielsweise kann in MK  (KRONE) der Bereich, in dem nach einer Baumkro-
ne gesucht werden soll, durch die Lage des Stammes im Bild eingeschra¨nkt werden.
Modellgetriebene Bindung
Falls in der Basisschleife kein Netzknoten instantiiert werden kann, wird als na¨chstes u¨berpru¨ft,
ob eine modellgetriebene Bindung eines Netzknotens durchgefu¨hrt werden kann. Das ist genau
dann der Fall, wenn ein Netzknoten eine Modalita¨t entha¨lt, in der eine Bestandteils– oder Kon-
kretisierungskante als obligatorisch markiert ist und diese Kante noch nicht expandiert wurde.
Existiert im Suchbaumknoten kein Netzknoten, der als Zielknoten der Kante in Frage kommt,
wird bei der modellgetriebenen Bindung dieser Kante ein neues modifiziertes Konzept erzeugt
und an den Ursprungsknoten der Kante gebunden. Somit realisiert die modellgetriebene Bin-
dung die Verbindung von abstrakten Konzepten hin zu signalnahen Konzepten. Falls bei der
Berechnung des neuen modifizierten Konzeptes konkurrierende Ergebnisse berechnet werden,
fu¨hren diese — wie in Abbildung 4.12 beispielhaft am modifizierten Konzept MK  (WURZEL)
dargestellt — zu konkurrierenden Nachfolgern des aktuellen Suchbaumknotens.
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Abbildung 4.12: Modellgetriebene Bindung
Expansion optionaler Kanten und Spezialisierungen
Die letzte Mo¨glichkeit zur Weiterentwicklung der Interpretation ist die Expansion von op-
tionalen Kanten und Spezialisierungskanten. Algorithmus 4.2 zeigt das Verfahren, das in
der Funktion Expansion optionaler Kanten und Spezialisierungen als Methode der Klasse
E Suchbaumknoten, welche die Suchbaumknoten repra¨sentiert, implementiert ist. Alle Instanzen
ï des Suchbaumknotens werden betrachtet. Zuna¨chst geht es um die Expansion der optionalen
Kanten. Die Funktion hole alle optionalen Kanten erzeugt die Menge der zur Expansion an-
stehenden optionalen Kanten der Instanz I` . Das sind all diejenigen Kanten, die bezu¨glich der
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ð Funktion: E Suchbaumknoten::Expansion optionaler Kanten und Spezialisierungen
ï
:= hole alle Instanzen();
for (I`òñ ï )
ó
:= I` .hole alle optionalen Kanten()
for (K ¤ ñ ó )
if (Expansion optionaler Kante erwu¨nscht(this, I` , K ¤ )) then
expandiere optionale Kante(I` , K ¤ );
for (I`òñ ï )
ô
:= I` .hole alle Spezialisierungskanten()
for (S ¤ ñ ô )
if (Expansion Spezialisierungskante erwu¨nscht(this, I` , S ¤ )) then
expandiere Spezialisierungskante(I` , S ¤ );
Algorithmus 4.2: Algorithmus zur Expansion optionaler Kanten und Spezialisierungen in einem
Suchbaumknoten
Modalita¨t von I` noch nicht vollsta¨ndig expandiert8 sind. Die problemabha¨ngige Funktion Ex-
pansion optionaler Kante erwu¨nscht entscheidet unter Beru¨cksichtigung des jeweiligen Such-
baumknotens (this) und der aktuell betrachteten Instanz I` fu¨r alle Kanten K ¤ , ob eine Expansion
durchgefu¨hrt werden soll. Die Expansion optionaler Kanten erfolgt dann analog der modellge-
triebenen Bindung: der Knoten 13 in Abbildung 4.13 entsteht als Nachfolger von 11 , indem
die optionale Kante wurzel von I  (BAUM) expandiert wurde. Nachdem alle optionalen Kanten
abgearbeitet sind, werden in a¨hnlicher Weise die Spezialisierungskanten betrachtet. Fu¨r jede
Spezialisierungskante entscheidet Expansion Spezialisierungskante erwu¨nscht, ob eine Expan-
sion durchgefu¨hrt werden soll. Die Expansion einer Spezialisierungskante hat zur Folge, daß
der allgemeine Netzknoten durch den spezielleren ersetzt wird. In Abbildung 4.13 wird beim
Schritt von Suchbaumknoten 11 zu Suchbaumknoten 12 die Instanz I  (BAUM) spezialisiert zu
I  (LAUBBAUM). Dabei werden alle Kanten und Merkmale von I  (BAUM) auf I  (LAUBBAUM)
u¨bertragen.
Zusammenfassend kann das Zusammenspiel der ERN
]
E ]ST–Basisaktionen wa¨hrend der Analyse
eines Signals wie folgt charakterisiert werden. Sie garantieren auf der einen Seite eine wohl-
definierte Abarbeitung eines Eingangssignals durch ein semantisches Netz. Andererseits lassen
sie dem Modellierer genu¨gend Freiraum fu¨r eine flexible Verarbeitungsstrategie, um den unter-
schiedlichen Anforderungen, die sich aus verschiedensten Problemstellungen ergeben, gerecht
zu werden.
õ
Eine Kante ist vollsta¨ndig expandiert, wenn der in der Modalita¨t notierte Wert fu¨r die maximale Anzahl von
Zielknoten erreicht ist.
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Abbildung 4.13: Expansion optionaler Kanten und Spezialisierungskanten
4.5 Aspekte der objektorientierten Implementation
Der Grundgedanke der objektorientierten Implementation von ERN ]E ]ST besteht darin, jede
ERN
]
E ]ST–Komponente auf eine eigene C++–Klasse abzubilden. Daher fu¨hrt zum Beispiel jede
ERN
]
E ]ST–Konzeptdefinition zu jeweils einer C++–Klasse. Die wa¨hrend der Analyse entstehen-
den Netzknoten sind C++–Instanzen dieser Klassen. In der Abbildung 4.14 ist ein Ausschnitt
aus der Klassendefinition zu BAUM (siehe Seite 53 und 57) zu sehen, in der die Komponen-
ten von BAUM wiederzufinden sind, die ganz spezifisch fu¨r diese Konzeptdefinition sind. Die
class Baum : public E_Netzknoten {fl
Baum_wurzel
Baum_stamm
Baum_krone
Baum_laubbaum
Baum_nadelbaum
Baum_familie
Baum_höhe
Baum_anordnung
...
}; 
*wurzel;
*stamm;
*krone;
*laubbaum;
*nadelbaum;
*familie;
*höhe;
*anordnung;
// Kante wurzel
// Kante stamm
// Kante krone
// Kante laubbaum
// Kante nadelbaum
// Merkmal familie
// Merkmal höhe
// Relation anordnung
Abbildung 4.14: C++–Klassendefinition zu BAUM
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Klassendefinitionen werden automatisch aus den Konzeptdefinitionen erzeugt. Die Informatio-
nen, die nicht automatisch gewonnen werden ko¨nnen, mu¨ssen bei der Implementation explizit
angegeben werden. Dazu geho¨rt insbesondere die Festlegung der Werttypen der Merkmale.
Jeweils gleichartige Klassen erben durch eine u¨bergeordnete Klasse die gemeinsamen Eintra¨ge.
Beispielsweise haben alle ERN ]E ]ST–Merkmale Rollen — folglich befindet sich in der Basisklas-
se E Merkmal ein Eintrag rolle, der in den abgeleiteten Klassen mit einem Wert belegt wird.
Abbildung 4.15 zeigt diese generellen Klassen.9
E_Basis
E_Suchbaumknoten
E_Netzknoten
E_Kante
E_MerkmalWert
E_Merkmal E_Bewertung
E_Modalität
E_Relation
Abbildung 4.15: Generelle Klassenstruktur in ERN ]E ]ST
4.6 Zusammenfassung
ERN
]
E
]
ST ist ein semantisches Netzwerksystem, das speziell zur Interpretation von Sensorsigna-
len entwickelt wurde und die positiven Eigenschaften von semantischen Netzwerkformalismen
im allgemeinen wie Modularita¨t, Wohlstrukturiertheit und Kompaktheit besitzt. Begriffe wer-
den in ERN ]E ]ST in Konzeptdefinitionen modelliert, die wa¨hrend der Analyse der Daten ihre Ent-
sprechung in Netzknoten finden. Es gibt drei Typen von Netzknoten: Konzepte, modifizierte
Konzepte und Instanzen, wobei letztere eine vollsta¨ndige Zuordnung eines Signalauschnittes
zu einer Konzeptdefinition repra¨sentieren. Zur Modellierung von Beziehungen von Begriffen
stehen dem Modellierer die drei Kantentypen Konkretisierung, Bestandteil und Spezialisierung
zur Verfu¨gung. Begriffsinterne Eigenschaften werden in ERN
]
E ]ST durch Merkmale realisiert, die
durch Relationen in Beziehung zueinander gesetzt werden ko¨nnen. In eigenen Bewertungsstruk-
turen kann die Qualita¨t und Sicherheit der Interpretation umfassend bewertet werden. Durch die
Definition fester Knoten– und Kantentypen ist ERN ]E ]ST in der Lage, problemunabha¨ngige Infe-
renzregeln bereit zu stellen, was die Beseitigung einer wesentlichen Schwa¨che von semantischen
Netzwerkformalismen im allgemeinen bedeutet. Die Verarbeitungsstrategie basiert auf dem A*–
Algorithmus. Durch die Bereitstellung verschiedener Funktionen hat der Modellierer in jedem
ffi
In der Abbildung sind nur die Klassen zu den in dieser Arbeit vorgestellten ERN

E

ST–Komponenten dargestellt.
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Suchbaumknoten die Mo¨glichkeit, auf den Fortgang der Analyse Einfluß zu nehmen. Somit kann
eine an das Problem angepaßte Verarbeitungsstrategie entwickelt werden.
Die klare, explizite Wissensrepra¨sentation einerseits und die flexible Verarbeitungsstrategie an-
dererseits machen ERN
 
E
 
ST zu einem attraktiven Werkzeug zur Interpretation gesprochener Spra-
che.
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Kapitel 5
Die Realisierung der
Sprachverstehenskomponente
Die Dinge sollten so einfach wie mo¨glich
gemacht werden. Aber nicht einfacher.
Albert Einstein
In diesem Kapitel stelle ich die Sprachverstehenskomponente vor, die im Rahmen dieser Ar-
beit fu¨r den Einsatz in einem Konstruktionsszenario konzipiert und implementiert wurde. Der
grundlegende Anspruch an die Sprachverstehenskomponente ergibt sich dabei aus den Untersu-
chungen in Kapitel 3: den Instrukteuren sollen keinerlei Restriktionen bei der Formulierung ih-
rer Anweisungen gegeben werden. Im Kontext der gesamten Szene soll der sprachverarbeitende
Teil des gesamten Konstruktionssystems auch dann angemessen reagieren, falls eine ¨Außerung
nicht oder nur teilweise erkannt oder verstanden wurde. Dieser Anspruch an die Verstehenskom-
ponente deckt sich mit den Vorstellungen, die Allen wie folgt formuliert:
”
The bottom line for a dialogue system is that it should never give up.“ [All95a]
Es geht mir in dieser Arbeit also nicht darum, einen Beitrag zur linguistischen Forschung in
dem Sinne zu leisten, daß ich einen ganz speziellen Aspekt in Konstruktionsdialogen untersuche
und ein ausgefeiltes Modell fu¨r ihn entwickle, das alle mo¨glichen Variationen dieses Aspektes
beru¨cksichtigt. Ich sehe die Idee des hier vorgestellten Ansatzes vielmehr auf einer Linie mit
dem Herangehen der flachen Analyse im Verbmobil–Projekt (siehe Abschnitt 2.1), deren Ziel
die mit wenig Aufwand verbundene und daher schnelle Analyse einer ¨Außerung ist. In diesem
Kapitel stelle ich daher ein effizientes sprachverstehendes System vor, das den Anforderungen
in einem kooperativ gestalteten Dialog zwischen Mensch und Maschine ada¨quat begegnet.
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Das Kapitel ist wie folgt aufgebaut. Zuna¨chst beschreibe ich die Stellung der Verstehenskom-
ponente in dem realisierten Gesamtsystem. Danach erla¨utere ich das Zusammenwirken von
Spracherkennung und Sprachverstehen. Sodann stelle ich den Aufbau der ERN
 
E
 
ST-Wissensbasis
vor und lege anschließend die Verarbeitungsstrategie dar. Einige besondere Aspekte des
ERN
 
E
 
ST–Netzes sind Gegenstand des nachfolgenden Abschnitts. Es folgt ein Ausblick, bevor
ein Resu¨mee das Kapitel beendet.
5.1 Sprachverarbeitung im Konstruktionsszenario
Die Sprachverstehenskomponente ist konzipiert fu¨r ein Gesamtsystem, durch das ein Mensch
einen Roboter anweisen kann, mit Baufix–Basiselementen und –Aggregaten Konstruktionsauf-
gaben zu erfu¨llen. Dieser Anspruch an das Gesamtsystem gliedert sich in drei Aufgaben. Zum
einem muß die Szene visuell analysiert werden, zum zweiten muß der Inhalt der menschlichen
Instruktion im Kontext des Dialogs verstanden und letztendlich muß die intendierte Handlung
ausgefu¨hrt und u¨berwacht werden. Im weiteren Verlauf des Abschnittes stelle ich das Gesamt-
system vor und spezifiziere die Aufgabenstellung fu¨r die Sprachverstehenskomponente.
5.1.1 Das Gesamtsystem im ¨Uberblick
Das Gesamtsystem besteht aus drei Sa¨ulen: der Bildverarbeitungssa¨ule, der Sprachverarbei-
tungssa¨ule und der Robotiksa¨ule, deren innerer Aufbau und Beziehung zueinander in Abbil-
dung 5.1 zu sehen ist.
Aufgabe der Bildverarbeitungssa¨ule ist es, die Szene visuell zu explorieren. Insbesondere geht
es darum, Hypothesen fu¨r die in der Szene befindlichen Baufix–Objekte zu gewinnen. Nach der
Aufnahme der Szene wird dazu zuna¨chst eine Farbklassifikation durchgefu¨hrt. Das farbklassifi-
zierte Bild bildet die Grundlage fu¨r die Segmentierung von Regionen gleicher Farbe. Aus deren
Formparametern wird bestimmt, welche Objekte sich in der Szene befinden. In dem hybriden
Verfahren wird ein semantisches mit einem ku¨nstlichen neuronalen Netz kombiniert. Genaue
Beschreibungen finden sich in [Hei96], [Kum98a] und [Bau98].
Die Robotiksa¨ule ist verantwortlich fu¨r die Ausfu¨hrung der Instruktionen und deren ¨Uberwa-
chung. Dabei ist daran gedacht, daß die Handlungen sowohl von einem Manipulator [Zha98]
als auch virtuell [Jun97] durchgefu¨hrt werden ko¨nnen. Der derzeitige Stand des Systems erlaubt
allerdings nur die Konstruktion in der virtuellen Welt.
Den Aufgaben der Sprachsa¨ule ist der folgende Abschnitt 5.1.2 gewidmet. Der Informations-
austausch der Sa¨ulen la¨uft u¨ber eigene Module. Das Modul Planung [Fri99] vermittelt zwischen
der Sprach– und der Robotiksa¨ule. Die Aufgabe dieses Moduls besteht vor allem darin, aus der
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Abbildung 5.1: Das Gesamtsystem im ¨Uberblick
semantischen Repra¨sentation der Instruktion eine Folge von einfachen Roboteranweisungen zu
generieren. So muß aus der Anweisung
”
Steck’ den Ring auf die Schraube.“ eine Sequenz von
Roboteranweisungen der folgenden Art erzeugt werden:
1. nimm den Ring in die linke Hand
2. nimm die Schraube in die rechte Hand
3. stecke das Objekt in der linken Hand auf das Objekt in der rechten Hand
Bei der Planung der Handlungsausfu¨hrung ist insbesondere zu beachten, ob die intendierte
Handlung in der jeweiligen Situation u¨berhaupt durchfu¨hrbar ist. Gegebenenfalls muß die Un-
durchfu¨hrbarkeit der Sprachsa¨ule mitgeteilt werden, damit eine Nachfrage oder ein Hilfegesuch
an den Instrukteur gestellt werden kann. Sollte etwa im obigen Beispiel der Ring außerhalb der
Reichweite des Roboters liegen, gibt dieser eine entsprechende Nachricht an das Planungsmo-
dul, welches sie zur Sprachsa¨ule weiterleitet, die dann den Instrukteur bitten kann einzugreifen.
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Die Aufgabe des Planungsmoduls besteht zusa¨tzlich darin, die Ausfu¨hrung der Handlung zu
u¨berwachen, um einen angemessenen Fortgang der Konstruktion insbesondere in Ausnahme-
situationen zu gewa¨hrleisten. Wenn etwa dem Roboter wa¨hrend eines Schraubvorganges die
Schraube aus der Hand gleitet und er das Mißgeschick nicht selbst beheben kann, so sollte das
Planungsmodul des Systems darauf reagieren und den Roboter ansteuern, um die Schraube wie-
der aufzunehmen oder die Sprachverstehenskomponente anweisen, den Instrukteur um Hilfe zu
bitten.1
Der Informationsaustausch zwischen der Bildverarbeitungs– und der Sprachsa¨ule findet u¨ber
das Modul Objektreferenz [Wac99] statt. Hierbei geht es um das Finden von Referenten in der
Szene. Dazu werden die Objektbenennungen neben der visuellen Auswertung als weitere parti-
elle Repra¨sentation der gesamten Szene betrachtet. Die visuelle und sprachliche Interpretation
der Szene werden in den selben Formalismus — na¨mlich Nachbarschaftsgraphen — u¨berfu¨hrt,
um sie anschließend mit Hilfe von dynamisch aufgebauten Bayes–Netzen [Pea88] abgleichen
zu ko¨nnen. Als Ergebnis liefert das Modul eine oder mehrere bewertete Hypothesen fu¨r die
Referenten der benannten Objekte.
Zur Kommunikation zwischen den Modulen wird im Gesamtsystem das im SFB 360 entwickel-
te Kommunikationssystem Distributed Applications’s Communication System (DACS) benutzt
[Fin95b, Jun98]. DACS unterstu¨tzt die Entwicklung sehr sicherer und einfach zu programmie-
render Schnittstellen. Dabei bleibt der einzelne Entwickler davon verschont, sich mit den Pro-
blemen kommunizierender Rechner im Detail zu bescha¨ftigen. DACS ha¨lt verschiedene Kom-
munikationssemantiken bereit, um den unterschiedlichen Anforderungen in einem komplexen
System gerecht zu werden und hat sich auch unter großer Last bewa¨hrt.
5.1.2 Aufgaben und grundlegender Aufbau der Sprachverarbei-
tung im Gesamtsystem
Die Aufgabe der Sprachsa¨ule im Gesamtsystem besteht darin, die sprachlichen Instruktionen
entgegenzunehmen und zu verstehen, eine entsprechende Systemreaktion einzuleiten und eigene
sprachliche Systemausgaben zu produzieren. Diese Aufgabenstellung gliedert sich in folgende
inhaltlichen Punkte:
1. Die Objektbenennungen, die in den ¨Außerungen enthalten sind, mu¨ssen intern repra¨sen-
tiert und gegebenenfalls disambiguiert werden. Eventuell sind dazu Ru¨ckfragen an den In-
strukteur zu stellen. Die bei der Untersuchung zur Modellbildung (siehe Abschnitt 3.4.1)
+
Ich wende mich dagegen, eine solche Situation als
”
Fehlersituation“ zu bezeichnen, sondern verwende den Be-
griff
”
Ausnahmesituation“. Denn diese Situationen geho¨ren zum ganz normalen Leben — auch Menschen kann
etwas aus der Hand rutschen und sie sind in der Lage, diese Situation zu meistern, ohne in einen
”
Fehlerstatus“
zu schalten.
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gewonnenen Erkenntnisse u¨ber die Formulierungen der Instrukteure mu¨ssen dabei beru¨ck-
sichtigt werden.
2. Es mu¨ssen Handlungsaufforderungen und ihr Zusammenhang u¨ber mehrere ¨Außerungen
hinweg erkannt werden. Im Unterschied zu Auskunftssystemen ist dem System dabei im
vorhinein nicht bekannt, welches Ziel im Dialog verfolgt wird und wie der Instrukteur
dieses Konstruktionsziel erreichen mo¨chte.
3. Dem Instrukteur muß Gelegenheit gegeben werden, die Ausfu¨hrung einer Handlung in
einer neuen Anweisung zu korrigieren beziehungsweise direkt mit einer Intervention zu
unterbrechen.
4. In Abstimmung mit den anderen Komponenten muß eine angemessene Systemreaktion
bestimmt werden. Ergibt sich aus der Anweisung unmittelbar eine Ru¨ckfrage, ist diese
zu generieren. Andernfalls muß der Planungsprozeß angestoßen werden, dessen Ergebnis
seinerseits wiederum eine Ru¨ckfrage erfordern kann.
Bei der Umsetzung dieser Aufgabenstellung darf nicht außer acht gelassen werden, daß die
Sprachsa¨ule die Hauptschnittstelle zum Instrukteur ist. Darum ist stets eine angemessene Ge-
staltung der Mensch–Maschine–Kommunikation als Ganzes besonders zu beru¨cksichtigen. Dem
Instrukteur sollte immer klar sein, was das System gerade tut beziehungsweise was es seiner-
seits vom Instrukteur erwartet. Das ist zweifellos eine der wichtigsten Voraussetzungen fu¨r den
erfolgreichen Dialog zwischen Mensch und Maschine.
Der Aufbau der Sprachsa¨ule ist ebenfalls in Abbildung 5.1 zu sehen. Die Spracherkennung er-
zeugt aus dem Sprachschall eine Folge von Worthypothesen. Die semantische Analyse extrahiert
deren Bedeutung und die Dialogfu¨hrung ist fu¨r die Herstellung des Dialogkontextes und die
Auswahl der na¨chsten Systemreaktion zusta¨ndig. Die beiden letztgenannten Module bilden die
Sprachverstehenskomponente und sind in einem ERN
 
E
 
ST–Netz realisiert. Die Synthese schließ-
lich produziert die Sprachausgaben des Systems.
Die Modulstruktur der Sprachsa¨ule erinnert zuna¨chst an die aus Kapitel 2 bekannte typische
Struktur von sprachverarbeitenden Systemen, deren Aufbau und Strategie meist streng hierar-
chisch in horizontalen Ebenen organisiert ist: der Spracherkennung folgt in typischen Systemen
die syntaktisch–semantische Analyse, bevor eine Dialogkomponente den Dialogkontext herstellt
und eine Systemreaktion ansto¨ßt. Die Kommunikation der einzelnen Ebenen findet in solchen
Systemen u¨ber wohldefinierte Schnittstellen meist unidirektional nur von den signalna¨heren zu
den abstrakteren Ebenen statt. Der Vorteil einer solchen Architektur liegt darin, daß jede Ebene
unabha¨ngig von den anderen modelliert und optimiert werden kann. Der große Nachteil besteht
allerdings darin, daß Wissen, das in abstrakteren Ebenen enthalten ist, den signalna¨heren nicht
zur Verfu¨gung steht und fu¨r die Bildung sinnvoller Restriktionen auf diesen Ebenen daher nicht
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verwendet werden kann. Aus diesem Grund wird in dieser Arbeit eine vertikale Organisation
des Wissens realisiert. Die Idee ist, daß auf allen Ebenen der Analyse auch Wissen aus anderen
Ebenen benutzt wird. Das heißt beispielsweise, daß Wissen u¨ber die Konstruktionsdoma¨ne auch
schon bei der Spracherkennung explizit Verwendung findet und sie damit verbessert. Dieser ver-
tikale Ansatz in der Sprachverarbeitung erfordert allerdings, daß die einzelnen Wissensbausteine
sehr gut aufeinander abgestimmt sind.
Wie die Module der Sprachsa¨ule im einzelnen funktionieren und kommunizieren, ist Gegenstand
der folgenden Abschnitte. Im Kern der Darstellung steht dabei die Realisierung der Sprachver-
stehenskomponente als angeku¨ndigtes Ergebnis dieser Arbeit.
5.2 Spracherkennung und Sprachverstehen
In diesem Abschnitt geht es um das Zusammenwirken von Spracherkennung und Sprachverste-
hen in der Sprachsa¨ule. Zum besseren Versta¨ndnis der Konzeption dieser Interaktion mo¨chte ich
zuna¨chst einen kleinen Exkurs in die Spracherkennung machen. Auf den na¨chsten beiden Sei-
ten erla¨utere ich das traditionelle Herangehen an die automatische Spracherkennung und stelle
einen interessanten Ansatz zur Verbesserung der Spracherkennungsergebnisse vor.
In der heutigen Spracherkennungstechnologie folgen praktisch alle Verfahren dem statistischen
Verarbeitungsparadigma [Bah83]. Dabei wird die Sprachproduktion und –erkennung als ein in-
formationstheoretischer Prozeß angesehen (siehe Abbildung 5.2). Eine Sequenz , von gespro-
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Abbildung 5.2: Das informationstheoretische Kanalmodell der Spracherzeugung und
–erkennung (nach [ST95])
chenen Wo¨rtern 35476989898:6;3=< wird in diesem Modell durch einen akustischen Kanal in eine Folge
>
von Merkmalsvektoren ?@4 , . . . , ?BA verschlu¨sselt. Die Aufgabe der Spracherkennung besteht
in der Dekodierung von > , das heißt in der Ermittlung einer Wortfolge ,DC , die eine mo¨glichst
gute Na¨herung der gesprochenen Wortfolge , sein sollte. Die Berechnungsvorschrift fu¨r , C
lautet mit Hilfe der Bayesregel:
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, C
ist also die Wortfolge, die mit maximaler Wahrscheinlichkeit produziert wurde, unter der
Voraussetzung, daß die Folge der Merkmalsvektoren > gegeben ist. Die Kunst der Spracher-
kennung besteht nun darin, die beno¨tigten Wahrscheinlichkeiten zu berechnen. Die Wahrschein-
lichkeit der Folge der Merkmalsvektoren RTS_>`W kann dabei vernachla¨ssigt werden, denn sie
ist unabha¨ngig von , und tra¨gt folglich zur Maximierung nichts bei. Zur Gewinnung der aku-
stischen Wahrscheinlichkeit RTS_> U , W werden in der Regel Hidden–Markov–Modelle [Hua90]
benutzt. RTS , W gibt die linguistisch motivierte a priori Wahrscheinlichkeit der Wortfolge an. In
den meisten Fa¨llen wird sie faktorisiert:
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Um der kombinatorischen Explosion bei der Bestimmung von RTS , W zu begegnen, muß man sich
in der Praxis allerdings auf die Betrachtung nur eines kleinen Teils der Vorga¨nger des letzten
Wortes 3=< einer Wortfolge , beschra¨nken. Ha¨ufig bezieht man sogar nur das unmittelbare
Vorga¨ngerwort mit ein und kommt so auf Bigramm–Modelle:
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Selbst bei einer Einschra¨nkung der Geschichte des Wortes 3=< ist eine Scha¨tzung von RTS , W
dann sehr schwer, wenn fu¨r eine relativ inhomogene Doma¨ne nur ein kleines Trainingskorpus
vorliegt. Die knapp neun Stunden gesprochener Sprache in den beiden Wizard–of–Oz–Korpora
aus Kapitel 3 beispielsweise bestehen in ihrer Summe insgesamt aus 50.114 Wo¨rtern. Die Gro¨ße
des von den Sprechern dabei benutzten Vokabulars betra¨gt 2.146. Von den theoretisch mo¨glichen
4,6 Millionen Bigrammen, kommen nur 14.753 — das sind etwa 0,3 Prozent — tatsa¨chlich vor,
65 Prozent davon sogar nur einmal. Das ist keine optimale Grundlage fu¨r die Scha¨tzung von a
priori Wahrscheinlichkeiten. Ha¨ufig hat man keine andere Wahl als die bestimmten Bigramm-
wahrscheinlichkeiten im Nachhinein zu gla¨tten [Kat87] und dabei insbesondere auszuschließen,
daß fu¨r eine Wortkombination 3 d 3ml gilt: ROS 3mlNU 3 d W Eon und diese somit ga¨nzlich als unzula¨ssig
bewertet wu¨rde.
Ein anderes Verfahren bezu¨glich des Einbringens von linguistischem Wissen in den spracherken-
nenden Prozeß wird von Wachsmuth in [Wac97] vorgestellt. Wa¨hrend die a priori Wahrschein-
lichkeiten implizit das Sprachfragment bei der Spracherkennung nutzen, wird mit dieser Arbeit
die Mo¨glichkeit geschaffen, linguistisches Wissen u¨ber das Fragment dem Spracherkenner ex-
plizit zur Verfu¨gung zu stellen. Damit ko¨nnen den Schwa¨chen von rein statistischen Ansa¨tzen
bei einer kleinen Trainingsdatenbasis gezielt begegnet und die Spracherkennungsergebnisse ver-
bessert werden.
Die Grundidee des Verfahrens in [Wac97] besteht darin, die statistischen Sprachmodelle mit
einer deklarativen LR(1)–Grammatik (siehe zum Beispiel [Aho86]) zu kombinieren und direkt
in den spracherkennenden Prozeß einfließen zu lassen. Fu¨r spontan gesprochene Sprache kann
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aufgrund ihrer Vielfalt allerdings keine Grammatik fu¨r ganze Sa¨tze festgelegt werden. Daher
wird ein Parser benutzt, der in der Grammatik definierte Konstituenten akzeptiert. Somit wird
es mo¨glich, die Grammatik weich einzusetzen, das heißt sie entscheidet nicht nach Abschluß
einer ¨Außerung hart u¨ber deren Zula¨ssigkeit oder Nichtzula¨ssigkeit. Vielmehr beeinflußt die
Grammatik wa¨hrend der Abarbeitung des Sprachsignals den Fortgang der Analyse. Mit einem
Strafterm werden diejenigen Wortfolgen versehen, die der Grammatik nicht entsprechen. Es
ergibt sich dann eine Gesamtbewertung p fu¨r die Wortfolge , :
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wobei der Strafterm p svuxw7yzu^{| S , W zwischen null und eins liegt und auch beru¨cksichtigt, in wel-
cher Art und Weise (beispielsweise Abbruch einer begonnenen Konstituente) die Wortfolge der
Grammatik  nicht entspricht. Mit dem Gewicht  kann der Einfluß der linguistisch motivier-
ten Bewertung von , bestimmt werden. In [Wac98] werden die mit diesem Ansatz erzielten
Verbesserungen vorgestellt. Auf einer unabha¨ngigen Teststichprobe wurde eine Verringerung
der Wortfehlerrate [Lee89] um u¨ber elf Prozent erreicht, als eine Grammatik zusa¨tzlich zum
Bigramm eingesetzt wurde.
Soweit der Exkurs in die Spracherkennung.
Bei der Realisierung der Verstehenskomponente nutze ich das von Wachsmuth entwickelte Ver-
fahren. Dazu betrachte ich es aber aus einem ganz anderen Blickwinkel, na¨mlich vom automati-
schen Sprachverstehen her. Es ergeben sich dann zwei interessante Aspekte:
1. Typischerweise besteht eine der ersten Aufgaben der Sprachverstehenskomponente darin,
eine syntaktische Analyse vorzunehmen. Dazu bedarf es einer Syntaxmodellierung. Wenn
man aber diese Modellierung in den oben vorgestellten Formalismus u¨bersetzt, so kann
die syntaktische Analyse in wesentlichen Teilen bereits wa¨hrend der Spracherkennung er-
ledigt werden. Die vom Parser wa¨hrend der Abarbeitung eines Sprachsignals aufgebauten
Strukturen ko¨nnen na¨mlich vom Spracherkenner mit ausgegeben werden und stehen also
der Verstehenskomponente zur Verfu¨gung.
2. Die Definition der LR(1)–Grammatik kann natu¨rlich unter verschiedenen Aspekten ge-
schehen. Der naheliegendste Ansatz ist wohl der, die bekannten syntaktischen Konstitu-
enten wie beispielsweise eine Nominalphrase oder eine Verbalphrase zu modellieren. Man
hat aber auch die Mo¨glichkeit, direkt pragmatisches und doma¨nenspezifisches Wissen in
die Grammatik zu importieren, indem man entsprechende Nichtterminale definiert. Durch
diese vertikale Organisation der Wissensbasis kann schon die Spracherkennung die Be-
sonderheiten von Konstruktionsanweisungen beru¨cksichtigen.
Abbildung 5.3 zeigt beispielhaft, wie diese Aspekte umgesetzt werden. Man sieht einen Aus-
schnitt aus der LR(1)–Grammatik, die der Spracherkenner benutzt. Die von der Grammatik
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$$SEGMENT: $INT_OBJEKT |
$AKTION |
$REF_OBJEKT |
$OBJEKT_SPEZIFIKATION | 
$HILFSOBJEKT |
$INTERVENTION |
... ;
$INT_OBJEKT: $$objekt_nom |
$$objekt_gen |
$$objekt_dat |
$$objekt_akk ;
$$objekt_nom: $$det_e $$adj_e_liste |
$$det_e $$adj_e_liste $$objektnomen_nom_sing_fem |
$$det_er $$adj_e_liste |
$$det_er_$$adj_e_liste $$objektnomen_nom_sing_mas |
... ;
$$det_e: die | diese | eine | ... ;
$$adj_e_liste: $$adj_e |
$$adj_e_list $$adj_e ;
$$adj_e: $$farb_adj_e |
$$form_adj_e |
$$gross_adj_e |
$$lokal_adj_e ;
$$farb_adj_e: blaue | dunkle | rote | ... ;
$$objektnomen_nom_sing_fem: Buchse | Holzlatte | Scheibe | ... ;
1
2
3
4
5
6
7
8
Abbildung 5.3: Auszug aus der Segmentdefinition
akzeptierten Wortfolgen nenne ich von nun an Segmente, die Grammatik in ihrer Gesamtheit
doma¨nenspezifische Segmentdefinition.2 Die Terminalsymbole der Segmentdefinition, die alle
dem Vokabular des Systems entstammen, sind fett gedruckt. Die Segmente sind alle in Groß-
buchstaben angegeben und beginnen mit einem einzelnen $–Zeichen. Die Substrukturen der
Segmente, die Subsegmente, sind in kleinen Buchstaben angegeben und beginnen mit $$.
Das Symbol $$SEGMENT ist das Startsymbol der Segmentdefinition. Es kann ersetzt werden
durch die Segmente, von denen die wichtigsten in Abbildung 5.3 angegeben sind.3 Sie entspre-
chen den im Abschnitt 3.4 entwickelten Spezifikationen fu¨r die Modelle. $INT OBJEKT steht
fu¨r einfache Objektbenennungen wie
”
diese rote Scheibe“, $AKTION dient zur Ableitung von
Verben, welche zu einer Konstruktionshandlung auffordern (
”
nimm“). $REF OBJEKT bezeich-
net ein Referenzobjekt zur na¨heren Bestimmung eines Objektes (
”
neben dem gru¨nen Klotz“)
und $OBJEKT SPEZIFIKATION steht fu¨r eine na¨here Beschreibung eines Objektes (
”
mit dem

Ich vermeide in diesem Zusammenhang den Begriff
”
Konstituente“ und
”
Konstituentengrammatik“, weil es Seg-
mente gibt, die im linguistischen Sinne keine syntaktischen Konstituenten bilden und andersherum manche
Konstituenten kein unmittelbares Gegenstu¨ck in der Segmentdefinition haben.

Im Anhang A.1 ko¨nnen alle verwendeten Segmente nachgelesen werden.
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eckigen Kopf“). Ein $HILFSOBJEKT ist ein Hilsfmittel zur Ausfu¨hrung einer Handlung (
”
mit
der Schraube“). Eine $INTERVENTION deckt ¨Außerungsteile ab, in denen der Roboter aufge-
fordert wird, die Ausfu¨hrung einer Instruktion zu unterbrechen (
”
halt stop!“).
Anhand von $INT OBJEKT wird die Idee der Segmentdefinition na¨her erla¨utert. In Regel 2 ist
formuliert, daß jede Objektbenennung in einem bestimmten Kasus auftritt. Objektbenennungen
im Nominativ werden in Regel 3 na¨her beschrieben. Unter Beru¨cksichtigung der Deklinations-
regeln fu¨r Adjektive nach [Dro84] besteht eine Objektbenennung im Nominativ zum Beispiel
aus einem femininen Artikel ($$det e), gefolgt von einer Adjektivliste, deren Elemente alle auf
’e’ enden ($$adj e liste), und einem Nomen, welches im Singular steht und den Genus Femi-
ninum sowie den Kasus Nominativ besitzt ($$objektnomen nom sing fem). In der Regel 7 ist
allerdings na¨her spezifiziert, daß fu¨r eine Benennung eines Objektes nicht jedes Nomen des
Vokabulars in Frage kommt. Vielmehr werden als Terminale nur solche Nomen zugelassen,
die auch tatsa¨chlich zur Benennung der Objekte benutzt werden. Dieses Wissen wurde ja aus
der Korpusbetrachtung (siehe Seite 32ff) gewonnen. In der Definition der Grammatik fu¨r den
Spracherkenner ist auf diese Weise das pragmatische und Doma¨nenwissen repra¨sentiert — eine
vertikale Organisation des Wissens fu¨r den gesamten Prozeß der automatischen Sprachverarbei-
tung ist realisiert.
Durch die Segmentdefinition wird nicht nur gema¨ß den Gleichungen 5.1 bis 5.4 die Suche
der besten Wortfolge beeinflußt, sondern auch die Ausgabe des Spracherkenners. Wie bereits
erwa¨hnt bleiben die wa¨hrend der Analyse aufgebauten Strukturen erhalten. Das Ergebnis des
Spracherkenners ist also strukturiert. Die Anweisung
”
Jetzt nimm doch bitte die gru¨ne Schraube mit dem eckigen Kopf neben a¨hm
neben der langen Leiste.“ (5.5)
fu¨hrt zum Beispiel bei einer erfolgreichen Erkennung zu folgender Ausgabe des Spracherken-
ners:
jetzt (nimm: $AKTION) doch bitte (die gru¨ne Schraube: $INT OBJEKT)
(mit dem eckigen Kopf: $OBJEKT SPEZIFIKATION) neben a¨hm (neben
der langen Leiste: $REF OBJEKT) (5.6)
Die Segmente sind also als Einheiten markiert, und jene Teile der ¨Außerung, die in der Seg-
mentdefinition nicht modelliert sind, werden ohne Angabe eines Segmentes ausgegeben. Dieses
Beispiel belegt auch, daß nicht genau ein Segment immer genau eine syntaktische Konstituente
abdeckt. So wird die Nominalphrase
”
die gru¨ne Schraube mit dem eckigen Kopf“ durch zwei
Segmente ($INT OBJEKT und $OBJEKT SPEZIFIKATION) erfaßt. Der Grund fu¨r diese Mo-
dellierung liegt in folgendem: erkennt der Spracherkenner aufgrund schlechter Signalqualita¨t
oder undeutlicher Ausprache ein Wort innerhalb eines definierten Segmentes nicht, so kann der
Parser das Segment als Ganzes nicht detektieren und gibt die erkannten Wo¨rter unmarkiert ein-
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zeln aus. Je mehr Substrukturen ein Segment entha¨lt, umso gro¨ßer ist die Wahrscheinlichkeit,
daß eine davon nicht erkannt wird und das ganze Segment zerbricht. Die Modellierung zu langer
Segmente hat daher im Ergebnis oft das Gegenteil des Beabsichtigten zur Folge: statt doma¨nen-
spezifisch motivierter Einheiten liefert der Spracherkenner nur unstrukturierte Einzelergebnisse.
Aus diesem Grund finden in der Segmentdefinition sowohl die Interessen der Spracherkennung
als auch die Anspru¨che der Sprachverstehenkomponente Beru¨cksichtigung.
Nachdem nunmehr dargelegt ist, wie Aspekte des Sprachverstehens direkt in den spracherken-
nenden Prozeß einfließen und somit bereits strukturierte Ergebnisse vom Spracherkenner produ-
ziert werden, geht es in den folgenden beiden Abschnitten darum, wie diese Ergebnisse weiter-
verarbeitet werden. Ich stelle dazu zuna¨chst die verwendete ERN
 
E
 
ST–Wissensbasis vor.
5.3 ERN E ST–Wissensbasis der sprachverstehenden
Komponente
Die ERN
 
E
 
ST–Wissensbasis zum Sprachverstehen ist sehr flach hierarchisch aufgebaut und glie-
dert sich in drei Abstraktionsebenen4, die in Abbildung 5.4 zu sehen sind. Die signalna¨chste
DIALOGEBENE D_DIALOG
B ESCHREIBUNGSEBENE
S EGMENTEBENE S _SEGMENT
D _S_ZUSTÄNDE
B _ÄUSSERUNGEN
B_BESCHREIBUNGEN
S _SPEZIELLE_SEGMENTE
Konkretisierungskante
Bestandteilskante
Spezialisierungskante
Gruppe von Konzeptdefinitionen
N AME Name einer Konzeptdefinition
N AME
D _NACHRICHTEN D _ÄUSSERUNGEN
Abbildung 5.4: Die ERN
 
E
 
ST–Wissensbasis zum Sprachverstehen im ¨Uberblick

Anhang A.2 entha¨lt alle Konzeptdefinitonen im ¨Uberblick.
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Ebene ist die Segmentebene. Die Konzeptdefinition S SEGMENT repra¨sentiert ein vom Sprach-
erkenner erhaltenes Segment. Die Spezialisierungen von S SEGMENT5 stehen fu¨r die speziellen
Segmente. Sie finden ihre Entsprechung auf der Beschreibungsebene in den Konzeptdefinitionen
B_BESCHREIBUNGEN , welche eine semantische Interpretation der einzelnen Segmente bestim-
men. Die einzelnen Beschreibungen werden in den Konzeptdefinitionen B_ÄUSSERUNGEN zu
einer Beschreibung der ganzen ¨Außerung zusammengefaßt. Auf der Dialogebene befindet sich
die Konzeptdefinition D DIALOG zur Modellierung des Dialogs als Ganzes. Seine Bestandteile
sind Instrukteursa¨ußerungen, repra¨sentiert durch DŁ _ÄUSSERUNGEN , mit verschiedenen Ausga-
ben verbundene Systemzusta¨nde, modelliert in D _S_ZUSTÄNDE , sowie Nachrichten der anderen
Sa¨ulen, die in DŁ _NACHRICHTEN zusammengefaßt sind.
In den folgenden Abschnitten werden die einzelnen Ebenen na¨her erla¨utert.
5.3.1 Die Segmentebene als Schnittstelle zum Spracherkenner
Auf der Segmentebene des Netzes wird die Schnittstelle zum Spracherkenner realisiert. Alle
in der Segmentdefinition enthaltenen Segmente sind auf der Segmentebene des semantischen
Netzes durch je eine Konzeptdefinition modelliert (siehe Abbildung 5.5). Alle diese Konzeptde-
S _SEGMENT S _AKTIONS _INT_OBJEKT S _INTERVENTION... S

_KEIN_SEGMENT S _ENDE
Spezialisierungskante
Abbildung 5.5: Die Segmentebene der Wissensbasis
finitionen sind Spezialisierungen von S SEGMENT, das fu¨r die Segmente im allgemeinen steht.
In S SEGMENT ist das Merkmal hypothese eingetragen, welches die Ergebnisse des Spracher-
kenners inkrementell einliest. In S KEIN SEGMENT sind diejenigen ¨Außerungsteile repra¨sen-
tiert, die keinem Segment zugeordnet werden ko¨nnen. Dazu za¨hlen ¨Außerungsteile, die von der
Segmentdefinition nicht abgedeckt sind und solche, die der Spracherkenner nicht als vollsta¨ndi-
ges Segment erkannt hat. Wenn also wa¨hrend des spracherkennenden Prozesses ein Segment
zerbrochen ist, kann bei Bedarf die in den einzelnen Wo¨rten enthaltene Information fu¨r den
Interpretationsprozeß noch genutzt werden. Das Ende einer ¨Außerung ist durch die Konzeptde-
finition S ENDE modelliert. Eine spezielle Modellierung fu¨r das ¨Außerungsende ist unerla¨ßlich,
weil die meisten Systemreaktionen erst nach dem Abschluß einer ¨Außerung sinnvoll sind.

In Abbildung 5.4 und den nachfolgenden Abbildungen sind zur besseren ¨Ubersicht teilweise mehrere Konzept-
definitionen zusammengefaßt und durch eine Einrahmung kenntlich gemacht.
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Die Konzeption der Segmente als besondere Einheit im automatischen Sprachverstehen ist ver-
gleichbar mit anderen Ansa¨tzen des partiellen Parsings [Jac91, Kaw96, Kaw98]. Ihnen ge-
meinsam ist die Idee, daß sich ein großer Teil der notwendigen Informationen in sogenannten
Schlu¨sselphrasen (key–phrases) verbirgt. Fu¨r solche Phrasen lassen sich im Gegensatz zu ganzen
Sa¨tzen oder gar ¨Außerungen zuverla¨ssige Modelle entwickeln. Das partielle Parsing ist daher
besonders geeignet, die Robustheit des sprachverstehenden Systems zu vergro¨ßern. Denn bei
Satzgrammatiken besteht stets die Gefahr, daß das Parsen einer ¨Außerung wegen eines mo¨gli-
cherweise sehr kleinen Erkennungsfehlers komplett fehlschla¨gt. Die genannten Ansa¨tze bleiben
aber bei der Detektion der Schlu¨sselphrasen stehen und betten sie nicht in ein Dialogsystem ein.
Daher ist in diesen Vorschla¨gen auch nicht beschrieben, wie ¨Außerungsteile verarbeitet werden,
die keiner Schlu¨sselphrase entsprechen.
Das im Terminabsprachesystem (siehe Abschnitt 2.3) erla¨uterte und mit Hilfe von semanti-
schen Hidden–Markov Netzwerken realisierte Sprachverstehen ist der Konzeption der Verste-
henskomponente ebenfalls verwandt. Genau wie die Segmente stehen die SHMNs fu¨r eine ver-
tikale Modellierung des Wissens und liefern strukturierte Ergebnisse. Allerdings muß das lin-
guistische Wissen komplett in der ERNEST–Wissensbasis aufwendig modelliert sein, bevor die
SHMNs daraus automatisch abgeleitet werden ko¨nnen. Die Modellierung in einer deklarativen
Segmentdefiniton ist dagegen deutlich schlanker und daher wesentlich einfacher erweiterbar
und wartungsfreundlicher. Durch die Verwendung von SHMNs ist es mo¨glich, vom Sprach-
erkenner direkt Instanzen zu Konzeptdefinitionen der Semantik– oder sogar Pragmatikebene6
zu bekommen. Die darunterliegenden Ebenen, insbesondere die eigentliche Schnittstellenebene,
die Hypothesenebene, verlieren damit ihren Sinn. Insofern stellt die hybride Modellierung mit
Segmentdefinitionen eine konsequente Weiterentwicklung der Idee der SHMNs dar: das Wis-
sen u¨ber die Struktur semantischer beziehungsweise pragmatischer Einheiten ist direkt in der
Segmentdefinition enthalten, und die Segmente bilden eine sauber modellierte Schnittstelle zwi-
schen Spracherkennung und Sprachverstehen.
5.3.2 Beschreibungsebene
Aufgabe der Beschreibungsebene ist es, aus den Segmenten eine interne Repra¨sentation der
¨Außerungssemantik zu extrahieren. Die grundlegende Modellierungsidee besteht darin, jeder
Konzeptdefiniton der Segmentebene eine entsprechende Konzeptdefinition auf der Beschrei-
bungsebene zuzuordnen, welche die Bedeutung des Segmentes ermittelt. Abbildung 5.6 gibt
einen ¨Uberblick.7

Gemeint sind die Ebenen, wie sie in Abbildung 2.6 auf der Seite 17 zu sehen sind.

In Abbildung 5.6 (und auch den folgenden Abbildungen, die ERN E ST–Netz–Auschnitte zeigen) sind alle nicht
mit einer Dimension versehenen Kanten eindimensional, das heißt sie haben maximal einen Zielnetzknoten.
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B_AKTION
B_INTERVENTION B_INSTRUKTION
B_OBJEKT
S_SPEZIELLE_SEGMENTE
Konkretisierungskante Bestandteilskante
[10] [50]

[n]       Kantendimension
B_KEIN_SEGMENTB_HILFSOBJEKT
[10]

Abbildung 5.6: ¨Uberblick u¨ber die Beschreibungsebene und ihre Anbindung an die Segment-
ebene
Es sind zuna¨chst die direkten Pendants zu den Segmenten zu sehen:
 B AKTION repra¨sentiert ein handlungsanweisendes Verb. Diese Konzeptdefinition besitzt
keine Dekomposition, sondern ist so einfach strukturiert, daß eine unmittelbare Interpre-
tation des entsprechenden Segmentes vorgenommen werden kann. Beispielsweise kann
aus einer Instanz von S AKTION, die den ¨Außerungsteil
”
nimm“ entha¨lt, sofort die Be-
deutung gewonnen werden, daß eine Aufforderung zum Nehmen eines Objektes vorliegt.
Insgesamt sind entsprechend der Modellspezifikation in der Sprachverstehenskomponente
derzeit folgende Aktionen als mo¨gliche Roboterhandlungen definiert: befestigen, schrau-
ben, stecken, entfernen, nehmen, positionieren und beenden. Alle direkten Instruktionen
werden auf diese Aktionen abgebildet. Zusa¨tzlich ko¨nnen auch einfache Benennungen
(
”
Das nenne ich jetzt Propeller.“) verarbeitet werden.
 B KEIN SEGMENT ist den ¨Außerungsteilen gewidmet, denen kein Segment zugeordnet
werden kann.
 Auch die Modellierung von kurzen Interventionen erfolgt innerhalb eines einzigen Seg-
mentes, auf das B INTERVENTION direkt zugreifen und eine Interpretation vornehmen
kann. Unter Interventionen verstehe ich ausschließlich kurze ¨Außerungen, die darauf ge-
richtet sind, die Ausfu¨hrung der Handlung durch den Roboter sofort zu unterbrechen.8
Die Modellierung von Basiselement– und Aggregatbenennungen in B _OBJEKT und Hilfsobjek-
ten zur Ausfu¨hrung einer Handlung durch B _HILFSOBJEKT muß dagegen aufwendiger sein, weil
sie aus mehreren Segmenten bestehen.

Der Interventionsbegriff ist hier also sehr eng gefaßt. In anderen Arbeiten, beispielsweise in [Pet98, Lob98],
werden alle kurzen Anweisungen, die unmittelbar in die Ausfu¨hrung einer gerade stattfindenden Handlung
eingreifen sollen, als Interventionen betrachtet.
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Die Modellierung fu¨r die Objektbenennungen — also die detaillierte Darstellung von
B_OBJEKT — ist in Abbildung 5.7 dargelegt. Eine umfassende Objektbeschreibung
(B OBJEKTBESCHREIBUNG) kann in diesem Modell aus einem benannten intendierten Ob-
B _OBJEKTBESCHREIBUNG
Konkretisierungskante Bestandteilskante
B_REF_OBJEKTB_INT_OBJEKTB_OBJEKT_LOKAL
S _INT_OBJEKT S _REF_OBJEKTS _OBJEKT_SPEZIFIKATIONS

_ART_WEISE S _OBJEKT_LOKAL
Abbildung 5.7: Modellierung fu¨r Objektbenennungen mit objektinterner Lokalisierung
jekt (B INT OBJEKT) und einem Referenzobjekt (B REF OBJEKT) bestehen. Beide ko¨nnen je-
weils durch eine S OBJEKT SPEZIFIKATION na¨her beschrieben sein. Ihre Konkretisierungen
S INT OBJEKT und S REF OBJEKT stehen fu¨r einfach strukturierte Benennungen wie
”
die rote
runde Schraube“ beziehungsweise
”
neben dem weißen Reifen“, die in genau einem Segment
erfaßt werden. Zusa¨tzlich kann eine Objektbeschreibung auch die Benennung einer objektinter-
nen Lokalisierung (B OBJEKT LOKAL) beinhalten.9 Die objektinternen Lokalisationen umfas-
sen sowohl die Angabe eines Ortes (
”
das dritte Loch von links“) als auch die Art und Weise, wie
gegebenenfalls ein objektinterner Ort zu erreichen ist (
”
von unten“). Die Informationen u¨ber
die objektinternen Lokalisationen werden vom Merkmal B OBJEKT LOKAL.beschreibung be-
rechnet und in der Klasse Objekt Lokalisation10 eingetragen (siehe Abbildung 5.8). Die in der
Instruktion
”
Steck’ die Schraube von unten durch das dritte Loch von links der Leiste.“ enthal-
class Objekt_Lokalisation : public E_MerkmalWert {
EnumTyp
EnumArtWeise
EnumInternPosition
int
}; 
typ;
art_weise;
position;
anzahl;
// {Loch | Schaft | ...} 
// {unten | oben | links | ...}
// {links | rechts | mittig | ...}
// {1, 2, 3, ... 7}
Abbildung 5.8: Klasse zur Repra¨sentation objektinterner Lokalisationen
tene Benennung eines objektinternen Ortes fu¨hrt zu folgender Belegung der Eintra¨ge: typ erha¨lt
den Wert Loch und art weise bekommt den Wert unten. Dem Eintrag position wird der Wert

Das ist auch der Grund, warum ich den Konzeptnamen B OBJEKTBESCHREIBUNG und nicht
B OBJEKTBENENNUNG verwende — die Angabe einer objektinternen Lokalisierung geht ja u¨ber die
reine Benennunge eines Objektes zum Zwecke seiner Referenzierung hinaus.
 
Die Gestaltung dieser Klasse entstand auf Anregung des C1–Projektes im SFB 360.
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links und anzahl die Zahl drei zugewiesen, denn drei Einheiten von links her geza¨hlt beschreibt
die objektinterne Lage des intendierten Loches.
Die Hilfsobjekte zur Ausfu¨hrung einer Handlung sind im Baufix–Szenario selbst wieder Ba-
siselemente. Daher sind sie im wesentlichen wie die Objektbeschreibungen modelliert. Die Mo-
dellierung von B_HILFSOBJEKT unterscheidet sich nur in zwei Punkten von der Modellierung
der Objektbeschreibungen: zum einen wurde auf die Integration von B OBJEKT LOKAL und
den damit verbundenen Konzeptdefinitionen verzichtet. In den Wizard–of–Oz–Korpora findet
sich kein einziges Beispiel, in dem ein Instrukteur eine Hilfsobjektbenennung mit einer inter-
nen Lokalisation angereichert ha¨tte. Zum zweiten wird nicht auf S INT OBJEKT konkretisiert
sondern auf das S HILFSOBJEKT, das explizit einfache Hilfsobjektbenennungen wie
”
mit der
langen Schraube“ repra¨sentiert.
Die Berechnung der semantischen Repra¨sentationen in den Merkmalen der Konzeptdefini-
tionen geschieht im wesentlichen durch den Zugriff auf ein Lexikon, welches unter ande-
rem Grundformen und Synonyme11 bereitstellt. Alle Wo¨rter werden dadurch auf ein Vokabu-
lar abgebildet, welches das Modul Objektreferenz zur Referentenbestimmung verwendet. In
B OBJEKTBESCHREIBUNG werden die einzelnen Repra¨sentationen zu einer umfassenden Ob-
jektbeschreibung zusammengefu¨hrt. Die entsprechende Klasse Objekt Beschreibung ist in Ab-
bildung 5.9 zu sehen. In dieser Klasse werden die zur eindeutigen Diskriminierung beno¨tig-
class Objekt_Beschreibung : public E_MerkmalWert {
string
string
string
string
string
Ref_Objekt_Beschreibung
Objekt_Lokalisation
...
}; 
typ;
*farbe;
*form;
*größe;
*lokal;
**ref_objekt;
**intern_lokal;
// benannter Typ 
// benannte Farbe
// benannte Form
// benannte Größe
// benannter Ort in der Szene
// benannte Referenzobjekte
// objektinterne Lokalisationen
Abbildung 5.9: Klasse zur Repra¨sentation von Objektbeschreibungen
ten Eigenschaften von Objekten, also ihr Typ sowie die Farbe, Form und Gro¨ße, festgehalten.
Motiviert vom Aufbau des Gesamtsystems wurde der Eintrag lokal zur Verarbeitung weiterer
ra¨umlicher Angaben, wie sie beispielsweise in
”
die hintere Leiste“ enthalten sind, hinzuge-
nommen. Benannte Referenzobjekte werden in ref objekt eingetragen. Die dafu¨r bereitgestellte
Klasse Ref Objekt Beschreibung entha¨lt einen Eintrag vom Typ Objekt Beschreibung, der das
Referenzobjekt repra¨sentiert und außerdem eine Liste von Pra¨positionen, welche die ra¨umli-
che Relation zu dem intendierten Objekt beschreiben. Objektinterne Lokalisationen werden in
intern lokal notiert.
_
Zum Beispiel werden die Wo¨rter
”
lila“,
”
lilane“,
”
lilanen“ und weitere Flektionsformen auf das Synonym
”
vio-
lett“ abgebildet.
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class Instruktion_Beschreibung : public E_MerkmalWert {
string
Objekt_Beschreibung
}; 
aktion;
**objekt;
// benannte Aktion 
// beteiligte(s) Objekt(e)
Abbildung 5.10: Klasse zur Repra¨sentation einer Instruktion
Die Beschreibungen der einzelnen ¨Außerungsteile werden schließlich in B INSTRUKTION zur
Interpretation der ganzen Anweisung zusammengefaßt. Durch die Dimensionen der Bestand-
teilskanten (siehe Abbildung 5.6 auf Seite 84) wird festgelegt, wieviele der einzelnen Bestand-
teile ho¨chstens vorkommen du¨rfen. Eine Instruktion besteht also in diesem Modell im wesentli-
chen aus bis zu einer Aktionsnennung, zehn Objektbeschreibungen und Hilfsobjektbeschrei-
bungen und bis zu fu¨nfzig Wo¨rtern, die keinem Segment zugeordnet werden konnten. Alle
Bestandteilskanten sind außerdem in einer Modalita¨t von B INSTRUKTION als optional mar-
kiert. Damit ko¨nnen auch unvollsta¨ndige Anweisungen verarbeitet werden: eine Instanz von
B INSTRUKTION kann auch dann entstehen, falls etwa die Spracherkennung in der ¨Außerung
kein Aktionssegment ausfindig machen konnte. Das ist die Grundlage fu¨r eine qualifizierte
Ru¨ckfrage an den Instrukteur und ein wesentliches Merkmal fu¨r eine angemessene Gestaltung
der Mensch–Maschine–Kommunikation. Das Merkmal B INSTRUKTION.beschreibung tra¨gt die
Interpretation der Anweisung zusammen und benutzt dazu die Klasse Instruktion Beschreibung
(Abbildung 5.10). Eine Beschreibung einer Anweisung wird darin einfach aufgefaßt als eine
auszufu¨hrende Aktion und die Beschreibung der beteiligten Objekte.
Abschließen mo¨chte ich die Darstellung der Beschreibungsebene mit einem zusammenfassen-
den Beispiel. Abbildung 5.11 zeigt die interne Repra¨sentation der ¨Außerung 5.5 von Seite 80. Sie
Instruktion_Beschreibung {
aktion:
objekt:
}; 
nehmen;
typ:
farbe:
form:
ref_objekt:
 
Schraube;
grün;
eckig;
relation:
objekt:
neben;
typ:
form:
Loch_Leiste;
lang;
Abbildung 5.11: Interne Repra¨sentation einer Anweisung
ist als Analyseergebnis der Beschreibungsebene in einer Instanz von B INSTRUKTION enthal-
ten. Abbildung 5.12 zeigt die vollsta¨ndigen Instanzenbaum, der bei Zuordnung der bisher vorge-
stellten Konzeptdefinitionen zu der Beispiela¨ußerung entsteht. Auf der untersten Ebene stehen
die Instanzen der Segmentebene, denen jeweils ein Teil des Sprachsignals zugeordnet ist. Auf
der Beschreibungebene werden zuna¨chst I ¡ (S INT OBJEKT) und I ¡ (S OBJEKT SPEZIFIKATION)
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I (B¢ _OBJEKTBESCHREIBUNG)1
I (B¢ _INT_OBJEKT)1 I (B_REF_OBJEKT)1
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Abbildung 5.12: Instanzenbaum fu¨r eine Anweisung
durch I ¡ (B INT OBJEKT) sowie I ¡ (S REF OBJEKT) durch I ¡ (B REF OBJEKT) interpretiert und
dann in I ¡ (B OBJEKTBESCHREIBUNG) zu einer Beschreibung des benannten Objektes zusam-
mengefaßt. Gemeinsam mit I ¡ (B AKTION), welche die Interpretation der Handlungsaufforde-
rung entha¨lt, und den fu¨nf Instanzen von B KEIN SEGMENT bildet sie die Grundlage fu¨r die
Instanz I ¡ (B INSTRUKTION), welche die Interpretation der gesamten Anweisung entha¨lt. In die-
sem Beispiel genu¨gt die Analyse von I ¡ (B AKTION) und I ¡ (B OBJEKTBESCHREIBUNG), um
eine in sich geschlossene Interpretation aus dem Sprachsignal zu extrahieren. Daher brauchen
die in den Instanzen I© (B KEIN SEGMENT) enthaltenen Informationen nicht weiter ausgewertet
zu werden. In I ¡ (B INSTRUKTION) ist schließlich das in Abbildung 5.11 dargelegte Interpre-
tationergebnis enthalten. Dieses Ergebnis bildet den Ausgangspunkt fu¨r die Interpretation der
Anweisung im Kontext des Dialogs und der aktuellen Szene.
5.3.3 Dialogebene
Auf der Dialogebene werden die einzelnen sprachlichen Instruktionen mit dem Dialogkontext
verbunden. Außerderm werden Informationen, welche die anderen Sa¨ulen bereitstellen, ausge-
nutzt und man erha¨lt somit eine ada¨quate Auswertung der aktuellen Konstruktionsszene aus der
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Sicht der Dialogfu¨hrung.12 Auf dieser Ebene geht es also auch um die Integration mehrerer Infor-
mationskana¨le, damit eine geeignete Systemreaktion bestimmt werden kann. Aus diesem Grund
reicht es nicht aus, ein reines Dialogmodell zu entwickeln, in dem ausschließlich die Abfolge
der sprachlichen Kommunikation des Instrukteurs mit dem System konzipiert ist. Im folgenden
stelle ich daher zuna¨chst ein Ablaufmodell fu¨r die Mensch–Maschine–Kommunikation vor, das
auch die Ergebnisse der Bildverarbeitungs– und der Robotiksa¨ule beru¨cksichtigt. Danach lege
ich die Realisierung dieses Modells in der ERN E ST–Wissensbasis dar.
Ablaufmodell
Die Idee des Modells besteht darin, Systemzusta¨nde zu definieren, die mit festgelegten Aktio-
nen des Systems, beispielsweise mit einer erkla¨renden Sprachausgabe oder dem Anstoßen des
Planungsprozesses, verbunden sind. Im Modell in Abbildung 5.13 sind die mo¨glichen Zusta¨nde
Äußerung des Instrukteurs
WIEDER-
HOLUNG
KONFUSION
ABSCHLUSSª
RÜCKFRAGE
ZURÜCK-«
WEISUNG
AUS-¬
FÜHRUNG
BEGRÜSSUNG
I­
R®
B¯
I­
I­
B¯
R®
I
R
I­ R®
I
R
B¯
I
B¯
R Nachricht des Roboters
neue Bildinformationen
Abbildung 5.13: Ablaufmodell fu¨r die Mensch–Maschine–Kommunikation in dem Gesamtsy-
stem
der Verstehenskomponente in Ellipsen dargestellt. Der doppelt umrandete Knoten ° in der Mit-
te13 realisiert die Auswahl des na¨chsten Zustandes. Das Verlassen eines Zustandes — in Abbil-
dung 5.13 durch gestrichelte Pfeile angedeutet — wird ausgelo¨st durch eine ¨Außerung des In-
strukteurs I , eine interne Nachricht des Roboters an die Sprachverstehenskomponente R oder
^±
Diese Szenenauswertung geschieht also unter einem ganz bestimmten und eingeschra¨nkten Blickwinkel. Andere
Module des Gesamtsystems beno¨tigen eine ganz andere Szenenauswertung, in der beispielweise die exakte
Lage der Objekte und ihre geometrischen Daten berechnet werden.
^²
Der Buchstabe ³ steht fu¨r Szeneauswertung.
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neue aus dem Bild gewonnene Informationen B . ¨Uberga¨nge zwischen den Systemzusta¨nden
sind nur u¨ber den Knoten ° mo¨glich, der dem Wesen nach die ¨Ubergangsfunktion
° : Z ´ I ´ R ´ B µ·¶ Z
darstellt, wobei Z die Zusta¨nde, I die Instrukteursa¨ußerungen, R die mo¨glichen Robotermeldun-
gen und B neue Bildinformationen repra¨sentieren. Die Pfade durch das Modell ergeben somit
die mo¨glichen Abla¨ufe der Mensch–Maschine–Kommunikation. Im weiteren wird gezeigt wer-
den, daß es fast keine Restriktionen im Ablauf gibt: mit Ausnahme der Zusta¨nde BEGR ¨USSUNG
und ABSCHLUSS kann jeder Zustand auf jeden folgen. Darin spiegelt sich auch die Erkenntnis
aus Kapitel 3 wider, daß kein aussagekra¨ftiges Ablaufmodell fu¨r die Dialoge im Wizard–of–Oz–
Korpus–I gefunden werden konnte.
Jede Konstruktion beginnt mit einer Begru¨ßung durch das System. Im Systemzustand R ¨UCK-
FRAGE wird eine kla¨rende Ru¨ckfrage (beispielsweise
”
Meinst Du die rote oder die blaue
Schraube?“) an den Instrukteur gestellt. Im Normalfall wird man erwarten, daß der Instrukteur
die Ru¨ckfrage beantwortet. Aber auch neue Informationen der Bildverarbeitung (beispielsweise
durch die Analyse einer Zeigegeste des Instrukteurs) fu¨hren zum Verlassen dieses Zustandes,
weil eine erneute Szeneauswertung dann sinnvoll ist und die Ru¨ckfrage sich gegebenenfalls er-
ledigt hat. Genausogut kann eine Robotermeldung ein Verlassen des Zustandes bewirken. Wenn
beispielsweise der Roboter mitteilt, daß er ein Teil aus der Hand verloren hat, sollte zuna¨chst
diese Situation vom System gemeistert werden. Dazu muß es den aktuellen Zustand verlassen
und im Knoten ° die angemessene Reaktion, das heißt den geeigneten Folgezustand bestimmen.
Diese Ausnahmesituation kann in jedem Systemzustand auftreten und fu¨hrt daher stets zum Ver-
lassen des aktuellen Zustandes. Im Zustand WIEDERHOLUNG wird um eine Wiederholung der
letzten Anweisung gebeten, und im Zustand ZUR ¨UCKWEISUNG wird die Ausfu¨hrung der In-
struktion durch das System zuru¨ckgewiesen. Der Zustand AUSF ¨UHRUNG steht fu¨r das Senden
einer Anweisung an das Planungsmodul und deren Ausfu¨hrung durch den Roboter. Die Not-
bremse des Systems ist im Zustand KONFUSION modelliert. Dem Instrukteur wird mitgeteilt,
daß das System im Moment nicht weiß, was zu tun ist. Es nimmt eine angemessene Ausgangs-
stellung ein und bittet den Instrukteur um eine neue Anweisung ausgehend von dieser neuen
Situation. Der Systemzustand ABSCHLUSS beendet das gemeinsame Konstruieren von Mensch
und Maschine.
Im folgenden stelle ich vor, wie dieses Modell in den ERN

E ST–Formalismus abgebildet wurde.
Dabei erla¨utere ich die einzelnen Zusta¨nde noch na¨her und beantworte außerdem die Frage,
wann welcher Zustand aus welchem Grunde eingenommen wird.
Konzeptdefinitionen auf der Dialogebene
Auf der Dialogebene des ERN

E ST–Netzes (siehe Abbildung 5.14) finden sich die Konzeptde-
finitionen zur Realisierung des Ablaufmodells. Die Grundidee besteht darin, die einzelnen Sy-
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Abbildung 5.14: Die Dialogebene und ihre Anbindung an die anderen Ebenen des ERN »E »ST–
Netzes
stemzusta¨nde in den Konzeptdefinitionen D_S_ZUSTÄNDE zu modellieren, wa¨hrend die ¨Uber-
gangsfunktion ¼ in der Konzeptdefinition D DIALOG als Merkmal szeneauswertung realisiert
ist. Die Ereignisse, die einen Zustandsu¨bergang auslo¨sen ko¨nnen, sind ebenfalls in eigenen Kon-
zeptdefinitionen modelliert: fu¨r eine Instrukteursa¨ußerung steht D I A¨USSERUNG, eine interne
Robotermeldung ist in D R NACHRICHT modelliert und neue Bildinformationen werden durch
D B NACHRICHT repra¨sentiert. Die beiden zuletzt genannten Konzeptdefinitionen sind noch
nicht ausfu¨hrlich modelliert. Die Notwendigkeit dazu besteht erst, wenn ein Manipulator bezie-
hungsweise ein gesteninterpretierendes Modul in das Gesamtsystem integriert sind. Erst dann
hat man auch die Mo¨glichkeit, die eigene Konzeption konkret auszugestalten und umzusetzen.
Aus diesem Grund konzentriere ich mich im weiteren auf die Darstellung von D DIALOG und
D I A¨USSERUNG sowie den Konzeptdefinitionen D½ _S_ZUSTÄNDE .
Die Konzeptdefinitionen D I INTERVENTION und D I INSTRUKTION nehmen die auf der Be-
schreibungsebene berechneten semantischen Repra¨sentationen entgegen. Der aktuelle Stand des
Systems erlaubt nur genau eine Instruktion oder Intervention pro ¨Außerung. Daher entspricht
ihre jeweilige Interpretation der Interpretation der ganzen ¨Außerung in D I A¨USSERUNG, die
mit Hilfe der Attributwertklasse Instruktion Beschreibung (Abbildung 5.10 auf Seite 87) re-
pra¨sentiert wird.
Die Konzeptdefinitionen zur Modellierung der Systemzusta¨nde sind in Abbildung 5.15 zu sehen.
Bei der Instantiierung von D S BEGRU¨SSUNG wird der Instrukteur begru¨ßt und um eine erste
Instruktion gebeten.
D S RU¨CKFRAGE ist fu¨r die kla¨renden Ru¨ckfragen an den Instrukteur zusta¨ndig. Die Ru¨ckfra-
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Abbildung 5.15: Die Repra¨sentation der Systemzusta¨nde auf der Dialogebene des ERN »E »ST–
Netzes
gen ko¨nnen sich entweder auf die benannten Objekte, oder auf die mit ihnen auszufu¨hrende Ak-
tion beziehen. In Algorithmus 5.1 ist die Generierung einer angemessenen Ru¨ckfrage im Merk-
mal D S RU¨CKFRAGE.GeneriereRu¨ckfrage darstellt. Zuna¨chst werden die aktuelle Aktion und
das Fokusobjekt bestimmt. Das Fokusobjekt ist dabei das Objekt, u¨ber das gerade gesprochen
wird. Falls die aktuelle Interpretation, in der der Dialogkontext bereits beru¨cksichtigt ist, keine
Aktionsangabe entha¨lt, wird der Instrukteur um eine Handlungsanweisung gebeten. Andernfalls
wird zuna¨chst gepru¨ft, ob die Argumente der Instruktion erfu¨llt sind, also ob die Handlungsan-
weisung genu¨gend Objektbenennungen entha¨lt. Sodann wird getestet, ob zu dem Fokusobjekt
¿ Funktion: berGeneriereRu¨ckfrage
À Parameter: Aktuelle Interpretation I mit Beru¨cksichtigung des Dialogkontextes
aktuelle aktion := I.hole aktuelle Aktion();
fokus objekt := I.hole Fokus Objekt();
if (aktuelle aktion == undefiniert) then
generiere Ru¨ckfrage Aktion(fokus objekt);
elseif (I.Argumente erfu¨llt() == FALSE) then
generiere Ru¨ckfrage zuwenig Objekte benannt(aktuelle aktion);
elseif (fokus objekt Á hole Anzahl Referenten() == 0) then
generiere Ru¨ckfrage kein Referent(aktuelle aktion);
elseif (fokus objekt Á hole Anzahl Referenten() Â 1) then
generiere Ru¨ckfrage welcher Referent(fokus objekt);
Algorithmus 5.1: Generierung einer angemessenen Ru¨ckfrage des Systems
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kein Referent oder mehr als ein Referent im Bild gefunden wurde.14 Fu¨r jeden dieser Fa¨lle gibt
es eine entsprechende Ru¨ckfrage des Systems, die mit Hilfe von Textschablonen erstellt wird.
Zu einer angemessenen Gestaltung der Mensch–Maschine–Kommunikation geho¨rt auch die
Fa¨higkeit des Systems, mit anscheinend ausweglosen Situationen umzugehen. Insbesondere die
Konzeptdefinitionen D S WIEDERHOLUNG und D S KONFUSION sind diesem Anliegen gewid-
met. Es kann vielfa¨ltige Gru¨nde geben, warum eine Instruktion vom System nicht verstanden
wurde. Beispielsweise ko¨nnte das Ergebnis des Spracherkenners so fehlerbehaftet sein, daß
keine Informationen daraus gezogen werden ko¨nnen. Genausogut kann es passieren, daß der
Instrukteur die Doma¨ne verla¨ßt15 und folglich keine Instruktion vorliegt oder Probleme bei
der Sprachaufnahme entstehen — die korrekte Bedienung eines Nahbesprechungsmikrofons
ist nicht fu¨r jeden Instrukteur eine Selbstversta¨ndlichkeit. In diesen Fa¨llen wird der Instruk-
teur zuna¨chst um eine Wiederholung seiner ¨Außerung gebeten. Falls auch die erneute Anwei-
sung keine neuen Informationen bringt, wird D S KONFUSION aktiviert. Das System bringt sich
dann in einen wohldefinierten Zustand, das heißt der Roboter fa¨hrt in eine Ausgangsstellung,
die Bildverarbeitung exploriert die Szene erneut und die Verstehenskomponente bittet um eine
neue Anweisung. Die mit D S KONFUSION verbundenen Aktionen des Systems ko¨nnen auch
in anderen Situationen sinnvoll sein, beispielsweise dann, wenn die verschiedenen Informati-
onskana¨le vo¨llig unterschiedliche Angaben u¨ber die aktuelle Konstruktionsszene machen und
eine Integration daher nicht mo¨glich ist. Die Idee von D S KONFUSION besteht also darin, den
einleitenden Anspruch
”
the system should never give up“ immer dann umzusetzen, wenn keine
andere Systemreaktion mehr mo¨glich ist.
In D S ZURU¨CKWEISUNG wird die Instruktion zuru¨ckgewiesen — sie wurde zwar vollsta¨ndig
verstanden, kann aber nicht ausgefu¨hrt werden. Die Zuru¨ckweisung ist mit einer na¨heren
Erla¨uterung verbunden, um dem Instrukteur eine Lo¨sung des Problems zu erleichtern. Die Nicht-
ausfu¨hrung kann drei Ursachen haben:
1. Es liegt eine unsinnige Anweisung vor wie
”
Steck’ die Leiste in den Wu¨rfel.“. Die In-
struktion ist im Baufix–Szenario niemals ausfu¨hrbar.
2. Die Instruktion la¨ßt sich zwar im Prinzip durchfu¨hren, die gegenwa¨rtige Konstruktions-
situation la¨ßt aber eine Ausfu¨hrung nicht zu. Wird etwa angewiesen
”
Schrauben Sie die
orange Mutter auf die kurze gelbe Schraube.“, auf dieser befindet sich aber schon eine
Mitnehmerbuchse, so kann die Instruktion nicht von statten gehen, weil das Gewinde der
Schraube vollsta¨ndig belegt ist.
Ã Ä
Die Klasse Objekt Beschreibung besitzt außer den in Abbildung 5.9 gezeigten Eintra¨gen noch einen weiteren, in
dem die Hypothesen fu¨r die Referenten festgehalten werden.
Ã^Å
Im Wizard–of–Oz–Korpus–I finden sich beispielsweise etliche Bemerkungen u¨ber technische Details, die den
Versuchsaufbau betreffen.
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3. Der Roboter ist nicht in der Lage, die Aktion auszufu¨hren, oder die Ausfu¨hrung ist miß-
lungen: Eine Anweisung wie
”
Nimm den blauen Wu¨rfel.“ kann dann nicht ausgefu¨hrt
werden, wenn der blaue Wu¨rfel außerhalb der Reichweite des Roboterarms liegt.
Aus welchem Grund die Anweisung nicht ausgefu¨hrt werden konnte, wird von dem Planungs-
modul ermittelt. Auf der Grundlage seiner Ergebnisse kann wiederum eine detaillierte System-
ausgabe dem Instrukteur weiterhelfen.
In der Konzeptdefinition D S AUSFU¨HRUNG wird dem Instrukteur die Ausfu¨hrung der Aktion
mitgeteilt und der Roboter u¨ber das Planungsmodul entsprechend angestoßen. D S ABSCHLUSS
schließlich beendet den Konstruktionsprozeß, falls der Instrukteur sich entsprechend gea¨ußert
hat.
Die zentrale Konzeptdefinition auf der Dialogebene ist D DIALOG. Hier laufen die Informatio-
nen zusammen und die na¨chsten Systemaktionen werden bestimmt. Abbildung 5.16 zeigt die
Konzeptdefinition. Zuna¨chst mo¨chte ich auf die dort eingetragenen Kanten na¨her eingehen. Die
hochdimensionalen Kanten bringen zum Ausdruck, daß in einem Dialog beispielsweise bis zu
50 Ru¨ckfragen vorkommen ko¨nnen, denn bis zu 50 Netzknoten von D S RU¨CKFRAGE ko¨nnen
an einen Netzknoten von D DIALOG gebunden werden.16 Diejenigen Konzeptdefinitionen, in
denen eine auf die Situation bezogene Systemausgabe produziert wird, sind jeweils als kon-
textabha¨ngiges Bestandteil von D DIALOG gekennzeichnet. Daher hat das jeweilige Merkmal,
welches die Ausgabe erstellt, Zugriff auf D DIALOG.szeneauswertung. Dieses wird genutzt, um
die jeweils verwendeten Textschablonen mit hilfreichen Informationen aufzufu¨llen. So braucht
bei einer Zuru¨ckweisung nicht ganz allgemein synthetisiert werden
”
Ich kann das angegebene
Teil nicht greifen.“, sondern die Information, welches Teil gerade im Fokus ist, wird genutzt, um
zum Beispiel
”
Ich kann den blauen Schraubwu¨rfel nicht greifen.“ auszugeben. In der einzigen
Modalita¨t von D DIALOG ist festgehalten, daß fast alle Kanten optional sind. Die einzige Aus-
nahme bildet die obligatorische Kante begru¨ßung, die außerdem mit einem Vorrang versehen
ist. Das hat zur Folge, daß sie pra¨feriert expandiert wird, wie im folgenden Abschnitt 5.4 noch
na¨her erla¨utert wird.
Das Merkmal D DIALOG.szeneauswertung stellt die jeweilige Instruktion in den Zusammen-
hang des Dialogs. Wie bereits erwa¨hnt bleiben derzeit allerdings die Argumente roboter.meldung
und bild.neue information dabei ungenutzt. Als Ergebnis speichert das Merkmal eine wa¨hrend
des Dialogs wachsende Liste von Instruktionsbeschreibungen, wobei jeweils das erste Listenele-
ment die Repra¨sentation der aktuell intendierten Handlungsanweisung beinhaltet. Somit ist ein
sehr einfaches Geda¨chtnis u¨ber den Verlauf des Dialogs realisiert. Das Szeneauswertung voll-
zieht sich in zwei Schritten. Zuna¨chst wird die aktuelle ¨Außerung mit dem Kopfelement der Liste
der Instruktionsbeschreibungen verbunden. Dadurch werden der Dialogzusammenhang herge-
Ã Æ
Natu¨rlich ist die Zahl fu¨nfzig relativ willku¨rlich gewa¨hlt. Theoretisch kann sie beliebig groß gewa¨hlt werden.
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Bestandteil: 
äußerungÇRolle:
Zielknoten:
È
Dimension:
D_I_ÄUSSERUNG
50
Bestandteil: 
roboterRolle:
Zielknoten:
È
Dimension:
DÉ _R_NACHRICHT
50
Bestandteil: 
bildÊRolle:
Zielknoten:
Dimension:
D_B_NACHRICHT
50
kontextabhängiges Bestandteil: Ë
wiederholungRolle:
Zielknoten:
Dimension:
DÉ _S_WIEDERHOLUNG
50
Bestandteil: 
begrüßungÊRolle:
Zielknoten: DÉ _S_BEGRÜSSUNG
kontextabhängiges Bestandteil: 
kontextabhängiges Bestandteil: 
kontextabhängiges Bestandteil: Ë
kontextabhängiges Bestandteil: Ë
konfusionÌRolle:
Zielknoten:
Dimension:
D_S_KONFUSION
50
Bestandteil: 
abschlußÍRolle:
Zielknoten:
È DÉ _S_ABSCHLUSS
ausführungÍRolle:
Zielknoten:
È
Dimension:
D_S_AUSFÜHRUNG
50
zurückweisungRolle:
Zielknoten:
Dimension:
DÉ _S_ZURÜCKWEISUNG
50
rückfrageRolle:
Zielknoten:
Dimension:
DÉ _S_RÜCKFRAGE
50
Modalität:
Rolle: modell
Kante:begrüßungÊ
min:
max:Î
inhärent:
vorrang:
1
1
false
42
Kante:roboterÏ
min:
max:Î
inhärent:
vorrang:
0
50
false
0
Kante:rückfrage
min:
max:Î
inhärent:
vorrang:
0
50
false
0
...
Merkmal:
Rolle: szeneauswertung
Werttyp: Instruktion_Beschreibung_Liste
Berechnung: berSzeneauswertung (äußerung.interpretation, roboter.meldung, 
                                                          bild.neue_information)
Merkmal:
Rolle: ablaufsteuerung
Werttyp: (Kantenrolle; Objekt_Beschreibung)
Berechnung: berAblaufsteuerung (szeneauswertung,
D_DIALOG
äußerung.interpretation)
Abbildung 5.16: Konzeptdefinition D DIALOG (Ausschnitt)
stellt und Informationen integriert, die u¨ber mehrere ¨Außerungen verteilt gegeben werden. Das
Verfahren ist in Algorithmus 5.2 dargestellt. Unter Beru¨cksichtigung der letzten Systemausgabe
und des Fokusobjektes werden die benannten Objekteigenschaften und die Aktionsbenennung
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¿ Funktion: Instruktion Beschreibung Liste::verbinde Instruktionen
À Parameter: Interpretation I der aktuellen ¨Außerung
À Parameter: Letzte Systemausgabe S
À Parameter: aktuelles Fokusobjekt fokus obj
Ð Ergebnis: Liste von Instruktionsbeschreibungen im Dialog
dialog kontext := hole Kopfelement();
if (Verbindung sinnvoll(dialog kontext, I, S, fokus obj)) then
trage ein(dialog kontext, I, S, fokus obj);
else
trage als neues Kopfelement ein(I);
Algorithmus 5.2: Das Verbinden einer aktuellen ¨Außerung mit dem Dialogkontext
in das Kopfelement der Liste eingetragen, sofern dies sinnvoll ist.17 Andernfalls wird die aktu-
elle ¨Außerung zum Kopfelement der Liste. Nachdem sich nunmehr im Kopfelement das Wissen
u¨ber die Handlungsanweisung befindet, wird im zweiten Schritt beim Modul Objektreferenz
nach mo¨glichen Referenten angefragt. Diese werden ebenfalls in das Kopfelement eingetragen.
Im Merkmal D DIALOG.ablaufsteuerung wird die na¨chste Systemaktion auf Grundlage der Sze-
nenauswertung bestimmt (siehe Algorithmus 5.3). Als Ergebnis wird die Rolle der Kante, die
zum folgenden Zustand fu¨hrt, sowie das Fokusobjekt geliefert. Durch die Markierung des Fo-
kusobjektes kann im Folgezustand bei Bedarf konkret auf das Objekt Bezug genommen werden.
Das Verfahren beginnt mit der ¨Uberpru¨fung, ob die aktuelle Instrukteursa¨ußerung u¨berhaupt In-
formationen entha¨lt — bei den oben erwa¨hnten Problemen kann es dazu kommen, daß es eine
leere Instanz von D I A¨USSERUNG gibt. Liegt eine solche leere Instanz vor, wird im Normal-
fall der Wiederholungszustand eingenommen. Allerdings wird der Konfusionszustand gewa¨hlt,
falls bereits der vorangehende Zustand eine Wiederholung war. Eine Ru¨ckfrage wird dann aus-
gewa¨hlt, wenn dem System die aktuelle Aktion unklar ist. Ist dagegen in der Szeneauswertung
die Aktion
”
beenden“ enthalten, wird der Systemzustand ABSCHLUSS als Folgezustand be-
stimmt. Eine Ru¨ckfrage wird auch dann gestellt, wenn die auszufu¨hrende Instruktion als nicht
sinnvoll bewertet wird. Dazu wird in der Methode aktuelle Instruktion sinnvoll der Klasse In-
struktion Beschreibung Liste folgendes u¨berpru¨ft:
1. Sind die Argumente der Handlungsanweisung erfu¨llt?
Ist in der aktuellen Instruktionsbeschreibung etwa
”
schrauben“ als Aktion eingetragen,
gleichzeitg aber nur eine Objektbeschreibung enthalten, kann die Instruktion noch nicht
Ã Ñ
Sinnvoll ist ein Verbinden immer dann, wenn sich keine widersprechenden Eintra¨ge in dem Kopfelement und der
aktuellen ¨Außerung befinden.
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¿ Funktion: berAblaufsteuerung
À Parameter: Aktuelle Szeneauswertung S
À Parameter: Aktuelle ¨Außerung akt a¨ußerung
Ð Ergebnis: Rolle rolle der Kante, die zum na¨chsten Zustand fu¨hrt
Ð Ergebnis: Objektbeschreibung fokus obj des Fokusobjektes
fokus obj := NULL;
letzter zustand := hole letzten Systemzustand();
if (entha¨lt keine Information(akt a¨ußerung)) then
if (letzter zustand == wiederholung) then
rolle := konfusion;
else
rolle := wiederholung;
elseif (S.hole aktuelle Aktion() == undefiniert) then
rolle := ru¨ckfrage;
elseif (S.hole aktuelle Aktion() == Beenden) then
rolle := abschluß;
elseif (S.aktuelle Instruktion sinnvoll(fokus obj) == FALSE) then
rolle := ru¨ckfrage;
elseif (S.aktuelle Instruktion ausfu¨hrbar(fokus obj) == FALSE) then
rolle := zuru¨ckweisung;
else
rolle := ausfu¨hrung;
Algorithmus 5.3: Ablaufsteuerung im Dialog
ausgefu¨hrt werden. Daher wird in einer Ru¨ckfrage ein weiteres Objekt erfragt. Allerdings
wird die Funktionalita¨t der Objekte nicht beru¨cksichtigt. Die Anweisung
”
Steck’ die Lei-
ste in den Wu¨rfel.“ wird also an dieser Stelle akzeptiert. Die Begru¨ndung dafu¨r liegt dar-
in, daß alles Konstruktionswissen in dem Planungsmodul, welches diese Anweisung als
nicht durchfu¨hrbar erkennt, konzentriert liegen soll. Somit kann die Planungsaufgabe gut
gekapselt und in sich geschlossen gelo¨st werden.
2. Ist die Anzahl der Referenten sinnvoll?
Das ist zum einen nicht der Fall, wenn in einer Objektbeschreibung der auszufu¨hrenden
Instruktion kein Referent eingetragen ist. Dann wird dieses Objekt als Fokusobjekt mar-
kiert und eine spezielle Ru¨ckfrage kann gestellt werden. Eine zu große Anzahl von Re-
ferenten ist ebenfalls problematisch, weil offenbar eine Ambiguita¨t vorliegt, die ebenfalls
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zuna¨chst in einer Ru¨ckfrage gekla¨rt werden sollte. Um den Dialog mo¨glichst natu¨rlich zu
gestalten, wird an dieser Stelle allerdings (entgegen dem prinzipiellen Anspruch) etwas
Konstruktionswissen genutzt: da die Wu¨rfel alle die gleiche Funktionalita¨t haben, werden
an dieser Stelle farbliche Mehrdeutigkeiten zugelassen, wenn der Instrukteur diese nicht
explizit ausschließt. Die Entscheidung, welcher Referent schließlich in der Ausfu¨hrung
der Handlung benutzt wird, bleibt dem Roboter selbst u¨berlassen. Schrauben und Leisten
dagegen brauchen genau einen oder baugleiche Referenten, damit die Instruktion als sinn-
voll angesehen wird, denn ob eine kurze oder lange Leiste verwendet werden soll, liegt im
Ermessen des Instrukteurs, nicht des konstruierenden Systems.
Eine Instruktion wird zuru¨ckgewiesen, falls das Planungsmodul entscheidet, daß eine
Ausfu¨hrung nicht mo¨glich ist. Wenn alle bisherigen Pra¨missen im Algorithmus nicht zutref-
fen, geht das System von der Ausfu¨hrbarkeit der Instruktion aus und entscheidet sich daher fu¨r
die Kante ausfu¨hrung.
Abschließend mo¨chte ich an einem Beispiel veranschaulichen, wie die beiden Merkmale zur
Szeneauswerung und Ablaufsteuerung zusammenwirken und den Dialog steuern. Dazu ist in
Abbildung 5.17 ein vereinfachter Dialogauschnitt grau unterlegt abgebildet. Die erste Instruk-
lang;
Instruktion_Beschreibung {
aktion:
objekt:
}; 
nehmen;
typ:
form:
referent:
   Loch_Leiste;
5_Loch_Leiste;
(348.7, 229.1);
typ:
lage:
ablauf-Ò
steuerung
"Nimm die Leiste." "Welche Leiste
meinst Du?" "Die lange."
1 szene-Óauswertung 3
ablauf-Ò
steuerung
nehmen;
typ:
Instruktion_Beschreibung {
aktion:
objekt:
}; 
 
Loch_Leiste;
Instruktion_Beschreibung {
objekt:
}; 
form:  lang;
szene-Ó
auswertung
"Okay!"Ô
42
Instruktion_Beschreibung {
aktion:
objekt:
}; 
nehmen;
typ:
referent:
referent:
   Loch_Leiste;
3_Loch_Leiste;
(125.2, 250.9);
5_Loch_Leiste;
(348.7, 229.1);
typ:
lage:
typ:
lage:
Abbildung 5.17: Dialogsteuerung
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teursa¨ußerung
”
Nimm die Leiste.“ fu¨hrt auf der Beschreibungsebene zu der Berechnung des
Merkmalswertes Instruktion Beschreibung, in dem Werte nehmen und Loch Leiste eingetragen
sind. Die szeneauswertung 1 fragt bei dem Modul Objektreferenz nach passenden Referenten
und tra¨gt das Ergebnis ein — im Beispiel seien zwei Leisten in der Szene, deren Schwerpunkte
im Eintrag lage notiert sind. Auf dieser Grundlage entscheidet sich die Berechnung im Merkmal
ablaufsteuerung 2 fu¨r eine Ru¨ckfrage, die verku¨rzt
”
Welche Leiste meinst Du?“ lautet. Der
Instrukteur antwortet mit der Ellipse
”
Die lange.“, was zum Merkmalswert mit dem einzigen
Eintragswert lang fu¨hrt. Diese Information wird nun im Merkmal szeneauswertung 3 zuna¨chst
mit der vorherigen Anweisung verbunden, so daß eine umfassendere Instruktionsbeschreibung
vorliegt. Diese bildet die Grundlage der erneuten Anfrage beim Modul Objektreferenz, welches
wegen der detaillierteren Information nunmehr nur noch einen Referenten liefert, der im Er-
gebnis der Szeneauswertung eingetragen wird. Die Ablaufsteuerung 4 kommt daher zu dem
Ergebnis, daß die Handlung durchgefu¨hrt werden kann, sto¨ßt den Ausfu¨hrungprozeß an und
generiert eine entsprechende Nachricht fu¨r den Instrukteur, die in Abbildung 5.17 mit
”
Okay!“
abgeku¨rzt ist.
Damit ist die Darstellung der ERN ÕE ÕST–Wissensbasis abgeschlossen. Im folgenden Abschnitt
geht es um die Frage, wie dieses Wissen durch die Anwendung der ERN
Õ
E ÕST–Inferenzregeln
und einer an das Problem angepaßten Kontrollstrategie zur Analyse der Spracheingabe und zur
Dialogfu¨hrung genutzt wird.
5.4 Analysestrategie
Die Analysestrategie in ERN
Õ
E ÕST–Netzen muß im allgemeinen sicherstellen, daß das in den Kon-
zeptdefinitionen und Berechnungsfunktionen modellierte Wissen angemessen aktiviert wird. Fu¨r
die konkrete Analysestrategie der Verstehenskomponente bedeutet dies im wesentlichen die
Realisierung des bereits im dargelegten Ablaufmodell skizzierten Zyklusses:
1. Analyse der aktuellen sprachlichen Eingabe unter Beru¨cksichtigung der Analyseergebnis-
se der Bildverarbeitung und der Robotermeldungen
2. Anstoßen der Systemreaktion und Erla¨uterung der Systemreaktion fu¨r den Instrukteur
Im weiteren erla¨utere ich wie dieser Zyklus in ERN ÕE ÕST realisiert wurde.
Das Verfahren beginnt damit, daß die ERN ÕE ÕST Basiskontrolle mit dem Argument D DIALOG auf-
gerufen wird. Durch die problemunabha¨ngige Initialisierung entsteht der Suchbaumknoten 1 in
der Abbildung 5.18. Dieser wird durch die Expansion der Kante D DIALOG.begru¨ßung zu dem
Knoten 2Ö erweitert, in dem MK × (D S BEGRU¨SSUNG) instantiiert werden kann. Infolgedes-
sen wird auch MK × (D DIALOG) zur Instanz wie im Suchbaumknoten 3Ø zu sehen, denn in der
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MK (DÙ _DIALOG)1
1 2
Ú
MK (D_DIALOG)1
MK (D_S_BEGRÜSSUNG)1
3Û
I (D_DIALOG)1
I (D_S_BEGRÜSSUNG)1
4
Ü
I (D_DIALOG)1
I (D_S_BEGRÜSSUNG)1
K (S_SEGMENT)1
5
I (D_DIALOG)1
I (D_S_BEGRÜSSUNG)1
I (S_SEGMENT)1
6
I (DÝ _DIALOG)1
I (DÝ _S_BEGRÜSSUNG)1
I (SÝ _AKTION)1
7
I (SÝ _AKTION)1
I (BÝ _AKTION)1
I (BÝ _INSTRUKTION)1
I (DÝ _I_INSTRUKTION)1
I (DÝ _DIALOG)2Þ
I (DÝ _S_BEGRÜSSUNG)1 I (DÝ _I_ÄUSSERUNG)1
...
Abbildung 5.18: Die Verarbeitungsstrategie im ERN ßE ßST–Netz
Modalita¨t von D DIALOG ist nur die Kante begru¨ßung als obligatorisch deklariert. Nun muß das
System in die Lage versetzt werden, dem Instrukeur zuzuho¨ren. Das geschieht, indem dem Such-
baumknoten 3Ø ein ungebundenes Konzept S SEGMENT hinzugefu¨gt wird – wie in Knoten 4
gezeigt. Das weitere Verfahren mo¨chte ich an der Beispiela¨ußerung aus dem vorherigen Ab-
schnitt
”
Nimm eine Leiste.“ erla¨utern. Sobald das erste Ergebnis des Spracherkenners, na¨mlich
(nimm: $AKTION) vorliegt, fu¨hrt dieses zu der Instanz I × (S SEGMENT) in Knoten 5à . Aufgrund
der Information des Spracherkenners, daß es sich bei diesem Stu¨ck Sprache um die Benennung
einer Aktion handelt, kann I × (S SEGMENT) im na¨chsten Schritt zu I × (S AKTION) spezialisiert
werden (Knoten 6á ). Diese Instanz wird modellgetrieben an I × (D DIALOG) gebunden, wodurch
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11
I (D_S_BEGRÜSSUNG)1
I (D_DIALOG)3
I (D_I_ÄUSSERUNG)2
I (B_INT_OBJEKT)1
I (B_OBJEKTBESCHREIBUNG)1
I (B_INSTRUKTION)2
I (D_I_INSTRUKTION)2
I (S_AKTION)1
I (B_AKTION)1
I (S_INT_OBJEKT)1 I (S_ENDE)1
... ...
Abbildung 5.19: Die Verarbeitungsstrategie im ERN ßE ßST–Netz (Fortsetzung)
in Knoten 7â eine neue Instanz I ã (D DIALOG) entsteht. Schon zu diesem Zeitpunkt der Analy-
se liegt damit auf der obersten Ebene die Information vor, daß eine Nehmen–Aktion von statten
gehen soll. Danach wird das na¨chste Segment vom Spracherkenner (die Leiste: $INT OBJEKT)
analog verarbeitet: ein Konzept von S SEGMENT wird hinzugefu¨gt, zu I × (S INT OBJEKT) spe-
zialisiert und modellgetrieben an I ã (D DIALOG) gebunden. Das vom Spracherkenner sodann
entgegengenommene Signal fu¨r das Ende der ¨Außerung fu¨hrt mit derselben Vorgehensweise
zu der Instanz I × (S ENDE), die ebenfalls an die abstrakteren Netzknoten gebunden wird. Es
liegt dann im Suchbaumknoten 11 eine Situation vor, wie sie in Abbildung 5.19 dargestellt
ist. In I ä (D DIALOG) kann nun die Berechnung der na¨chsten Systemaktion erfolgen. Wie be-
reits bekannt soll das in diesem Beispiel eine Ru¨ckfrage sein. Daher wird im na¨chsten Kno-
ten die optionale Kante D DIALOG.ru¨ckfrage expandiert und dabei ein modifiziertes Konzept
von D S RU¨CKFRAGE eingefu¨gt. Bei der Instantiierung dieses modifizierten Konzeptes in Kno-
ten 13 wird die Ru¨ckfrage generiert (Abbildung 5.20). Nunmehr ist der erste Zyklus in der
Mensch–Maschine–Kommunikation abgearbeitet. Da alle fu¨r die weitere Interaktion beno¨tigten
Informationen in I ä (D DIALOG) enthalten sind, werden alle Netzknoten außer I ä (D DIALOG)
und I × (D S BEGRU¨SSUNG) gelo¨scht. Damit ist von der Struktur her derselbe Instanzenbaum
wie im Suchkbaumknoten 3Ø gegeben und die Verarbeitung der Antwort auf die Ru¨ckfrage
kann in gleicher Weise wie die Verarbeitung der ersten Instruktion angegangen werden.
Ich habe in diesem Beispiel den aktuellen Stand des Systems geschildert. Sollen auch die
Konzeptdefinitionen D R NACHRICHT beziehungsweise D S NACHRICHT aktiviert werden, ist
das Verfahren derart zu modifizieren, daß der Verarbeitungszyklus nicht nur mit dem Hin-
zufu¨gen ungebundener Konzepte von S SEGMENT, sondern auch von D R NACHRICHT und
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13
I (D_S_BEGRÜSSUNG)1
I (D_DIALOG)3
I (D_I_ÄUSSERUNG)2
I (B_INT_OBJEKT)1
I (B_OBJEKTBESCHREIBUNG)1
I (B_INSTRUKTION)2
I (D_I_INSTRUKTION)2
I (S_AKTION)1
I (B_AKTION)1
I (S_INT_OBJEKT)1 I (S_ENDE)1
...
I (D_S_RÜCKFRAGE)1
                             
Abbildung 5.20: Die Verarbeitungsstrategie im ERN ßE ßST–Netz (Fortsetzung)
D S NACHRICHT beginnt. Das Konzept, welches durch ein entsprechendes Signal zuerst instan-
tiiert wird, lo¨st dann die na¨chste Systemreaktion aus. Sollten mehrere Informationen nahezu
gleichzeitig eintreffen, mu¨ssten diese zuna¨chst zwischengespeichert und dann verarbeitet wer-
den. Damit wa¨re die ada¨quate Verarbeitung aller multimodaler Eingaben gesichert.
5.5 Einige besondere Aspekte der ERN åE åST–Modellier-
ung und –Verarbeitungsstrategie
Nachdem in den letzten beiden Abschnitten das ERN ßE ßST–Netz und die Verarbeitungsstrate-
gie vorgestellt wurde, mo¨chte ich nun einige besondere Aspekte betrachten, welche die Lei-
stungsfa¨higkeit der Verstehenskomponente insgesamt wesentlich beeinflussen.
Rein datengetriebene Analyse
Im Unterschied zu den bisher in ERNEST–Netzen verfolgten Strategien geschieht die Analyse
der sprachlichen Eingaben rein datengetrieben. Bisher wurde eine gemischte Strategie verfolgt,
in der wa¨hrend der Analyse des Signals zwischen datengetriebener und erwartungsgesteuerter
— das heißt also modellgetriebener — Weiterentwicklung der Interpretation gewechselt wurde
[Kum92, Seite 153]. Mit dieser Strategie verbunden war eine sehr aufwendige Modellierung
der lingustischen Wissensbasis. Der Vorteil der rein datengetriebenen und nur auf der Analyse
von Schlu¨sselphrasen basierenden flachen Analyse besteht vor allem in der gro¨ßeren Effizienz.
Durch die Konzentration auf die fu¨r das Versta¨ndnis der Instruktion wesentlichen ¨Außerungsteile
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  nimm die Leiste mit den drei Löchern ...
Sprachaufnahme
Spracherkennung
Sprachverstehen
Zeit
æ
nehmen;
Instruktion_Beschreibung {
aktion:
}; 
nehmen;
typ:
Instruktion_Beschreibung {
aktion:
objekt:
}; 
 
Loch_Leiste;
nehmen;
typ:
Instruktion_Beschreibung {
aktion:
objekt:
}; 
 
3_Loch_Leiste;
Abbildung 5.21: Inkrementelle Verarbeitung
entfa¨llt die erwartungsgesteuerte Expansion des Suchbaums. Die Verarbeitungzeit einer Anwei-
sung liegt daher im Millisekundenbereich (siehe Abschnitt 6.2.3). Außerdem besteht durch die
wesentlich schlankere Wissenbasis und dem datengetriebenen Verarbeitungsalgorithmus eine
viel einfachere Erweiterungsmo¨glichkeit und Wartbarkeit des Systems. Dies wird beispielhaft
im Abschnitt 5.6 dargelegt.
Inkrementalita¨t
Der verwendete Spracherkenner liefert die ersten Analyseergebnisse bereits nach etwa einer
Sekunde [Fin98]18, also in der Regel vor dem Abschluß der Instruktion. Dieses inkrementelle
Vorgehen wird auch vom sprachverstehenden Prozeß fortgesetzt. Wie dargelegt liegt durch die
datengetriebene Bindung der instantiierten Netzknoten auf der Segmentebene das Analyseer-
gebnis auf einer hohen Abstraktionsebene bereits vor, bevor das na¨chste Segment eingelesen
wird. Somit besteht die Mo¨glichkeit, auf der Dialogebene andere Prozesse, beispielsweise den
Planungsprozeß, anzustoßen, bevor die Instruktion beendet ist. Abbildung 5.21 zeigt schema-
tisch die inkrementelle Verarbeitung. Die Sprachaufnahme liefert etwa 200 Millisekunden nach
Beginn der Instruktion die ersten Ergebnisse an die Spracherkennung, die ihrerseits nach etwa
750 Millisekunden die ersten Ergebnisse an die Verstehenskomponente gibt. Somit kann die
Sprachverstehenskomponente etwa eine Sekunde nach Beginn der Instruktion mit ihrer Analyse
ç^è
Genaugenommen la¨ßt sich der Zeitversatz, nach dem die ersten Ergebnisse ausgegeben werden sollen, per Kom-
mandozeile angeben. Der experimentell gewonnene Wert von einer Sekunde sichert allerdings die beno¨tigte
Qualita¨t der Ergebnisse.
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beginnen. Nach dem ersten Zyklus19 ist die Nehmen–Aktion detektiert, nach dem zweiten auch
das zu nehmende Objekt, welches im dritten noch na¨her spezifiziert wird.
Integration von Ergebnissen zusa¨tzlicher sprachverarbeitender Module
Bereits die Ergebnisse im Verbmobil–Projekt zeigten, daß eine Kombination verschiedener Ver-
fahren der automatischen Sprachverarbeitung die besten Systemleistungen erbringt. Daher ist
die Verstehenskomponente so angelegt, daß die Ergebnisse anderer sprachverarbeitender Modu-
le unmittelbar integriert werden ko¨nnen. Durch den modularen Aufbau der Verstehenskompo-
nente wird die Kommunikation mit diesen Modulen unterstu¨tzt.
In [Hil97] wird ein auf der Kategorialgrammatik von Steedman [Ste93] basierender Parser vor-
gestellt, mit dem Konstruktionsanweisungen im Baufix–Szenario syntaktisch–semantisch ana-
lysiert werden. Der Anspruch in dieser Arbeit besteht nicht nur darin, die wichtigsten Infor-
mationen aus einer Anweisung zu filtern, um einen Roboter anzusteuern. Vielmehr geht es auch
darum, die verschiedenen Lesarten, die in ein und derselben Anweisung verborgen liegen, zu ex-
trahieren. Die Ergebnisse dieser tiefen linguistischen Analyse ko¨nnen im ERN
ß
E ßST–Netz statt der
flachen Analyse, wie sie in der Segment– und Beschreibungebene durchgefu¨hrt wird, verwendet
werden. Sie werden in den Instanzen von D I A¨USSERUNG eingelesen und dann genauso wei-
terverarbeitet, wie die Ergebnisse der flachen Analyse. Die Kommunikation mit diesem Modul
geschieht wie auch im bereits vorgestellten Gesamtsystem u¨blich mit Hilfe von DACS.
Wie geschildert werden die Objektbenennungen in den Systemausgaben mit Hilfe von Schablo-
nen erzeugt. Ein konnektionistisches Modell fu¨r die Produktion von Objektbenennungen wird
in [Sch98] dargestellt. Dort wird bei der Benennung von Objekten der Szenekontext beru¨cksich-
tigt. Wenn ein auf diesem Modell basierendes Modul bei den Systemausgaben verwendet wird,
sind angemessenere und natu¨rlichere Objektbenennungen mo¨glich. Beispielsweise wird dann
eine Fu¨nflochleiste im Kontext von Dreilochleisten als
”
lange Leiste“ benannt und im Kontext
von Siebenlochleisten als
”
kurze Leiste“.
Es ko¨nnen noch die Resultate von zwei weiteren Ansa¨tzen unmittelbar integriert werden. Im
Unterschied zu den zuvor genannten Modulen ist diese Integration aber noch nicht realisiert.
In [Bri98] wird ein Verfahren zur Gewinnung prosodischer Informationen erla¨utert, das allein
auf dem Sprachsignal und ga¨nzlich unabha¨ngig von der Spracherkennung arbeitet. Beispiels-
weise ko¨nnen mit diesem Modul gestenbegleitende Betonungen erkannt werden, die im Merk-
mal B INSTRUKTION.beschreibung einer Objektbeschreibung zugeordnet werden ko¨nnten, um
die Disambiguierung des Referenten mit zusa¨tzlichen Informationen zu unterstu¨tzen. [Kro98]
ist der Verarbeitung diskontinuierlicher Konstituenten gewidmet, die ha¨ufig bei Nachtragskon-
struktionen auftreten, wie zum Beispiel in
”
Jetzt nimmst du den Klotz und die Schraube — den
ç é
Zyklus meint hier die Sequenz: Einfu¨gen ungebundener Segmentkonzepte — Instantierung dieser ungebundenen
Konzepte — modellgetriebene Bindung der Instanzen an I ê (D DIALOG).
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roten.“. Die flache Analyse, die keine Kongruenzu¨berpru¨fung bezu¨glich Kasus, Numerus und
Genus vornimmt, wu¨rde fa¨lschlicherweise annehmen, daß neben dem Schraubwu¨rfel und der
Schraube ein drittes Objekt benannnt wird. Bei einem entsprechenden Hinweis auf eine Nach-
tragskonstruktion des in [Kro98] pra¨sentierten Verfahrens ko¨nnte in diesem Fall korrigierend
eingegriffen werden.
Mit der Betrachtung dieser Aspekte ist die Vorstellung der Verstehenskomponente abgeschlos-
sen. In Kapitel 6 wird sie unter verschiedenen Gesichtspunkten evaluiert. Zuvor mo¨chte ich aber
noch einen Ausblick auf die weitere Arbeit geben und das Kapitel zusammenfassen.
5.6 Ausblick
In diesem Ausblick mo¨chte ich zwei Fragen behandeln, die meines Erachtens besonders vor-
dringlich in der Weiterarbeit an der Sprachverstehenskomponente sind. Es geht zum einen um
die Erweiterbarkeit des Systems um noch nicht modellierte Formulierungen und zum anderen
um eine modifizierte Analysestrategie bei der Verarbeitung mehrdeutiger Anweisungen.
In den Wizard–of–Oz–Korpora findet sich eine Vielzahl von Formulierungen, die im derzei-
tigen Implementationsstand der Sprachverstehenskomponente noch nicht verarbeitet werden
ko¨nnen. Der modulare Aufbau vereinfacht aber eine Erweiterung des Systems enorm. Bisher
kann beispielsweise eine Benennung eines Ortes in der Szene — wie sie in
”
Leg’ die Leiste
neben den roten Klotz.“ enthalten ist — nicht verarbeitet werden. Um solche Benennungen ver-
arbeiten zu ko¨nnen, muß zuna¨chst ein entsprechendes Segment definiert werden. Das semanti-
sche Netz ist um je eine Konzeptdefinition auf der Segmentebene und der Beschreibungsebene
zu erweitern, deren Berechnungsergebnisse in der Klasse Instruktion Beschreibung festzuhalten
sind, die zu diesem Zweck um einen Eintrag platz zu erga¨nzen ist. Auf analoge Weise kann die
Kompetenz des Systems auch bezu¨glich anderer Formulierungen vergro¨ßert werden.
Ein großes Problem stellt in sprachverarbeitenden Systemen die parallele Verarbeitung unter-
schiedlicher Lesarten ein und derselben Anweisung dar. Anhand der Anweisung
”
Schraub’ die
Raute mit der Schraube an den Wu¨rfel.“ mo¨chte ich vorstellen, wie die Verarbeitung in der
vorgestellten Sprachverstehenskomponente erfolgen muß. Die Anweisung entha¨lt zwei Lesar-
ten: entweder soll eine Raute, die bereits mit einer Schraube aggregiert ist, an einem Wu¨rfel
befestigt werden oder eine Rautenmutter soll mit Hilfe einer Schraube am Wu¨rfel angebracht
werden.20 Zur Verarbeitung beider Lesarten muß im ERN ßE ßST–Netz das Segment, welches den
¨Außerungsteil
”
mit der Schraube“ entha¨lt, gema¨ß den Lesarten aufgespalten werden, so daß bei
der Spezialisierung der Instanzen von S SEGMENT zwei konkurrierende Nachfolger des aktuel-
len Suchbaumknotens entstehen. Es muß im weiteren Verlauf der ¨Außerung sichergestellt wer-
ë_ì
Beim derzeitigen Implementationsstand des Systems wird die zweite Lesart als Interpretationsergebnis ermittelt.
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den, daß neu hinzukommende Segmente auch in die jeweils konkurrierenden Suchbaumknoten
beziehungsweise deren Nachfolger eingetragen werden. Es erfolgt also keine Entwicklung des
Suchbaums entsprechend dem A*–Algorithmus, sondern der Suchbaum wird voll expandiert. Zu
einem spa¨teren Zeitpunkt kann entweder eine Lesart ga¨nzlich verworfen werden (etwa weil die
Bildverarbeitungskomponente feststellt, daß sich kein Aggregat bestehend aus einer Rautenmut-
ter und einer Schraube in der aktuellen Szene befindet) oder es kann aufgrund der Bewertung
des Suchbaumknotens eine pra¨ferierte Lesart ausgewa¨hlt werden. Wie bereits erwa¨hnt ist die
derzeitige Verarbeitungszeit so klein, daß diese aufwendigere Analysestrategie benutzt werden
kann, ohne daß es zu unzumutbaren Wartezeiten auf die Systemreaktion kommen wird.
5.7 Resu¨mee
Mit der in diesem Kapitel vorgestellten Sprachverstehenskomponente konnte erstmals fu¨r diese
Doma¨ne ein komplettes Dialogsystem fertiggestellt werden, das in einem komplexen Gesamt-
system die spontansprachliche Interaktion mit einem virtuellen oder realen Roboter ermo¨glicht.
Das Gesamtsystem besteht aus Modulgruppen zur Bildverarbeitung, zur Robotersteuerung und
zur Sprachverarbeitung. Die Aufgaben der Sprachverstehenskomponente in dem Konstruktions-
szenario bestehen vor allem in der Disambiguierung von Objektbenennungen, dem Verstehen
von Handlungsaufforderungen, der Verarbeitung von Interventionen und der Bestimmung ei-
ner angemessenen Systemreaktion. Die Organisation des Wissens in der Verstehenskomponente
ist vertikal angelegt, das heißt auf den verschiedenen Ebenen der Wissensbasis wird auch das
Wissen aus anderen Ebenen benutzt.
Ein urspru¨nglich zur Verbesserung der Spracherkennungsergebnisse entwickelter Parser
ermo¨glicht die Definition von Segmenten, die vom Spracherkenner wa¨hrend der Analyse des
Sprachsignals als Ganzes erkannt und an die nachfolgenden Module weitergegeben werden. In
der Segmentdefinition fu¨r das Konstruktionsszenario sind im wesentlichen die syntaktischen und
semantischen Strukturen von Objektbenennungen und Handlungsverben modelliert. Daher sind
traditionelle Aufgaben von Verstehenssystemen, na¨mlich die syntaktische Analyse des Gespro-
chenen und ihre Zuordnung zu semantisch–pragmatischen Einheiten, zu großen Teilen schon
in den Spracherkennungsprozeß verlagert, der seinerseits durch die Segmentdefinition bei der
Erkennungsaufgabe zusa¨tzlich unterstu¨tzt wird. Dieses Verfahren bedeutet eine neuartige Ver-
schra¨nkung von Spracherkennung und Sprachverstehen.
Das ERN ßE ßST-Netz zum Sprachverstehen folgt dem Paradigma der flachen Analyse und gliedert
sich in drei Ebenen. Die Segmentebene realisiert die Schnittstelle zum Spracherkenner. Auf der
Beschreibungsebene werden die einzelnen Segmente zu sinnvollen Einheiten zusammengefaßt,
und eine semantische Repra¨sentation dieser Konstituenten wird gewonnen. Die Interpretation
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einer ¨Außerung umfaßt dann die Gesamtheit der Repra¨sentationen der einzelnen Konstituen-
ten. Auf der Dialogebene werden die Instruktionen mit dem Dialogkontext verbunden, und es
wird unter Beru¨cksichtigung der aktuellen Szene eine geeignete Systemreaktion ausgewa¨hlt.
Der Auswahl liegt ein Ablaufmodell zugrunde, welches sieben Systemzusta¨nde festlegt, die je-
weils in Konzeptdefinitionen modelliert sind. Aufgabe der auf dem ERN ßE ßST-Netz basierenden
Analysestrategie ist es, den Zyklus von sprachlicher Eingabe und angemessener Systemreaktion
unter Beru¨cksichtigung der Ergebnisse der anderen Module des Gesamtsystems sicherzustellen.
Sie ist rein datengetrieben und arbeitet inkrementell. Der modulare Aufbau der Wissensbasis
ermo¨glicht die einfache Integration von Ergebnissen anderer sprachverarbeitender Module zur
Steigerung der Leistungsfa¨higkeit der Komponente. In der Sprachverstehenskomponente wer-
den also die Vorteile der Modellierung mit semantischen Netzen, wie Modularita¨t, Wohlstruk-
turiertheit und Kompaktheit der Wissensrepra¨sentation genutzt. Eine neue Verarbeitungsphilo-
sophie fu¨r die ERN ßE ßST–Netze zum Sprachverstehen begegnet dem Vorwurf der ineffizienten
Analyse, welcher der Modellierung mit semantischen Netzen mitunter gemacht wird, so daß
insgesamt ein System zur sehr schnellen und robusten Interpretation gesprochener Sprache rea-
lisiert werden konnte.
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Kapitel 6
Evaluierung
Grau, teurer Freund, ist alle Theorie und
gru¨n des Lebens goldner Baum.
Johann Wolfgang Goethe
Die Evaluierung von Dialogsystemen, insbesondere solcher mit multimodaler Eingabe, hat in
den letzten Jahren immer mehr Interesse gefunden [Sim93, Ara97, Moo98, Han98]. Das bisher
ungelo¨ste Problem besteht darin, einheitliche und somit vergleichbare Maßsta¨be fu¨r Systeme zu
finden, die in ganz unterschiedlichen Doma¨nen arbeiten und mit verschiedenen Aufgabenstel-
lungen konfrontiert sind. Hinzu kommt die Schwierigkeit, daß verschiedene Benutzer solcher
Systeme ein und dieselbe Systemleistung mo¨glicherweise ganz unterschiedlich bewerten.1 Um
die Bewertungsproblematik etwas besser in den Griff zu bekommen, wird ha¨ufig die Idee aus
[Sim93] aufgegriffen und sowohl das Verhalten des Systems als Ganzes gegenu¨ber dem mensch-
lichen Benutzer bewertet (black box evaluation) als auch eine auf die Korrektheit der internen
Repra¨sentation gerichtete Evaluierung durchgefu¨hrt (glass box evaluation). Auf diese Weise
ko¨nnen zumindest fu¨r Teile solcher Systeme ansatzweise vergleichbare Zahlen, beispielsweise
die Wortfehlerrate des spracherkennenden Moduls, gewonnen werden.
Die Evaluierung der im vorigen Kapitel vorgestellten Verstehenskomponente geschieht unter
drei Fragestellungen:
1. Welche Fa¨higkeiten hat die Verstehenskomponente im Gesamtsystem?
Im folgenden Abschnitt 6.1 wird ein Eindruck vom Verlauf eines Dialogs bei dem der-
zeitigen Stand der Sprachverstehenskomponente und des gesamten Konstruktionssystems
gegeben.
ç
Araki schla¨gt daher sogar vor, ein System durch ein anderes automatische System, welches den Benutzer simu-
liert, zu evaluieren [Ara97].
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2. Wie bewa¨hrt sich das System bei Anweisungen von verschiedenen Sprechern?
Im Abschnitt 6.2 werden die Interpretationsleistung (glass box evaluation) sowie das Dia-
logverhalten (black box evaluation) betrachtet, wenn dem System Sprachdaten aus ver-
schiedenen Stichproben eingespeist werden.
3. Wie allgemein ist das vorgestellte Verfahren?
Schließlich wird untersucht, ob sich das vorgestellte Verfahren zur Verarbeitung gespro-
chener Sprache auch auf andere Doma¨nen u¨bertragen la¨ßt.
Die Untersuchung der ersten beiden Fragestellungen dient der Verifikation des formulierten An-
spruchs an die Verstehenskomponente, den Anforderungen in einem kooperativ gestalteten Dia-
log zwischen Mensch und Maschine gerecht zu werden. Die dritte Fragestellung beleuchtet, ob
der vorgeschlagene Ansatz zur automatischen Sprachverarbeitung nicht zu viele Restriktionen
des Konstruktionsszenarios beru¨cksichtigt und er somit nur als eine Speziallo¨sung fu¨r ein sehr
eingeschra¨nktes Problem gelten kann.
6.1 Kompetenz der Verstehenskomponente
Bei der Darstellung der Verstehenskomponente habe ich bereits eine Reihe von Beispielen gege-
ben, welche Arten von ¨Außerungen und Konstituenten die Verstehenskomponente verarbeiten
kann. Im Anhang A.1 finden sich die definierten Segmente, die ja die Grundlage der mo¨gli-
chen Konstituentenstrukturen festlegen. Darum verzichte ich an dieser Stelle auf eine Auflistung
von Konstruktionen, die verarbeitet werden ko¨nnen. Vielmehr mo¨chte ich in diesem Abschnitt
die Kompetenz der Verstehenskomponente als Hauptschnittstelle in der Mensch–Maschine–
Kommunikation anhand eines repra¨sentativen Dialogs, der in Abbildung 6.2 wiedergegeben ist,
veranschaulichen. Der Dialog gibt auch einen Eindruck von der Leistungsfa¨higkeit des Gesamt-
systems, denn die Anweisungen wurden in einer realen Szene gegeben. Die Ausfu¨hrung er-
folgte in einer a¨quivalent simulierten virtuellen Szene. Abbildung 6.1 zeigt, wie sich die Szene
Abbildung 6.1: Visualisierung der Konstruktionsszene wa¨hrend der Mensch–Maschine–
Kommunikation
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vera¨ndert: im linken Bild befindet sich die Situation zu Beginn des Dialogs, wa¨hrend das rech-
te Bild das Ergebnis der ausgefu¨hrten Anweisungen am Ende des Dialogausschnittes zeigt. Die
einzelnen Zwischenschritte in der Konstruktion, die ebenfalls visualisiert werden, sind hier nicht
dargestellt. Anhang B gewa¨hrt im u¨brigen einen genauen Einblick in die internen Ergebnisse,
die wa¨hrend der Analyse dieses Dialogs erarbeitet wurden.
Die Konstruktion beginnt mit der Begru¨ßung des Instrukteurs. Die initiale Bitte um eine An-
weisung (System 1) ist sehr allgemein gehalten, um dem Instrukteur in keiner Weise zu re-
stringieren. Als Reaktion auf die erste Anweisung erfolgt eine Ru¨ckfrage (System 2), denn die
in der Instruktion enthaltene Objektbenennung (
”
eine Schraube“) war unterspezifiziert. Bei der
Ru¨ckfrage benennt die Verstehenskomponente die Referenten, auf welche die Benennung in
der ersten Instruktion paßt und die daher noch zur Disambiguierung anstehen. Somit ist der
System 1:
”
Guten Tag! Ich kann mit Baufix spielen! Es geht sofort los! Ich warte auf Deine
Anweisungen!“
Instrukteur 1:
”
Nimm eine Schraube!“
System 2:
”
Moment! Meinst Du die blaue Schraube oder die orange Schraube?“
Instrukteur 2:
”
Die blaue.“
System 3:
”
Okay, ich nehme die blaue Schraube. Was soll ich als na¨chstes tun?“
Instrukteur 3:
”
Steck’ dieses rote runde Teil auf die Schraube.“
System 4:
”
Okay, ich stecke die Felge auf die blaue Schraube. Was soll ich als na¨chstes
tun?“
Instrukteur 4:
”
¨Ahm, jetzt nimm . . .“
System 5:
”
Moment! Da fehlt doch was! Um etwas nehmen zu ko¨nnen, brauche ich doch
auch irgendwelche Objekte. Ich weiß aber nicht, welche Du meinst.“
Instrukteur 5:
”
Einen Klotz.“
System 6:
”
Entschuldigung, was hast Du gesagt? Ich weiß immer noch nicht, welches Teil
Du meinst.“
Instrukteur 6:
”
Ich meinte den blauen Klotz.“
System 7:
”
Okay, ich nehme den blauen Wu¨rfel. Was soll ich als na¨chstes tun?“
Instrukteur 7:
”
Schraube den Wu¨rfel auf die blaue Schraube.“
System 8:
”
Okay, ich verschraube den blauen Wu¨rfel und die blaue Schraube. Was soll ich
als na¨chstes tun?“
Abbildung 6.2: Dialogausschnitt zur Veranschaulichung der Kompetenz des Systems
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Instrukteur u¨ber den Wissensstand des Systems informiert. Allerdings la¨dt die in der Ru¨ckfra-
ge gewa¨hlte Formulierung zu einer elliptischen Objektbenennung in der Antwort ein, die auch
prompt erfolgt (Instrukteur 2). Nach ihrer Verarbeitung ist das zu nehmende Objekt ausreichend
spezifiziert, und das System informiert den Instrukteur daru¨ber, was nun passiert (System 3).
Die in der anschließenden Instruktion (Instrukteur 3) enthaltene Objektbenennung (
”
dieses rote
runde Teil“) reicht aus, um einen Referenten in der Szene zu bestimmen. Dies macht die Ver-
stehenskomponente durch die konkretere Benennung
”
die Felge“ in der vierten Systemausgabe
deutlich. Der Instrukteur erha¨lt also eine implizite Verifikation seiner Anweisung. Die folgende
Anweisung (Instrukteur 4) wird abgebrochen. Die bereits gea¨ußerte Information wird allerdings
von dem Verstehensmodul aufgenommen und dem Instrukteur auch mitgeteilt. Durch die ¨Uber-
pru¨fung der Argumente des gea¨ußerten Verbs kann das System genau spezifizierten, warum
keine sinnvolle Aktion mo¨glich ist und was das System zur Behebung dieses Problems von dem
Instrukteur erwartet (System 5). Seine ¨Außerung (Instrukteur 5) wird allerdings vom Spracher-
kenner u¨berhaupt nicht erkannt und folglich auch nicht verstanden. Dieses Nichtverstehen wird
dem Instrukteur explizit mitgeteilt. Gleichzeitig wird der Gespra¨chsfaden der vorhergehenden
Instruktion wieder aufgegriffen und nach einem konkreten Objekt gefragt (System 6). Die an-
schließende Erla¨uterung des Instrukteurs entha¨lt das Verb
”
meinen“, das keine direkte Aktion
anweist. Das Verstehensmodul kann allerdings den Bezug zum bisherigen Dialog herstellen und
besta¨tigt daher die Ausfu¨hrung der Nehmen–Aktion (System 7). Die letzte Anweisung im Dia-
log verlangt eine etwas kompliziertere Aktion. Der Zusammenhang der Handlungsanweisungen
wird erkannt: nach dem Nehmen folgt das Schrauben — das Nehmen ist also gewissermaßen
Bestandteil der Schrauben–Handlung. Darum kann die Verstehenskomponente auch schlußfol-
gern, daß mit
”
den Wu¨rfel“ in der Instruktion 7 der zuvor genommene gemeint ist.
Die Verstehenskomponente wird in dem ausgewa¨hlten Dialog also den Anforderungen gerecht.
Sie versteht die Anweisungen, kann mit spontansprachlichen Pha¨nomenen wie Satzabbru¨chen
sowie Fehlern des Spracherkenners umgehen und fu¨hrt im Zusammenspiel mit den anderen
Modulen des Gesamtsystems eine angemessene Konstruktion durch. Im folgenden Abschnitt
muß sich zeigen, ob diese Leistungsfa¨higkeit auch den rauhen Sprachdaten von verschiedenen
Instrukteuren, die weder geu¨bte Sprecher noch mit dem System vertraut sind, Stand ha¨lt.
6.2 Evaluierung anhand spontansprachlicher Daten
Die Auswertung der Leistungsfa¨higkeit von sprachverstehenden Systemen mit Daten von ver-
schiedenen Sprechern dient vor allem der ¨Uberpru¨fung der Robustheit: kann das System mit den
besonderen Pha¨nomenen der gesprochenen Sprache umgehen? Wird das System der Vielfalt der
Formulierungen gerecht, wie sie verschiedene Instrukteure wa¨hlen? Diese und andere Fragen
lassen sich nur sehr schwer anhand von Einzelbeispielen umfassend beantworten. Ich werde sie
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daher in diesem Abschnitt anhand verschiedener Teststichproben ero¨rtern. Teilweise wurden die
Ergebnisse bereits in [BP99] publiziert.
6.2.1 Evaluierungsdaten
Zur Auswertung unter verschiedenen Aspekten habe ich Ergebnisse auf sechs Stichproben er-
zeugt, deren charakteristische Daten in Tabelle 6.1 dargestellt sind.2
WOZ–I WOZ–II SFB–I SFB–II Instrukt–I Instrukt–II
Art MCI MMI MMI MMI MCI MCI
Anzahl Wo¨rter 38.927 11.187 16.107 1.647 2.220 1.393
Anzahl ¨Außerungen 3.236 492 1.195 110 453 174
Anzahl Sprecher 40 10 14 8 10 6
Tabelle 6.1: Charakteristika der verwendeten Teststichproben
Es handelt sich bei allen Stichproben um spontansprachliches Material, das heißt die Instruk-
teure haben frei formuliert. Die Wizard–of–Oz–Korpora (WOZ–I und WOZ–II) sind bereits aus
Abschnitt 3.3 bekannt.3 Die Stichproben SFB–I und SFB–II sind dem SFB–Korpus [Bri95b],
also Mensch–Mensch–Dialogen, entnommen. Sie unterscheiden sich allerdings in den Aufnah-
mebedingungen. Wa¨hrend die SFB–I–Stichprobe solche Anweisungen umfaßt, in denen die Be-
teiligten Sichtkontakt hatten, besteht die SFB–II–Stichprobe aus solchen Instruktionen, bei de-
nen zwischen Konstrukteur und Instrukteur eine Sichtblende aufgebaut war. Die Stichproben
Instrukt–I und Instrukt–II wurden ga¨nzlich unabha¨ngig von den Konstruktionsdialogen im Rah-
men von Arbeiten zur Objektreferenz [Soc97] gewonnen. Den Instrukteuren wurde die Pseudo–
Systemausgabe
”
Welches Objekt soll ich nehmen?“ gezeigt. Daraufhin hatten sie ein markiertes
Objekt im Bild zu benennen. Bei der Aufnahme der Stichprobe Instrukt–II wurden sie explizit
gebeten, die Objekte mit Hilfe von Referenzobjekten zu benennen. Die Stichproben bestehen
daher aus Anweisungen wie
”
¨Ahm — nimm die Dreilochleiste.“ oder
”
Gib mir die Leiste neben
dem Reifen.“.
6.2.2 Validita¨t der Segmentdefinition
Ein Kriterium fu¨r die Validita¨t der Segmentdefinition ist ihre Abdeckungsrate. Sie zeigt, ob die
richtigen Modelle definiert worden sind und ob deren Spezifikation beziehungsweise Umset-
zung angemessen ist. Wegen der Menge der dabei zu verarbeitenden Daten, kam eine manuelle
ë
In Tabelle 6.1 steht MMI fu¨r Mensch–Mensch–Interaktion und MCI fu¨r Mensch–Computer–Interaktion.
í
Analog zur Benennung des Wizard–of–Oz–Korpus–I wird die Summe der Instruktionen des Szenarios II in der
Wizard–of–Oz–Studie als Wizard–of–Oz–Korpus–II bezeichnet.
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Ausza¨hlung der ¨Außerungen nicht in Frage. Daher wurde der Spracherkenner in einer Konfigu-
ration gestartet, die es erlaubt, geschriebenen Text als Eingabe zu verwenden. Der Spracherken-
ner liest diesen Text ein, wendet die Segmentdefinition auf ihn an und gibt das Ergebnis aus.
Bei der Verarbeitung erstellt er eine Statistik u¨ber die Abdeckung, also u¨ber die Rate der einge-
lesenen Wo¨rter, die in einem Segment oder Subsegment enthalten sind. Die Ergebnisse wurden
anhand sehr eng am Signal orientierter Transkripte erzeugt, was sich im Endeffekt leicht negativ
auswirkte. Beispielsweise kann in der ¨Außerung 03i046 aus der verwendeten Stichprobe SFB–II
”
Jetzt mußt du die roten Scheiben erstmal in die Gummi — reifen stecken.“
die durch eine kleine Pause unterbrochene Konstituente
”
die Gummireifen“ nicht einem Seg-
ment zugewiesen werden, denn der Referenztext sieht wie folgt aus
jetzt mußt du die roten Scheiben erstmal in die Gummi reifen stecken ;
und das Wort
”
Gummi reifen“ befindet sich natu¨rlich nicht im Vokabular des Systems. Fu¨r
diese ¨Außerung liefert der Spracherkenner
jetzt (mußt: $AKTION) (du: $AGENT) (die roten Scheiben: $INT OBJEKT)
erstmal in die Gummi Reifen (stecken: $AKTION) ;
Damit erreicht die Segmentdefinition in dieser ¨Außerung eine Abdeckungsrate von genau fu¨nf-
zig Prozent: von den zwo¨lf gesprochenen Wo¨rtern werden sechs von Segmenten erfaßt.
Die Tabelle 6.2 gibt die erzielten Raten wieder. Von besonderem Interesse sind die Ergebnis-
WOZ–I WOZ–II SFB–I SFB–II Instrukt–I Instrukt–II
57 % 49 % 39 % 48 % 67 % 93 %
Tabelle 6.2: Abdeckungsraten der Segmentdefinition
se auf den relativ großen Stichproben WOZ–I, WOZ–II und SFB–I, weil sie die gro¨ßte Viel-
falt in den Formulierungen aufweisen. Auf der WOZ–I–Stichprobe konnte erwartungsgema¨ß
das beste Ergebnis bei diesen großen Stichproben erreicht werden, denn sie diente ja auch als
Korpus bei den Untersuchungen zur Modellbildung: 57 Prozent des gesamten Textes besteht
aus den Schlu¨sselphrasen, die in der Segmentdefinition festgelegt sind. Auf den simulierten
Mensch–Mensch–Dialogen im Wizard–of–Oz–Korpus–II betra¨gt die Rate immerhin noch 49
Prozent. Es zeigt sich also an dieser Zahl erneut die Andersartigkeit von Mensch–Mensch– und
Mensch–Maschine–Kommunikation. Die Aufnahmebedingung der SFB–I–Stichprobe, na¨mlich
der Blickkontakt von Konstrukteur und Instrukteur, die zudem teilweise einen gemeinsamen
Blick auf die Konstruktionsszene hatten, vera¨ndert den Inhalt und die Struktur der ¨Außerun-
gen sehr stark. Insbesondere wird in den Dialogen so kooperativ gearbeitet, daß die Instruk-
teursa¨ußerungen ha¨ufig extrem deiktisch und elliptisch sind wie zum Beispiel die ¨Außerung
”
senkrecht dazu — genau“ (04I030). Das ist der Grund dafu¨r, daß die Segmentdefinition nur eine
Evaluierung anhand spontansprachlicher Daten 115
Abdeckungsrate von 39 Prozent erreicht. In der SFB–II–Stichprobe ist die Abdeckung wieder-
um etwas besser; die Answeisungen a¨hneln aufgrund der Aufnahmebedingungen der WOZ–II–
Stichprobe, so daß die Rate 48 Prozent betra¨gt. Sehr hoch sind die Raten, die auf den Stichproben
Instrukt–I und Instrukt–II erzielt wurden, denn die dort gewa¨hlten Formulierungen passen ex-
akt zu dem Szenario, fu¨r das die Segmentdefinition als Teil der Sprachverstehenskomponente
entwickelt wurde. Die Stichprobe Instrukt–I entha¨lt allerdings linguistische Hecken wie
”
Die
Fu¨nferleiste ganz oben.“ und Angaben, die sich auf das Bild beziehen wie
”
Ich mo¨chte die Sie-
benerleiste rechts im Bild.“. Beide Pha¨nomene sind der Segmentdefinition nicht modelliert. Das
ist der wesentliche Grund fu¨r die geringere Abdeckung auf dieser Stichprobe.
Die Qualita¨t der Segmentdefinition soll nun an ihrer Wirksamkeit bei der Spracherkennung be-
wertet werden. Dazu konnten nur die Stichproben SFB–II, Instrukt–I und Instrukt–II verwendet
werden, weil die anderen Stichproben Teil des Trainingsmaterials des Spracherkenners waren.
Tabelle 6.3 zeigt die erzielten Wortfehlerraten. Dieses Maß gibt nicht nur die Rate der korrekt
Instrukt–I Instrukt–II SFB–II
HMM–Modellierung 54,5 % 39,8 % 73,4 %
HMM mit Bigramm 33,6 % 27,3 % 49,7 %
HMM mit Segmentdefinition 39,9 % 20,5 % 71,8 %
HMM mit Bigramm und Segmentdefinition 31,8 % 23,5 % 49,2 %
Tabelle 6.3: Erzielte Wortfehlerraten
erkannten Wo¨rter an, sondern beru¨cksichtigt auch fehlerhafte Einfu¨gungen des spracherkennen-
den Moduls [Lee89]. Somit kann die Leistung des Spracherkenners exakt bewertet werden. Das
jeweils beste Ergebnis auf einer Stichprobe ist fett gedruckt.
In der ersten Zeile zeigt die Tabelle die Ergebnisse, die auschließlich mit der akustischen Model-
lierung mit Hilfe von HMMs erreicht wurden: die Wortfehlerrate liegt zwischen 73,4 und 39,8
Prozent. Diese Zahlen geben einen ersten Eindruck von dem Schwierigkeitsgrad, den die ein-
zelnen Stichproben fu¨r die Spracherkennung bedeuten. Insbesondere mit der Stichprobe SFB–II
hat der Spracherkenner sehr große Probleme: fast drei Viertel der ausgegebenen Wo¨rter wurden
falsch erkannt. Es besta¨tigt sich an den hohen Wortfehlerraten, was bereits bei der Abdeckungs-
rate sichtbar wurde: die Modelle in der Segementdefinition greifen zu wenig, um die Erken-
nungsergebnisse zu verbessern. Insbesondere ist keine signifikante Verbesserung zu erzielen,
wenn neben der akustischen Modellierung die Segmentdefinition allein eingesetzt wird (71,8 ge-
genu¨ber 73,4 Prozent). Das zentrale Ergebnis der Tabelle ist aber, daß auf den beiden Teststich-
proben, die aus einer Mensch–Maschine–Kommunikation stammen, die Kombination der Seg-
mentdefinition mit dem Bigramm eine signifikante Verbesserung der Wortfehlerrate gegenu¨ber
der ausschließlichen Verwendung des Bigramms erbrachte. Damit ist das Ziel des Einsatzes der
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Segmentdefinition aus der Sicht der Spracherkennung erreicht und ihre Angemessenheit fu¨r den
Anwendungsbereich belegt. Auffallend gut ist das Ergebnis der Segmentdefinition auf der Stich-
probe Instrukt–II: ihre alleinige Verwendung erzielt mit 20,5 Prozent Wortfehlerrate das beste
Ergebnis. Hier greift die Segmentdefinition also sehr gut, was an der bereits dargelegten ho-
hen Abdeckungsrate auf dieser Stichprobe (93 Prozent) liegt. Bei der Kombination bewirkt der
Einfluß des Bigramms sogar eine Verschlechterung dieses Ergebnisses auf 23,5 Prozent.
Diese Ergebnisse bilden die Grundlage fu¨r die Interpretation der Anweisungen, deren Resultate
im folgenden Abschnitt dargestellt werden.
6.2.3 Semantische Interpretation und Dialogverhalten der Verste-
henskomponente
Die Evaluation der Interpretationsleistung gliedert sich in drei Punkte. Zuna¨chst untersuche ich,
wie gut die konstruktionsrelevanten Segmente interpretiert werden. Danach betrachte ich die
Analyse ganzer ¨Außerungen und schließlich beschreibe ich das Dialogverhalten der Verstehens-
komponente.
Tabelle 6.4 zeigt die Interpretation der konstruktionsrelevanten Segmente in den Stichproben
Stichprobe Konfiguration des Spracherkenners vollsta¨ndig partiell
interpretiert interpretiert
1 Instrukt–I HMM 30,2 % 8,9 %
2 Instrukt–I HMM mit Bigramm 45,6 % 15,6 %
3 Instrukt–I HMM mit Segmentdefinition 54,2 % 16,0 %
4 Instrukt–I HMM mit Bigramm und Segmentdefinition 52,7 % 13,3 %
5 Instrukt–II HMM 37,3 % 1,2 %
6 Instrukt–II HMM mit Bigramm 61,6 % 1,7 %
7 Instrukt–II HMM mit Segmentdefinition 69,8 % 4,6 %
8 Instrukt–II HMM mit Bigramm und Segmentdefinition 67,1 % 4,0 %
Tabelle 6.4: Erzielte korrekte Interpretationen von konstruktionsrelevanten Segmenten
Instrukt–I und Instrukt–II, das heißt aller Segmente außer $S AGENT und $S SATZWORT4.
Ein Segment ist
”
vollsta¨ndig interpretiert“, falls alle genannten Attribute (wie Typ, Form oder
Farbe) auch in der semantischen Repra¨sentation enthalten sind. Kann dagegen nicht alles korrekt
î
Wie schon erwa¨hnt ist ja die Benennung eines Agenten (
”
du“,
”
Sie“,
”
wir“) fu¨r die Konstruktionsaufgabe ver-
gleichsweise irrelevant, denn der Adressat der Instruktion ist stets der Roboter. Auch Floskeln und Ein–Wort–
Sa¨tze, die durch $S SATZWORT abgedeckt sind, werden derzeit nicht fu¨r die Interpretation einer Anweisung
genutzt.
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erfaßt werden, wird dieses Segment mit
”
partiell interpretiert“ bewertet. Die Einfu¨hrung dieses
Bewertungsmaßes ist deshalb wichtig, weil oftmals schon eine partielle Interpretation ausreicht,
den Referenten zu bestimmen, wie in [Wac99] ausfu¨hrlich dargelegt wird. In den Ergebnissen
der Zeilen 1, 2, 5 und 6 hatte die Segmentdefinition u¨berhaupt keinen Einfluß auf die Spracher-
kennung — a¨hnlich wie bei Ermittelung ihrer Abdeckung wurde die Segmentdefinition einfach
auf das Ergebnis des Spracherkenners angewendet. Bei den Ergebnissen in den Zeilen 3 und
7 wurde ausschließlich die Segmentdefinition zusa¨tzlich verwendet, wa¨hrend die Zeilen 4 und
8 die Ergebnisse beinhalten, die durch die Kombination von Segmentdefinition und Bigramm
erreicht wurden.
Die Ergebnisse auf der Stichprobe Instrukt–II (zwischen 37,3 und 69,8 Prozent vollsta¨ndig in-
terpretiert) sind durchweg besser als die auf der Instrukt–I–Stichprobe (zwischen 30,2 und 54,2
Prozent vollsta¨ndig interpretiert). Darin spiegeln sich die erzielten Wortfehlerraten wider. Erwar-
tungsgema¨ß war die Interpretationsleistung am schlechtesten, wenn nur die akustische Model-
lierung bei der Spracherkennung verwendet wurde: die Ergebnisse des Spracherkenners waren
dann so schlecht (vergleiche Tabelle 6.3), daß nur 30,2 beziehungsweise 37,3 Prozent vollsta¨ndig
interpretiert werden konnten.5 Die besten Ergebnisse erbrachten 74,4 beziehungsweise 70,2 Pro-
zent vollsta¨ndig oder partiell korrekt interpretierte konstruktionsrelevante Segmente. Sie wurden
dann erzielt, wenn die Segmentdefinition allein den Spracherkennungsprozeß unterstu¨tzt. Dies
gilt interessanterweise auch fu¨r die Instrukt–I–Stichprobe, in der ja die Kombination von Seg-
mentdefinition und Bigramm die niedrigste Wortfehlerrate erbrachte. Im Hinblick auf die Inter-
pretation kann also das beste Ergebnis dann erreicht werden, wenn die Segmentdefinition schon
sehr fru¨h den Verarbeitungsprozeß stark beeinflußt, wa¨hrend unter Umsta¨nden eine Kombination
von Bigramm und Segmentdefiniton die reine Wortfehlerrate optimiert.
Analog zur Bewertung der Interpretation konstruktionsrelevanter Segmente erfolgt die Beur-
teilung der Interpretation ganzer ¨Außerungen (siehe Tabelle 6.5). Zusa¨tzlich zu
”
vollsta¨ndig
Stichprobe vollsta¨ndig partiell falsch nicht
interpret. interpret. interpret. interpret.
Instrukt–I 41,7 % 34,6 % 9,1 % 14,6 %
Instrukt–II 45,4 % 51,7 % 2,9 % 0 %
Tabelle 6.5: Interpretation ganzer ¨Außerungen
interpretiert“ und
”
partiell interpretiert“ kann eine Interpretationsleistung mit
”
falsch interpre-
tiert“ bewertet werden, wenn die semantische Repra¨sentation der Anweisung in keiner Weise
entspricht.
”
nicht interpretiert“ sind solche Anweisungen, aus denen u¨berhaupt keine Informati-
ï
Die Spracherkennungsergebnisse waren auch der Grund dafu¨r, daß auf eine Ausza¨hlung der Interpretationslei-
stung auf der SFB–II–Stichprobe ga¨nzlich verzichtet wurde.
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on gezogen werden konnte. ¨Uber 97 Prozent der ¨Außerungen der Stichprobe Instrukt–II werden
ganz oder teilweise korrekt interpretiert — bei der Instrukt–I–Stichprobe sind es u¨ber 76 Pro-
zent. Auffallend ist der jeweils hohe Prozentsatz der nur partiell interpretierten ¨Außerungen.
Dies hat seine Ursache in den detaillierten Objektbenennungen: schon wenn nur ein Adjetiv
nicht erkannt wurde — beispielsweise werde
”
der blaue Wu¨rfel“ als
”
der Schraubwu¨rfel“ wei-
terverarbeitet — kann die Analyse der gesamten ¨Außerung nicht vollsta¨ndig korrekt bewertet
werden, selbst wenn nur ein Schraubwu¨rfel im Bild und der Referent damit vo¨llig klar ist.
Ein formulierter Anspruch an die Verstehenskomponente ist eine effiziente Verarbeitung der
Anweisungen. In Tabelle 6.6 sind einige diesbezu¨gliche Daten zusammengestellt. Die ange-
Stichprobe Stichprobe Stichprobe
Instrukt–I Instrukt–II SFB–II
Anzahl Wo¨rter pro ¨Außerung 4,9 8,0 15,0
Verarbeitungszeit insgesamt 5.083 ms 1.950 ms 12.199 ms
Verarbeitungszeit pro ¨Außerung 11,2 ms 11,2 ms 110,9 ms
Tabelle 6.6: Verarbeitungsgeschwindigkeit der Verstehenskomponente
gebenen Zeiten umfassen sowohl die in Systemfunktionen verbrauchte Zeit (system time) als
auch den Zeitbedarf der Programmfunktionen (user time). Die Zeiten wurden auf einer DEC
AlphaStation 500/5006 erzielt. Fu¨r die Verarbeitung einer Anweisung aus den beiden Stichpro-
ben Instrukt–I und Instrukt–II wurden im Durchschnitt nur 11,2 Millisekunden beno¨tigt. Die
Analyse braucht also weniger Zeit, als die Artikulation der Anweisung. Als Vergleich dienten
die Mensch–Mensch–Dialoge der SFB–II–Stichprobe. Es zeigt sich, daß die Verarbeitungszeit
nicht linear mit der La¨nge der Anweisung ansteigt. Das liegt vor allem an der Verwaltung der
ERN ßE ßST–Suchbaumknoten, die bei langen ¨Außerungen sehr groß werden ko¨nnen. Nichtsdesto-
trotz ist auch die auf dieser Stichprobe erzielte Verarbeitungszeit von 110,9 Millisekunden pro
Anweisung sehr zufriedenstellend. Die Verstehenskomponente wird daher in keinem Fall die
Verarbeitungszeit des gesamten Konstruktionssystems beeintra¨chtigen.
Abschließend soll an den spontansprachlichen Daten auch das Dialogverhalten untersucht wer-
den. Das Problem dabei besteht darin, daß die ¨Außerungen in den Teststichproben nicht einfach
hintereinandergeha¨ngt werden und dann als Sequenz von Anweisungen eines Instrukteurs an-
gesehen werden ko¨nnen. Denn die ¨Außerungen sind ja vo¨llig zusammenhanglos. Daher habe ich
die ¨Außerungen, zu denen auch das Bildmaterial vorliegt, als initiale Anweisungen betrachtet
und einzeln in das gesamte Konstruktionssystem eingespeist. Jede ¨Außerung wurde also inter-
pretiert und auf der Grundlage der erzielten semantischen Repra¨sentation und der gegebenen-
falls gewonnenen Referenten die Systemreaktion festgelegt. Alle Anweisungen entstammen der
ð
500 Mhz CPU–Takt, 1.024 MB Hauptspeicher, etwa 15 SPECint95 und 20 SPECfp95
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Abbildung 6.3: Typische Szene bei der Bewertung des Dialogverhaltens
Instrukt–II–Stichprobe. Abbildung 6.3 zeigt eine typische verwendete Szene und das Ergebnis
der Bildanalyse dazu, das bezu¨glich zweier Objekte fehlerhaft ist. Eine Schraube wird fa¨lschli-
cherweise als Felge identifiziert und von dem Rad wird nur die innere Felge erkannt.
Das System konnte alle 144 ¨Außerungen verarbeiten. Keinmal gab es die Bitte nach einer Wie-
derholung der Anweisung, weil u¨berhaupt keine Information gewonnen werden konnte oder gar
einen Systemabsturz. Tabelle 6.7 zeigt die gewa¨hlten Systemreaktionen. Fu¨r 38,8 Prozent der
Anweisungen wurde die Ausfu¨hrung besta¨tigt wie etwa die folgende Anweisung7:
”
Gib mir die Dreilochleiste vor der roten Schraube!“ (201/1012)
Okay, ich nehme die Leiste. Was soll ich als na¨chstes tun?
Allerdings war die Besta¨tigung in sieben Fa¨llen nicht korrekt, denn dreimal lag eine fehlerhaf-
te Interpretation vor und viermal wurde von der Bildanalyse ein falsches Objekt ausgewa¨hlt.
Die meisten Anweisungen konnten nicht direkt ausgefu¨hrt werden, sondern ihnen folgte eine
¨Außerungen Ausfu¨hrung besta¨tigt (38,8 %) Ru¨ckfrage (61,2 %)
falsche falscher zuwenig kein welcher welche
korrekt Interpret. Referent Objekte Referent Referent Aktion
144 49 3 4 1 4 40 43
100 % 34,0 % 2,1 % 2,8 % 0,7 % 2,8 % 27,8 % 29,9 %
Tabelle 6.7: Dialogverhalten des Systems
ñ
Wie die anderen Zitate in diesem Abschnitt bezieht sich die Anweisung auf die Szene in Abbildung 6.3. Die
jeweils synthetisierte Systemreaktion ist gesperrt gedruckt.
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Ru¨ckfrage, die gema¨ß Algorithmus 5.1 auf Seite 92 in vier verschiedene Arten unterteilt werden
kann. Eine Anweisung begann mit
”
Gib mir eine . . .“ und wurde dann abgebrochen, so daß eine
Ru¨ckfrage nach dem zu nehmenden Objekt gestellt wurde, wie die Ausgabe System 5 im Dialog
auf Seite 111. Viermal konnte kein Referent bestimmt werden, je zur Ha¨lfte von der Bild– und
Sprachverarbeitung verursacht:
”
Ich mo¨chte die Leiste rechts neben der Schraube.“ (bm21/1014)
Ich finde die Leiste nicht. Was soll ich jetzt machen?
Dem Instrukteur wird also durch die Objektbenennung in der Ru¨ckfrage signalisiert, daß seine
Anweisung zwar verstanden wurde, aber nicht ausgefu¨hrt werden konnte. In 27,8 Prozent der
Fa¨lle war dem System der Referent unklar, weil zu der Objektbenennung mehrere Referenten
unterschiedlichen Typs bestimmt wurden. Die Ursachen liegen etwa zu gleichen Teilen in der
Bild– und in der Sprachverarbeitung. Dann erfolgte eine Ru¨ckfrage der folgenden Art:
”
Ich mo¨chte die Schraube vor der gelben Schraube.“ (bm21/1012)
Moment! Meinst Du die rote Schraube oder die gru¨ne Schraube?
Diese Anweisung ist auch ein Beispiel dafu¨r, daß trotz einer fehlerhaften Leistung des Systems
— die spezifizierte Schraube wurde von der Bildverarbeitung nicht erkannt — der Dialog ange-
messen fortgesetzt werden kann. Auf 29,9 Prozent der Anweisungen wurde mit einer Ru¨ckfrage
zu der gewu¨nschten Aktion reagiert:
”
Gib mir die Raute links neben der Scheibe!“ (101/1010)
Das habe ich noch nicht ganz verstanden. Was soll ich mit
der Raute machen?
Die Ursache dafu¨r, daß die Handlungsabsicht ha¨ufig zuna¨chst nicht verstanden werden konnte,
liegt vor allem an den sehr kurzen Konstituenten wie
”
nimm“ oder
”
gib“, die fu¨r die Spracher-
kennung eine große Herausforderung darstellen und ha¨ufig nicht erkannt wurden.
Betrachtet man das Dialogverhalten insgesamt, hat das System als Ganzes auf dieser Stich-
probe also nur siebenmal falsch gehandelt, indem fu¨r nicht intendierte Objekte die Handlungs-
ausfu¨hrung besta¨tigt wurde. In allen anderen Fa¨llen war die Systemreaktion fu¨r einen Instrukteur
nachvollziehbar und trug zur Kla¨rung von Unklarheiten bei. Damit ergibt sich in Anlehnung an
Wahlster [Wah97] eine approximativ korrekte Systemleistung fu¨r u¨ber 95 Prozent der ¨Außerun-
gen.
6.3 ¨Ubertragbarkeit des vorgestellten Verfahrens
Nachdem ich in den letzten beiden Abschnitten gezeigt habe, daß die Verstehenskomponen-
te die urspru¨nglich formulierten Anspru¨che in dem Konstruktionszenario erfu¨llt, mo¨chte ich in
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diesem Abschnitt das vorgestellte Verfahren als solches bewerten. Dazu werde ich das Szenario
verlassen und eine Sprachverstehenskomponente vorstellen, in der mit genau demselben Ver-
fahren die Sprachverstehensaufgabe in einer anderen Doma¨ne, na¨mlich der Zugauskunft, gelo¨st
wird [Von99]. Das sprachverarbeitende System verwendet zum einen die in dieser Arbeit vorge-
stellten Methodiken, Strukturen und Algorithmen und orientiert sich zum anderen an [Mas94],
einem auf ERNEST basierenden Dialogsystem zur Zugauskunft.
An das System ko¨nnen frei formulierte Anfragen zu einer Zugverbindung gestellt werden. Ab-
bildung 6.4 zeigt einen kurzen Beispieldialog, der mit dem realisierten System gefu¨hrt werden
kann. Nach einer Begru¨ßung durch das System bringt der Benutzer seinen Reisewunsch vor.
System 1:
”
Guten Tag! Hier ist die automatische Bahnauskunft! Womit kann ich Ihnen
dienen?“
Benutzer 1:
”
Ja, guten Tag! Ich mo¨chte gern nach Hamburg fahren.“
System 2:
”
Wann wollen Sie fahren ?“
Benutzer 2:
”
Morgen am Nachmittag — so um drei.“
System 3:
”
Sie wollen von Bielefeld nach Hamburg fahren. Sie mo¨chten am 13.4. um
15.00 Uhr reisen. “
Benutzer 3:
”
Ja genau.“
System 4:
”
Okay, Sie ko¨nnen fahren . . .“
Abbildung 6.4: Beispieldialog zur Zugauskunft
Das System stellt fest, daß noch der Zeitpunkt der Reise fehlt und fragt daher explizit nach (Sy-
stem 2). Bei der Analyse der nachfolgenden zweiten Benutzera¨ußerung wird die Zeitangabe
”
so
um drei“ zu fu¨nfzehn Uhr aufgelo¨st, weil die Reise ja nachmittags stattfinden soll. Nun sind alle
beno¨tigten Informationen beisammen, und das System faßt die Anfrage zusammen (System 3).
Dabei wird im Beispieldialog Bielefeld als Abfahrtsort angenommen, da der Benutzer keine
anderen Angaben gemacht hat. Nach einer Besta¨tigung des Benutzers (Benutzer 3) erfolgt die
Datenbankanfrage und das System teilt die Reisezeit mit (System 4).
Ein ¨Uberblick u¨ber die Architektur des gesamten Systems ist in Abbildung 6.5 zu sehen. Die
sprachliche Eingabe wird von dem Spracherkenner entgegengenommen, der wie der Erkenner
im Konstruktionsszenario neben den akustischen Modellen und den statistischen Sprachmodel-
len eine doma¨nenspezifische Segmentdefinition benutzt. Seine strukturierten Resultate werden
in der Sprachverstehenskomponente interpretiert, die dazu auf ein Lexikon zugreift. Dieses Mo-
dul kommuniziert auch mit der Datenbank. Die sprachlichen Ru¨ckmeldungen an den Benutzer
werden ebenfalls von der Verstehenskomponente formuliert und vom Synthese–Modul synthe-
tisiert.
122 6 Evaluierung
Spracherkennung Sprachverstehen Synthese
Segmentdefinition Lexikon Datenbank
Abbildung 6.5: Architektur des Systems zur Zugauskunft
Die Segmentdefintion entha¨lt Segmente, die sich thematisch in die folgenden Bereiche gliedern
lassen:
Ortsangaben: Dabei wird im wesentlichen unterschieden zwischen Abfahrtsorten, An-
kunftsorten und solchen Ortsangaben, die einen Umsteigebahnhof benennen.
Zeitangaben: Es gibt Segmente zur Abdeckung von Formulierungen, die einen Tag spezifi-
zieren (wie
”
am ersten Mai“,
”
montags“,
”
Heiligabend“,
”
am kommenden Wochenende“,
”
heute“) sowie zur Uhrzeit (
”
acht Uhr dreißig“,
”
um viertel nach zwei“,
”
zehn vor zwo¨lf“),
zu Tageszeiten (
”
morgens“) und zu relativen Zeitangaben (
”
in zwei Stunden“).
Verben: Fu¨r das System ist es wichtig zu wissen, ob gegebenenfalls eine Ankunfts– oder
Abfahrtszeit benannt wurde. Dies la¨ßt sich u¨ber die Verbsemantik schließen, wie folgende
Beispiela¨ußerungen zeigen:
”
Ich mo¨chte gegen zehn Uhr in Hamburg ankommen.“
”
Ich mo¨chte gegen zehn Uhr in Hamburg losfahren.“
Im ersten Beispiel denotiert
”
gegen zehn Uhr“ eine Ankunftszeit, im zweiten die Ab-
fahrtszeit. Daher wird in der Segmentdefinition zwischen Verben, die als Argument eine
Ankunftszeit und solchen, die eine Abfahrtszeit erwarten, unterschieden.
Angaben zum Zugwunsch und zur Art und Weise der Reise: Diese Segmente dek-
ken ¨Außerungsteile ab, die besondere Wu¨nsche des Benutzer enthalten, wie beispielsweise
”
mit einem Intercity“ oder
”
ohne umsteigen“.
Damit sind die wesentlichen Formulierungen, deren propositionaler Gehalt in eine Datenbank-
anfrage eingetragen werden ko¨nnen, modelliert. Die Modellspezifikationen wurden aus [Mas94]
abgeleitet, die sich ihrerseits auf das FACID–Korpus [Hit88] bezieht.
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Die ERN òE òST–Wissenbasis der Sprachverstehenskomponente besteht aus drei Ebenen. Die Seg-
mentebene entha¨lt den Segmenten entsprechende Konzeptdefinitionen, die auf der Interpreta-
tionsebene zu Konstituenten zusammengefaßt und interpretiert werden. Auf der Dialogebene
erfolgt schließlich die Auswertung der einzelnen ¨Außerungen im Kontext des Dialogs, die Aus-
wahl der na¨chsten Systemausgabe sowie die Datenbankanfrage.
Die Verarbeitungsstrategie ist analog zur Sprachverstehenskomponente im Konstruktionssze-
nario organisiert: ein Segment wird instantiiert und zu einem speziellen Segment spezialisiert.
Dieses wird sodann an die Dialoginstanz datengetrieben gebunden, bevor das nachfolgende Seg-
ment eingelesen wird. Dieser Zyklus wiederholt sich bis zum Ende einer ¨Außerung. Dananch
erfolgt die Instantiierung der Systemausgabe, und die Verarbeitung der na¨chsten ¨Außerung ge-
schieht in der gleichen Weise, bis schließlich der Informationswunsch des Benutzers erfu¨llt ist
und der Dialog beendet werden kann.
Eine umfassende Evaluierung des Systems steht noch aus. Die ersten Ergebnisse wurden auf ei-
ner Stichprobe erzielt, die aus 115 spontansprachlichen Erstanfragen von 82 verschiedenen Spre-
chern besteht. Dabei wurde das beste Spracherkennungsergebnis mit 25,4 Prozent Wortfehlerrate
bei der Kombination eines Bigramms mit der Segmentdefinition erreicht. Auf der Interpretati-
onsebene konnten 81,3 Prozent der Segmente korrekt verarbeitet werden. Die Verarbeitungszeit
liegt im Millisekundenbereich. Die bisherigen Resultate haben somit eine a¨hnliche Qualita¨t wie
die im Konstruktionsszenario erreichten Ergebnisse. Das in dieser Arbeit vorgestellte Verfahren
zur Verarbeitung gesprochener Sprache la¨ßt sich also auch in anderen Anwendungsbereichen
erfolgreich einsetzen.
6.4 Resu¨mee
In diesem Kapitel erfolgte die Evaluierung der realisierten Sprachverstehenskomponente unter
drei Aspekten.
Zuna¨chst wurde das System unter dem Blickwinkel Hauptschnittstelle in der Mensch–
Maschine–Kommunikation zu sein betrachtet. In einem repra¨sentativen Dialog zeigte sich, daß
die Sprachverstehenskomponente in Kooperation mit den anderen Modulen fa¨hig ist, den Dialog
mit einem Instrukteur angemessen zu gestalten. Dabei kann es mit spontansprachlichen Pha¨no-
menen ebenso umgehen wie mit fehlerhaften Ergebnissen des Spracherkenners. Die Systemant-
worten auf die Instruktionen sind stets so gewa¨hlt, daß der Instrukteur implizit erfahren kann,
was der jeweilige Wissensstand des Systems ist und was das System von ihm erwartet.
Die Evaluierung an spontansprachlichen Daten von vielen Sprechern diente der ¨Uberpru¨fung der
Robustheit des Systems. Die Abdeckungsrate von bis zu 93 Prozent belegt die Angemessenheit
der Modellierung der Segmentdefinition. Sie unterstu¨zt die Spracherkennung im Zusammenspiel
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mit einem Bigramm. Die Wortfehlerrate konnte daher auf bis zu 20,5 Prozent gedru¨ckt werden.
Die semantisch–pragmatische Interpretation erwies sich als sehr robust, denn auf den benutz-
ten Teststichproben wurden u¨ber 70 Prozent der konstruktionsrelevanten Segmente vollsta¨ndig
oder partiell korrekt analysiert und auf dieser Grundlage in gleicher Weise bis zu 97 Prozent der
Anweisungen. Die Verarbeitungszeit fu¨r eine ¨Außerung lag im Millisekundenbereich. Schließ-
lich wurde an dem Material auch das Dialogverhalten des gesamten Konstruktionssystems un-
tersucht. Nur in weniger als fu¨nf Prozent der Anweisungen hat das System nicht angemessen
reagiert.
Der letzte Abschnitt betrachtete die Realisierung der Verstehenskomponente unter dem Aspekt
der Allgemeingu¨ltigkeit des gewa¨hlten Verfahrens. Mit der Vorstellung einer Sprachverstehens-
komponente fu¨r die Zugauskunftsdoma¨ne, die nach dem selben Verfahren arbeitet, wurde ge-
zeigt, daß der Ansatz keine Speziello¨sung fu¨r ein Spezialproblem ist sondern allgemein in der
Verarbeitung gesprochener Sprache eingesetzt werden kann.
Insgesamt zeigte sich also, daß die Sprachverstehenskomponente den formulierten Anspru¨chen
gerecht wird. Die Evaluierungsergebnisse belegen die Realisierung eines kompetenten, robusten
und effizienten Systems zur Interpretation gesprochener Sprache im Konstruktionsszenario. Das
dabei entwickelte Verfahren ist auch in anderen Doma¨nen einsetzbar.
Kapitel 7
Zusammenfassung
Hu¨bsch als es wa¨hrte —
und nun ist’s voru¨ber.
Bertold Brecht
Thema der vorliegenden Arbeit ist die Konzeption und Realisierung einer Sprachverstehens-
komponente in einem Konstruktionsszenario. Die realisierte Sprachverstehenskomponente ist
eingebettet in ein komplexes System, das zusa¨tzlich aus einer Bildverarbeitungs– und einer Ro-
botikkomponente besteht. Mit dem System ist ein menschlicher Instrukteur in der Lage, einen
Roboter in einem Konstruktionsszenario spontansprachlich anzuweisen.
Die Aufgaben der Sprachverstehenskomponente als Hauptschnittstelle in der Mensch–
Maschine–Kommunikation bestehen in der Interpretation der Benennungen der Konstruktions-
gegensta¨nde in der jeweiligen Szene sowie der Ableitung von Handlungsaufforderungen. Dabei
ist jeweils der Dialogkontext zu beru¨cksichtigen. Außerdem sind Interventionen des Instruk-
teurs, die auf eine sofortige Unterbrechung des Konstruktionsprozesses zielen, zu verarbeiten.
Schließlich muß in Kooperation mit den anderen Komponenten des Gesamtsystems eine geeig-
nete Systemreaktion bestimmt, deren Ausfu¨hrung angestoßen und dem menschlichen Gegenu¨ber
erla¨utert werden.
Die Grundlagen fu¨r die wichtigsten Modelle, das heißt fu¨r die Objektbenennungen und die
Verarbeitung von Verben, werden mit Hilfe eines Korpus aus simulierter Mensch–Maschine–
Kommunikation ermittelt. Daru¨ber hinaus lassen sich aus dem Korpus allerdings keine engen
Restriktionen fu¨r die Satzkonstruktion und kein aussagekra¨ftiges Dialogmodell gewinnen.
Die Architektur der Sprachverarbeitung im gesamten Konstruktionssystem ist gekennzeichnet
von einer flachen Hierarchie und einer vertikalen Organisation des Wissens — in die signalnahen
Ebenen fließt auch Wissen der abstrakteren Ebenen ein und die einzelnen Ebenen sind sehr gut
aufeinander abgestimmt.
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Der in dem Gesamtsystem verwendete Spracherkenner erlaubt neben statistischen Sprachmo-
dellen die Verwendung einer deklarativen Grammatik, der sogenannten Segmentdefinition, zur
Unterstu¨tzung der Analyse des Sprachsignals. Die urspru¨ngliche Motivation fu¨r dieses Verfah-
ren besteht darin, Ma¨ngel von statistischen Sprachmodellen gezielt auszugleichen und das Spra-
cherkennungsergebnis auf diese Weise zu verbessern. Aus der Sicht des sprachverstehenden
Prozesses ergeben sich dadurch neue Mo¨glichkeiten: zum einen kann ein Großteil der typi-
scherweise im Verstehensmodul erledigten syntaktischen Analyse bereits vom Spracherkenner
bewa¨ltigt werden. Zum anderen kann durch die Festlegung von geeigneten akzeptierten Nicht-
terminalsymbolen, den Segmenten, doma¨nenspezifisches Wissen in den spracherkennenden Pro-
zeß einfließen. In der fu¨r das Konstruktionssystem festgelegten Segmentdefinition sind folglich
die Erkenntnisse aus der Korpusuntersuchung zu den Formulierungen der Instrukteure beru¨ck-
sichtigt. Im Ergebnis dessen liefert der Spracherkenner nicht eine Folge von Wo¨rtern, sondern
ein strukturiertes Resultat ab, das die Grundlage fu¨r die Interpretation bildet. Dieses Verfahren
bedeutet eine neuartige Verschra¨nkung von Spracherkennung und Sprachverstehen, die u¨blicher-
weise strikt voneinander getrennt sind.
Die Interpretation der einzelnen Anweisungen und die Herstellung des Dialogkontextes ge-
schieht in einem ERN òE òST–Netz. Es gliedert sich in drei Ebenen. Die Segmentebene bildet die
Schnittstelle zum Spracherkenner, in der jedes Segment der Segmentdefinition in einer Konzept-
definition repra¨sentiert ist. Ihnen zugeordnet sind die Konzeptdefinitionen der Beschreibungs-
ebene, in der die konstruktionsrelevanten Segmente zu sinnvollen Konstituenten kombiniert und
interpretiert werden. Diese werden in einer Konzeptdefinition zur Repra¨sentation einer ¨Auße-
rung zusammengefaßt. Auf der Dialogebene des semantischen Netzes werden die einzelnen
¨Außerungen im Kontext des Dialogs ausgewertet. Es werden Objektbenennungen disambiguiert
sowie Handlungsstra¨nge erkannt und auf Vollsta¨ndigkeit u¨berpru¨ft. Die Auswahl der Systemre-
aktion gru¨ndet sich auf einem wenig restriktiven Ablaufmodell und ha¨ngt in starkem Maße auch
von den Ergebnissen der Bildverarbeitungs– und Robotikmodule ab. Jede Systemreaktion wird
dem Instrukteur angemessen erla¨utert. Dabei wird ihm jeweils implizit mitgeteilt, in welcher
Weise seine Anweisung verstanden wurde. Der modulare Aufbau der Sprachverstehenskompo-
nente ermo¨glicht eine einfache Erweiterung der Kompetenz des Systems.
Die Analysestrategie im semantischen Netz ist rein datengetrieben organisiert. Die vom Sprach-
erkenner gelieferten Segmente werden inkrementell eingelesen und weiterverarbeitet. Daher lie-
gen schon vor dem Abschluß der ¨Außerung auf der obersten Ebene der Sprachverstehenskom-
ponente Interpretationsergebnisse vor. Auf der Grundlage der Anweisungsinterpretation werden
entsprechende Referenten in der Szene gesucht, eine Systemreaktion bestimmt und erla¨utert.
Sodann beginnt der Zyklus von neuem mit dem Entgegennehmen der na¨chsten Anweisung.
Sowohl die Wissensbasis als auch die Analysestrategie sind so realisiert, daß Ergebnisse von
anderen sprachverarbeitenden Modulen unmittelbar integriert werden ko¨nnen. Mit der rein
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tengetriebene Interpretation wird eine neue Verarbeitungsstrategie in auf ERNEST beziehungs-
weise ERN òE òST beruhenden sprachverstehenden Systemen realisiert, die sich vor allem durch
eine große Effizienz und Robustheit auszeichnet. Durch eine Modifikation der Strategie ko¨nnen
auch verschiedene Lesarten einer Anweisung effizient verarbeitet werden.
Die Evaluation des Systems erfolgt unter mehreren Gesichtspunkten. Zuna¨chst wird die Kompe-
tenz der Sprachverstehenskomponente anhand eines repra¨sentativen Dialogs dargelegt, der auch
demonstriert, wie mit unvollsta¨ndigen Anweisungen und Fehlern der Spracherkennung umge-
gangen wird.
Die Evaluierung anhand spontansprachlichen Datenmaterials dient vor allem der ¨Uberpru¨fung
der Robustheit, denn es entha¨lt Sprachdaten von vielen verschiedenen Sprechern. Die Validita¨t
der Segmentdefinition zeigt sich vor allem an den Abdeckungsraten. Sie sind dann besonders
hoch, wenn die Aufnahmebedingungen der Teststichprobe dem Szenario entsprechen, fu¨r das
die Sprachverstehenskomponente entwickelt wurde. Die Wirksamkeit der Segmentdefinition bei
der Spracherkennung wird daran sichtbar, daß die Wortfehlerraten sinken, wenn sie zusa¨tzlich
zu einem Bigramm eingesetzt wird. Die Interpretationsleistung wird auf verschiedenen Stufen
bewertet. ¨Uber 70 Prozent der Segmente in den Teststichproben werden vollsta¨ndig oder partiell
korrekt interpretiert. Bei der Interpretation ganzer ¨Außerungen erho¨ht sich diese Zahl auf bis
zu 97 Prozent, wobei die Verarbeitungszeit fu¨r eine ¨Außerung im Millisekundenbereich liegt.
Zur Evaluierung des Dialogverhaltens werden die Anweisungen, zu denen auch das Bildma-
terial vorliegt, dem gesamten Konstruktionssystem eingespeist und als initiale Anweisungen
aufgefaßt. In u¨ber 95 Prozent der Anweisungen wird eine approximativ korrekte Systemleistung
erbracht. Die Sprachverstehenskomponente bewa¨hrt sich also auch bei nicht geu¨bten Instrukteu-
ren.
Daß das realisierte Verfahren zur Verarbeitung gesprochener Sprache nicht eine spezielle Lo¨sung
fu¨r ein spezielles Problem ist, zeigt die ¨Ubertragbarkeit des Ansatzes auf eine andere Doma¨ne.
Ein System zur Zugauskunft wird vorgestellt, welches nach der gleichen Methode entwickelt
wurde und strukturell wie algorithmisch der Sprachverstehenskomponente fu¨r die Konstrukti-
onsdoma¨ne entspricht.
Insgesamt wird in der vorliegenden Arbeit also eine Sprachverstehenskomponente dargelegt, die
mit einem neuartigen Verfahren in Kooperation mit anderen Modulen spontane Konstruktions-
anweisungen robust und effizient verarbeitet.
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Anhang A
Wissensrepra¨sentation in der
Verstehenskomponente
A.1 Definierte Segmente
Die folgende Tabelle gibt die derzeit in der Segmentdefinition festgelegten akzeptierten Seg-
mente wieder. Sie sind neben einer Beschreibung jeweils durch ein Beispiel veranschaulicht.
Name Beschreibung Beispiel
$S INT OBJEKT einfache Objektbenennung inten-
dierter Objekte ”
die lange gru¨ne Schraube“
$S REF OBJEKT Referenzobjekt zu einer einfachen
Objektbenennung ”
neben dem roten Klotz“
$S OBJEKT SPEZ. Spezifikation eines Objektes oder
Referenzobjektes ”
mit den drei Lo¨chern“
$S AKTION Aktionsbenennung
”
stecke“
$S INTERVENTION Intervention
”
Moment mal“
$S ART WEISE Beschreibung einer Art und Weise
”
von unten“
$S OBJEKT LOKAL objektinterne Lokalisation
”
das dritte Loch von rechts“
$S HILFSOBJEKT Hilfsobjekt zur Ausfu¨hrung einer
Handlung ”
mit der langen Schraube“
$S AGENT benannter Agent
”
du“
$S SATZWORT Floskeln und Ein–Wort–Sa¨tze
”
nein“
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A.2 Konzeptdefinitionen
Die folgenden Tabellen geben die Konzeptdefinitionen in der ERN òE òST–Wissensbasis fu¨r das
Sprachverstehen im Konstruktionsszenario wieder.
Segmentebene
Konzeptdefinition Beschreibung
SEGMENTEBENE Allgemeine Konzeptdefinition der Segmentebene
SEGMENT Allgemeine Konzeptdefinition der Segmente
S AGENT Repra¨sentation des Segmentes S AGENT
S AKTION Repra¨sentation des Segmentes S AKTION
S ART WEISE Repra¨sentation des Segmentes S ART WEISE
S ENDE Konzeptdefinition zum ¨Außerungsende
S HILFSOBJEKT Repra¨sentation des Segmentes S HILFSOBJEKT
S INT OBJEKT Repra¨sentation des Segmentes S INT OBJEKT
S INTERVENTION Repra¨sentation des Segmentes S INTERVENTION
S KEIN SEGMENT Konzeptdefinition zur Aufnahme solcher Wo¨rter, die kei-
nem Segment zugeordnet werden.
S OBJEKT LOKAL Repra¨sentation des Segmentes S OBJEKT LOKAL
S OBJEKT SPEZIFIKATION Repra¨sentation des Segmentes S OBJEKT SPEZIFIKA-
TION
S REF OBJEKT Repra¨sentation des Segmentes S REF OBJEKT
S SATZWORT Repra¨sentation des Segmentes S SATZWORT
Beschreibungsebene
Konzeptdefinition Beschreibung
BESCHREIBUNGSEBENE Allgemeine Konzeptdefinition der Beschreibungsebene
B AKTION Beschreibung einer Aktion
B INSTRUKTION Beschreibung einer Instruktion
B INT OBJEKT Beschreibung eines intendierten Objektes
B INTERVENTION Beschreibung einer Intervention
B KEIN OBJEKT Beschreibung solcher Wo¨rter, die keinem Segment zuge-
ordnet werden.
B OBJEKT BESCHREIBUNG Umfassende Beschreibung eines Objektes
B OBJEKT LOKAL Beschreibung einer objektinternen Lokalisation
B REF OBJEKT Beschreibung eines Referenzbjektes
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Dialogebene
Konzeptdefinition Beschreibung
DIALOGEBENE Allgemeine Konzeptdefinition der Dialogebene
D DIALOG Repra¨sentation des Mensch–Maschine–Dialogs
D B NACHRICHT Repra¨sentation neuer Bildinformationen
D I A¨USSERUNG Repra¨sentation einer Instrukteursa¨ußerung
D I INSTRUKTION Repra¨sentation einer Instrukteursinstruktion
D I INTERVENTION Repra¨sentation einer Instrukteursintervention
D R NACHRICHT Repra¨sentation einer Nachricht vom Roboter
D S BEGRU¨SSUNG Repra¨sentation des Systemzustandes BEGR ¨USSUNG
D S RU¨CKFRAGE Repra¨sentation des Systemzustandes R ¨UCKFRAGE
D S WIEDERHOLUNG Repra¨sentation des Systemzustandes WIEDERHOLUNG
D S ZURU¨CKWEISUNG Repra¨sentation des Systemzustandes ZUR ¨UCKWEISUNG
D S KONFUSION Repra¨sentation des Systemzustandes KONFUSION
D S AUSFU¨HRUNG Repra¨sentation des Systemzustandes AUSF ¨UHRUNG
D S ABSCHLUSS Repra¨sentation des Systemzustandes ABSCHLUSS
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Anhang B
Interne Ergebnisse bei der Analyse
eines repra¨sentativen Dialogs
Im folgenden werden die internen Ergebnisse fu¨r den repra¨sentativen Dialog auf Seite 111
dargestellt. Die Instruktionen sind fett kursiv, die synthetisierten Systemausgaben gesperrt
gedruckt.
Zuna¨chst sind die Ergebnisse des Spracherkenners wiedergegeben. Die Zahlen in Klammern
geben die Zeitpunkte fu¨r den Beginn und das Ende des Segmentes an.
”
UNK“ steht fu¨r solche
Teile im Signal, denen kein Segment zugeordnet werden konnte. Die Interpretation jeder ein-
zelnen ¨Außerung ohne einen Dialogkontext wird danach angegeben. Die Ausgabe des aktuellen
Standes des Dialogs (mit anderen Worten: des Inhaltes des Merkmals szeneauswertung in der
Instanz von D DIALOG nach der Verarbeitung der aktuellen ¨Außerung) schließt sich daran an.
Im Eintrag
”
Denotat“ sind die Referenten mit ihren Schwerpunkten im Bild festgehalten.
Guten Tag! Ich kann mit Baufix spielen!
Es geht sofort los! Ich warte auf Deine Anweisungen!
”
Nimm eine Schraube.“
Ergebnis des Spracherkenners
S AKTION (5 - 23): nimm
S INT OBJEKT (24 - 102): eine Schraube
Ende Ergebnis des Spracherkenners
Interpretation der aktuellen ¨Außerung
Aktion: nehmen
Objekt: Typ: Schraube
Ende Interpretation der aktuellen ¨Außerung
Aktueller Stand des Dialogs
Aktion: nehmen
Objekt: Typ: Schraube
Denotat: Schraube [197.916 152.197]
Schraube [262.091 346.902]
Ende Aktueller Stand des Dialogs
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Moment!
Meinst Du die blaue Schraube oder die orange Schraube?
”
Die blaue.“
Ergebnis des Spracherkenners
S INT OBJEKT (3 - 59): die blaue
Ende Ergebnis des Spracherkenners
Interpretation der aktuellen ¨Außerung
Aktion: undef
Objekt: Typ: undef
Farbe: blau
Ende Interpretation der aktuellen ¨Außerung
Aktueller Stand des Dialogs
Aktion: nehmen
Objekt: Typ: Schraube
Farbe: blau
Denotat: Schraube [197.916 152.197]
Ende Aktueller Stand des Dialogs
Okay, ich nehme die blaue Schraube.
Was soll ich als na¨chstes tun?
”
Steck’ dieses rote runde Teil auf die Schraube.“
Ergebnis des Spracherkenners
S AKTION (0 - 26): stecke
S INT OBJEKT (27 - 185): dieses rote runde Teil
UNK (186 - 203): auf
S INT OBJEKT (204 - 269): die Schraube
Ende Ergebnis des Spracherkenners
Interpretation der aktuellen ¨Außerung
Aktion: stecken
Objekt: Typ: Objekt
Farbe: rot
Form: rund
Objekt: Typ: Schraube
Ende Interpretation der aktuellen ¨Außerung
Aktueller Stand des Dialogs
Aktion: stecken
Objekt: Typ: Objekt
Farbe: rot
Form: rund
Denotat: Radfelge [349.808 267.189]
Objekt: Typ: Schraube
Farbe: blau
Denotat: Schraube [197.916 152.197]
Ende Aktueller Stand des Dialogs
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Okay, ich stecke die Felge auf die blaue Schraube.
Was soll ich als na¨chstes tun?
”
¨Ahm, jetzt nimm . . .“
Ergebnis des Spracherkenners
UNK (0 - 27): a¨hm
UNK (28 - 71): jetzt
S AKTION (72 - 108): nehmen
Ende Ergebnis des Spracherkenners
Interpretation der aktuellen ¨Außerung
Aktion: nehmen
Ende Interpretation der aktuellen ¨Außerung
Aktueller Stand des Dialogs
Aktion: nehmen
Ende Aktueller Stand des Dialogs
Moment! Da fehlt doch was!
Um etwas nehmen zu ko¨nnen, brauche ich doch auch irgendwelche
Objekte. Ich weiß aber nicht, welche Du meinst.
”
Einen Klotz.“
Ergebnis des Spracherkenners
UNK (5 - 12): den
UNK (13 - 51): Kopf
Ende Ergebnis des Spracherkenners
Interpretation der aktuellen ¨Außerung
Ende Interpretation der aktuellen ¨Außerung
Aktueller Stand des Dialogs
Aktion: nehmen
Ende Aktueller Stand des Dialogs
Entschuldigung, was hast Du gesagt?
Ich weiß immer noch nicht, welches Teil du meinst.
”
Ich meinte den blauen Klotz.“
Ergebnis des Spracherkenners
S AGENT (4 - 17): ich
S AKTION (18 - 48): meinte
S INT OBJEKT (49 - 145): den blauen Klotz
Ende Ergebnis des Spracherkenners
Interpretation der aktuellen ¨Außerung
Aktion: denken
Objekt: Typ: Schraubwu¨rfel
Farbe: blau
Ende Interpretation der aktuellen ¨Außerung
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Aktueller Stand des Dialogs
Aktion: nehmen
Objekt: Typ: Schraubwu¨rfel
Farbe: blau
Denotat: Schraubwu¨rfel [521.292 175.822]
Ende Aktueller Stand des Dialogs
Okay, ich nehme den blauen Wu¨rfel.
Was soll ich als na¨chstes tun?
”
Schraube den Wu¨rfel auf die blaue Schraube.“
Ergebnis des Spracherkenners
S AKTION (3 - 39): schraube
S INT OBJEKT (40 - 86): den Wu¨rfel
UNK (87 - 101): auf
S INT OBJEKT (102 - 194): die blaue Schraube
Ende Ergebnis des Spracherkenners
Interpretation der aktuellen ¨Außerung
Aktion: schrauben
Objekt: Typ: Schraubwu¨rfel
Objekt: Typ: Schraube
Farbe: blau
Ende Interpretation der aktuellen ¨Außerung
Aktueller Stand des Dialogs
Aktion: schrauben
Objekt: Typ: Schraubwu¨rfel
Farbe: blau
Denotat: Schraubwu¨rfel [521.292 175.822]
Objekt: Typ: Schraube
Farbe: blau
Denotat: Schraube [197.916 152.197]
Ende Aktueller Stand des Dialogs
Okay, ich verschraube den blauen Wu¨rfel und die blaue Schraube.
Was soll ich als na¨chstes tun?
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