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Abstract
To date, the complexity of fractured porous media still precludes the direct
incorporation of small-scale features into field-scale modelling. These fea-
tures, however, can be instrumental in shaping and triggering coarsening
instabilities and other forms of emergent behaviour which need to be con-
sidered on the field-scale. Here we develop numerical simulation methods
for this purpose and demonstrate their improved performance in single- and
two-phase flow simulations with models of fractured porous media.
Material discontinuities in fractured porous media strongly influence single-
and multi-phase fluid flow. When continuum methods are used to model
transport across such interfaces, they smear out jump discontinuities of con-
centration or saturation. To overcome this drawback, we “explode” hybrid
finite-element node-centred finite-volume models along these introducing
complementary finite-volumes along the material interfaces. With this em-
bedded discontinuity discretization we develop a transport scheme that re-
alistically represents the dependent variable discontinuities arising at these
interfaces. The main advantage of this new scheme is its ability to honour
the flow effects that we know that these discontinuities have in physical
experiments.
We have also developed a new time-stepping control scheme for the trans-
port equation. It allows the user to specify the volume fraction of the model
in which he/she is prepared to relax the CFL condition. This scheme is ap-
plied in a study of the impact of fracture pattern development on solute
transport. These two-dimensional simulations quantify the effect of the
fractures on macro-scale dispersion in geomechanically generated fracture
geometries, as opposed to stochastically generated ones. Among other in-
sights, the results indicate that fracture density, fracture spacing, and the
fracture-matrix flux ratio control anomalous mass transport in such me-
dia. We also find that it is crucial to embed discontinuities into large-scale
models of heterogeneous porous media
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Introduction
Naturally fractured media are ubiquitous. Understanding flow and trans-
port through such media is a challenging area of research. The study of
naturally fractured rocks has a wide range of applications such as in multi-
phase flow in petroleum reservoirs, multi-phase multi-component remedia-
tion systems in groundwater, contaminant transport in nuclear and mine
waste disposal sites, and CO2 sequestration.
Fractured media consists of at least two separate domains: fracture and
rock matrix. Both have two main continua: solid and pore space. The rock
matrix generally has higher porosity and lower permeability compared to
the fractures. Interactions of different processes govern fluid flow in porous
media. These include viscous, gravitational, capillary, and chemical pro-
cesses. Their combination in heterogeneous fractured media often lead to
complex emergent phenomena. A clear understanding of these phenomena
is crucial in, for example, designing optimal oil recovery schemes or ground-
water remediation strategies.
It is important, also, to gain a better comprehension of how the different
above-mentioned processes vary in their manifestation in complex fractured
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media from the local scale (millimetre scale) through the various higher
scales (metre to kilometre scales). Further, it is desirable to identify the
most influential local parameters (porous and fluid material properties) to
which large-scale behaviour is sensitive, since such permits reliable predic-
tion of fluid flow in heterogeneous systems.
Since conducting physical experiments in the subsurface are expensive and
hardly possible, numerical modelling of flow and transport in such complex
media is inevitable. It is essential, however, to use appropriate mathematical
models to represent such complex systems, more so, efficient and accurate
numerical methods. Such numerical simulations require a conceptual model
based on the geological history, fracture characterization, model discretiza-
tion, knowledge of material properties, and proper boundary conditions.
Modelling of flow and transport in fractured
porous media
Several different numerical schemes have been proposed to model single-
and multi-phase flow in fractured media (Aziz and Settari, 1979; Pinder
et al., 1993; Dietrich et al., 2005). Among the most important options are
dual-porosity models (Warren and Root, 1963; Barenblatt et al., 1983), dis-
crete fracture network (fracture-only) models (DFN) (e.g. Dershowitz and
Miller, 1995; Unsal et al., 2009), and discrete fracture and matrix (DFM)
(e.g. Kim and Deo, 2000; Juanes et al., 2002; Geiger et al., 2004; Mattha¨i
et al., 2005). In dual-porosity models, the matrix-fracture mass transfer is
described by empirical functions based on theoretical derivations in single-
phase flow models. It is well known that these models suffer from unphysical
assumptions (e.g. Hoteit and Firoozabadi, 2008a). These assumptions par-
ticularly fail when there are significant gravitational and capillary effects,
and strong viscous flow between the fractures and the rocks. For the DFN
models, only the fracture geometry is discretized explicitly and the matrix
is included implicitly by using an empirical transfer function. This model is
appropriate for strongly inter-connected fracture sets as it only retains the
flow path in the fractures. The DFM models are the single-porosity models
that describe the fractures explicitly in the medium and treat the fractures
similarly to the matrix. Unlike the dual-porosity models, the DFM models
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do not rely on idealisations of the flow geometry (Mattha¨i and Belayneh,
2004). Among these models, the DFM appears to be the best choice in
terms of capturing the underlying physics, retaining the velocity spectra,
and being geometrically flexible. However, difficulties can arise when DFM
modelling is considered, some of which are now discussed.
The most prominent of these difficulties is including all the fracture details
when large-scale modelling is considered. All fractures cannot be included
into field-scale models because there may be hundreds of them in each cu-
bic metre of reservoir rock which require excessive fine elements. In order
to relax this problem, fractures are discretized with lower dimensional ele-
ments (e.g. Juanes et al., 2002; Peratta and Popov, 2006). Considering the
computational resources, the DFM models only handle geometries with a
limited number of elements (of the order of millions - on a 2.2 GHz CPU).
To circumvent this, including explicitly the major fractures and faults, and
employing an upscaling technique to imitate the effect of the minor fractures
on flow is an alternative (Lee et al., 2000; Mattha¨i et al., 2007b).
Recently, many advanced finite-element finite-volume (FEFV) techniques
have been developed to simulate fluid flow and solute transport in heteroge-
neous porous media (Cordes and Kinzelbach, 1992; Durlofsky, 1993; Huber
and Helmig, 1999; Bastian, 1999; Geiger et al., 2004) and applied to the
DFM models (Reichenberger et al., 2006; Mattha¨i et al., 2007a). These tech-
niques are geometrically flexible so that complex intersections of fractures
and the resulting complexly shaped matrix blocks can be discretized with
small elements, while larger parts of the rock matrix can be meshed coarsely,
(cf. Paluszny et al., 2007; Mattha¨i et al., 2007a). Such flexible meshes tend
to slow down simulations due to the dependency of time-stepping on the
Courant-Friedrichs-Lewy (CFL) condition. This condition becomes limit-
ing because the smallest finite-elements and control volumes tend to coincide
with the fast-flowing fracture intersections. However, the CFL constraint
associated with fracture-matrix transport can be overcome by making the
transport calculations implicit leading to a speed up of the simulation (cf.
Mattha¨i et al., 2009).
The FEFV method suffers from the assumption that material properties
such as permeability vary gradually within the model. Due to differences in
the material dependent variables, discontinuities may form during advective
or diffusive transfer. Several laboratory experiments reveal the influence of
13
material discontinuities and their barrier effects on single- and two-phase
flow in heterogeneous porous media (Kueper et al., 1989; Dawe et al., 1992;
Haghighi et al., 1994; Rangel-German and Kovscek, 2002; Su and Nimmo,
2003; Dawe and Grattoni, 2008). Using FEFVM to model such behaviour
imposes some difficulties. Several numerical studies address such disconti-
nuities arising in single- and two-phase flow(Monteagudo and Firoozabadi,
2004; Mikyska, 2005; Fucik, 2006; Hoteit and Firoozabadi, 2008b; Eikemo
et al., 2009; Papafotiou et al., 2009). A vertex-centred finite-volume method
is presented by Reichenberger et al. (2006) to solve two-phase flow equations
for fractured porous media with saturation discontinuities. Epshteyn and
Riviere (2007), and Hoteit and Firoozabadi (2008b) employ an implicit dis-
continuous Galerkin finite-element method for two-phase flow. Hoteit and
Firoozabadi (2008b) combine the finite-element and discontinuous Galerkin
(DG) methods to capture saturation discontinuities arising from capillary
effect. Thus, despite active research, this area still possess some ongoing
challenges for study.
Several research questions arise from the above. It is of general interest
to improve the applicability and efficiency of the numerical schemes. It is
also important to model material interfaces correctly, since this influences
the reliability and predictability of the simulations. In this work, we focus
on speeding up the simulations and modifying the FEFVM to consider the
transport variable discontinuities at the material interfaces.
Contribution of this thesis
This study addresses some particular aspect of modelling fluid flow in frac-
tured porous media. It attempts to improve the applicability and pre-
dictability of numerical models. To achieve higher accuracy in the results,
representing fractures explicitly in the models is needed. However, this
presents some difficulties when large-scale modelling is considered. The
increase in computational costs is the main drawback that often makes sim-
ulation of large-scale system impossible. Resolving this is considered here
by introducing an up-scaling method which attempts to simplify the large-
scale modelling. This method requires an up-scaled relative permeability
relationship.
In fractured rock, the fastest flow often occurs in the smallest elements.
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Flow velocity and element size often vary over many orders of magnitude,
disqualifying global Courant number1 (CFL)-dependent transport schemes
because too many time steps would be necessary to investigate displace-
ments of interest. This motivates the investigation of implicit schemes to
speed up the simulations. The employed numerical scheme allows us to re-
lax the CFL condition. A possible drawback may be introducing unphysical
dispersive results. In this context, the effect of a large time-step on the 2D
and 3D numerical results is investigated. Macro-dispersivities and average
concentration profiles can be used to distinguish between the numerical dis-
sipation incurred by implicit large time-step schemes and the mechanical
dispersion caused by the highly permeable fractures. CFL histograms are
used to establish a criterion for CFL overstepping.
This implicit model is used to study the effect of fractured media on
dispersive behaviour of solute transport. A newly developed geomechanical
model (Paluszny, 2009) is combined with this implicit DFMmodel. The goal
is to find the most influential parameters on solute transport in fractured
rocks. Several 2D flow simulations are conducted on different (geomechan-
ically generated) fracture sets with different fracture densities. It will be
illustrated that matrix permeability, fracture density and spacing have an
explicit impact on the dispersive behaviour of solute transport in fractured
media. One drawback of using the node centred finite-element finite-volume
method (FEFVM) in fractured media is the need for a very fine mesh at
the fracture-matrix interfaces. This is resolved by modifying the FEFVM.
Porous media material discontinuities affect single- and multi-phase fluid
flow. The finite-element method allows representation of such boundaries
using piecewise constant or linear material property variations. However,
when a complementary node-centred finite-volume method is used to model
transport across these material interfaces, this discretization smears out
jump discontinuities in concentration or saturation. Here, an attempt is
made to develop a numerical scheme to capture the dependent variable dis-
continuities in simulations. A new method with embedded discontinuities
(DFEFVM) which “explodes”, i.e. extra nodes are added at the same lo-
cation as old nodes to allow discontinuity in material properties, the model
along the interfaces is developed. In this technique, the interface nodes are
1The Courant number represents the portion of a cell that a solute will traverse by
advection in one time step.
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multiplicated so that they match in number the material domains which
they join. Therefore this model can evolve discontinuities at the material
interfaces. To achieve pressure continuity across the exploded material in-
terfaces, an implicit finite-element algorithm is modified. For the transport
equation, a new scheme is developed across the discontinuities. The conver-
gence and applicability of the new scheme is tested with various numerical
experiments. The effect of the material discontinuities on the results of so-
lute transport modelling are highlighted by performing 2D simulation for a
range of different advection and diffusion problems.
This scheme is also extended for two-phase flow simulation. A family of
finite-element finite-volume schemes is presented for purely advective single-
and two-phase flow in fractured porous media in the absence of gravity
and capillary forces. The main objective is to compare in detail the three
various schemes: FEFVM, FEFVM on mixed dimensional elements, and
DFEFVM. The accuracy and utility of the presented numerical schemes
will be illustrated through several 2D numerical experiments.
The material in this thesis has been developed in the framework of five
manuscripts, of which two are published in the AAPG Bulletin and the
Transport in Porous Media Journal, two are currently under journal review,
and one is in preparation (see page 156).
Outline
This thesis is divided into two parts, structured in seven chapters. The
first part includes an introduction to the mathematical modelling of single-
and two-phase flow in porous media, and a discussion about an up-scaling
method (Chapter 1), illustrating an implicit transport scheme to speed up
simulations (Chapter 2) and combining a geomechanical model with the
solute transport model (Chapter 3). The second part focuses on the effect
of material discontinuity on numerical simulations. Chapter 4 illustrates
a new method with embedded discontinuities (DFEFVM). This scheme is
extended for two-phase flow simulation and compared with the FEFVM in
Chapter 5. General discussion and conclusions drawn from all the work in
this thesis, along with some ideas for future research are presented in the
final chapters.
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1 Discrete fracture and rock
matrix modelling
In this chapter the equations governing the single- and two-phase flow in
porous media are introduced. The finite-element finite-volume discretization
for the discrete fracture and rock matrix modelling (DFM), as well as up-
scaling in heterogeneous media are discussed.
1.1 Governing equations
1.1.1 Single-phase flow
Bear (1988) derived the flow equations for porous media for a small volume
which he assumed to be representative, see figure 1.1. As a consequence of
his choice, a set of equations is now commonly used to describe flow and
transport in porous media. Considering the effects of density and viscosity,
Darcy’s law reads,
17
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Figure 1.1: The representative elementary volume (REV) concept illustrated for
porosity, adapted from (Bear, 1988).
u = −
k
µ
(∇P − ρg), (1.1)
where u is the velocity [LT−1], k is the intrinsic permeability tensor [L2],
µ the dynamic viscosity [ML−1T−1], ∇P the pressure gradient [ML−2T−2],
ρ the fluid density [ML−3]. Parameter g is the gravity vector pointing in
the negative Z-direction [LT−2]1. Conservation of mass is explained by the
continuity equation,
∂(φρ)
∂t
+∇ · (ρu) = ρq˙, (1.2)
where t represents time [T ], q˙ [T−1] stands for external fluid sources and
sinks, and φ is porosity[-]. Assuming a slightly compressible fluid and porous
material for tracer experiments (no gravity effect), Equations (1.1) and (1.2)
yield,
ct
∂P
∂t
−∇ ·
(
k
µ
∇P
)
= q˙, (1.3)
where the total system compressibility, ct [LT
2M−1], can be written as, ct =
φβw+(1−φ)βs, by assuming density is a function of pressure. Parameters βw
and βs denote the compressibility of fluid phase and solid phase, respectively.
The mass balance for a non-reactive and non-adsorbing solute in a non-
deformable porous medium is given by,
1M, T and L denote the mass, the time, and the length, respectively.
18
φ
∂(c)
∂t
+∇ · (uc+ J) = q, (1.4)
and for pure advection this reads as,
φ
∂(c)
∂t
+∇ · (uc) = 0, (1.5)
where c denotes the concentration [ML−3] and q [ML−3T−1] is the external
mass sources and sinks. The vector J is the dispersive mass flux [ML−2T−1].
In a homogeneous medium, it is captured by Fick’s Law:
J = −D∇c, (1.6)
where the hydrodynamic dispersion (velocity dependent) tensor,D, of Schei-
degger (1961), is
D = (φDeff + αT |u|)I + (αL − αT )
uu
|u|
, (1.7)
where Deff is the effective molecular diffusion in which, Deff = Dm/τ , and
Dm denotes the molecular diffusion coefficient [L
−2T−1] and τ is the tortu-
osity of the porous media. The parameter αL and αT are the longitudinal
and transversal dispersivities [L] respectively, I is the unit tensor, and |u|
is the magnitude of the velocity vector.
1.1.2 Two-phase flow
In their simplest form, the two-phase flow equations for porous media are
an extension of Darcy’s law with an extra term for capillarity. However,
these can already explain the simultaneous flow of two immiscible fluids
through a porous medium. There are different entities for two-phase flow
at the pore-scale including solid phase(s), wetting phase (w), non-wetting
phase (n), interfaces between these phases and common lines (figure 1.2).
However, the conventional form of the two-phase flow equations only regards
the phase saturation and disregards the interface. Only their effects are
captured by the relative permeability and the capillary pressure-saturation
relationships. The mass balance and the extended Darcy’s law are:
∂(φραSα)
∂t
+∇ · (ραuα) = ραq˙α α ∈ {n,w}, (1.8)
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Lnsw
Solid Phase
Wetting
Phase
Non wetting
phase
Anw
Asw
Ans
Figure 1.2: Non wetting, wetting and solid phases, interfaces between these
phases (Ans, Anw and Asw) and common lines (Lnsw).
uα = −
krαk
µα
(∇Pα − ραg), (1.9)
where uα is the α-phase velocity [LT
−1], krα [-] is the relative permeability
of phase α, q˙α [T
−1] denotes volume sources or sinks for phase α, and the
term λα = krα/µα [M
−1LT] is called the mobility of phase α. The saturation
Sα [-] of phase α is defined as the ratio of its volume within the REV over
the total pore volume. Assuming that the pores are occupied by two phases
yields,
Sn + Sw = 1. (1.10)
Also, phase pressures, i.e. Pn and Pw , are not independent such that,
Pn = Pw + Pc, (1.11)
where Pc denotes the capillary pressure.
Capillary pressure
When two immiscible fluids are in contact within a pore, the difference
between the non-wetting and the wetting phase pressure across the interface
between the two fluids (at equilibrium) is called capillary pressure (Pc).
Capillary pressure can be calculated from the Young-Laplace equation in a
sufficiently narrow tube of circular cross-section,
Pc =
2σnw cos θ
r
, (1.12)
where σnw [ML
−1T−2] denotes the interfacial tension between wetting and
non-wetting phases, θ is the contact angle between the fluid-fluid interface
and the solid surface, and r [L] represents the radius of the tube. The
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contact angle can be calculated from Young-Laplace’s equation,
cos θ =
σsn − σsw
σnw
, (1.13)
where σsn ,σsw denote the interfacial tension between phases. For the sake
of simplicity it is assumed that equation (1.11) holds on the local-scale in
porous media. However equilibrium is reached only when the interface is
not moving. Hassanizadeh and Gray (1993) alleged that capillary pressure
is a function of interfacial area between the two fluids as well as phase
saturation. Since measuring phase saturation is easier than interfacial area,
several empirical relations exist for capillary pressure as a function of wetting
phase saturation, i.e. Pc = Pc(Sw). Such relationships can be used to
complete the set of equations for two-phase flow.
The Brooks and Corey (1964) and van Genuchten (1980) formulations are
the most widely used relationships for capillary pressure. In the Brooks-
Corey (B.C.) model the parameter λb, is used to describe the Pc(Sw) rela-
tionship as follows,
Pc = Pd/
λb
√
Se
Se = (Sw − Swr)/(1 − Swr − Snr), (1.14)
where Se is the effective saturation. This holds for Pc ≥ Pd and Sw ≥ Swr
where Swr denotes the residual saturation (Saturation level below which
fluid drainage will not occur) of the wetting phase and Pd [ML
−1T−2] is
the entry pressure (a minimum pressure which is needed to displace the
wetting phase by the non-wetting phase - it gauges the largest pore). The
parameter λb [-] represents the pore size distribution. For a porous medium
with uniform pore size λb is relatively high whereas λb is low for a porous
medium with nonuniform pore size distribution.
The van Genuchten model is similar to the Brooks Corey model. The ma-
jor difference between the two models is that at near full wetting phase sat-
uration the Brooks-Corey model is discontinuous, while the van Genuchten
model is continuous with a high dPc/dSw. This is given by,
Pc =
1
αv
(S
−
1
m
e − 1)
1
1−m , (1.15)
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where m and αv are fitting parameters. The discontinuity at Sw = 1 in
the B.C. model is not favourable for numerical simulations. With the van
Genuchten model a fully water saturated porous medium can be modelled
in terms of single-phase flow, however, this is not true for the Brooks-Corey
model due to the elevated entry pressure. The B.C. model also implies the
existence of the capillary pressure discontinuity which is modelled by the
analytical solution of van Duijn and de Neef (1998).
Relative permeability
Assuming that the non-wetting phase represents an obstacle to the flow of
the wetting phase and vice versa, in immiscible two-phase flow the presence
of one fluid phase reduces the cross-sectional area available to the flow of
the other phase. Hence, the permeability of each phase depends on phase
saturation and is zero once a phase is no longer connected across the flow
domain, i.e. the system is saturated. Therefore the relative permeability
of phase α, krα, is a scaling parameter such that, 0 ≤ krα(Sα) ≤ 1. Thus,
if a porous medium is saturated only by one phase, all the flow paths can
be used by it and its relative permeability for wetting phase is one. The
Brooks-Corey formulation is as follows,
krw = S
2+3λb
λb
e
krn = (1− Se)
2(1− S
2+λb
λb
e ). (1.16)
The van Genuchten model is given by,
krw = S
ǫ
e(1− (1− S
1/m
e )
m)2
krn = (1− Se)
γ(1− S1/me )
2m, (1.17)
with ǫ = 0.5 and γ = 0.33. Plots of several relative permeability - saturation
curves as well as Pc, λ = λwλn/(λn+λw), λw and their derivatives for several
typical parameters m and λb are shown in figure 1.3.
Computing simulation approaches for two-phase flow
There are different approaches for the modelling of two-phase flow in porous
media. Among them the “Pressure formulation”, “Pressure-Saturation for-
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Figure 1.3: The krα, Pc, λ¯, λw and their derivatives including dkrα/dSα [-],
dλ¯/dSw [M
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Pd = 1 (black).
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mulation”, “Saturation formulation” and “Global pressure formulation” are
the most commonly used.
The pressure formulation is written for the two primary variables, Pn and
Pw. Provided that the capillary pressure-saturation relationship is invertible
such that,
Sw = P
−1
c (Pn − Pw), (1.18)
Equations (1.8) and (1.9) can be coupled as follows,
∂(φρwP
−1
c (Pn − Pw))
∂t
−∇ ·
(
ρw
krwk
µw
(∇Pw − ρwg)
)
= ρw q˙w (1.19)
∂(φρn(1− P
−1
c (Pn − Pw)))
∂t
−∇ ·
(
ρn
krnk
µn
(∇Pn − ρng)
)
= ρnq˙n, (1.20)
where krw and krn are functions of P
−1
c (Pn − Pw) and 1 − P
−1
c (Pn − Pw)
respectively. However, these strongly coupled equations, (1.19) and (1.20),
can only be used when dPc/dSw 6= 0 (see figure 1.3). Therefore this for-
mulation is not suitable for homogeneous porous media where the capillary
pressure gradient is very small at intermediate saturations. Also initial
conditions and boundary conditions have to be assigned for Pn and Pw.
The pressure-saturation formulation relates Sn and Pw by,
−
∂(φρwSn)
∂t
−∇ ·
(
ρw
krwk
µw
(∇Pw − ρwg)
)
= ρw q˙w
∂(φρnSn)
∂t
−∇ ·
(
ρn
krnk
µn
(∇Pw +∇Pc − ρng)
)
= ρnq˙n. (1.21)
It should be noted that it is possible to cast these equation in terms of
Sn − Pn, Sw − Pn and Sw − Pw combinations.
The two-phase flow equations can be written for wetting and non-wetting
saturations as primary variables provided that the fluids are only slightly
compressible. To derive the saturation formulation, a parameter called total
velocity,
ut = uw + un, (1.22)
is introduced. Summing the wetting and non-wetting forms of equation
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(1.8) for incompressible fluids with constant ρα, and constant porosity (in-
dependent of pressure and time) yields,
∇ · ut = q˙w + q˙n = q˙t. (1.23)
Adding up the multiplications of Darcy equation for non-wetting phase
with λn and Darcy equation for wetting phase with −λw; eliminates Pw as
follows,
λnuw − λwun = λwλnk(∇Pc + (ρw − ρn)g). (1.24)
Using equation 1.22, and introducing the fractional flow function fα and
noting that fα = λα/(λn + λw) equation (1.24) can be rewritten as,
uw = fwut + λk(∇Pc − (ρw − ρn)g)
un = fnut − λk(∇Pc + (ρw − ρn)g). (1.25)
Substituting these expressions into equation (1.8) for incompressible flu-
ids, and constant porosity and density; and using the product rule, the final
saturation equation becomes,
φ
∂Sw
∂t
+
(
ut
dfw
dSw
+ k(ρw − ρn)g
dλ
dSw
)
∇Sw
+λ∇ · (k(ρw − ρn)g) +∇ ·
(
λk
dPc
dSw
∇Sw
)
= q˙w − q˙tfw. (1.26)
To solve this equation a knowledge of ut is necessary.
The global pressure can be defined as,
∇P = ∇Pw + fn∇Pc, (1.27)
where
P = Pw +
Sw∫
1−Sw
fn(ξ)
dPc
dξ
dξ + Pc(1− Snr), (1.28)
where ξ is an intermediate saturation variable. Therefore the equation (1.9)
with the introduction of the total mobility, λt = λw + λn, reads
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ut = −λtk(∇P − (λwρw − λnρn)g). (1.29)
This leads to the global pressure formulation,
∇ · (λtk(∇P − (fwρw − fnρn)g)) = q˙t. (1.30)
The pressure field can be obtained by solving equation (1.30) with the
initial condition on Ω ⊂ Rd (d = 2, 3), i.e. P (x, t) = Pinitial(x), and im-
posing boundary conditions at ∂Ω, so that, P (x, t) = PDirichlet(x, t) and
(ρwuw · n)(x, t) = a(x, t). The total velocity is calculated from equation
(1.29). The saturation equation,
φ
∂(ρwSw)
∂t
+∇ · (ρwut) = ρw q˙w, (1.31)
gives the second variable, Sw, by applying Sw(x, t = 0) = Sw,initial(x) and
Sw(x ∈ ∂Ω, t) = Sw,Dirichlet(x, t). The main drawback of this formulation
is the necessity of defining global pressure at the boundary which is not
explicitly measurable in the presence of capillary pressure.
1.2 Finite-element finite-volume discretization
Since analytical solutions do not exist for equations 1.1–1.2 in geometrically
complex problems, these are solved with numerical methods. In this section
finite-element finite-volume stencil as well as the numerical scheme are dis-
cussed. The discretization of the pressure and advection-diffusion equations
(ADE) are briefly addressed and the new algorithm is discussed. The com-
puter code Complex System Modelling Platform (CSMP++) can simulate
both single and multi phase flow (Mattha¨i et al., 2004) and is an object-
oriented application programmer interface (API), designed for the simula-
tion of complex geological processes and their interactions (Mattha¨i et al.,
2007a). An algebraic multigrid method for system of equations, SAMG,
(Stu¨ben, 1999) is employed as solver for both the pressure and the trans-
port equations. This framework has been used for implementation.
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Figure 1.4: Internal surfaces, surface normals, and surface and volume integration
points for the linear tetrahedron. The surfaces constitute the walls of
the node centered finite-volume.
1.2.1 Finite-element finite-volume stencils
Similar to Huber and Helmig (2000) and Karimi-Fard and Firoozabadi
(2003), we compute transient fluid pressure diffusion and miscible/immiscible
displacement of compressible phases in a sequential manner: first, an elliptic-
parabolic pressure equation is solved using the Bubnov-Galerkin finite-
element method, the flow velocity is obtained from the pressure gradient
and Darcy’s law. It is then used in the solution of the transport equation
with a finite-volume scheme. The idea of this FEFV method is to dis-
cretize the domain with finite-elements and complementary finite-volumes
such that for each node of the finite-element mesh a finite-volume is cre-
ated by connecting element barycentres via the midpoints of the associated
edges (figure 1.4), see also (figure 9 in Paluszny et al., 2007)) . Therefore,
finite-volumes νj are constructed around the finite-elements nodes nj. In
contrast with Huber and Helmig (2000), we discretize permeability as piece-
wise constant from element to element so that the finite-element conform
to material interfaces.
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1.2.2 Solving the pressure equation with the FEM
Assuming a slightly compressible fluid and porous material, Equations (1.1)
and (1.2) yield,
ct
∂P
∂t
−∇ ·
(
k
µ
(∇P − ρg)
)
= q˙, (1.32)
where q [T−1] stands for external sinks and sources. The pressure field
can be solved in the weak form of equation (1.32) with the standard linear
finite-element Bubnov-Galerkin method. Using Euler’s method to discretize
time, the space-time integration of Equation 1.32 over the domain Ω ⊂ Rd
(d = 2, 3) for x ∈ Ω yields the following FE integrals,
(∫
Ω
NT ctNdx+∆t
∫
Ω
∇NT
k
µ
∇Ndx
)
Pt+∆t =(∫
Ω
NT ctNdx
)
Pt +∆t
(∫
Ω
NT
k
µ
g∇Ndx+
∫
Ω
NT q˙Ndx
)
.(1.33)
The superscript T refers to the transposed of the element interpolation
function vector or matrix of spatial derivatives and N and ∇N represent its
interpolation function vector and matrix of spatial derivatives obtained from
each element, respectively. Equation (1.33) can be written as Apt+∆t = b.
The lefthandside of equation (1.33) is accumulated into the finite-element
solution matrix, A, and the righthandside into the vector, b. To find a
unique solution of (1.33), the fluid pressure must be prescribed at least at
one node in the computational domain. This equation can be solved coupled
with the advection diffusion equation (ADE) equation.
1.2.3 Solving the ADE with the FVM
Equation (1.4) is discretized using a FV scheme. Using constant piecewise
FV interpolation functions for each finite-volume and a first-order upwind
scheme, the integration over a control volume ν with the cell boundary of
Γν gives,
φ
∫
ν
∂c
∂t
dν +
∫
Γν
(n · u)cˆdΓν +
∫
Γν
n · JdΓν −
∫
ν
qdν = 0, (1.34)
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Figure 1.5: One-dimensional dual mesh finite-element finite-volume discretization
of a Darcian fluid flow. Fluid pressure is discretized using the piece-
wise linear finite-element basis functions. This leads to a piecewise
constant pressure derivative (gray line) that is discontinuous across
element boundaries, but exact at element centers where it is used
to compute the surface-normal fluxes in- and out of node-centered
finite-volume cells. Thus, finite-volume surface integration achieves
flux continuity in spite of the low-order of discretization.
where cˆ is equal to cu if n · u < 0 (incoming advective flux), otherwise
(outgoing advective flux) cˆ = cc. Here, cu and cc denote concentration
at the upstream and current finite-volumes, respectively (figure 1.6). The
velocities calculated by element-wise differentiation of the pressure field are
used in this equation to solve for the concentration. Solving this equation
explicitly needs small time step so that the total in-flux or out-flux does not
exceed the cell volume. The CFL condition can be used to calculate ∆t as,
∆t ≤
φjVj
max(fluxin, f luxout)
, (1.35)
where Vj stands for the volume of the finite volume j.
The implicit transport scheme is superior to its explicit counterpart be-
cause arbitrarily large time steps are possible if the velocity field is constant,
i.e. not affected by the advection of the concentration profile. For the ad-
vection of a passive solute the first-order scheme fails to preserve sharp con-
centration fronts. This makes it desirable to extend the scheme to obtain
higher-order accuracy.
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FVu FVc FVdk
flow direction
node i
Figure 1.6: Labelling convention for the spatial ordering of finite-volumes with
respect to the flow direction (in this case node-centered FVs matching
hexahedral elements). Facet computations are always described with
regard to the finite-volume facet, k, forming the boundary between the
current (c) and the downstream finite-volumes (d). This convention
also applies to finite-volumes located at an inflow or outflow model
boundary, Γout.
Higher-order accurate solution procedure
To make a transport scheme second-order accurate in space, one typically
calculates an estimate of the gradient of the transported variable for each
control volume. This approximation on an unstructured grid with multiple
material domains is used in conjunction with the upwind cell values from
the first-order scheme to improve the spatial integration. To suppress spuri-
ous oscillations that occur when the gradient of the transported variable is
overestimated, it is a common practise to apply slope limiters that guaran-
tee that the transport scheme becomes total variation diminishing (TVD).
Our approach to this task is outlined in the following.
Firstly, we use the finite-element basis functions to interpolate c from the
finite-element nodes to the facet integration points k on the finite-volume
facets in order to calculate the advective fluxes.
Secondly, gradient estimates are assessed using the normalized variable
approach, see figure 1.7. This procedure requires an estimate of the up-
stream value of c, referred to as cu. This value can be bracketed in terms
of the minimum and maximum values of c at the finite-element nodes con-
nected to the node on the upstream side of the finite-volume facet and
excluding the downstream node, i.e., value cd. We estimate cu from these
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Figure 1.7: Normalized variable diagram relating a transported variable value in-
terpolated between two finite-element nodes separated by a FV cell
boundary (horizontal axis), to its slope limited value at this interface
(vertical axis). The black central area delineates the field of potential
relations which will lead to oscillation-free TVD behaviour. (Unlim-
ited) values outside of this box will result in spurious oscillations.
bounds cmin, cmax.
cu =
{
cmax if cd ≤ cc
cmin if cd > cc
(1.36)
Now we can compare the variation of c from the upstream to the down-
stream finite-volume and obtain for the current volume and the facet
Uc =
cc − cu
cd − cu
, (1.37)
Uk =
ck − cu
cd − c¯u
. (1.38)
An overestimation of the gradient can be avoided by limiting Uk so that
its value lies in the black area of figure 1.7.
Uf =
{
min (ξ Uc, 1,max(0, Uk)) if Uc ∈ [0, 1]
Uc otherwise
(1.39)
Variable ξ is an adjustable parameter. For ξ equal to 2, the limiting
has the interesting property that, in the presence of extrema, the scheme
reduces to the first-order upwind solution, but moves smoothly between this
and the second-order approximation of ck elsewhere.
ck = Uf (cd − cu) + cu. (1.40)
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Solving the diffusion equation with the FEM
To solve the ADE, an alternative solution approach would be to use a frac-
tional step method (LeVeque, 2002) in which the advection term of equation
(1.4) is discretized using an explicit FVM and the diffusion term of the ADE
is discretized using an implicit FEM.
By analogy with the pressure equation, finite-element integration of the
diffusion term in equation (1.4) over the domain Ω yields,
(∫
Ω
NTφNdx−∆t
∫
Ω
∇NTD∇Ndx
)
ct+∆t =
(∫
Ω
NTφNdx
)
ct, (1.41)
where ct and ct+∆t denote the distributed dependent variable, c, at time t
and t+∆t, respectively.
1.3 Up-scaling in heterogeneous porous media
Today, measuring local heterogeneity for an oil reservoir to set-up a fine-
scale simulation is barely possible. In addition, coarse-scale modelling may
be required for speed of computation. Therefore, up-scaling is necessary
for the simulation of large-scale fluid flow. The main difficulty arises when
small-scale processes have a significant influence on the large-scale patterns
of flow (Berkowitz, 2002). One should represent mathematically a procedure
to simulate a large model by involving the physics of the different processes
at the local-scale in the large-scale. There are different approaches to up-
scale the governing equation for flow and transport in porous media.
Renard and Marsily (1997) reviewed several approaches to calculating
equivalent permeability (keff ) for single-phase flow and provided an insight
of different up-scaling approaches. They suggested a block permeability
technique rather than a uniform effective permeability for up-scaling, the
block permeability however varies as a function of the boundary conditions.
Ewing (1997) suggested an up-scaling strategy containing two stages of mod-
elling. Determining the rock properties in terms of statistical parameters is
the first step which can be used to get grid-bock permeabilities. One then
uses them to simulate a coarse-model including large-scale features based
on seismic data and well logs.
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Durlofsky (1998a) proposed several up-scaling approaches based on vol-
ume averaging. The average and fluctuating quantities of saturation, veloc-
ity and fractional flow function are employed to yield the volume averaged
equations. The pressure equation at the large-scale is in the same form
as at the local-scale, but this is not the case for the saturation equation.
Using pseudo-relative permeabilities, the nonuniform coarsening of the fine
grid geo-statistical model and higher moments were examined by the aver-
age equations. He concluded that the latter approach gives more accurate
results. Durlofsky (2003) reviewed several up-scaling procedures for equiv-
alent permeability and transmissibility for reservoir simulations.
The numerical study by Attaie-Ashtiani et al. (2001) shows that using
up-scaled constitutive relationships can not reproduce the result of hetero-
geneous models. They modelled 2D periodic domains with two different
sands, coarse and fine, to examine three up-scaling procedures. Following
the verification of their numerical model with the laboratory experiments
conducted by Kueper et al. (1989), they investigated the effect of different
boundary conditions on the resulting solutions. They conclude that assign-
ing both zero water flux and constant non-wetting phase pressure at the
boundaries gives better results as compared to using Dirichlet boundary
conditions, i.e. constant pressure for wetting and non-wetting phases at
the boundaries. The up-scaled constitutive relationships were obtained by
considering steady-state results for different capillary pressures assigned to
the boundaries. Then, they simulated a homogeneous model: first, ignoring
fine region properties; second, using only equivalent permeability computed
from the heterogeneous model; third, using the up-scaled capillary pressure
and relative permeability curves. Their findings can be summarized as,
• The average relative permeability is directionally dependent. This is
in accordance with the findings of Yeh et al. (1985).
• Although the third up-scaling procedure gives the closest results, vol-
ume averaged vertical and horizontal spreading is far from the hetero-
geneous model’s result. This discrepancy is partly due to implement-
ing the same equations on the local-scale and the large-scale.
• Considering capillary pressure in heterogeneous porous media yields
a noticeable residual water saturation. This is a consequence of the
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coupling between capillary pressure and relative permeability.
Braun et al. (2005) propose an up-scaling procedure by assuming capillary
pressure equilibrium and averaging the permeability by a renormalization
technique. While averaging the permeability they include the water flux
in the averaging procedure to overcome the dependence of the macro-scale
permeability on the boundary conditions. They show that the averaged
capillary pressure curves can not describe macroscopic two-phase flow and
that the directional dependence of the constitutive relationships implies that
these are not scalar. Having a large anisotropic residual saturation at the
macro-scale is the consequence of phase trapping in a heterogeneous medium
which also causes hysteresis.
To verify up-scaled constitutive relationships a series of two-dimensional
(12× 12cm) two-phase flow simulations have been carried out by Das et al.
(2004). This model contains two different sand types with three order of
magnitude difference in the intrinsic permeability. The entry pressures are
370 Pa and 1325 Pa for the coarse and the fine sand, respectively. Sev-
eral combinations of these sands were used to investigate the effect of these
micro-heterogeneities on average saturation distributions for both imbibi-
tion and drainage simulations. The capillary pressure and relative perme-
ability relationships (Pc(Sw) and krα(Sw)) were calculated by varying the
capillary pressure at the boundaries. No significant changes in Pc(Sw) re-
lationships were found for most of the realizations, however, the average
irreducible saturation exceeds the irreducible saturation of the coarse or
fine sand which is in accordance with the finding of Braun et al. (2005).
Moreover, Das et al. (2006) measured directional dependence of Pc(Sw)
curves for different random micro-heterogeneities. This is more pronounced
for higher intensity of heterogeneity, i.e. the ratio of the total area of micro-
heterogeneity to the total model area. Their results indicate how the in-
tensity and pattern of heterogeneity as well as direction of flow manifest
themselves in the macro-scale. As they found, the intensity of heterogene-
ity is the main variable to alter the effective two-phase flow properties of
porous media. A higher intensity leads to a larger residual saturation.
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1.3.1 A method to model two-phase flow in large-scale
fractured media
We measure fracture-matrix ensemble single and multi-phase flow properties
of DFM models built from outcrop analogues or fracture statistical data
obtained from well logs and core samples in order to simulate large-scale
models. In the following the steps required for the up-scaling procedure are
listed.
• Constructing a grid-block scale of fractured rock. This can be done
by using a computer-aided design system (CAD)2 (e.g. Mattha¨i and
Belayneh, 2004; Belayneh et al., 2006).
• Meshing the built geometry for a grid-block scale model3,(e.g. Paluszny
et al., 2007).
• Calculating aperture distribution by using a geomechanical model (e.g.
Paluszny, 2009).
• Calculating effective permeability and fracture-matrix flux ratio by
solving the pressure field on a grid-block scale model (e.g. Mattha¨i
et al., 2007b).
• Measuring the fraction of the fracture-matrix interface area in contact
with water as a function of volume averaged saturation. This can be
done by simulation of imbibition and drainage.
• Post-processing of parameters for use in single porosity simulation.
• Inter- / extrapolation of up-scaled properties across reservoir layers.
This may involve a sensitivity analysis of the up-scaling parameters
to geological attributes of the layers.
1.3.2 Up-scaled relative permeability
Mattha¨i et al. (2007b) performed FE-FV simulations to identify the effec-
tive permeability, keff , and the upscaled relative permeability of fractured
porous media, kup−scaledrα . Mattha¨i et al. (2007b) identify two key influential
2Rhino, 3D design software for CAD designers.
3ANSYS ICEM CFD
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parameters. The fracture-matrix flux ratio, qf/qm, and the fraction of the
fracture-matrix interface area in contact with water as a function of volume
averaged saturation, Af,w(Sw). These parameters are used to enrich the
flow equations with an additional rate-dependent contribution to the rel-
ative permeability of non-wetting phase, i.e. replacing krα with k
up−scaled
rα
and k with keff in equation 1.9. The matrix flux, qm, is inferred from the
applied far-field fluid pressure gradient, ∇p, in the direction of flow such
that,
qm =
Vm
Vf + Vm
km
µ
A∇P, (1.42)
where Vm and Vf are the matrix and fracture pore volumes, A is the cross
sectional area of the model perpendicular to the direction of flow, and km
is matrix permeability. This ratio is then calculated from the block-scale
Darcy velocity, qv = (k/µ)A∇P , so that,
qf
qm
=
qv − qm
qm
. (1.43)
Note that permeability and relative permeability are assumed isotropic, i.e.
k, krα and qf/qm are scalar.
Three auxiliary parameters, the specific fracture-matrix interface area,
Af , effective permeability keff and the rate coefficient for counter-current
imbibition4 are also used in this new formulation for grid-block average
relative permeability, kup−scaledrα . The proposed equations are as follow,
kfrw =
erf(Swφf )Sw
(1− Sw)(qm/qf )2 + Sw
kfrn = max
(
1− krw,
erf(Swφf )(1 − Sw)
(1− Sw) + Sw(qf/qm)2
+ kCCIrn
)
kCCIrn = Af,wTS,β/(1 + vtqf/qm)
kup−scaledrα =
kfrα + (qm/qf )
2kmrα
1 + (qm/qf )2
. (1.44)
where erf() is the standard error function, superscript CCI stands for cap-
illary transfer of non-wetting phase into fast flowing fractures by counter-
4Imbibition is the mechanism of displacement of non-wetting phase by wetting phase.
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Figure 1.8: Ensemble up-scaled relative permeability saturation relationships for
different fracture-matrix flux ratios. The yellow and green lines in-
dicate the non-wetting phase kup−scaledrn with and without counter
current imbibition (CCI) respectively. The red lines denote the
kup−scaledrw , and the blue line indicates sum of the k
up−scaled
rα .
current imbibition, φf is the fracture porosity, and k
m
rα(Sw) is the relative
permeability for the rock matrix itself for which, for example, the Brooks
Corey model can be used. The parameter vt is the average Darcy velocity in
the upscaled (homogenized) grid block, and φf and φm are the fracture and
matrix porosity, respectively. The parameter Ts,β [T
−1] is the transfer func-
tion that represents the rate at which wetting phase transfer from fractures
to the matrix. A linear transfer function as TS,β = βφm(1− S
m
nr − S
m
w ) can
be used (Di Donato et al., 2003) if Sfw > 0, otherwise TS,β = 0 if S
f
w = 0,
where Smnr denotes the matrix non-wetting residual saturation, S
m
w is the
matrix wetting phase saturation, and β is a constant rate (e.g. Unsal et al.,
2009). We show in figure 1.8 kup−scaledrα (Sw) curves obtained for different
fracture-matrix flux ratios. Obviously, as the rock becomes more dominant
the effect of fractures on kup−scaledrα (Sw) vanishes. Further flow experiments
are needed to investigate the applicability of this up-scaled model.
All aforementioned studies do not adequately address the complexity of
two-phase flow in fractured media. Hence, there is a need for better under-
standing of the large-scale behaviour with respect to time and the capillary
properties of the rock matrix.
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2 Relaxing the global CFL
condition using a 2nd-order
finite-element finite-volume
method for flow and transport
simulations in fractured rocks
2.1 Introduction
Natural porous formations are in general heterogeneous, and display spatial
variability of their geometric and hydraulic properties, which can affect the
dispersion of solutes migrating through such media (Bellin et al. 1992; Burr
et al. 1994). Many studies have considered how spatial heterogeneity in
permeability affects fluid flow and solute transport in porous media (e.g.,
Chaudhuri and Sekhar 2006). As a result, the macro-dispersion coefficient
describes solute spreading due to local variations in the velocity caused
by spatial heterogeneity of conductivity at a smaller scale. This has been
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studied by Dagan (1989) and Gelhar and Axness (1983).
Numerical methods allow us to study the interaction between hetero-
geneity and flow and transport in porous media. Many finite-element finite-
volume techniques have been developed to study such problem(Aziz and
Settari, 1979; Cordes and Kinzelbach, 1992; Durlofsky, 1993; Huber and
Helmig, 1999; Juanes et al., 2002; Geiger et al., 2004; Mattha¨i et al., 2007b).
However the complexity of heterogeneous porous media demands simulation
of several realizations. Therefore, prediction of transport processes in highly
heterogeneous systems, such as fractured rock, is difficult due to the wide
variations of permeability and porosity.
In order to study the emergent behaviour of large-scale systems, quick
analysis of transport properties on multiple realizations of discrete frac-
ture and rock matrix models is required. But dependence of these simu-
lation schemes on the Courant-Friedrichs-Lewy (CFL) condition precludes
successful application of transport simulations to realistic field data-based
fracture geometries. The smallest finite-elements and control volumes tend
to coincide with the fast-flowing fracture intersections therefore a local CFL
condition may cause very small time-steps to be required.
Here, we employ a second-order accurate implicit pressure - implicit trans-
port scheme for the advection - diffusion equation (section 1.1.1), referred
to as IMP-IMS, (section 1.2.3) to overcomes the global CFL limitation,
and speed up simulations. The results obtained with IMP-IMS scheme is
compared by the results of time-consuming explicit second-order (IMPES)
accurate runs conducted on field data-based DFM models. In conclusion,
we suggest that CFL histograms can be used to establish a criterion for
CFL overstepping1.
2.2 Methodology
In this chapter, the equations (1.3) and (1.4) are solved using two numerical
methods, i.e. IMP-IMS and IMPES. The FEFV discretisation (section 1.2)
is used for this study.
1using a time step which violates the CFL condition in some elements.
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Table 2.1: Material properties and initial conditions for discrete fracture models,
BED3 & FRACS2000. Parameter qf/qm is the fracture-matrix flux
ratio. Y points upward and Z to the front in a right-hand coordinate
system. Finite element area or volume in individual models varies by
2-5 orders of magnitude.
Parameter Units BED3 FRACS2000
X-dimension m 18 1000
Y-dimension m 8 200
Z-dimension m NA 1000
matrix pore volume m3 36.6 5 ×107
fracture volume m3 0.57 4658
fracture surface area m2 1.86 6,132,890
specific Af m
2m−3 0.05 0.03
aperture range m 0.0001-0.0012 0.0005-0.0035
porosity X 0.25 0.25
qf/qm 152×10
3 / 25.8 83.3 / 0.3
log km m
2 -14 / -10 -14 / -10
Mesh Properties
nodes 44,911 223,705
elements 69,652 1,113,580
2.2.1 Set-up of numerical experiments
Two models are used to evaluate the performance of the implemented scheme,
see Table 2.1. First, the schemes performance is illustrated with simple con-
ceptual fracture-matrix models. Then the numerical dissipation incurred
at different time-step sizes is measured and contrasted with the macro-
dispersivity of two field-data based DFM models that are described in the
following:
Layered fractured carbonate model BED3
The 2D DFM model (figure 2.1, Table 2.1) is based on a map of a layer in an
analogue carbonate reservoir in the Bristol Channel Basin, UK (Belayneh
et al., 2006). Fracture aperture varies between 0.1 to 1.2 mm as a function
of fracture length. We have discretized this model with a commercial finite-
element mesh generator2, representing the fractures with lower dimensional
line elements.
The model is initially saturated with pure water, then a fluid with the
2ANSYS ICEM CFD Tetra mesher operated in surface mode.
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same density and viscosity but different tracer concentration, c=1 kg/m3,
is injected continuously through the left boundary. A pressure differential
of 103Pa is applied between left and right constant pressure boundaries.
Simulations are carried out for two different fracture-matrix flux ratios,
cf. Mattha¨i et al. (2007b), of 25.8 and 152× 103, respectively. The fracture-
matrix flux ratio measures the importance of the fractures for the total flow
through a block relative to the rock matrix. Its calculation involves that
of the matrix flux, qm, computed from the applied far-field fluid pressure
gradient, ∇P , in the direction of flow. Keeping the original fracture perme-
ability range constant, this is achieved by reducing the uniform permeability
of the rock matrix from 10−10 to 10−14m2.
Disc-shaped fracture model FRACS2000
The stochastically generated 3D DFM model, FRACS2000 (figure 2.2, Ta-
ble 2.1), and its properties are described in detail in Mattha¨i et al. (2007b).
Model FRACS2000 contains two sets of fractures observed in a US onshore
oil-field in the San Andreas formation, CA, USA. The fracture diameter
distribution in each set is log normal and fracture aperture varies between
0.1mm and 3.5mm. This distribution was created by correlating aperture
with fracture diameter taking into account borehole data and observations
on drillcore. The model has a size of 1000 ×1000× 200m and contains 2000
fractures. Lower dimensional surface elements, represent the fracture and in
total the model is discretized with 1,113,580 hybrid elements3, cf. Paluszny
et al. (2007). A pressure differential of 5MPa is applied between oppos-
ing left and right boundaries and no flow conditions are set at all other
boundaries. Similar to model BED3, runs were conducted with two differ-
ent permeabilities of the rock matrix, 10mD and 100D.
Initial and boundary conditions for model FRACS2000 are the same as
for model BED3. A hydrostatic fluid pressure far-field gradient resulted
from the applied fluid pressure differential.
3677,075 tetrahedra, 60,323 hexahedra, 119,795 pyramids, 561 pentahedra, 180,857 tri-
angles, 15,095 quads, and 59,874 bar elements.
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18 m
8
 m
No flow
C/C0=1
P(left)=1000 Pa P(Right)=0 
Figure 2.1: Model of fractured limestone bed in planview, (BED3 of Belayneh
et al., 2006)). The model is discretized with 36,400 hybrid elements
including 15,269 quads, 6,532 triangles, and 14,599 bar elements.
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Figure 2.2: Stochastic discrete fracture model FRACS2000 with two approxi-
mately orthogonal sets containing 1000 disc-shaped fractures each,
with a log-normal diameter distribution. Model was created with the
FRED software by P. LaPointe (Golder Assoc. Inc.), and is docu-
mented in (Mattha¨i et al., 2007b). a) 2D planview including fracture
aperture varying between 0.1 and 3.5mm. b) 3D view of the model,
revealing mesh at the model boundaries and disc shaped fractures
inside the model. c) 3D view of vertical and horizontal slices showing
fractures intersection with 2D planes.
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2.2.2 Macro-dispersivity
Spatial and temporal moments derived from stochastic theory for solute
transport in heterogeneous domains can be used to define macroscopic or
up-scaled parameters. The macro-dispersion tensor is the dispersion tensor
needed in calculations with uniform coefficients, e.g. permeability, to meet
the same second-central moments as the ensemble-averaged concentration in
a heterogeneous domain. The zeroth moment, µ0, first moment, µ1, second
moment, µ2, mean, X¯, and variance, σ, are defined by
µ0 =
∫ L
0
c(x)dx
µ1 =
∫ L
0
c(x)xdx
µ2 =
∫ L
0
c(x)x2dx
X¯(t) =
µ1
µ0
σ(t) =
µ2
µ0
−
(
µ1
µ0
)2
. (2.1)
To evaluate the numerical dissipation associated with the implicit-pressure
implicit-saturation (IMP-IMS) or implicit-pressure explicit-saturation (IM-
PES) numerical scheme, the macro-dispersion, D(t), and macro-dispersivity,
α(t), were used, calculated as follows
D(t) =
dσ(t)
2dt
α(t) =
dσ(t)
2dX¯(t)
. (2.2)
2.2.3 Averaging concentration
In order to compare the results of different simulations, we compute concen-
tration profiles in the direction of the far-field fluid pressure gradient. We
construct cut planes through the virtual finite-volume mesh (cf., Paluszny
et al., 2007), computing their intersection with each finite-volume sector
(figure 2.3). To obtain the average concentration on a cut plane, sector
area - concentration products are accumulated and the result is normalised
by the cut plane total area. Note that the transport variable has a constant
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A2
n1
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n2
Node
Figure 2.3: Cut plane (line) dissecting two-dimensional FV-FE stencil so that a
new surface (line segment) is created. In 2D, a pair of newly gener-
ated points delimited the intersection between the line and the finite-
volume cell: [(n0,A0),(n1,A1),(n2, A2)]. Summing the normalised
line length - concentration products the one-dimensional concentra-
tion average is calculated, see equation. 2.3.
value in each finite-volume and therefore also in any one of its sectors. In
three-/two-dimensional models plane/line averaging is done in the following
manner:
1. Define plane/line sample positions in the flow direction. Each plane/line
is perpendicular to the far field pressure gradient.
2. A Cut plane/line dissects three-/two-dimensional FV-FE stencil so
that a new surface/line-segment is created. A set of newly generated
points delimits the intersection between the plane/line and the finite-
volume cell. Area/length of the new surface/line-segment is stored
and paired with the associated node identifier.
3. Integrate the concentration along the plane/line as the sum of the
concentration - intersection surface-area/line-length, Aj , products:
c =
∑Nodes
j=0 cjAj∑Nodes
j=0 Aj
, (2.3)
where Aj denotes the area of the cut plane/line - FV sector intersection,
and cj is the concentration value in the finite-volume j.
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Figure 2.4: Concentration fronts in model BED3 as computed with the second-
order explicit scheme for different rock permeabilities, a) km =
10−14m2, b) km = 10
−10m2 .
2.3 Results and Discussion
2.3.1 Comparison of IMPES and IMP-IMS formulations
The numerical dissipation incurred by the large time step implicit scheme
is evaluated through a comparison of the results with a second-order ac-
curate IMPES scheme applied with very small global timesteps. Having
quantified the numerical dissipation by this approach we compare it with
the macro-dispersivity induced by the presence of the fractures. This per-
mits to evaluate at what timestep value the numerical dissipation becomes
significant relative to the macro-dispersion in the fractured porous medium.
A series of simulations is carried out with model BED3 to perform this
evaluation. Implicit and explicit calculations were conducted with first and
second-order accuracy to calculate solute transport in this 2D model. A
CFL number of 0.4 is applied in the computation of the reference solution
by the second-order accurate IMPES scheme.
The concentration fronts computed with the second-order accurate IM-
PES scheme applied to model BED3 are shown in figure 2.4. For the high
fracture-matrix flux ratio of 152000 (figure 2.4), tracer movement is re-
stricted entirely to the fractures. Interestingly, some of the cross fractures
oriented perpendicular to the far-field fluid pressure gradient are not utilised
by the flow. For the low fracture-matrix flux ratio of 25.8 (figure 2.4), signif-
icant tracer transport occurs through the rock matrix, leading to a smeared
tracer distribution and a more gradual advance of the tracer front in the
rock matrix reaching three metres after 24 hours.
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Figure 2.5: Line-averaged concentration profiles along the direction of the flow in
model BED3 as obtained with the 1st- and 2nd-order explicit (IMPES)
and implicit transport schemes (IMP-IMS).
Line averaged concentration profiles for model BED3 are shown in figure
2.5. The results of IMPES and IMP-IMS second-order runs are nearly
identical and essentially dispersion free while the first-order accurate IMPES
and IMP-IMS schemes introduce some numerical dissipation. In this figure
the concentration profiles for the 1st-order scheme is more dispersive than
that of 2nd-order scheme where tracer moves mainly in the matrix (0 < x < 3
m). Whereas it is opposite where tracer advances in the fractures (x > 6 m)
because numerical dissipation caused by the 1st-order scheme disperses the
tracer laterally into the matrix and suppress the longitudinal mechanical
dispersion induced by the fracture network. In the following discussion, the
results of the IMPES second-order scheme will be considered as the reference
solution, cr. The mechanical dispersion on the model scale, is greater for the
higher fracture-matrix permeability contrast than for the lower one (figure
2.6). Its value is 1.01 × 10−3 m2s−1 for the fracture-matrix flux ratio of
152000 and 4.04 × 10−4 m2s−1 for that of 25.8.
The effects of using different CFL-multiplier are elucidated by compar-
ison of corresponding results with the reference solutions. The macro-
dispersion and macro-dispersivity of concentration results for second-order
IMPES scheme and IMP-IMS scheme with different CFL multiplier are
shown in figure 2.6. These results show that using a CFL overstepping by
a factor of 100 still gives accurate results for both cases. The error norm,
‖ c − cr ‖=
√∑i=Ni
i=1 (c
i − cir)
2 calculated for the breakthrough curves, is
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less than 0.5% for the macro-dispersivity values. Here Ni is the number
of time-steps. Figure 2.7 shows the concentration distribution averaged
along the flow direction. It can be seen that even the error caused when
using a CFL multiplier of 1,000, is neglible for the model with the lower
matrix permeability and small for that with the higher one. In all of the
conducted experiments the error is larger before the solute breaks through
the downstream model boundary than afterwards.
In order to find a selection criterion for the factor by which the CFL
condition can be overstepped while retaining an acceptable mechanical dis-
persion to numerical dissipation ratio, it is instructive to plot CFL values
in flow-volume weighted histograms (figures 2.9 and 2.8). These plots il-
lustrate the volume fraction of the model that is supercritical with regard
to CFL for a given choice of global CFL overstepping and spatially adap-
tively refined FEFV mesh. Thus, if we overstep global CFL by a factor of
100 in the model of BED3 with a qf/qm=152,000, then about 80% of all
elements still have a Courant number value below 1. Even if we overstep
CFL by a greater factor of ≤10,000 for BED3 with a lesser qf/qm ratio of
25.8, still more than 75% of all elements have Courant number value below
1. It follows, that at high fracture-matrix flux ratios, even single-step trans-
port calculations are sufficient to calculate the statistical moments of the
concentration distribution and macro-dispersivity with an overall error of
≤20%. Thus, individual model realizations can be analyzed within minutes
as opposed to weeks required by the second-order IMPES scheme. This
means that uncertainty can be analyzed quickly and on a large number of
model realizations.
For a large global CFL the following key features of the implicit / semi-
implicit transport scheme are apparent from the results obtained with model
BED3:
• The discrepancy between the reference results and those obtained us-
ing CFL overstepping by a factor of 10,000, is negligible after break-
through. At least for model realizations with the higher fracture-
matrix flux ratio.
• The IMP-IMS scheme gives reasonable results at a fraction of the
computational cost of the second-order accurate IMPES scheme that
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Figure 2.6: Macro-dispersion and dispersivity as measured in model BED3 for im-
plicit schemes for different degrees of CFL overstepping. Average nor-
malised errors were calculated from the macro-dispersion/dispersivity.
The displayed macro-dispersivity is reduced by using a more numer-
ically dispersive transport scheme, e.g. IMP-IMS 2nd CFL 3000, be-
cause it models the mechanical dispersion less accurately.
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Figure 2.7: Line-averaged concentration profiles in model BED3 for second-order
explicit and implicit schemes. The errors are calculated for both mod-
els.
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Figure 2.8: Flow-volume weighted CFL histograms for model BED3 and the two
different matrix permeabilities of 100D and 10mD, respectively. Hor-
izontal axis gives the decadic logarithm of the ratio between local FV
cell CFL and the global CFL minimum value. This plot illustrates if
we overstep global CFL by a factor of 100 in the model of BED3 with
a qf/qm=152,000, then about 80% of all elements still have a Courant
number value below 1. Even if we overstep CFL by a greater factor
of ≤10,000 for BED3 with a lesser qf/qm ratio of 25.8, still more than
75% of all elements remain sub-CFL(Courant number < 1).
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was used to compute the reference solution. The relative cost of using
same time step for IMP-IMS (memory) versus IMPES (cpu) is between
1/3 to 1/30. It differentiates between different settings of the SAMG
solver, e.g reuse of previous solution and grids versus new setup.
• We observe enhanced numerical dissipation in experiments with a
more permeable rock matrix.
• Using large time-step sizes only violates the Courant-Friedrichs-Lewy
condition in small subvolumes of the model where the smallest control
volumes coincide with the fast flowing fractures.
• A high degree of CFL overstepping should be possible in stationary
velocity systems. Thus this approach appears ideally suited to model
tracer experiments where density or viscosity changes as a function
of concentration have no or little effect on the velocity field; else, the
latter has to be updated frequently, (cf. Nick et al., 2009).
Figures 2.9, 2.10 and 2.11 show the CFL histogram, the concentration
front, and the line-averaged concentration profiles computed with the 3D
model FRACS2000 (figure 2.2). Due to the size and heterogeneity of this
model, a second-order accurate IMPES simulation could not be obtained as
a reference solution in a reasonable time. In the computation of the concen-
tration fronts (figure 2.10), CFL was overstepped by a factor of 106 for the
model realization with the 10 mD matrix permeability and fracture-matrix
flux ratio of 83.3, and by 103 for the realization with the unrealistically
high matrix permeability of 100D and a correspondingly lower fracture-
matrix flux ratio of 0.3. For the high fracture-matrix flux ratio (figure 2.10
a), the tracer advances along a tortuous path and high concentrations are
largely restricted to the fractures and narrow rock bridges between them.
A mere visual examination of these results already shows that the mechan-
ical dispersion caused by the fractures dominates the numerical dissipation.
Breakthrough occurs early (after 3 days) at a very small overall tracer con-
centration in the model (< 5%). For the low fracture-matrix flux ratio,
tracer advance is almost unaffected by the presence of the fractures (fig-
ure 2.10 b), and a very diffuse front develops, similar to one expected for a
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Figure 2.9: Flow-volume weighted CFL histograms for the two different qf/qm re-
alizations of the FRACS2000 model. For model realization 1 (qf/qm
=0.3) the cumulative volume fraction curve shows that global CFL
can be exceeded by up 106, before less than 10 vol.% of the model
is supercritical (Courant number >1). For realization 2 (qf/qm =83)
the cumulative volume fraction curve shows that global CFL can be
exceeded by up 106, before more than 5 vol. % of the model is super-
critical (Courant number >1).
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first-order accurate scheme applied to a homogeneous porous medium. This
behaviour can be rationalized when considering the CFL histogram for this
model (figure 2.9): For CFL overstepping by a factor of 1,000, the majority
of finite-volume cells have Courant numbers less than one. Dependent on
the actual degree of overstepping in each of these cells, solution accuracy
becomes first-order in the worst case. On the other hand, the CFL range
in this model is much smaller than in the one with the high fracture-matrix
flux ratio, and it can therefore be computed more quickly potentially even
with an IMPES scheme.
Similar to model BED3, the line-averaged tracer concentration profiles
computed for model FRACS2000 (figure 2.11), show a long leading edge
in the tracer front. This marks “anomalous” transport (cf. Berkowitz and
Scher, 1997). This behaviour cannot be modelled using the classical ADE
approach relying on the concept of macro-dispersivity as expressed by a
symmetric tensor (Cortis and Birkholzer, 2008). However, the tracer profiles
observed in models BED3 and FRACS2000 can be modelled using the Con-
tinuous Time Random Walk Method (CTRW Berkowitz and Scher, 1997;
Cortis and Birkholzer, 2008). The proposed scheme is well suited for the
calculation of the parameters required by this approach.
Apart from the quantification of the numerical dissipation, the visualised
tracer fronts also illustrate that fracture networks in low permeability rocks
govern the mixing of solutes. Solute entering the model at different positions
at the upstream boundary is focused into individual fractures and dispersed
again at their downstream termination. This process occurs repeatedly
during flow through the models and is associated with repeated acceleration
and deceleration of the flow. These high flow velocity contrasts induced by
spatially correlated permeability variations also foster solute mixing.
2.4 Conclusions
We present a second-order accurate implicit finite-element node-centred
finite-volume method suitable for the simulation of transport processes on
high-resolution, hybrid element meshes representing rock fractures as dis-
crete entities. Several numerical experiments are conducted to enhance our
understanding of different numerical schemes, especially, the effect of using
large time-steps on the computation error. The conclusions of this work are
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Figure 2.10: Concentration fronts in model FRACS2000 as computed with
the second-order implicit scheme for different rock permeabilities
(FRACS2000). a) Result for a global CFL multiplier of 1,000,000
and the lower matrix permeability of 10mD, b) Result obtained for
a CFL multiplier of 1,000 and the high matrix permeability of 100D.
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Figure 2.11: Line-averaged concentration profiles in model FRACS2000 as com-
puted with the second-order implicit scheme and the two different
matrix permeabilities, i.e. km = 10
−10, 10−14m2.
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summarized below:
• In intensely fractured porous media, the numerical dissipation in-
curred by implicit large-timestep schemes is insignificant relative to
the mechanical dispersion caused by the highly permeable fractures.
This implies that transport calculations for multiple realizations can
be conducted at low computational cost, if unstructured adaptively
refined meshes are used as described in Paluszny et al. (2007).
• The numerical dissipation in the rock matrix is less pronounced when
the fracture-matrix flux ratio is relatively high and the numerical error
in simulations for higher qf/qm are much less than that for lower ones
(figure 2.7).
• In order to choose a CFL multiplier with minimal effect on the results
of second-order IMP-IMS scheme, CFL histogram should be consid-
ered. We can use this target to find an optimal time discretization /
degree of CFL overstepping.
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3 Solute transport in
geomechanically grown fractured
porous media
3.1 Introduction
Understanding the effect of naturally fractured rocks on preferential solute
transport is a challenging area for engineers: petroleum engineers charac-
terise and predict the effect of such systems on oil recovery (e.g. Mattha¨i
et al., 2007b); hydrogeologists investigate these effects in remediation of
groundwater contaminant, such as DNAPLs1 in fractured rocks (e.g. Keller
et al., 2004); additionally, there is a general interest in understanding the
potential risk of nuclear waste disposal in heterogeneous media, as frac-
tures may facilitate exposing hazardous chemical substances by providing
fast flow pathways (Harrar et al., 2007). Such studies require descriptive
knowledge of spatial distribution of fractures and their aperture sizes (e.g.
1Dense non-aqueous phase liquid
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Kulatilake et al., 2008).
Recent numerical studies show that fracture patterns can be realistically
recreated by approximating mechanical behaviour using 2D simulations (In-
graffea and Saouma, 1985; Belytschko and Black, 1999; Olson, 1993; Ren-
shaw and Pollard, 1994; Huang et al., 2003). Interest in simulating fracture
growth extends across a variety of application fields including: hydraulic
fracturing (e.g. Boone and Ingraffea, 1990), structural analysis for civil en-
gineering (e.g. Bazant and Verdure, 2007), composite material design for
aeronautics (e.g. Camanho et al., 2006), nuclear waste disposal risk assess-
ment (e.g. Shen et al., 2004), and analysis of flow and mechanical properties
of fractured reservoirs (cf. Zoback, 2007).
Geomechanical fracture set generation poses an interesting alternative to
stochastically generated fracture sets. Its main disadvantage with respect to
the latter is that it is more computationally expensive. However, randomly
generated datasets do not capture complex mechanical interactions between
fractures that occur during growth. Therefore, while they may reproduce
the statistics of measured data, such as spacing and aperture distributions,
they do not capture the underlying mechanics that govern their develop-
ment and hence do not capture more subtle patterns that depend on the
rock’s deformation history and its material properties. One example is frac-
ture density: in randomly generated datasets, density is created by adding
more or larger fractures, while in geomechanical datasets it is a by-product
of growth and coalescence. Furthermore, randomly generated datasets do
not usually model fracture curving. Thus, a fracture is always planar and
its orientation predefines its connectivity. In mechanically informed simu-
lations, this is not the case: fractures can grow in any shape and pattern,
and thus, can greatly enhance connectivity without significantly increasing
density (Paluszny, 2009).
Related work on fracture pattern generation relies on a sub-grid repre-
sentation of fractures and on the extension of the finite-element method
to capture them as discontinuities in the displacement field (Belytschko
and Black, 1999). The advantage of the finite-element-based modelling of
deformation is the simplicity of the numerical discretization of the solved
equations. The idea is that by retaining an accurate representation of topol-
ogy and material interfaces the numerical method is relieved of a sub-mesh
representation of the geometry and there is more room to capture complex
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behaviour, such as compaction, damage, and inelastic deformation. An ex-
ample that couples flow and deformation is hydraulic fracture propagation
by Boone and Ingraffea (1990) and Secchi et al. (2004). Using an approach
where fracture and matrix domains are discretely represented allows for its
swift integration into compatible flow codes to measure multi-phase flow
and other transport properties.
Describing solute transport in terms of average equations is a challenge.
It is known that velocity field variation arising from the permeability field
is responsible for the dispersive movement of contaminants or tracers in
heterogeneous porous media. This can yield anomalous or non-Fickian
transport (Berkowitz and Scher, 1995). Berkowitz and Scher (1997), for
example, found such transport by using particle tracking simulations on a
set of randomly generated fracture networks. Many laboratory and field
measurements of solute transport in fractured rocks have shown the same
behaviour (Cliffe et al., 1993; Becker and Shapiro, 2000; Vilks and Baik,
2001; Cvetkovic and Cheng, 2007). Unlike the classical S-shaped break-
through curves of homogeneous porous media, these curves differ signifi-
cantly for fractured porous media (Berkowitz, 2002). Early breakthrough
times, long tails, and multiple peaks are characteristics of such curves. Thus,
the homogeneous formulations of the transport equations do not accurately
demonstrate the key features of field-scale transport in such media. Much
research has addressed flow and transport in dense and well-interconnected
fracture networks, but little attention has been devoted to understand the
effect of sparse fracture sets on solute transport.
In this work, we demonstrate how heterogeneity caused by geomechani-
cally grown fractures impacts solute transport. We achieve this by combin-
ing a geomechanic model (developed by Paluszny, 2009) with a single-phase
flow and transport model (Mattha¨i et al., 2009). The first model provides
geomechanically grown fracture sets with detail information of aperture dis-
tribution. These are used to conduct flow and transport simulations at dif-
ferent growth stages with different fracture densities to address the advective
transfer in a heterogeneous system.
This chapter is organised as follows. It starts with a description of me-
chanical simulation. This section ends with the set-up of the numerical
model. This is followed by a discussion of computational errors in terms
of discretization error and convergence of the averaging procedure. The
59
results of a series of accurate simulations are provided to study the effect
of different fracture growth stages on the dispersive behaviour. Simulation
of different matrix rock permeabilities and displacements are presented and
results from networks with variable and constant apertures are compared.
3.2 Methodology
3.2.1 Mechanical simulation
A brief review of the finite-element based deformation kernel a description
of the failure and propagation criteria, and a summary of the assumptions
of the method are presented as follow:
Deformation
Linear elastic deformation stress-strain constitutive equations for 2D homo-
geneous and isotropic media (Cook et al., 1989) can be expressed as,
σ =De (ε− ε0) + σ0, (3.1)
where ε = {εxx, εyy , εxy}
T [-] is the strain vector, σ = {σxx, σyy , σxy}
T
[ML−1T−2] is the stress vector, σ0 and ε0 are the initial stress and strain
vectors respectively, and De is the linear elastic material stiffness matrix.
For the plane strain assumption De is,
De =
E
(1 + ν)(1− 2ν)


1− ν ν 0
ν 1− ν 0
0 0 1− 2ν

 , (3.2)
where E [ML−1T−2] is the elasticity moduls and ν [-] is the poison ratio. At
force equilibrium, i.e. stresses are in equilibrium with body forces (gravity
and acceleration), it follows that ∂σ + F = 0, where F is forces and ∂ is
the kinematic operator as,
∂ =


∂
∂x 0
0 ∂∂y
∂
∂y
∂
∂x

 (3.3)
We implement a finite-element solution for the deformation of arbitrar-
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ily shaped objects described by equation 3.1. We use the system algebraic
multigrid method (SAMG) to solve the ensuing FEM linear algebraic equa-
tions (Paluszny, 2009).
Fracture Growth
Modelling multiple crack growth relies on three locally determined criteria:
failure, propagation, and angle (Paluszny and Mattha¨i, 2009b). A fail-
ure criterion determines if a rock sample will locally fail. Specifically, the
sub-critical crack growth failure criterion prescribes that a tip will prop-
agate at a lower strength due to inherent fatigue and corrosive processes
that progressively weaken tips (Atkinson, 1984). Propagation speed is re-
lated to the maximum fracture length, within a group of quasi-statically
propagating cracks, by means of a power law (Broek, 1986; Kachanov,
1987; Atkinson and Meredith, 1987). Individual speeds during simultaneous
growth is formalized by a propagation criterion. We measure energy release
rate, G, at each tip for plain strain as G = (1− ν2)/KI
2E and for plane
stress as G = KI
2/E, where KI [ML
−3T−2] is the stress intensity factor.
Additionally, we monitor the tip with the maximum energy concentration
Gmax = ‖G‖∞, the L-infinity norm of G, which we assume is the fastest
crack tip.
We implement a well-established Paris-type propagation criterion orig-
inally defined by Charles (1958), and extended by Renshaw and Pollard
(1994), to compute the distance a crack tip will advance at any propagation
step. This criterion relates the energy accumulated around a specific tip
with the maximum energy of all tips and weights growth with an empirical
velocity index, α. Thus, tips with the highest G advance faster than the
rest. It follows that (Renshaw and Pollard, 1994)
ladv = lmax
(
G
Gmax
)α=0.35
(3.4)
where ladv is the propagation length, and lmax is the maximum length in-
crease at any propagation step. We use a fixed velocity index of 0.35 iden-
tified by exhaustive experimentation to yield realistic fracture patterns for
rock analogues (Renshaw and Pollard, 1994). Finally, fracture propagation
angle is determined by the local maximum circumferential stress at the tip
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(Cotterell and Rice, 1980).
Initially, the model is populated with a set of random flaws. Flaws grow
into fractures represented by two-dimensional closed polygons. The model
is deformed to trigger fracture growth. At each loading step the mesh is
adapted to capture the emerging fracture geometry (Paluszny, 2009). This is
equivalent to a high-level Picard iteration which allows fractures to advance
until the energy at the tips ceases to induce propagation. Further details
of the method, including a discussion of the validation can be found in
Paluszny and Mattha¨i (2009b,a).
Assumptions
The assumptions of our mechanical formulation are: 1) the material is brit-
tle, homogeneous, isotropic, and linearly elastic; 2) deformation is simulated
in 2D in plane strain conditions; 3) fracture tips are initially pointy, and
linearly approximate an elliptical shape; 4) propagation is quasi-static and
strain rate independent; and, 5) there is no cohesion/traction between frac-
ture walls.
Fracture apertures
For the flow simulation, the matrix is discretized by triangular elements
while fractures are represented by line elements, corresponding to their cen-
trelines. To retain the geomechanical information of the aperture we store
a scalar value at each node to capture the thickness variation of the original
fracture shape. Therefore, we define a variable af along each fracture:
af = 〈afo |...| afi |...| afn〉 , (3.5)
where fracture f has n points along its centreline. Due to the lower dimen-
sional representation of the fracture, we weight properties defined at the
lines, such as permeability and porosity, with the local aperture to capture
the actual thickness of the reduced element (Juanes et al., 2002). Figure 3.1
illustrates the piecewise mapping of the apertures along the fracture onto
its centreline.
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Figure 3.1: Fracture centreline and aperture approximation. The centreline
tracks the skeleton of the fracture shape. Black dots denote the nodes
on the fracture wall (such as fn, fn+1 and fn−1). White dots repre-
sent the corresponding centreline nodes, ni and ni+1. fn is a fracture
tip. ai is the aperture of the fracture at ni; in this case ai equals
the distance between fn+1 and fn−1. The thick line represents a line
element of the centreline. The aperture assigned to the local line
element, afi, is the average between ai and ai+1.
Average and effective apertures
To simplify the simulations we can use a constant aperture size for all the
fractures. Two constant values for the fracture aperture can be calculated,
i.e. average and effective. The weighted average aperture is calculated;
aavg =
∑n
i afili∑n
i li
, (3.6)
where li is the length of element i ∈ [1, n]. To calculate effective aperture
sizes, we calculate effective permeability using the mechanical simulation
results, i.e. considering fractures with variable aperture sizes. Then by
using an iterative method we determine a constant effective aperture size
(aeff) which results the same effective permeability.
3.2.2 Flow and transport modelling in fractured porous
media
We solve the described equations (1.3) and (1.4) for flow and transport
in porous media for slightly compressible miscible flow. This are solved
implicitly using an operator splitting method (Geiger et al., 2004). First, we
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obtain the pressure field by solving the pressure equation 1.3 using a linear
finite-element discretization. Then the transport equation 1.4 is solved using
a conservative finite-volume method discretized on a finite-volume mesh that
is constructed around the nodes of the finite-element mesh (figure 2.3).
3.2.3 Set-up of the numerical model
A hybrid finite-element finite-volume method implemented in CSMP++
(Geiger et al., 2004; Paluszny et al., 2007) is capable of considering fractures
with lower dimensional elements. As a consequence, fewer elements are
needed to discretize the model. Note that this method is only applicable
when fractures have higher permeability than the rock matrix.
A two-dimensional heterogeneous model containing open fractures em-
bedded in a homogeneous rock matrix is employed for this study. We use
the output of the mechanical simulations as input for the transport simula-
tion. At each selected iteration level we output the geometry and calculate
aperture size to run the transport simulation. The transport simulation
is conducted using the 2nd-order implicit method combined with the TVD
scheme.
Boundary and initial conditions
For the mechanical simulation we setup a 4 × 1 m model with 100 initial
flaws. Their position is random and follows a uniform probability distribu-
tion, and their size follows a Gaussian distribution with mean 0.004 m and
standard deviation 0.045 m. All flaws are initially horizontal and have a
minimum spacing of 0.012 m. We assume average limestone rock proper-
ties: Young’s modulus of 20 GPa, Poisson’s ratio of 0.25, and subcritical
toughness KIC of 1.5 MPa m
1/2. We fix the lower boundary and apply an
extensional displacement boundary condition at the top of 10−3m.
We perform the flow and transport simulation on a subregion of the grown
model, of size 2 × 1m. We uniformly distribute a tracer, c = 1 kg/m3, ini-
tially in a slit with 1 cm thickness along the left side of the model. Elsewhere,
concentration is set to zero. A fluid with zero concentration is injected from
the left boundary; there is a 1 MPa pressure difference between the left
and right boundaries. Note that there is no density or viscosity variation
in this study. These initial and boundary conditions apply to all our nu-
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merical experiments. Matrix permeability for most cases is set to 10 mD
while matrix porosity is 30%. We assume fractures are open and calculate
fracture permeability from local aperture using the parallel plate law such
that kf = a
2
f/12. This assumes that the flow is laminar and the fracture
has smooth, stepwise parallel walls with a local separation of af (Kranz et
al., 1979; Witherspoon et al., 1980). Fracture permeability, kf , is defined
as a piecewise constant value along the line elements.
3.3 Results and Discussion
3.3.1 Fracture patterns
Initially, flaws grow following straight paths. Once they become larger,
they start to interact with proximal fractures by influencing the stress field
around their tips (figure 3.2). Connectivity does not increase smoothly as
a function of density, instead, it increases in a steep step-wise manner. The
fracture geometry and aperture distribution of a model realization at three
stages of growth are shown in figure 3.3.
The initial distribution of the flaws plays an important role in determin-
ing the final pattern, because it determines where fractures start to prop-
agate. However, their orientation exhibits little effect on the final network
(Paluszny, 2009). In contrast, spacing has a quantitative impact on the fi-
nal pattern. Large areas without flaws act as “stronger” areas of the model,
and in turn exhibit less fracturing. A thorough description of the generated
fracture pattern is presented elsewhere (Paluszny and Mattha¨i, 2009a).
3.3.2 Discretization error
In order to choose the mesh size for this study, we conduct calculations on
five triangular element meshes (Mesh 1–5), where Mesh 1 is the coarsest
and Mesh 5 is the finest. Using a finer element size either uniformly or
only at the fractures are possible ways to increase the quality of the solu-
tion. The numerical solution of these simulations on one realization shows
convergence by increasing the level of refinement. The L2 error norms,
‖ cj − cr ‖=
√∑i=Ni
i=1 (c
i
j − c
i
r)
2, for different mesh refinements, j, are cal-
culated by taking the solution of Mesh5 as the reference solution, cr. Here,
cij denotes the output concentration at different time, and Ni is the num-
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Figure 3.2: An initial flaw distribution and a developed fracture set of a growth
simulation.
ber of time-steps. These errors and the error reduction, ‖ cj − cj−1 ‖, are
presented in Table 3.1. Note that the discretization error convergence in
this study depends strongly on both the mechanical and solute transport
simulations. Considering computational time and reduced errors measured
for Mesh 4, we choose a mesh size of 1 cm for the rock matrix and 0.25 cm
for the fractures. The results show that refined regions are also where fast
flow occurs.
3.3.3 Ensemble breakthrough curves
We take the ensemble average of the breakthrough curves, at the right
boundary, over n realizations. We use
Ei =‖< c >i − < c >i−1‖, (3.7)
criterion to determine the number of realizations needed for averaging. Ei
shows the convergence of the ensemble breakthrough curves (figure 3.4).
Here <>i denotes the breakthrough average of i realizations. The variation
of the breakthrough curves for each realization around a mean value is higher
for more developed fracture sets. The averaged break through curves are
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Fracture Density = 0.102 m-1
Fracture Density = 0.015m-1
Figure 3.3: Mechanically grown fracture networks at different growth stages (after
20,50 and 80 iterations) with a maximum aperture size of 0.001 m.
Table 3.1: Discretization errors as a function of mesh refinement. Mesh 1, 3 and
5 are uniformly refined everywhere whereas Mesh 2 and 4 are more
refined at the fractures. Mesh 1 is the coarsest while Mesh 5 is the
finest.
Mesh Element
size matrix
(cm)
Element
size frac-
tures (cm)
Number
of Nodes
‖ cj−cj−1 ‖ ‖ cj − cr ‖
Mesh1 1 1 18,470 1.9×10−2 1.5×10−2
Mesh2 1 0.5 29679 9.3×10−3 1.0×10−2
Mesh3 0.5 0.5 73881 9.9×10−3 9.6×10−3
Mesh4 1 0.25 52917 6.6×10−3 6.6×10−3
Mesh5 0.25 0.25 291242 - -
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Figure 3.4: Average convergence error for different growth stages. Ei is ‖< c >i
− < c >i−1‖ and <>i denotes the breakthrough average of i realiza-
tions.
presented in figure 3.5. We also calculate the fracture-matrix flux ratio,
qf/qm, as stressed by Mattha¨i and Belayneh (2004) the importance of this
ratio on flow pattern in fractured rock.
3.3.4 Effect of rock matrix permeability
Fractures in most of the realization in this study are not well interconnected,
even in the later stage of growth (see figure 3.3) and therefore the flow in
the matrix has a major effect on the transport. We conduct simulations for
7 realizations with different rock permeabilities. Figure 3.6 compares con-
centration profiles of one realization with different rock permeabilities after
1 hour and 5 hours. It can be seen that the plume transverses slower in the
model with lower matrix permeability. This slow movement of the plume in
the matrix and higher fracture-matrix flux ratio leads to more anomalous
behaviour. For each matrix permeability the average breakthrough curve
of 7 realizations are averaged (figure 3.7). It is clear that smaller matrix
permeability values cause a stronger localization of flow in fractures. This
also can be seen in figures 3.8 and 3.9 for a wider range of matrix permeabil-
ity with continuous injection of the tracer through the left boundary. The
dispersive behaviour of such systems is, however, controlled by the matrix
permeability as the fractures are not well connected. Model properties in-
cluding fracture density and fracture spacing are fixed but fracture-matrix
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Figure 3.5: Breakthrough curves for the model with different realizations at dif-
ferent fracture network growth stages. Bold lines indicate the average,
and faint lines indicate the breakthrough curves for each realization.
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Figure 3.6: Concentration profiles for one realization with different matrix per-
meability at two different times. The bold lines are the profiles after 1
hour and the dashed lines are the concentration profiles after 5 hours.
flux ratio. The slopes of the tail of breakthrough curves are smaller, indicat-
ing a stronger anomalous transport, for higher fracture-matrix flux ratios.
3.3.5 Constant fracture aperture size
We calculate the effective aperture which yields the same effective perme-
ability using the dataset with varying aperture sizes. This effective aperture
size is then used to calculate transport. Having done this, we can compare
the difference on solute transport between a fracture set with a constant ef-
fective aperture size and the same fracture set with our conceptual aperture
distribution. This procedure is repeated for different realizations with two
different rock matrix permeabilities (figure 3.10). Two concentration peaks
resulting from the existence of two main separate pathways in figure 3.10-a
also appear in the breakthrough curve result of the simplified model. The
main difference is the time to breakthrough which is earlier for the variable
aperture model. The slopes of the breakthrough curves are very similar.
This result suggests that using effective aperture size, computed based
on the effective permeability of the system, yields acceptable prediction of
dispersion in fractured media. Note that further study is needed to examine
this behaviour in well connected fracture networks and three-dimensional
fractured porous media. However, this provides some assurance that the
effective aperture size does represent adequately flow and transport, partic-
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Figure 3.7: Breakthrough curves for the model with different matrix permeability.
Four different matrix permeabilities are compared, i.e. km = 10, 8, 6, 4
mD.
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Figure 3.8: Breakthrough curves (seven realizations) for a wider range of ma-
trix permeability (km = 0.01, 0.1, 1, 10 mD). The black lines are the
average breakthrough curves.
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Figure 3.9: Time derivative of breakthrough curves for the model with four differ-
ent matrix permeabilities (km = 0.01, 0.1, 1, 10 mD). The black lines
are the average of the seven realizations.
ularly, for poorly interconnected fracture networks. The difference between
the breakthrough curves of different realization implies that the fracture
geometry is more influential on the solute transport behaviour than aper-
ture size variation. This is in accordance with the findings of Cey et al.
(2006) for one fracture. They suggest that in a partially saturated fracture,
the aperture variability within individual fractures has a minor effect on
the predictability of the flow simulations. Nevertheless, finding the effective
aperture size in the field is quite challenging, using a constant value for the
aperture sizes reduces the complexity of the simulations.
3.3.6 Displacement
We apply two different displacements at the top and bottom of the model
to examine the effect of boundary condition on solute transport. Two dif-
ferent displacements (1 mm and 0.1 mm) are set at the model boundaries.
The former yields larger aperture size and higher heterogeneity. The frac-
ture aperture size histogram for both simulations is plotted in figure 3.11
on logarithmic bins. The transport simulations are conducted for two dif-
ferent matrix permeabilities. We calculate effective aperture sizes and ge-
ometric average aperture sizes. The average aperture sizes are gained by
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Figure 3.10: Comparison of the breakthrough curves of four realizations between
the models with our conceptual aperture distribution and the ones
with the effective aperture sizes. Simulations for each realization are
conducted with two different rock matrix permeabilities (km = 4, 10
mD).
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Table 3.2: Average and effective aperture sizes for different displacements and
different rock matrix permeabilities.
Displacement
(m)
0.001 0.001 0.0001 0.0001
Km (mD) 10 4 10 4
aavg (m) 2.78×10
−4 2.78×10−4 7.96×10−5 7.96×10−5
aeff (m) 8.66×10
−5 7.88×10−5 3.98×10−5 3.90×10−5
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Figure 3.11: Aperture size histogram resulting from two different displacement
(0.001 and 0.0001 m) at the model boundaries.
calculating the mean value of weighted aperture sizes by the length of each
finite-elements. Table 3.2 illustrates this value for different scenarios.
Figure 3.12 illustrates clearly the effect of displacement on the break-
through curves for two different matrix permeabilities. Larger displacement
results in earlier breakthrough times and higher concentration peaks because
the effective permeability of the model is higher. Figure 3.13 compares the
breakthrough curves predicted by different aperture sizes for the larger dis-
placement of 1 mm. The results of using effective aperture sizes are in good
agreement with those with varying fracture sizes as the L2 error norm is
equal to 0.6% for the model with the matrix permeability of 10 mD and
0.1% for the matrix permeability of 4 mD. Whereas, using geometric aver-
age aperture yields a higher error of 1.8% and 0.8%, respectively. Paluszny
and Mattha¨i (2009a) also found that using the geometric average aperture
does not yield the same effective permeability as compared to the using
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Figure 3.12: Breakthrough curves for different displacements (0.001 and 0.0001
m) and different matrix permeabilities (km = 4, 10 mD).
variable aperture sizes. The breakthrough curves resulted from using the
effective aperture sizes reveal less dispersive behaviour in comparison with
breakthrough curves predicted by using variable aperture sizes.
3.4 Conclusions
In this work we combine a geomechanic model2 that produces realistic frac-
ture datasets, including detail aperture distributions, with a flow and trans-
port model. The key findings of this study are:
• Naturally fractured media exhibit anomalous transport provided that
fractures are developed. Our results demonstrate highly dispersed
plumes and long-tails in the breakthrough curves for fractured media.
• Matrix permeability, fracture density, spacing and qf/qm ratio show
an explicit impact on the dispersive behaviour of solute transport in
fractured media.
• Using the effective aperture size, instead of the actual aperture distri-
bution, reduces detail in breakthrough curves while resembling trans-
port trends for all cases. Our observations suggest that applying the
2This model is developed by Paluszny (2009)
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Figure 3.13: Breakthrough curves calculated with different aperture sizes (vary-
ing aperture, effective aperture and weighted average aperture) for
a model with two matrix permeabilities (km = 4, 10 mD).
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effective aperture size calculated based on the effective permeability
of the system for flow and transport modelling provides satisfactory
result for many applications.
• Using a constant value for the aperture sizes reduces the complexity
of the system, although estimating the effective aperture size in the
field study is a formidable task.
• Using the geometrical average aperture sizes may not predicate accu-
rate results.
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4 A hybrid FE-FV method with
embedded discontinuities for
solute transport
4.1 Introduction
Natural porous formations are heterogeneous and display spatial variability
of their geometric and hydraulic properties affecting fluid flow. It is essential
for petroleum and ground water engineers to understand this coupling as it
helps them to design oil recovery or pollution remediation schemes. During
oil recovery from a fractured porous medium different physical processes (i.e.
viscous, gravitational and capillary processes) interact, controlling recovery.
In the subsurface the contaminant motion is a complex process (Abriola and
Pinder, 1985). To remove pollution from complex aquifers as it moves along
certain pathways preferentially, understanding of the fluid flow behaviour
is equally important. Since it is difficult and expensive to conduct physical
mesoscale experiments in the subsurface, numerical modelling of flow and
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transport is preferred in this analysis.
Mathematical relationships that describe flow through porous media are
often derived for a representative elementary volume (REV), beyond which
the properties of the medium are assumed to be scale invariant (Bear,
1988). This simplification is a necessary step in developing conceptual mod-
els, but implies that the equations that are now commonly applied on the
large(field)-scale, only partially capture the underlying flow behaviour in
heterogeneous porous formations (e.g. Gray and Miller, 2005). Apart from
the uncertainties in the mathematical representation of the physics, errors
may result from discretizing and/or solving these equations incorrectly in
numerical simulations.
A range of mathematical modelling studies have considered flow and
transport in heterogeneous media (Gray and Miller, 2005). Bear (1988)
originally derived average equations for the continuum scale. Hassanizadeh
and Gray (1989) derived conditions obtained from the conservation laws
at the interfaces. Solving the average equations is discussed in Chen and
Ewing (2001), Helmig (1997) and Mattha¨i et al. (2007b) who also use a
continuum approach for these systems.
Due to differences in the material dependent variables, discontinuities
may form during advective or diffusive transfer. The experiments of Dawe
et al. (1992) show the influence of a material discontinuity and its barrier
effect on single and two-phase flow in heterogeneous porous media. Even
for the tracer case they observed a jump discontinuity in concentration at
a material interface. Assuming flux continuity at the interface, Leij and
Van Genuchten (1994) derived an analytical solution for single-phase flow
in double-layer porous medium and concluded that ordering of the layers
can yield different breakthrough curves. Similarly, Berkowitz et al. (2009)
suggest that tracer transport can become directionally dependent in the
presence of material interfaces on the grounding of laboratory study. Based
on Marseguerra and Zoia (2006) results, employing a Monte Carlo approach
to particle transport across an interface also results in a concentration jump
when the velocity of the particles changes across the interface. Discontinu-
ities are a general issue when we attempt to represent and simplify nature
through mathematical equations. In nature there rarely are true discontinu-
ities although concentration changes occur over very small distances, which
we need to represent by interfaces (lines/planes in a two-/three-dimensional
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model). Very fine meshes of the interface would be necessary to resolve this
problem in continuum models (Carrera et al., 1998). Thus, among many
others McDermott et al. (2009) propose a hybrid method which uses a com-
bination of an analytical and a numerical methods: A numerical solution
is found for advection dominate model domains while an analytical solu-
tion technique is used in diffusion sub-domains, rock matrix. This method
is proposed for fracture networks where the permeability of the matrix is
extremely low and fractures are well interconnected.
Several numerical studies address saturation discontinuities arising in two-
phase flow. A vertex-centred finite-volume method is presented by Reichen-
berger et al. (2006) to solve two-phase flow equations for fractured porous
media with saturation discontinuities. Epshteyn and Riviere (2007) and
Hoteit and Firoozabadi (2008b) employ an implicit discontinuous Galerkin
finite-element method for two-phase flow. Hoteit and Firoozabadi (2008b)
combined the mixed finite-element(MFE) and discontinuous Galerkin (DG)
methods to capture saturation discontinuities arising from capillary effect.
They used the MFE method to solve the pressure equation and the DG
method to solve the saturation equation. The variable transport discontinu-
ities at material interfaces have received more attention in multi-phase than
in single-phase flow. In single-phase flow, Chen et al. (2008) also employ
a DG method showing that this scheme is able to capture sharp gradients
in the solution in comparison with FEM. However, numerical modelling of
interfaces between different materials still deserves special attention.
In this work, we develop a numerical model of single-phase flow and
transport in heterogeneous porous media that does not smear concentration
across material interfaces, but retains a continuous discretization elsewhere.
We achieve this by extending the finite-element node-centred finite-volume
method, cf. Geiger et al. (2004) and Paluszny et al. (2007), hereafter called
FEFVM. In our approach, the original mesh is exploded, i.e. extra nodes
are added at the same location as old nodes to allow discontinuity in mate-
rial properties, along the material interfaces, effectively adding new nodes
to support discontinuities in the transport variables. We call this method
which multiplicates nodes at the interfaces, FEFVM with embedded dis-
continuities (DFEFVM). We will show that this method is locally mass
conservative and concentration fronts remain sharp and free from oscilla-
tions. This chapter addresses both advective and diffusive transfer through
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heterogeneous media and continues with an introduction of the governing
equation, followed by the new description of the numerical scheme for the
material interfaces. This methodology section ends with a presentation of a
concentration averaging method. The main part of this chapter attempts a
verification of the new method by comparison with a continuous one applied
to an inhomogeneous porous medium including interfaces. This is followed
by an illustration of the effect of the material interfaces transfer through
heterogeneous porous media.
4.2 Methodology
4.2.1 Governing equations
The coupled model of transport used to illustrate the embedded discontinu-
ity method is simple. The continuity equation 1.2 without the gravity term
and the mass balance equation 1.4 for a non-reactive and non-adsorbing so-
lute in a non-deformable porous medium are solved using FEFV framework.
In this work for the sake of simplicity we use D , the dispersion coefficient
[L−2T−1], as a scalar variable disregarding velocity dependence.
4.2.2 Finite-element finite-volume stencils
In a porous medium with different domains Ωi, material properties such as
permeability and porosity change abruptly at the interfaces between dif-
ferent materials, Γ ∈ Ω1 ∩ Ω2. A porous medium containing impermeable
shale layers, or fractures would be an example. The FEFV method gives
only average concentration values at these interfaces Γ. This value may
neither be representative of the concentration on the right, nor on the left
of the interface.
To overcome this dilemma we introduce as many interface nodes as there
are materials joined at this point. Thus, every new node is a member of
only one sub-domain (figure 4.1). As a consequence, they can now represent
concentration discontinuities at such location. The main difference between
this method and the one explained in (Paluszny et al., 2007) is the nature
of the FV sectors at material interfaces where the FVs now are truncated
(figure 4.2). This situation needs additional care.
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Figure 4.1: Five finite-elements representing three different material domains.
Splitting nodes is achieved by adding new nodes to the nodes shared
by different material. The number of nodes at the shared node is
equal to the number of different domains or materials sharing the
same node. Five nodes (8,9,10,11,12) are added to the mesh for dis-
continuous DFEFVM discretization. For example, the interface Γ1 is
located between Ω1 and Ω2 domains (the face of e1 between nodes 4
and 5).
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Figure 4.2: Node-centred finite-volume discretization of two-dimensional finite-
elements. There are five elements and three material interfaces shared
between elements. The truncated finite-volumes are bounded by FV
facets and finite-element faces.
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Figure 4.3: One dimensional model discretized by the FEFVM and DFEVM.
Solving the pressure equation on the disjoined FE mesh
Assuming an incompressible fluid and porous material and neglecting the
effects of gravity, equations (1.1) and (1.2) yield for a steady state,
∇ ·
(
k
µ
∇P
)
= q˙. (4.1)
The resulting pressure field is resolved in the weak integral form as is
explained in section 1.2.2.
To obtain the results shown in this chapter, we have solved the pressure
and transport equations sequentially (e.g. Geiger et al., 2004; Gerritsen and
Durlofksy, 2005). The pressure equation is first transformed into algebraic
systems of the form AX = b (see section 1.2.2). After this accumulation
of the integral terms into the global solution matrix, pressure continuity
across the interfaces is reestablished by adding off-diagonal terms to couple
the new nodes in matrix A to the corresponding nodes from each interface.
The diagonal terms are modified accordingly. This is explained trough a
simple one dimensional model containing two elements where node 2 is split
for DFEFVM (figure 4.3). The element conductance matrices, K1 and K2,
for element 1 and 2 are :
K1 =
[
a1 −a1
−a1 a1
]
K2 =
[
a2 −a2
−a2 a2
]
The global conductance matrix for FEFVM reads,
A =


a1 −a1 0
−a1 a2 + a2 −a2
0 −a2 a2


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whereas for the DFEFVM it yields,
A =


a1 −a1 0 0
−a1 a1 0 0
0 0 a2 −a2
0 0 −a2 a2


The second and third rows correspond to the nodes at the interface.
Adding off-diagonal terms to couple the nodes 2 and 3 in matrix A to the
corresponding nodes from the same interface and modifying the diagonal
one accordingly, gives,
A =


a1 −a1 0 0
−a1 a1 + a2 0 0− a2
0− a1 0 a2 + a1 −a2
0 0 −a2 a2


This procedure forces the nodal pressure values on either side of the in-
terface to become the same. Note, that this new scheme could also model
pressure discontinuities should these arise due to physical processes.
Solving the ADE with the FVM and FEM
We solve the ADE equation by using a fractional step method in which the
advection term of equation (1.4) is discretized using an explicit FVM and
the diffusion term of the ADE is discretized using an implicit FEM. In the
DFEFVM, we need to employ an extra condition at the material interfaces.
In order to couple model sub-domains, flux continuity is implemented: First,
we calculate the diffusive flux J iD between adjacent elements, e
+ and e−, at
the interface, Γi ∈ e+∪ e−, by using their FV stencils (see figure 4.4). Then
we add it to the right hand side of equation (1.41) as a Neumann boundary
condition,
∫
ΩN
T qjDNdΓ. J
i
D at interface Γ
i is calculated as,
J iD = a
iDi∇Γc, (4.2)
where ai is the area of interface Γi and,
84
Γi
e+
e-
c+
c-u
u
n +
u i
u i
u
i
q 5
D
j=1 2 3
4
8
5
11
7
10
9
612
q 10
D
q
9 D
h +
h -
q 3
D q 11
D
Figure 4.4: The advective fluxes (ui) at the interface Γi, and diffusive nodal mass
fluxes (qjD) for node j . Velocity vectors u are constant piecewise at
elements. Here, h+ and h−, are the distances between the barycentres
of e+ / e− and the interface Γi; c+ and c− denote the concentration
value at the barycentres of e+ and e− found by FEM interpolation.
∇Γc =
c+ − c−
h+ + h−
Di =
D+h+ +D−h−
h+ + h−
(4.3)
Similar to Manzini and Russo (2008), we use the effective distance, h+ +
h−, summation of the distances between the barycentres of e+ / e− and the
interface Γi. The average dispersion, Di, at the interface Γi is weighted by
h+ and h−. In equation (4.3), c+ and c− denote the concentration value
at the barycentres of e+ and e− found by FEM interpolation (figure 4.4).
Therefore the diffusive, source/sink, mass flux for node j is the result of
distributing the flux J iD between the nodes at the interface,
qjD =
∑k
i=1
J iD
number of nodes at Γi ∩ e+
, (4.4)
In the 2D example (e.g. figure 4.1), the number of nodes at the interface
Γ1 ∩ e1 is 2 while k, the number of element faces at the interfaces shared by
node 5, is 2.
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For, the advection term in equation 1.4, using piecewise constant FV
interpolation functions and a first-order upwind scheme, gives,
φ
∫
ν
ct+∆tdν = φ
∫
ν
ctdν −∆t
(∫
Γν
(n · u)cˆtdΓν +
∫
ν
qdν
)
. (4.5)
Here cˆt = cc if n·u > 0, otherwise cˆ
t = cu; where cu and cc denote concen-
tration at the upstream and current finite-volumes, respectively. The veloc-
ities, u, calculated by element-wise differentiation of the pressure field are
used to solve this equation. In the FEFVM (see figure 1.5) element-wise con-
stant velocities, still are sufficient for continuity across finite-volume bound-
aries (cf. Cordes and Kinzelbach, 1992). Consequently, this discretization
system is conservative. However, truncated finite-volumes at the internal
and external model boundaries require a special treatment to close the gov-
erning equations. This requires an approximation of velocity at the finite-
element faces to close the surface integral of those truncated FVs. However,
the flux across such faces is not continuous. There are different approaches
to resolve this problem, as outlined by Bassi and Rebay (1996) and Cock-
burn (2003). If velocity components normal to the interface are similar on
either side of the interface Γi, one can simply use their arithmetic average:
ui =
(u+ · n+) + (u− · n+)
2
, (4.6)
where n+ denotes the unit normal to e+, oriented from e+ to e− (figure
4.4).
Both implicit and explicit schemes can be discretized with higher-order
accuracy to preserve gradients of the solution variable. To eliminate poten-
tial spurious oscillations ensuing from higher-order approximation (Harten,
1983), a total variation diminishing (TVD) flux limiter (see section 1.2.3)
can be employed (e.g. Sweby, 1984; Blunt and Rubin, 1992), see also Mattha¨i
et al. (2009). Since splitting finite volumes at material interfaces somewhat
improves solution quality by reducing FV size and we cannot readily average
the constitutive relations needed to construct a higher-order interface flux
approximation, we use first order upwinding to compute fluxes into finite
volumes which are split.
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Figure 4.5: Cut line in a two-dimensional FV-FE stencil, a) Nodes at the
interfaces are shared with different sub-domains b) new stencil
with extra nodes at the interfaces. Node identifier, nj , and the
FE-FV area, Aj , associated with it, for example, for a) FE-
FVM are [(n2,A0),(n5,A1),(n6, A2)] and for b) DFEFVM are
[(n2,A0),(n5,A1),(n9, A2),(n10,A3),(n6,A4)].
4.2.3 Averaging of transported variable
To obtain one-dimensional concentration profiles (e.g. figure 4.15) for com-
parison of the results of runs with- or without embedded discontinuities, we
use averaging along cut lines or planes (see section 2.2.3).
This procedure gives an imprecise result where different materials occupy
the same FV (figure 4.5a). However, this never occurs in the DFEFVM
(figure 4.5b) because such FVs are split.
4.2.4 Numerical models
Several models are used to evaluate the performance of the implemented
scheme for advection and diffusion problems, see Table 4.1. These models
are described in the following.
Models 1 – 4
To study convergence of the DFEFVM, four models of size of 1m × 1m
are meshed: models 1,2 and 4 contain triangular elements and model 3
contains rectangular elements. In model 1 and model 2 every two adjacent
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Table 4.1: Material properties and initial conditions for four numerical models.
New nodes are added to the original mesh using DFEFVM.
Parameter Units LAYERED BLOCKS LENSES FAULT
X-dimension m 3 3 40 500
Y-dimension m 3 3 20 500
porosity X 0.25 0.25 0.15/0.25 0.2/0.25
D m2/s 5× 10−7 0 0 10−9/10−8
log k m2 - -15 / -10 -15 / -10 -17 / -10.5
Mesh
nodes 1,012 2,401 7,313 1,752
elements 2,129 5,030 3,089 4,072
new nodes 66 217 1,041 532
triangles that form a rectangle, and every rectangle in model 3, form a sub-
domain(see figure 4.6). These sub-domains become discontinuous for the
DFEFVM. A pressure differential of 103 Pa is applied between the left and
right boundaries for these rectangular models. The permeability of model
1,2 and 3 are set to 10−11 m2. Model 4 has the same configuration as model
2 but contains two different sub-domains with permeability of 10−11 (the
upper half) and 10−17 m2 (the lower half), respectively.
Model LAYERED
The rectangular Model LAYERED with size of 3×3m contains three vertical
layers with the same diffusion coefficient of 5× 10−7 m2/s (figure 4.7) and
is meshed by triangular elements. Its boundaries are closed (∂c/∂n = 0).
The simulation begins with an initial solute concentration of 1 kg/m3 in
the middle layer and zero elsewhere. The exact solution in the direction X,
perpendicular to the layers is given by (Carslaw and Jaeger, 1963):
c(x, t) = 0.5
(
erf(
2− x√
4Dt/φ
) + erf(
x− 1√
4Dt/φ
)
)
. (4.7)
Model BLOCKS
A rectangular inhomogeneous model BLOCKS (figure 4.8) has the same size
as model LAYERED, but contains ten sub-domains with different perme-
abilities ranging between 10−10 to 10−15 m2, although porosity is constant
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Model1 Model 2 Model 3 Model 4
Figure 4.6: Two refinement levels (8 × 8 and 16 × 16) for four models. Shaded
regions in model 1–3 illustrate example of a sub-domain (see text).
Model 4 is divided to two regions (the upper half and the lower half)
with different permeabilities.
3
 m
1 m
C=0 C=0C=1
D=5e-7 m2/s
Figure 4.7: Model LAYERED with three vertical layers meshed by triangular
elements. The diffusion coefficient of 5 × 10−7 m2/s is used for all
three layers.
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Figure 4.8: Model BLOCKS with ten rectangular sub-regions and a triangular
FE mesh. Gray shading display permeability.
(φ = 0.25). Then, a tracer with a concentration of 1 kg/m3 is injected from
the left boundary driven by a horizontal pressure gradient of 1100 Pa/m.
Model LENSES
The two-dimensional model LENSES, 40× 20m, (figure 4.9) containing low
permeability (10−15m2) lenses, embedded in a homogeneous high perme-
ability (10−10m2 ) substrate, is meshed with coarse triangular elements.
Porosity values of 0.15 are assigned to the lenses and 0.25 elsewhere (Table
4.1). The applied horizontal pressure gradient is equal to 1000Pa/m and
the medium is filled initially with tracer (c=1 kg/m3). Then fresh water
(c = 0) is injected continuously though the left boundary.
Using a finer mesh either uniformly or only at the interfaces are pos-
sible ways to increase the quality of the FEFVM solution. Five triangu-
lar element meshes with increasing levels of uniform refinement and two
meshes with adaptive refinement of the interfaces were used to quantify
mesh dependency. The coarsest mesh, Mesh1, consists of 7, 313 linear tri-
angular elements and 3, 089 nodes whereas the finest mesh, Mesh7, con-
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Figure 4.9: Velocity vectors and permeability field for the model LENSES
(Mesh1). The model has two permeabilities, darker colour indicates
the low permeable regions (10−15m2 ).
sists of 133, 741 linear triangular elements and 61, 648 nodes (figure 4.10).
Apparent-dispersivities are measured using the analytical solution to fit
dispersion coefficients (Landman, 2005). In this approach, the apparent-
dispersivity is calculated by dividing the fitted dispersion coefficient by the
average velocity but neglecting molecular diffusion. This dispersivity con-
tains the combined effects of the velocity variation and the discretization
error (Nick et al., 2009).
Model FAULT
A layered cross-sectional model of size of 500×500m including a fault (Table
4.1) is meshed by triangular elements. Three permeable layers are offset
by a high permeable fault, elsewhere the permeability is low (figure 4.11).
Initially the system is filled with fresh water then a tracer is injected, under
a horizontal pressure gradient of 104Pa/m, through left boundary for 2
×106 seconds.
4.3 Results
In this section we demonstrate the performance of DFEFVM for a range of
problems. First, we study the convergence of the embedded discontinuity
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Figure 4.10: Two triangular element meshes (1 and 3) with increasing levels of
uniform refinement and two meshes (6 and 7) with adaptive refine-
ment of the interfaces were used to quantify mesh dependency of
model LENSES.
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Figure 4.11: Permeabilities and dispersion coefficients for model FAULT meshed
with coarse triangular elements. Note that there are nodes which
share more than two subdomains with different permeability, poros-
ity and dispersion coefficient.
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method for advective transport only. Then we verify that interface diffusion
is handled correctly by the DFEFVM by comparing its result for a diffu-
sion only problem against an analytical solution. Note that all numerical
experiments conducted use a steady state pressure and velocity field, i.e.,
these parameters are computed only once at the onset of each simulation.
Then two heterogeneous media examples are presented for advection only.
Finally, a large-scale fault model is solved for advection and diffusion simul-
taneously. The benefits of the DFEFVM are elucidated by comparison with
the FEFVM.
4.3.1 Convergence study
For the advection problem, the convergence rate of the FEFVM and DFE-
FVM with different order schemes are analyzed using four different finite-
element models (Model 1 – 4) . For the uniform isotropic Model 1 – 3, the
exact breakthrough time can be calculated analytically and is 750 seconds.
The L1 error norms, ‖ cj − cr ‖=
∑i=Ni
i=1 |(c
i
j − c
i
r)|, for the breakthrough
curves are shown in figure 4.12 for different models. Here, cij denotes the
output concentration at different time, cr is the analytical solution, and
Ni is the number of time-steps. The DFEFVM using a first-order trans-
port scheme yields a smaller error and has a convergence rate similar to
the first-order FEFVM. However a reduced convergence rate is obtained
with the higher-order DFEFVM because it still uses first-order scheme at
the interfaces. This first-order error at the interfaces is less pronounced for
the model with two sub-domains (Model 4). Employing the DFEFVM for
model 4 gives smaller errors for both first-order and higher-order solutions
as compared with the FEFVM. Note that for the higher-order transport
scheme a TVD scheme has been used.
4.3.2 Diffusion across interfaces
Model LAYERED is used to evaluate the performance of the DFEFVM for
diffusive transfer. Figure 4.13 compares the concentration profiles computed
for this model at successive time increments with the analytical solution
(equation 4.7). These results agree well. Since concentration is piecewise
constant in each FV and these are truncated at the material interfaces in
the DFEFVM, initial mass is different than in the FEFVM discretization.
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Figure 4.12: L1 errors versus element size (h) for four models with different mesh
refinements. The convergence of the first-order and second-order
(with TVD scheme) solutions are compared.
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Figure 4.13: Comparison of DFEFVM and FEFVM against analytical solution.
Concentration profiles at different time steps for model LAYERED.
The relative L1 norm errors of the computed concentration pro-
files calculated by DFEFVM are 0.0006, 0.0006, 0.0019 for t =
1000, 12000, 50000 (sec) respectively.
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4.3.3 Advection through inhomogeneous media
Model BLOCKS illustrates the ability of the proposed method for advec-
tion problem with different sub-domains. This model contains nodes sharing
multiple sub-domains. All simulations in this section are conducted by using
higher-order method combined with the TVD scheme (section 1.2.3). The
tracer fronts are visualized in figure 4.14 for different time steps. The DFE-
FVM results retain concentration discontinuities at the blocks interfaces.
This is in accordance with the experimental findings of Dawe and Grattoni
(2008). Taking the solution of the DFEFVM as a reference solution, the
maximum absolute error (figure 4.15) illustrates the substantial benefits of
the new method as compared with the FEFVM which gives higher con-
centrations at the outlet. This is mainly due to unwanted concentration
transport out of the impermeable blocks in the FEFVM. This difference is
even more significant if we use a coarser mesh as it is illustrated in the next
example.
The Model LENSES is employed to illustrate the capability of the DFE-
FVM to produce accurate results even with a coarse mesh. The simulations
for this example are conducted with both, first and second order accurate
in space schemes. Comparison of the breakthrough curves (figure 4.16)
shows that the coarse DFEFVM model yields a better solution than the
FEFVM, due to the visibly reduced numerical dispersion.The slope of the
breakthrough curve at c = 0.5 is an indicator of the apparent dispersiv-
ity equal to −4.3× 10−5 as compared with −1.1 × 10−4 for the DFEFVM.
Line averages in the flow direction (Fig. 4.17), underline these differences
between the two schemes. For the FEFVM, noticeable tracer transport oc-
curs at the margins of the lenses, leading to a smeared tracer profile and
a gradual advance of the fresh water front that is distinctly slower than in
the DFEFVM model. For a coarse mesh (Fig. 4.18), it can be seen that in
the continuous FEFVM discretization solute transport occurs in both do-
mains which results in slower concentration transport at the interfaces and
an arcuate shape of the concentration front.
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Time=10,000 Sec Time=75,000 Sec
a)
b)
Flow direction
Figure 4.14: Concentration fronts in model BLOCKS with different regional per-
meabilities as computed with the second-order explicit transport
scheme combined with the TVD scheme. a) Results obtained with
the FEFVM and b) DFEFVM.
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Figure 4.15: Breakthrough curves in model BLOCKS computed with the FEFVM
and DFEFVM using second-order method combined with the TVD
scheme. The higher concentration at the outlet for the FEFVM is
due to the incorrect solute transport at the material interfaces.
Figure 4.16: Comparison between the result of DFEFVM and FEFVM runs for
model LENSES (Mesh1 – second order scheme). Less dispersive
solute transport is observed using the DFEFVM. Left) Breakthrough
curves and, Right) Time derivative of breakthrough curves.
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Figure 4.17: Average concentration profiles at different times calculated by the
FEFVM and DFEFVM using second order scheme on solute moves
faster for the model using the DFEFVM.
Table 4.2 lists the computed apparent dispersivities and average veloci-
ties. Note that the latter were inferred from the buildup of c to 0.5 kg/m3
at the outlet. These results quantify that the FEFVM is not as accurate
at material interfaces as the new method, but that mesh refinement di-
minishes this discretization error. The flux weighted breakthrough curves
in figure 4.19 show that for the continuous FEFVM, maximum refinement
produces a solution that is as accurate as that of the coarsest DFEFVM
model. However, due to the error at the interfaces, all results from the
continuum models yield longer tails in the breakthrough curves than the
DFEFVM. The result obtained with Mesh 5 and the DFEFVM is the best
solution in terms of eliminating numerical dissipation.
However, DFEFVM simulations with Meshes 3 and 4 also are largely
free from numerical diffusion. Taking the DFEFVM Mesh 5 result as a
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Figure 4.18: Concentration fronts in model LENSES as computed with the
second-order explicit scheme combined with the TVD scheme at
different time steps, a) continuous FEFVM and b) discontinuous
DFEFVM discretization.
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reference solution, cr, the L
2 norm of ‖ c − cr ‖, indicates that the error
of the FEFVM model is five times greater for the same refinement. The
DFEFVM also converges faster than the FEFVM (Fig. 4.19). The average
Darcy velocity obtained for the FEFVM and Mesh 7 is almost the same as
that for the DFEFVM and Mesh 5. However, the total number of nodes for
this model is 50% greater, and the FEFVM still yields a significantly more
dispersive result. Runtimes obtained on a 2.2 GHz X86 CPU (Table 4.2)
illustrate a speed penalty of 5 due to this greater refinement in spite of the
fact that an algebraic multigrid solver was used. It is also evident that the
DFEFVM produces the same change of total mass in time for the different
levels of refinement. This indicates mesh convergence in contrast with the
FEFVM that retains mesh dependency in the development of total mass in
the system up to the highest level of refinement.
For the same mesh refinement (Mesh 5), the run time required by the
DFEFVM is 3% higher than for the FEFVM. This result is model depen-
dent because runtime varies with the extra degrees of freedom introduced
via the multiplicated interface nodes. When considering the time required
to achieve a similar accuracy, the solution on Mesh3 for the DFEFVM and
the result on Mesh7 for the FEFVM differ by a factor of 30 (67 vs. 1991 s).
Figure 4.20 further quantifies mesh convergence rates for the two methods:
for Meshes 1 – 4, it graphs L2 error norms of the breakthrough curves of
DFEFVM relative to the aforementioned reference solution. Similar norms
are given for the FEFVM using the results from Mesh 7 as a reference
solution for this scheme. These results highlight three important facts:
• DFEFVM L2 errors are about one order of magnitude smaller than
for FEFVM ones.
• The convergence order is higher for the DFEFVM.
• For a model with large permeability contrasts, application of the DFE-
FVM scheme is more beneficial than a very refined mesh.
4.3.4 Solute transport through large-scale geological
structures
To explore the effect of geologically realistic large-scale inhomogeneities on
the dispersive mass flux, we have performed a simulation using second-order
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Table 4.2: Apparent-dispersivities, average Darcy velocities, relative errors and
elapsed times as a function of mesh refinement. The first five meshes
are uniformly refined everywhere whereas the Mesh6 and Mesh7 are
refined only at the interfaces. The new nodes were added to apply
the DFEFVM. Taking the result from Mesh5 using the DFEFVM as a
reference solution, cr, we calculate the norm from the results conducted
by the second order scheme.
Mesh Elements Nodes App.
Disp.
(m)
Average
Velocity
×10−5(ms )
‖ c−cr ‖ Elapsed
time
(s)
Method: FEFVM
1 7,313 3,089 0.1 8.44 2.49 12
2 12,514 5,515 0.06 8.73 1.97 21
3 25,202 11,516 0.03 8.98 1.42 55
4 46,698 21,880 0.03 9.09 1.16 300
5 74,777 35,447 0.025 9.13 0.88 360
6 18,208 80,30 0.035 9.09 0.95 790
7 133,741 61,648 0.024 9.37 0.28 1,991
Method: DFEFVM
1 7,313 3,089+1,040 0.023 9.51 0.46 16
2 12,514 5,515+1,389 0.015 9.45 0.27 25
3 25,202 11,516+1,389 0.013 9.41 0.14 64
4 46,698 21,880+2,844 0.012 9.38 0.08 346
5 74,777 35,447+3,789 0.011 9.38 0 370
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Figure 4.19: Breakthrough curves obtained for variably refined versions of model
LENSES. The FEFVM causes more dispersive results with longer
tails compared to the results of DFEFVM.
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Figure 4.20: L2 errors versus number of nodes for different mesh refinements of
model LENSES are illustrated to compare the convergence of the
FEFVM and DFEFVM solutions. The L2 error using the DFEFVM
is about one order of magnitude smaller than that of the FEFVM.
The L2 norms are calculated as
√∑
(c− cr)
2
, where cr is the result
of FEFVM on Mesh 7 for FEFVM, and the result of DFEFVM on
mesh 5 for DFEFVM.
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method combined with the TVD scheme with a layered cross-sectional model
FAULT. As seen already in model LENSES, for the continuous FEFVM dis-
cretization, tracer transport is mobilized at the margins of the impermeable
layers. This causes considerable unphysical transversal dispersion. The
unwanted lateral tracer transport alters the resulting breakthrough curves
significantly (figure 4.21). The DFEFVM removes this problem. The most
accurate solution is obtained using the DFEFVM (figure 4.21-a); the line
averaged concentration profiles show a noticeable difference between the two
methods (figure 4.21-b). The plume moves faster using DFEFVM, yielding
earlier breakthrough times (figure 4.22). The long tail of the breakthrough
curve for FEFVM is due to an overestimate of dispersion by this model.
Moreover, the effect of velocity contrasts in the different layers yields two
concentration peaks for the DFEFVM, but the FEFVM hardly reveals this
in its breakthrough curve (figure 4.21-a).
4.4 Discussion
The node-centred finite-element finite-volume scheme has been known to
be a powerful technique for the simulation of flow and transport in porous
media (Huber and Helmig, 2000; Geiger et al., 2004; Reichenberger et al.,
2006; Mattha¨i et al., 2009). This scheme, however, is more appropriate for
models with smooth variations in material properties, such as permeability.
Abrupt changes in such properties causes significant errors in the simula-
tions. Here we extend FEFVM to circumvent this drawback to solve ADE
of single-phase flow problems. The accuracy and convergence of the numer-
ical solutions indicate that the method is well suited for the solution of this
type of problems. The technique is an interesting alternative to the DG
approach, because it does not need enriching all nodes with extra degrees
of freedom.
The presented method causes a remarkable differences in the tracer pro-
files obtained from transport simulations. The results from model LENSES
suggests that using the continuous discretization of the material interfaces
yields overly dispersive breakthrough curves. A very fine mesh of the mate-
rial interfaces is needed to eliminate this unphysical (numerical) dispersivity.
The result from model FAULT shows that using the FEFVM can give overly
smooth breakthrough curves hiding useful details revealed by the DFEFVM
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Figure 4.21: a) Breakthrough curve calculated at the outlet and b) average con-
centration profiles for model FAULT along the main flow direction
(left to right) at different time steps.
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Figure 4.22: Concentration fronts at different times a) FEFVM and b) DFEFVM
for model FAULT. The plume moves with a speed consistent with the
permeability of the layers using the DFEFVM, while the FEFVM
results in a slower migration of the plume in the system.
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model. Among the consequences are inaccurate breakthrough times and a
long tail of breakthrough curves which may be misinterpreted as anomalous
dispersion.
Further, we show that the run time required by the DFEFVM is much
less than that of the FEFVM to obtain a similar accuracy. However, the
runtime necessary for the DFEFVM is slightly higher than that for the
FEFVM on the same mesh.
Gerke (2006) provides an excellent review on preferential flow in soils
in which he indicates the importance of the modelling of mass transfer
between macro pores and soil matrix. Our results highlight the relevance of
the DFEFVM for such modelling because material interfaces play such an
important role in preferential flow and transport in such media. However an
extension of this method to the Richards equation would be needed. Also,
an extension to 3D is required for the transport algorithm, although the
algorithm which explodes the mesh at the material interfaces is developed
for 3D meshes.
We believe that if we up-scale transport parameter to large models, we
need to include the effect of macro-heterogeneities on the displacement pro-
cess (Mattha¨i and Nick, 2009). Particularly, in the large-scale models where
different layers and faults exist having extra degree of freedom at the ma-
terial interfaces are essential.
4.5 Conclusions
We have developed a new hybrid element discretization with embedded
discontinuities for the simulation of single-phase flow and transport through
two-dimensional models of inhomogeneous porous media taking into account
the effect of material interfaces. In this chapter, we verify that this scheme
is consistent, stable, and convergent, producing similar result for advective
diffusive transfer in homogeneous porous media.
A study of the discretization error demonstrates the insignificant of the
numerical discretization error associated with the embedding of disconti-
nuities in comparison with large numerical dissipation associated with the
continuous scheme. Less refinement is needed to produce accurate results
with the DFEFVM as compared with the FEFVM. This is very important
because large elements are inevitable due to computational limitations in
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realistic large-scale models of geological media.
Our results further show that transport schemes that average the mate-
rial interfaces can cause incorrect arrival times, and compromise the shape
of concentration fronts and dispersion coefficient of solute transport in ge-
ological media.
Our new algorithm is also able to handle situations in which multiple
sub-domains with different properties are joined by a node.
Our results indicate that discontinuities should be modelled explicitly for
material interfaces when solving flow and transport equations in heteroge-
neous porous media.
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5 Comparison of three FE-FV
numerical schemes for single-
and two-phase flow modelling in
fractured porous media
5.1 Introduction
Accurate simulation of flow and transport through fractured rock requires
a model which captures the physics of the flow processes, as well as an ac-
curate representation of the flow geometry. Discrete fracture and matrix
(DFM) models use the single-continuum approach in which both fractures
and porous rock (i.e. matrix) have discrete representations in the model,
and were developed for this purpose (Kim and Deo, 2000; Karimi-Fard and
Firoozabadi, 2003; Dietrich et al., 2005; Mattha¨i et al., 2009; Geiger et al.,
2009), as well as to perform up-scaling studies (Gong et al., 2008; Mattha¨i
and Nick, 2009). In this approach, numerical modelling of fracture-matrix
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transfer processes needs special attention because the porous medium ter-
minates abruptly at the fracture-matrix interface. Due to differences in the
multi-phase flow properties, saturation discontinuities may occur (van Duijn
et al., 1995). The experiments of Su and Nimmo (2003) and Rangel-German
and Kovscek (2003) show the influence of such material discontinuities and
their barrier effect on two-phase flow. Imbibition experiments conducted by
Rangel-German and Kovscek (2003) on a single fracture in contact with a
low permeability rock, reveal the effect of capillary pressure (pc) and velocity
magnitude on the imbibition process at the interface.
The effect of capillary pressure on two-phase flow DFM simulation has
previously been addressed by Monteagudo and Firoozabadi (2004), Niessner
et al. (2005), Mikyska (2005), and Reichenberger et al. (2006). Recently,
Eikemo et al. (2009) proposed a discontinuous Galerkin (DG) method for
advective transport in fractured porous media. They studied its accuracy
and utility for different test cases, but observed that the accuracy decreases
for the case of a high permeability contrast between the finite-elements.
Mishra and Jaffre´ (2010) also show that using the upstream mobility flux for
FVM may result in incorrect saturation at the material discontinuities. This
discussion highlights that this problem still has scope to explore alternative
solutions for fracture-matrix transfer in search of physically realistic models.
In this work, we present a comparison between two FEFV methods and
DFEFVM presented in the previous chapter for purely advective flow in
fractured porous media. We achieve this by adding extra nodes/degree of
freedom at the fracture-matrix interfaces and solve the equations accord-
ingly. Our main goal is to contrast and compare of these FEFV methods.
For this purpose, three numerical schemes are tested in single- and two-
phase flow models of fractured porous media using four example flow ge-
ometries. Results obtained for different fracture-matrix permeability ratios
and, in the case of two-phase flow, different viscosity ratios are presented.
Sealed fractures are also considered. A realistic fracture geometry is used
to simulate water-flooding.
5.2 Methodology
In this section an overview of the hybrid discretization schemes is presented.
This is followed by a description of the set up of the numerical experiments
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employed in this work.
5.2.1 Governing equations
The equation 1.29 in its simplified form ignoring gravitational forces can be
used to obtain velocity field for single- or two-phase flow in porous media,
ut = −kλt∇p. (5.1)
where ut [LT
−1] denotes the total velocity vector. The pressure equation
for single- or two-phase flow in porous media in the absence of gravity and
capillary forces can be written as
ct
∂p
∂t
= ∇ · kλt∇p+ q˙ (5.2)
where q˙ stands for external sinks and sources [T−1]. Note that for single-
phase flow water saturation is equal to one and the total mobility is λt =
1/µ. Total mobility, λt, is multiplied with the permeability tensor k, and
depends on the viscosities µα, (where α = n,w) and relative permeability
multipliers krα, for non-wetting (n) and wetting (w) phases.
λt =
(
krn
µn
+
krw
µw
)
(5.3)
The calculation of krα multipliers relies on experimentally parameterized
non-linear models such as the Brooks and Corey (1964) or van Genuchten
(1980) model. For pure single-phase flow advection the mass balance is
given by equation 1.5. Buckley and Leverett (Buckley and Leverett, 1942)
showed that, in the absence of gravity and capillary forces, the position of
the saturation front can be calculated as a product of ut and the fractional
flow, fα, of the phase α of interest:
fα =
λα
(λn + λw)
. (5.4)
This leads to the closed form of the Buckley-Leverett equation:
φ
∂Sα
∂t
+∇ · (fαut)− q˙α = 0, (5.5)
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where Sα denotes the saturation of the phase α. For two-phase flow, only
one phase needs to be tracked because phase saturations always sum up to
one. The Buckley-Leverett equation is a scalar conservation law associated
with a non-convex saturation profile with a shock migrating with a speed
equivalent to the slope of a line tangent to the fractional flow function, and
originating at the irreducible saturation of the phase of interest (Bastian,
1999).
5.2.2 Numerical methods for fractured media
There are two possibilities to discretize fractured porous media with the
FEFVM (Juanes et al., 2002). The first option is to discretize the fractures
with the same volumetric/surface finite-elements as the rock matrix. The
second option is to use lower dimensional surface/line elements for fractures.
The first option requires the use of high aspect ratio- or very fine elements
for fractures with small apertures. Since the nodes on either side of any
fracture are shared, the method with lower dimensional fracture elements
is incapable of simulating a system with a matrix permeability (km) higher
than the fracture permeability (kf ).
Pressure equation
In the Paluszny et al. (2007) approach, material properties such as perme-
ability and porosity are constant within each element ei. Consequently, a
finite-volume can contain more than one material properties. Using linear
FE shape functions, Ni, the implicit space-time integration of equation 5.2
over the bounded domain Ω ⊂ Rd (d = 2, 3) for x ∈ Ω yields,
[∑
e
∫
Ω
NT ctNdx+△t
∑
e
∫
Ω
∇NT λt k∇Ndx
]
pt+△t =
[∑
e
∫
Ω
NT ctNdx
]
pt +△t
∑
e
∫
Ω
NT q˙Ndx. (5.6)
For lower dimensional fracture elements (e.g. FEFVM 1D&2D in figure 5.1),
the domain Ω consist of two overlapping domains, Ωf and Ωm, as Ωm ⊂ R
d
and Ωf ⊂ R
d−1 (d = 2, 3). Equation 5.6 becomes,
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[∑
e
∫
Ωm
NT ctNdx+
∑
e
ai
∫
Ωf
NT ctNdx
]
pt+△t
+△ t
[∑
e
∫
Ωm
∇NT λt k∇Ndx+
∑
e
ai
∫
Ωf
∇NT λt k∇Ndx
]
pt+△t =
[∑
e
∫
Ωm
NT ctNdx+
∑
e
ai
∫
Ωf
NT ctNdx
]
pt
+△ t
[∑
e
∫
Ωm
NT q˙Ndx+
∑
e
ai
∫
Ωf
NT q˙Ndx
]
,(5.7)
where ai denotes the aperture of fracture element, i.
To embed discontinuities at material/finite-element interfaces we use the
developed new hybrid method: DFEFVM (Chapter 4). For this propose
we locate new nodes at material interfaces so that they can represent con-
centration/saturation jump discontinuities at such locations in contrast to
the continuous FEFV methods (figure 5.1). Material interfaces exist where
properties such as permeability, porosity, or relative permeability change
abruptly, Γfm ∈ Ωf ∩Ωm. The new nodes are introduced ascertaining that
every node is member of only one sub-domain, either Ωf or Ωm. To solve
equation 5.2 with this DFEFVM we assume that the pressure of the wetting
phase is continuous across these interfaces (see Section 4.2.2).
Mass balance equation
The finite-volume approach is used to solve equations 1.4 or 5.5. We employ
piecewise constant FV interpolation functions for each finite-volume νj , to
integrate over the domain Ω ∈ Ωf ∪Ωm. Applying the divergence theorem,
∑
j
∫
ν
φψt+∆tdν −
∑
j
∫
ν
φψtdν = ∆t

∑
j
∫
Γν
Ft · ndΓν +
∑
j
∫
ν
q˙dν

 ,
(5.8)
where ψ represents the primary variable ( i.e. concentration and saturation),
Γν denotes the cell boundary, and nj,r is the normal vector of facet r pointing
outward of the finite-volume j . For single-phase solute transport simulated
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Figure 5.1: Three different discretizations for the FEFV methods: FEFV 1D&2D
(the fracture is discretized by 1D elements and the matrix by 2D ones),
FEFV 2D (the fracture and matrix are discretized by 2D elements),
DFEFVM 2D (the fracture and matrix are discretized by 2D elements
with embedded discontinuity at the fracture matrix interfaces ).
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with a first-order upwind scheme, the flux integral term of equation 1.41 for
νj gives,
∫
Γν
Ft · ndΓν =
Nr∑
r
(Hj,rAj,rnj,r · ut ψu + (1−Hj,r)Aj,rnj,r · ut ψc) , (5.9)
where the function Hj,r is defined as,
Hj,r =
{
1 if n · ut < 0
0 otherwise.
(5.10)
For the two-phase flow problem (equation 5.5) surface-integrated influxes
are multiplied with f tαi(ψu) evaluated with the upstream saturations. Out-
fluxes are multiplied with the f tαi(ψc) of current volume. In any case, the
fractional flow function of the current cell is used. So we have,
∫
Γν
Ft·ndΓν =
Nr∑
r
(Hj,rAj,rnj,r · ut fαi(ψu) + (1−Hj,r)Aj,rnj,r · ut fαi(ψc))
(5.11)
There are Nr facets r of area Aj,r in each finite-volume νj . For the lower
dimensional fracture elements, finite-volume porosity is calculated as the
sum of porosity of all sectors in ν,
φ =
∑Nsm
n=1 φmVsm∑Nsm
n=1 Vsm
+
∑Nsf
n=1 φfVsf∑Nsf
n=1 Vsf
. (5.12)
where Nsm and Nsf are the number of matrix and fracture finite-volume
sectors of the finite-volume ν, respectively, so that Nr = Nsm + Nsf . In
3D models, the parameter Vsm denotes the volume of matrix finite-volume
sectors, and Vsf is the surface of fracture finite-volume sectors of the finite-
volume ν.
Total velocity ut is calculated at the integration point of each finite-
volume facet using equation 5.1. Consequently fluxes are continuous across
the finite-volume facets. For the truncated finite-volumes at the outflow
boundaries Γout, however, we calculate ut for the Dirichlet boundary con-
1Notice that for single phase flow ut is equivalent to u.
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ditions via,
∑
Γout
Aj,rnj,r · ut = −
∑
Γν
Aj,rnj,r · ut. (5.13)
After splitting the FE mesh at the material interfaces, we treat these as
internal boundaries when solving the transport equation. Therefore, for the
DFEFVM, an approximation of the flux at the internal boundaries Γfm
between fractures and matrix, is required. Equation 5.13 is employed to
calculate these fluxes. For each finite-volume in a continuous space, flux
continuity is obtained if,
∑
Γν
Aj,rnj,r · ut = 0 (5.14)
At the fracture-matrix interfaces, finite-volumes νm and νf as ν ∈ νm ∪ νf ,
are truncated by boundaries r ∪ rm and r ∪ rf , respectively. In order to
evaluate equations 5.9 or 5.11, the unknown fluxes, nj,rm · u
∗
t = −nj,rf · u
∗
t ,
at the interface Γfm need to be found. The nj,rm and nj,rf are the normal
vectors to the outward facing elements faces on matrix and fracture sides,
respectively. Since ut is discontinuous at these finite-element faces a u
∗
t has
to be calculated by rewriting the expression 5.14 for the truncated finite-
volumes, νm and νf from,
∑
Γνm
Aj,rnj,r ·ut+
∑
Γfm
Aj,rmnj,rm ·u
∗
t = −
∑
Γνf
Aj,rnj,r ·ut−
∑
Γfm
Aj,rfnj,rf ·u
∗
t .
(5.15)
This can not be used to calculate u∗t for the finite-volumes which contain
both internal boundaries(Γfm) and outflow boundaries (Γout). For these
finite-volumes we calculate u∗t by taking the average of ut at each side of
the interface Γfm.
Similar to Durlofsky (1998b), in this analysis we use the Implicit Pres-
sure Explicit Saturation (IMPES) formulation to solve the two-phase flow
equations. The scheme is implemented in and the equations are solved us-
ing CSMP++ which is an object-oriented application programmer interface
(API), designed for the simulation of complex subsurface processes and their
interactions (Mattha¨i et al., 2007a). Note that all simulations in this chap-
ter are conducted by using second-order method combined with the TVD
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Table 5.1: Material properties of the test models (figures 5.2, 5.11, 5.3 and 5.4 ).
Parameter Units Model1 Model2 Flow im-
pediment
model
Bristol
channel
model
Dimensions cm 20×1 20×1 100×100 300×300
φm - 0.3 0.3 0.3 0.3
φf - 1 1 0.3 0.3
km m
2 4 ×10−12 4 ×10−15 1 ×10−14 1 ×10−14
kf m
2 4 ×10−10 4 ×10−10 1 ×10−17 4 ×10−11
Table 5.2: Mesh parameters of model 1 for three level of refinements (figure 5.6).
The number of nodes for FEFVM 1D&2D is not equal to that of the
FEFVM 2D as in FEFVM 1D&2D fractures are discretized using 1D
elements.
Mesh Element size Nodes Nodes Nodes
(mm) FEFVM 1D&2D FEFVM 2D DFEFVM
1 2.5 415 493 493+150
2 1 2607 2330 2330+342
3 0.5 8242 8397 8397+710
scheme (section 1.2.3).
5.2.3 Model configuration for the numerical experiments
Four models are used to evaluate the described alternative FEFV discretiza-
tion approaches, see Table 5.1. These models are described in the following.
Model 1
Cross-sectional model of a single fracture (17.5cm long) connected only to
the right boundary of the 20 × 1cm model domain is used (figure 5.2),
meshed with triangular elements. In the experiments, tracer enters through
the left boundary, driving by a far field pressure difference of 1 × 103Pa
between the left and the right boundaries. We use a permeable porous
media, Km = 4×10
−12m2, for the matrix with porosity of 0.3. The fracture
has an aperture of 1mm with the permeability of 4× 10−10m2 and porosity
of one. Table 5.2 lists three level of mesh refinement details.
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Figure 5.2: Single fracture, Model 1. Cross-sectional model of a single fracture
(17.5cm long) connected only to the right boundary of the 20× 1cm
model domain. The fracture aperture size is 1mm
Table 5.3: Element size and the number of nodes in Model 2 for different schemes.
Mesh Element size Nodes Nodes Nodes
(mm) FEFVM 1D&2D FEFVM 2D DFEFVM
1 2.5 414 507 507+170
Model 2
Test model for an immiscible displacement in a 20 × 1cm rock sample has
a single through-going fracture with the constant aperture size of 1mm.
Fracture and matrix porosities are the same as in model 1. A permeability
of 4×10−15m2 and 4×10−10m2 are assigned to the rock matrix and fracture,
respectively. The Brooks-Corey relative permeability model,
krw = S
2+3λ
λ
w
krn = (1− Sw)
2(1− S
2+λ
λ
w ), (5.16)
with a λ value of 2 is used for both the fracture and the matrix. Triangles are
used to discretize the model (Table 5.3). The model is initially saturated
with oil, then water is injected through the left boundary driven by the
applied pressure gradient of 5× 103Pa/m.
Flow impediment model
A 2D horizontal domain (figure 5.3) with a size of 1 × 1m is employed
to compare the alternative numerical approaches for modelling single-phase
flow. This model contains variably oriented separate flow impediments with
a width of 1cm. The model is initially filled with water, then a tracer is
injected through the top boundary for 10 days. The tracer is then replaced
with fresh water through continuous injection. Flow is driven by a constant
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1 m
Figure 5.3: Triangulation for the Sealed fracture network. Blue and red triangles
represent fractures and matrix, respectively.
pressure gradient of 1.9 × 104 Pa/m. The rock matrix and impediments
have a permeability of 1 × 10−14m2 and 1 × 10−17m2, respectively. Both
flow-domains have the same porosity equal to 0.3.
Bristol channel model
A 3 × 3m cross-sectional model of a fractured limestone bed mapped at
the Bristol Channel coast, UK, (Belayneh, 2004) is discretized by triangu-
lar elements (figure 5.4 and Table 5.1). This model contains a set of well
interconnected fractures. The fracture-matrix permeability contrast is set
to 4× 103 with the uniform fracture aperture of 1cm. A linear relative per-
meability model is assigned to the fractures and the Brooks-Corey model
with the Brooks Corey parameter of 2 is used for the rock matrix. A pres-
sure difference of 1× 103Pa is prescribed between the top and the bottom
boundaries (figure 5.5). Initially, the model is saturated with oil. The water
injector is located at the top boundary.
5.3 Results
In this section the accuracy and performance of the different hybrid dis-
cretization schemes (FEFVM 2D, FEFVM 1D&2D and DFEFVM) are il-
lustrated through numerical experiments. We start with the single fracture
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1D&2D elements 2D elements
Figure 5.4: Two different discretizations of the fractured limestone bed. Left)
Fractures are discretized by 1D elements, Right) only 2D elements
are used.
Figure 5.5: Calculated pressure and velocity field after 1 min for the fractured
limestone bed.
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model comparing the schemes’ performance for single-phase flow. One as-
pect of this analysis is the effect of fracture-matrix permeability contrast
on the accuracy of the results. For two-phase flow a simple single fracture
model is considered. The aim is to measure the error of the different schemes
for different fluid viscosity ratios. Furthermore, the flow impediment model
is used to study the performance of the numerical schemes for a tracer
advection. The section concludes with a comparison among the different
schemes in water flooding simulation with the Bristol channel model.
5.3.1 Single-phase flow in a single fracture (Model 1)
The first test is to evaluate the three schemes for different levels of mesh
refinement. Figures 5.6 and 5.7 show the concentration fronts after 70s and
180s of injecting for three level of mesh refinements. The unphysical lateral
smearing seen in the two continuum FEFV methods be attributed to the
fact that the finite-volumes at the fracture matrix interfaces contain both
fracture and matrix regions (figure 5.6). This retards solute transport in the
fracture whereas the concentration front in the fracture as computed using
the DFEFVM moves with the speed corresponding to the flow velocity of the
fracture. The discrepancy between the tracer velocity of the FEFV methods
and DFEFVM decreases with decreasing mesh size refinement. However, a
difference exists even for a very fine mesh (figure 5.7). This implies that
in the case of FEFV methods concentration advance in higher permeability
regions is slower than what is expected.
Breakthrough curves are commonly used to describe transport behaviour
of heterogeneous porous media. Figure 5.8 shows the resulting breakthrough
curves of the numerical schemes. Two concentration jumps in breakthrough
curves are expected. The first jump correspond to when the tracer passing
through in the fracture reaches the right boundary. The next one occurs
as the whole domain becomes infiltrated by the tracer. DFEFVM captures
two jumps with minor numerical dissipation while both continuum FEFV
approaches only show these for the highly refined meshes (figure 5.8). In-
terestingly, for the coarsest mesh, the continuum approaches fails to reveal
any jumps. They produce considerable errors even for Mesh3 which con-
tains very fine mesh size of 0.5mm. The jumps arrive at the outlet after 5
and 98 minutes, respectively. These can be used to calculate the error of
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Figure 5.6: Three mesh refinements (Model 1) and the result of concentration
front for three schemes at t=70 s. a) FEFVM 1D&2D, b) FEFVM
2D, c) DFEFVM.
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Figure 5.7: Concentration fronts at t=180 s for different mesh refinements (Model
1) and numerical schemes.
each solution in the breakthrough curves. We calculate two error norms,
L1 and L2, for studying the accuracy of these schemes. Table 5.4 shows
the concentration discretization error for the three numerical approaches as
evaluated for the three levels of mesh refinement. The FEFVM combined
with the lower dimensional fracture approach gives better results than the
FEFVM. This was already argued by Juanes et al. (2002). The DFEFVM at
the coarsest mesh solution already is more precise than the FEFV method
on the finest mesh (Table 5.4). The number of unknowns for the DFEFVM
at the coarsest mesh is almost 15 times less than that for the FEFVM at
the finest mesh (cf. Table 5.2).
Effect of permeability contrast
The effect of fracture-matrix permeability contrast on the performance of
each schemes is studied by conducting simulations on Mesh 3. Variations
in permeability are achieved by retaining the permeability of the fracture,
i.e. kf = 4 × 10
−10, but altering the permeability of matrix, i.e. km =
4× 10−11, 4× 10−12, 2× 10−12. Figure 5.9 depicts the concentration fronts
obtained with the three approaches. The tracer fills the fracture rapidly
for all cases shown in figure 5.9, however, it advances the fastest in the
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Figure 5.8: Breakthrough curves for three different mesh refinements (Model 1)
and numerical schemes. Both continuum FEFV approaches only show
the concentration jumps for the highly refined meshes while DFEFVM
captures these even with the coarsest mesh.
Table 5.4: Discretization errors for single-phase flow as a function of mesh refine-
ment (Model 1). Mesh1 is the coarsest and Mesh3 the finest. Two
sharp jumps in the breakthrough curves are expected. These occur
when the midpoint of each jumps on the breakthrough curves reach
the outlet. These are calculated from the solution of Mesh3 using
DFEFVM for the reference solution.
L1 L2
Mesh FEFVM FEFVM DFEFVM FEFVM FEFVM DFEFVM
1D&2D 2D 2D 1D&2D 2D 2D
1 111.61% 115.45% 4.49% 12.13% 12.49% 1.40%
2 58.55% 72.60% 2.79% 6.30% 7.87% 1.24%
3 40.56% 43.85% 2.15% 4.35% 4.68% 1.21%
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Figure 5.9: Concentration fronts for the three fracture-matrix permeability con-
trasts at different time (Mesh 3 - Model 1). a) FEFVM 1D&2D, b)
FEFVM 2D, c) DFEFVM.
DFEFVM model. This discrepancy is most pronounced for the case with the
lowest fracture-matrix permeability ratio. Breakthrough curves are plotted
in figure 5.10 for all three cases. The differences are considerable,as shown
in 5.5. The L2 error is larger for the lower fracture-matrix permeability
contrasts.
5.3.2 Two-phase flow in a single fracture
Model 2 is simulated with different viscosity ratios2, M, to assess how the
three discretization schemes handle water flooding. This is achieved by re-
taining a constant viscosity for the water of 0.001 Pa.s but varying the
viscosity of the oil from 0.0001, to 0.001, to 0.01 Pa.s (figure 5.11). The
sw at the shock front is the lowest for the lowest viscosity ratio. Self-
2M=µdisplacing phase/µdisplaced phase
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Table 5.5: L2 norms for the three different fracture-matrix permeability ratios
applied to Mesh 3 - Model 1.
Permeability FEFVM FEFVM DFEFVM
ratio 1D&2D 2D 2D
kf/km = 10 6.84% 10.67% 1.00%
kf/km = 100 4.35% 4.68% 1.21%
kf/km = 200 2.44% 2.69% 0.50%
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Figure 5.10: Comparison of breakthrough curves for three different fracture-
matrix permeability ratios calculated by three numerical schemes
(Mesh 3 - Model 1).
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Figure 5.11: Saturation fronts calculated by three numerical schemes (FEFVM
1D&2D, FEFVM 2D, and DFEFVM) for different viscosity ratios,
M=10,1,0.1, at t=60 s (Model 2).
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Figure 5.12: Comparison of water saturation breakthrough curves calculated by
three numerical schemes for different viscosity ratios (Model 2).
sharpening of the front is most pronounced for the smallest M because the
velocity in front of the shock is much smaller than that behind the shock.
The DFEFVM yields earlier water breakthrough than the FEFVM. For the
viscosity ratio of 0.1, water breakthrough occurs in less than a minute in the
DFEFVM model, but takes about 2 minutes with the FEFV. The absolute
difference in breakthrough time is maximized at M=10 (figure 5.12) For all
viscosity ratios the results of the continuum methods are similar. Total oil
saturation versus time is plotted in figure 5.13. Here, the continuum models
yield unrealistic high oil recoveries. A first-order dependence on discretiza-
tion of the fracture-matrix interface causes this unsatisfactory feature. The
DFEFV scheme reveals its superiority to the FEFV methods by eliminating
this effect. It has the advantage that it allows evaluating the fractional flow
without averaging nodal saturation values of elements with different relative
permeability relationships. In order to compare results with an analytical
solution, we apply a constant influx at the left boundary and use the veloc-
ity calculated at the first time step for the entire simulations. The results of
the DFEFVM are in a good agreement with the analytical solution, but the
shock fronts calculated with the FEFVM move more slowly (figure 5.14).
5.3.3 Flow impediment model
As explained earlier, sealed fractures or faults with a lower transmissivity
than the country rock cannot be represented using lower dimensional ele-
ments. Therefore, we only compare the FEFVM 2D with the DFEFVM.
Figure 5.15 shows tracer distributions after 20 and 30 days. The flow im-
pediments influence the pressure- and velocity fields in both schemes. The
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Figure 5.13: Total oil saturation curves for Model 2 calculated for different vis-
cosity ratios M=10,1,0.1.
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Figure 5.14: Comparison of DFEFVM and FEFVM against analytical solution
for M= 0.1,1 and 10. The water saturation profiles are measured at
the middle of the fracture in Model 2.
130
DFEFVM
FEFVM FEFVM
DFEFVM
20 days
20 days
30 days
30 days
a a
b b
Figure 5.15: Concentration fronts after 20 and 30 days for flow impediment
model. Two different schemes are compared: a) FEFVM b) DFE-
FVM.
velocities are identical for the FEFVM and DFEFVM, but the solute trans-
port differs behaviour (figures 5.15 and 5.16). Notice that the FEFVM
1D&2D, using lower dimensional elements for the sealed fractures, produces
wrong result as this scheme can be only used when kf > km. The FEFV
scheme is much more dispersive (see figure 5.17).
5.3.4 Water flooding of the Bristol Channel limestone model
To illustrate the advantages of the DFEFV method with a more realistic
fracture model, the two-dimensional model of Bristol Channel limestone
model, is used to conduct a water flooding experiment. Saturation fronts at
different time steps are plotted in figure 5.18. Due to the low permeability
of the host rock, the flow is channeled in the fractures. However, ultimate
recovery is controlled by the properties of the rock matrix. Also, there
is a discrepancy of almost four days between water breakthrough predicted
with the FEFVM and the DFEFVM (figure 5.19). The amount of recovered
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Figure 5.16: Comparison of breakthrough curves calculated along at cross sec-
tions 0.15, 0.5 and 1 m away from injection boundary, i.e. top
boundary (Flow impediment model). The gray dashed line (FEFVM
1D&2D) presents the result of using lower dimensional elements for
the sealed fractures.
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Figure 5.17: Concentration profiles along the main flow direction at three differ-
ent times (10, 30 and 50 days) calculated for the flow impediment
model.
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oil is higher for the FEFVM due to the incorrect oil displacements at the
fracture-matrix interfaces. Water breakthrough time and sweep efficiency
are the main unknowns of interest to field-scale simulation. These are not
predicted precisely by the FEFV methods for this model (figure 5.19). This
is also revealed by figure 5.20 where total Sn decreases faster using the
FEFVM than for the DFEFVM, implying a more sweep when FEFVM is
used.
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Figure 5.18: Saturation fronts for Bristol channel model at four different times
calculated by the three numerical schemes.
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Figure 5.19: Water saturation versus time at the outlet of the Bristol channel
model for three numerical schemes.
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Figure 5.20: Total oil saturation in Bristol channel model calculated by different
numerical methods.
135
5.4 Discussion
The single- or two-phase flow simulation using FEFVM 1D&2D needs a very
fine mesh. Hoteit and Firoozabadi (2008a) argue that it is not practical to
employ such a method on the large-scale. Using a very detailed mesh makes
simulation of large-scale model computationally very costly. FEFVM rep-
resenting fractures by lower dimensional line elements is used frequently for
DFM simulations because this method resolves the computational problems
posed by fracture elements with very large aspect ratios, see Juanes et al.
(2002) and Paluszny et al. (2007). Apart from this advantage, however this
continuum method introduces errors into the simulation of single- and two-
phase transport through fractured porous media due to the abrupt changes
of the material properties across the fracture-matrix interfaces. This is not
the case for the DFEFVM. In order to bring the advantages of the mixed
dimensional method into the DFEFVM, it would need to be extended to
discretizations with lower dimensional elements representing the fractures.
This method would combine the ease of discretizing fractured media with
the accuracy of the DFEFVM. Such a method is highly desirable for mod-
elling dense fracture networks with a relatively coarse mesh.
The discussed DFEFVM is implemented explicitly in time and therefore
suffers from the CFL constraint, the main drawback is that small finite-
volumes with large flow velocities cause the whole simulation to slow down.
This can be improved by employing implicit time stepping (Mattha¨i et al.,
2009). In many real fracture model simulations, fracture flow velocities
and mesh refinement are 2-6 orders of magnitude greater than in the rock
matrix. Already in the explicit form, DFEFVM facilitates using larger time
steps as it does not require very fine elements for the fractures as opposed
to the FEFVM which needs highly refined discretizations at fracture-matrix
interfaces.
The DFEFVM provides an excellent framework for considering capillary
effects at the interfaces. Benes et al. (2005), Mikyska (2005), Reichenberger
et al. (2006) and Hoteit and Firoozabadi (2008b) show that saturation dis-
continuities caused by capillary effects can not be represented by the FE-
FVM unless a special treatment is employed. The tests described here show
that DFEFVM can be employed to solve such a problem by adding capillary
diffusion term in equation 5.5. This is subject to our ongoing research.
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5.5 Conclusions
In this chapter we have compared and contrasted three hybrid discretization
schemes for flow in porous media: FEFVM, FEFVM on mixed dimensional
elements and DFEFVM. We have also extended the DFEFVM to solve
two-phase flow problem. We have applied these three methods to single
and two-phase flow 2D models excluding gravitational and capillary terms.
This detailed comparison highlights their differences. The results indicate
that:
• The FEFV continuum methods do not represent the real physics of
single or two- phase flow in fractured media when using a coarse mesh,
due to smearing of the transport variable leading to inaccurate con-
centrations near the discontinuity.
• This also slows down the advance of saturation or concentration fronts
in more permeable regions. Resulting transport speeds are not con-
sistent with the permeability of the fractures. The opposite is true for
low permeability regions.
• The DFEFVM resolves these issues and allows using a relatively coarse
mesh to maintain accuracy for fractured media.
• The DFEFVM predicts breakthrough times most accurately when
compared to the FEFV continuum methods.
• Embedding discontinuities at the fracture-matrix interfaces, therefore,
will lead to more accurate predictions of tracer transport and propa-
gation speed of saturation fronts.
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Discussion
What emerges from the preceding chapters is that improving the applica-
bility and efficiency of numerical schemes in fractured porous media is a
challenge. We know that including explicitly all fractures into large-scale
(field-scale) DFM simulations of such media is not possible. One way to
resolve this is to apply a technique which uses an up-scaled relative perme-
ability mimicking the effect of the minor fractures on flow. The up-scaled
relative permeability can take into account the effect of viscous, and capil-
lary flows at the fracture-matrix interfaces on countercurrent imbibition by
using an adequate transfer function (e.g Hughes and Blunt, 2001; Di Donato
et al., 2007). Further, in accordance with the findings of Chen and Wood
(2001), Nguyen et al. (2006), and Al-Abri et al. (2009), our proposed rel-
ative permeability is a function of flow rate among other parameters. The
fraction of the fracture-matrix interface area in contact with the injected
water for any grid-block average water saturation is used to scale the capil-
lary transfer modelled with conventional transfer functions. The up-scaled
parameters can be used in conventional reservoir simulators.
Unlike implicit schemes, the run time required for explicit schemes is
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highly dependent on the local CFL values. Relaxing the global CFL con-
dition is achievable by employing an implicit scheme, however, it may in-
troduce numerical dissipation. This choice is justified when considering the
effect of the dispersion on the tracer/solute plume as a whole. It is also im-
portant to note that using large timesteps is permitted only if the effect of
mass on fluid density is small. Re-calculation of pressure and velocity field is
needed when concentration variations affect fluid density or viscosity. Using
this method, updating the velocity field often enough is crucial for correct
prediction of transport and the position of advancing tracer fronts. Here
it appears to be better to invest computational resources into frequent up-
dates of the velocity field rather than the more costly higher-order solutions.
The gravity number, the ratio between gravitational and viscous forces, can
be used to indicate the significance of density variations on dispersion (e.g.
Landman, 2005; Nick et al., 2009) and how often the velocity-field needs to
be updated.
Our findings show, on preliminary testing of this higher-order implicit
transport scheme on poorly developed fracture models that the most influ-
ential parameters on solute transport in such media are: matrix permeabil-
ity, fracture density, fracture spacing and qf/qm ratio. In accordance with
the findings of Cey et al. (2006) our result also suggest that using effective
aperture size, computed on the basis of effective permeability of the system,
can give acceptable prediction of dispersion, particularly, in poorly inter-
connected fracture networks. However, further study is needed to examine
this behaviour in well connected fracture networks and three-dimensional
fractured rocks.
Our findings further indicate that using the FEFVM with a coarse mesh
of fractured media may lead to inaccurate predictions. These are partly due
to material discontinuities being difficult to represent in continuum models.
A very fine mesh is, thus, required for the discretization of such media when
FEFVM is used. In addition, abrupt changes of material properties may
induce concentration/saturation discontinuities (e.g. Kueper et al., 1989;
Dawe et al., 1992). Moreover, the correct speed of the mass transport near
the material interfaces cannot be captured by using coarse mesh at such
interfaces. Then again, using fine mesh exceeds the computational costs.
These drawbacks of the FEFVM are greatly minimized by the proposed
DFEFVM. Our numerical experiments show that the DFEFVM eliminates
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errors in the simulation of single- and two-phase transport through frac-
tured porous media due to the abrupt changes of the material properties
across the fracture-matrix interfaces. This is because the first-order de-
pendence on discretization of such interfaces is removed. Such a method
is highly desirable for modelling dense fracture networks with a relatively
coarse mesh. Our results highlight the relevance of the DFEFVM for such
modelling because material interfaces play an important role in fluid flow
simulations. We show that the DFEFVM is first-order accurate at the in-
terfaces and higher-order elsewhere. We know that if the Brooks-Corey or
van Genuchten model is used, due to the nonlinearity of the fractional flow
function the advection front is self-sharpening (Bastian, 1999). Therefore,
first-order spatial scheme might be adequate. However, a higher-order tem-
poral scheme is needed to eliminate the temporal numerical diffusion. The
technique is also an interesting alternative to the DG approach, because it
does not need enriching all nodes with extra degrees of freedom. We high-
light that the run time required by the DFEFVM is much less than that of
the FEFVM to obtain a similar accuracy.
This study, however, indicates that the FEFVM is more appropriate
for models with smooth variations in material properties because abrupt
property changes cause significant errors / numerical dispersion. The most
widely used method to evaluate uncertainty on the flow and transport in
heterogeneous porous media is the Monte Carlo method (Dagan, 1989).
Stochastically generated media are commonly used in such studies. If ma-
terial properties vary gradually among their cells the FEFVM appears more
suitable. A more intelligent discretisation scheme could be envisaged which
judges on an interface by interface basis whether discontinuities need to be
introduced.
In 3D field-scale fractured rock models, all fractures cannot be included
into field-scale models because there may be billions of them in each cubic
kilometer of reservoir rock. Upscaling is therefore a prerequisite for field-
scale simulation. At the same time, kilometer-scale fractures like in corridors
require an explicit deterministic representation; otherwise, the field-scale
model will not be predictive. Therefore the DFEFVM can be used to model
such discontinuities.
The search for methods improving the applicability and efficiency of nu-
merical schemes in single- and two-phase flow in fractured media has been
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advanced further by this contribution. Our up-scaling method captures the
dispersive behaviour of the two-phase flow in fractured porous media in-
duced by the broad range of velocity variations (e.g. Mattha¨i et al., 2007a).
This can be used to achieve reliable prediction for large-scale simulations.
We also show that how material discontinuities affect results of single- and
two-phase flow simulation in heterogeneous media. We demonstrate that
our new scheme (DFEFVM) is consistent, stable, convergent, and is ca-
pable of capturing concentration/saturation discontinuities at the material
interfaces. Finally we exhibit the importance of modelling discontinuities
for material interfaces when solving flow and transport equations in hetero-
geneous porous media
This work has some limitations:
• Our up-scaling method does not address many important processes
such as gravitational effects, and fingering caused by the fluid viscosity
contrasts.
• The main drawback of relaxing the global CFL condition is its signifi-
cant effect on the breakthrough time. This effect is not appropriately
addressed by the volumetric treatment proposed here.
• The DFEFVM developed in this work is limited to 2D model. To
model unsaturated flow, an extension of our method to the Richards
equation and three dimensions is needed. Although the algorithm
which explodes the mesh at the material interfaces was developed for
3D, the extension of the transport algorithm is still ahead of us.
• However, the runtime necessary for the DFEFVM is slightly longer
than that for the FEFVM using the same mesh. This extra computa-
tional time partly is due to adjusting the global matrix when solving
pressure equation. Therefore this is time consuming if the pressure
equation needs to be updated more frequently.
• Furthermore, the advection term of transport in DFEFVM is imple-
mented explicitly and therefore suffers from the CFL constraint, the
main drawback is that small finite-volumes with large flow velocities
cause the whole simulation to slow down. This can be resolved by em-
ploying implicit time stepping as suggested by Mattha¨i et al. (2009).
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Conclusions
This thesis deals with some aspects of numerical simulation of flow in frac-
tured porous media. A single porosity modelling technique is considered in
the entire work. Simulation of large-scale (km) through an up-scaling and an
implicit method as well as simulation of material interfaces on centimetre-
to meter-scale are considered.
The equations used for simulating two-phase flow is presented in Chapter
1. We have also shown the methodology used for up-scaling two-phase
flow that take into account the effect of saturation, flux variations and
countercurrent imbibition on relative permeability. This proposed method
is capable of up-scaling of multi-phase flow properties of NFRs from the
meter to the grid-block scale
We have shown that large time steps can be used to speed up simulation
of solute transport in models containing many fractures (Chapter 2). The
numerical dissipation incurred by using the implicit large-timestep scheme
is small compared with mechanical dispersion induced by fracture network.
The optimal time steps can be found through CFL histogram. This method
is especially more suitable when velocity field is not strongly varying in time.
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In contrast, Chapter 3 focuses on effect of sparse fracture network on
macro-dispersion. A geomechanical model is used to generate realistic frac-
ture sets. In nature, rocks do not always have high fracture density similar
to the poorly developed ones in this work. Unlike these fracture sets, many
studies have been done on very developed fracture models. Thus, under-
standing of flow and transport processes becomes crucial when fractures are
poorly developed (i.e. low connectivity) as flow in the rock matrix becomes
important. In such scenarios, our results indicate highly dispersed plumes
and long-tails in the breakthrough curves. Our observations for the 2D
cross-sectional model with low fracture connectivity suggest that applying
the effective aperture size calculated based on the effective permeability of
the system for flow and transport modelling provides satisfactory result.
Solute transport in such media is more influenced by matrix permeability,
fracture density, fracture spacing and qf/qm ratio than aperture variation.
In order to understand how material interfaces affect flow simulation
results, a new method is developed with embedded discontinuities which
evolve discontinuities at material interfaces (Chapter 4). With respect to
this new numerical approach, the following conclusions can be drawn:
• We verify that the new scheme is convergent. This is well placed to
model advection diffusion equation in a homogeneous porous media
including interfaces in the model.
• The discretization error is small for the DFEFV method compared
with the continuous FEFV scheme. Less refinement is needed to
produce accurate results using the DFEFVM when compared with
the conventional scheme in heterogeneous porous media.This is im-
portant as simulation of large geological model requires using coarse
finite-elements because of computational limitation/cost.
• Our results show that the FEFV transport scheme that models the
transport variable continuously at the interfaces can cause incorrect
arrival time, shape of the concentration front and dispersion coefficient
of solute transport in geological media.
• Our new algorithm is also able to handle situations in which several
sub-domains with different properties are connecting by a node.
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• Our observations suggest that discontinuities should be embedded in
modelling as a default for material interfaces when solving flow and
transport equations for heterogeneous porous media.
In Chapter 5, the introduced scheme is extended for two-phase flow. We
present a family of FEFV schemes for purely advective single- and two-
phase flow in fractured porous media in the absence of gravity and capillary
forces. A comparison is made between these methods. Important conclu-
sions obtained from various numerical experiments are:
• The FEFV continuum methods do not represent the real physics of
single or two- phase flow in fractured media when using coarse mesh,
due to smearing of the transport variable leading to inaccurate con-
centrations near the discontinuity.
• This also slows down the advance of saturation or concentration fronts
in more permeable regions. Resulting transport speeds are not con-
sistent with the permeability of the fractures. The opposite is true for
low permeability regions.
• The DFEFVM resolves these issues and allows using a relatively coarse
mesh to maintain accuracy.
• The DFEFVM predicts breakthrough times most accurately when
compared to the FEFV continuum methods.
• Embedding discontinuities at the fracture-matrix interfaces, therefore,
will lead to more accurate predictions of tracer transport and propa-
gation speed of saturation fronts.
Future work
Following the conclusions of Chapter 4, the use of effective aperture size need
to be studied in models containing highly fracture network as well as three-
dimensional geometries. Furthermore the scale dependency of dispersion
should be considered by generating larger fracture models.
The method discussed in Chapter 5 causes a remarkable difference in the
tracer profiles obtained in transport simulations. Although the algorithm
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which explodes the mesh at the interfaces is developed for three-dimensional
models, an extension to 3D is required for the transport algorithm.
The continuum methods suffer from smearing of the transport variable
which introduce errors into the simulation of single- and two-phase transport
through fractured porous media due to the abrupt changes of the material
properties across the fracture-matrix interfaces. However, we resolve this in
the DFEFVM. In order to bring the advantages of the mixed dimensional
method into the DFEFVM, it would need to be extended to discretizations
with lower dimensional elements representing the fractures. This method
would combine the ease of discretizing fractured media with the accuracy
of the DFEFVM. Such a method is highly desirable for modelling dense
fracture networks with a relatively coarse mesh.
Although, the DFEFVM facilitates using larger time steps as it does not
require very fine elements for the fractures as opposed to the FEFVM which
needs highly refined discretizations at fracture-matrix interfaces. It is imple-
mented explicitly in time and therefore suffers from the CFL constraint, the
main drawback is that the existence of small finite-volumes with large flow
velocities cause the whole simulation to slow down. This can be resolved by
employing implicit time stepping.
The DFEFVM provides an excellent framework for considering capillary
effects at the interfaces. An extension of DFEFVM to capture this effect is
required.
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Notation
Symbol Unit Explanation
u LT−1 velocity
uα LT−1 α-phase velocity
ut LT
−1 total velocity
k L2 intrinsic permeability tensor
keff L
2 effective permeability tensor
krα relative permeability of phase α
krα relative permeability of phase α
µ ML−1T−1 dynamic viscosity
µα ML−1T−1 α-phase dynamic viscosity
P ML−1T−2 pressure
Pα ML−1T−2 α-phase pressure
Pc ML−1T−2 capillary pressure
Pd ML
−1T−2 entry pressure
∇ gradient
ρ ML−3 fluid density
g LT−2 gravity vector pointing in negative Y direction
c ML−3 concentration
cj ML−3 concentration of node j
cr ML−3 reference concentration solution
Sα α-phase saturation
Smα matrix α-phase saturation
Sfα fracture α-phase saturation
Se effective saturation
Swr residual saturation of wetting phase
Smnr matrix residual saturation of non-wetting phase
fα fractional flow function of phaseα
λα M−1LT mobility of phase α
λt M−1LT total mobility
λb Brooks Corey coefficient
m, αv van Genuchten fitting parameters
t T time
φ porosity
φf ,φm fracture and matrix porosity
J ML−2T−1 dispersive mass flux
q˙ T−1 volume source/sink rate
q˙α T−1 volume source/sink rate of phase α
q ML−3T−1 mass source/sink rate
D L2T−1 dispersion coefficient
Deff L
2T−1 effective molecular diffusion coefficient
Dm L2T−1 molecular diffusion coefficient
αL L longitudinal dispersivity
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αT L transversal dispersivity
af L aperture size
aavg L average aperture size
aeff L effective aperture size
li L length of 1D element i ∈ [1, n]
qv L 2T −1 block-scale volume flux
qf L
2T −1 fracture volume flux
qm L 2T−1 matrix volume flux
vt L T−1 average grid-block velocity
kup−scaledrα upscaled relative permeability
Ts,β T
−1 transfer function
τ tortuosity
ct LT2M−1 total system compressibility
βs LT2M−1 compressibility of solid phase
βw LT2M−1 compressibility of fluid phase
σnw [ML−1T−2] interfacial tension between wetting and non-wetting phases
θ contact angle
r L radius of the capillary-tube
Γ interface
Γout outflow boundaries
Γfm internal boundaries between fracture and matix
e+, e− adjacent elements at the interfaces, Γi ∈ e+ ∪ e−
qj
D
MT−1 diffusive mass flux across interface Γi for node j
h+ + h− L summation of the distance between the barycentres of e+ / e− and Γi
ai L2(3D), L (2D) area of the interface Γi
c ML−3 average concentration
Aj L2 (3D), L (2D) area of the cut plane/line - FV sector intersection associated with node j
Af L
2 fracture-matrix interface area
V L3 volume
S L2 surface
I unit tensor
cu ML−3 upstream value of concentration
cd ML
−3 downstream value of concentration
cc ML−3 current value of concentration
ck ML
−3 concentration value at finite volume facet
µ0 ML−2 zeroth moment
µ1 ML−1 first moment
µ2 M second moment
X¯ variance
D(t) L2T−1 time dependent macro-dispersion
α(t) L time dependent macro-dispersivity
ε strain vector
σ ML−1T−2 stress vector
De ML−1T−2 linear elastic material stiffness matrix
E ML−1T−2 Young’s(elasticity) moduls
ν poisson ratio
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G energy release rate
KI ML
−3T−2 stress intensity factor
ladv L propagation length
lmax L maximum length increase at any propagation step
Ω model domain
Ωf fracture domain
Ωm matrix domain
∇N matrix of spatial derivatives of finite-element interpolation functions
N vector of finite-element interpolation functions
M vector of finite-volume interpolation functions
erf() standard error function
CCI countercurrent imbibition
CFL Courant-Friedrichs-Lewy
FEM Finite element method
FVM Finite volume method
FEFVM Finite element finite volume method
DFEFVM Finite element finite volume method with embedded discontinuities
TVD Total variation diminishing
REV Representative elementary volume
IMP-IMS implicit pressure implicit saturation
IMPES implicit pressure explicit saturation
CTRW Continuous Time Random Walk Method
DNAPL dense non-aqueous phase liquid
NFR naturally fractured reservoir
MFE mixed finite-element
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