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Abstract: Above-water radiometry depends on estimates of the reflectance
factor ρ of the sea surface to compute the in situ water-leaving radiance. The
Monte Carlo code for ocean color simulations MOX is used in this study
to analyze the effect of different environmental components on ρ values. A
first aspect is examining the reflectance factor without and by accounting
for the sky-radiance polarization. The influence of the sea-surface statistics
at discrete grid points is then considered by presenting a new scheme to
define the variance of the waves slope. Results at different sun elevations
and sensor orientations indicate that the light polarization effect on ρ
simulations reduces from ∼17 to ∼10% when the wind speed increases
from 0 to 14m s−1. An opposite tendency characterizes the modeling of
the sea-surface slope variance, with ρ differences up to ∼12% at a wind
speed of 10m s−1. The joint effect of polarization and the the sea-surface
statistics displays a less systematic dependence on the wind speed, with
differences in the range ∼13 to ∼18%. The ρ changes due to the light
polarization and the variance of the waves slope become more relevant at
sky-viewing geometries respectively lower and higher than 40◦ with respect
to the zenith. An overall compensation of positive and negative offsets
due to light polarization is finally documented when considering different
sun elevations. These results address additional investigations which, by
combining the modeling and experimental components of marine optics,
better evaluate specific measurement protocols for collecting above-water
radiometric data in the field.
© 2016 Optical Society of America
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1. Introduction
Reflectance factor ρ = Lr/Li quantifies the fraction of reflected over incident radiance at the sea-
air interface (Lr and Li, respectively). Above-water radiometric measurements require accurate
ρ estimates to compute in situ water-leaving radiance Lw=Lt−ρ ·Li, where the total radiance
Lt is collected in the sea-viewing mode (Fig. 1). In situ above-water systems have been used for
the validation of radiometric data produced by space-born sensors like the Sea-viewing Wide
Field-of-view Sensor SeaWiFS, the Moderate Resolution Imaging Spectroradiometer MODIS,
the Medium Resolution Imaging Spectrometer MERIS and the Visible Infrared Imagery Ra-
diometer Suite VIIRS [1]. In the near future, field measurements acquired by the Ocean Color
component of the Aerosol Robotic Network AERONET-OC [2, 3] will also be applied for the
analysis of the Ocean Land Colour Instrument OLCI deliverables. Additionally, above-water
systems have relevance for the development of ocean color inversion schemes [4–6] and to
address environmental monitoring tasks [7].
Radiative transfer studies have shown how the reflectance factor can vary with the sea-state
and the viewing geometry [8,9]. Look-up tables have then been compiled based on Monte Carlo
MC simulations to report ρ values as a function of the wind speed, the radiometers orientation
and the sun position [8]. Recent extensions also account for the polarization of the incident
light [10–13]. The accuracy target for in situ radiometric measurements underpins additional
analyses to comprehensively account for specific environmental conditions and extensively as-
sess the performance of measurement protocols.
A new set of Monte Carlo experiments is performed in this study to detail the dependence
of ρ values on light polarization and sea-surface statistics keeping the same benchmark for
the inter-comparison of results. The first aspect is addressed without and by accounting for the
sky-radiance polarization. The generation of the sea-surface at discrete grid points for MC ray
tracing is then considered by presenting a new iterative scheme to improve the convergence
between the computed and the target slope variance [12]. Specific ρ variations due to the light
polarization and changes in the sea-surface statistics are then detailed.
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Fig. 1. Example of above-water radiometric measurements. The sensors orientation is that
adopted for AERONET-OC [2].
This work relies on the MC code for Ocean Color Simulations MOX to model the reflectance
factor in a three-dimensional domain using state-of-the-art High Performance Computing HPC
solutions [14–16]. Above-water simulation results integrate former MOX investigations on the
precision of data products derived with in-water radiometric systems [17, 18]. The study is
organized as follows. Methodological aspects are detailed in Section 2. Results are presented
in Section 3 and discussed in Section 4. The study summary and conclusions of Section 5 end
this work.
2. Methods
The Stokes vector and the Muller matrix defining light polarization are introduced in Sec-
tion 2.1. The sky-radiance and the sea-surface MOX components are presented in Section 2.2
and Section 2.3, respectively.
2.1. Polarized light
The electric field E expressing light polarization [10,19–28] is defined in an orthonormal basis
V = {ι ‖, ι⊥} as
E = E‖ι ‖+E⊥ι⊥ (1)
with
E‖(l, t) = A‖ exp
[
−i
(
ε‖+
2pi
λ
l
)]
(2)
E⊥(l, t) = A⊥ exp
[
−i
(
ε⊥+
2pi
λ
l
)]
, (3)
where A‖ and A⊥ are the amplitudes of the electric field in the ι ‖ and ι⊥ direction, respectively;
l is the distance along the light propagation direction; λ is the wavelength; ε‖ and ε⊥ are the
phase components (the time dependence has been omitted). Following the schematics of Fig. 2,
the ι ‖ vector is oriented in the meridian plane formed by the ray propagation direction ξ ι and
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Fig. 2. The Stokes vector is at first referenced to the initial meridian plane specified by
the base Vι = {ι ‖, ι⊥}. Before applying the Muller transformation, light polarization needs
to be expressed in the basis Vκ = {κ ‖,κ⊥}, where the κ ‖ vector is within the change-of-
direction plane. The new polarization state has afterwards to be formulated in the basis
Vχ = {χ ‖,χ⊥}, where χ ‖ is in the final meridian plane. Each change of base is a rotation
with a different Euler angle. The figure refers to the reflection of light at a facet of the sea
surface (θi indicate both the incident and the reflection angle with respect to the normal n).
The schematic for the photon scattering is analogous.
the z-axis, while ι⊥ satisfies the condition ι ‖× ι⊥ = ξ ι . In this reference system, the light
polarization is described by the Stokes vector Sι as
Sι =

A2‖+A
2
⊥
A2‖−A2⊥
2A‖A⊥ cosδ
2A‖A⊥ sinδ
=

I
Q
U
V
 , (4)
where δ = ε‖− ε⊥ is the phase shift between E‖ and E⊥. The I parameter represents the in-
tensity; Q is the excess of polarization in the ‖ rather than in the ⊥ direction; U is the excess
of polarization in the direction pi/4 rather than in the directions 3pi/4 with respect to ‖; and V
indicates the excess of right-handed rather than left-handed polarized light.
The ray direction change from ξ ι to ξ χ , upon scattering or reflection, is expressed by the
zenith θ ∗ and azimuth angle φ ∗. Light polarization is then determined in a three-step process:
1) The first step defines the initial Stoke vector Sι in the change-of-direction plane deter-
mined by the old ξ ι and new ξ χ propagation directions. This is performed rotating coun-
terclockwise (looking along ξ ι ) the basis Vι = {ι ‖, ι⊥} by the angle φ ∗ to reference Sι
with respect to Vκ = {κ ‖,κ⊥}. The corresponding transformation is Rι ,κ(−φ ∗)Sι , where
R(α) is the Euler rotation
R(α) =

1 0 0 0
0 cos(2α) sin(2α) 0
0 −sin(2α) cos(2α) 0
0 0 0 1
 . (5)
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2) The second step is to apply the Muller matrix—i.e., Mκ(θ ∗)Rι ,κ(−φ ∗)Sι—for light scat-
tering or reflection, as detailed in the next Sections.
3) The last step specifies the transformed Stoke vector in the final meridian plane given by
the z-axis and the new ray propagation direction ξ χ , which corresponds to the rotation
Rκ˜,χ(−ψ∗). The new polarization state Sχ is hence computed as
Sχ = Rκ˜,χ(−ψ∗)Mκ(θ ∗)Rι ,κ(−φ ∗)Sι . (6)
2.2.    Sky-radiance distribution
MOX simulations of the sky-radiance distribution are performed at λ =490nm by considering
a plane-parallel, homogeneous and cloud-free atmosphere (e.g., [29]). The atmosphere bot-
tom is idealized as a Lambertian surface with 5% albedo. The working hypothesis is that an
accurate sea-surface modeling is required to analyze ρ values, but ρ values have a limited influ-
ence on the sky-radiance distribution. This allows for reducing computing time using the same
sky-radiance distribution to initialize the photon trajectories when performing ρ simulations at
different wind speed values and viewing geometries, while considering the same sun elevation.
The scattering optical thickness is τb = τMb + τ
A
b , where τ
M
b and τ
A
b indicate the molecules
M and aerosol A contribution, respectively. The absorption optical thickness is instead τa =
τOa + τWa + τGa , with τOa , τWa and τGa specifying the contribution of the ozone O, water vapor
W and permanent gases G, respectively. The absorption aatm and scattering batm coefficients
are defined scaling the corresponding optical thickness values by the atmosphere height and
assuming that the scattering rather than absorption determines the optical contribution of the
aerosol. Table 1 summarizes the parameters used in the MOX sky-radiance component.
The path length l of the photon trajectory is
l =− log(u)/catm (7)
where catm = aatm+batm is the attenuation coefficient and u is a random number sampled from a
uniform distribution between 0 and 1; i.e., u∈U(0,1). The scheme to update the photon weight
Table 1. MOX parameters for simulating the sky-radiance distribution at λ =490nm. 
Parameter Symbol Value Units
Sun zenith θs 0,30,60 Deg.
Sun azimuth φs 0 Deg.
Diffuse over direct ratio rdir 0.15–0.4
Elevation hatm 104 m
Bottom reflectance (Lambertian) rbtm 5 %
Scattering optical thickness of molecules τMb 0.1584
Scattering optical thickness of aerosol τAb 0.23
Total scattering optical thickness τb 0.3884
Absorption optical thickness of ozone τOa 0.00632
Absorption optical thickness of water τWa 0
Absorption optical thickness of gases τGa 0
Absorption optical thickness of aerosol τAa 0
Total absorption optical thickness τa 0.00632
Absorption aatm 0.0630 ·10−5 m−1
Scattering batm 3.8842 ·10−5 m−1
Attenuation catm 3.9472 ·10−5 m−1
Single scattering albedo ωatm 0.9840
Photon population Nph 109
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is
wnew = wold ·ωatm (8)
where ωatm = batm/catm is the single scattering albedo. This is equivalent to consider an initial
ensemble of virtual photons and reduce its size based on the probability of each photon to be
scattered. The ray-tracing of photons ending their trajectory in the atmosphere follows the rules
of Rayleigh scattering for gas-molecules if u > µ , where u ∈ U(0,1) and µ = τMb /τb (Sec-
tion 2.2.1). The Mie theory instead applies for the aerosol scattering if u≤ µ (Section 2.2.2).
The intensity and polarization of each virtual photon that arrives at the atmospheric bottom
are recorded as a function of the propagation direction to define the sky-radiance distribution
(Fig. 3). The photon is then redirected towards the sky. Photons reaching the atmosphere top are
instead terminated. Simulation results include the diffuse-to-total rtot and the diffuse-to-direct
rdir irradiance ratio
rtot =
Esky
Etot
(9)
and
rdir =
Esky
Esun
, (10)
where Etot = Esun+Esky is the sum of sun and sky irradiance (Esun and Esky, respectively). Note
that rdir can be expressed as a function of rtot [Eq. (9)] as
rdir =
rtot
1− rtot . (11)
2.2.1.  Muller matrix of Rayleigh scattering
The Muller matrix for Rayleigh scattering RLG due to anisotropic particles in random orienta-
tion is expressed as
MRLG(θ ∗) = ∆

3
4 (1+ cos
2(θ ∗)) − 34 sin2(θ ∗) 0 0
− 34 sin2(θ ∗) 34 (1+ cos2(θ ∗)) 0 0
0 0 32 cos(θ
∗) 0
0 0 0 ∆′ 32 cos(θ
∗)

+(1−∆)

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 , (12)
where
∆=
1−δ
1+δ/2
and ∆′ =
1−2δ
1−δ
being δ the depolarization factor [28, 30].
2.2.2. Muller matrix of Mie scattering
The Mie theory models the scattering by an homogeneous spherical particle. The Muller matrix 
is formulated as
MMIE(θ∗) =

1
2
(|S1|2 + |S2|2) 12 (|S1|2−|S2|2) 0 0
1
2
(|S1|2−|S2|2) 12 (|S1|2 + |S2|2) 0 0
0 0 12
(
S∗2S1 +S2S
∗
1
) i
2
(
S1S
∗
2−S2S∗1
)
0 0 − i2
(
S1S
∗
2−S2S∗1
) 1
2
(
S∗2S1 +S2S
∗
1
)
 , (13)
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Fig. 3. Sky-radiance simulations in the panels from left to right refer to θs = 0◦,30◦ and
60◦, respectively. The I, Q, U Stokes parameters (in units of W m−2 nm−1 sr−1) and the
polarization degree P (in percent) are presented from the top to the bottom row. Results are
scaled so that the total irradiance is 1 Wm−2 nm−1 for θs=0◦.
where the amplitudes S1(θ ∗,nc,d) and S2(θ ∗,nc,d) are complex functions of the zenith scat-
tering angle θ ∗, the complex refractive index nc = nr− ini, and the size parameter d = 2pir/λ
defined by the particle radius r and the light wavelength λ . A description of the S1(θ ∗,nc,d)
and S2(θ ∗,nc,d) functions is presented in the literature [19, 28, 31–33].
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2.3. Reflectance factor of the sea-surface
Upon generating the sky-radiance distribution Lsky, the simulation of the reflectance factor ρ
starts by sampling a random number q from an uniform distribution between 0 and 1: the photon
origin is the sky if q < ρsky, otherwise is the sun. The ρsky threshold is given by
ρsky =
α
α+1
(14)
with
α = rdir
Wsun
Wsky
, (15)
where the sun and the sky weighting factors Wsun and Wsky are
Wsun = cos(θs) (16)
and
Wsky =
∫ 2pi
0
dφ
∫ pi/2
0
Lsky(θ ,φ)sin(θ)cos(θ)dθ . (17)
The direction cosines of photons that represent the direct light are set based on the sun zenith
θs and azimuth φs, and also considering the sun angular size. The direction and the Stokes
parameters of the photons that constitute the diffuse light are otherwise determined from sky-
radiance simulation results. The acceptance-rejection method [34] is in this case adopted for
sampling from the two-dimensional distribution of tabulated Lsky values. Photons leaving the
simulation domain laterally are restarted from the opposite side [Fig. 4(a)] assuming periodic
boundary conditions.
The Lr and Li fields are determined by tracking the photons trajectories. Each radiometric
quantity is associated with an l-by-m-by-n matrix whose (i, j,k) entry accumulates values de-
tected by the (i, j)-th photon collecting bin of the k-th horizontal layer. By indicating with ξ Li
the direction of the radiometric sensor in the sky-viewing mode, the photon weight is added
to Li(i, j,k) when the ray intersects the (i, j)-th bin of the k-th layer satisfying the constraint
−ξ Li ·ξ < cos(FOV), and an analogous scheme applies for Lr. A single layer of collecting bins
positioned at 10m above the sea level and a FOV of 5◦ are considered in this work.
2.3.1. Sea-surface modeling
The sea surface is modeled following the scheme presented by Mobley [12], which provides a
detailed description of the applied methods. The sea surface is discretized by Nx and Ny grid
points along the x- and y-axis respectively (Table 2, Fig. 4), with resolutions ∆x = Lx/Nx and
Table 2. MOX parameters for simulating the reflectance factor ρ. 
Parameter Symbol Value Units
X- and y sea-surface length Lx and Ly 200 m
X- and y sampling points Nx and Ny 1024
Wind speed vw 0–14 ms−1
Surface resolution ∆s 0.0512 m
Photon population Nph 109
Weight threshold ζw 10−6
Field of view FOV 5 Deg.
X and y binning resolution βx,βy 0.05 m
Elevation of the collecting layer hβ 10 m
Wave age Ωc 0.84
Spreading function S 2.8
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(a) (b)
Fig. 4. Schematic of photon tracing and an example of sea-surface generated at the grid
points of the simulation domain (vw=10m s−1) in panel (a) and (b), respectively.
∆y = Ly/Ny. Spatial coordinates are formulated as x(r) = r · ∆x and y(s) = s · ∆y, with r =
1, . . . ,Nx and s = 1, . . . ,Ny. The sea-surface elevation z(r,s) is specified under the assumption
of linear wave theory using the Inverse Fast Fourier Transform IFFT scheme
z(r,s) =
1
NuNv
Nu
∑
u=1
Nv
∑
v=1
zˆ(u,v)ei(r·u/Nu+s·v/Nv), (18)
where the harmonic components zˆ(u,v) are indexed by u and v in the wavenumber k domain.
Computing zˆ(u,v) requires two main quantities. One is the Elfouhaily omnidirectional spectral
density S(k) [12,35], which determines the elevation variance based on the module of the wind
speed and the wave age. The other is the “cosine-2s” spreading function [12, 36], employed
to distribute the sea-surface elevation to waves traveling in different directions. The wave age
and spreading function parameters adopted for all ρ simulations considered in this work are
respectively Ωc=0.84 (i.e.,fully developed sea) and S=2.8.
In summary, the steps to generate the sea surface though Eq. (18) are: 1) compute the two-
sided discrete values of the elevation variance; 2) sample the amplitudes of the harmonic com-
ponents with normal distributions; and 3) define the Hermitian coefficients of the IFFT to obtain
real-valued z(r,s) elevations. An example of sea-surface generation is shown in Fig. 4(b) for a
wind speed of 10 ms−1.
2.3.2. Muller matrix of the reflected light
The incidence and transmission angles of a collimated light beam with respect to normal at
the sea-surface intersection point are respectively denoted θi and θt, whereas their sum and
difference are θ+ = θi +θt and θ− = θi−θt. The Muller matrix expressing the polarization of
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the reflected light RFL is then [20, 24]
MRFL(θ+,θ−) =
1
2
(
tan(θ−)
sin(θ+)
)2
(19)
cos2(θ−)+ cos2(θ+) cos2(θ−)− cos2(θ+) 0 0
cos2(θ−)− cos2(θ+) cos2(θ−)+ cos2(θ+) 0 0
0 0 −2cos(θ+)cos(θ−) 0
0 0 0 −2cos(θ+)cos(θ−)
 .
2.3.3. Statistical figures of the sea surface
The main effect of the elevation variance on ρ values is shading portions of the sea surface to the
light that propagates almost horizontally, and its relevance increases with the sun zenith [37].
The sea-surface slope variance has instead a direct influence on ρ because the angle of incidence
θi contributes to define the coefficients of the Muller matrix for light reflection [Eq. (19)].
In the ideal case, the target TRG values of the elevation ELE variance [σELETRG]
2 and the slope
SLP variance [σ SLPTRG]
2 are
[σELETRG]
2 ≡
∫ kH
kFND
S(k)dk (20)
[σ SLPTRG]
2 ≡
∫ kH
kFND
k2S(k)dk (21)
where kFND is the fundamental wavenumber, kH denotes a wavenumber sufficiently high to
account for the contribution of capillary waves, and assuming that the simulation domain in-
cludes the sea-surface wave with the largest wavelength of interest [12]. Note that S(k) has
different signification in Eq. (20) and (21). Specifically, in Eq. (20), it represents the spectral
elevation variance in m3 rad−1, and hence [σELETRG] is in m
2. Instead, the S(k) term of Eq. (21)
is obtained upon spatial differentiation to evaluate the sea-surface slope statistics. Its units are
m3 rad−1 rad−2 (the rationale to add the extra rad−2 term is detailed below). This leads to a
spectral slope variance k2S(k) in mrad−1 (not mrad as reported in the literature; e.g., [35] pag.
15,795). And indeed the [σ SLPTRG] term quantifies the variance of a slope rather then of an angle.
Without loss of generalization, the sea-surface is defined for this dimensional analysis as
z(x) =∑∞n=0 zn(x), where zn(x) =An cos(knx+ φn). The term cos(knx+ φn) is dimensionless.
The slope of this n-th harmonic component, computed with the chain rule for differentiation, is
dzn
dx =−knAn sin(knx+φn). But, sin(knx+φn) is now in rad−1. Applying the ensemble average
operator 〈〉 leads to 〈[dzn/dx]2〉= 12 k2nA2n, which is the variance of a slope (i.e., not an angle)
although the right term seems expressed in rad2 at a first sight. The reasoning to formulate
Eq. (21) in the correct units is analogous once the spreading function is accounted for relating
S(k) to the Fourier coefficients [12].
The sea-surface statistics at high wavenumbers The IFFT [Eq. (18)] accounts for harmonic
components with wavenumber in the range [kFND,kNYQ], where kNYQ is the Nyquist value [12].
Most of the elevation variance can be included in the discretized sea surface by choosing a
proper grid resolution. It is however difficult to obtain the same result for the slope variance,
which can still be relevant at high wavenumbers due to the k2 term of Eq. (21). An efficient
method has been presented in the literature [12] to modify the S(k) function and preserve the
sea-surface slope variance at wavenumbers larger than kNYQ.
The scheme to model the High-Wavenumbers Statistics HWS of the sea surface defines a
modified spectral density function Sˆ(k) as
Sˆ(k) = [1+ δˆHWS(k)]S(k), (22)
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where
δˆHWS(k) =
{
0 if k ≤ kP
δNYQ
(
k−kP
kNYQ−kP
)
otherwise (23)
and
δNYQ =
∫ kH
kNYQ
k2S(k)dk∫ kNYQ
kP
k2
(
k−kP
kNYQ−kP
)
S(k)dk
, (24)
with kP indicating the peak frequency where the S(k) spectral density reaches its highest value.
This approach ensures that ∫ kNYQ
kFND
k2Sˆ(k)dk = [σ SLPTRG]
2. (25)
The slope variance of the sea surface at the (r,s) grid points upon applying the standard HWS
scheme of Eqs.(22)–(24) is
[σ SLPHWS]
2 =
1
Nx
1
Ny
{
Nx−1
∑
r=1
Ny
∑
s=1
[∆xz(r,s)]2+
Nx
∑
r=1
Ny−1
∑
s=1
[∆yz(r,s)]2
}
, (26)
where ∆xz(r,s) =
z(r+1,s)− z(r,s)
x(r+1)− x(r) and ∆yz(r,s) =
z(r,s+1)− z(r,s)
y(s+1)− y(s) .
The sea-surface statistics at the grid points of the simulation domain The HWS guarantees
the validity of Eq. (25) in the continuous case. Numerical results however indicate that an
underestimation tendency [σ SLPHWS]
2≤ [σ SLPTRG]2 [Eq. (26) and Eq. (21)] characterizes the IFFT sea-
surface realization [Eq. (18)] due to truncation errors induced by the finite difference method. A
novel algorithm is proposed in this work to model the Grid-Points Statistics GPS of sea surface
by iteratively adjusting the spectral density function Sˆ(k) until converging to the target value
[Eq. (21)].
Upon initializing δGPS = δNYQ [Eq. (24)], this scheme prescribes to:
1) Use δGPS to compute SˆGPS(k) in analogy to Eqs.(22)–(23).
2) Define the amplitude of the harmonic components directly from SˆGPS(k)—i.e., without
sampling—and generate the sea surface with the IFFT scheme.
3) Compute [σ SLPGPS ]
2 as in Eq. 26.
4) Evaluate ν = [σ SLPGPS ]
2/[σ SLPTRG]
2 and set δGPS = δGPS +η .
5) Repeat items 1 to 4 or terminate if ν ≥ 1
The η parameter is employed in step 4 as a trade-off for balancing the number of iterations and
the accuracy of results, and an example is reported later when evaluating the algorithm perfor-
mance. Once the δGPS value has been set, the sea-surface can then be generated by sampling
normally distributed elevation components as for the HWS scheme.
3. Results
3.1. Variance of the sea-surface elevation and slope
The acronyms designating the main quantities considered in this analysis are highlighted below 
to facilitate the discussion of the results:
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Fig. 5. Elevation and slope variance of sea surfaces generated for wind speed values in
the range 2–14 m s−1 are in the left and right panel, respectively. The legend acronyms
are defined as follows: TRG denotes target quantities; HWS and GPS refers to the high-
wavenumbers statistics and to the grid-points statistics, respectively; RAW indicates the
case where no correction is applied.
• [σ SLPTRG]
2 and [σELETRG]
2 are the target slope and elevation variance, respectively.
• [σ SLPHWS]
2 and [σELEHWS]
2 indicate results from the application of the HWS scheme.
• [σ SLPGPS ]
2 and [σELEGPS ]
2 are the values obtained with the GPS iterative algorithm.
• [σ SLPRAW]
2 and [σELERAW]
2 refer to the case where no correction is applied.
Results are presented in Fig. 5 adopting the simulation setting of Table 2 and considering
wind speed values vw in the range 2–14 m s−1. In agreement with [12], Fig. 5(a) shows that
both the HWS and the GPS schemes well approximate the target elevation variance (the results
variability at vw = 14 m s−1 is the effect of statistical fluctuation). Instead, Fig. 5(b) indicates
that [σ SLPRAW]
2 < [σ SLPHWS]
2 < [σ SLPGPS ]
2 ∼ [σ SLPTRG]2 even at low wind-speed values. The proof-of-
concept GPS algorithm presented in this study complements the HWS scheme demonstrating
the possibility to reach a statistical convergence between the slope variance computed at the
sea-surface grid points and the target value. The value of the η parameter employed in this
case study is 0.02. Less than 20 iterations and a processing time of a few tens of seconds are
required for generating each sea surface. The GPS convergence can be improved by updating
the η value at run time, although this optimization is out of the scope of the present study.
Table 3. Test cases to evaluate the variability of ρ simulation results.
Sky-radiance
No polarization With polarization
Sea-surface
High
Wavenumbers HWSUNP STDPOL
Statistics
Grid
Points GPSUNP GPSPOL
Statistics
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Fig. 6. Simulations of ρ values for vw in the range 0–14m s−1. Panels from left to right
refer to θs = 0◦,30◦ and 60◦, respectively. Panels from top to bottom correspond instead to
the HWSUNP, HWSPOL, GPSUNP and GPSPOL case (Table 3).
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Fig. 7. Tendency of ρ values when increasing the wind speed (based on Fig. 6).
3.2. Overall tendencies of the reflectance factor of the sea-surface
The ρ simulations for the azimuth viewing geometry φv = 90◦ with respect to the sun plane
are summarized in Fig. 6. This azimuth angle is selected in agreement with the measurement
protocol of AERONET-OC [2, 3] and MC simulation results [38]. Each panel presents results
for θv = 0◦,10◦,20◦, . . . ,80◦ with respect to zenith (the same values define the sea-viewing
mode with respect to nadir). Wind speed values are in the range 0–14m s−1. The column panels
from left to right refer to θs = 0◦,30◦ and 60◦, respectively. The row panels from top to bottom
instead consider the HWSUNP, HWSPOL, GPSUNP and GPSPOL simulation cases (Table 3).
Repeated ρ simulations display differences due to the MC intrinsic noise in the order of 1%
(details not presented). Results have been additionally verified through replicated sea-surface 
generations. The ρ values analyzed in this work for different environmental conditions (i.e., 
selected sun zenith and wind speed values) meet ranges documented in the literature [12]. 
Trends of Fig. 6 indicate a significant ρ  variability, as well as a strong dependence on the wind 
speed values, when the Li radiometer is oriented close to zenith. This depends on the sun-glint 
contribution, as further discussed in Section 4. Larger viewing angles lessen the glint effect, and 
the overall ρ variability at different wind speed and sun elevations reaches a minimum at θv ∼ 
65◦. The ρ dependency on θv indicates larger values when the radiometer orientation 
approaches the horizon due to the enhanced Fresnel reflectance.
Results indicate that increasing the wind-driven slope variance of the sea-surface corresponds
to:
• lower ρ values for θv < 20◦ and θs ∼ 0◦.
• larger ρ values for θv < 20◦ and θs ≥ 30◦.
• lower ρ values for θv > 60◦, regardless of θs.
• larger ρ values for 20◦ < θv < 60◦, regardless of θs.
These tendencies are summarized in Fig. 7.
Selected cases addressed in Fig. 6 are compared against each other in Fig. 8. Results at dif-
ferent wind speed values are highlighted adopting the same color scheme of Fig. 6. The triangle
4, the circle # and the square  symbols denote results for θs = 0◦,30◦ and 60◦, respectively.
The benchmark quantity in the abscissa axis is the ρ value obtained without accounting for
the light polarization and using the HWS scheme to generate the sea surface. The ordinate axis
refers instead to ρ simulations performed by:
1) including light polarization (HWSPOL, Fig. 8(a));
2) applying the iterative algorithm to generate the sea surface (GPSUNP, Fig. 8(b)); and
3) jointly considering the effect of light polarization and the sea-surface modeling revision
(GPSPOL, Fig. 8(c)).
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Fig. 8. Scatter plots for different ρ simulation settings. The benchmark case is HWSUNP.
The ρ variations induced by the light polarization (HWSPOL), the use of the novel iterative
algorithm for the sea-surface generation (GPSUNP), and their combined effect (GPSPOL)
are highlighted in panel (a), (b) and (c), respectively. Colors identify results at different
wind speed values as in Fig. 6.
The scattering ε and bias δ between the compared quantities are
ε = 100
1
N
N
∑
i=1
|yi− xi|
xi
and δ = 100
1
N
N
∑
i=1
yi− xi
xi
, (27)
where N=216 is the number of data points (i.e., 8 wind speed values, 3 sun elevations and 9
viewing geometries). The determination coefficient r2 is also reported.
The polarization effect of on ρ simulations detailed in Fig. 8(a) indicates an average scat-
tering ε=10% and almost no bias. Accounting for light polarization produces lower ρ values
at θs = 0◦. This tendency is reversed for θs = 60◦. The effect of light polarization reduces for
θs = 30◦.
The comparison of results obtained by generating the sea surface with the HWS and the
GPS scheme is presented in Fig. 8(b). The overall scattering and bias are ε=5% and δ =3%,
respectively. The tendency ρHWSUNP > ρGPSUNP can be observed for ρ values below 0.15, while
ρHWSUNP < ρGPSUNP appears for ρ > 0.15. This dual feature is likely a consequence of the
manifold effect of the sea-surface statistical figures on ρ when considering different viewing
geometries and sun elevations, as summarized in Fig. 7.
The composite effect of light polarization and the use of the GPS scheme to generate the sea
surface is addressed in Fig. 8(c). Results indicate an increase of both scattering and bias (i.e.,
ε=13% and δ =4%).
An additional analysis on the influence of the wind speed is performed for the θv=40◦ and
φv=90◦ viewing geometry by averaging differences between ρ simulations obtained at different
sun elevations (Fig. 9). Results of Fig. 9(a) for the HWSPOL vs. HWSUNP case indicate that
raising vw from 0 to 14m s−1 reduces the light polarization effect on the reflectance factor
from ∼17 to ∼10%. This can be explained considering that, when the variance of sea-surface
slope becomes larger, a bigger fraction of the sky dome with different levels of polarization is
reflected in the field of view of the radiometer measuring Lt, which translates in a depolarization
tendency.
The GPSUNP vs. HWSUNP comparison of Fig. 9(b) shows that differences between ρ sim-
ulations increase up to δ =12% when the wind speed reaches vw=10m s−1, and then reduce
slightly. This tendency is likely due to the fact that ρ variations becomes lower once the wind
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Fig. 9. Summary of ρ variations when considering the θv = 40◦ viewing geometry and
averaging results for θs = 0◦,30◦ and 60◦. Effects due to the light polarization, the sea-
surface statistics, and their combination are presented in panel(a), (b) and (c), respectively.
Colors identify results at different wind speed values as in Fig. 6.
speed reaches a certain level, as it can be noticed by carefully observing results of Fig. 6.
The comparison of GPSPOL and HWSUNP results shown in Fig. 9(c) jointly consider the
effects of light polarization and the use of the GPS scheme to generate the sea-surface. The
differences between ρ simulations display a less systematic dependence on the wind speed, with
values in the range ∼13 to ∼18%. The overall trend addressed in Fig. 9(c) is approximately
the composition of results presented in Fig. 9(a) and 9(b). Note however that ρ differences
between the GPSPOL and the HWSUNP simulation results tend to be lower than the sum of the
offsets documented for the HWSPOL vs. HWSUNP and the GPSUNP vs. HWSUNP cases. This
likely depends on the depolarization effect due to the larger slope variance of the sea-surface
generated with the GPS with respect to the HWS scheme.
3.3. Low wind speed case
A wind breeze of about 6 m s−1 starts the formation of white caps, limiting the accuracy of
in situ measurements of the water-leaving radiance. The effect of white caps is also not taken
into account in the present work. A case study for wind speed values between 2 and 6 m s−1
is then presented. The top panels of Fig. 10 highlight the comparison of the HWSUNP and
GPSUNP results. The panels of the central row refer to the HWSUNP and HWSPOL cases. The
comparison between the HWSUNP and GPSPOL simulations is finally addressed in the bottom
panels. The column panels from left to right are addressed to θs = 0◦,30◦ and 60◦, respectively.
The ρ variations between the considered cases confirm the complexity of details that emerge
when light polarization, or refinement of the sea-surface statistics, are taken into account even
at relatively low wind speed.
To better identify overall tendencies, results of Fig. 10 are summarized in Fig. 11 by consid-
ering the mean ρ difference at wind speed values between 2 and 6 ms−1. Figure 11(a) shows
that light polarization induces larger variations at θv≥40◦. It is also confirmed that the polariza-
tion effect is reduced when considering negative and positive differences between ρ simulations
performed at different sun elevations. Larger ρ differences are instead reported at θv≤40◦ in
Fig. 11(b) for the comparison of ρ values obtained using the HWS and the GPS scheme to
generate the sea surface. Figure 11(c) shows how the results presented in Fig. 11(a) and 11(b)
combine when considering the joint effect of light polarization and the use of the GPS iterative
algorithm. This analysis supports the validity to adopt θv =40◦ for the deployment of in situ
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Fig. 10. Comparisons of ρ simulations for wind speed values between 2 and 6 m s−1.
Results for the HWSUNP&GPSUNP, HWSUNP&HWSPOL, and HWSUNP&GPSPOL case
are addressed in the panels from the top to the bottom row. Column panels from left to right
are addressed to θs = 0◦,30◦ and 60◦, respectively.
above-water systems [2] as a trade-off between uncertainties affecting ρ simulations due to a
limited capability to account for light polarization and detail the sea-surface statistics.
4. Discussion
The MOX code has been already used to investigate the effects of the deployment speed and
the acquisition rate of in-water instrument sets [17], as well as the use of linear and non-linear
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(a) (b) (c)
Fig. 11. Summary of ρ variations by averaging results for vw=2,4 and 6 ms−1. The effect
of light polarization, sea-surface statistics and their composition are considered in panel
(a), (b) and (c), respectively.
methods for the regression of optical profile values [18]. In the present study, this code has been
featured with new functionalities to model the sky-radiance distribution and undertake above-
water radiometric simulations. Atmospheric parameters have been set in agreement with an
analytical scheme validated with experimental data [39]. The simulated sky-radiance patterns
are similar to those reported in the original study (details not shown). By the same token, the
Mie scattering, included for a more realistic representation of light polarization effects, provides
patterns analogous to published results [40].
As in former investigations [14–16], high-performance computing methods have been strate-
gic to satisfy Monte Carlo simulation requirements by relying on a large-scale computer cluster
for production runs. The Navigator supercomputer, University of Coimbra, Portugal, has been
utilized in the present study. The number of virtual photons traced to simulate each reflectance
factor is Nph =109, and a summary of execution times for different values of the wind speed
and sun elevation is presented in Fig. 12 (i.e., HWSUNP case).
Ray-tracing has been executed excluding direct sun-light contribution in Li. Both the diffuse
and the direct sky-radiance inputs to Lr are instead accounted for. This leads to large ρ values
for the θs = 0◦, vw = 0m s−1 and θv = 0◦ (left column panels of Fig. 6). An example of ρ
simulations adding the direct radiance to Li for θs=0 and θv=0 is presented in Fig. 13 (i.e.,
HWSUNP case). Lower values now characterize ρ simulations for θv = 0 and vw > 0 m s−1.
This can be explained considering that waves at the sea surface significantly lessen the sun-glint
contribution to Lr even at low vw, while the Li sensor records the direct light. The conclusions of
this work do not depend on the sensor response in the zenith orientation. The choice to exclude
the direct light from Li records (which only matters for θs=0◦ and θv=0◦) is then justified.
The HWS scheme offers the advantage to update the slope variance analytically, but without
accounting for the specific case where the sea surface is generated at discrete grid points. The
present study has shown that complementing the HWS scheme with the GPS iterative algorithm
enables a better convergence to the target value of the sea-surface slope variance. Considering
for instance ρ simulations at vw = 6m s−1, the target values based on the Elfouhaily omnidi-
rectional spectral density variance S(k) [35] are [σELETRG]
2 = 0.0543 m2 and [σ SLPTRG]
2 = 0.0363.
Equivalent results applying the HWS scheme are [σELEHWS]
2 =0.0567 m2 and [σ SLPHWS]
2 =0.0331.
The values of the sea-surface elevation and slope variance obtained with the GPS iterative al-
gorithm are [σELEGPS ]
2=0.0576m2 and [σ SLPGPS ]
2= 0.0366, showing an improved convergence with
the target slope variance. Note that the HWS and GPS values can be subject to some statistical
variability due to the sampling adopted to generate the sea-surface with the IFFT scheme.
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Fig. 12. Execution times for simulating the reflectance factor as a function of θs and vw.
Results refer to the tracing of 109 photons for production runs of the HWSUNP case using
24 CPU cores on the Navigator supercomputer, University of Coimbra, Portugal.
This study concerns a fully developed sea (i.e., Ωc=0.84) and follows the parameterization
adopted in [12] for the implementation of the Elfouhaily model [35]. The similarity between
the sea-surface statistics considered here and Cox-Munk results [41], which probably refer to a
mature sea state [12], would then improve upon setting Ωc=1. Besides, slightly varying agree-
ments between the Cox-Munk and Elfouhaily slope variance are documented in the literature
(e.g., [42,43]). Preliminary analyses performed in this work (details not presented) indicate that
the convergence between the two models further enhances defining the friction velocity at the
sea surface through Eqs. (60) and (66) of [35] (e.g., as in [44]), rather than Eq. (61) of [35] (as
both in [12] and in the current study). These elements address future analyses of the sea-surface
statistics under different modeling assumptions.
Additional accuracy improvements will be part of future MOX developments. It has been
observed that the omnidirectional density function of the sea-surface elevation variance de-
pends on the age of the wind-generated waves. The spreading function [12, 36] adopted in the
two-dimensional case can also influence ρ values. The definition of the sea-surface statistics
only based on the wind speed is then an approximation of the environmental conditions, and
this contributes to the uncertainty budget of Lw values determined with above-water systems
in the field. The synergy between theoretical and experimental marine optics is needed for un-
derstanding better these aspects, as well as to evaluate additional uncertainties depending on
measurement protocols. Analyses shall also be conducted to account for the elevation at which
the system is deployed above the sea level, as well as the field-of-view of the radiance sensors.
Radiative transfer simulations at different wavelengths and atmospheric optical properties are
relevant as well. On a longer term, MOX extensions are planned to address the closure problem
by comparing Lw results obtained simulating the above- and in-water measurements protocols.
5. Summary and conclusions
The look-up tables of ρ values to derive the in situ water leaving radiance from above-water
radiometric measurements were originally implemented based on the uniform sky-radiance
distribution and adopting the Cox-Munk parameterization of the sea-surface elevation [8, 41].
These tables have been recently re-formulated taking into account the polarization of an ide-
alized Rayleigh sky, as well as using the IFFT method for modeling the sea-surface eleva-
tion [12, 28, 30]. The look-up table revision document has presented ρ changes by considering
the joint effects of these updates [12]. The rationale of the present work was performing a
comparative study using a common reference to investigate the specific influence that light po-
larization and the sea-surface statistics can have on the ρ factor. A dimensional analysis has
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Fig. 13. Example of ρ simulations for θs=0◦, vw=0 m s−1 and θv=0◦ by including the
direct light contribution to Li. The symbol and color scheme for results at different wind
speed vw values are the same as in Fig. 6. See text for details.
also allowed for verifying that the spectral slope variance is expressed in rad m−1, and not in
radm as reported in the literature (e.g., [35]).
Test cases indicate that differences between ρ simulations performed without or by taking
light polarization into account tend to reduce when considering their overall effect for differ-
ent sun zenith values. The relevance of light polarization would then increase in the case of a
limited number of field measurements systematically collected at high or low sun elevations.
Additionally, the effect of polarization on ρ values determined at the θv = 40◦ and φv = 90◦
viewing geometry by averaging results for different sun elevations is lessened when the wind
speed increases. The opposite wind speed effect on ρ differences instead appears when includ-
ing the GPS scheme to adjust the sea-surface slope variance at high wavenumbers. Underesti-
mated ρ values correspond to overestimated Lw data derived from in situ measurements. And
this highlights the importance of the GPS algorithm from an operational perspective.
In conclusion, this work confirms the capability of the MOX code to perform state-of-the-
arts marine optics investigations and provide relevant information for the collection of above-
water radiometric measurements in the field. Additional analyses, joining the modeling and
experimental study components, are then planned to better understand uncertainty budgets by
considering different measurement protocols for the data collection in the field.
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