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1. Introduction 
Most computer scientists realize that just about every aspect of their subject involves 
fixed points. To list but a few familiar examples, context-free grammars are nothing but 
a system of fixed point equations over the semiring of languages; circular data type 
specifications and recursive program schemes are also explicit fixed-point equations; 
the semantics of flowchart and higher type languages require the existence of certain 
fixed points; indeed, a “recursive solution” is a special kind of “fixed point”. An 
entire industry has developed in order to answer questions such as: In what settings 
can one find solutions of this or that particular fixed point equation? (The equation 
D = [D + D] comes to mind.) 
This paper is not concerned with questions of the existence or the construction of 
fixed points. We are concerned with the properties of fixed-point solutions, especially 
equational properties. We want to emphasize the fact that there is a complete axiom- 
atization of the valid fixed-point identities, namely the axioms for iteration theories. 
Knowledge of these identities is useful in deriving properties of fixed points. In fact, 
we think it is just as useful to computer scientists as the knowledge of rings is for 
students pondering such equations as (x + a)(x - a) = x2 - u2. The fixed-point calculus, 
consisting of the axioms for fixed points and standard (many-sorted) equational logic 
ought to be a part of the standard toolkit of theoreticians. The point of this tutorial is 
to describe several kinds of models for fixed points, discuss some alternative sets of 
axioms, and give a pointer to the literature for proofs and related results. 
The study of the fixed-point operation in computer science has been greatly in- 
fluenced by the pioneering work of Calvin Elgot and the ADJ group (Joe Goguen, 
Jim Thatcher, Eric Wagner, and Jess Wright) at IBM Yorktown Heights, and that of 
the French school of Theoretical Informatics led by Maurice Nivat. It is an interest- 
ing fact that despite the existence of many fixed-point theorems, there has been no 
axiomatic treatment of the fixed-point operation in classical mathematics. 
2. Notation 
We use diagrammatic order to denote the composite of the functions f : X -+ Y and 
g : Y + Z, and write either f g or f. g; the value of the function f : X + Y on x E X 
is usually written xf or f(x). The set of the first n positive integers is denoted [n], 
so that [0] = 0. We let rn denote the unique function [n] -+ [l]. An ordered pair is 
written (x, y); an ordered n-tuple is written (xi,. . . ,x,,). 
3. Some functional and functorial models for fixed points 
By a “model for fixed points” we mean only a structure in which it is meaningful 
to talk about this notion. If f : X -+ X is a function on the set X, a fixed point 3 of 
3 One of the authors strongly objects to the common practice of referring to a fixed point as a “fixpoint”. 
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f is just some element x E X satisfying x = xf. If F : TZ + W is an endofunctor on 
the category %‘, a fixed point of F is an object x in ‘4? together with an isomorphism 
XF --) x. 
A “fixed-point operation” applied to a function or functor produces a fixed point 
of the appropriate kind. Instead of considering one function (or functor) at a time, 
it turns out that it is much more fruitful to consider a collection of functions (or 
functors) on powers (or copowers) of some set or category which is closed under at 
least composition and tupling, and a fixed-point operation which applies to each member 
of the collection. To keep the exposition as simple as possible, we will concentrate 
here on “one-sorted” models. 
In the next few sections, we point out some of the many areas in which fixed points 
arise. 
3.1. Functions and functors 
3.1.1. Examples involving posets 
A directed complete poset (cpo) is a poset A = (A, 6) in which every directed 
subset of A, including the empty set, has a least upper bound. By a generalization of 
Tarski’s fixed-point theorem [159] given in [2, 1231, every order-preserving function 
f : A i A has a least fixed point. More generally, when Ak = A x . . . x A, k 20, 
is ordered componentwise, Ak is also directed complete, and for any order-preserving 
function 
f;A”+p,A” 
and any y = (yt,... ,Y,)EAP there is a least x = (xl,...,x,)EA” satisfying 
(x, Y)f = x. 
Such an x is the least fixed point of the function fy, defined by 
I;> : An --) A”, z - (z, Y)f. 
Indeed, x may be described as the greatest lower bound of the set {x : (x, y) f <x}, 
the set of “prefixed points” of fy . We denote this least fixed point by Yf +, so that f + 
is a function AP --) A” satisfying 
yf+ =(Yf+)fy 
The function f +, pronounced “f dagger”, or “f iterate”, is also order-preserving. 
Indeed, if y <z in AP, any prefixed point of fi is a prefixed point of f,, since f is 
order-preserving. Thus, yf + is a lower bound for the set of prefixed points of fi. But 
since zf + is the greatest lower bound of this set, yf + bzf +. Thus, the collection of 
all order-preserving functions on the finite powers of A is naturally equipped with the 
following operations. 
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COMPOSITION. If f : A” ----f AP and g : AP ---) A4 are order-preserving, so is their 
composite 
f .g: A”-+Aq, x - (xf)g. 
TUPLING. If f : A” + AP and g : A” -+ A4 are order-preserving, so is their target- 
tupling 
(f,g) : A” + Ap+q, x H (xf,xg). 
DAGGER. If f : A n+p 4 A” is order-preserving, so is 
f t : AP -+ A”. 
Remark 3.1. Other authors, e.g., [127, 128,981, have used different notations for the 
value yft. If fi : A”+” + A, for i E [n], and if f = (fi,. . . , fn) : A”+J’ -+ A”, one 
might write 
(Xl,..., x,) where XI =fi(xl,...,~,,yl,...,y~),...,x, = fn(xI,...,xn,yI,...,yp) 
instead of x = yf t . Still other notations [ 101, 1331 are 
p.Yf (x, Y) and px.f (x, y). 
Using the latter syntax, some of the results here are explained in [43]. 
Note that the description of yf t as a greatest lower bound is not constructive. One 
method to obtain this fixed point is by iterating the application fY on the least element 
J_ of A”. Let a0 = I, and when a, is defined on the ordinal a, let a,+~ be fy(al); 
on limit ordinals a, let a, be the least upper bound of the set of elements ag, for 
fi < a; the sequence is non-decreasing and for a large enough CY, f (a,) = a,. The 
least fixed point is any a, with f(a,) = a,. With more assumptions on the poset 
A and the function f, it is possible to give more information. Indeed, suppose that 
A = (A, <) is an w-complete poset (o-cpo) meaning that A has a least element I 
and least upper bounds for all o-sequences a0 <aI ,< . of elements in A. It follows 
that the finite powers of the cpo A” of A are also o-complete. If f : An+J’ --f A” is 
o-continuous, i.e., if f preserves the least upper bounds of all o-chains, then for any 
y E AP, one may describe yf t as a,,, where ao, al,. . , is the sequence above. This fact 
is sometimes referred to as the “Kleene fixed-point theorem” (for example in [121]). 
Thus, the w-continuous functions on finite powers of an o-complete poset give rise to 
another structure equipped with the operations of composition, tupling and dagger. 
Example 3.2. Consider the ordered semiring Z’(C) = (Pz, +, . , 0, 1, < ) of all subsets 
of words on an alphabet C, ordered by set inclusion. The sum a + b is just the union 
a U b; the product a . b is the set of all words of the form uv : u E a, v E 6; 0 is the 
empty set and 1 is the singleton set consisting of the empty word. In fact, the order 
can be defined by the sum: a < b iff a + b = b. The underlying poset is a complete 
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lattice and thus an w-complete poset, where least upper bounds are obtained as unions. 
For any choice of sets a, b, the affine map on PZ 
x++ax+b 
is o-continuous, and thus has a least (pre)fixed point. More generally, define a poly- 
nomial function Pi ---f Pz, for each k > 0, as a function in the least class of functions 
containing the projections and the constant functions, closed under sum and product. 
If P;(xI,...,~,,Yl,..., yp), i E [n], is any n-mple of polynomial functions PC+“” -3 Pz, 
then their target tupling is an w-continuous function p = (PI,. . . , p,,) : Plip + Pi. 
Hence, for each (yi, . . . , ~,)EP! there is a least (x~,...,x~)~Pi with 
xi = Pi(XI,...,xn,yl,...,yp) 
for all i E [n]. When p = 0, the solutions of such fixed point equations are precisely 
the context free languages. This fact was first noticed in [91]. A generalization to the 
solution of recursive program schemes appears in [132]. 
3.1.2. Examples involviny metric spaces 
Another class of functional models involves (complete) metric spaces. 
Suppose that (A, d) and (B, d’) are metric spaces. A function f : A -+ B is a “proper 
contraction” if there is a nonnegative real number c < 1 such that 
for all x, y E A. Any metric d on A extends to a metric on A”, n 2 0: 
d,(x, y) := max{d(xi, yi) : i E [n]}, 
where x = (xi , . . . ,x,) and y = (~1,. . . , yn). With this metric (A”,d,) is complete 
when (A,d) is. The collection of all proper contractions A” ---f AP is closed under 
both composition and tupling. Fixed points exist and are easy to obtain when (A,d) is 
complete: any proper contraction f : A -+ A has a unique fixed point, by the Banach 
Fixed-Point Theorem [23]. In fact, one may obtain an “approximation sequence” for this 
unique fixed point by starting with any initial value a0 E A, and repeatedly applying ,f: 
a0,aaf = al,...,hd = a,+l,... (1) 
This sequence is Cauchy, and when (A,d), is complete, it converges to a fixed point 
of f. Since f is a proper contraction, f can have only one fixed point. Now, if 
f : A”+p --) A” is a proper contraction, and if y E AP is fixed, the function fV : A” + 
A”, defined as usual by 
is also a proper contraction, and thus has a unique fixed point, which we denote by 
yf t . The function f t : AP -+ A” is again a proper contraction. 
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Example 3.3 (Labeled trees). Suppose that C = C,,n 30, is a ranked set. A (possibly 
infinite) C-tree t : 1 --) p is a rooted, finitely branching tree whose leaves are labeled 
by letters in [p] U CO, and whose interior nodes of outdegree n 2 1 are labeled by letters 
in Z,,. Any such tree may be modeled as a partial function t : [co]* -+ UnaO C, U [p], 
where [o] denotes the positive integers, subject to the following conditions: 
l The domain of t is a nonempty, prefix closed subset of [WI*. 
l If ut E C,,, for some u E [WI* and n 20, then for any i E [co], (ui)t is defined iff 
i E [n]. 
l If ut E [p], then (ui)t is not defined for any i E [co]. 
Let C TR( 1, p) denote the set of all such trees. The tree 1 --+ p whose root is a 
leaf labeled i E [p] is denoted ip. One may compose a tree t in ZTR(1, p) with a 
p-tuple of trees (gi, . . . ,gp) in CTR( 1,~) obtaining the tree denoted t (gl,. . ,gP) in 
.ZTR( 1,~) by attaching a copy of the tree gi to each leaf of t labeled i E [p]. Note 
that 
t. (lp,...,Pp) =t, 
ip.(gi,...,gpj =Si, iEb1. 
A complete metric may be imposed on Z TR( 1, p) for each p > 0 by defining d(t, t’) 
to be l/2” if n is the minimal value of the depth of a node which is labeled differently 
in the two trees; if t = t’, d(t, t’) = 0. If t : 1 + 1 + p is not the tree l,.,+i, the function 
CTR(l, P) + cW1, P) 
g H t ’ (9, I,, . . ’ 9 P/J 
is a proper contraction and thus has a unique fixed point tt in C TR( 1, p). 
Perhaps the first people to make use of metrics in semantics were Arnold and Nivat 
[ 15,161 and de Bakker and his colleagues [2 1,221. The metric structure on trees has 
occurred in several other papers, for example, [59, 163,311. 
3.1.3. Functors 
We now generalize the first two examples. Suppose that % is an w-category, i.e., 
there is an initial object J_ in %? and any o-diagram 
.fo fi a0 -al -. ..%a Jr.. n 
in %? has a colimit. It follows that the finite powers V’, n 2 0, are also o-categories, 
with the colimits given componentwise. We say that a functor F: V’ + VP is an 
w-functor if F preserves colimits of o-diagrams. Then the collection of all o-functors 
on the finite powers of V? is equipped with the operations of composition, tupling and 
dagger, where the fixed-point operation is defined using colimits in the following way. 
For any object y in %‘P and any o-functor F : @?J’ -+ %Y’, we let Fy : W’ 4 W’ be 
the endofunctor 
x --% x’ H (x, y)F ‘“SF (x’, y)F. 
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A prefixed point for FY is a pair (x, ~1) consisting of an object x and a morphism 
in GP’. The collection of all prefixed points of FY forms the set objects of a category 
P(F, y) whose morphisms h : (x, a) --) (2, cc’) are those morphisms h : x --) x’ such that 
the square 
W I I h 
commutes. It turns out that the categories P(F, y) have initial objects, which we denote 
c(F,~ : (yF+)Fy --$ rF+. 
In fact, PF,~ is an isomorphism, so that up to isomorphism yFt is the initial fixed 
point for FY. The object map y H yF+ can be extended in a unique way to a fimctor 
F+ : %J’ -+ W’, which is also an o-mnctor. 
The object yFt may be obtained (up to a natural isomorphism) as the colimit of 
the w-diagram which generalizes (1): 
.h fo4 f”FI, 
x0 = _L - xl = xoFY - . . + a~,+, = xnFy -_) . . . , 
where J_ is the initial object in V and fo : I --) IF, is the unique morphism. Note 
that the fact that yF+ may be constructed in this way is independent of its definition as 
an initial object. We note also that the category examples contain the poset examples: a 
poset is a category in which there is a (unique) morphism x -+ y iff x < y. (Functorial 
fixed points were considered in [114, 11,4-6, 147, 148, 154, 137, 1661.) 
Example 3.4 (The circular data type “lists”). Suppose that %? is a category with finite 
products and coproducts, e.g., the category of sets. Let F : $7 x % + %? be the functor 
whose value on objects is given by 
(a,y)w l+axy. 
Assuming that the category has, and F preserves o-colimits, we have aF+ is iso- 
morphic to 1 + a x aF+. Thus, in the category of sets, say, aF+ is the set of lists on 
the elements of a. 
Backhouse et al. [ 181 prove that under mild assumptions, one can use a few of the 
“Conway identities” (see below) to prove that aF+ is isomorphic to aG+, where on 
objects, 
(a,y)G:=l+yxa. 
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There are ftmctorial generalizations of contraction functions on metric spaces to 
“contraction fimctors” [7,8,119]. In his thesis [ 17 11, Wagner has unified the treatment 
of the order and metric methods using certain enriched categories. 
3.2. Partial functions 
Let A be a set. If f:Ax[n] 4 Ax[p] and g:Ax[m] --) Ax[p] are partial 
functions, their (source) tnpling (f,g) : A x [n + m] -+ A x [p] is the partial function 
(a, i) - 
1 
(a, i)f if i E [n], 
(a,j)g if i = n +j, j E [ml. (2) 
For each IZ, p 20, the collection of all partial functions A x [n] --) A x [p] is partially 
ordered by set inclusion of their graphs: 
j-<gtixXf =xg 
Further, for any partial 
A x [p] such that 
g = f . (9, id,), 
if xf is defined. 
function f : A x [n] + A x [n+p], there is a least g : A x [n] + 
i.e., g is the least (pre)fixed point of the map which takes a partial function h : A x [n] --f 
A x [p] to the partial function f. (h, idp). Denoting the least fixed point of this map 
by f t, it is easy to see that (a, i)f t = (6, t) E A x [p] iff there is a finite sequence 
(ao,io),(al, il), . . . , (ak, ik) in A x [n] such that (ao, io) = (a, i) and 
(ai, ij)f = (q+l, ij+l), j < k 
Thus, the collection of all partial functions A x [n] t A x [p], n, p 20, is another 
structure closed under composition, tupling and dagger. We denote this structure PfnA. 
Replacing partial functions by relations A x [n] -+ A x [p], one obtains yet another 
such structure. We denote this structure of relations on A by RelA. 
Partial functions and relations A x [n] + A x [p] have been used as input-output 
semantics for flowchart algorithms. To list only a few of a multitude of possibilities, 
see [99, 12, 122,67, 1701. 
4. Theories 
When A is a set, a collection of functions A” -+ A for n 20 containing at least 
all the projections A” ---f A, closed under substitution is usually called a clone of 
functions. We prefer to define a clone of functions as a collection of functions A” --) 
AP, n, p 2 0, containing the projections and closed under composition and target-tupling. 
An abstract treatment of the first version of clones is given in [56, 142, 1581. Lawvere 
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[ 1151 axiomatized clones in the second version and used them to give an intrinsic 
characterization of finitary varieties. 
A Lawvere algebraic theory T, or just theory for short, is a category whose objects 
are the nonnegative integers in which the object n is the copower of the object 1 with 
itself n-times. (Sometimes Lawvere theories are defined dually with n being the nth 
power of the object 1.) 
We may elaborate the definition somewhat by specifying the copower injections 
. . 
bl . 1 -+ n, for i E [n]. Thus, the official definition of theory is the following. 
Definition 4.1. A theory T is a category whose objects are the nonnegative integers, 
which has, for each n > 0, n “distinguished morphisms” i, : 1 + n, i E [n], with the 
property that for any p 20 and any family of morphisms gi : 1 -+ p, i E [n], there is 
a unique morphism g : n -+ p such that 
i, . g = gi, i E [n]. 
The uniquely determined morphism g is denoted (gi,. . . ,gn), and is called the 
“tupling” of the gi. Note that tupling determines a bijection 
n 
‘T(l,p) x ... x T(1, pi + T(n, P), 
so that one may specify a morphism f : n 4 p by giving its components i, 'f : 1 + p, 
i E [n]. We assume that when i = n = 1, the distinguished morphism i, is the identity 
morphism 1 + 1, so that (g) = g, for any g: 1 t p. In any theory we write the 
identity morphism p ---t p as 1, : p + p. Note that 1, = (l,, . . . , pP), the tupling of 
the p distinguished morphisms 1 -+ p. 
The coproduct property implies that the object 0 is an initial object: there is a unique 
morphism 0 + n, for each n 2 0. We denote this morphism by 
0, : 0 -+ n. 
In any theory, a morphism with source 1 is called a scalar morphism. 
It should come as no surprise that all of the previous examples of fixed point models 
are theories. When %? is a category, the collection of functors V” -+ qk, m, k 2 0, form 
a theory in which a morphism n ---f p is a functor VP -+ %?‘; the distinguished 
morphism i, : 1 ---f n is just the ith projection %?’ 4 %7. The reversal of direction 
is necessary so that, for example, the Cartesian product V? x 9? is the theory coproduct 
object 1 + 1. The same remark applies to the case of monotonic or continuous functions 
on powers of a poset, or contractions on powers of a metric space. No reversal is 
necessary in the case of the theories PfnA or RelA, where a morphism n + p is a 
partial function or relation A x [n] -+ A x [p]. 
Remark 4.2. We are being somewhat hasty. The contractions on a metric space form 
a theory only after we add all of the projections Am + A to the proper contractions 
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A* + A”, n, p > 0, and close under the theory operations. In the resulting theory, each 
morphism 1 -+ p is either a projection or a proper contraction. The dagger operation 
extends to the projections by fixing a choice of one point to use as a distinguished 
fixed point I for the identity function A --t A, or, equivalently, as the starting point 
for the approximation sequence (1). Thus, lf := 1. 
If T and T’ are theories, a theory morphism T --f T’ is a functor which preserves 
the objects and distinguished morphisms. It follows that any theory morphism preserves 
tupling. 
There is an “initial theory” Tot, the theory of all total functions [n] --) [p], n, ~20. 
If T is any theory, there is a unique theory morphism Tot --f T. The function f : [n] -+ 
[p] is mapped to the T-morphism 
J:= ((If I*,. . . , (nflp) : fl --) P. 
The morphisms f determined by functions are called base morphisms. 
A theory is trivial if each horn-set T(n, p) has at most one morphism. If T is 
not trivial, the unique theory morphism from Tot is injective and we usually assume 
without comment that Tot is a subtheory of every theory. 
It is useful to introduce the names 
lc:n-+n$p, 
A:p+n+p 
for the base morphisms which correspond to the inclusion function [n] -+ [n + p] and 
translated inclusion function [p] t [n + p]. Using these base morphisms, we introduce 
two derived operations on theories: pairing, which is a function 
T(n, P) x T(m, PI + T(n + m, P>, 
f,g H (f,g) 
for all n,m, p 20, and separated sum, which is an operation 
W, P) x T(m, 4) + T(n + m, P + 41, 
f,gwf @9. 
The definition of pairing is the following. For f : n --+ p, g : m ---t p in T, i E [n + m], 
in+m. (f,s) := 1 in. f if iE[n], j,.g if i=n+j, jE[m]. 
The definition of separated sum makes use of K : p -+ p + q, 1: q + p + q, when 
f:n-+p, g:m-+q: 
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There is an interesting calculus of theory terms built from the operations of pairing 
and separated sum. For example, the following equations are valid in all theories, when 
sources and targets are appropriate: 
K.(f>9) =f3 
n.(f>d =9, 
k.f,A.f) =f, 
(f, bl?h)) = ((f?d,h)? 
(f,s) .h = (f*h,g.h), 
f @ (9 @h) = (f @ 9) @k 
(f@g).@,k) = (f.kg.k), (3) 
(f@g9).(h@k) = (f*h)@(g~k). 
We can express both K : p -+ p+q and A : q -+ p+q using the separated sum operation: 
K = lp @ o,, 
2 = 0, CE 1,. 
We note some further rules for the zero-morphisms O,, assuming the expressions are 
meaningful: 
Fbf) = f = (f&J) 
(fdl)@Op= (f~0,&7~0,) 
qdf?d = &BfJ$JW 
f@% =f~(lp@oq) 
0, 69 f = f. (0, cl3 1,). 
All of the above models for fixed points are examples of theories T enriched by a 
dagger operation. We give a name to such structures. 
Definition 4.3. A preiteration theory is a theory equipped with a dagger operation 
T(n,n + PI -+ Wt, P>, 
f-f+ 
for each n, p 2 0. This operation need not satisfy any particular properties. A morphism 
cp : T + T’ of preiteration theories is a theory morphism which preserves the dagger 
operation, i.e., 
(f+)cp=(fv)+, f:n--tn+p. 
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Of course, in all the models of interest, the dagger operation satisfies many nontrivial 
equations. That is precisely the point of this paper! (Wagner [I 701 has given a thorough 
discussion of the way preiteration theories and their morphisms have been used to give 
a syntax and semantics to various kinds of algorithms.) 
Notation. In any preiteration theory, we let I,, : IZ -+ p abbreviate (1, @ O,)t , and 
when p = 0, we write just _L,, and when n = 1, just l-. Got it? 
We will describe a calculus which consists of equations between preiteration theory 
terms. These terms are formed from variables for morphisms y1 + p, n, p&O, using 
the theory operations of composition and tupling, as well as the dagger operation. 
In particular, we mention one fundamental fact: f t is a solution of the Elgot jxed- 
point identity, the equation in the variable 5: n + p 
5=f~(t,$J, f:n--tn+p. 
(see [67,172,173]) Thus, f t = S . (f +, lp}. This identity should be understood as 
a syntactic object: a formal equality between two “preiteration theory terms”. In fact, 
this identity is an infinite collection of ins~n~es, one for each n, p 30. The letter f is 
a variable, which is understood to be universally quantified. {We emphasize the fact 
that preiteration theory terms have a rank: each term is y1 -+ p, for some nonnegative 
integers n, p,) Whenever the Elgot fixed-point identity holds in a preiteration theory, 
it makes sense to call the operation f t-) f t a “fixed-point operation”. 
When K is any class of preiteration theories, we may define the variety o~~reiter- 
ation theories generated by K, Var[K], as the class of all preiteration theories which 
satisfy the same identities as all theories in K. 
Example 4.4. Let Pfn denote the collection of all theories of partial functions PfnA, 
and let Cpo denote the collection of ail theories of o-continuous functions on 
o-complete partially ordered sets. Then Var[Cpo] # VarjPfn] since the equation x = 
y, X, y : 1 + 0 holds in Pfn but not in Cpo. This is essentially the only difference 
between the two varieties; see Theorem 6.1 below and the papers [35,75]. 
Example 4.5 (Labeled trees, again). The notation used in Example 3.3 hinted at the 
fact that the Z-trees form a theory ZTR, with n-tuples of C-trees in C TR( 1, p) as 
morphisms n + p, A letter o E C, is identified with the “atomic tree” whose root is 
labeled a; the n-successors of the root are leaves, labeled in order 1,. . . , n. The theory 
operation of tupling (91,. . , gn) when applied to the n-tuple (gi,. . , gn) in CTR( 1, p) 
produces the n-tuple (gi, . . . , gn), now considered a morphism g : rz ---f p. The composite 
of (t1 , . . . , rk) : k --) n with this g is forced by (3) above to be defined as 
(II, *. . , tk} . g = (t, ’ 9,. . . , tk . g), tj : 1 --) a, 9 : ti --+ p, 
We add a new letter L to Co to serve as the start for Cauchy approximation sequences. 
The new signature is denoted Cl. Then the dagger operation on trees t : n -+ n f p in 
S.L. Bloom, Z. _&kl Theoretical Computer Science 179 (1997) 140 13 
ClTR is defined as the limit of the Cauchy sequence to, tl,. . . , tk,. . . where 
to := &...,I) .o,, 
ti+l := t ’ (ti, lp). 
The smallest subpreiteration theory of ZlTR which contains all of the atomic trees 
o : 1 -+ n, n 20, is denoted Ctr (without the subscript I!) 
Example 4.6 (Sequacious functions). Closely related to partial functions are the 
sequacious functions of Elgot [67], whose motivation will be discussed shortly. For 
a fixed set A, we let A+ denote the set of all finite, nonempty sequences of elements 
of A; A* = A+U{I}, where 1 is the empty sequence; AW denotes the set of o-sequences 
on A. 
Now assume that A is nonempty. For n, p 20, a sequacious function n -+ p on A 
is a total function 
f : (A+ x [n]) UAW -+ (A’ x [p]) UAW, 
with the following properties, which show that f is completely determined by its values 
on the elements in A x [n]. For (a, i) EA x [n], 
(a,i)f = (u,j)~A+ x [p] + u = au for some UEA*, 
(a,i)f = (u,j)~A+ x [p] =S (oa,i)f = (uu,j) all UEA+, 
(a, i)f = w E AW =s w = aw’ for some w’ EAO, 
(4) 
(5) 
(6) 
(a,i)f = WEAN + (ua,i)f = UWEAO all UEA+, (7) 
wf = w for all wczAW. (8) 
Thus, any function A x [n] -+ (A+ x [p]) UAW satisfying (4) and (6) determines a 
unique sequacious function, by (5), (7) and (8). 
It is easy to check that if f and g are sequacious functions with the appropriate 
source and target, so are f. g and ( f, g), where ( f, g) is defined exactly as for partial 
functions (2). Thus, these functions determine a theory Seq~. The theory SeqA has as 
morphisms n ----f p all sequacious functions n + p on A. 
We select a fixed element J_ E A. The dagger operation will be defined for a sequa- 
cious function f : n -+ n + p on A. For (u, i) E A+ x [n], say that “f terminates on 
(u, i)” if (u,i)f EA+ x [n + p]; and “f is successful on (u,i)” if f terminates on (u,i) 
and further (u,i)f = (u’,n + j), for some j E [p]. For any (a,i) E A x [n], we define 
the f-sequence for (a, i) as a finite or infinite sequence of pairs in A+ x [n] 
such that (240, io) = (a,i) and (&+I, &+I) iS defined iff f terminates on (Uk, ik) but is 
not successful. In this case (&+l,&+l) = (@,ik)f. Note that !.& is a prefix of uk+l 
when uk+l is defined. Now there are two possibilities. 
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Case 1: The sequence is finite. Then if (uk, ik) is the last element, either f is 
successful on (uk,ik) or not. If so, (uk,ik)f = (u,n+j), for some vEA+. In this case, 
we define 
(a,i)f + := (u,j). 
If not, (uk,ik)f = wEAW. In this case, we define 
(a,i)f + := w. 
Case 2: The sequence is infinite. Then either the lengths of the words Uk are 
unbounded, or not. In the first case, there is a unique infinite word w E AW such 
that nk is a prefix of w, for all k. In this case, we define 
(a,i)f + := w. 
In the case that the sequence of words Uk is eventually constant with value v, say, we 
define 
(a,i)f + := vIW~AW, 
where I” is the infinite word in which each letter is 1. 
We let f+:(AfX[n])UAW h (A+ x [p]) UAW be the unique sequacious function 
determined by the above conditions. The definition is (almost) forced if we want f + 
to be a fixed point of the operation which, applied to a sequacious function g : n ---) p 
on A, produces 
The motivation for the introduction of sequacious functions was to model the stepwise 
behavior of flowchart algorithms (in [67]). Suppose that @ is a flowchart algorithm 
which has a finite number of proper instructions, say the instructions labeled by the 
integers in [n], together with p exit instructions. Let A be the set of all possible values 
of the program variables. The ith instruction of this algorithm determines a function 
since the instruction may take several steps to terminate, producing a finite sequence 
of values in A, cr it may never terminate, producing an infinite sequence of values 
in Am. If the instruction does terminate, the next instruction is labeled by the integer 
in [n + p]. The tupling the functions vi determines the sequacious function 
cp:(A+x[n])uAw-(A+x[n+p])UAW 
usually called the “transition function” of the algorithm @. The “stepwise behavior” of 
the algorithm is given by the function 
cp+ : (A+ x [n]) u Am ---) (A+ x [p]) U Au. 
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Sequacious relations may be defined in a similar way [38]. The sequacious relations 
also form a preiteration theory. It is known [35] that each tree theory CTR embeds in 
a theory of sequacious functions [35]. 
5. More models 
Before beginning the discussion of the axioms, we define several more classes of 
preiteration theories. 
5.1. Pointed iterative theories 
A pointed theory is a theory with a distinguished morphism 1 + 0, the “point”. 
Usually we denote the point by I, but see the section on matrix theories below. 
An ideal theory T is a theory with the property that if f : 1 --) p is not a distin- 
guished morphism, then neither is f. g, for any g : p + n. In an ideal theory, the mor- 
phisms n -+ p none of whose components is distinguished are called ideal morphisms. 
An iterative theory [67] is an ideal theory with the property that for each ideal mor- 
phism f : n -+ n + p there is a unique solution f t : n + p to the fixed point equation 
for f, A pointed iterative theory is, of course, a pointed theory which is iterative. 
There is a canonical way to extend the dagger operation in a pointed iterative theory 
to all morphisms such that 11 = 1. Thus, pointed iterative theories are also preiteration 
theories. 
Example 5.1. An abstract contraction theory is a theory T in which for each n, p 2 0, 
T(n, p) is a complete metric space. Further, the metrics are related by the equation 
d( f, g) = max{d(i, f, i, . g) : i E [n]}. 
Lastly, for each nondistinguished morphism f : 1 -+ p, there is a nonnegative real 
number c < 1 such that 
for all gi, g2 : p + q. For any choice of a point in T( 1, 0), we obtain a pointed 
iterative theory. A theory of functions on a complete metric space (in which the metric 
is bounded above, say by (1) determines an abstract contraction theory if the distance 
between two contractions is the sup of the distances between their values. Conversely, 
any abstract contraction theory embeds in a theory of contractions on a complete metric 
space. 
Example 5.2. Suppose that T is the theory CITR. Then T is a pointed iterative theory. 
Indeed, this theory is a contraction theory. 
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5.2. Continuous theories 
An ordered theory T is one in which T(n, p) is a poset, for each n, p > 0, and both 
composition and tupling preserve the order. In detail, 
f <f’+ f.g<f’.g and h. f <h. f’, 
.hbgi,iE[fil* (fl,...,fn)6(g1,...,gn), 
when these expressions are meaningful. It follows that the partial order on T(n, p) is 
determined by that on T(l, p), for all p>O. 
Suppose that T is a pointed ordered theory with I as the point. We say that T is 
a continuous theory if each poset T(n, p) is o-complete, with least element &,, and 
composition preserves w-sups: 
(suP,fn) Y = suP,(fn .9), 
f. (SUP?&) = sup,(f. Sn> 
for w-chains ( fn),(gn) and appropriate f ,g. A morphism of continuous theories is 
theory morphism which preserves the point and preserves sup’s of w-chains. 
Example 5.3. For any set A, the theories PfnA and RelA are o-continuous, where the 
ordering is set inclusion of the graphs and where the point I : 1 -+ 0 is the unique 
partial function A 4 0. 
Example 5.4. The theory ClTR may be turned into an o-continuous theory by defin- 
ing t < t’ : 1 4 p if t’ may be obtained from t by replacing some leaves of t labeled 
J_ by any trees 1 + p. See [ 1731 for details. 
Example 5.5. The theory of all o-continuous functions on an w-complete poset (A, <) 
equipped with the pointwise order is a continuous theory, denoted Th,(A). 
There are other closely related ordered theories. A A-complete theory is a pointed 
ordered theory T in which the posets T(n, p), n, p 20, are directed-complete. Both 
continuous and A-complete theories are preiteration theories in which f t is the least 
(pre)fixed point of the map 
5:n-f ~++f.(5,$J, 
for f :n+n+p. 
Remark 5.6. Each continuous theory embeds in a theory of o-continuous functions 
on an o-complete poset and each A-complete theory embeds in a theory of monotonic 
functions on a directed-complete poset. 
Remark 5.7. Dana Scott [147, 1481 used ordered structures, especially continuous lat- 
tices, to give a semantics of circular data types. Nivat and Courcelle [132,62] used 
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ordered algebras for the semantics of program schemes. The ADJ group emphasized 
the use of continuous and “rational” ordered theories in semantics of both programming 
languages and data type specifications [172,173]. 
5.3. Matrix models 
We have already mentioned the semiring L??(C) = (Pz, +, . , 0,l) whose elements are 
all subsets of C*, in which the operations and constants are given by 
a+b:=aUb, a.b := {uu:uEa, vEb}, 
0 := 0, 1 := {A}, 
where I is the empty word. For any semiring S, we consider the theory Mats whose 
morphisms n -+ p consist of all n x p matrices with entries in the semiring S. The 
theory composite f. g of f : n ---f p and g : p + q is given by matrix multiplication. 
The distinguished morphism i, : 1 -+ n is the 1 x n row matrix having 1 as entry i and 
0 in every other position. When f : n -+ p and g : m -+ p in Mats, the matrix (f, g) 
is the (n + m) x p matrix whose first n rows are those of f and whose last m rows 
are those of g. 
In matrix theories, the object n is the nth power of the object 1 (as well as the nth 
copower). Indeed, let aT : p -+ n denote the transpose of the matrix a : n + p. Then, 
for any family gi : p -+ 1, i E [n], of matrices, there is a unique matrix g : p ---f n such 
that g . if = gi, for each i E [n]. The columns of the matrix g are the matrices gi. 
Remark 5.8. Matrix theories have an axiomatic description [68,38]. First, a matrix 
theory is a pointed theory, in which we denote the point by 0: 1 + 0. We define 
0, := (0,. . . ,O) .O, : n -+ p. 
Sometimes we omit the subscripts on 0. 
Definition 5.9. An abstract matrix theory is a pointed theory T such that each hom- 
set T(n, p) is a commutative monoid (T(n, p), +,O,) having the morphism 0, as 
neutral element. Further, composition distributes over addition on both sides: 
f.(g+h)=(f.g)+(f.h), 
(g+h).f = (g. f)+(h. f), 
f.O=O. 
A morphism of matrix theories is a theory morphism which preserves the point. 
It follows from the definition of 0 that 0 . f = 0, and it can be shown that a 
morphism of matrix theories preserves the additive structure. One can show also that 
18 XL. Bloom, Z. &ikl Theoretical Computer Science 179 (1997) Id0 
in any abstract matrix theory T, the horn-set S = T( 1,1) is a semiring, with the given 
addition operation as sum, and composition as product. Further, T is isomorphic to the 
theory Mats. 
In the case that S = Y(C), we can define a dagger operation on all morphisms 
f : n + n + p as follows. Write the matrix f as [a 61, where a is II x n and b is n x p, 
Then the geometric sum 
a* := 1, + a + a2 + . . . + ak + . . . 
exists, since T”(Z) is closed under arbitrary unions. Thus a* is an n x n matrix. We 
define 
It is easy to show that the fixed point identity holds. A semiring is called complete, 
respectively, countably complete, if it has all, respectively, all countable sums (which 
satisfy the standard associativity and distributivity conditions), see [65,95, 1041. In 
any semiring which has countable (geometric) sums the above definition of dagger 
is meaningful. For several variants of the notion of a complete semiring, see [57, 
109-l 12,143,121]. Later, we will discuss iteration semirings, which are those semi- 
rings S such that Mats satisfies all of our fixed point axioms. Any (countably) complete 
semiring determines an iteration semiring, as explained in Section 11. 
Example 5.10 (Theories of relations). Suppose that A is a set. The theory RelA has 
all relations 
r:Ax[n]-+Ax[p] 
as morphisms n + p. The composite r . s of Y : n + p and s : p + q is standard 
relational composition 
(a,i)(r . ~>(a’, i’) H 3b,k[(a, i)r(b,k) and (b,k)s(a’,i’)]. 
The theory RelA is a pointed theory with the unique relation 0: 1 -+ 0 defining the 
point. The sum of two relations r + s in RelA(n, p) is the relation whose graph is the 
union of the graph of r with the graph of s. It is clear that RelA is an abstract matrix 
theory, and after a minute it is also clear that RelA is isomorphic to Mats, where S is 
the semiring of all relations A + A, with relational composition as product and union 
as the sum operation. This semiring is an example of an iteration semiring. 
5.4. Matricial models 
Matricial theories were introduced by Elgot [68] in order to analyze potentially 
infinite computations. These theories are useful also in the study of infinitary (regular) 
languages and in the trace semantics of concurrent processes [38]. The examples below 
give some indication of where matricial theories arise. 
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If S is a semiring, an S-module V is a commutative monoid (V, +, 0) equipped with 
a (left) S-action: 
SXVdV. 
which satisfies the expected laws 
(ss’)v = s(s’u), 
(s + s’)v = so + s’v, 
s(v+o’)=sv+su’, 
ov = 0. 
lv = v, 
so = 0. 
For a fixed semiring S and S-module V, we obtain the matricial theory Matr (S; V) 
having as morphisms n + p all pairs (a; v) consisting of an n x p matrix a in 
Mats, and an n vector v of elements in V. The composition law is the following. 
For(a;v):n-+pand(b;u):p+q, 
(a; 0) . (b; u) := (ab; au + 0). 
The ith distinguished morphism 1 -+ n is the pair (in; 0), where i, is the ith distin- 
guished morphism in Mats, and 0 is the vector consisting of the zero in V. 
Remark 5.11. Matricial theories were introduced axiomatically by Elgot [68] (see 
also [38]). He showed that the category of matricial theories is isomorphic to the 
category of semiring module pairs (with a suitable notion of morphism), and to the 
category of quemirings. An abstract matricial theory T is a pointed theory such that 
each horn-set T(n, p) is equipped with a binary operation + and a unary operation 7 
with the following properties. 
l (T(n, p), +, O,,) is a commutative monoid. 
l The function T : T(n, p) + T(n, p) satisfies 
(f + s)ll = fll + ST, 
(h .g)ll= M.gll> 
.fll . o,, = Onq, 
.fllll= flL 
forall f,g:n-+p, h:m-+n. 
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l Composition only partially distributes over addition: 
(f + s) . h = Cf. A) + (9. A)> 
sll . (A + k) = ml. A) + ml~ k), 
all f,g:n --) p, h,k:p + q. 
l Each S : n + p is expressible as the sum 
f =fB+f.qy. 
It follows that the zeros are left (but not necessarily right) annihilators: 
0, . f = Rq, 
all f : p ---) q. A matricial theory morphism is a theory morphism which preserves the 
point, and the + and 7 operations. 
In a “concrete” matricial theory Matr (S; V), the operation 7 is (a; v)y = (a; 0). 
It can be shown that any abstract matricial theory T is isomorphic to the theory 
Matr(S; V) where S is the semiring consisting of all morphisms f 7: 1 + 1, for 
f : 1 ---f 1 in T, and V = T( l,O). Note that the theory Mats can be identified with a 
subtheory of Matr (S; V). 
In those matricial theories which are preiteration theories, the dagger operation 
determines a “star operation” on square matrices and an “omega operation” mapping 
matrices to vectors. The connection between the various operations is discussed below 
in Section 12. 
Example 5.12. Any theory of sequacious relations may be viewed as a matricial theory; 
see [38]. 
Example 5.13 (Injinite words). Let 9(C) be the semiring of sets of words on the 
alphabet Z. Let _Pm(C) consist of all subsets of Co, the infinite words on C. Tm(.Z) 
is a commutative monoid with union as the operation and the empty set as the 
neutral element. Further, Y(Z) acts on the left on -Pm(Z) by concatenation. Thus, 
Tm(C) is an Z(Z)-module. The corresponding matricial theory Matr (2’(Z), 9m(Z)) 
is equipped with the following dagger operation: For f = ([a b]; v) : n --) n + p, 
f + := (a*& a*v + aw), 
where a is an n x n matrix over Y(Z), b is n x p and v is an n-vector of sets of 
infinite words. The n-vector aW is (~1,. . . , u,), where Ui, i E [n], is the set of all infinite 
words w which can be written as a product 
w = Wi,il Wil,i*Wi2ri3 . . 
where Wi,,ik is a nonempty word in ai,,ik. Note that if f = (a; In): n -+ n + n, then 
f + = (a*; am). Thus, the dagger determines two operations on square matrices: a H a* 
and a t--+ au. 
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6. There is only one equational theory of iteration 
In this section, we indicate that a large number of classes of preiteration theories 
have the same equational theory as the continuous functions on cpo’s. We will define 
an iteration theory as any preiteration theory which has this same equational theory. 
Equivalent axiomatic definitions will be discussed below. 
The essential uniqueness of the equational theory of fixed points is given by the fol- 
lowing theorem. Before stating this result, we define a number of classes of preiteration 
theories. 
l Pit is the collection of all pointed iterative theories. 
l Mat is the collection of all preiteration matrix theories Mats, for (countably) com- 
plete semirings S. 
l Lang is the collection of all preiteration matrix theories Mats, where S = -Y(C) is 
a semiring of languages. 
l Lang, the collection of all matricial preiteration theories Matr (Z(C), 2?~(C)) 
(see Example 5.13). 
l Rel is the collection of all theories RelA, for all sets A. 
l Seq is the collection of all theories of sequacious functions (see Example 4.6). 
l Metric is the collection of all theories of contraction functions on complete metric 
spaces. 
l Mono is the collection of all theories of monotonic functions on directed complete 
posets. 
l Funct denotes the collection of all theories of w-functors on o-categories. 
By our previous remarks, the variety generated by the abstract contraction theories is 
the same as the variety generated by all theories of contraction functions on complete 
metric spaces, and the variety generated by the continuous theories is the same that 
generated by the o-continuous functions on o-complete posets. 
Theorem 6.1. Zf K is any one of the classes Pit, Lang,, Seq, Metric, Mono or 
Funct, then 
Var[K] = Var[Cpo]. 
Further, the theories in Var[Pfn], Var[Rel], Var[Mat], and Var[Lang] are exactly 
those theories in Var[Cpo] which satisfy the equation 
x = 1. x:1 --to. 
The collections Pfn and CPO were defined in Example 4.4. We may rephrase part 
of this theorem by saying: the equational theory of least fixed points is the same 
as the equational theory of initial fixed points is the same as the equational theory 
of unique fixed points; see also Corollaries 9.11, 9.16 and 10.6 below. Indeed, the 
equational theory of least fixed points is the set of all identities valid in Var[Cpo] or 
in Var[Mono]; the equational theory of initial fixed points is the set of identities valid 
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in Var[Funct]; the equational theory of unique fixed points is the set of identities valid 
in Var[Metric]. 
Theorem 6.1 summarizes many results. Proofs may be found in the book [38] or in 
the original references [32,33,72,36,75,35]. 
One way of understanding the models of these identities is by studying the free 
structures. 
Theorem 6.2 [32,33,72]. For each ranked set Z, the theory in Var[Cpo] freely gen- 
erated by C is the tree theory Ctr. 
The free iterative theories have a similar description, [71,90], as do the free contin- 
uous and rational theories, [ 172,173,92]. 
Definition 6.3. An iteration theory is a preiteration theory which belongs to Var[Cpo]. 
Iteration theories were defined in [32,33] and axiomatically in [72]. 
Remark 6.4. Using the description of the free iteration theory in Theorem 6.2, one 
may show that Var[Cpo] = Var[Fin], where Fin is the variety of preiteration theories 
generated by the theories of finite partially ordered sets. [98]. 
An important question is: what is a nice set of axioms for iteration theories? This 
question will be discussed below. 
6.1. Implicational theories of iteration 
Unfortunately, there are many incomparable implicational theories of iteration. An 
implication, or quasi-identity, is an expression of the form 
/j Si = ti * S = ty 
iEI 
where I is a set and where the equations are between preiteration-theory terms. If Z is 
finite, the implication is “finite”. 
In [41], it is shown that the (finite) implicational theory of least fixed points is 
incomparable with that of unique fixed points, in the following sense. There is a theory 
of partial functions which fails to satisfy the “double dagger implication” 
f++ = g++ * f++ = (f . (g+, a,+,))+, 
where f, g : 1 --f 2 + p. This implication is true in all pointed iterative theories. 
In the same reference, an example of a pointed iterative theory is given which fails 
to satisfy the implication 
h.I=IAf.h=h.g~~+=h.g+, 
where f, g, h : 1 j 1 and I = 11. This implication is true in all continuous theories. 
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Example 6.5. There is a finite implication true in all continuous theories which fails 
in a contraction theory. Let I = li. Let f, g : 1 -+ 1. In any continuous theory T, the 
implication 
holds. Lndeed, f-1 <f*gbJ_, since l_ is least in T( 1,O). Similarly, f.g.1 6f.g.g--L, so 
that if the h~o~esis of the implication holds, so does the conclusion. Now consider the 
following contraction theory. Let M be the four element subset of the reals consisting 
of the numbers (0, $, $, ?$}, with the usual metric. This is a complete metric space. Let 
f, g be the functions defined as follows. 
f(O) = f, f({>= $ f(i) = f(f) = f, 
g(0) = +, g(i)= $, g(i) = g(i) = ;. 
Then both f, g are contractions with contraction constant l/2. Let I = 0. Then in the 
contraction theory determined by this metric space the implication fails. 
Example 6.6. We give an example, extracted from [162], of an (infinite) implication 
true in all continuous theories which fails in some contraction theory. Let f, g : 1 + 1 
and a,, b, : 1 -+ 0, n 2 0. Then 
n,$,ipa,, = gt A gnb, = ft) =s f + = gt 
/ 
is true in all continuous theories (where we are denoting composition by juxta~stion). 
Indeed, if for each n, fna, = gt holds in a continuous theory, then 
f+ = sup,(f”l)<sup,(f”a,) = g+. 
Similarly, gt <ft, yielding the conclusion. Now consider the contraction theory gen- 
erated by the following functions and constants on the real numbers: 
f(x) := x/2, 
g(x) :=x/2 + l/2, 
a ._ 2” n+- 5 
b, := 1 - 2”. 
Then p(a,) = 1 = gt and gn(b,) = 0 = ft, but ft # gt, 
Problem 6.1. Is the finite implicational theory of Ctr decidable? recursively enumer- 
able? 
In [98], it is shown that the finite implicational theory of continuous theories is 
ZIi-complete. 
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7. Equational axioms 
The axioms for iteration theories divide naturally into two parts. The first, the 
Conway identities, consist of a finite number of schemes which axiomatize the “aperi- 
odic” structure of iteration. Historically, the remaining axioms were called the commu- 
tative identity [72], but recent work [79] shows that a better collection of axioms are 
the group-identities. We discuss first the Conway identities which define the Conway 
theories. 
7.1. Conway theories 
Definition 7.1. A Conway theory is a preiteration theory satisfying the following equa- 
tional axioms: 
1. LEFT ZERO IDENTITY: 
all f : n -+ p. When n = I, th’ IS identity is called the scalar left zero identity. 
2, RIGHT ZERO IDENTITY: 
(f 633 0,)’ = _I-+ @ o,, 
all f : n -3 n + p. When n = 1, this identity is called the scalar right zero identity. 
3. PAIRING IDENTITY: 
{f‘,s}’ = If+ . (h+, $J, h+L 
all f : n -3 n + m + p, g : m - n f m + p, where 
h=g.(ft,lmfp) :m-+m+p. 
4. ~RM~ATION IDENTITY: 
(n f f . (7L_’ 63 lp))f = 7-L. f’, 
for all f : n + n + p and for all base permutations 7c : n -+ n. Here 71-l denotes the 
inverse of 7c. 
A morphism of Conway theories is a preiteration theory morphism. 
Since we have defined Conway theories by equations, they form a variety of pre- 
iteration theories. We give several more non-trivial equations that hold in Conway 
theories. 
Pro~ition 7.2. Each Conway theory T satis~es the following identities. 
1. FIXED POINT IDENTITY: 
f’ = .f . u+, $JL 
all f : n -+ n + p. ?Vhen n = 1, this identity is called the scalar fixed point identity. 
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2. PARAMETER IDENTITY: 
(f * (L @ a+ = f+ .g, 
all f : n i n + p, g : p + q. When n = 1, this equation is called the scalar parameter 
identity. 
3. COMPOSITION IDENTITY: 
(f . (s,On @ w+ = f . ((9. (f,O, @ 1&J>+, l ), 
all f : n 4 m + p, g : m 4 n + p. When m = n = 1, this equation is called the scalar 
composition identity. 
4. DOUBLE DAGGER IDENTITY: 
f ++ = (f . ((LbJ @ 1p>>+, 
all f : n + n + n + p. When n = 1, this equation is called the scalar double dagger 
identity. 
Using the above equations, we give two alternative axiomatizations of Conway 
theories. 
Theorem 1.3 [72,73,77, 1551. A preiteration theory T is a Conway theory iff T 
satisjes either 
l the parameter, composition and double dagger identities, or 
b the scalar versions of the parameter, composition, double dagger and pairing iden- 
tities. 
A full account of the identities that hold in all Conway theories is given in [29], 
together with a concrete description of the free Conway theories. It is shown there that 
the equational theory of Conway theories is PSPACE-complete. 
Suppose that T is a preiteration theory and Z is a set of scalar morphisms in T. 
A C-normal description  ---f p is an ordered pair 
D=(a,f) (9) 
consisting of a base morphisms c( : n + s + p and a morphism 
f =((T1~pl,...r~.s.ps):S+S+p, 
where each Pi is base and either Gi is in C or cri = 1. The behavior of a C-normal 
description D = (a, f) : n --$ p is the T-morphism 
In the following theorem, an important property of Conway theories is formalized. 
The same result for iterative theories was proved by Elgot [67]. The theorem may be 
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interpreted as a normal form result for Conway theories, or a Kleene type result; see 
[61, 1651 for other formalizations. 
Theorem 7.4 (&sik [72]). Suppose that T is a Conway theory and Z is a collection 
of scalar morphism in T. Then the sub-Conway theory generated by Z consists of 
the behaviors IDI of C-normal descriptions. 
Related results appear in [69,71]. 
Corollary 7.5. Suppose that T is a Conway theory and To is a subtheory of T (so 
that TQ may not be closed under iteration). Then the sub-Conway theory generated 
by To consists of all morphisms c(. (f t, lp) : n-+p,wheref :s-+s+pisinToand 
where CI : n --f s + p is base. 
A concept closely related to normal descriptions is that of a flowchart scheme in 
the sense of [69,70]. In fact, when T is the free iteration theory Ctr generated by 
a signature C, any Cl-normal description (9) may be identified with the following 
scheme SD : n -+ p. The set of internal vertices of the scheme So is a set [s], for 
some s >O. Each internal vertex i is labeled by a letter in ZL, say gi. In addition, 
there are p exit vertices, say the integers in s + [p], with vertex s + i labeled exi, for 
each i E [p]. The edges of SD are determined by the base morphisms pi. For each 
j E [r] such that aj E Cl has rank r, the jth outgoing edge of vertex i leads to vertex 
k E [s + p] iff jpi = k. The exit vertices have no outgoing edge. Note that the edges 
leaving an internal vertex are linearly ordered. The base morphism a determines the 
entry or begin vertices of Sp: for each i E [n], ict is the ith entry point of S,. The 
behavior of the scheme SD is the regular tree n + p in Ctr obtained by unfolding the 
scheme. See [69,71]. 
The (isomorphism classes of) schemes over a signature Z form a many sorted algebra 
with a suitable definition of composition, dagger and constants i,. As such, each algebra 
of C-schemes is freely generated by the signature C (with an appropriate and natural 
identification of each letter G E Z,, with an corresponding atomic scheme 1 -+ n). 
However, schemes do not form a theory. An axiomatization of the variety generated 
by all algebras of schemes was given in [34]. The main argument was then modified by 
several authors to obtain simpler axioms and/or to rephrase the result with a different 
collection of operations and constants; See [155-157,53-55, 1641. In [29], it is shown 
that the variety of Conway theories is the largest variety of preiteration theories included 
in the variety generated by all scheme algebras. Flowchart schemes are special cases of 
recursive program schemes. Schemes of this latter kind have been considered in many 
places, for example, in [ 132,60,62,89,49]. 
7.2. Iteration theories 
Until recently, the only known equational axiomatizations of iteration theories con- 
sisted of axioms for Conway theories and a complicated equation scheme, the commu- 
tative identity. 
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Suppose that f = (f, , . . . , f k) : k ---f n + p in an algebraic theory T. Suppose further 
that gi : n + m, for each i E [k]. We define 
f II (gl,-.., gk) = (fi ‘(91 @ &),...,fk .(gk @&)) : k + m+ p. 
Definition 7.6. The commutative identity is the equation 
((T’f) II (Pl,...,Prn))+ = z.(f .(z@ lp))+, 
where f : n ---t m + p, and where r : m -+ n is a sutjective base morphism and the 
morphisms pi : m + m are base with pi . t = z, i E [ml. When n = 1, this equation is 
called the scalar commutative identity. 
Theorem 7.7 @sik [72]). A preiteration theory T is an iteration theory iff T is a 
Conway theory satisfying the commutative identity. 
A substantial simplification of the above result has been obtained recently in [79]. 
Suppose that S = ($0) is a finite semigroup on the set [n]. In each theory T, we 
associate with S the base morphisms p” : n --f n, i E [n], defined by 
j, . pf := (i 0 j), all j E [n], 
i.e. 
pf := ((io l)n,(io2)n ,..., (ion),). 
From now on, we write just ij instead of ioj. The morphism (ij), is the corresponding 
base morphism 1 + n. The morphisms p”, denoted sometimes just pi, are called the 
base morphisms associated with the semigroup S. 
Let f = (fi,... , fn) be a morphism n --f n + p in a preiteration theory T. We define 
fs:= f /](p~,...,p~):n~n+p. 
Thus, 
fs = (fl 48 @ lp),...,fn (P;r 63 1,)). 
Further, we define a morphism gs : n + n + p for each scalar g : 1 --+ n + p. 
gs :=(&I g)s 
= (g.(pS~l,),...,g.(p~~l,)) :n+n+p, 
where t n : n j 1 is the unique base morphism. 
Definition 7.8. The semigroup-identity C(S) associated with S is the equation 
gf = 7, (9 . (7, CE lp))+, g : 1 -+ n + p. (10) 
Note that this identity is an instance of the scalar commutative identity. 
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In preiteration theories T satisfying the permutation identity, that we assume from 
now on, it is possible to associate an identity with any semigroup, not just with those 
defined on some set [n]. In such theories, identities associated with isomorphic semi- 
groups are equivalent. When S is group, we call C(S) a group-identity. (The group- 
identity C(S) should not be confused with the identity of the group S!) 
The above notation may be extended to classes of semigroups. When 9’ is a class 
of finite semigroups, C(Y) consists of the identities C(S), S E 9’. 
Example 7.9. Suppose that G is the group of order 3. Then C(G) is the equation 
(f, s . ((&,%,13) @ I,>, f ((33913923) @ lp))+ 
= z3 . (f . (z3 CE l&t, f : 1 -+ 3 + p. 
In the theory Th,(A) of w-continuous functions on an w-cpo A, the group-identity 
C(G) asserts that for each continuous function f : A3+J’ -+ A, each component of the 
least solution of the system of fixed point equations (in the variables x1,x2,x3 E A and 
parameter y E AP) 
XI =f(xl,X2J3>Y), 
x2 =f(xZ,x3,xI,Y)* 
x3 =f(x3,x1,xz,y) 
is identical to the least solution of the single equation 
where h is the o-continuous function A’+P + A defined by h(x, y) = f (x,x,x, y). 
Assuming the Conway identities, the group-identity associated with the cyclic group 
of order three is equivalent to the third power identity. In any theory, the powers fk 
of a morphism f : n + n + p are defined as follows: 
f O = 1, @ o,, 
f k+’ = f . (f k, 0, @ lp). 
The power identities are the equations 
(fk)+ =ft f .n+n+p, k31 3 . 
When n = 1, these equations are called the scalar power identities. 
Proposition 7.10 @sik [78]). When S is a monoid on the set [n] whose identity ele- 
ment is the integer 1, the equation C(S) holds in a Conway theory T ifs T satisjies 
the equation 
l,~gJ=(g.(z,fBl,))+, g: 1 +n+p. 
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Theorem 7.11 (l&k [79]). Suppose that Y is a class of finite semigroups. Then the 
Conway identities and the semigroup-identities C(Y) f orm a complete axiomatization 
of iteration theories t# each finite (simple) group is a divisor of a semigroup in S. 
See [65,113] for the definition of the divisibility relation. As the reader might guess, 
the proof of this result uses the Krohn-Rhodes decomposition theorem. An improved 
version of this theorem is given in [SO]. 
Corollary 7.12 (ksik [79]). The Conway identities and the group-identities associated 
with the finite (simple) groups form a complete axiomatization of iteration theories. 
Corollary 7.13 (fisik [76,79]). There is no finite axiomatization of iteration theories. 
Further, there is no finite axiomatization of iteration theories over the variety of 
Conway theories atisfying the power identities. 
Remark 7.14. Possible simplifications of the group-identities are discussed in [79]. For 
each integer n 2 3, define S, to be the following equation: 
(f. (z2 6-3 lp). (f .(1, $ (),, (f t)n-2, o1 ~ lp), o, ~ 1,)>+ 
= (f . CT2 G3 I& (11) 
where f : 1 --+ 2 + p. It is conjectured in [79] that the Conway identities and the 
equations S,, n 2 3, form a complete axiomatization of iteration theories. 
When Y is a class of finite semigroups, let V”(Y) denote the variety of Conway 
theories satisfying the identities C(Y). It is proved in [79] that Y(Y) C V(Y) iff 
each simple group divisor of any semigroup in Y’ divides a semigroup in Y. Thus, 
any such variety is of the form V(g), where 3 is a class of finite simple groups 
closed under division. Moreover, all these varieties are distinct, and V(3) C V(Y) 
iff 9 2 3. (We do not consider the trivial group to be simple.) For example, when 
Y is empty, V(g) is the variety of Conway theories, and when $!? is the class of 
all finite simple groups, Y(g) is the class of iteration theories. A concrete descrip- 
tion of the free theories in the varieties V(9) is given in [83]. It follows from this 
description that if Y is effectively given, then the equational theory of V(g) is decid- 
able. In particular, the equational theory of iteration theories is decidable in polynomial 
time. 
8. First-order axiomatizations 
In this section, we show that by enriching the logical language to allow implications, 
there are simple axiomatizations of iteration theories. 
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8.1. The functorial implication 
Definition 8.1. Suppose that T is a preiteration theory and that %? is a class of mor- 
phisms in T. We say that T satisfies the functorial implication for V if whenever the 
square 
n 
f 
‘n+P 
h 1 1 hfBl,, 
111 ) m+p 
Y 
commutes, where h is a morphism in %‘, then so does the triangle 
nftP 
h 
I/ 
g+ 
m 
In brief, T satisfies the functorial implication for % if 
f . (h $1,) = h. g j f + = h. g+, 
for all appropriate f,g, and h E V. 
Two particular subcases are important here, the case that 9? is the class of all pure 
morphisms, and the case that %’ is the class of all sujective base morphisms. Following 
[120], we call a morphism f : n 4 p pure if f .I, = I,. Note that any base morphism 
is pure. 
Example 8.2. When T is a theory Th,(A), for an o-cpo A, or when T is a contin- 
uous theory or pointed iterative theory, T satisfies the functorial implication for pure 
morphisms; see [74,38]. 
Proposition 8.3 [72,73,77]. 
1. Each Conway theory satisfies the functorial implication for injective base mor- 
phisms. 
2. If a preiteration theory T satisfies the functorial implication for surjective base 
morphisms, then the commutative identity holds in T. 
3. If T is a Conway theory satisfying the functorial implication for the base surjec- 
tions z, : n --) 1, n > 1, then T satis$es the functorial implication for all (surjective) 
base morphisms. 
Corollary 8.4 [72,77,38]. The class of iteration theories is the variety generated by 
those Conway theories satisfying the functorial implication for all base surjections 
z,, or for all surjective base morphisms, or for all pure morphisms. 
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This corollary follows from the previous proposition and the fact that each free 
iteration theory satisfies the functorial implication for pure morphisms. 
It is easy to prove that if a Conway theory satisfies the functorial implication for 
the morphism z,+i , for an integer n > 1, then it satisfies the functorial implication for 
rn. But for each y1> 1 there is an iteration theory satisfying the ftmctorial implication 
for zn which does not satisfy the functorial implication for rn+ i ; see [41]. Thus, there 
exist an infinite number of quasi-varieties of iteration theories that generate the variety 
of iteration theories. The existence of an iteration theory not satisfying the functorial 
dagger implication for sujective base morphisms was first shown in [76]. 
Remark 8.5. The functorial implication was used by Eilenberg [66] and Plotkin [137] 
in their characterization of the fixed point operation on continuous functions over cpo’s. 
8.2. The double-dagger implication 
Definition 8.6. Suppose that T is a preiteration theory. We say that T satisfies the 
double dagger implication if 
f++ = g++ * f++ = (f . (g+,l,+,))+ 
for all f,g: 1-+2+p. 
Theorem 8.7 (Bloom and Esik [38]). (1) Each pointed iterative theory satisfies the 
double-dagger implication. 
(2) Each Conway theory satisfying the double-dagger implication satisfies the func- 
torial implication for all base morphisms. 
Corollary 8.8 (Bloom and Esik [38]). Iteration theories are the variety generated by 
those Conway theories atisfying the double-dagger implication. 
Remark 8.9. There exists a continuous theory not satisfying the double-dagger impli- 
cation; see [38] or [81]. 
8.3. Scott induction 
Suppose that A is an o-cpo and consider the theory Th,(A). A subset B of Am is 
called inclusive if B is closed under sups of o-chains. When f : n -+ n + p in Th,(A) 
and if P c AnfJ’ is inclusive, for any y E AJ’ we may prove that (ft( y), y) E P by 
showing the following two facts: 
(1) (L v) E p. 
(2) For all (x, y) E An+p, (&Y) E P * ((f&Y), Y> E p. 
Indeed, it follows by induction that (fk(-L,,, y), y) E P, for all k >O, so that (f t(y), y) 
= supk(f ‘(l,,, y), y) E P. Several ways of obtaining inclusive sets are known, see 
e.g., [169]. Given the continuous functions U, v : k -+ n + p, the set {(x, y) E A”+p : 
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u(x, y) = U(X, v)} is inclusive. This leads to the following equational formalization of 
the Scott induction principle. 
Definition 8.10. Suppose that T is a preiteration theory. We say that the Scott induc- 
tion principle holds in T, or that T satisfies the Scott induction principle, if for all 
u,v:k-tn+p and f :n-+n+p, if 
u . (L,p, JJ = 0 . Qn,p, 1,) 
and if 
(12) 
u lz, 4J = 0 . (4 lp) =+ u. (f . (z, lP), lP) = 2) . (f . (z, I,), lp), (13) 
for all z : n + p, then 
u (f+, l/J) = 0. (f+, lP). (14) 
When k = 1, we call this principle the scalar Scott induction principle. When 
k = n = 1, we speak of the biscalar Scott induction principle. 
For a general formulation of the Scott induction principle, see [149, 169, 1361. 
Example 8.11. Each continuous and each contraction theory satisfies the Scott induc- 
tion principle. 
Theorem 8.12 (Esik and Bematsky [82]). Suppose that T is a Conway theory satis- 
fying the Scott induction principle. Then T is an iteration theory. 
Corollary 8.13 (Esik and Bematsky [82]). The variety generated by the Conway 
theories satisfying the Scott induction principle is the variety of iteration theories. 
Thus, the Conway identities in conjunction with the Scott induction principle are 
complete for the equational theory of iteration. It is shown in [82], by means of an 
example, that the scalar Scott induction principle is incomplete. Hence, the biscalar 
Scott induction principle is also incomplete. 
9. Ordered iteration theories 
As shown above, many examples of iteration theories are derived from functions on 
posets. In this section, the interaction between the order and the fixed point operation 
is explored in more detail. 
Definition 9.1. An ordered preiteration theory is a preiteration theory T equipped 
with a partial order such that the theory operations are monotonic. An ordered pre- 
iteration theory with a monotonic dagger is an ordered preiteration theory T such that 
the dagger operation is also monotonic. A morphism cp : T --) T’ between ordered 
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preiteration theories or ordered preiteration theories with a monotonic dagger is an 
order-preserving preiteration theory morphism. 
Definition 9.2. An ordered iteration theory is an ordered preiteration theory which is 
an iteration theory and which satisfies: 
lI,,Gf, f : 1 --) P. (15) 
An ordered iteration theory with a monotonic dagger is an ordered iteration theory 
such that the dagger operation is monotonic. A morphism of ordered iteration theories 
(with a monotonic dagger) is an ordered preiteration theory morphism. 
Example 9.3. Each continuous or A-complete theory is an ordered iteration theory with 
a monotonic dagger. 
It follows that in any ordered iteration theory T, the morphism I,, is least among 
the morphisms n 4 p, for each n, p 20. 
Theorem 9.4 &ik [78]). Ordered iteration theories (with a monotonic dagger) are 
the variety of ordered preiteration theories (with a monotonic dagger) generated 
by the continuous theories, or the theories Th,(A), where A is an w-cpo. For each 
signature Z:, the free iteration theory Ztr, equipped with the partial order dejined on 
trees in Example 5.4, is both the free ordered iteration theory and the free ordered 
iteration theory with a monotonic dagger on C. 
Thus, a complete axiomatization of ordered iteration theories, in the ordered setting, 
may be obtained by adding the axiom (15) to any complete axiomatization of iteration 
theories. Moreover, an equation holds in all iteration theories iff it holds in all ordered 
iteration theories or in all ordered iteration theories with a monotonic dagger. 
9. I. Park induction 
One of the simplest induction principles that may be formulated for least prefixed 
point solutions is due to Park [134]; see also [149, 1691. 
Definition 9.5. Suppose that T is an ordered preiteration theory. We say that T satisfies 
the Park induction principle if 
f 4gJp)dg* f+<g, 
for all f : n + n + p and g : n 4 p. When n = 1, we call this implication the scalar 
Park induction principle. 
Thus, the Park induction principle asserts that for each morphism f : n ---t n f p, f t 
is less than or equal to any prefixed point of f. 
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Example 9.6. Each continuous or d-complete theory satisfies the Park induction prin- 
ciple. 
Proposition 9.7. Suppose that T is an ordered preiteration theory. If T satisjies the 
Park induction principle and if for each .f : n + n + p, f t itself is a prefixed point 
of f, then the jixed-point identity holds in T. Moreover, the dagger operation is 
monotonic, so that T is an ordered preiteration theory with a monotonic dagger. 
Theorem 9.8. Suppose that T is an ordered preiteration theory. 
1. If T satisfies the Park induction principle, the jixed-point inequation 
f~(f+,lp}<<f+, f:n-+n+p, (16) 
and the parameter i~eq~ati~n 
f+ * g<(f . on 8 im+, f:n-+n+p and g:p--+q, (17) 
then (the unordered redact of) T is a Conway theory. 
2. suppose that T satisfies the scalar Park induction prin~~~e, the scalar fixed- 
point inequation, i.e., inequation (16) for n = 1, the scalar parameter inequation, i.e., 
inequation (17) for n = 1, and the scalar pairing identity. Then (the unordered reduct 
of) T is a Conway theory. 
For a proof of Theorem 9.8, see [78]. The fact that the pairing identity holds in 
ordered preiteration theories satisfying the assumptions of part I is due to BekiE [25]. 
Using the Park induction principle, several Conway identities are established in [l, 1751. 
Theorem 9.8 motivates the following definition. 
De~tion 9.9. A Park theory is an ordered preiteration theory satisfying the Park 
induction principle, the fixed-point inequation, and the parameter inequation. 
By Theorem 9.8, an ordered preiteration theory T is a Park theory iff 7’ satisfies 
the scalar Park induction principle, the scalar versions of the fixed-point and parameter 
inequations, and the scalar pairing identity. Moreover, each Park theory is a Conway 
theory. 
What are all of the equations and inequations that hold in Park theories? The answer 
to this question is given by: 
Theorem 9.10 (Esik [78]). Each Park theory is an ordered iteration theory with a 
monotonic dagger. 
Corollary 9.11 (Esik [78]), The variety of orderedpreiteration theories (with a mono- 
tonic dagger) generated by the Park theories is the class of all ordered iteration 
theories (with a monotonic dagger). 
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Thus, one may derive all of the true (in) equations of (ordered) iteration theories 
from the axioms of Park theories. For another proof of this result, see [98]. 
Several stronger results involving a weak version of the Park induction principle are 
proved in [78]. 
Definition 9.12. Suppose that T is an ordered preiteration theory. We say that T sat- 
isfies the weak Park induction principle if 
forall f:n--tn+pandg:n+p. 
Definition 9.13. A weak Park theory is an ordered preiteration theory T satisfying 
the fixed-point identity and the parameter and double-dagger inequations, and the weak 
Park induction principle. 
Example 9.14. Each Park theory is a weak Park theory. However, the dagger operation 
need not be monotonic in a weak Park theory [78]. 
Theorem 9.15 (Esik [78]). Each weak Park theory is an ordered iteration theory. 
Corollary 9.16 (Esik [78]). The variety of ordered preiteration theories generated by 
the weak Park theories is the class of all ordered iteration theories. 
By replacing each equality in Eqs. (12)-( 14) by the inequality 6, one may formu- 
late the ordered Scott induction principle. The Park induction principle is a special 
subcase of this induction principle. Thus, by Theorem 9.10, the axioms consisting of 
the parameter inequation, the fixed-point inequation and the Scott induction principle 
are complete for the (in)equational theory of (ordered) iteration theories. A variant of 
this result is the completeness of “biscalar” ordered Scott induction principle in con- 
junction with the scalar fixed-point inequation, the scalar parameter inequation and the 
scalar pairing identity. 
The Park induction principle is an implication which, in conjunction with two 
inequations, is complete for the inequational theory of iteration in continuous theo- 
ries. It is natural to ask whether this set of axioms is complete for the implicational 
theory of continuous theories. The next result shows that it is not. Let Q denote the 
quasi-variety generated by the continuous (ordered) theories, and let A, denote the 
quasi-variety generated by the A-complete (ordered) theories. 
Theorem 9.17 (Esik [78]). 52 is properly included in A,,,, which is in turn a proper 
subclass of Park theories. 
For the same result, see also [98]. 
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10. Iteration and initial algebras 
Suppose that Q? is a category and 1” is a fimctor G?‘+P 4 V”. Recall that for each 
object y E VP, FY = F(-, y) is an endofunctor V’ -+Vn. 
Definition 10.1. An F,-algebra is an ordered pair (x,f) consisting of an object x E V” 
and a morphism f :F(x, y) ---f X. A morphism u : (x, f) --+ (x’, f’) between Qalgebras 
is a mo~hism 43 : x -+ x’ such that the following square commutes: 
F(x’, Y1 - x’ 
C’ 
An I;;-algebra (xg, fa) is initial if for each &-algebra (x, f) there exists a unique 
morphism (XO, fo) --f (n, f 1. 
Remark 10.2. In Section 3.1 an &-algebra was called a prefixed-point. 
F,-algebras and their morphisms form a category. It is immediate that any two initial 
@algebras are isomorphic. moreover, if (xg,fs) is initial, then x0 is an isomo~hism 
in the category GY:“; see [114]. 
Suppose now that for each y E 9?P there exists an initial &-algebra, denoted (Ft(y), 
p~,~). Then the assignment y +-+Ft(y) can be extended in a unique way to a functor 
Ft : VP --+ W such that fiF = (~F,~)~~‘&F becomes a natural transformation, in fact, 
an isomo~hism, F . fict, lp} + Ft, where 1, denotes the identity functor %Zp +%‘p. 
Definition 10.3. An algebruicalZy cmplete category is an ordered pair (U, 9) con- 
sisting of a category %? and a subtheory 9 of the theory of all fitnctors on powers of 
%? such that for each F : n + n + p in 8, i.e., for each functor F : V+p -3 V’, and 
for each object y in VP, there is a specified initial F,-algebra (Ft(y),p~,~); moreover, 
for each F E 9, the functor Ft is also in 9. 
We will usually write Th(%‘,P) for the theory determined by the functors @. Since 
there is a dagger operation defined on the functors F : n -+ n + p in Th(W,,F), the 
theory Th(%,F) is a preiteration theory. 
The name “algebmically complete category” comes from Freyd [86], al~ough the 
definition given there is different from ours, since only functors in one variable are in- 
volved. A closely related concept is that of an algebraically compact category; see [87]. 
In an algebraically compact category, in addition to initial algebras, final coalgebras 
also exist, and they are canonically isomorphic to the initial algebras. 
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Example 10.4. When %? is an o-category and B is the collection of all functors 
%‘P -+ en preserving all w-colimits, Th(%, 9) is an algebraically complete category. 
In particular, the category of all o-cpo’s and o-continuous functions is algebraically 
complete. For order-enriched o-categories, see [ 166, 154, 1371. If % is the category of 
countable sets and F is the collection of all functors %‘J’ 4 %Y, then Th(%,g) is 
algebraically complete; see [87]. 
What are all of the equations that hold (up to isomorphism) for the dagger operation 
in algebraically complete categories? Some questions related to this topic have been 
studied in several papers, e.g., [118,137,36,86,87,38,17,45]. In particular, the pairing 
identity has been established in [ 1181. (The result is stated only for w-categories, but 
the argument is entirely general.) Freyd notes in [86,87] some other identities, such as a 
variant of the composition identity and the power identity, and gives a proof of the pair- 
ing identity (product theorem for algebraically complete categories) [17]. In [36], it is 
shown that in the particular case of o-categories and functors preserving all o-colimits, 
the identities satisfied by the dagger operation are exactly those of iteration theories. 
Then, in [38], the authors use an argument from [118] to show in effect that all of the 
Conway identities hold in any algebraically complete categories, and establish the power 
identities in algebraically complete category in [44]. The topic is further investigated in 
[ 171. The iteration theory identities in algebraically complete categories have been esta- 
blished in [84]. 
Theorem 10.5 (&ik and Labella [84]). All of the iteration identities hold up to iso- 
morphism in any algebraically complete category. 
Corollary 10.6 (I?sik and Labella [84]). An identity holds up to isomorphism in all 
algebraically complete categories $f it holds in iteration theories. 
For a generalization of Theorem 10.5 involving algebraically complete 2-theories, 
see [84]. The result may be generalized easily to Cartesian categories. Fixed points 
in Cartesian closed categories have been studied in [116, 129,241; see also [20]. The 
equational properties of iteration in these categories have been studied in [45,44], 
where a new identity, called the abstraction identity, is established using initiality. The 
abstraction identity is then used to prove a normal form theorem and a functional 
completeness theorem. Another version of an abstraction identity in functor categories 
also appears in [ 171. 
11. Matrix iteration theories and iteration semirings 
The study of regular languages and regular algebra is a relatively ancient topic 
in computer science, and is an area close to standard mathematics. This section and 
the next are concerned with iteration theories modeling the equational theory of the 
regular sets. 
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Suppose that S is a semiring and T is the matrix theory Mats, defined in Section 5.3. 
If T is also a preiteration theory, one can define a star operation on each horn-set T(n,n) 
as follows. When A is an II x II matrix, [A l,] is a morphism IZ ---) n + n in T. We 
define 
A* = [A 1,1+. (18) 
Proposition 11.1. The parameter identity holds in T ifs the dagger operation is 
determined by the star operation in the following way. Let C = [A B] : n -+ n + p, 
with A : n -+ n and B : n -+ p. Then 
Ct =A*.B. (19) 
Thus, when the dagger and star operations are related by Eqs. (18) and (19), prop- 
erties of the dagger operation correspond to properties of the star operation. 
Some equations that the star operation in a matrix theory may satisfy are listed 
below. We let O,, denote the n x n zero matrix. 
1. STAR FIXED POINT IDENTITY: 
A* =AA*+l,, A:n-+n 
When n = 1, this equation is the scalar star jxed-point identity. 
2. STAR ZERO IDENTITY: 
When n = 1, this is the scalar star zero identity. 
3. STAR SUM IDENTITY: 
(A + B)* = (A*B)*A*, A, B : n + n. 
When n = 1, this identity is the scalar star sum identity. 
4. STAR PRODUCT IDENTITY: 
(AB)* = A(BA)*B + l,, A : n + m, B : m ---) n. 
When n = m = 1, this is the scalar star product identity. 
5. STAR PAIRING IDENTITY: 
where A : n -+ n, B : n -+ m, C : m -+ n, and D : m + m, and 
a = A*BSCA* + A*, p = A*B6, 
y=EA*, 6 = (D + CA*B)*. 
When m = 1, this equation is the scalar star pairing identity. 
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6. STAR PERMUTATION IDENTITY: 
(7cAnT)* = 7L4*2, 
where A : n + n and where n : n -+ n is a base permutation. 
7. STAR POWER IDENTITY: 
(1, +A+... + A’-t)(Ak)* = A* 
where A:n-+n and k>l. 
For other equivalent forms of the star pairing identity (in conjunction with the other 
identities), see [39,38]. 
Now, the star fixed-point identity corresponds to the fixed-point identity, the star zero 
identity to the left zero identity, the star product identity to the composition identity, 
the star sum identity to the double-dagger identity, the star permutation identity to 
the permutation identity, and the star power identities to the power identities. These 
correspondences were noted in [156,39]. For the star form of the commutative identity, 
see [39,38]. Here, we only study the star form of the group-identities. 
Suppose that G is a group on the set [n]. The star group-identity C*(G) corre- 
sponding to G is the equation in the variables ai : 1 -+ 1, i E [n]: 
where aij stands for ak, and where k is the product of i and j in the group G. The 
identity C*(G) corresponds to the group identity C(G). The star group-identities were 
first defined by Conway [57], see below. 
Definition 11.2. A Conway matrix theory is a matrix theory which is a Conway the- 
ory. A matrix iteration theory is a matrix theory which is an iteration theory. A 
morphism of Conway matrix theories or matrix iteration theories is a preiteration 
theory morphism. 
It follows that the morphisms of Conway matrix theories or matrix iteration theories 
preserve the additive structure. 
Our next result gives three equational axiomatizations of Conway matrix theories. 
These can be derived from Theorem 7.3, by using the translation between the star and 
dagger operations given in Proposition 11.1; see also Corollary 11.6. 
Theorem 11.3 (Bloom and &ik [39]). A matrix theory T equipped with a star oper- 
ation is a Conway theory tffone of the following three groups of equations holds in T. 
1. The A group: the star zero, star pairing and star permutation identities. 
2. The B group: the star product and star sum identities. 
3. The C group: the scalar versions of the star product, star sum and star pairing 
identities. 
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By adding to the axioms the star group-identities associated with the finite (simple) 
groups, one obtains three sets of equational axioms for matrix iteration theories. 
This theorem was proved in [39] with the commutative identity in place of the group 
identities. 
The scalar versions of the star product and star sum identities only involve morphisms 
1 -+ 1, which may be identified with the elements of the semiring S. Also, the scalar 
star pairing identity may be considered as the definition of the star operation on n x n 
matrices, for n > 1. This consideration gives rise to the following definitions. 
Definition 11.4. A *-semiring is a semiring S equipped with a unary operation on S. 
We denote the operation by * : S -+ S and call it a “star operation”. A morphism of 
*-semirings is a semiring homomorphism which preserves the star operation. 
Definition 11.5. A Conway semiring is a *-semiring S which satisfies the scalar star 
product and star sum identities, i.e., 
(ab)* = a(ba)*b + 1, 
(a + b)* = (a*b)*a*, a,b E S. 
An iteration semiring S is a Conway semiring which, when the star of a square matrix 
is inductively defined by the scalar star pairing identity, satisfies each star group-identity 
C*(G) associated with a finite (simple) group G. A morphism of Conway or iteration 
semirings is a * -semiring homomorphism. 
By Theorem 11.3, if S is a Conway semiring, then the star operation on S may be 
extended in a unique way to a star operation on the n x n matrices over S such that 
Mats becomes a Conway matrix theory. In fact, the category of Conway semirings 
(iteration semirings, respectively) is equivalent to the category of Conway matrix theo- 
ries (iteration theories, respectively.) In particular, we have the following result, stated 
without proof in [57] (for direct proofs, see [106, 13, 1741). 
Corollary 11.6 (Conway [57]). If S is a Conway semiring, then Snx”, the semiring 
of all n x n matrices over S, is also a Conway semiring. 
The following corollary was proved by Krob [107], although his statement of the 
result did not use iteration semirings. It also follows from the results in [79]. 
Corollary 11.7 (Krob [107]). Zf S is an iteration semiring, then so is S”‘“, for all 
n3 1. 
The terms Conway matrix theory, Conway semiring (and Conway theory) were 
probably first used in [39]. For reasons given in [105], the identities that hold in all 
Conway semirings are called “aperiodic” in [107]. In the book [93], Golan defines 
Conway semirings as above. A weaker notion is that of a Lehmamr semiring; see 
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11171. Iteration semirings appear for the first time in [39], with the (star form of the) 
commutative identity replacing the group identities in the definition. In [39,38], the 
authors also defined symmetric iteration theories that satisfy the dual of the commuta- 
tive identity. However, since in Conway semirings each group identity is self-dual, it 
follows that every iteration semiring is symmetric. See [79]. 
It is an important open problem to describe the structure of the free Conway and 
iteration semirings. The initial Conway and iteration semirings were determined in 
1391. The elements of the initial iteration semiring may be ordered as 0, I,. . . , n, . . . ,I *, 
(I*)2 )...) (I*), )...) 1**, so that the operations are monotonic. It seems that all compu- 
tationally significant iteration semirings, such as the completely or countably additive 
ones, satisfy the equation l* = l**. Th e initial iteration semiring in the corresponding 
variety may be identified with the semiring Jv, = JV U {co}, with n* = co, for all 
n # 0. Note that the idem~tent semiring B* = (0, 1, I*} and the boolean semiring 
B = (0, I} with l* = 1 are quotients of Jtro,. The semiring B* is the initial idempotent 
iteration semiring, i.e., x+x = x, and B is the initial w-idempotent i eration semiring. 
An iteration semiring is o-idempotent if it satisfies the identity l* = 1. A completely 
idempotent semiring is a complete semiring S such that for any a E S, if ai = a, all 
i in a nonempty set 1, then f3, aj = a. Countably idempotent semirings are defined in 
a similar way. 
The fact that any complete (or countably complete) semiring gives rise to a Conway 
semiring has been noticed in [ 109,951. (The papers [ 109, 11 l] use a stronger notion 
of completeness.) 
Theorem 11.8 (Bloom and I&ik 1381). Each comp~eteZy or countab~y add~tj~e s mi- 
ring S is an iteration semiring satisfying the equation I* = I **. Each completely or 
countably idempotent semiring is an w-idempotent i eration semiring. 
We conjecture that the variety of iteration semirings generated by the completely or 
co~tabiy additive semirings is axiomatized by the iteration theory identities together 
with the equation 1** = l*. 
When S is completely or countably additive, Mats has a “strong” functorial dagger. 
This condition may be rephrased in matrix theories as follows. For all A : n --+ n, 
B:m-+mandC:n+minMats, 
A-C=C+B+A”.C=C.B+. 
An important fact concerning Conway theories is formulated in the following theo- 
rem. This result may be seen as a variant of a general form of Kleene’s theorem and is 
a counterpart of Theorem 7.4 for Conway semirings. The same result was obtained for 
countably complete semirings in [95], and for a stronger version of complete semirings 
in [109]; see also 157, 1431. 
Theorem 11.9 (Bloom and l&k [39]). Suppose that S is a Conway semiring, SO is 
a sub-Conway semiring of S and B is a subset of S. Then each element s of 
the sub-Conway semiring generated by the set SO u B has a representation i  the 
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f orm 
@Z./t* .y, 
where A is an n x n matrix with entries in the set 
V = 
{ 
C siai : Si E SO, ai E B 
iE[k] I 
and where c1 is a 1 x n and y is an n x 1 matrix over SO. 
In fact, we may choose cI = 1,. 
This theorem also applies to iteration semirings, since each iteration semiring is a 
Conway semiring. 
Suppose S is an iteration semiring and A is a set. We may define a complete metric 
structure on the semiring S((A)) of f ormal power series on A with coefficients in S; 
see [ 1131, for example. Then using this metric and the star operation on S, we may 
define a dagger or star operation on MatR, where R = S{(A)), or a star operation on the 
semiring S((A)). The details are a particular subcase of the Matrix Extension Theorem 
proved in [39]. 
Theorem 11.10 (Bloom and 6sik [39]). Let S be a semiring, SO a subsemiring ofS 
and I an ideal of S. Suppose that the following conditions hold: 
SO is a Conway semiring. 
Each s E S can be written uniquely as 
s=x+a, 
where x E SO and a E I. 
For each a E I and b E S, the equation 
x=ax+b 
has a unique solution. 
Then there is a unique way to extend the star operation on SO to all of S such that 
S becomes a Conway semiring. When SO is an iteration semiring, S will also be an 
iteration semiring. 
Corollary 11.11 (Bloom and &sik [39]). When S is an iteration semiring, so is S{(A)), 
for each set A. 
Clearly, if S satisfies the equation 1* = 1 **, then so does S{(A)), and if S is o- 
idempotent, then so is S{(A)). 
Corollary 11.12. For each set A, J&,((A)) is an iteration semiring satisfying the equa- 
tion 1** = l*. Similarly, B{(A)) is an o-idempotent iteration semiring. 
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The semiring B{(A)) may be identified with the completely idempotent iteration semi- 
ring Y(A) of languages over A. The smallest subiteration semiring of _!Z(.4) containing 
the set A is the semiring Reg(A) of regular subsets of A*. (We identify each letter 
a E A with the singleton set {u}.) 
The smallest subiteration semiring of JlrM((A)) containing the set A is the semiring 
Ratx_ ((A)) f t o ra ional power series over A with coefficients in A&. Theorem 11.9 
may be seen as a common generalization of Kleene’s theorem for regular languages 
and Schiitzenberger’s theorem for rational power series; see [150, 1461. 
The equations satisfied by the algebras of the (regular) languages has received a lot 
of attention in the past 30 years. Below we make an attempt to give a survey of the 
results regarding this question. 
The strongest result is due to Krob, who confirmed a conjecture of Conway [57]. 
Theorem 11.13 (Krob [107]). For any set A, the semiring Reg(A) is the free o-idem- 
potent iteration semiring on A. 
Krob stated this result without using the concept of iteration semirings. 
Corollary 11.14. The following subvarieties of iteration semirings coincide. 
1. The variety generated by the semirings Reg(A) or 9(A). 
2. The variety generated by the completely or countably idempotent semirings. 
3. The variety generated by the semirings of binary relations. 
4. The variety of o-idempotent iteration semirings. 
The fact that the first and third varieties coincide is known, for example, from [63]. 
Corollary 11.15 (fisik [79]). The variety generated by the semirings of regular lan- 
guages has a fmite axiomatization relative to the iteration theory identities. 
Thus, the Conway semiring identities, the group identities and the equation l* = 1 
give a complete axiomatization of the variety generated by the semirings Reg(A). This 
system is infinite, but as shown by Redko [ 1401 and Conway [57], any complete 
axiomatization is infinite. Moreover, the Conway identities, the equation 1” = 1 and 
a collection of the star group identities corresponding to a subcollection of the finite 
groups is complete iff every finite simple group divides one of the groups in the 
subcollection. (This fact is implicit in [107]). For equational axiomatizations of some 
subvarieties of the o-idempotent iteration semirings associated with (regular) languages 
we refer to [141,57]. The equational theory of (rational) power series with coefficients 
in the tropical semiring is studied in [52]. 
In Conway semirings, the identity S, (11) has the rather unpleasant form 
[(x + + y(x*y)“-2~1*(x+y) [l+~g~Yx*)I] =cx+yj*. (20) 
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Conway conjectured that these equations together with the Conway identities and the 
equation l* = 1 are complete for the equational theory of the regular sets. Conway’s 
conjecture is a special case of the conjecture in Remark 7.14; see [107]. 
It is apparent that there is a close relationship between Theorems 11.13 and 7.11. 
In fact, work on the group identities for iteration theories was motivated by Krob’s 
result. On the other hand, Theorem 7.11 is a generalization of Theorem 11.13, since 
it, together with the results in [37], implies Theorem 11.13. 
Note also that the non-finite axiomatizability results of Redko and Conway also 
imply the non-finite axiomatizability of the variety of iteration theories, Corollary 7.13, 
as well as the result in [ 15 11. 
We now turn to implicational axiomatizations. 
Definition 11.16. A Park semiring or left sided Kozen semiring is an idempotent 
*-semiring such that 
aa* + 1 <a* (21) 
and 
ax+b<x+a*b<x, (22) 
for all a, b,x E S. A Kozen semiring is a Park semiring such that the duals of the 
axioms (21) and (22) also hold. A Boffa semiring is an idempotent Conway semiring 
satisfying 
aa = a * a* < 1 + a. 
An Archangelsky-Gorshkov semiring is an w-idempotent Conway semiring which sat- 
isfies the implication 
(at + az)*as = (bl + bz)*bJ + (b2 + blaFaz)*(b3 + blaTa3) 
= (al + az)*aJ (23) 
and its dual (obtained by reading the equations from right to left). A left-sided 
Archangelsky-Gorshkov semiring is an o-idempotent Conway semiring which satis- 
fies (23). 
Proposition 11.17. Any Kozen semiring is a Park semiring and any Park semiring is 
a Bofjra semiring. Any Archangelsky-Gorshkov semiring is a left sided Archangelsky- 
Gorshkov semiring. 
The fact that there exists a Park semiring which is not a Kozen semiring was shown 
in [ 1021. The paper [8 l] contains an example of a Boffa semiring which is not a Park 
semiring. Moreover, it is shown in [28,81] by means of two simple examples that the 
class of Archangelsky-Gorshkov semirings is incomparable with respect to inclusion 
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with the class of Boffa semirings or the Kozen semirings. It follows from the non- 
finite axiomatizability results in [9, lo] that the quasi-variety generated by the iteration 
semirings RelA is strictly included in the class of Kozen semirings. 
Proposition 11.18 [28,81,51]. An idempotent Conway semiring S is a Boffa semi- 
ring iffS satisfies the following Ng-Tarski axiom [130]: 
1 +a+bb<b+a*<b, (24) 
for all a, b E S. 
Note that the meaning of (24) is that for each a E S, a* is the least reflexive and 
transitive element over a. 
Theorem 11.19 (Boffa [50]). Each Boffa semiring is an w-idempotent iteration semi- 
ring. The class of Boga semirings generates the variety of all w-idempotent iteration 
semirings. 
The proof of this result uses Theorem 11.13. 
Corollary 11.20 (Kozen [103]). The variety generated by the class of all Kozen semi- 
rings is the variety of all w-idempotent iteration semirings. 
Corollary 11.21 (Archangel&y and Gorshkov [14]). The variety generated by the 
class of all Archangelsky-Gorshkov semirings is the class of all w-idempotent it- 
eration semirings. 
Except for Boffa’s, all these results follow from the facts in Sections 8.2 and 9.1. 
Indeed, the implication defining Park theories is the translation of the (scalar) Park 
induction principle, while (23) corresponds to the scalar double-dagger implication. 
In fact, it follows that the smallest variety containing the left-sided Archangelsky- 
Gorshkov semirings is also the class of o-idempotent iteration semirings. Since each 
Boffa semiring is a Park semiring, the same holds for Park theories as well. 
Remark 11.22. In the definitions of the above quasi-varieties, the requirement that the 
semirings be Conway may be considerably weakened in each case, except for the Boffa 
semirings; see [103, 141. 
One of the first results on the axiomatization of the regular identities is due to 
Salomaa [144]. We present an algebraic version of his result. 
Definition 11.23. Let S be a non-trivial idempotent semiring, so that 0 # 1. We call 
S a Salomaa semiring if the following conditions hold: 
l The elements s E S with 1 + a # a form an ideal, denoted 1(S). 
l Each s E S\Z(S) can be written uniquely as s = 1 + a, where a E Z(S). 
l For each a E Z(S) and s E S, the equation x = ax + s has a unique solution in S. 
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It follows from the Matrix Extension Theorem that each Salomaa semiring is an 
o-idempotent iteration semiring. It is shown in [38] that each Salomaa semiring is also 
an Archangel&y-Gorshkov semiring. 
Theorem 11.24 (Salomaa [ 1441). The variety of w-idempotent i eration semirings is 
generated by the Salomaa semirings. 
Suppose that r is a binary relation on the set A. The relational inverse, or reverse 
of r is the binary relation 
r” = {(v,x) : (4 y) E r). 
The operation r H r” satisfies the following involution identities: 
(a + b)” = a” + b”, 
(ab)” = b”a”, 
(a*)” = (a”)*, 
vv a . =a 
Theorem 11.25 (Esik and Bematsky [Sl]). The variety generated by the iteration 
semirings RelA of binary relations enriched with the converse operation is axiom- 
atized by the o-idempotent iteration semiring identities, the involution identities, and 
the equation 
aa”a+a=a. 
A concrete description of the free semirings in this variety is given in [46]. 
In [138], Pratt showed that assuming some Conway identities and his axioms on 
left and right residuation, the Ng-Tarski implication is equivalent to either the Kozen 
implication (22) or its dual. Pratt showed also that the addition of the residuation 
operations to the regular operations makes the valid identities finitely axiomatizable. 
12. Matricial iteration semirings and iteration semiring module pairs 
This section is devoted to some results concerning maticial iteration theories. There 
are two classes of these structures which motivated the general results presented here, 
namely the theories Matr(B(C), Ym(C)) and the theories of sequacious relations. The 
reader may want to look again at the definition of matricial theory in Section 5.4 and 
take another look at Example 5.13. For other examples of matricial theories, we refer 
to [68,38,40]. 
In those matricial theories which are preiteration theories satisfying the parameter 
identity, the dagger operation determines and is determined by a star and an omega 
operation. We give some of the details below. 
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Suppose that T = Matr(S, I’) is simultaneously a matricial theory and a preiteration 
theory. When a : n 4 n in Mats, define 
fa:=([a,l,];O): n-+n+n, 
where [a, l,] is the n x (n + n) matrix in Mats whose first n x n block is a and whose 
second n x n block is the identity matrix 1,. Then write 
fJ := (a*; aW) (25) 
to obtain the two operations 
a E Mats(n, n) H a* E Mats(n, n), 
a E Mats(n, n) w aw E V”. 
Conversely, if star and omega operations on T are specified, we define the dagger 
operation on f = ([a, b]; u) : n -+ n + p in T, by 
f+ := (a*b; a*u + au) : n -+ p. (26) 
Theorem 12.1 (Bloom and &sik [40]). Let T = Matr(S, V) be a matricial preitera- 
tion theory. Suppose that the star and omega operations are dejined by (25). Then 
the parameter identity holds in T ty and only if the dagger operation is determined 
by the star and omega operations by (26). 
Suppose that the dagger, star and omega operations are related by the equations 
(25) and (26). 
l The star jixed-point identity and the omega fixed-point identity 
a aw = aw, a : n --) n E Mats, 
hold in T if and only if the fixed point identity holds. 
l The star product identity and the omega product identity 
(27) 
(ab)” = a. (ba)“, (28) 
a : n -+ m, b : m -+ n E Mats, hold in T if and only if the composition identity 
holds. 
l The star sum identity and the omega sum identity 
(a + b)” = (a*b)” + (a*b)* . a”, (29) 
a, b : n -+ n E Mats, hold in T if and only tf the double-dagger identity ho&. 
l The star zero identity and the omega zero identity 
oq = 0” E V” 
hold in T if and only if the left zero identity holds. 
(30) 
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l The star pairing identity and the omega pairing identity (31) hold in T tf and only 
tf the pairing identity holds: 
[ a*b . (d + ca*b)w + a*b(d + ca*b)*c . aw + a0 = (d+ CU*~)~ + (d + ca*b)*c . a0 1 (31) 
all a : n + n, b : n + m, C : m + n and d : m + m in Mats. 
l The star permutation identity and the omega permutation identity (32) hold in T 
tf and only tf the permutation identity holds. 
(7t. a. 7cTy = 7c.aw, (32) 
where 7~ : n -+ n is any base permutation and a : n -+ n in Mats. 
l Let G be a jinite group on the set [n] with unit element 1. The star group identity 
and the omega group-identity (33) associated with G hold in T tf and only tf the 
group identity C(G) holds: w 41 aI2 . . . ah 
1, . 
i 4 =(a1 +...+a,y, (33) 41 an2 . . . arm 
where al,..., a,, E S, and where for each i, j E [n], ij denotes the product of i and j 
in the group G. 
Conversely, tf T is a matricial theory equipped with star and omega operations 
deJined for all square matrices in Mats, and if the dagger operation is defined by 
Eq. (26), then the preiteration theory T satisjes the parameter identity and all of 
the above equivalences hold. 
Definition 12.2. A matricial iteration theory is a matricial theory which is also an 
iteration theory, A Conway matricial theory is a matricial theory which is a Conway 
theory, A morphism of matricial iteration theories or Conway matricial theories is 
a matricial theory morphism which preserves the dagger operation. 
Corollary 12.3. Let T be a matricial theory and a preiteration theory satisfying the 
parameter identity, so that the star, omega, and dagger operations are related by (25) 
and (26). Then T is a Conway matricial theory tf and only tf either of the following 
three groups of equations holds in T: 
l The A group: the star and omega zero, pairing and permutation identities. 
l The B group: the star and omega product and sum identities. 
l The C group: the scalar versions of the star and omega product, sum and pairing 
identities. 
Moreover, T is a matricial iteration theory $f T is a Conway matricial theory and 
the star and omega group-identities hold in T. 
It follows from the last group of identities that the category of Conway matricial 
theories is equivalent to the category of Conway semiring module pairs. A Conway 
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semiring module pair consists of a Conway semiring S, an S-module V and an operation 
w. S 4 V which satisfies the two equations 
(ab)w = a(ba)w, (34) 
(u + b)” = (a*b)*aw + (~*b)~ (35) 
for all a,b in S. An iteration semiring module pair consists of an iteration semiring S, 
an S-module V and an operation w : S 4 V which satisfies (34) and (35) and the 
omega group identities. 
Example 12.4. Suppose that A is a set. Recall that the semiring L?(A) is an iteration 
semiring. We have already defined the action of P’(A) on LZm(A). Defining the omega 
operation on each subset B GA* in the usual way, i.e., 
B”={u,u2...u,...: ui E BnA+}, 
one obtains an iteration semiring module pair. 
The normal form theorem of Conway semirings, Theorem 11.9, generalizes to 
Conway semiring module pairs as follows. Suppose that (S, V) is a Conway semiring 
module pair. Suppose further that SO is a sub * -semiring of S and X is a subset of V. 
A type 1 presentation of weight s over (So,X) is a triple (a;A; y), where LY : 1 --t s 
and y : s -+ 1 are matrices over SO and where A is an s x s matrix all of whose entries 
are in 
{ 
k 
W:= Caixj: Ui E So, Xi EX . 
i=l > 
A type 0 presentation of weight s over (So,X) is a triple (a; A; JC), where a and A 
are as before and K : s + s E Matso. When D = (a; A; y) is a type 1 presentation, the 
behavior of D is defined to be the Mats-morphism 
a.A*q: 1 -+ 1. 
When E = (a; A; K) is a type 0 presentation, we define the behavior of E as the 
morphism 
o!. (A* . rc)O : 1 --f 0. 
Theorem 12.5 (Bloom and &sik [38]). Let (S’, V’) denote the smallest Conway semi- 
ring module pair such that SO c S’ and X C V’. Then an element s E S is in S’ ifs s 
is the behavior of some type 1 presentation over (So,X). Moreover, if v E V, then we 
have v E V’ ifs v is the behavior of a type 0 presentation over (So,X). 
In fact, CI may be restricted to be 1,. 
Suppose that S is a semiring and V is an S-module. We call V positive if V has at 
least 2 elements and 
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l foranyv,wEV,ifu+w=Othenv=w=O,and 
l for any s E S and v E V, if sv = 0 then either s = 0 or v = 0. 
Theorem 12.6 (Bloom and I&ik [40]). Suppose that (S, V) is a positive semiring mod- 
ule pair and that So is a subsemiring of S and Vo is a submonoid of V closed under 
the action of So, so that (SO, VO) is also a semiring module pair. Let I be an ideal 
in S. Suppose that the following conditions hold 
l (SO, VO) is an iteration semiring module pair. 
l Any element s E S can be written uniquely as a sum 
s=x+a 
for x E SO and a E I. 
l For any element a in I and for any b in S, there is a unique 5 in S such that 
i;=a<+b. 
l For any a in I and any v E V, the equation in the variable r 
;“=a;“+v 
either has 0 E V as the only solution (in the case that both v and a are 0); other- 
wise, tf a or v is not 0 the equation has a unique nonzero solution. In particular, 
for a # 0 in I, there is a unique nonzero solution in V of the equation 
(=a& 
Then the star and omega operations dejned on the semiring SO may be extended 
uniquely to the semiring S such that (S, V) becomes a Conway semiring module pair, 
in fact an iteration semiring module pair. 
Problem 12.1. Is the variety generated by all iteration semiring module pairs (Z(A), 
Y&A)) finitely based over the variety of iteration semiring module pairs? 
Problem 12.2. Give an explicit description of the free iteration semiring module pairs. 
Is the equational theory of the iteration semiring module pairs decidable? 
In Conway matricial semiring modules, the identity S, (11) takes the form of two 
equations, one for (X + y)*, namely (20), and one for (x + y)“. 
(x + y)” = ((x + y)(x + y(x*y)“-*)1*(x + y) 
(j=O ' x ) 
n&Y *>’ OJ 
+ ((x + YD + Y(x*Y>“-2w (36) 
We conjecture that a complete axiomatization of the variety generated by the semiring 
module pairs (2’(A), dp,(A)) may be obtained by adding the equations 
1* = 1, 
l”=O. 
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to the axioms of Conway semiring module pairs and the identities (20) and (36). The 
free algebras in this variety may be described as the iteration semiring module pairs 
of regular languages and regular o-languages (see [97]). We also conjecture that the 
equational theory of iteration semiring module pairs is decidable. 
For axiomatizations of the closed infinitary languages, see [38,64, 1001. 
13. Concurrent processes 
There are several models of concurrent processes which lead to interesting examples 
of iteration theories. We discuss some of them here. Our comments are not meant to 
be a complete study of concurrency, but just to point out a connection with iteration 
theories. In fact, we even ignore some axiomatic treatments, such as those in [19,96]. 
Suppose that A is a given set of action symbols. A process P : n -+ p over A is 
a transition system with specified entries and exits. Formally, P = (Sp, Ep, Zp, bp, exp), 
where (Sp, Ep) is a directed graph with vertices or states Sp and edges Ep, lp : Ep + A 
is a partial labeling function, bp : [n] --+ Sp is a function and exp : [p] ---f Sp is an 
injective function. For each i E [n], i bp is the ith entry of P, and for each i E [p], 
i exp is the ith exit of P. Further, for e E Ep, we write e : u -+ v if u is the source of 
the edge e and v is its target. 
We require that the above data satisfy the following conditions. 
l The sets Sp and Ep are at most countable. When Sp is finite, the process is called 
a finite state process. 
l Each exit vertex in the range of the function exp has out degree 0 and is different 
from any entry. 
l For each edge e E Ep, elp is defined iff the target of the edge e is not an exit 
vertex. 
It is convenient to extend the labeling function to the exit edges, i.e., those edges 
whose target is an exit vertex. For each i E [p], let xi be a new symbol, and when the 
target of an edge e is iexp, we define elp := xi. 
Processes may be given a structure which is almost that of preiteration theories. 
Suppose that P : n -+ p and Q : p -+ q are processes. We define P. Q to be the 
following process n -+ q. The set Sp.e of states is the disjoint union (Sp\Exp) u S,, 
where Exp is the set of exit vertices of P. The set E~.Q of edges is the disjoint union 
of the non-exit edges of P with EQ, each retaining its source, target and label, and 
some additional edges to be defined below. If e : u -+ v is an edge of P labeled xi, 
i E [p], then for each edge e’ : ibp -+ w whose source is the ith entry of Q we add 
a new edge u + w labeled e’lQ. This completes the definition of the edge set E~.Q 
and the labeling function 1p.e. The entry points of P.Q are those of P and its exits 
are those of Q, so that ibp.Q = ibp and jexp.Q = jexQ, for all i E [n], j E [q]. 
In order to define the dagger operation, suppose that P: n --f n + p. The process 
Pt : n -+ p has non-exit states those of P and exit states the last p exits of P. Each 
non-exit edge or exit edge of P labeled x,+i with i E [p] is an edge of Pt, but we 
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relabel each exit edge labeled x,+i as Xi. In addition, EPt contains the following edges. 
Suppose that ei, e2, . . . , em is a sequence of exit edges of P labeled in the set {xi,. . . ,x,,} 
such that for each i E [WI - I] and j E [n] if the target of ci is the jth exit of P then 
the source of ei+l is the jth entry of P. Suppose further that the target of e, is the kth 
exit of P and that there is an edge e : kbp -+ u in Ep labeled a E A U {x,+1,. . . ,x,+~} 
whose source is the kth entry of P. Then we add a countable number of edges labeled 
a from the source of ei to vertex U. However, if a is one of the letters x,+~, then we 
label these new edges by xt. This completes the definition of the edge set EPt and of 
the labeling function Ipt. For each i E [n], the ith entry of Pt is that of P. Finally, 
for each j E [p], the jth exit of Pt is the (n + j)th exit of P. The definition of the 
dagger operation on processes is related to the one given in [125]. 
Thus, if P is the process 1 + 1 with only one entry and one exit state and a single 
exit edge, then Pt : 1 -+ 0 has only one state, the entry state, and no edges. And if P 
is the process 1 + 2 with three states, the entry state and two exit states, which has 
an exit edge labeled xi and an exit edge labeled x2, then Pt : 1 + 1 has two states, 
an entry and an exit state, and a countable number of exit edges labeled xi. 
As a third operation, we define the sum P + Q of two processes P, Q : n + p. This 
is the process obtained by taking the disjoint union of P and Q and identifying each 
entry or exit of P with the corresponding state of Q. We leave the formal definition 
to the reader. 
We have defined the composition and dagger operation on processes. As for the 
constants, for each i E [n], n 20, we define i,, to be the process 1 -+ n which in 
addition to its entry has n exits and one edge from the entry to the ith exit. 
Processes over the set A form a free algebra but not a theory or a preiteration theory. 
An equational axiomatization of the variety of many sorted algebras generated by the 
algebras of processes was obtained in [27]. This axiomatization resembles that of the 
variety generated by flowchart schemes. We do not consider these results here but 
instead define two congruence relations on processes. 
Definition 13.1. Suppose that P and Q are processes over A. A bisimulation from P 
to Q is a relation R c Sp x S, such that the following hold: 
l ibp R ibQ, for each i E [n]. 
l For any e : u + v in P and u’ E Q, if u R u’ then there exits an edge e’ : u’ + v’ in 
Q such that VRV’ and elp = e’le. 
l Symmetrically, for any e : u + v in P’ and u’ E P, if u’ R u then there exits an edge 
e : u’ -+ v’ in P such that v’R v and elQ = e’lp. 
Bisimulation and bisimilarity relations were defined in [ 124, 1351. 
We do not make precise the notion of the tree obtained by unfolding a process 
n + p. 
Definition 13.2. Two processes P, Q : n + p are tree equivalent if they unfold to the 
same tree. Moreover, P and Q are bisimilar if there is a bisimulation from P to Q. 
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Both relations are congruence relations on the algebra of processes over A. We denote 
the quotients by STA and BSTA, respectively. In fact, STA and SST, are preiteration 
theories enriched with a sum operation. 
Theorem 13.3 (Bloom et al. [47]). Let 9F denote the variety of preiteration theo- 
ries enriched with a sum operation generated by the theories of the form STA. Then 
95 is axiomatized by the iteration theory identities and the following equations: 
f + (9 + h) = (S + g) + h, 
f+s=s+f, 
f + -L?l, = f, 
(f +g).h=.f.h+g.h, 
where f, g and h have appropriate source and target. Thus, YF has a finite axiom- 
atization over iteration theories. 
Theorem 13.4 (Bloom et al. [47]). Let 9Y9’F be the variety of preiteration theories 
enriched by a sum operation generated by the theories of the form SST,. Then 93Y.F 
is axiomatized by the identities defining the variety YF together with the equation 
(12 + 22)+ = 11. 
Thus, 4?9F has a j%ite axiomatization over 9.F. 
It follows from the above axioms that the equation 
*n~..f=l~~, f :n-_‘p 
holds in 95. Moreover, 
f+f=f, f :n+p 
holds in L!#YF. 
The free theory on a set A (considered to be morphisms 1 --) 1) in the variety 
YF is the subiteration theory RSTA of STA determined by the equivalence classes 
of the finite state processes. These processes may be identified with Milner’s regular 
synchronization trees [ 124, 1681. Thus, the theory in L#YF freely generated by A is 
the theory BRSTA of bisimilarity equivalence classes of the finite state processes or 
regular synchronization trees over A. 
Corollary 13.5 (Esik [79]). The matrix iteration theory over the semiring Reg(A) 
is isomorphic as an enriched preiteration theory to the quotient BRSlJ-, where 
w denotes the smallest congruence relation on BRSG such that in the quotient, 
composition distributes over finite sums on the right. 
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All theories RSG and BRSG satisfy the fimctorial implication for base morphisms 
and the double-dagger implication. It follows that YY is the smallest variety of pre- 
iteration theories enriched by a sum operation satisfying the Conway identities, the 
functorial implication or the double-dagger implication, and the equations involved in 
Theorem 13.4. A similar fact holds for the variety S?YY, see [42]. In [28] a proof of 
Theorem 13.4 is given which follows the same line as that in [47], with the functorial 
implication replacing the group axioms for iteration. Kozen’s result, Corollary 11.20, on 
the axiomatization of the equational theory of the regular sets has been generalized to 
a subclass of synchronization trees modulo bisimilarity in [ 13 11. The fact that the vari- 
ety S8Y.Y has no finite axiomatization was proved in [ 1501. First-order axiomatizations 
of 8Y.Y involving unique fixed-points are given in [125-1271. Finite synchronization 
trees are axiomatized in [26]. Traces of finite state processes were axiomatized in [139]. 
In [85] there is a finite equational axiomatization for a proper subclass of the finite 
state behaviors. In [3, 1511 there are several non-finite axiomatizability results for a 
range of equivalences on finite state processes. The paper [58] contains an infinitary 
complete axiomatization for the tree equivalence classes of a subclass of the finite state 
processes. 
14. Final remarks 
The topic of fixed-points is extraordinarily rich, and many applications have not 
been mentioned or discussed in sufficient detail. In particular, we have not men- 
tioned applications to Floyd-Hoare logic, domain theory, continuous or more generally, 
iteration algebras, or the semantics of higher order recursion schemes, Peti nets, data 
flow, tree languages, etc. The lambda calculus and combinatory logic are alternative 
frameworks for the study of fixed-points, which we have ignored. Very few remarks 
were made about the complexity of the equational theories above. 
Nevertheless, a large number of different kinds of iteration theories were described. 
Most of the standard structures which have a fixed-point operation have the property 
that the identities satisfied by the fixed-point operation are precisely those true in all 
iteration theories. Other structures are characterized by the addition of only finitely 
many axioms to those for iteration theories. We hope the reader will now agree with 
the authors that familiarity with the iteration theory identities should be a part of the 
basic education of all theoretical computer scientists. 
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