The work content of non-equilibrium systems in relation to a heat bath is often analyzed in terms of expectation values of an underlying random work variable. However, we show that when optimizing the expectation value of the extracted work, the resulting extraction process is subject to intrinsic fluctuations. These fluctuations can be of the same order as the expected work content per se, in which case the extracted energy is unpredictable, thus intuitively more heat-like than work-like. This raises the question of the 'truly' work-like energy that can extracted. Here we consider an alternative that corresponds to an essentially fluctuation-free extraction. We show that this quantity can be expressed in terms of a non-equilibrium generalization of the free energy, or equivalently in terms of a one-shot relative entropy measure introduced in information theory.
Introduction.-How much useful energy can be harvested by equilibrating a system with respect to an environment of temperature T ? This seemingly innocent question has spurred a considerable literature, especially in relation to Maxwell's demon and Landauer's principle (for overviews see [1] [2] [3] [4] ). Intuitively, we wish to extract ordered and predictable energy, i.e., 'work', as opposed to disordered low quality energy in the form of 'heat'. Here we address the question of whether there exists a quantitative notion of work content that truly reflects the idea of work as ordered energy. The catch is that in statistical models the work yield (or cost) of a given transformation is typically a random variable, i.e., each time we perform the operation, the observed work may take a different value. (This is maybe most clearly displayed in the context of fluctuation theorems [5] .) The work extraction problem, and the closely related question of the work cost of information erasure (Landauer's principle), is often analyzed in terms of the expectation value of the underlying random work variable (see, e.g., [6] [7] [8] ). However, we find that when optimizing the expectation value of the extracted work, the resulting work extraction process has an intrinsic randomness determined by the initial non-equilibrium distribution of the system and the Hamiltonian. Although these fluctuations are 'small' in many realistic scenarios, they can, as we shall see, be large in the general case. Moreover, with increasing system size, these fluctuations can grow at the same order as the expected work content. A process that optimizes the expectation value of the extracted energy may thus not act as an ordered and predictable energy source. Another way to put this is to say that the extracted energy becomes more heat-like than work-like. Here, we consider an alternative, the -deterministic work content, which quantifies the maximal amount of energy that can be extracted if we demand to always get precisely this energy (neither more nor less) each single time we run the extraction process, apart from a small probability of failure . This quantity formalizes the idea of an almost per- * Electronic address: jaaberg@phys.ethz.ch fectly ordered energy source.
Similarly to [9, 10] , we here analyze work extraction and information erasure in a one-shot setting, i.e., we characterize single runs of a device. However, in contrast to [9, 10] , we here allow the systems to have non-trivial Hamiltonians, and prove near-optimality within the class of physical models we employ. Similar results have independently been obtained for a different type of setting in [11, 12] .
The model.-We formalize the main assumptions of this investigation in terms of a simple class of models that defines the allowed physical operations and their resulting work cost. Akin to, e.g., [8, 10, 13, 14] , we assume that the system consists of a finite number of energy levels h := (h 1 , . . . , h N ). We can raise or lower these energy levels at will, which we refer to as level transformations (LT). (For a quantum system this would essentially correspond to adiabatic evolution with respect to some external control parameters.) Via the LTs we define what work is in our model. The change of an occupied level n from h n to h n results in a work gain h n − h n (or work cost h n − h n ). To model the thermalization of the system with respect to a heat bath of temperature T , the system is put into the Gibbs distribution with respect to the given set of energy levels h. More precisely, after the thermalization, the state is a given by a random variable N , which is Gibbs distributed, i.e., P (N = n) = G n (h), where G n (h) := e −βhn /Z(h), β := 1/(kT ), with k Boltzmann's constant, and Z(h) := n e −βhn is the partition function. An important assumption is that the state (regarded as a random variable) after a thermalization is independent of the state before. For the work extraction (or information erasure) we allow arbitrary processes, meaning arbitrary finite sequences of LTs and thermalizations at a fixed temperature. The random work yield (or cost) of such a process is given by the sum of the work yields of all its LTs. (For further details see Appendix B.) In spite of the simplicity of this model, it allows us to re-derive known results concerning work extraction and information erasure in the expectation value setting. Furthermore, a version of Crook's fluctuation theorem [15] can be derived within this model, which plays an important role in the analysis.
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Isothermal reversible processes.-Before we turn to the question of extractable work, we shall first make a brief observation concerning equilibrium transformations. The minimal expected work cost of transforming a system from one equilibrium configuration to another is given by the free energy difference between the final and initial Hamiltonian. The free-energy difference can furthermore be interpreted as an essentially deterministic work value. To see this, let h i := (h 
, where F (h) := −kT ln Z(h) is the free energy. A similar calculation (Appendix C) making use of the independence of the work costs of the subsequent LTs, shows that lim L→∞ ( W 2 − W 2 ) = 0, i.e., the fluctuations around the average value vanish. Hence, we can interpret the free energy difference as an essentially deterministic work cost, rather than a mere expectation value. We refer to this type of limit process as an isothermal reversible (ITR) process, which is understood to always start (as well as end) in an equilibrium distribution.
Expected work extraction.-Next we show that standard results on the expected extractable work can be re-derived within our model. Given an initial nonequilibrium distribution q and an initial energy level configuration h, we ask for the best possible expected work yield that can be obtained if we are allowed to use any cyclic process that takes h back to h, and operates on the initial distribution q. Intuitively, to obtain the optimum we should try to avoid unnecessary dissipation when the system is put in contact with the heat bath. To this end, we first do a single LT that takes h to h , where h n := −kT ln q n . This has the property that G(h ) = q. We next perform an ITR that takes h back to h. Combined, these two steps yield the expected work gain A(q, h) = kT ln(2)D(q G(h)),
where D(q p) := n q n log 2 q n − n q n log 2 p n is the relative Shannon entropy (Kullback-Leibler divergence) [16] , and log 2 denotes the base 2 logarithm. The relative entropy measures the difference between distributions, and thus A(q, h) quantify how different the initial distribution is from the equilibrium distribution. (The relative entropy should not to be confused with the conditional Shannon/von Neumann entropy, as used in e.g. [10] , which emerges in settings where we have access to side-information.) Using the positivity of relative entropy, D(q p) ≥ 0, it can be shown that A(q, h) is the largest expected work that can be extracted in our model (Appendix D). In a similar manner one can also derive the minimal expected work cost for information erasure to be C(q, h, s) = h s − F (h) − kT ln(2)D(q G(h)), where s is the energy level where we choose to put the system (Appendix E). The quantity A(q, h) has been rec- The -free energy is defined as F (q, h) := −kT ln ZΛ * , where Λ * minimizes the truncated partition function ZΛ := n∈Λ e −βhn over all sufficiently likely subsets, q(Λ) := j∈Λ qj > 1 − . For small the -deterministic work content in q with respect to the energy levels h is A (q, h) ≈ F (q, h) − F (h). This work yield is obtained by a three-step process: (a) A level transformation (LT) that lifts all energy levels not in Λ * to a very high value. (b) A thermalization, resulting in the Gibbs distribution G(h ). (c) An isothermal reversible (ITR) process from h back to h, which gives the essentially deterministic work yield F (h ) − F (h). With a probability larger than 1 − , the work yield of the total process is F (q, h) − F (h).
ognized in the literature [6, [17] [18] [19] as the 'work content' of non-equilibrium systems, and we here refer to it as the expected work content. In the special case that the system is completely degenerate, h = (r, . . . , r) for some constant r, the Gibbs state becomes maximally mixed, and Eq. (1) reduces to A(q, h) = [log 2 N − H(q)]kT ln 2, where H(q) := − N n=1 q n log 2 q n is the Shannon entropy [16] .
Fluctuations in the optimal expected work extraction.-Equation (1) gives us the optimal expected work yield, i.e., the best energy gain when averaged over many independent repetitions of the extraction. The question is how much the random work yield of each single instance of this process typically deviates from this mean value. In other words, how large are the fluctuations? It turns out (Appendix F) that for any family of processes where the expected work yield converges to the maximum in Eq. (1), the resulting work yield variable must converge (in probability) to
where N is the initial state of the system. Hence, the distribution of the fluctuations in the optimal expected work extraction is uniquely determined by the initial distribution q and the energy levels h. As one already may suspect, and as we later will confirm, these fluctuations can be large compared to the average value, in which case the optimal expected work extraction does not act as a truly ordered source of energy. -deterministic work extraction.-Our primary goal is to characterize the -deterministic work content of nonequilibrium systems. We thus need to specify what ' -deterministic' is supposed to mean. We say that a random variable X has the ( , δ)-deterministic value x, if the probability to find X in the interval [x − δ, x + δ] is larger than 1 − . Hence, δ is the precision by which the value x is taken, and the largest probability by which this fails. We define A δ (q, h) as the highest possible ( , δ)-deterministic work yield among all processes that operate on the initial distribution q with initial and final energy levels h. We next define the -deterministic work content as A (q, h) := lim δ→0 A δ (q, h), i.e., we take the limit of infinite precision, thus formalizing the idea of an energy extraction that is essentially free of fluctuations (Appendix I). Our immediate goal is to determine A (q, h) as precisely as we can, and we proceed by determining lower and upper bounds.
These bounds can be expressed in terms of what we refer to as the -free energy. Given a subset Λ of the energy levels, the truncated partition function is defined as Z Λ (h) := n∈Λ e −βhn . Next, we minimize Z Λ (h) among all subsets Λ such that q(Λ) := n∈Λ q n > 1 − . If Λ * denotes such a minimizing set, then the -free energy is defined as F (q, h) := −kT ln Z Λ * (h). The concept of one-shot free energy (and one-shot relative entropy) has been independently introduced in [11] to characterize work extraction in a genuine quantum setting.
To find a lower bound to A δ (q, h) we consider the following process (see Fig. 1 ). In the first step we lift all levels not in Λ * to a very high value. More precisely, we construct a new set of energy levels h as h n := h n if n ∈ Λ * , while h n := h n + E if n / ∈ Λ * . Next, we thermalize the system at the new energy level configuration h , and perform an ITR back to h. With a probability larger than 1 − the work cost of the total process is
The question is if we can find a process that extracts more work. It turns out that this lower bound is close to the optimal value if and δ are small. We can prove the upper bound A δ (q, h) ≤ F (q, h)−F (h)−kT ln(1− )+6δ by combining a bound on the work yield of a single initial LT, and a variation on the theme of Crook's fluctuation theorem (Appendix J). In the limit of infinite precision, δ → 0, we thus find that the -deterministic work content A (q, h) can be bounded as
Note that −kT ln(1 − ) is an upper bound to thedeterministic work content of equilibrium distributions. (Fluctuation theorems allow 'violations' of the macroscopic second law with an exponentially small probability [5] .) Loosely speaking, we have thus determined the value of A (q, h) up to an error with the size of a sufficiently probable thermal equilibrium fluctuation.
In the expectation value setting we have seen that the extractable work can be expressed in term of a relative entropy. The above result can be reformulated in a similar spirit. The relative Rényi 0-entropy between two distributions q and p is defined as, D 0 (q p) = − log 2 j:qj >0 p j , where we only sum p over the support of q. We can now obtain an -smoothed relative Rényi 0-entropy in a manner very similar to how we defined the truncated partition function: we sum p over the best sufficiently likely support, D 0 (q p) = − log 2 min q(Λ)>1− j∈Λ p j . This smoothed relative entropy was (up to some technical differences) introduced in [20] for the characterization of one-shot bounds on channel coding. (See also [21, 22] for quantum versions.) A comparison with the -free energy yields
Hence, the generalized free energy difference can be rephrased in terms of how different the initial distribution is from the equilibrium distribution, as measured by the relative entropy D 0 .
In the special case of a completely degenerate set of energy levels the work content reduces to A (q, h) ≈ kT log 2 N − kT log 2 min P (Λ)>1− |Λ|, where log 2 min P (Λ)>1− |Λ| can be regarded as a smoothed Rényi 0-entropy. This is in essence the same as obtained in [9] .
An immediate question is how the expected work content compares with the -deterministic work content. In the following we consider some simple examples, where we also compare the expected work content with the size of the fluctuations in the expected work extraction. For the latter we use the random work yield W yield as defined by Eq. (2), and measure the size of the fluctuations in terms of the standard deviation σ(W yield ) := ( W 2 yield − W yield 2 ) 1/2 . Independent, identical, and non-interacting systems.-Consider a large collection of m identical and noninteracting systems. The initial distribution is a product distribution q(n 1 ) · · · q(n m ) (denoted q ⊗m ) and we assume that each system has an identical set of energy levels, in total h(n 1 , . . . , n m ) = h(n 1 )+· · ·+h(n m ) (denoted h ⊕m ). The latter yields a product Gibbs distribution G(h) ⊗m . The expected work content of this system is
As anticipated, the expected work content thus grows like m, while the fluctuations only grow like √ m. As one may suspect, the -deterministic work content is to the leading order equal to the expected work content. The difference appears at the next to leading order. Via Berry-Esseen's theorem [23, 24] (which determines the convergence rate in the central limit theorem) it can be proved (Appendix N 1 and N 2) that
where o( √ m) is a correction term that grows slower than √ m, and Φ −1 is the inverse of the cumulative distribution function of the standard normal distribution. Hence, the smaller our error tolerance , the more the correction term pushes down the -deterministic work content as compared to the expected work content. That the work content per system approaches A(q, h) in the asymptotic iid limit, can alternatively be obtained as a special case of the asymptotic rate of interconversion of quantum states that was proved in [12] in a resource theory framework.
Long range correlation.-In the previous example the fluctuations in the expected work extraction are small in a relative sense. Here we consider a case where both the fluctuations and the expected work content grow linearly with the system size (Appendix N 3). As in the previous example, imagine a collection of m non-interacting systems, each with identical collection of energy levels h. For some (independent of m) the system is prepared in the joint ground state 0, . . . , 0 with probability 1 − , while with probability it is prepared in the Gibbs distribution. The resulting distribution is q
Hence, all three quantities grow proportionally to m.
Maximally mixed state distribution.
-To obtain another example of large fluctuations, let the distribution q m be maximally mixed, i.e., q Conclusions.-In [9] it was argued that the extractable work is generally not related to the Shannon entropy, but rather to one-shot entropies. We here reach a similar conclusion, albeit from a different angle. The expected work content is always related to the (relative) Shannon entropy, irrespective of the initial distribution or choice of energy levels. However, the expected work content does not necessarily correspond to a truly predictable energy source. The -deterministic work content, however, does correspond to the almost perfectly ordered energy that can be extracted, and can be expressed in terms of a oneshot relative entropy measure, which essentially reduces to the result of [9] in the case of completely degenerate energy levels.
Since fluctuations is a crucial factor in our setting it is maybe not surprising that a fluctuation theorem plays a role in the derivations, which also suggests a deeper relation between fluctuation theorems, work-extraction, and one-shot information theory.
We have here employed what one could refer to as a discrete classical model. A relevant question for future work is the extension of this one-shot analysis to a setting where we allow superpositions between energy eigenstates of different energies, and where the work-extractor furthermore can possess quantum information about the system [10] .
Such a quantum generalization is likely to benefit from an explicit treatment of the degrees of freedom that carries the extracted energy (e.g., in the spirit of [26] ). This could also provide a better understanding of how to characterize the quality of the extracted work. On a more general level, an operational approach based on what 'work' is supposed to achieve, rather than on ad hoc definitions, may yield a deeper answer to the question of the truly work-like energy content of non-equilibrium systems.
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Appendix A: Some remarks
Here we make a few remarks concerning the overall structure and scope of this investigation.
Although we put emphasis on the work extraction problem, we also treat the work cost of information erasure. Moreover, rather than assuming that these processes begin and end in the very same collection of energy levels h, we allow an initial set of energy levels h i and final set of energy levels h f . This makes it easier to use these processes as building blocks in a composition of processes. For convenience, and to underline the similarities between work extraction and information erasure, we will often express the former in terms of its work cost rather than its work yield. For example, in Appendix D we introduce C extr (q, h i , h f ) as the minimal expected work cost of transforming the system from the set of energy levels h i to the new levels h f , assuming the initial state is distributed q. Hence, the expected work content, as introduced in the main text, is A(q, h) = −C extr (q, h, h).
Section B introduces the model we employ, and defines the set of processes over which we optimize the work extraction or information erasure. To each such process is, by construction, associated a probability distribution of possible work costs. To obtain a well defined optimization problem we must specify a cost function. The cost function is functional on the space of probability distributions. In other words, we assign a valued to the probability distribution of work costs of the process, rather than to the particular outcome in each single run. (Furthermore, we do not strictly speaking minimize this cost function in the sense of finding a minimizing element, but we rather determine the infimum over all allowed processes.) Each choice of cost function potentially corresponds to a different formalization of what 'work content' is supposed to be. In this investigation we compare two cost functions: the expectation value and the ( , δ)-deterministic value (to be defined in Appendix G).
Work extraction, information erasure, as well as other transformations, are often analyzed in terms of expectation values, and limits on the cost of these operations are often expressed in terms of the expectation values [6-8, 18, 27-30] . In the quantum case, there are several investigations where work in some sense is expressed in terms of expectation values with respect to quantum states of the system (see, e.g., [14, [31] [32] [33] ). In these cases it is of course not clear to what extent one can (and whether one should) associate an underlying random work variable to the expectation value, unless explicit measurements are included in the model. We will not consider this issue here, but rather use an essentially discrete classical model, as detailed in Appendix B.
We consider the expectation value as cost function for work extraction in Appendix D, and for the information erasure in Appendix E. In Appendix F we prove that the optimal expected work extraction has an intrinsic randomness associated to it.
Section G introduces the alternative cost function, the ( , δ)-deterministic value, which we apply to work extraction in Appendix I, and erasure in Appendix L. In Appendix N we compare the expected work content with the -deterministic work content for some simple examples of systems. We also compare the expected work content with the fluctuations in processes that achieve the optimal expected work content.
We end with Appendix O, where we make a brief comment on an alternative type of cost function, and its relation to the almost deterministic setting.
Appendix B: The model
The choice of model is a compromise between simplicity for a tractable optimization problem, and the need to capture some essential aspects of the effects of a heat bath. Similar types of models have bee considered in [8, 10, 13, 14] .
We assume that the system can be in a finite set of states {1, . . . , N }, where N is a fixed number. To each such state n we associate an energy level h n . In other words, the system can be found in any of the energy levels h = (h 1 , . . . , h N ) ∈ R N . In general, we will view the state of the system as a random variable N , with some probability distribution q = (q 1 , . . . , q N ) ∈ P(N ). Here, P(N ) denotes the probability simplex over N objects
By P + (N ) we denote the subset of all distributions with full support, i.e., q n > 0 for n = 1, . . . , N .
The model moreover includes two elementary operations that allow us to change the energy levels and the state of the system, respectively. The first type of operation allows us to change the collection of energy lev-
N of our choice. We refer to this as a level transformation (LT). Note that we assume that an LT always transforms an element h ∈ R N to an element h ∈ R N . In particular, the underlying number of states does not change, and we do not allow 'infinite energies', like h n = +∞ or h n = −∞. (The latter is not a particularly severe restriction as we can use limits to essentially the same effect.) The LTs do not affect the state of the system, and thus the random variable N describing the state after the LT is identical to the state N before the transformation, i.e., N = N .
Via the LTs we furthermore define what 'work' is in this model. Given an LT that takes h to h , operating on the initial state N , we define the work cost as
We refer to −W as the work yield or work gain.
The second elementary operation changes the state of the system, and models the thermalization by a heat bath of temperature T . We will throughout this investigation assume that this temperature is fixed and given. The thermalization does not change the energy levels h, but replaces the state N , with a new independent random variable N that is Gibbs distributed with respect to h, i.e.,
where
and where k is Boltzmann's constant. We denote
That N is 'independent' is to be understood such that if we make a sequence of thermalizations, the resulting family of random variables are all independent of each other and of the initial state. The thermalization has no work cost. This way to model the effect of a heat bath is a special case of the detailed balance condition as employed, e.g., in [13] for a derivation of the Jarzynski equality, or in [8] for Landauer's principle. While the detailed balance condition allows a partial or gradual thermalization of the system, our model is somewhat more brutal in that it directly puts the entire system in the Gibbs state.
When we speak of a process P we mean a finite sequence of LTs and thermalizations (at one fixed temperature T ). The work cost of a process P is defined as the sum of the work costs of all the LTs in the process. We denote work cost of a process P as W (P, N ), where N is the initial state. We let P(h i , h f ) denote the collection of all processes that starts in the energy levels h i and ends with the energy levels h f . Note that the work cost of two LTs are independent only if they are separated by a thermalization. Since two consecutive LT processes can be combined into one single (adding their work costs), and since two consecutive thermalizations have the same effect as one single, we may without loss of generality regard every process in P(h i , h f ) as an alternating sequence of thermalizations and LTs. If the system initially is in state N , with distribution q, and if h 0 , . . . , h L is the sequence of energy level configurations, we may thus in general write the work cost of the process as
where each N l is an independent random variable. Here
We let F(P, N ) denote the final state of the process P ∈ P(h i , h f ) that operates on the initial state N . Note that F(P, N ) depends on N only in the case that P does not contain any thermalization, due to the assumed independence of subsequent states separated by thermalizations. In the case that P does contain a thermalization, then F(P, N ) is distributed according to Gibbs distribution of the last thermalization in the process.
As suggested by our use of phrases such as 'energy levels' the most immediate interpretation of this model in more physical terms would be of a quantum system. The LTs would then correspond to adiabatic passage. By this we intend Hamiltonian evolution as a closed quantum system, where the Hamiltonian depends on external parameters (e.g, classical fields) that we change on much slower slower rate than the characteristic time-scales of the Hamiltonian. (We may need to take some extra care at possible level crossings.) Note that our model corresponds to the case that the initial density operator of the system is diagonal in an energy eigenbasis. (Strictly speaking, we should also include an energy measurement to obtain a random variable from the underlying quantum state at each LT. However, as the state already is assumed to be diagonal in the energy eigenbasis, this is more of a technicality.) Hence, even though our model indeed can be phrased in terms of a quantum system, it in essence is a classical discrete model, as we do not consider superpositions of energy levels or quantum correlations with a reference system [10] .
The application of the thermalization operation corresponds to turning on and off an interaction between the system and a heat bath. We here imagine that this happens on a time-scale much larger than the time-scale of thermalization and all other relevant time-scales.
Appendix C: Isothermal reversible processes
Isothermal reversible process takes an equilibrium configuration to another, where the work cost is given by the free energy difference of the final and initial system. These processes are generally quasi-static (i.e., at each point along the process, the system is essentially in equilibrium with the heat bath). Here we consider the counterpart of this in our model, which will serve as an important building block in the rest of this investigation.
Given an initial configuration of energy levels h i and a final set of energy levels h f we consider a path in the space of energy level configurations along which we move by incremental steps of LT processes sandwiched between thermalizations. In the limit of infinitely small steps we find that the expected work cost converges toward the free energy difference of the final and initial energy configuration. However, by an argument very similar to the weak law of large numbers, we make the observation that the work cost essentially becomes deterministic.
Consider a bounded and sufficiently smooth path h :
We make an L-step discretization of this path, as h(l∆x), for l = 0, . . . , L − 1, where ∆x = 1/L. Given this discretization, we construct a process P (L) that consists of the sequence of LTs that takes h(l∆x) to h((l + 1)∆x), intersected with thermalizations. The work cost of the process is
where N l is the state of the system at the l-th step, which has distribution G(h(l∆x)).
If we define
one can see that the expectation value of the work cost is
denotes the free energy of h. By using the assumed independence of the state variables N l , we can calculate the variance
Assuming the function h to be bounded and sufficiently smooth, one can see that σ(W (P (L) , N 0 )) tends to zero as L → ∞. By combining this with Eq. (C3), and Chebyshev's inequality (see e.g. [34] ), it follows that
for all δ > 0. In other words, W (P (L) , N 0 ) converges in probability [34] to the free energy difference. We can conclude that ITR processes yield an essentially deterministic work cost.
By the above discussion we can conclude the following Lemma:
and let N be a random variable which is distributed G(h i ). Let δ > 0 and 0 < ≤ 1. Then there exists a process P ∈ P(h i , h f ) such that
In a terminology that we shall introduce later, this lemma states that for every and δ, there exists a process P for which
is an ( , δ)-deterministic value of the random variable W (P, N ).
Appendix D: Optimal expected work extraction
We shall here derive the minimal expected work cost (and thus the maximal expected work yield) of any process that transforms an energy level configuration h i into h f , with the state of the system initially distributed as q. (We make no restrictions on the final state, nor its distribution.) In other words, we use the expectation value as a cost function, and we search over all elements P in P(h i , h f ) in order to minimize W (P, N ) , where the initial state N is distributed q. The resulting infimum can be expressed in terms of the relative Shannon entropy [16] (also called the Kullback Liebler divergence [35] )
which in some sense measures the difference between two probability distributions q, p ∈ P(N ). Here, log 2 denotes the base-2 logarithm.
, and let N be a random variable with distribution q ∈ P(N ), then we define
and in the special case h := h i = h f we define the expected work content as
Note that since h i ∈ R N it follows that G(h i ) has full support, i.e., there is no n for which
Within our model we can thus re-derive this well known result concerning the work content of non-equilibrium systems [6, [17] [18] [19] .
As a side remark we note that the quantity
can be viewed as a non-equilibrium generalization of the free energy. (It is not uncommon to refer to this more general quantity as 'free energy'. However, in this investigation we reserve the term 'free energy' for the equilibrium quantity F (h) = −kT ln Z(h).)
proof of Proposition 1. We first shall show that
for all P ∈ P(h i , h f ), where N has distribution q. Definẽ
One can see that
Without loss of generality we may assume that this is a sequence of alternating LTs and thermalizations, beginning with an LT. Hence, we have a sequence of sets of energy levels
The process proceeds with an LT that takes h l to h l+1 , operating on the state N l , followed by a thermalization, resulting in the new state N l+1 which is distributed G(h l+1 ). Furthermore N 0 := N . The work cost of this process is
If we now make use of the general relation
in combination with Eqs. (D8) and (D10) the result is
Hence,
Due to the fact that the relative Shannon entropy is nonnegative, D(p r) ≥ 0, we thus find W (P, N ) ≥ W .
Combined with Eq. (D9) this yields Eq. (D7).
Next we show that there exists a sequence of processes
For each m ∈ N, we define h n := −kT ln q n for all n such that q n = 0, and h n := m otherwise. Let P
m be the LT that takes h i to h . This process has the expected work cost W (P (1) 
, where N 0 is the number of energy levels for which the initial distribution assigns zero probability, q k = 0. After the initial LT the system is thermalized, leading to a new state N , distributed G(h ). By Lemma 1 there exists a finite process P (2) m that takes h to h f , and is such that
We let P m be the concatenation of the initial LT P (1) m , the thermalization, and P (2) m . One can see (e.g., using Eq.
Appendix E: Minimal expected work cost of erasure
To erase a system is to put it in a well defined and pre-determined state. In our model this corresponds to transforming the system into a specific selected state s ∈ {1, . . . , N }. According to Landauer's erasure principle [1-4, 36, 37] there is a minimal work cost associated with this erasure. We shall here re-derive the 'standard' work cost of erasure, via the the expectation value as a cost function.
Similarly as for the work extraction, we assume initial energy levels h i , final levels h f , and an initial state N with distribution q. However, in addition we require the process to put the system into the selected state s. Formulated like this, one realizes that the work extraction task and the information erasure task are closely related. The erasure problem is nothing but the work extraction setup, but with an added constraint on the final distribution of the state.
It is a bit too strict to demand that the erasure process puts the system in state s with certainty. Such a process exists within our model only if the initial distribution is q n = δ n,s . The reason for this is that the only method by which we can change the state of the system is by thermalizing it, in which case the system is put in the Gibbs distribution G(h) for some collection of energy levels h. However, there exists no h ∈ R N such that G n (h) = δ n,s . For this reason we only require the process P to result in final states F(P, N ) such that P (F(P, N ) = s) ≥ 1 − τ , for τ > 0. After the optimization we take the limit τ → 0.
We formalize this idea in terms of the following set of operations:
The set P τ s (q, h i , h f ) depends on the initial distribution q only in a very weak sense. The only aspect of q that matters is if q n = δ ns , or not. For the sake of completeness we nevertheless keep q in the notation.
, and s ∈ {1, . . . , N }. Let N be a random variable that is distributed q. Then we define
In other words, for decreasing τ the function inf P∈P τ s (q,h i ,h f ) W (P, N ) increases monotonically. Hence, the limit τ → 0 in Eq. (E2) is well defined (possibly with the value +∞).
In the special case of h := h i = h f for a completely degenerate set of energy levels, h n := r, we find the expected work cost of erasure to be
which is a standard result concerning Landauer's erasure principle [4, 7, 8, 14, 36, 38, 39] .
proof of Proposition 2. Regarding the erasure process as an alternating sequence of LTs and thermalizations, we first distinguish the special case that the process does not contain any thermalization. In this case the process only consists of one single LT. This LT must transform h i to h f . Furthermore, an LT does not change the state of the system. Hence, for this LT to be an admissible process it follows that the initial distribution q must be such that q s ≥ 1 − τ . Hence, in the limit τ → 0 we can only accept the initial distribution q n = δ sn . In this limit, the resulting energy cost, h We next consider the case that the process P ∈ P τ s (q, h i , h f ) does contain at least one thermalization.
. First we shall prove that the left hand side of Eq. (E3) is lower bounded by R. Let us divide P into two parts: The first part, P 1 , is the whole process up to the very last thermalization. We let h be the configuration of energy levels at this final thermalization. The second part, P 2 , consists only of the final LT that transforms h into h f . By Proposition 1 we know that
where the state N is Gibbs distributed G(h). By combining the above observations we find
, which goes to zero as τ → 0.
We can conclude that lim τ →0 inf P∈P τ s (q,h i ,h f ) W (P, N ) ≥ R. Next we shall find a sequence of processes P m such that lim m→∞ P (F(P m , N ) = s) = 1, and lim m→∞ W (P m , N ) = R. Together with the lower bound we proved above, this implies Eq. (E3). We construct each P m as a concatenation of an initial LT P
(1) , a thermalization, a process P We begin by constructing P
:= −(ln q n )/β for all n such that q n = 0, and h n = m otherwise. The expected work cost of this process acting on the initial state N is W (P
. Next, the system is thermalized, and we let N denote the state of the system after this thermalization. Define h n := −mδ n,s + h f n . By Lemma 1 there exists a process P (2)
, where N 0 is the number of energy levels k for which q k = 0. The final state of process P (2) m is N := F(P (2) m , N ), which is Gibbs distributed G(h ).
Finally, we let P
m be the LT that takes h to h f . This process has the expected work cost W (P
Combining the above results we find
By writing out the terms explicitly, and using lim m→∞ m[1 − G s (h )] = 0, one can show that the right hand side of the above inequality converges to zero as m → ∞. Furthermore, P (F(P m , N ) = s) = G s (h ). Since lim m→∞ G s (h ) = 1, the proposition is proved.
Appendix F: Intrinsic fluctuations in the optimal expected work extraction
Here we show that for any sequence of processes for which the expected work cost approaches the minimal value, as given by Proposition 1, the resulting work cost variable converges in probability to a specific function of the initial state.
Given a real valued random variable X, the cumulative distribution function is defined as F X (x) := P (X ≤ x). The moment generating function of X, if it exists, is defined as M X (t) := e tX = ∞ −∞ e tx dF X (x). Given a random variable X and a sequence of random variables X k , a well known result by Curtis [40] states that if the moment generating function M X k (x) exists and converges pointwise to M X (x) in a neighborhood of 0 along the real axis, then X k converge to X in distribution, i.e., F X k (x) converges to F X (x) for each x where F X is continuous. This standard result is unfortunately not quite enough for our purpose. We need a generalization [41, 42] where the interval does not contain 0.
for each x where F X is continuous.
Recall that a sequence of random variables X k converges to X in probability, if for each δ > 0 it is true that lim k→∞ P (|X k − X| > δ) = 0 [34] .
Given distributions q ∈ P(N ) and r ∈ P + (N ) and a real number α > 0, α = 1, the relative Rényi α-entropy is defined as [43] D α (q r) :
Furthermore, we can let
It is furthermore the case that lim α→0 + D α (q r) = D 0 (q r) := − log 2 n:qn>0 r n [44] . The quantity D α (q r) is nondecreasing in α, and furthermore non-negative,
The latter can be seen by the fact that D β can be expressed in terms of the power mean (also called Hölder mean). If w ∈ P(N ), and x = (x 1 , . . . , x N ) and s = 0, then the power mean is defined as M s (w,
, where (q/r) n := q n /r n . Since the power mean is monotonically increasing in s [45] , Eq. (F4) follows.
Proposition 4. Let h
i , h f ∈ R N , and let N be a random variable with distribution q ∈ P(N ).
In the special case h := h f = h i , we thus find that the work yield, −W (P m , N ), converges in probability to
Proof. In the following we let
Let (P m ) m∈N be any sequence in
Hence
where, for each m, (h m,l ) Lm l=0 is the sequence of energy level configurations in P m . Define the random variable
It follows that the cumulant generating function of X m is
where we know that M Xm (t) exists, since X m only can take a finite number of values for each m. By the monotonic increase of D α with respect to α (Eq. (F4)), and
The constant X ≡ 0 has the moment generating function M X (t) ≡ 1. Hence, according to Proposition 3, Eq. (F10) implies that X n converges in distribution to X. Since the cumulative distribution function of X is the step function, the convergence in distribution yields
(We do not care about x = 0 as it is a point of discontinuity.) A direct consequence of Eq. (F11) is
In other words, W (P m , N ) converges in probability tõ W .
Appendix G: ( , δ)-deterministic values
Here we construct a cost function that favors work cost variables that have a sufficiently narrow distribution, i.e, for which we are more or less certain of what the work cost will be. 
Note that it may very well be the case X does not have any ( , δ)-deterministic value, or that it has more than one ( , δ)-deterministic value.
As we apply this concept, the random variable X will typically be the work cost of a given process, i.e., W (P, N ). The set ∆ δ (W (P, N ) ) corresponds to work values around which the distribution is sufficiently peaked. Since our goal is to find the minimal work cost, we select the 'smallest' of these sufficiently concentrated work costs, or more precisely, the infimum inf∆ δ (W (P, N ) ). The quantity inf∆ δ (X) will serve as the cost function that defines what, e.g., ( , δ)-deterministic work content is (Appendix I). It is maybe worth pointing out that inf∆ δ (W (P, N )) is only the cost of one fixed process P. To obtain the cost of extraction and information erasure we still need to minimize over the set of allowed processes.
In the following we establish some properties of the quantity inf∆ δ (X) that will prove useful in the subsequent derivations.
We first note that inf∆ δ (X) = +∞ if and only if ∆ δ (X) = ∅. With the assumptions 0 < < 1 and 0 ≤ δ it follows that −∞ < inf∆ δ (X).
The following two lemmas show that inf∆ δ (X) is decreases monotonically with increasing and δ.
Lemma 2. Let X be a real-valued random variable, and let , , and δ be real numbers such that 0 < ≤ ≤ 1, and 0 ≤ δ, then
and thus
Proof. If inf∆ δ (X) = +∞ the Lemma is trivially true. Hence, without loss of generality we assume inf∆ δ (X) < +∞, and thus ∆ δ (X) is non-empty. If x ∈ ∆ δ (X), then
and thus Eq. (G2) holds. This immediately implies Eq. (G3).
Lemma 3. Let X be a real-valued random variable, and let , δ, and δ be real numbers such that 0 < ≤ 1, and 0 ≤ δ ≤ δ , then
Proof. If inf∆ δ (X) = +∞, the lemma is trivially true. We thus assume inf∆ δ (X) < +∞, and hence ∆ δ (X) is non-empty. If x ∈ ∆ δ (X), then P (|X − x| ≤ δ) ≥ 1 − . Since 0 ≤ δ ≤ δ it follows that P (|X −x| ≤ δ ) ≥ P (|X − x| ≤ δ) for every x ∈ R. From this we can conclude that Eq. (G4) holds, which also proves Eq. (G5).
Lemma 4. Let X be a real valued random variable, and let , δ be real numbers such that 0 < ≤ 1 2 and 0 ≤ δ. If there exists a real number x such that
Proof. First note that Eq. (G6) implies ∆ δ (X) = ∅. Suppose there is an x ∈ ∆ δ (X) such that |x−x | > 2δ. It follows that {z ∈ R : |z−x| ≤ δ}∩{z ∈ R : |z−x | ≤ δ} = ∅.
which is a contradiction. Thus we must conclude |x − x | ≤ 2δ. Since this is true for all x ∈ ∆ δ (X) we can conclude that Eq. (G7) holds.
Lemma 5. Let X and Y be two independent real-valued random variables, and let and δ be real numbers such that 0 < < 1 and 0 ≤ δ. Then
Proof. The function Q(X, δ) := sup s∈R P (|X − s| ≤ δ) is sometimes referred to as Levy's concentration function [46] . For two independent random variables X and Y it can be shown (see Lemma 1.11 in [46] ) that
If we assume ∆ δ (X + Y ) = ∅ it implies that there exists a z such that P (|X +Y −z| ≤ δ) > 1− . By Eq. (G8) we can thus conclude that 1− < Q(X, δ). By the properties of the supremum, it follows that for every ξ > 0 there exists an x such that Q(X, δ) − ξ < P (|X − x | ≤ δ). Since 1 − < Q(X, δ) it follows that we can find a ξ > 0, and a corresponding x , such that 1 − < Q(X, δ) − ξ < P (|X − x | ≤ δ). Thus, x ∈ ∆ δ (X), and hence ∆ δ (X) = ∅. By an equivalent argument ∆ δ (Y ) = ∅.
Lemma 6. Let X and Y be two independent real-valued random variables. Let and δ be real numbers such that
and 0 ≤ δ. Then
Proof. First of all we note that the statement of the lemma is trivially true if inf∆ δ (X + Y ) = +∞. Thus, without loss of generality we assume inf∆ δ (X + Y ) < +∞. By Lemma 5 this implies that that ∆ δ (X) = ∅ and ∆ δ (Y ) = ∅. Thus there exist x ∈ ∆ δ (X) and y ∈ ∆ δ (Y ). Since X and Y are independent it follows that
Hence, x + y is an (2 − 2 , 2δ)-deterministic value of X + Y . By assumption ≤ 1 − 1/ √ 2 and thus 2 − 2 ≤ 1/2. Lemma 4 yields
Since x ∈ ∆ δ (X) it follows that inf∆ δ (X) ≤ x, and similarly inf∆ δ (Y ) ≤ y. Combined with Eq. (G10) this yields
. By Lemma 3 we furthermore find inf∆ 2δ (X +Y ) ≤ inf∆ δ (X +Y ). By combining Eq. (G11) with the above observations we obtain Eq. (G9).
Appendix H: The -free energy and the smoothed relative Rényi 0-entropy
As we have seen in Appendix D, the minimal expected work cost of the extraction process can be expressed in terms of the generalized free energy F (q, h), or equivalently, the relative Shannon entropy. In thedeterministic setting, the roles of these measures are, as we shall see in Appendix I, taken over by two other quantities: the -free energy and a smoothed relative Rényi 0-entropy.
Given a distribution q ∈ P(N ), and an event Λ ⊆ {1, . . . , N } we denote the probability of the the event Λ with respect to q as
Definition 5. Let h ∈ R N and Λ ⊆ {1, . . . , N }. We define the truncated partition function with respect to Λ as
Given 0 < ≤ 1, and q ∈ P(N ) we define the -free energy as
In other words, we make the free energy as large as possible by finding the smallest partition function truncated to a sufficiently likely event. Since the underlying set is finite, the infimum can be replaced by a minimum, i.e., there exists a sufficiently likely subset subset Λ * such that F (q, h) = −kT ln Z Λ * (h).
The 'standard' relative Rényi 0-entropy (see e.g. [44] ) between two distributions q and p over {1, . . . , N } is defined as
where we sum p only over the support of q. We can obtain an -smoothed relative Rényi 0-entropy in a manner very similar to how we defined the -free energy; we sum p over the 'best' sufficiently likely support:
Definition 6. Let q, p ∈ P(N ) and 0 < ≤ 1. We define
Up to some purely technical differences concerning the smoothing, this entropy measure was introduced in [20] . (See also [21, 22] for related measures in the quantum setting.)
The relative entropy D 0 and the -free energy are related as
In what follows we shall switch freely between F and D 0 without comment.
Lemma 7.
Let h ∈ R N and let 0 < ≤ ≤ 1, and let q ∈ P(N ), then
Lemma 8. Let h ∈ R
N , and q ∈ P(N ). Then the function → F (q, h) is left-continuous on (0, 1].
Proof. Take an ∈ (0, 1]. We know that there exists a set Λ * ⊆ {1, . . . , N } such that F (q, h) = −kT ln Z Λ * (h). By definition q(Λ * ) > 1− . Hence, there exists an such that q(Λ * ) > 1− > 1− . As a consequence, Λ * is also a minimizing set for F (q, h), i.e., F (q, h) = −kT ln Z Λ * (h). Moreover, this is true for all ∈ (1 − q(Λ * ), ]. Hence, for each there exists a left neighborhood to , where F (q, h) is constant. This proves the lemma.
One may wonder why we have defined F (q, h) as sup q(Λ)>1− F Λ and not sup q(Λ)≥1− F Λ , i.e., why a strict inequality rather than just an inequality? This is due to technicalities concerning the proofs of the upper bounds in Propositions 5 and 6 (via Lemmas 8, 12, and 15) . This also the reason why we similarly define ∆ δ in terms of a strict inequality.
Appendix I: Optimal -deterministic work extraction
In Secs. D and E we minimized the expectation value of the work cost variable for the given task. Instead of using the expectation value as the cost function, we here use the cost function inf∆ δ introduced in Appendix G. In other words, we demand that the random work cost variable, or work yield variable, have a very high degree of predictability.
Definition 7. Let h
i , h f ∈ R N , q ∈ P(N ), and let N be a random variable with distribution q. Let , δ ∈ R be such that 0 < < 1 and 0 ≤ δ < +∞. Define the ( , δ)-deterministic cost of work extraction as
Furthermore, define the -deterministic work cost of work extraction as
The two lines in Eq. (I1) merely reflects the fact that it is a matter of convenience whether we wish to view the problem as finding the infimum of the set of all ( , δ)-deterministic values generated by all allowed processes, N ) ), or whether we wish to view it as a minimization of the cost function inf∆ δ over the set of processes P(h i , h f ). By combining the first line of Eq. (I1) in the above definition, with Eq. (G2) in Lemma 2, and Eq. (G4) in Lemma 3, we obtain the following: Lemma 9. For fixed q ∈ P(N ), and h i , h f ∈ R N , the quantity C extr ,δ (q, h i , h f ) increases monotonically with decreasing , as well as with decreasing δ.
As we would expect, the work cost thus increases if we demand a lower risk of failure (smaller ), or if we require a higher precision in the extraction (smaller δ). Note that a direct consequence of the monotonicity of C extr ,δ (q, h i , h f ) in δ is that the limit in Eq. (I2) is well defined.
, and let N be a random variable with distribution q. Let , δ ∈ R be such that 0 < < 1 and 0 ≤ δ < +∞. We define the ( , δ)-deterministic work content of q relative to h as
and the -deterministic work content as
, and 0 < δ < +∞. Then
The proof of Proposition 5 is presented in Appendix J. Note that due to Eq. (H6) we have
which puts Eq. (I5) in a form more similar to the results concerning the expected work extraction in Proposition 1.
Corollary 1.
Let h ∈ R N , q ∈ P(N ), and let N be a random variable with distribution q. Let , δ ∈ R be such that 0
As considered in more detail in Appendix K, the quantity −kT ln(1 − ) is the largest -deterministic work that can be extracted from a thermal equilibrium state.
If we in Corollary 1 take the special case of a completely degenerate set of energy levels, we find
. Here H 0 (q) is a smoothed Rényi 0-entropy, defined as H 0 (q) := min q(Λ)>1− log 2 |Λ|. Up to technical differences this is essentially the result obtained in [9] . Apart from a difference in terms of the choice of smoothing, the result in [9] is stated in terms of a smoothed Rényi 1/2-entropy, rather than the smoothed Rényi 0-entropy we use. However, results in, e.g., [47] suggest that these entropies can be substituted at the cost of error terms constant in the system size. A perhaps more relevant difference is that [9] does not employ the same type of cost function as we do here, but rather the type of threshold function briefly described in Appendix O.
Appendix J: Proof of Prop. 5
The proof idea of the lower bound in Prop. 5 is to decompose the total process into two parts, where the first part is the initial LT of the process, and where the second part (if any) begins with a thermalization. We proceed by finding a lower bound on the work cost for a single LT. In Appendix J 2 we prove a variant of Crook's fluctuation theorem to find a similar bound for any process that operates on an equilibrium distribution. In Appendix J 3 we combine these two bounds to obtain the lower bound in Eq. (I5). To obtain the upper bound in Prop. 5 we construct a sequence of processes for which the -deterministic work cost converges to the upper bound.
1. Lower bound on the work cost of a single LT Lemma 10. Let h i , h ∈ R N , and let P be a single LT that takes h i to h . Let N b distributed q ∈ P(N ). Let w be an ( , δ)-deterministic value of W (P, N ), then
Proof. We first note that with probability q j , the the work cost of the single LT is h j − h i j . Define Λ := {j ∈ {1, . . . , N } : |h j − h i j − w| ≤ δ}. Since w is an ( , δ)-deterministic value of W (P, N ) it means, by definition, that q(Λ) > 1 − .
(J2)
A variation on Crook's theorem
Crook's theorem [15] relates the probability distribution of the entropy production, or work cost, of a process and its reversal. We shall here derive a slight variation of Crook's theorem within our model. Since the thermalization in our model is a special case of the detailed balance condition, it is maybe not particularly surprising that we can derive Crook's theorem. (Note, e.g., that a similar type of model, based on detailed balance, was employed in [13] to derive the Jarzynski equality [48] .) The reason for this derivation is more on a technical level; we need a particular version that fits well within our framework.
Given a process P ∈ P(h i , h f ) we define the process P rev ∈ P(h f , h i ) as the reversal of the sequence of thermalizations and LTs in P. To be more precise, let P is a sequence of alternating thermalizations and LTs along a sequence of energy level configurations
rev is the sequence of alternating thermalizations and LTs along the sequence (h rev,0 , .
In the following Lemma we assume that the forward process P operates on an initial state N i that is Gibbs distributed G(h i ). Similarly, the reversed process P rev operates on the initial state N f , which has the Gibbs distribution G(h f ). Note that N f should not be confused with the final state F(P, N i ). These are not necessarily equal, and may not have the same distribution (unless P ends with a thermalization). Similarly, F(P rev , N f ) does not necessarily have to have the same distribution as N i .
Proof. Consider a specific path n := (n 0 , . . . , n L−1 ) ∈ {1, . . . , N } ×L of the forward process P, i.e., initially the system is in state n 0 , next in state n 1 , etc. The work cost of this path is w n := 
Let us again consider the work cost w n of the path n of the forward process. By using Eq. (D11) it follows that
Furthermore, the probability to get path n in the forward process P is P (n) := Π
. Hence, we can rewrite Eq. (J5) as
Let us define the set of paths
In other words, A consists of those paths for which the work cost of the forward process differs at most δ from w. Hence, using Eq. (J6), this results in
Utilizing the defining condition in Eq. (J7), i.e., w − δ ≤ w n ≤ w + δ, yields the inequalities
Let us now define the set B of paths such the reversed process P rev gives a work cost that differs at most δ from −w.
By Eq. (J4) and the fact that n → rev(n) is a bijection it follows that rev(B) = A. The probability of a path m of the reversed process P rev is
(Note that P rev (m) = P(rev(m)).) By construction of the set B, we can conclude that
Inserting the above equation into Eq. (J9) yields the statement of the lemma.
, and let , δ be real numbers such that 0 < < 1 and Proof. Without loss of generality the process P can be regarded as an alternating sequence of LT processes and thermalizations, beginning with an LT that takes h i to some configuration of energy levels h . (We can let h = h i .) We let P (1) denote this initial LT of the process. Next, the system is thermalized, and the remaining part of the process is denoted P (2) . The process P (2) begins in the state N which is distributed G(h ). Since P (1) and P (2) are separated by a thermalization, it follows that W (P (1) , N i ) and W (P (2) , N ) are independent. Furthermore, by assumption 0 ≤ ≤ 1 − 1/ √ 2, and 0 < δ. Hence, by Lemma 6 we find that
We know from Lemma 10 that
Since P (2) starts in the Gibbs distribution G(h ), Corollary 2 yields
Combining the above inequalities yields the lower bound in Eq. (I5).
Proof of the upper bound in Eq. (I5)
To prove the upper bound in Proposition 5 we shall here construct an explicit family of processes whose ( , δ)-deterministic work values approach the bound.
However, shall first prove a lemma. In the proof of this lemma make use of Lemma 1, which can be rephrased as asserting the existence of a process P ∈ P(
Lemma 12. Let h i , h f ∈ R N and let , δ, and ξ be real numbers such that 0 < ≤ 1, 0 < δ, and 0 < ξ < 1. Let N i have the distribution q ∈ P(N ). Then there exists a P ∈ P(h i , h f ) and a w ∈ R, such that w is an an ( , δ)-deterministic value of W (P, N i ), and
Proof. As noted in Appendix H there exists a Λ * ⊆ {1, . . . , N } such that F (q, h i ) = −kT ln j∈Λ * e −βh i n . Due to the strict inequality, q(Λ * ) > 1 − , there exists a number 1 > r > 0 such that q(Λ * ) ≥ rq(Λ * ) > 1 − . We construct a process P as a concatenation of a process P
(1) , a thermalization, and a process P (2) . Let E ∈ R, and let P (1) be the LT that takes h i to the new configuration of energy levels h , defined by
As seen, W (P (1) , N i ) takes the value 0 with probability q(Λ * ). Next we thermalize the system, thus putting it in a state N distributed G(h ).
By Lemma 1 we know that there exists a process (2) , N ). Since W (P (1) , N i ) and W (P (2) , N ) are independent it follows that P (|W (P (1) ,
For such a choice of E, the corresponding process P thus have w = F (h f ) − F (h ) as an ( , δ)-deterministic value of W (P, N i ), which moreover satisfies Eq. (J12).
Proof of the upper bound in Eq. (I5). By Lemma 12 we can conclude that there exists a sequence of processes P m ∈ P(h i , h f ) and a sequence of real numbers w m , such that w m is an ( , δ)-deterministic value of W (P m , N ), and
This proves the upper bound in Eq. (I5).
Appendix K: -deterministic work extraction from thermal equilibrium Let h ∈ R N . A direct consequence of Corollary 2 is that
In other words −kT ln(1 − ) is an upper bound to the -deterministic work content of a system that is in equilibrium with a heat bath of temperature T . (Note that Eq. (K1) implies that the upper bound in Corollary 1 is not sharp for all initial distributions and configurations of energy levels.) Corollary 1 furthermore provides a lower bound:
This lower bound implies that with suitable configurations of energy levels h we can extract -deterministic work arbitrarily close to the upper bound in Eq. (K1).
(For example, if we let one energy level, 1 say, be sufficiently much lower in energy than all others, we can have
Note that the above statement can be rephrased as the probability of success of the extraction being exponentially small in the extracted energy. This is in agreement with the standard fluctuation theorems, where thermal fluctuations can violate the macroscopic notion of the second law, but with a probability that is exponentially small in the size of the violation [5] .
From Appendix D we know that the expected work content of the equilibrium is zero. Hence, the gain in the successful case in the -deterministic work extraction has to be compensated by a corresponding loss in the unsuccessful case. (In the specific process used in the proof of Lemma 12 the cost of failure approaches infinity.) Appendix L: Optimal -deterministic work cost of erasure
Like for the expected erasure cost in Appendix E, we do not require the erasure process to establish the selected state s perfectly, but rather allow an error that in the end is taken to zero.
Definition 9. Let h
i , h f ∈ R N , let N be a random variable with distribution q ∈ P(N ), and let s ∈ {1, . . . , N }. Let , δ ∈ R be such that 0 < < 1 and 0 ≤ δ < +∞. Define the ( , δ)-deterministic work cost of erasure as
and the -deterministic work cost of erasure as
Analogously as for the definition of the expected work cost of erasure, Def. 3 in Appendix E, the quantity inf P∈P τ s (q,h i ,h f ) ∆ δ (W (P, N )) increases monotonically with decreasing τ . Hence, the limit τ → 0 in Eq. (L1) is well defined.
By direct consequence of Eq. (G2) in Lemma 2 and Eq. (G4) in Lemma 3 it follows that, for a fixed τ , the quantity inf P∈P τ s (q,h i ,h f ) ∆ δ (W (P, N )) decreases monotonically with increasing , as well as with increasing δ. This remains true in the limit τ → 0. We can thus conclude:
Lemma 13. For fixed q ∈ P(N ), h i , h f ∈ R N , and s ∈ {1, . . . , N } the quantity C erase ,δ (q, h i , h f , s) increases monotonically with decreasing , as well as with decreasing δ.
Due to the monotonicity of C erase ,δ (q, h i , h f , s) with respect to δ, the limit δ → 0 in Eq. (L2) is well defined.
, 0 < δ < +∞, and s ∈ {1, . . . , N }. Then
As a special case of Proposition 6 it follows that the -deterministic work cost of erasure for the case of a completely degenerate set of energy levels h := h f = h i is bounded as kT ln(1− ) ≤ C erase (q, h, h, s)−kT H 0 (q) ≤ 0.
Appendix M: Proof of Proposition 6
The proof idea of the lower bound in Proposition 6 is to divide the total erasure process into two parts. The first part is almost the entire process apart from the very last LT. For the first part we can apply our results on work extraction in Proposition 5 to find a bound on the work cost. We next observe that the very last LT is very constrained by the requirement that the system with high probability should put in state s. This leads to a bound on the work cost. To prove the upper bound in Proposition 6 we define a specific sequence of processes for which the -deterministic erasure cost converge to the upper bound in Proposition 6. 
Lemma 14. Let h
i , h f ∈ R N , let N be a random variable distributed q ∈ P(N ), and let s ∈ {1, . . . , N }.
Proof. First we note that Eq. (M1) is trivially true for processes P such that inf∆ δ (W (P), N ) = +∞. Hence, without loss of generality we may in the following restrict to processes P is such that inf∆ δ (W (P), N ) < +∞. Since P can be regarded as an alternating sequence of LTs and thermalizations, we can distinguish two cases: P contains no thermalization, and thus effectively consists only of a single LT, or P contains at least one thermalization.
In the first case P consists only of a single LT. Hence, this LT must transform h i to h f . Since an LT does not change the distribution of the state, we must have N ) . We can conclude that the inequality in Eq. (M1) is satisfied.
The second case is that the process contains at least one thermalization. We may thus decompose P into two parts. The first part, P (1) , is the entire process up to (and including) the last thermalization. This thermalization is done with respect to some set of energy levels h and leads to the state N , which is distributed G(h ). The second part, P (2) , consists only of a single LT that takes h to h f . Due to the thermalization at the end of P (1) , it follows that W (P (1) , N ) and W (P (2) , N ) are independent. Since inf∆ δ (W (P (1) , N )+ W (P (2) , N )) < +∞, by assumption, it follows by Lemma 5 that inf∆ δ (W (P (1) , N )) < +∞. Hence, there exists a w ∈ R such that
Let us now consider the process P (2) . Since P ∈ P τ s (q, h i , h f ) it follows that h must be such that G s (h ) ≥ 1 − τ , which we can rewrite as
Note that due to the assumption τ > 0 there exists a h ∈ R N that satisfies this condition. Furthermore, P (W (P (2) , N ) = h f s − h s ) ≥ 1 − τ . By combining this observation with Eq. (M2) we find (using the independence of W (P (1) , N ) and W (P (2) , N )) that
The conditions 0 < τ < ≤ 1 − 1/ √ 2 implies 0 < + τ − τ ≤ 1/2. This enables us to apply Lemma 4 to the above inequality, with the result
Since + τ − τ ≥ it follows by Lemma 2, that
Since w is an ( , δ)-deterministic value of W (P (1) , N ) we can conclude that inf∆ δ (W (P (1) , N )) ≤ w.
By combining this with Eq. (M3) we find Eq. (M1).
Proof of the lower bound in Eq. (L3). The lower bound in Eq. (L3) follows from Lemma 14 if we first take the infimum over all processes in P τ s (q, h i , h f ), then take the limit τ → 0.
Proof of the upper bound in Eq. (L3)
Lemma 15. Let h i , h f ∈ R N , let N be a random variable with distribution q ∈ P(N ), and let s ∈ {1, . . . , N }. Let 0 < τ < ≤ 1, 0 < δ < +∞, 0 < ξ < 1. Then there exists a P ∈ P τ s (q, h i , h f ) and w ∈ R such that w is an ( , δ)-deterministic value of W (P, N ), and
Proof. We construct P as a concatenation of a process P (1) , a thermalization, and a process P (2) . We begin by constructing the process P (1) . For a given real number E, define h s := h f s − E and h n := h f n for all n = s. Let us choose
This choice yields G s (h ) = 1 − τ and
Define := ( − τ )/(1 − τ ). By the assumptions on and τ it follows that 0 < < 1. By Lemma 12 we thus know that there exist a process P (1) ∈ P(h i , h ) and an ( , δ)-deterministic value w (1) of W (P (1) , N ) such that
We next turn to the process P (2) , and let it be the LT that takes h to h f . For this process W (P (2) , N ) = h f N −h N = Eδ s,N , where N is Gibbs distributed G(h ). Furthermore, P (W (P (2) , N ) = E) = G s (h ) = 1 − τ . Let the total process P be a concatenation of P (1) , followed by a thermalization, and the process P (2) . Due to the thermalization, W (P (1) , N ) and W (P (2) , N ) are independent, and thus P (|W (P, N ) − w (1) − E| ≤ δ) ≥ P (|W (P (1) , N )−w (1) | ≤ δ)P (W (P (2) , N ) = E) > 1− . Hence, w := w (1) + E is an ( , δ)-deterministic value of W (P, N ). By combining this with the inequalities in Eqs. (M8) and (M9) we find the statement of the Lemma.
Proof of the upper bound in Eq. (L3). Let ξ m := 1/m and let τ m := /m for each m ∈ N with m ≥ 2. By Lemma 15 we know that for each m there exists a process P m ∈ P τm s (q, h i , h f ) and w m ∈ R such that w m is an ( , δ)-deterministic value of W (P m , N ), and satisfies the inequality 
Appendix N: Comparisons
Here we compare the expected work extraction with the -deterministic work extraction for some simple examples. For the sake of simplicity we focus on the work yield quantities A(q, h) and A (q, h), rather than the more general work cost quantities C extr (q, h i , h f ) and C extr (q, h i , h f ). We will furthermore consider the the fluctuations (as described in Appendix F) in the optimal expected work extraction. To quantify the size of these fluctuations we use the standard deviation of the work yield variable W yield := W yield (h, N ) as defined by Eq. (F6) . In other words, we measure the size of the fluctuation by
Similarly as A(q, h) is directly related to the relative Shannon entropy, the quantity σ(W yield ) can be related to an analogous quantity. Given a random variable X with distribution q ∈ P(N ), the relative Shannon entropy between q and another distribution r ∈ P(N ) can be expressed as D(q r) = log 2 [q(X)/r(X)] , i.e., as an expectation value of the random variable log 2 [q(X)/r(X)]. In an analogous manner we define the standard deviation of the random variable log 2 [q(X)/r(X)] as
By combining Eqs. (F6) and (N1) we find that
In the following we shall compare how A(q, h), σ(W yield ), and A (q, h) scale with the system size. For this purpose we will in the following consider systems that consist of m 'units' of some type (qubits, spins, etc). We will also make use of an expansion up to the next to leading order in increasing m. Let c 1 and c 1 be constants, and g 1 and g 2 functions such that g 2 = o(g 1 ) (where the latter means that lim m→+∞ [g 2 (m)/g 1 (m)] = 0), and suppose that
Then we say that we have a next to leading order expansion of f . In our case we will use g 1 (m) := m and g 2 (m) := √ m. (For a more general introduction to the notion of asymptotic expansions, see e.g. [49] .)
Independent, identical, and non-interacting systems
We begin with an example where the fluctuations in the expected work extraction in some sense are small.
Consider m copies of a system. These copies are independent and identical both in terms of their state distributions as well as their Hamiltonians. More precisely, we assume that the distribution q m of the totality of the m systems is a product distribution, i.e., q m l1,··· ,lm = q l1 · · · q lm , for some single-system distribution q. We will denote this m-fold product distribution as q ⊗m . We furthermore assume that the systems do not interact, and that all of them have the same Hamiltonian. In terms of our model, this means that set of energy levels h m for the total system can be written h m l1,...,lm = h l1 + · · · + h lm , for some single-system set of energy levels h. We denote this m-fold direct sum by h ⊕m . Note that the Gibbs distribution corresponding to such a collection of identical non-interacting Hamiltonians is a product distribution, G(h ⊕m ) = G(h) ⊗m . Due to the additivity of the relative Shannon entropy, the expected work content is
Hence, the expected work content grows proportionally to the system size m. Next, we determine the size of the fluctuations in the expected work extraction in terms of the quantity σ(W m yield ). By using the fact that
one finds
Hence, as anticipated, the fluctuations only grow at the order of √ m. We furthermore wish to determine how A (q ⊗m , h ⊕m ) scales with m. For sufficiently small we know from Corollary 1 that this reduces to the question of how D 0 (q ⊗m G(h) ⊗m ) scales with m. In Proposition 7 (in Appendix N 2 below) we determine the next to leading order of the latter quantity, which yields
Here Φ −1 denotes the inverse of the cumulative distribution function of the standard normal distribution Φ(x) :=
Hence, to the leading order, the -deterministic work content is the same as the expected work content. The difference only shows up at the next to leading order, where the work yield is lowered by √ mkT ln(2)Φ −1 ( )σ(q G(h)). Note that Φ −1 ( ) < 0 for < 1/2, and Φ −1 ( ) → −∞ for → 0.
A next to leading order AEP for D 0
Here we determine the asymptotic expansion in m of D 0 (q ⊗m r ⊗m ) up to the next to leading order. In classical information theory the concept of relative entropy typical sequences is introduced. This concept stems from the asymptotic equipartition property [16] , which in turn essentially is an application of the law of large numbers. As described in [16] Sec. 11.8, a sequence (n 1 , . . . , n m ) ∈ {1, . .
One can attempt to determine the expansion using this construction. Properties 2 and 3 in Theorem 11.8.2 in [16] yields the upper bound, and Lemma 11.8.1 in [16] the lower bound in nD(q r) − n <D 0 (q ⊗n r ⊗n )
< − log 2 (1 − 2 ) + nD(q r) + n .
With these bounds one can prove that lim →0 lim n→∞
However, they are not strong enough to show that D 0 (q ⊗n r ⊗n ) ∼ nD(q r) for fixed . As a second attempt, one can construct two sets of sequences (the ones in Def. 10) that are related to the central limit theorem rather than the law of large numbers. Via the central limit theorem one can use these two sets to prove that the leading order in the expansion is D 0 (q ⊗n r ⊗n ) ∼ nD(q r). However, since this is not quite enough for our purposes we will not consider this proof here. To obtain also the next to leading order in the expansion, we take one step further, so to speak, and use Berry-Esseen's theorem, which bounds the rate of convergence in the central limit theorem.
We let Φ(y) :=
2 /2 / √ 2πdx denote the cumulative distribution function of the standard normal distribution. Due to Berry [23] and Esseen [24] we know the following:
exists, with σ > 0, and ρ := |Y − µ| 3 < +∞. Then,
for all y ∈ R.
Note that C is a positive constant, independent of y and independent of the distribution of Y . The exact value of this constant is to date not known, but there exist bounds [50] (see also, e.g., chapter 7 in [34] ).
Given a random variable X with distribution q, and given another distribution r, we define (analogous to σ(q r) in Eq. (N2)) the quantity
The following definition specifies two sets of sequences that take the role of the set of typical sequences described above. Note though, that in the way we will use these two sets, only one of them will correspond to typical sequences, while the other set actually will correspond to very atypical sequences.
Definition 10. Let q ∈ P(N ) and r ∈ P + (N ) be such that σ(q r) > 0. For m ∈ N + and x ∈ R define Λ m x := (n 1 , . . . , n m ) ∈ {1, . . . , N } ×m :
where µ := D(q r) and σ := σ(q r). We furthermore denote the complementary set as
A direct application of Berry-Esseen's inequality, with the choice Y l = log 2 [q(X l )/r(X l )], with X l iid distributed q, yields Lemma 16. Let q ∈ P(N ) and r ∈ P + (N ) be such that σ(q r) > 0. Let m ∈ N + . Then
where µ := D(q r), σ := σ(q r), and ρ := ρ(q r). Concerning the upper bounds we note that the definition D 0 (q r) = − log 2 inf q ⊗m (Ω)>1− r ⊗m (Ω) suggests that a method to obtain an upper bound is to search among sets Ω with q ⊗m (Ω ) < 1− , i.e., among less likely sets. As it so happens, we achieve the upper bound via a sequence of very atypical sets Λ m x(m) in the sense that
As a side remark we note that for similar proofs for the smooth conditional max-entropy (albeit in the quantum case) [51] an upper bound can be obtained quite simply via Fannes' inequality [52] . There is indeed an analogue of Fannes' inequality for the relative Shannon entropy. However, the resulting upper bound appears not to be strong enough to establish the next to leading order expansion coefficient. This is the reason why we rather use the sets Λ m x(m) .
Lemma 17. Let q ∈ P(N ) and r ∈ P + (N ) be such that σ(q r) > 0, and let 1 > > 0. Then
for all pairs y ∈ R, m ∈ N + such that
where σ := σ(q r) and ρ := ρ(q r).
Proof. Let m ∈ N + and y ∈ R. By the defining properties of the set Λ Lemma 18. Let q ∈ P(N ) and r ∈ P + (N ) be such that σ(q r) > 0, and let 1 > > 0. Then
for all pairs x ∈ R, m ∈ N + such that
The proof is similar in spirit to the proof of Lemma 11.8.1 in [16] . , we can take the logarithm of both sides of the above inequality, and obtain the bound in Eq. (N15) by taking the infimum of log 2 r ⊗m (Ω) over all Ω such that q ⊗m (Ω) > 1 − .
Proposition 7. Let q ∈ P(N ) and r ∈ P + (N ), and let 1 > > 0. Then 
Proof. We separate the two cases σ(q r) = 0 and σ(q r) = 0. Case σ(q r) = 0: We first make a general observation concerning the properties of σ and D. Given q ∈ P(N ) and r ∈ P + (N ) it follows that σ(q r ) = 0 if and only if there is a constant 1 ≥ c > 0 such that r n = cq n , for all n in the support of q . In this case it furthermore follows that D(q r ) = − log 2 c, and D(q r ) ≤ D 0 (q r ) ≤ D(q r ) − log 2 (1 − ). Since σ(q ⊗m r ⊗m ) 2 = mσ(q r) 2 , it follows that σ(q r) = 0 if and only if σ(q ⊗m r ⊗m ) = 0. By the above comments it follows that mD(q r) ≤ D 0 (q ⊗m r ⊗m ) ≤ mD(q r) − log 2 (1 − ). This yields Eq. (N18). We can obtain the special case mentioned in the main text, if we consider a collection of non-interacting identical systems, h m = h ⊕m , and x(m) = (s, . . . , s). 
where S is the largest integer such that d m > S. To simplify the calculations we will in the following make an assumption on the family of energy levels {h 
the particular model we employ here is not clear.) The intuition is that we could 'waste' energy in order to make the work cost variable more concentrated. More precisely, imagine that we have found a process P such that P (W (P, N ) ≤ w) > 1 − , for some w. Conditioned on the case that W < w, i.e., that the work cost is less than w, one could imagine to make an additional dissipation of size w − W . By this, all the weight of the probability distribution below w is 'shuffled' into a single peak at w. This would make w into an -deterministic value. However, this 'wasting of energy' is conditional, i.e., the choice of process depends on the actual value of W (as opposed to the processes in this investigation, which do not depend on the values of the random work variables per se.) The analysis of such conditional processes would reasonably entail an explicit modeling of the control mechanisms that implement these conditional processes (regarding the conditional process as an unconditional process on a larger system). In view of Landauer's principle, we would not expect the resetting of this control mechanism to come for free. The question is, what does it cost us to 'waste' energy? Another way to phrase the very same question would be to focus on the system that carries the extracted energy (which we do not model explicitly in this investigation). The 'shuffling' of the work value described above, corresponds to a many-to-one map of the states of the energy reservoir, which again is an erasure process. Loosely speaking, the question whether M extr (q, h i , h f ) coincides with C extr (q, h i , h f ) or not, can be rephrased as the question whether the removal of the excess energy matches the cost of its own erasure.
