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アクセラレータの 1種である PEZY-SCの後継モデルである，PEZY-SC2 を使用したスーパー
コンピュータ“Gyoukou”が海洋研究開発機構に設置されて利用可能になったことを受けて，本
研究ではネコスケール小脳モデルの PEZY-SC2 向けの最適化とスケールアップを兼ねた移植作
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スーパーコンピュータ \Shoubu" に使用されていたプロセッサである PEZY-SC の後継モデルである，
PEZY-SC2 を使用したスーパーコンピュータ \Gyoukou" が海洋研究開発機構 (JAMSTEC) の地球シミュ
レータ棟に設置されて利用可能になったことを受けて，本研究ではネコスケール小脳モデルの PEZY-SC2向
けの最適化とスケールアップを兼ねた移植作業に取り組んだ．プロセッサの性能の向上もあり，ネコスケール




















本論文の構成は以下の通りである．第 II 部 1 節では基礎的な知識として，神経細胞の構造や電気的性質，
単一細胞の数理モデルについて記した．第 II部 2節では，小脳の構造や機能について記した．また，研究で
はスーパーコンピュータ \Shoubu"を使用することから，第 II部 3節では並列計算の一般的な手法について




















































































ti はそれぞれのスパイクが発生した時間を表しており，シーケンスが記録された時間が T で，n個のスパイク
























































いる [3]．細胞膜の静電容量 (以下，膜容量と表す)を Cm，電圧を V とすると，この時の電荷量は Q = CmV
で定められる．膜容量は細胞の表面積の大きさに比例するので，単位面積あたりの膜容量を cm，膜の表面積を
Aとすると，Cm = cmAと表される．神経細胞は様々な大きさのものが存在するため，膜容量の大きさは一定
ではないが，単位面積あたりの膜容量は同じ全ての神経細胞について，cm  10nF=mm2 程度に近似される．
9
細胞膜の抵抗は膜抵抗と呼ばれ，その逆数は膜コンダクタンスである．これは単位面積あたりの値について





る．ここで膜抵抗 Rm は膜の表面積の大きさに反比例し，膜容量 Cm は膜の表面積の大きさに比例するので，







ある 1 つのタイプのイオンを通過させるチャネルに対する平衡電位の式として，Nernst の式が存在する．
細胞の内側におけるイオン濃度を [inside]，外側におけるイオン濃度を [outside]，q を電気素量とした時にイ












般的に  70～  90mV，ナトリウムイオンの平衡電位は約 50mV，カルシウムイオンの平衡電位は約 150mV，
塩化物イオンの平衡電位は－ 60～－ 65mVである．
Nernstの式 (5)は，チャネルがある 1つのタイプのみの通過を許す場合にのみ用いることができる．しか
し，幾つかのチャネルは選択的ではないものもあり，このようなチャネルに対する平衡電位 E は式 (5)から
は決定できない．その代わりに，それぞれのイオンにおける個別の平衡電位の中間値を取ることにする．この
電位を境目にしてチャネルを通る電流の向きが切り替わることから，この電位を反転電位と呼ぶ．反転電位を












いて，反転電位を Ei，単位面積あたりのコンダクタンスを gi とする．このチャネルの通す電流は，膜電位が

























































式 (10)に単位面積あたりの膜抵抗 rm = 1=gL を両辺に掛けることで，別の形式で表すことができる．式変形





= EL   V +RmIe (11)






ンスを gi とする．ある時点での gi の値は，gi の最大値とその時点で開いていたチャネルの割合との積で表
される．gi の最大値 gi は，開いたチャネルのコンダクタンスとチャネルの密度の積によって決まる．開いた
チャネルの割合は上で述べたようにあるチャネルが開いている確率とすることができ，その値を Pi とすると，



















= n(V )(1  n)  n(V )n (13)














n(V ) + n(V )
(16)
である．式 (14)はある定電圧に対して，nが極限値 n1(V )に時定数 n(V )で指数関数的に収束することを














k は実験データに対するフィッティングによって得られる．活性化変数 mと不活性化変数 hもカリウムイオ




= m(V )(1 m)  m(V )m (18)
dh
dt
= h(V )(1  h)  h(V )h (19)
式 (18) における m(V ) と m(V ) や，式 (19) における h(V ) と h(V ) も，実験データに対するフィッ















ヤリイカの巨大軸索に対する実験結果に対して，Hodgkinと Huxleyは各ゲート変数の確率関数 z(V )と
z(V )を表 2のようにフィッティングした．
表 2 HHモデルでの各ゲート変数の確率関数
z z(V ) [ms
 1] z(V ) [ms 1]
n
0:01(V + 55)
1  exp( 0:1(V + 55)) 0:125 exp( 0:0125(V + 65))
m
0:1(V + 40)
1  exp( 0:1(V + 40)) 4 exp( 0:0556(V + 65))
h 0:07 exp( 0:05(V + 65)) 1
1 + exp( 0:1(V + 35))





き，活動電位の伝達を行う [3]．シナプスのコンダクタンス gs も電圧依存のコンダクタンスと同様にして，コ
ンダクタンスの最大値 gs とチャネルの開く確率 P との積で表され，gs = gsP である．先に述べたシナプスに
よる活動電位伝達のプロセスを踏まえて，シナプス前細胞側の末端から伝達物質が放出される確率を Prel と
し，シナプス後細胞が伝達物質をバインドしてチャネルを開く確率を Ps とすると，シナプスとしてチャネル





= s(1  Ps)  sPs (21)
s と s は実測値に対するフィッティングによって得られる．一方，シナプス前細胞による活動電位に従うコ
ンダクタンスは，しばしば指数関数として以下のように記述される．







ここで Pmax は Ps の最大値であり，式 (22)は t = 0でシナプス前細胞が発火した場合の式である．Ps(t)は
時定数 s に従って減衰する．
以上より，シナプスによる電流 Isyn は以下のように表される．











G(t  t(i))(t  t(i)) (24)
ここで G(t)は 1つのスパイクがシナプス後細胞においてどのような膜電位の変化を引き起こすのかを記述す
る関数である．すなわち，シナプス後細胞が神経伝達物質をバインドし，チャネルを開く確率関数 Ps(t)と同






w / hpre  posti (25)
一方パーセプトロン則と呼ばれるものは，シナプス前細胞の発火率 pre と，教師信号となるようなスパイク
を発火する細胞の発火率 teacher の積に比例させて結合強度を変化させる．





膜電位を Vi と表すことにする．ここで iは 0  i  N となる数である．また，i番目の神経細胞にシナプス








=  gL(V   EL) + Isyn;i (27)
シナプス電流 Isyn;i は以下の式で表される．
Isyn;i = gsyn;i(t)(V   Esyn) (28)








G(t  t(k))(t  t(k)) (29)
関数 Gと は式 (24)に示したものと同じ関数で，それぞれスパイクによるシナプスの活性化度合いを意味




式を N 個の神経細胞に対応する数だけ解かなければならない．特に式 (29)については，もし全ての神経細胞






































































































OpenCLとは，マルチコア CPUやGraphics Processing Unit (GPU)などを利用した並列コンピューティ
ングのためのフレームワークであり，CL は Computing Language の略称である [9]．OpenCL は様々なプ
ラットフォームで動作するように設計されており，その利用のためには様々な前準備が必要となる．OpenCL
を用いて並列計算を行うには，並列計算機上で実行される関数であるカーネルを記述したカーネルコードと，






OpenCL に対応する環境のことである．例えば，NVIDIA の CUDA などはプラットフォームである．プ
ラットフォームを取得するには，clGetPlatformIDs関数を使用する．次に，デバイスを取得する．デバイ
スとは実際に計算を行うハードウェアのことである．例えば GPUなどもそうであるが，Gyoukouの場合な






























実際に OpenCLを用いて並列に計算する例として，行列ベクトル積を考える．N N の行列 M[]と要素
数 N のベクトル v[]の積を逐次的に計算する単純なプログラムは以下の様なプログラムである．
1 ...
2 float result[N];
3 for (int i = 0; i < N; i++) {
4 float local_sum = 0.0f;
5 for (int j = 0; j < N; j++) {
6 local_sum += M[i*N + j] * v[j];
7 }




で，各行ごとの計算を並列に行うことができる．割り当てられたグローバル ID を担当する行とし，1 つの
カーネルで行列の 1行の計算を担当させることにする．この考えに基づくと，上に示した逐次プログラムを並
列化させるカーネルプログラムは以下の様に書ける．
1 __kernel void mv_product(__global float* M,
2 __global float* v,
3 __global float* result)
4 {
5 int index = get_global_id(0);
6 int j;
7
8 float local_sum = 0.0f;
9 for (j = 0; j < N; j++) {
10 local_sum += M[index*N + j] * v[j];
11 }
12 result[index] = local_sum;
13 }















のランクを知りたければ MPI Comm rank関数を使用することで調べられ，自プロセスと同時に実行されてい
るプロセス数を知りたければ MPI Comm size関数を使用することで調べられる．他のプロセスに向けてデー





























> mpicc -o hello ./hello
OpenMPIを使用するプログラムは，コンパイル後に以下の様なコマンドで実行することができる．




> mpirun -np 3 ./hello
...
Hello world from processor shoubu, rank 0 out of 3 processors
Hello world from processor shoubu, rank 2 out of 3 processors
































for (int i = 0; i < N_post; i++) {
for (int j = 0; j < N_pre; j++ {
g[i] += w[i][j] * psp[j];
}
24
}ここで，N postはシナプス後細胞の細胞数，N preはシナプス前細胞の細胞数，g[i]は式 (24)のコンダク
タンスの値，w[i][j]は細胞 iと細胞 j のシナプスの結合強度，psp[j]は式 (24)の積分の値である．この
プログラムを次のようなカーネルコードに書き直すことで，並列に計算を行うことができるようになる．
void pzc_kernel(int t) {
int i = get_pid() * get_maxtid() + get_tid();
for (int j = 0; j < N_pre; j++) {
g[i] += w[i][j] * psp[j];
}
}













PEZY-SC2プロセッサはメニーコアプロセッサであり，1つの演算コアを Processing Element (PE)と言
う．1つの PEには表と裏の切り替え方式でそれぞれ 4スレッド実行することができ，従って表と裏を合わせ
て 8スレッド実行することができる．4つの PEの集合体を Villageと言い，4つの Villageの集まりを City
と言う．さらに 16の Cityの集まりを Prefectureと言い，8つの Prefectureによって PEZY-SC2プロセッ
サは構成されている．従って 1つの PEZY-SC2プロセッサは 2,048個の PEから構成され，16,384スレッド
実行することができる．前世代モデルである PEZY-SCプロセッサは，同様の構成の Prefectureを 4つ用い




キャッシュ構造が挙げられる．キャッシュ構造としては，各 Prefecture 毎に 2560KB の Last Level Cache
(LLC)が 2つあり，各 City毎に 32KBの L2 Instruction Cacheと 64KBの L2 Data Cacheがあり，各 PE
毎に 4KBの L1 Instruction Cacheと，2KBの L1 Data Cacheがある．階層が上がれば上がるほど通信速
25







いキャッシュの名称が L3 Cacheから Last Level Cache (LLC)に変更され，PEZY-SCでは 2つの PEで共
有するように割り当てられていた L1 Data Cacheが PE毎に割り当てられるようになった事が挙げられる．
特に LLCについては，各 LLC同士は相互に通信し，メモリコヒーレンスをハードウェアレベルで保つよう
になったので，ソフトウェア開発の際の負担が少し軽減されるようになった．










Gyoukouは PEZY Computing社と ExaScaler社によって開発されたスーパーコンピュータで，神奈川県
横須賀市の海洋研究開発機構 (JAMSTEC)の地球シミュレータ棟に設置されていた．スーパーコンピュータ















ドは 1つの Intel Xeon-Dプロセッサと 8つの PEZY-SC2プロセッサで構成されている．主記憶は 32GBの
DDR4メモリが Intel Xeon-Dに，64GBの DDR4メモリが PEZY-SC2プロセッサ 1つ当たりにそれぞれ割
り当てられている．また，各ノード同士は InniBandを用いて結合されている．以上の構成で Gyoukouは
構築されており，PEZY-SC2の総数は 10,000個となる．PEZY-SC2の総数が 8 4 16 26と一致しない
のは，幾つかのタンクは 16個よりも少ないブリックで構築されているからである．
4.2.1 Shoubu system B
Shoubu system Bは和光にある理化学研究所の情報基盤センターに設置されているスーパーコンピュータ
で，Gyoukou と同様に PEZY-SC2 を用いて構築されたスーパーコンピュータである．ノードやブリックの
構成も同様であり，Shoubu system Bは Gyoukouのタンク 1つ分で構築されているものである．消費電力





1 つは CPU 上のプログラムで，C++ で記述する．もう一つは PEZY-SC2 上のカーネルプログラムであ
り，PZCLと呼ばれる PEZY独自仕様の言語で記述する必要がある．独自仕様の言語ではあるが，PZCLは
OpenCL をベースとしており，OpenCL を用いる際の考え方に基づいて PZCL を使うことができるようで
ある．









get pid() 実行している PEの IDを取得する．
get tid() 実行しているスレッドの IDを取得する．
sync() 全ての PEを同期する．
sync L2() L2キャッシュにアクセスする PE間で同期を取る．
flush() 全ての PEで同期を取り，LLCの内容を主記憶へ書き戻す．








ている．この神経細胞数はサル 2匹分の小脳相当であり，面積換算すると 198mm 160mmである．シミュ
レーションの時間刻みは 1msで，1秒間の小脳の神経活動を 1秒以内でシミュレートできている．Shoubu上









=  gleak(V (t)  Eleak)  gex(t)(V (t)  Eex)
  ginh(t)(V (t)  Einh)  gahp(t)(V (t)  Eahp) (30)
ここで cm は膜容量，V (t)は膜電位，gleak と Eleak はそれぞれリーク電流の最大コンダクタンスと反転電
位，gex(t)と ginh(t)，それから Eex と Einh はそれぞれ興奮性シナプスと抑制性のシナプスのコンダクタンス
と反転電位，最後に gahp(t)と Eahp はそれぞれ，後述する活動電位後過分極をモデル化する電流のコンダク






顆粒細胞 ゴルジ細胞 プルキンエ細胞 星状細胞 前庭核 下オリーブ核
 (mV)  35:0  52:0  55:0  55:0  38:8  50:0
cm (pF) 3:1 28:0 106:0 106:0 122:3 1:0
gleak (nS) 0:43 2:3 4:37 4:37 1:64 0:015
Eleak (mV)  58:0  55:0  68:0  68:0  56:0  60:0
gex (nS) 0:18 45:5 0:7 0:7 50:0 0:1
Eex (mV) 0:0 0:0 0:0 0:0 0:0 0:0
ginh (nS) 0:028 | 1:0 | 30:0 0:018
Einh (mV)  82:0 |  75:0 |  88:0  75:0
gahp (nS) 1:0 20:0 100:0 100:0 50:0 1:0



























ここで sj(t)は，j のシナプス前細胞が時刻 tでスパイクを発射したなら 1を返し，それ以外のときには 0を
返す関数である．時間ステップごとの減衰率を示す関数 は，ニューロンの種類とシナプスの種類毎に以下の
表で与えられる．
表 4 時間刻みが 1msの時のシナプスの減衰率の一覧
ニューロンの種類 式
顆粒細胞 ex(t) = e t=1:2
inh(t) = e
 t=7:0
ゴルジ細胞 ex(t) = e t=1:5
プルキンエ細胞 ex(t) = e t=8:3
inh(t) = e
 t=10:0
星状細胞 ex(t) = e t=8:3
前庭核 ex(t) = e t=9:9
inh(t) = e
 t=42:3
下オリーブ核 ex(t) = e t=10:0
ニューロンは自身の膜電位 V (t) がある閾値  を超えた時，そのニューロンはスパイクを他のニューロン
に向けて発射するが，発射後，膜電位は一時的に静止電位を下回る．この現象を活動電位後過分極 (After











の可塑性として， 2.2節で述べた LTDと LTPが知られている．
LTDについては，以下の式でモデル化した．




ここで，wPKJi!PFj (t) は j 番目の平行線維から i 番目のプルキンエ細胞へのシナプスの結合重みである．




wPKJi!PFj (t) = wPKJi!PFj (t t) + (winit   wPKJi!PFj (t t))PFj(t); (35)
ここで， は学習係数，winit は重みの初期値である．







































自身から見て上にある 3つのチップからはスパイクの情報の配列の下から 4分の 1の範囲の結果を受け取












神経細胞が発火したスパイクは，unsigned longに 1ビットで記録されている．このようにすることで 1




ソースコード 2 64ビットの数値から 1の数を数えるプログラム．
1 int bitcount(unsigned long x) {
2 x = (x & 0x5555555555555555) + ((x >> 1) & 0x5555555555555555);
3 x = (x & 0x3333333333333333) + ((x >> 2) & 0x3333333333333333);
4 x = (x & 0x0F0F0F0F0F0F0F0F) + ((x >> 4) & 0x0F0F0F0F0F0F0F0F);
5 x = (x & 0x00FF00FF00FF00FF) + ((x >> 8) & 0x00FF00FF00FF00FF);
6 x = (x & 0x0000FFFF0000FFFF) + ((x >> 16) & 0x0000FFFF0000FFFF);
7 x = (x & 0x00000000FFFFFFFF) + ((x >> 32) & 0x00000000FFFFFFFF);
8
9 return x & 0x000000000000007F;
10 }
また，顆粒細胞とプルキンエ細胞間のシナプスの結合重みは 256 階調で記録され，4 つの重みを一つの
unsigned intの変数の中に記録している．重みの情報を 256階調に制限することで 8ビットで記録できる
様にしているのである．こうすることで 32ビットの unsigned intの変数の中に 4つ分の重みの情報を圧縮
することができる．
6 ロボットアーム制御

























3次元空間の点 p;p0 2 R3 を考える．今，x軸，y 軸，z 軸のいずれかの軸 n 2 fx; y; zgの周りで点 pを角
度 回転させて点 p0 に到達したとすると，この計算は以下の式で表される．
p0 = Rn;p (36)
ここで，Rn; は軸 nの周りで角度 回転させる回転行列を表す．具体的には，x軸周りの回転 (n = x)では，
Rx; =
24 1 0 00 cos    sin 
0 sin  cos 
35 (37)
y 軸周りの回転 (n = y)では，
Ry; =
24 cos  0 sin 0 1 0
  sin  0 cos 
35 (38)
z 軸周りの回転 (n = z)では，
Rz; =




回転させたい場合は，これらの行列を左から順にかければ良く，例えば点 pを x軸で角度  回転させた後，y
軸で角度 回転させた結果，点 p00 2 R3 に移動したならば，
p00 = Ry;Rx;p (40)
と表せる．この様に複数の軸で回転を行う場合は，回転させる順番を意識することが重要である．なぜなら，
順番によって全く異なる点に移動してしまうからである．例として，p = [1; 0; 0]T という点を x軸の周りで
34
90，y 軸の周りで  90 回転させることを考える．T は転置を意味する．回転後の点の座標を p0 とすると，
p0 =Ry; 90Rx;90p
=






















となり，p0 = [0; 1; 0]T という先に計算した点とは異なる点に推移する．従って複数の回転軸での回転を取
り扱う際には，その順番に注意を払う必要がある．
最後に平行移動だが，この計算は単純なベクトルの足し算である．点 pが方向 d = [x; y; z]T に平行移動し
た場合，移動後の点 p0 は p+ dである．
6.2.2 同時変換行列
回転と平行移動を組み合わせて点 pを点 p0 へ移動させる時，以下の式で計算を行う．
p0 = Rp+ d (43)
ここで Rは任意の回転を表す 3  3行列，dは平行移動を表すベクトルである．この計算には何も問題はな
いが，p を 4 次元に拡張し，第 4 要素に 1 を割り当てることで，d の足し算を削除し，代わりに 3  4 行列
[ R d ]と pとの掛け算に纏めることができる．しかし，このままでは計算結果が 3次元ベクトルとなり，
計算のたびにベクトルを拡張する必要がでてくるので，行列 T を以下のような 4 4行列で定義し，式 (43)











今，ジョイント i+ 1の座標系でのジョイント i+ 1の座標 ri+1 が，ジョイント iの座標系ではどのような
座標 ri で表されるのかを考える．ジョイント iの角度が 0 の時，リンク iのジョイント i+ 1との接合点の，
ジョイント iの座標系での位置座標を diniti とする．ジョイント iが適当に回転し，その回転が行列Ri で表さ
35
図 11 N 個のジョイントで構成される多関節ロボットアームの模式図．問題を簡単化するため z 軸方向
に移動せず，X{Y平面上でのみ運動するとしている．











となる．同様にして，ジョイント iの座標系は，その前のジョイント i  1の回転やリンク i  1の長さによっ
て決まる同時変換行列 i 1Ti によってジョイント i  1の座標系へと変換されるので，
ri 1 = i 1Tiri
= i 1TiiTi+1ri+1 (47)




i+1Ti+2 : : :
j 1Tjrj (48)
N 個のジョイントを持つ多関節ロボットアームにて，一番最初のジョイントの番号を 0とし，更に座標軸は
グローバル座標系と一致させる．ジョイント 1からジョイント N   1までの座標系を次のように割り当てる．
1. z 軸をジョイントの回転軸方向に定める．
2. x軸を一つ前のジョイントの z 軸と，上で定めた z 軸との共通法線上に定める．








図 12 2リンクのロボットアームのエフェクタを星印の位置に到達させうる 2種類の姿勢パターン．z 軸
は紙面手前方向とする．(A)はジョイント 0を z 軸周りで 0，ジョイント 1を 90 回転させた時の姿勢．































('1; : : : ;'n)
M7 ! (01A; : : : ; 0NA) (49)
システムM を獲得するために，連結された RNNは次のように学習させられる．はじめに，現在の腕の状態
('1; : : : ;'n) = が RNNによって逐次的に処理され，姿勢列の見積もり (01 ~A; : : : ; 0N ~A)が生成される．こ
れらの見積もりと望ましい姿勢列 (01A^; : : : ; 0NA^) との間の誤差 Lは，連結された RNNを通して逆方向に伝


















ここで hは RNNの隠れ層のニューロンのインデックスで，sjh はジョイント j に対応する RNNにおけるユ
ニット hへの入力を表している．この様にして計算される値を用いて，慣性項つき勾配降下法である以下の式
によって，関節角を更新した．
( + 1) ()  r()L+ [() (   1)] (51)
ここで  は現在の時間ステップ， 2 R は勾配降下学習における学習係数，そして慣性項はレート  2 R














してはバックプロパゲーションを再帰結合を遡りながら行う Back Propagation Through Time (BPTT)が
一般的であるが，再帰結合を遡ることは無限の中間層を遡ることに等しく，計算コストが非常に高くなり，同
時に勾配消失問題も発生する．これらの問題を解決する手法が開発され，その中の一つにレザボアコンピュー












る Jaegerが発表した論文 [19]では，適切なパラメータの設定方法が解説されている．論文 [19]では，以下の
手順で生成されたW in，W，W back を用いれば ESNを構築できると記されている．
1. レザボア内部の結合重み行列W0 をランダム生成する．
2. 行列W0 をその最大固有値 max の絶対値で割り，W1 = 1=jmaxjW0 と置くことで，単位スペクトル
半径に正規化された行列W1 を得る．
3. W = W1 とスケーリングすることで，スペクトル半径 の行列W を得る．ここで  < 1である．
4. 入力の重みW in と出力からの逆伝播の重みW back をランダム生成する．するとこのネットワーク
(W in;W ;W back)はW in とW back に寄らず ESNである．
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図 14 Echo State Network (ESN)の概略図．入力層はK 個のニューロンで，レザボアはN 個のニュー
ロンで，出力層は L 個のニューロンでそれぞれ構成されるとする．u(t) は時刻 t での入力層のニューロ
ンの活動を表す縦ベクトル．x(t)は時刻 tでのレザボアのニューロンの活動を表す縦ベクトル．y(t)は時
刻 t での出力層のニューロンの活動を表す縦ベクトル．W in は入力層からレザボアへの結合重みを表す
N K 行列．W はレザボアのニューロン同士の内部結合重みを表す N N 行列．W back は出力層から
レザボアへの結合重みを表す N  L行列．W out はレザボアと場合によっては入力層から出力層への結合







1. ネットワークを任意の状態に初期化する．例えば x(0) = 0として 0で初期化する．
2. 時間 t = 0; : : : ; T に対して，入力 u(t)と教師信号 d(t  1)を用いて以下の式を計算することで，ネッ
トワークを更新する．
x(t+ 1) = f(W inu(t+ 1) +Wx(t) +W backd(t)) (52)
ここで f は活性化関数であり，シグモイド関数等が使用される．本研究では tanhを使用した．
3. そうすると時間 t = 0の時に教師信号 d( 1)は定義されていないので，d( 1) = 0を使用する．
4. 初期状態による活動の乱れがリセットされる時間を T0 として，その時間以降の入力とレザボアと 1ス
テップ前の出力の活動を結合した (u(t)T;x(t)T;y(t   1)T) を新しい行として行列M に格納してい
く．そうすると最終的には (T   T0 + 1) (K +N + L)の行列が得られる．
5. 同様にして，教師信号を行列 T に格納していく．こちらの場合は最終的に，(T   T0 + 1) Lの行列
が得られる．
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6. M の擬似逆行列を T に掛け，i番目の列が全てのネットワークユニットから i番目の出力ユニットへ
の出力重みを含む (K +N + L) Lの行列 (W out)T を得る．
(W out)T =M 1T (53)
7. (W out)T を転置する．
与えられた入力信号 u(t) に対して，レザボアのユニットを以下の式 (54) で更新し，出力層のユニットを
式 (55)で更新することで，完成した ESNを使用することができる．
x(t+ 1) = f(W inu(t+ 1) +Wx(t) +W backy(t)) (54)
y(t+ 1) = fout(W out(u(t+ 1)T;x(t+ 1)T;y(t)T)) (55)























入力のコンダクタンス ginh，After Hyperpolarizationをモデル化する電流のコンダクタンス gahp の 3種類の
float型の変数，合計 12KBをローカルメモリに載せていた．使用していた PEZY-SCプロセッサの各 PE
が有するローカルメモリは 16KBであったので，使用するスレッドを 1つの PEあたりに 4スレッドまでに












変数 型 変数の数 サイズ (byte)
作業領域 float 8 32
乱数のシード値 unsigned int 8 32
V (ゴルジ細胞) float 1 4
gex (ゴルジ細胞) float 1 4
gahp (ゴルジ細胞) float 1 4
スパイク (ゴルジ細胞) unsigned char 1 1
V 1 float 1 4
gex
1 float 1 4
ginh
1 float 1 4
gahp
1 float 1 4
スパイク 1 unsigned char 1 1
細胞 1 の種類 unsigned short 1 2
細胞 1 の ID unsigned short 1 2




力の高速化を考慮したためである．細胞の種類と，割り当てられた PEの IDの対応を，表 7に示す．
unsigned short型の変数として確保してある細胞の種類と細胞の IDにはそれぞれ，細胞の種類を表す定






に 1つのプルキンエ細胞を割り当てて 1度に 7個分を計算し，5回ループさせて 32個分を計算させている．1
つのプルキンエ細胞は 262,144個の顆粒細胞からの入力を受け取るので，Prefectureが持つ 256個の PEの
1つ 1つに 1,024個ずつ分配して，それぞれのスパイクと結合重みの積を計算させる．従って 1つの PEは 1
つのループにおいて 1; 024=4 = 256個の重みの変数にアクセスする．ここで 4で割っているのは，重みの情
報は unsigned intの変数 1つあたりに 256階調で 4つ分が格納されているからである．計算は 5回ループ




表 7 ローカルメモリに割り当てる細胞の種類と割り当てられた PEの IDの対応表
ニューロンの種類 [ニューロン番号] 割り当てられた PEの ID[ニューロン番号]
プルキンエ細胞 [0{31] 0[0], 1[7], 2[14], 3[21], 4[28]
256[1], 257[8], 258[15], 259[22], 260[29]
512[2], 513[9], 514[16], 515[23], 516[30]
768[3], 769[10], 770[17], 771[24], 772[31]
1024[4], 1025[11], 1026[18], 1027[25]
1280[5], 1281[12], 1282[19], 1283[26]
1536[6], 1537[13], 1538[20], 1539[27]
星状細胞 [32{63] 5[32], 6[39], 7[46], 8[53], 9[60]
261[33], 262[40], 263[47], 264[54], 265[61]
517[34], 518[41], 519[48], 520[55], 521[62]
773[35], 774[42], 775[49], 776[56], 777[63]
1029[36], 1030[43], 1031[50], 1032[57]
1285[37], 1286[44], 1287[51], 1288[58]










シナプス入力の計算は，1つの Prefecture毎に 1つの細胞について担当し，同時に 7 つの細胞について 7
つの Prefectureを使用して並列に行う．細胞はプルキンエ細胞が 32個，星状細胞が 32個あるので，それぞ
れのルーチン毎に 5 回ループすることで 32 個ずつの計算を行い，全体の行列ベクトル積の計算を完了させ
る．PEZY-SC2には Prefectureが 8つあるが，7つしか使用しない理由は，使用した時の PEZY-SC2は動
作 PE数が 1,984個に制限されており，1Prefectureを構成する 256PE単位での計算方法となっている本手
法では端数が出てしまうからである．この事は使用しているフラッシュ命令にも影響しており，64個の未動







または星状細胞 1 つあたりが入力として受け取る値は全部で 262,144 個の値である．この値をそれぞれ
の Prefectureにある 256個の PEの 2048スレッドを使用して 2048個の値までリダクションする．その
内容は flush L2 命令を用いて LLC に書き戻す．次に，同じ様に Prefecture の 2048 スレッドを用いて
256 個の値までリダクションし，同様に flush L2 命令で LLC に書き戻す．そして，City が持つ 16PE
の 128スレッドを用いて 16個の値までリダクションし，flush L2命令で LLCに書き戻す．最後に，事
前にローカルメモリに割り当てられている細胞の IDの値に基づいて，現在リダクションを行っているシナ




め，第 II部 2.4.2節で説明した OKRのゲイン適応学習のシミュレーションを行った．入力は，6秒間のサイ
ン波状の視野像の動きを苔状線維に，眼球運動と視野像とのブレを下オリーブ核にそれぞれ入力し，前庭核か
ら眼球運動の出力を得た．今まで解説してきた 1プロセッサに，2 2mm2 の小脳皮質を実装して，7,920プ
ロセッサを使用したサルスケール小脳モデルと，1プロセッサに今までの 8倍のサイズである 4 8mm2 の小



















る 3次元空間座標 pt(t) = [pt;x(t); pt;y(t); pt;z(t)]T を与え，出力は角度ベクトル '(t)とした．出力の要素数
は，ESNが対応するジョイントの回転軸の数に依存する．ここで tは 0からスタートする離散時間ステップ
である．また，手先の位置の誤差の量を見ながら動作するように学習させたいので，エフェクタの位置 pe(t)
と pt(t)の差 (t)も入力に加えた．従って，各ジョイントには 6つの入力と，ジョイントの回転軸数の出力を





以上より，ジョイント iに取り付けられた ESNの入力 ui(t)は，















xmax (xmax < x)
x (xmin  x  xmax)
xmin (x < xmin)
(59)





の角度である．学習中のジョイント iの ESNの出力は，教師信号であるそのジョイントの目標の角度 'ti を
用いて以下のように決めた．
yi(t+ 1) y(t) + ('ti   yi(t)) (60)
ここで は学習係数であり，0:75を使用した．また，学習するデータセットが切り替わるタイミングで，全


































第 II部 2.4.2節で説明した，眼球の単純な反射運動である OKRのゲイン適応学習のシミュレーションを行っ
た．入力として，6秒間のサイン波状の視野像の動きを苔状線維に，眼球運動と視野像とのブレを下オリーブ











庭核の発火率．グラフはどちらも，横軸が時間 (s)，縦軸が発火率 (spikes/s) をそれぞれ表している．ま
た，1トライアル目での発火率が青線，50トライアル目での発火率が緑線，100トライアル目での発火率
が赤線で示されている．
また，各トライアル毎に必要とする計算時間は 2:20 秒であり，6 秒間のシミュレーションが 2:20 秒で完
了することから，実時間よりも 2:72倍高速に動作していることが分かる．従って，サルスケール人工小脳は
時間刻み 1ms でサル 2 匹分の小脳の神経活動をシミュレートし，リアルタイムに学習を行う能力があると
言える．ネコスケール人工小脳と比較すると，卒業研究の時点で 1 トライアルの計算に 5:82 秒必要として
いたことから，こちらも約 2:65倍高速になっている．更に，1トライアル中に計算する浮動小数点演算の数
を数えると，約 5:16  1011 回であった．従って，1つのプロセッサの 1トライアルの計算中の平均性能は，
5:16 1011=2:20(s) = 234GFlopsである．Flopsとは，1秒間に浮動小数点演算が何回行えるかを表す，プロ
セッサの性能指標の 1つである．234GFlopsは，ピークパフォーマンスが 8:2TFlopsの PEZY-SC2の 2:9%
の性能を引き出したことを意味する．今回サルスケール人工小脳では，7,920プロセッサを用いてシミュレー




べたことを意味する．結果を図 19に示す．今回はプロセッサ数を 256個，1; 024個，4; 096個，7; 920個と
変化させながら計算時間を測定した．256個のプロセッサは 32mm  32mmの小脳皮質を，1; 024個のプロ






とである．ヒトの小脳は 6:9  1011 個のニューロンで構成されていると言われており [5]，これを Gyoukou




図 19 計算時間の弱スケーリング性能を表すプロット. 横軸は使用したプロセッサ数を表し，縦軸は 1ト
ライアルの OKRシミュレーションにかかる計算時間を表しており，どちらも対数軸である．黒線はサル
スケール人工小脳での計算時間を表しており，灰色の線はヒトスケール小脳での計算時間を表している．
点線は OKRシミュレーションの 1トライアルの時間である 6秒を表しており，この線よりも下側にある
ならばリアルタイムよりも計算が早いことを意味し，この線よりも上側にあるならばリアルタイムよりも
計算に時間がかかっていることを意味する．




























度の設定は付録 C に示す．左上が握り拳 (rock)，右上が手を開くサイン (paper)，左下がピースサイン
(scissors)，右下が親指と人差指で物をつまみ上げる動作をイメージしたサイン (pick)である．
多関節ロボットアームの時と同様に，それぞれのサインについて 20ステップずつ学習させた後，任意のサ















この部分のフラッシュ命令は flush L2から flush L1に変更することが可能である．その為には，実装され





分岐させることも可能である．その場合は，分岐処理による速度低下と，flush L2を flush L1に変える事
による速度向上のどちらが大きいか調べる必要はある．
また，図 19に示したように，サルスケール人工小脳とヒトスケール人工小脳でそれぞれ弱スケーリング性
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[1] Eric R Kandel, James H Schwartz, and Thomas M Jessel. Principles of Neural Science. McGraw-Hill,
4th edition, 2000.
[2] Masao Ito. The cerebellum: Brain for the implicit self. FT Press, 2012.
[3] Peter Dayan and Laurence F. Abbott. THEORETICAL NEUROSCIENCE. MIT Press, 1999.
[4] Tadashi Yamazaki. 小脳の計算機シミュレーション. 日本神経回路学会誌, Vol. 30, No. 5, pp. 639{646,
2015.
[5] Frederico A.C. Azevedo, Ludmila R.B. Carvalho, Lea T. Grinberg, Jose Marcelo Farfel, Renata E.L.
Ferretti, Renata E.P. Leite, Wilson Jacob Filho, Roberto Lent, and Suzana Herculano-Houzel. Equal
numbers of neuronal and nonneuronal cells make the human brain an isometrically scaled-up primate
brain. J Comp Neurol, Vol. 513, pp. 532{541, 2009.
55
[6] Tadashi Yamazaki and Soichi Nagao. A computational mechanism for unied gain and timing
control in the cerebellum. PLoS ONE, Vol. 7, p. e33319, 2012.
[7] Tadashi Yamazaki, Junichiro Makino, and Toshikazu Ebisuzaki. パーセプトロンと小脳. Clinical
Neuroscience, Vol. 34, No. 8, pp. 889|891, 2016.
[8] Tadashi Yamazaki and Shigeru Tanaka. The cerebellum as a liquid state machine. Neural Netw,
Vol. 20, pp. 290{297, 2007.
[9] Matthew Scarpino. OpenCL in Action. Manning Pubns Co, 2011.
[10] Yukiya Aoyama. 並列プログラミング虎の巻 MPI版 平成二十七年一月三十日版. 高度情報科学技術研
究機構（RIST）神戸センター, 2015.
[11] Tatsumi Aoyama, Ken-Ichi Ishikawa, Yasuyuki Kimura, Hideo Matsufuru, Atsushi Sato, Tomohiro
Suzuki, and Sunao Torii. First application of lattice qcd to pezy-sc processor. Procedia Computer
Science, Vol. 80, pp. 1418{1427, 2016.
[12] Top500, 2017. https://www.top500.org/system/179102 (accessed 24 January 2019).
[13] Wataru Furusho and Tadashi Yamazaki. Implementation of learning mechanisms on a cat-scale
cerebellar model and its simulation. In Articial Neural Networks and Machine Learning { ICANN
2017, pp. 171{178, Cham, 2017. Springer International Publishing.
[14] Wulfram Gerstner and Werner M Kistler. Spiking Neuron Models. Cambridge University Press,
2002.
[15] Tadashi Yamazaki, Jun Igarashi, Junichiro Makino, and Toshikazu Ebisuzaki. Real-time simulation
of a cat-scale articial cerebellum on pezy-sc processors. Int J High Perf Comp App, 2017. In press.
[16] Henry S Warren. Hacker's Delight. Addison-Wesley Professional, Boston, 2002.
[17] Sebastian Otte, Adrian Zwiener, and Martin V. Butz. Inherently constraint-aware control of many-
joint robot arms with inverse recurrent models. In Articial Neural Networks and Machine Learning
{ ICANN 2017, pp. 262{270, Cham, 2017. Springer International Publishing.
[18] David Sussillo and L F Abbott. Generating coherent patterns of activity from chaotic neural net-
works. Neuron, Vol. 63, No. 4, pp. 544{557, 2009.
[19] Herbert Jaeger. Tutorial on training recurrent neural networks, covering bppt, rtrl, ekf and the echo
state network approach. GMD-Forschungszentrum Informationstechnik, 2002., Vol. 5, , 01 2002.
[20] 毛細血管拡張性運動失調症チルドレンズ・プロジェクト. A-t(毛細血管拡張性運動失調症) とは.
https://www.tmd.ac.jp/med/ped/atcp/about/index.html (accessed 21 January 2019).
56
付録 A ESNの実装




3 import numpy as np
4 import numpy.linalg as la
5
6 class Layer:
7 def __init__(self, num):





13 def set_value(self, value):
14 self.units = value
15
16 class InputLayer(Layer):




21 def __init__(self, num, num_input, num_output):
22 super().__init__(num)
23 self.w = np.random.uniform(-1.0, 1.0, [num, num])
24 cut_rate = 0.5
25 spectral_radius = 0.9
26 mask = np.random.rand(num, num) < cut_rate
27 self.w[mask] = 0.0
28 self.w = self.w / abs(max(la.eigvals(self.w))) * spectral_radius
29 self.w_in = np.random.uniform(-1.0, 1.0, [num, num_input]) if num_input != 0 else
np.zeros((num, 1))
30 self.w_back = np.random.uniform(-1.0, 1.0, [num, num_output])
31
32 def update(self, input_layer, output_layer):
33 values = np.dot(self.w_in, input_layer.units) + np.dot(self.w, self.units) + np.dot
(self.w_back, output_layer.units)
34 self.units = np.tanh(values)
35
36 class OutputLayer(Layer):
37 def __init__(self, num = 1):
38 super().__init__(num)
39 self.outer_input = None
40
57
41 def setup_w(self, w):
42 self.w = w
43
44 def update(self, input_layer, reservoir, extra_input):
45 if len(self.units) == 0: return
46 inputs = input_layer.units
47 acts = reservoir.units
48 values = np.hstack((inputs, acts, extra_input) if extra_input is not None else (
inputs, acts))
49 self.units = np.dot(self.w, values)
50
51 LEARNING_RATE = 0.75
52 class ESN:
53 def __init__(self, num_input = 0, num_reservoir = 300, num_output = 1):
54 if num_output < 1: raise ValueError('Do not set 0 to num_output.')
55 self.input_layer = InputLayer(num_input)
56 self.reservoir = Reservoir(num_reservoir, num_input, num_output)
57 self.output_layer = OutputLayer(num_output)
58
59 self.__M = []
60 self.__T = []
61






68 for time in range(self.timeframe_to_wash):
69 self.reservoir.update(self.input_layer, self.output_layer)
70
71 def learn(self, inputs, teacher, extra = None):
72 self.input_layer.units = inputs
73 update = LEARNING_RATE * (teacher - self.output_layer.units)
74 self.reservoir.update(self.input_layer, self.output_layer)
75 inputs = self.input_layer.units
76 acts = self.reservoir.units
77 m = np.hstack((inputs, acts, extra) if extra is not None else (inputs, acts))
78 self.output_layer.units += update









88 self.output_layer.w = None
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89 self.__M = []
90 self.__T = []
91
92 def use(self, inputs, extra = None):
93 self.input_layer.units = inputs
94 self.reservoir.update(self.input_layer, self.output_layer)
95 self.output_layer.update(self.input_layer, self.reservoir, extra)
96 return self.output_layer.units
97
98 if __name__ == "__main__":
99 print('This is a echo state network test.')
100 print('Generate sinusoidal wave.')
101
102 esn = ESN()
103 step = 20
104 delta = 2 * math.pi / step
105
106 print('Start training.')
107 LEARNING_RATE = 1.0
108 for i in range(step):





114 with open('out', mode = 'w') as f:
115 for i in range(step):
116 f.write(str(delta * i) + ' ' + str(esn.use([0])[0]) + '\n')
117 print('Finish.')
118 print('Results are exported to \'out\' file.')
ESNクラスの定義は 52行目から 96行目に書かれている．ESNクラスを他のファイルから利用する際には




PS D:\ownCloud\Study\ESN> python -V
Python 3.7.0
PS D:\ownCloud\Study\ESN> python esn.py





Results are exported to 'out' file.
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実行されるのは ESN のチュートリアル [19] でも紹介されているタスクの一つである正弦波生成タスクであ
る．生成されたファイル'out'を gnuplotを用いてプロットすると，以下のグラフが得られる．




数 (num reservoir)，出力層のユニット数 (num output) を指定することができる．それぞれの引数には既
定値が設定されており，それぞれ 0，300，1である．従って，何も指定せず以下のようにすると，入力層のユ





以下は入力層のユニット数を 2，レザボアのユニット数を 100，出力層のユニット数を 4とする ESNのイン
スタンスを作成する．
esn = ESN(2, 100, 4)
一部のみを変更する場合は，以下のように引数名を指定して値を渡す方法が便利である．













5 import numpy as np
6 import numpy.linalg as la
7
8 from esn import ESN
9 from kinematics import generate_htm
10
11 class Joint:
12 def __init__(self, default_pose, dof = 1, angle_max = math.pi * 0.5, angle_min = -math.
pi * 0.5, rot_axis = [[0, 1, 0]], prev_joint = None):
13 self.__max = angle_max
14 self.__min = angle_min
15 self.__prv = prev_joint
16
17 self.esn = ESN(num_input = 6, num_output = dof)
18 self.__axis = rot_axis
19 self.__def_pose = default_pose
20 self.__origin = np.array([0, 0, 0, 1])
21 self.__trans_local = generate_htm(default_pose, rot_axis[0], rot_axis[1] if dof > 1
else None, rot_axis[2] if dof > 2 else None)
22 local_trans_zero = self.__trans_local([0.0 for i in range(dof)])
23 self.trans = np.dot(prev_joint.trans, local_trans_zero) if prev_joint is not None
else local_trans_zero
24 self.root = np.dot(prev_joint.trans, self.__origin) if prev_joint is not None else
self.__origin
25 self.effector = np.dot(self.trans, self.__origin)
26
27 def __update_pose(self):
28 outputs = self.esn.output_layer.units
29 self.trans = np.dot(self.__prv.trans, self.__trans_local(outputs))
30 self.root = np.dot(self.__prv.trans, self.__origin)
31 self.effector = np.dot(self.trans, self.__origin)
32
33 def learn(self, target, delta, teacher):
34 inputs = np.hstack((target, delta))




38 def use(self, target, delta):
39 inputs = np.hstack((target, delta))
40 outputs = np.clip(self.esn.use(inputs, self.__prv.esn.reservoir.units), self.__min,
self.__max)
41 self.esn.output_layer.units = outputs
42 self.__update_pose()
43
44 def set_angles(self, angles):
45 angles = np.clip(angles, self.__min, self.__max)














60 def __init__(self, settings):
61 self.root_dummy = Joint(settings['root_pos'])
62 dof_per_joint = int(settings['DoF'] / settings['n_joint'])
63 if dof_per_joint > 3: raise ValueError('The degree of freedom for each joint must 
not be over 3.')
64 pre_joint = self.root_dummy
65 self.joints = []
66 for i in range(settings['n_joint']):
67 joint = Joint(settings['joint_pose'], dof_per_joint, settings['max'], settings[
'min'], settings['rot_axis'], pre_joint)
68 self.joints.append(joint)
69 pre_joint = joint
70
71 def learn(self, target, teacher_pose):
72 delta = target - self.joints[-1].effector[:3]
73 for i, joint in enumerate(self.joints):
74 joint.learn(target, delta, teacher_pose[i])
75
76 def pose(self, target):
77 delta = target - self.joints[-1].effector[:3]
78 for joint in self.joints:
79 joint.use(target, delta)
80
81 def set_pose(self, pose):













94 for joint in self.joints:
95 joint.forget()
96
97 def print_joint_pos(self, time, target = None):
98 print(f'time = {time}')
99 for i, joint in enumerate(self.joints):
100 print(f'Joint{i} : pos = {joint.root[:3]}, angle = {np.rad2deg(joint.esn.
output_layer.units)}')
101 print(f'Target : pos = {target} Effector : pos = {self.joints[-1].effector[:3]}')
102
103 def setup_file(self, filename = 'arm_noname.csv'):
104 self.filename = filename
105 with open(filename, mode='w') as f:
106 f.write('time,tx,ty,tz,')
107 for i in range(len(self.joints)):
108 f.write(f'j{i}x,j{i}y,j{i}z,')
109 f.write('effx,effy,effz')
110 for i, joint in enumerate(self.joints):




115 def print_to_file(self, time, target = [0, 0, 0]):
116 with open(self.filename, mode='a') as f:
117 f.write(f'{time},{target[0]},{target[1]},{target[2]},')
118 for i, joint in enumerate(self.joints):
119 pos = joint.root[:3]
120 f.write(f'{pos[0]},{pos[1]},{pos[2]},')
121 eff = self.joints[-1].effector[:3]
122 f.write(f'{eff[0]},{eff[1]},{eff[2]}')
123 for joint in self.joints:






130 from esn import LEARNING_RATE
131
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132 if __name__ == "__main__":
133 print('Setup')
134 settings = {}
135 setting_filename = 'multi/multi.json'
136 if os.path.exists(setting_filename):
137 with open(setting_filename) as f:
138 settings = json.load(f)
139 else:
140 settings = {
141 'arm0':{
142 'root_pos':[0.0, 0.0, 0.0],
143 'DoF':10,
144 'n_joint':10,
145 'joint_pose':[0.0, 0.0, 0.5],
146 'max':math.pi * 0.5,
147 'min':-math.pi * 0.5,




152 if not os.path.exists(setting_filename):
153 with open(setting_filename, mode='w') as f:
154 json.dump(settings, f, indent=4)
155
156 multi_arms = []
157 for arm_name, setting in settings.items():




162 poses = [{'angles':np.deg2rad([[ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [
0]])},
163 {'angles':np.deg2rad([[ 22.5], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0],
[ 0]])},
164 {'angles':np.deg2rad([[-58.5], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [
18], [ 18], [ 18]])},
165 {'angles':np.deg2rad([[ 45 ], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0],
[ 0]])},
166 {'angles':np.deg2rad([[-36 ], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18],
[ 18], [ 18]])},
167 {'angles':np.deg2rad([[-22.5], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0],
[ 0]])},
168 {'angles':np.deg2rad([[ 58.5], [-18], [-18], [-18], [-18], [-18], [-18],
[-18], [-18], [-18]])},
169 {'angles':np.deg2rad([[-45 ], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0],
[ 0]])},




172 straight_pose = poses[0]['angles']
173 straights = []
174 for multi_arm in multi_arms:
175 multi_arm.set_pose(straight_pose)
176 straights.append(multi_arm.joints[-1].effector[:3].copy())
177 bend_pose = np.deg2rad([[-81], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18],
[ 18]])
178 bends = []
179 for multi_arm in multi_arms:
180 multi_arm.set_pose(bend_pose)
181 bends.append(multi_arm.joints[-1].effector[:3].copy())
182 diffs = []
183 for i in range(len(straights)):
184 diffs.append(straights[i] - bends[i])
185
186 for i in range(len(poses)):
187 poses[i]['targets'] = []





193 multi_arms = []
194 for arm_name, setting in settings.items():






201 LEARNING_RATE = 0.5
202 learning_step = 20
203 error = 0.0
204 for pose in poses:
205 for multi_arm in multi_arms:
206 multi_arm.initial_state()
207 for t in range(learning_step):
208 for i, multi_arm in enumerate(multi_arms):
209 multi_arm.learn(pose['targets'][i], pose['angles'])
210 for i, multi_arm in enumerate(multi_arms):
211 err = pose['targets'][i] - multi_arm.joints[-1].effector[:3]
212 error += la.norm(err)
213 error /= len(poses) * len(multi_arms)
214 print(f'error during learning : {error}')




219 error = 0.0
65
220 for pose in poses:
221 for multi_arm in multi_arms:
222 multi_arm.initial_state()
223 for t in range(learning_step):
224 for i, multi_arm in enumerate(multi_arms):
225 multi_arm.pose(pose['targets'][i])
226 for i, multi_arm in enumerate(multi_arms):
227 err = pose['targets'][i] - multi_arm.joints[-1].effector[:3]
228 error += la.norm(err)
229 error /= len(poses) * len(multi_arms)
230 print(f'error in learned pattern : {error}')
231
232 n_test = 40
233 minimum_error = sys.float_info.max
234 rot_base = generate_htm([0, 0, 0], [0, 1, 0])
235
236 while True:
237 tests = []
238 for i in range(n_test):
239 patterns = []
240 for i, multi_arm in enumerate(multi_arms):
241 angle = np.random.uniform(-math.pi * 0.25, math.pi * 0.25, 1)
242 rot = rot_base(angle)[:3,:3]
243 diff = np.dot(rot, diffs[i]) * random.random()
244 base = np.dot(rot, bends[i] - multi_arm.root_dummy.effector[:3])
245 patterns.append(multi_arm.root_dummy.effector[:3] + base + diff)
246 tests.append(patterns)
247
248 error = 0.0
249 for multi_arm in multi_arms:
250 multi_arm.setup_file(multi_arm.filename)
251 for i, test in enumerate(tests):
252 for multi_arm in multi_arms:
253 multi_arm.initial_state()
254 for time in range(learning_step):
255 for j, multi_arm in enumerate(multi_arms):
256 multi_arm.pose(test[j])
257 multi_arm.print_to_file(learning_step * i + time, test[j])
258 for j, multi_arm in enumerate(multi_arms):
259 err = test[j] - multi_arm.joints[-1].effector[:3]
260 error += la.norm(err)
261 error /= len(tests) * len(multi_arms)
262 print(f'error : {error}, minimum_error : {minimum_error}')
263
264 if error < minimum_error:
265 minimum_error = error
266 print(f'minimum_error is updated : {minimum_error}')








[{'angles':np.deg2rad([[ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0]])},
{'angles':np.deg2rad([[ 22.5], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0]])},
{'angles':np.deg2rad([[-58.5], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [
18]])},
{'angles':np.deg2rad([[ 45 ], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0]])},
{'angles':np.deg2rad([[-36 ], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [ 18], [
18]])},
{'angles':np.deg2rad([[-22.5], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0]])},
{'angles':np.deg2rad([[ 58.5], [-18], [-18], [-18], [-18], [-18], [-18], [-18], [-18],
[-18]])},
{'angles':np.deg2rad([[-45 ], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0], [ 0]])},


































5 import numpy as np
6 import numpy.linalg as la
7
8 from esn import ESN
9 from kinematics import generate_htm
10 from multi import Joint
11
12 class Finger:
13 def __init__(self, settings):
14 set_j0 = settings['joint0']
15 set_j1 = settings['joint1']
16 set_j2 = settings['joint2'] if 'joint2' in settings else None
17 self.root_dummy = Joint(settings['root_pos'], 1, 0, 0, [[1, 0, 0]])
18 joint0 = Joint(set_j0['pose'], set_j0['DoF'], set_j0['max'], set_j0['min'], set_j0[
'rot_axis'], self.root_dummy)
19 joint1 = Joint(set_j1['pose'], set_j1['DoF'], set_j1['max'], set_j1['min'], set_j1[
'rot_axis'], joint0)
20 joint2 = Joint(set_j2['pose'], set_j2['DoF'], set_j2['max'], set_j2['min'], set_j2[
'rot_axis'], joint1) if set_j2 is not None else None
21 self.joints = [joint0, joint1] if joint2 is None else [joint0, joint1, joint2]
22 self.pose_list = {}
23
24 def learn_pose(self, pose_name):
25 target = self.pose_list[pose_name]['target']
26 teacher_pose = self.pose_list[pose_name]['pose']
27 delta = target - self.joints[-1].effector[:3]
28 for i, joint in enumerate(self.joints):
29 joint.learn(target, delta, teacher_pose[i])
30
31 def pose(self, pose_name):
32 target = self.pose_list[pose_name]['target']
33 delta = target - self.joints[-1].effector[:3]
34 for joint in self.joints:
35 joint.use(target, delta)
36
37 def set_pose(self, pose):





42 for joint in self.joints:
43 joint.initial_state()
44
45 def register_pose(self, name, pose):
46 self.set_pose(pose)
47 target = self.joints[-1].effector[:3]
48 self.pose_list[name] = {'target':target, 'pose':pose}
49 self.initial_state()
50
51 def success(self, pose_name, threshold):
52 target = self.pose_list[pose_name]['target']
53 delta = target - self.joints[-1].effector[:3]
54 return la.norm(delta) < threshold
55
56 def memorize(self):




61 for joint in self.joints:
62 joint.forget()
63
64 def print_joint_pos(self, time, pose_name):
65 target = self.pose_list[pose_name]['target'] if pose_name is not None else None
66 print(f'time = {time}')
67 for i, joint in enumerate(self.joints):
68 print(f'Joint{i} : pos = {joint.root[:3]}, angle = {np.rad2deg(joint.esn.
output_layer.units)}')
69 print(f'Target : pos = {target} Effector : pos = {self.joints[-1].effector[:3]}')
70
71 def setup_file(self, filename = 'finger_noname.csv'):
72 self.__filename = filename
73 with open(filename, mode='w') as f:
74 f.write('time,tx,ty,tz,')
75 for i in range(len(self.joints)):
76 f.write(f'j{i}x,j{i}y,j{i}z,')
77 f.write('effx,effy,effz')
78 for i, joint in enumerate(self.joints):




83 def print_to_file(self, time, pose_name):
84 target = self.pose_list[pose_name]['target']
85 with open(self.__filename, mode='a') as f:
86 f.write(f'{time},{target[0]},{target[1]},{target[2]},')
87 for i, joint in enumerate(self.joints):
69
88 pos = joint.root[:3]
89 f.write(f'{pos[0]},{pos[1]},{pos[2]},')
90 eff = self.joints[-1].effector[:3]
91 f.write(f'{eff[0]},{eff[1]},{eff[2]}')
92 for joint in self.joints:






99 settings = {}
100 setting_filename = 'hand/hand.json'
101 if os.path.exists(setting_filename):
102 with open(setting_filename) as f:
103 settings = json.load(f)
104 else:
105 settings = {
106 'thumb':{
107 'root_pos':[0.050, 0.0, 0.045],
108 'joint0':{
109 'length':0.040,
110 'pose':[0.040, 0, 0],
111 'DoF':2,
112 'rot_axis':[[0, -1, 0], [0, 0, 1]],





118 'pose':[0.035, 0, 0],
119 'DoF':1,






126 'root_pos':[0.025, 0, 0.085],
127 'joint0':{
128 'length':0.048,
129 'pose':[0, 0, 0.048],
130 'DoF':2,







137 'pose':[0, 0, 0.030],
138 'DoF':1,






145 'pose':[0, 0, 0.025],
146 'DoF':1,






153 'root_pos':[0, 0, 0.090],
154 'joint0':{
155 'length':0.050,
156 'pose':[0, 0, 0.050],
157 'DoF':2,






164 'pose':[0, 0, 0.034],
165 'DoF':1,






172 'pose':[0, 0, 0.027],
173 'DoF':1,






180 'root_pos':[-0.020, 0, 0.085],
181 'joint0':{
182 'length':0.047,
183 'pose':[0, 0, 0.047],
184 'DoF':2,







191 'pose':[0, 0, 0.033],
192 'DoF':1,






199 'pose':[0, 0, 0.026],
200 'DoF':1,






207 'root_pos':[-0.037, 0, 0.080],
208 'joint0':{
209 'length':0.038,
210 'pose':[0, 0, 0.038],
211 'DoF':2,






218 'pose':[0, 0, 0.025],
219 'DoF':1,






226 'pose':[0, 0, 0.025],
227 'DoF':1,








235 thumb = Finger(settings['thumb'])
236 index = Finger(settings['index'])
237 middle = Finger(settings['middle'])
238 ring = Finger(settings['ring'])
239 little = Finger(settings['little'])
240 self.fingers = {'thumb':thumb, 'index':index, 'middle':middle, 'ring':ring, 'little
':little}
241
242 filenames = {'thumb':'thumb.csv', 'index':'index.csv', 'middle':'middle.csv', 'ring
':'ring.csv', 'little':'little.csv'}
243
244 for finger_name, finger in self.fingers.items():
245 finger.setup_file('hand/' + filenames[finger_name])
246
247 if not os.path.exists(setting_filename):
248 with open(setting_filename, mode='w') as f:
249 json.dump(settings, f, indent=4)
250
251 def set_pose(self, pose):




256 for finger in self.fingers.values():
257 finger.initial_state()
258
259 def register_pose(self, name, pose):
260 for finger_name, finger in self.fingers.items():
261 finger.register_pose(name, pose[finger_name])
262
263 def learn_pose(self, pose_name, step = 20):
264 for t in range(step):




269 for finger in self.fingers.values():
270 finger.memorize()
271
272 def pose(self, pose_name, grobal_time = 0, step = 20):
273 for t in range(step):
274 for finger_name, finger in self.fingers.items():
275 finger.pose(pose_name)
276 finger.print_to_file(grobal_time + t, pose_name)
277
278 def success(self, pose_name, threshold = 1e-3):
279 for finger_name, finger in self.fingers.items():




283 def print_pose(self, time = 0, target = None):
284 for name, finger in self.fingers.items():
285 print(f'Finger : {name}')
286 finger.print_joint_pos(time, target)
287
288 from esn import LEARNING_RATE
289
290 def deg2rad(angle_set):
291 return [np.deg2rad(angles) for angles in angle_set]
292
293 if __name__ == "__main__":
294 pose = {
295 'paper':{
296 'thumb':deg2rad([[45, 0], [0]]),
297 'index':deg2rad([[0, 0], [0], [0]]),
298 'middle':deg2rad([[0, 0], [0], [0]]),
299 'ring':deg2rad([[0, 0], [0], [0]]),
300 'little':deg2rad([[0, 0], [0], [0]])},
301 'pick':{
302 'thumb':deg2rad([[40, 90], [30]]),
303 'index':deg2rad([[0, 45], [85], [85]]),
304 'middle':deg2rad([[0, 0], [0], [0]]),
305 'ring':deg2rad([[0, 0], [0], [0]]),
306 'little':deg2rad([[0, 0], [0], [0]])},
307 'rock':{
308 'thumb':deg2rad([[40, 110], [90]]),
309 'index':deg2rad([[0, 90], [90], [90]]),
310 'middle':deg2rad([[0, 90], [90], [90]]),
311 'ring':deg2rad([[0, 90], [90], [90]]),
312 'little':deg2rad([[0, 90], [90], [90]])},
313 'scissors':{
314 'thumb':deg2rad([[40, 155], [0]]),
315 'index':deg2rad([[0, 0], [0], [0]]),
316 'middle':deg2rad([[0, 0], [0], [0]]),
317 'ring':deg2rad([[0, 90], [90], [90]]),








326 LEARNING_RATE = 0.5







333 step = 20
334 succeeded = 'succeeded'
335 failed = 'failed'
336 pose_sequence = ['paper', 'rock', 'rock', 'scissors']
337 for i, pose_name in enumerate(pose_sequence):
338 hand.initial_state()
339 hand.pose(pose_name, step * i, step)





'index':deg2rad([[0, 0], [0], [0]]),
'middle':deg2rad([[0, 0], [0], [0]]),
'ring':deg2rad([[0, 0], [0], [0]]),
'little':deg2rad([[0, 0], [0], [0]])},
'pick':{
'thumb':deg2rad([[40, 90], [30]]),
'index':deg2rad([[0, 45], [85], [85]]),
'middle':deg2rad([[0, 0], [0], [0]]),
'ring':deg2rad([[0, 0], [0], [0]]),
'little':deg2rad([[0, 0], [0], [0]])},
'rock':{
'thumb':deg2rad([[40, 110], [90]]),
'index':deg2rad([[0, 90], [90], [90]]),
'middle':deg2rad([[0, 90], [90], [90]]),
'ring':deg2rad([[0, 90], [90], [90]]),
'little':deg2rad([[0, 90], [90], [90]])},
'scissors':{
'thumb':deg2rad([[40, 155], [0]]),
'index':deg2rad([[0, 0], [0], [0]]),
'middle':deg2rad([[0, 0], [0], [0]]),
'ring':deg2rad([[0, 90], [90], [90]]),












'rot_axis':[[0, -1, 0], [0, 0, 1]],
































































































































増えていくが，逆になっているので注意．他には \joint1"と \joint2"があるが，親指は \joint2"
が無い．ジョイント毎の設定内容は多関節ロボットアームで設定する内容と同じ意味である．
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