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Gallager Bound for MIMO Channels:
Large-N Asymptotics
Apostolos Karadimitrakis1, Aris L. Moustakas1 and Romain Couillet2
Abstract—The use of multiple antenna arrays in transmission
and reception has become an integral part of modern wireless
communications. To quantify the performance of such systems,
the evaluation of bounds on the error probability of realistic
finite length codewords is important. In this paper, we analyze
the standard Gallager error bound for both constraints of
maximum average power and maximum instantaneous power.
Applying techniques from random matrix theory, we obtain
analytic expressions of the error exponent when the length of the
codeword increases to infinity at a fixed ratio with the antenna
array dimensions. Analyzing its behavior at rates close to the
ergodic rate, we find that the Gallager error bound becomes
asymptotically close to an upper error bound obtained recently
by Hoydis et al. 2015. We also obtain an expression for the
Gallager exponent in the case when the codelength spans several
Rayleigh fading blocks, hence taking into account the situation
when the channel varies during each transmission.
Index Terms—Error bound, Gallager, Large Deviation, MIMO,
Wireless Communication
I. INTRODUCTION
I n recent years wireless communications have experiencedan unprecedented growth in the number of users, data
rate and throughput volumes. To meet this demand, MIMO
techniques, at both the link and network level, promise to
dramatically increase the information throughput. For fading
channels, the standard metric to characterize the performance
of the link is the outage capacity [1], which corresponds
to the throughput for a fixed outage probability. However,
the outage capacity corresponds to infinitely long codewords.
To deal with the realistic case of finite length codewords,
Gallager [2] proposed a simple yet effective bound to the
probability of error, as a function of rate and codeword length
T . In its original version, as well as in more recent variations
[3] this bound focused on single antenna links. There has
been a number of extensions of the Gallager bound. For
example, in [4] the Gallager’s random coding error exponent
was derived for MIMO Rayleigh block-fading channels, how-
ever, the expressions, while valid for all antenna sizes, are
quite cumbersome to compute and analyze for any reasonably
sized antenna array. In [5], [6] expressions for Gallager’s
exponent were derived for space-time-block-coding (STBC)
MIMO channels for non-Rayleigh fading models. However,
STBC reception effectively corresponds to a single antenna
link with increased diversity.
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More recently, optimal bounds of the error probability for
large but finite codewords have been established for single-link
communications [7], [8]. These results are of a central–limit–
theoretic nature, in that they are valid for large blocklengths
with the rate converging to the ergodic rate at a fixed error
probability. Similar results were obtained for MIMO systems
in [9], where the number of antennas also goes to infinity at
a fixed ratio with T . In contrast to the Gallager bound this
approach does not capture the tails of the error probability,
i.e. when the rate deviation per antenna from the ergodic rate
is finite.
In this paper we apply random matrix theory to evaluate
the error probability exponent of the Gallager bound when the
blocklength T , the number of N transmitting, andK receiving
antennas, and the rate R all become large but at fixed ratios
α = T/N , β = K/N , r = R/N . Our large deviation result is
valid for all normalized rates 0 < r < rerg . When we evaluate
the error exponent for small |rerg − r| ≪ 1, our results match
with the upper bound obtained by [9]. While the asymptotic
limit of large antenna numbers is somewhat idealized, it is
known from other works, e.g. [10] that even for moderate
antenna numbers the asymptotic results become quite accurate.
In addition, we explore the impact of fading in the channel
by allowing the channel to take Q independent realizations
within a codeword of length T . Our approach, which maps
the random matrix problem to a gas of Coulomb charges on
a line, was first introduced in the context of statistical physics
by Dyson [11] and recently in [10] and [12] in the context of
information theory and communications.
A. Outline and Notations
In the next section we formulate the problem and present
the main results. In Section III we discuss our findings in
representative limits, while in Section IV we conclude.
We use upper case letters in bold font to denote matrices,
e.g., X, with entries given by Xab. The superscript † denotes
the Hermitian transpose operation and IN represents the N -
dimensional identity matrix.
II. PROBLEM FORMULATION AND RESULTS
A. Channel Model and Capacity
Let us consider a MIMO link with N transmit and K
receive antennas and analyze the transmission of T symbols.
We assume a block fading channel, which remains constant
over τQ =
[
T
Q
]
symbols and changes independently after each
such coherence time [13]. Hence τQ is a parameter indicated
2by the bandwidth of the system and the fading statistics of the
channel. Therefore, the memoryless channel reads
Yq = HqXq + σWq (1)
for q = 1 . . .Q, where Yq ∈ CK×τQ is the received
signal matrix during the qth block, Hq ∈ CK×N is the
channel matrix, whose entries are independent and identically
distributed (i.i.d.) CN (0, 1
N
), Xq ∈ CN×τQ is the transmitted
signal matrix and σWq ∈ CK×τQ is the noise matrix with
entries i.i.d. following CN (0, σ2). For notational convenience
we will denote Y = [Y1, . . . ,YQ], X = [X1, . . . ,XQ], etc.
The transmitter has only statistical knowledge of the channel,
while the receiver knows it perfectly e.g., using a pilot signal.
The mutual information per channel use over the qth block for
Gaussian input with i.i.d. entries following CN(0, 1) is given
by
Cq(σ
2,Hq) = log det
(
IN +
1
σ2
HqH
†
q
)
. (2)
The joint distribution of eigenvalues of HqH
†
q is
Pλ(λ1 . . . λN ) =
1
ZN
∏
N<i<j≤K
|λi − λj |2
∏
i
w(λi)
=
1
ZN e
−N2E(λ), (3)
where ZN is the normalization constant, w(λ) is a weight
function, which depends on the statistics of Hq and the
exponent E(λ) is an energy functional of the eigenvalues {λi}
that will become useful later. Fot the case of complex Gaussian
channels, which is the focus of this paper, the form of the
weight function is w(x) = xK−Ne−Nx. There are a number
of other random matrix models for which the joint distribution
of eigenvalues takes the same form with different realizations
of w(x) which we will briefly comment later in the paper. The
value of the mutual information per antenna Cq(σ
2,Hq)/N
converges weakly to a deterministic value in the large N limit,
given by the ergodic average of the mutual information [14]
(Eq. 105-106),
rerg(β, σ
2) = log u+ β log
[
1 +
1
u σ2
]
− (1− u−1), (4)
with
u =
1
2 σ2
(
σ2+β − 1 +
√
(σ2 +(β − 1))2 + 4 σ2
)
, (5)
where β = K
N
> 1. The empirical eigenvalue density of
HqH
†
q converges weakly to the well-known Marcˇenko-Pastur
distribution [15] (Equation 1.12)
p0(x) =
{ √
(b0−x)(x−a0)
2pix , for x ∈ [a0, b0]
0, otherwise.
(6)
where a0, b0 = (
√
β ± 1)2 are the endpoints of its support.
In the infinite codelength limit, the effect of the channel
fading is captured through the optimal outage error probability
[1] over the channel matrix Hq, given by pout = P(C/N < r)
(in the case of Q = 1, C ≡ C1). The exponent of the outage
probability was analyzed in [10] when the number of antennas
becomes large. There it was shown that whenK,N →∞ with
β = K/N fixed, the outage probability behaves as
lim
N→∞
1
N2
log P
(
C
N
< r
)
= −Eout(r), (7)
where Eout(r) close to r = rerg behaves as
Eout(r) =
(r − rerg)2
2v∞
+ o
(
(r − rerg)2
)
, (8)
where
v∞ = − log
(
1− (1 − u)
2
βu2
)
. (9)
The above quantity is the dispersion of the mutual information
distribution in the infinite codelength limit and will be called
hereafter infinite codelength dispersion, in accordance with the
names used for similar quantities in [8], [9], [16].
B. Gallager Exponent for Power-Constrained Input Alphabets
On the other hand, for finite codelength T , one can estimate
the error probability by using the so-called Gallager bound.
Specifically, the error probability of transmission at a code rate
of R = Nr for a given instantiation of {Hq}, P(E|{Hq}) of a
discrete memoryless channel without feedback and maximum
likelihood (ML) decoding is bounded by (see Eq. (7.3.20) in
[2])
P(E|{Hq}) ≤
eTNr
∫
dY
[∫
dX µcon(X) [µ(Y|X, {Hq})]
1
1+ρ
]1+ρ
,
(10)
where ρ ∈ [0, 1], µ(Y|X, {Hq}) is the distribution of the noise
σW, while µcon(X) is the distribution of X constrained to
inputs such that only codewords with
Tr
[
X
†
X
] ≤ NT (11)
are used. This constraint can be enforced as an inequality by
following (Eq. (7.3.17)) in [2] to observe that
µcon(X) ≤ c¯ µ(X)es(Tr[X
†
X]−NT), (12)
for any s > 0, where µ(X) is the unconstrained input distribu-
tion assumed henceforth to be Gaussian and c¯ a normalization
constant. Integrating over X, Y we obtain
logP(E|{Hq}) ≤
−T
Q
Q∑
q=1
[
ρ log det
(
1 +
1
(1 + ρ)(1 − s)σ2HqH
†
q
)
− ρ rN + (1 + ρ)N (s+ log(1 − s))
]
, (13)
after omitting the normalization term (ρ+1) log c¯, which
can be shown to be subleading in N [2]. After averaging
P(E|{Hq}) over {Hq} and optimizing over the values of ρ, s,
we find that P(E), the average error rate after jointly decoding
the total message sent over Q blocks is bounded by
P(E) = E{Hq} [P (E|{Hq})] ≤ E{Hq}
[
e−N
2E(r|{Hq})
]
,
(14)
3where
E(r|{Hq}) =
max
ρ∈[0,1]
s∈[0,1)
{
α
Q
Q∑
q=1
[
ρ
N
log det
(
1 +
1
(1 + ρ)(1 − s)σ2HqH
†
q
)
− ρ r + (1 + ρ) (s+ log(1− s))
]}
. (15)
In the above, α = T/N and r = R/N is the per-antenna rate
and σ−2 is the SNR. We then define the Gallager exponent as
EN (r) = − 1
N2
logE{Hq}
[
e−N
2E(r|{Hq})
]
. (16)
It should be stressed that while in single link transmission
schemes the exponent of the probability of error scales with the
blocklength T , in MIMO systems it should be proportional to
NT , which is the number of symbols transmitted. To be able
to compare with the infinite codelength error exponent defined
in the previous section, we have chosen to re-scale the error
exponent in the same way (i.e. with N2), adding a factor of
α in (13). We then take the limit N,K, T →∞, while at the
same time keeping the ratios β = K/N and α = T/N fixed.
The analytic evaluation of the error exponent EN (r) in this
limit is the main result of this paper and is summarized by the
following theorem.
Theorem 1. The limit of the error exponent
E(r) = limN→∞EN (r) exists and can be expressed
as
E(r) = Q max
ρ∈[0,1]
s∈[0,1)
[
−
∫ b
a
∫ b
a
log |x− y|p∗(x)p(y)dxdy
+
∫ b
a
(x− (β − 1)) log(x)p∗(x)dx
+
α
Q
(
ρ
∫ b
a
log
(
1 +
x
zρ s
)
p∗(x)dx
− ρ r + (1 + ρ) (s+ log(1− s))
)
− 1
2
(
3β − β2 log β + (β − 1)2 log(β − 1)) ], (17)
where
p∗(x) =
√
(x − a)(b− x)
2pix(x+ zρ s)
×
[
x+ zρ s +
αρ zρ s
Q
√
(zρ s + a)(zρ s + b)
]
, (18)
and zρ s = (1 + ρ)(1 − s)σ2. The values of the parameters
a, b and s, as functions of ρ, are the unique solutions of the
following equations:
β − 1√
ab
− ρα
Q
√
(zρ s + a)(zρ s + b)
= 1, (19)
a+ b+ 2
ρα
Q
− 2(β + 1) = 2 ραzρ s
Q
√
(a+ zρ s)(b + zρ s)
, (20)
s =
ρ
4(1 + ρ)
(√
zρ s + b−
√
zρ s + a
)2
. (21)
Having determined these parameters as functions of ρ, ρ is
determined from r as follows. Defining the function r¯(ρ) as
r¯(ρ) = log(1− s) +
∫ b
a
p∗(x) log
(
1 +
x
zρ s
)
dx (22)
= log
∆(1 − s)
zρ s
+
∆
2
(
1 +
ρα√
(zρ s + a)(zρ s + b)
)
G
(
zρ s + a
∆
,
a
∆
)
− ∆ ρα
2
√
(zρ s + a)(zρ s + b)
G
(
zρ s + a
∆
,
zρ s + a
∆
)
(23)
where the function G(x, y) the following known integral [17]
G(x, y) =
1
pi
∫ 1
0
√
t(1− t) log(t+ x)
t+ y
dt
=− 2
√
y(1 + y) log
[√
x(1 + y) +
√
y(1 + x)√
1 + y +
√
y
]
+(1 + 2y) log
[√
1 + x+
√
x
2
]
− 1
2
(√
1 + x−√x)2 ,
(24)
and setting r1 = r¯(1) we have
ρ(r) =
{
1 r ≤ r1
r¯−1(r) r > r1
(25)
where r¯−1 indicates the inverse function of r¯.
The proof of Theorem 1 can be found in Appendix A. 1
Remark 1. p∗(x) defined in (18) and appearing in (17) and
(22) can be interpreted as a density of eigenvalues and exhibits
a square root singularity at the limits of its support, just as
the Marcˇenko – Pastur density [18]. From physical point of
view, p∗(x) corresponds to the equilibrium charge density in
the Coulomb gas picture, when the energy function is given
by E(r). From a practical point of view, it corresponds to
the empirical distribution of observed eigenvalues {λi} of
the realized channel matrices, which balance the occurrence
probability of such channel matrices with the corresponding
coding error probability, when operating at a given normalized
rate r, α and β.
Remark 2. Setting s = 0 in (12) corresponds to an uncon-
strained Gaussian input distribution. Hence, the corresponding
solution of (17) will be the Gallager exponent for uncon-
strained Gaussian inputs, which is expected to be smaller.
Remark 3. From the equations of the above theorem we im-
mediately see that theQ-dependence of E(r) has the following
form: E(r, α,Q) = QE(r, α
Q
, 1), where we explicitly included
the dependence of E(r) on α and Q. This allows us to make
all calculations for Q = 1 and in the end to re-scale E(r) and
α accordingly.
1a and b are the endpoints of the support of p∗(x) and should not be
confused with α = T/N and β = K/N .
4Corollary 1. For β > 1 the above expression for the error
exponent can be calculated in closed form to read
E(r) = Q
[
∆2
32
− α ρ r
Q
+
a
2
− log∆− β − 1
2
log(a∆)
+
α(1 + ρ)
Q
(s+ log(1 − s)) (26)
+
αρ
2Q
(
log(1 + a/zρ s) + zρ s
(√
zρ s + b−√zρ s + a
)2
4
√
(zρ s + a)(zρ s + b)
)
+
∆αρ
2Q
√
(zρ s + a)(zρ s + b)
×
[
G
(
0,
zρ s + a
∆
)
+
β − 1
2
G
(
a
∆
,
zρ s + a
∆
)]
−∆
2
(
1 +
α ρ
Q
√
(zρ s + a)(zρ s + b)
)
×
[
G
(
0,
a
∆
)
+
β − 1
2
G
( a
∆
,
a
∆
)]
−1
2
(
3β − β2 log β + (β − 1)2 log(β − 1))
+
αρ
2Q
[
log
(
∆
zρ s
)
− ∆αρ
2Q
√
(zρ s + a)(zρ s + b)
G
(
zρ s + a
∆
,
zρ s + a
∆
)
+
(
∆
2
+
αρ∆
2Q
√
(zρ s + a)(zρ s + b)
)
G
(
zρ s + a
∆
,
a
∆
)]
where ∆ = b− a.
Corollary 2. In the special case β = 1 the lower limit of
the support of p(x) becomes zero, i.e. a = 0. In this case
(19) (which results from the continuity condition p(a) = 0)
does not hold. However, we can obtain E(r) by setting a = 0,
β = 1 in equations (20), (22), (26). Then E(r) reads
E(r) =Q
[
αρ
Q

 b
8
+ log
1 +
√
1 + b
zρ s
2


− log b
4
+
α
32Q
(b − 4)(4zρ s + 3b+ 12)
+
αρ
2Q
[
b
2
[
G(
zρ s
b
, 0) +
1
2
log
(
b
zρ s
)]
+
αρ b
2Q
√
zρ s(zρ s + b)
[
G(
zρ s
b
, 0)−G(zρ s
b
,
zρ s
b
)
−
(
zρ s
b
−
√
zρ s(zρ s + b)
b
)
log
(
b
zρ s
)]]
−αρ
Q
r +
α(1 + ρ)
Q
(s+ log(1− s))
]
. (27)
III. ANALYSIS
A. Dependence of E(r) on α = T/N
In Fig. 1, we plot the Gallager error exponent for various
values of α. We see that increasing α brings the error curve
closer to the error exponent Eout(r) of the infinite codelength
outage probability introduced in [10]. This convergence can
be seen directly in (18)-(22). As α → ∞, ρ → 0, so that
αρ = O(1) and the solution converges to that of [10].
It is important to point out here that the assumption that the
receiver knows the channel matrix necessitates the existence
of some training overhead, which becomes significant when
the number of channel uses T becomes comparable to the
number of transmit antennas N . We do not take into account
this issue here, assuming instead that the training takes place
through some parallel channel. However, an effective way
to incorporate training is to replace α by α − 1, since it
takes roughly N channel uses to train the N transmit antenna
channels.
Fig. 1: The Gallager error exponent E(r). As α is increased,
the curves for E(r) approach the outage probability exponent
Eout(r) [10] (dashed). The small circles indicate the points
where r = r1. For α = 2 we also depict Gallager exponent for
the average power constraint (s = 0) and the Sphere Packing
Bound error exponent (dot-dashed). Parameter values used are:
β = 3, SNR = σ−2 = 20, Q = 1.
B. r ≤ r1 and Comparison with Sphere Packing Bound
The circles in Fig. 1 correspond to the values r = r1 =
r¯(ρ = 1), below which the Gallager error exponent becomes
linear in r. This behavior is due to the fact that the value of the
error exponent in (17) is the result of the maximization with
respect to the parameter ρ over the unit interval ρ ∈ [0, 1].
For r < r1 the maximum lies outaside this interval and hence
ρ remains fixed to unity. Hence the error exponent in (17)
becomes linear in r. Extending the ρ-maximization interval
to R+ provides the so-called sphere-packing error exponent
[2]. In Fig. 1 we include the sphere-packing exponent in the
case of α = 2 (dash-dot) for comparison. As expected, for
rates above the value of r = r1 indicated by a circle, the error
exponent coincides with the Gallager random coding exponent,
while for r < r1 (corresponding to solutions with ρ > 1) the
sphere-packing exponent is higher.
C. Region r ≈ rerg and Comparison with [9]
The region close to r = rerg is interesting because the
error exponent E(r) vanishes and hence the error probability
5is maximal. It is easy to see that
dE(r)
dr
= −αρ(r), where ρ(r)
is the solution of the equation r = r¯(ρ) in (22) for r > r1.
From (22), we see that when ρ → 0, then r → rerg . This
implies that E(rerg) = 0 is a global minimum, since, taking
advantage of the convexity of the supremum operation with
respect to ρ and s, it can be shown that E(r) is a convex
function of r [12]. Therefore, close to r = rerg , we can write
ρ(r) = (r − rerg) ρ′(rerg) (28)
where ρ′(r) = d ρ
dr
. Let us define vα through
ρ′(rerg) = − 1
αvα
. (29)
The left-hand-side of the above equation is easy to evaluate
since
d ρ(r)
dr
dr¯(ρ)
d ρ
= 1. Hence, by differentiating r¯(ρ) and
expressing its value at ρ = 0, we obtain
E(r) =
(r − rerg)2
2vα
+ o
(
(r − rerg)2
)
. (30)
In the above, vα can be expressed as
vα = v∞ +
δv
α
, (31)
where v∞ is the infinite codelength dispersion given in (9)
and δv > 0 has the simple form
δv = 2g0 − g20 , (32)
where g0 is given by
g0 =
∫ b0
a0
xp0(x)
x+ σ2
dx =
(√
σ2 +b0 −
√
σ2+a0
)2
4
, (33)
where p0(x) is the Marcenko-Pastur distribution given in (6)
and a0, b0 its endpoints. It is worth pointing out that the last
term in (32) is the correction due to the peak-power codeword
constraint (11). We see that the Gallager error exponent E(r),
which is valid for all rates r < rerg takes a quadratic form akin
to the exponent of a normal distribution for rates close to rerg .
This is analogous to the case of infinite codelengths discussed
in Section II-A. (30) is valid when |rerg−r| ≪ 1, in order for
the error exponent to be small. However, it is also implicitly
assumed that N |rerg − r| ≫ 1, so that the term N2E(r) in
the error probability exponent (see (16)) is the dominant one.
Hence this is exactly the moderate deviations regime discussed
for general single link systems in [16]. An important point that
can be drawn from the form of (33) is that it depends only on
the empirical distribution of eigenvalues, which in this case
happens to be the Marcenko-Pastur distribution. Therefore, vα
can be calculated for other channel models for which v∞ and
p0(x) are known.
In [9], the authors obtained bounds on the optimum average
probability of error for MIMO systems when the normalized
rate of the code r = R/N approaches the ergodic rate rerg
such that N |r−rerg| = O(1) in the limit that N,K, T become
large with fixed ratios. In this limit, they show that the error
probability is bounded between two Gaussian distributions
with variances (or dispersions) given (in their notation) by
θ−, which can be expressed as
θ− = αv∞ +
1
2
(
β + 1− σ
2(β + 1) + (β − 1)2√
(σ2+a0)(σ2 +b0)
)
, (34)
and θ+ = αvα, respectively. Therefore, the Gallager random
coding exponent with Gaussian input saturates the upper
bound in the dispersion derived by [9].
Fig. 2: The dispersion at the Gaussian limit (ρ = 0) using the
asymptotic method and the method of induced ergodicity of
[9]. The vα and
θ+
α
curves are identical; SNR = σ−2 = 20,
β = 3, Q = 1.
D. Impact of Fading
The case Q > 1 models the realistic situation where
the channel varies during the transmission of the codeword.
Specifically, the channel matrix H changes (Q times) during
the codelength T . It is assumed here that the receiver knows
each channel realization, either using an additional pilot signal
or by using part of the codeword as pilot (in which case T will
represent the data-transmitting part of the codeword). In Fig. 3
we can see the behavior of the error exponent for increasing
values of Q. As Q, the number of independent fading blocks
within a codeword increases, the error exponent E(r) also
increases, signifying lower error probabilities. To understand
the behavior for large Q, we prove the following result.
Theorem 2 (Q→∞ Limit of E(r)).
lim
Q→∞
E(r) =α max
ρ∈[0,1]
s∈[0,1)
[
ρ rerg(β, z
−1
ρ s )− ρ r
+(1 + ρ)(s+ log(1− s))
]
. (35)
For fixed ρ, the maximum over s in the above equation is
attained at the value
s =
ρ
4(1 + ρ)
(√
zρ s + b0 −
√
zρ s + a0
)2
. (36)
Defining the function
r¯(ρ) = log(1 − s) + rerg
(
β, z−1ρ s
)
, (37)
6and setting r1 = r¯(1) we have
ρ(r) =
{
1 r ≤ r1
r¯−1(r) r > r1
(38)
where r¯−1 indicates the inverse function of r¯.
From the above theorem we conclude that for fast-fading,
and therefore large values of Q it is the ergodic rate that
determines the behavior of the error exponent. When r ≈ rerg
we can once again expand E(r) in powers of r−rerg to obtain
E(r) =
(r − rerg)2
2 δv
+ o
(
(r − rerg)2
)
, (39)
where δv is given in (32).
Fig. 3: The error exponent for the Gallager bound with power
constraint at the limit of N → ∞; β = 3, SNR = σ−2 =
20, α = 20.The small circles indicate the points of behavior
change (r = r1).
IV. CONCLUSION
In this paper we have applied random matrix theory to
calculate an analytic expression of the Gallager bound for
finite codelength for block fading channels withQ independent
fading blocks within a codeword. This method is valid for
arbitrary normalized rates r < rerg , in the large N,K, T limit.
As expected, the error exponent increases with Q, resulting to
a lower error probability. The limit Q → ∞ is characterized
by rerg . Furthermore, when the normalized rate r becomes
close to rerg the Gallager exponent becomes asymptotically
equal to an upper bound of the fixed optimal error analysis
derived recently in [9]. The methodology we have used can
be generalized to other MIMO channels for which the joint
eigenvalue is known. For example, we have recently applied
it to obtain the Gallager exponent for fiber-optical MIMO
channels [19]. Other cases for which the joint eigenvalue
distribution of the effective channel is known and hence this
methodology can be directly applied by using the appropriate
weight function w(x) in (3), include the uplink MU-MIMO
channel [20] and the Amplify-and-Forward channel [21]. It
should be noted that more general Gaussian channels, which
do not have a known joint eigenvalue distribution can be
analyzed in similar ways using the replica method [14].
APPENDIX A
PROOF OF THEOREM 1
For Q = 1 we study the limit
E(r) =− lim
N→∞
1
N2
logEH
[
e−N
2f [µN ]
]
, (40)
where µN(x) =
1
N
∑
i δ(x − λi), λi are the eigenvalues of
HH
† and f [p] is defined on M(R+)→ R, whereM(R+) is
the space of probability measures on R+ as
f [p] =α max
ρ∈[0,1]
s∈[0,1)
{
ρ
∫
R+
log
(
1 +
x
zρ s
)
p(x)dx − ρ r
+(1 + ρ)(s+ log(1− s))
}
, (41)
where the argument of max is defined as g[ρ, s, p]. It is
therefore important to show a number of properties of f [p] and
g[ρ, s, p]. First, when ρ = s = 0, the function g vanishes, i.e.
g[0, 0, p] = 0, so that f [p] ≥ 0. Second, f [p] is continuous in
p, for which Berge’s Maximum theorem [22] can be invoked.
Third, f [p] is convex in p, which can be shown directly from
its definition. Fourth, g[ρ, s, p] is quasi-concave in ρ, s. To
show this we start by noting that, excluding the term ρ s in
(41), g[ρ, s, p] is concave in both ρ, s. Hence, since ρ s is
quasi-concave, so is g[ρ, s, p]. Therefore for all p ∈ M(R+)
for which the integral
∣∣∫∞
0 log(x)p(x)dx
∣∣ <∞, g[ρ, s, p] has
a global maximum in ρ ∈ [0, 1], s ∈ [0, 1).
A. Varadhan’s Lemma
We now wish to invoke Varadhan’s Lemma. To do so, we
first provide the following definitions:
Definition 1. [23] A rate function I[p] is a lower semicon-
tinuous mapping I : M(R+) → [0,∞], for which all level
sets are closed. If, in addition, the level sets are compact, then
I[p] is called a good rate function.
Definition 2. [23], [24] The probability law µN satisfies the
large deviation principle in the scale N2 with rate function I
if, for all subsets of Γ ⊂M(R+)
− inf
p∈Γo
I[p] ≤ lim inf
N→∞
1
N2
logµN (Γ) ≤ lim sup
N→∞
1
N2
logµN (Γ)
≤ − inf
p∈Γ¯
I[p], (42)
where Γo and Γ¯ are the interior and closure of Γ, respectively.
We now note that f [p] is continuous. In addition, since
f [p] ≥ 0 for every p, then for any γ > 0
lim sup
N→∞
1
N2
logE
[
e−γN
2f [µN ]
]
<∞. (43)
Furthermore, in [25] it was shown that µN , the probability law
of the {λi} satisfies a large deviation principle with good rate
function given by
I[p] =
∫ ∫
log |x− y|p(x)p(y)dxdy
+
∫
(x− (β − 1)) log(x)p(x)dx
− 1
2
(
3β − β2 log β + (β − 1)2 log(β − 1)) . (44)
7As a result, Varadhan’s Lemma can be applied to (40) to show
that the limit exists and is equal to
E(r) = inf
p∈M(R+)
(f [p] + I[p]) . (45)
Furthermore, it is possible to show that I[p] is a convex
function of p. This follows directly from [10], [24] by observ-
ing the quadratic dependence of I[p] in p. Therefore, since
f [p] + I[p] is convex in p its infimum has a unique solution.
Taking into account the definition of f [p] and its concave-
convex properties discussed above, we may apply Sion’s
theorem [26] to exchange the order in which the max− inf
are applied. Therefore, E(r) in (45) can be expressed as
E(r) = max
ρ∈[0,1]
s∈[0,1)
inf
p∈M(R+)
(g[ρ, s, p] + I[p]) . (46)
B. Explicit Solution of optimum p(x) and Evaluation of E(r)
To solve the above optimization problem (46), we introduce
the Lagrangian functions
L0[p, c] = f [p] + I[p]− c
(∫
p(x)dx − 1
)
, (47)
L1[p, c, ρ, s] = L0[p, c] + α(ρ+1) (s+ log(1 − s)) (48)
+ αρ
(∫
log
(
1 +
x
zρ s
)
p(x)dx − r
)
.
Since L1 is convex in p and concave in c, ρ and s, the saddle
point is unique [27] and we obtain
E(r) = sup
c,ρ,s
inf
p
L1[p, c, ρ, s]. (49)
Taking advantage of the convexity in p, in order to find
the infimum of L1 we will take the functional derivative with
respect to p, which is defined as
δL1[p] = d
dt
∣∣∣∣
t=0
L1[p∗ + tφ], (50)
where (p+ tφ) ∈ M(R+) and φ is a test function. This can
be re-written as
δL1[p] =
∫
φ(x)Ψ[p∗, x]dx, (51)
where
Ψ[p∗, x] =− 2
∫
p(y) log |x− y|dy (52)
+x− (β − 1) log(x) − c+ αρ log
(
1 +
x
zρ s
)
.
At the minimum, (51) must vanish identically for all ϕ, thus
Ψ[p∗, x] = 0 and it follows that
2
∫
log |x− y|p∗(y)dy =x− (β − 1) log(x)
−c+ αρ log
(
1 +
x
zρ s
)
. (53)
Next, we differentiate (52) with respect to x to obtain
2PV
∫
p∗(x)
x− y dx = 1−
β − 1
x
+
αρ
zρ s + x
, (54)
where PV denotes the principle value. Following [28], the
solution of the last equation is given by
p∗(x) =
1
2pi
√
(x− a)(b− x) (55)
×
[
−x− (β − 1)
√
ab
x
+
αρ
√
(zρ s + a)(zρ s + b)
(x+ zρ s)
+ C
]
,
where C is an unknown constant and a, b are the (unspecified)
endpoints of the support of p(x). Since p∗(x), if it exists,
is unique, we search for a solution among continuous, non-
negative, normalized functions over x ∈ (0,∞). Continuity
at x = b demands that p∗(b) = 0, which fixes the value of
C above, while continuity at x = a, i.e. p∗(a) = 0 results
to (19). Furthermore, the normalization condition on p(x),∫ b
a
p(x)dx = 1, results to (20). In Appendix B it is shown
that for fixed ρ there is a unique solution of (19) and (20) for
0 < a < b. For s ∈ [0, 1), L1 is concave. Hence the maximum
over s results when the first derivative of L1[p∗] with respect
to s vanishes, hence (21).
Once we have determined the value of s as a function of ρ,
we now search for the optimal value of ρ. Extending its support
to ρ ∈ [0,∞), the extremal value of ρ is determined by (22).
However, since the optimization of ρ is over [0, 1], then there
are two possible types of solution: For rerg ≥ r ≥ r1, the
optimal value of ρ < 1, hence the value of ρ is determined by
(22). In contrast, for r < r1 = r¯(1), the optimal value of ρ is
fixed to the boundary of the region, i.e. ρ = 1.
Having determined the values of a, b, s, ρ, we may now
integrate the expression in (48) to evaluate E(r). The integrals
appear in (18) in Theorem 1. All single integrals over p(x)
can be evaluated in closed-form directly. (52) can be used to
simplify the double integral over p into a single one, which
then can be evaluated directly. The value of c in (52) can be
obtained by evaluating Ψ[p, x] at x = a. Finally, to obtain the
value of E(r) for general Q, we make the substitution α→ α
Q
and E(r)→ QE(r) as discussed in Remark 3.
APPENDIX B
PROOF OF UNIQUENESS OF SOLUTION OF (19),(20)
To show that (19) and (20) have a unique solution, we
observe that the normalization integral n(b) =
∫ b
a(b)
p(x)dx is
an increasing function of b since its derivative can be expressed
as
n′(b) =
1
4zρ s
(
1 +
(β − 1)zρ s√
a(b)b3
)
zρ s − a(b)
zρ s + b
> 0. (56)
As a(b) is a decreasing function and bounded below by 0, we
have limb→∞ n(b) = +∞ and by continuity there will be a
unique b∗ such that n(b∗) = 1. Thus, both a∗ = a(b∗) and
b = b∗ will be the unique solution to (19) and (20).
APPENDIX C
PROOF OF THEOREM 2
Let us re–write (45) as:
E(r) = Q
(
1
Q
f [p∗] + I[p∗]
)
︸ ︷︷ ︸
JQ[p∗]
, (57)
8where p∗ is the function p at the infimum of JQ[p]. To examine
the behavior of the error exponent E(r) for large Q, we
analyze the derivative of JQ with respect to Q. Since JQ[p] is
stationary at p∗, its variations with respect to p vanish at p∗.
Hence, since both f [p∗] and I[p∗] do not depend explicitly on
Q we obtain
dJQ
dQ
=
∂JQ
∂Q
= − 1
Q2
f [p∗]. (58)
Now, as Q grows, it can be seen from (19) and (20) that
p∗(x) converges to the Marcˇenko-Pastur distribution and a,
b converge to a0 and b0 respectively. Hence, f [p
∗] becomes
f [p0]. Therefore if we integrate (58) between (Q,∞) we find
that to leading order in Q, JQ ≈ f [p0]Q . Multiplying JQ[p∗]
with Q as in (57), we obtain (35).
REFERENCES
[1] L. H. Ozarow, S. Shamai, and A. D. Wyner, “Information Theoretic
Considerations for Cellular Mobile Radio,” IEEE Transactions on Ve-
hicular Technology, vol. 43, no. 2, pp. 359–378, 1994.
[2] R. G. Gallager, “Information Theory and Reliable Communication”.
Springer, 1968, vol. 2.
[3] S. Shamai and I. Sason, “Variations on the Gallager Bounds, Connec-
tions, and Applications,” IEEE Transactions on Information Theory,
vol. 48, no. 12, pp. 3029–3051, 2003.
[4] H. Shin and M. Z. Win, “Gallager’s Exponent for MIMO Channels:
A Reliability-Rate Tradeoff,” IEEE Transactions on Communications,
vol. 57, no. 4, pp. 972–985, 2009.
[5] J. Zhang, M. Matthaiou, G. K. Karagiannidis, H. Wang, and Z. Tan,
“Gallager’s Exponent Analysis of STBC MIMO Systems over η-µ and
κ-µ Fading Channels,” IEEE Transactions on Communications, vol. 61,
no. 3, pp. 1028–1039, 2013.
[6] J. Xue, C. Zhong, and T. Ratnarajah, “Performance Analysis of Orthog-
onal STBC in Generalized-k Fading MIMO Channels,” IEEE Transac-
tions on Vehicular Technology, vol. 61, no. 3, pp. 1473–1479, 2012.
[7] M. Hayashi, “Information Spectrum Approach to Second-Order Coding
Rate in Channel Coding,” IEEE Transactions on Information Theory,
vol. 55, no. 11, pp. 4947–4966, 2009.
[8] Y. Polyanskiy, H. V. Poor, and S. Verdu´, “Channel Coding Rate in the
Finite Blocklength Regime,” IEEE Transactions on Information Theory,
vol. 56, no. 5, pp. 2307–2359, 2010.
[9] J. Hoydis, R. Couillet, and P. Piantanida, “The Second-Order Coding
Rate of the MIMO Quasi-Static Rayleigh Fading Channel,” IEEE
Transactions on Information Theory, vol. 61, no. 12, pp. 6591–6622,
2015.
[10] P. Kazakopoulos, P. Mertikopoulos, A. L. Moustakas, and G. Caire,
“Living at the Edge: A Large Deviations Approach to the Outage MIMO
Capacity,” IEEE Transactions on Information Theory, vol. 57, no. 4,
pp. 1984–2007, 2011.
[11] F. J. Dyson, “Statistical Theory of the Energy Levels of Complex
Systems. I,” Journal of Mathematical Physics, vol. 3, no. 1, pp. 140–156,
1962.
[12] A. Karadimitrakis, A. L. Moustakas, and P. Vivo, “Outage Capacity for
the Optical MIMO Channel,” IEEE Transactions on Information Theory,
vol. 60, no. 7, pp. 4370–4382, 2014.
[13] R. A. Berry and R. G. Gallager, “Communication Over Fading Channels
with Delay Constraints,” IEEE Transactions on Information Theory,
vol. 48, no. 5, pp. 1135–1149, 2002.
[14] A. L. Moustakas, S. H. Simon, and A. M. Sengupta, “MIMO Capacity
Through Correlated Channels in the Presence of Correlated Interferers
and Noise: A (not so) Large N Analysis,” IEEE Transactions on
Information Theory, vol. 49, no. 10, pp. 2545–2561, 2003.
[15] A. M. Tulino and S. Verdu´, Random Matrix Theory and Wireless
Communications. Now Publishers Inc, 2004, vol. 1.
[16] Y. Altug and A. B. Wagner, “Moderate Deviations in Channel Coding,”
IEEE Transactions on Information Theory, vol. 60, no. 8, pp. 4417–
4426, 2014.
[17] Y. Chen and S. M. Manning, “Some Eigenvalue Distribution Functions
of the Laguerre Ensemble,” J. Phys. A: Math. Gen., vol. 29, pp. 7561–
7579, 1996.
[18] V. A. Marcenko and L. A. Pastur, “Distribution of Eigenvalues
for Some Sets of Random Matrices,” Mathematics of the USSR-
Sbornik, vol. 1, no. 4, p. 457, 1967. [Online]. Available:
http://stacks.iop.org/0025-5734/1/i=4/a=A01
[19] A. Karadimitrakis, A. L. Moustakas, R. Couillet, and L. Sanguinetti,
“The Gallager Bound in Fiber Optical MIMO,” in WSA 2017; Proceed-
ings of 21th International ITG Workshop on Smart Antennas, Berlin,
Mar 2017.
[20] P. J. Forrester, Log-gases and Random Matrices. Princeton, NJ:
Princeton Univ. Press, 2010.
[21] Y. Chen, N. S. Haq, and M. R. McKay, “Random Matrix Models,
Double-Time Painleve Equations, and Wireless Relaying,” J. Math.
Phys., vol. 54, p. 063506, 2013.
[22] C. Berge, Topological Spaces: Including a Treatment of Multi-Valued
Functions, Vector Spaces, and Convexity. Courier Corporation, 1963.
[23] A. Dembo and O. Zeitouni, Large Deviations Techniques and Applica-
tions. Springer Science & Business Media, 2009, vol. 38.
[24] G. B. Arous and A. Guionnet, “Large Deviations for Wigner’s Law
and Voiculescu’s non-Commutative Entropy,” Probability Theory and
Related fields, vol. 108, no. 4, pp. 517–542, 1997.
[25] F. Hiai and D. Petz, “Eigenvalue Density of the Wishart Matrix and
Large Deviations,” Infinite Dimensional Anal. Quantum Prob., vol. 1,
pp. 633–646, 1998.
[26] M. Sion, “On General Minimax Theorems,” Pacific Journal of Mathe-
matics, vol. 8, no. 1, pp. 171–176, 1958.
[27] S. Boyd and L. Vandenberghe, “Convex Optimization”. Cambridge
university press, 2004.
[28] F. G. Tricomi, “Integral Equations”. Courier Corporation, 1957, vol. 5.
Apostolos Karadimitrakis obtained his B.Sc. degree in Physics from
National and Kapodistrian University of Athens (NKUA), an M.Eng in
Electronics and Radio-communications from Department of Physics (NKUA)
in 2008. He worked at the private sector. He is currently pursuing his PhD
degree.
Aris L. Moustakas (SM’04) holds a B.S. degree in physics from Caltech and
M.S. and Ph.D. degrees in theoretical condensed matter physics from Harvard
University, respectively. He joined Bell Labs, Lucent Technologies, NJ in
1998, first in the Physical Sciences Division and then also in the Wireless
Advanced Technology Laboratory. He is currently a faculty member at the
Physics Dept. of the National Kapodistrian University of Athens, Greece.
During 2013-2014 he held a DIGITEO Senior Chair in Orsay, France. Dr.
Moustakas served as Associate Editor for the IEEE TRANSACTIONS ON
INFORMATION THEORY between 2009-2012. His main research interests
lie in the areas of multiple antenna systems and the applications of game
theory and statistical physics to communications and networks.
Romain Couillet received his MSc in Mobile Communications at the Eure-
com Institute and his MSc in Communication Systems in Telecom ParisTech,
France in 2007. From 2007 to 2010, he worked with ST-Ericsson as an
Algorithm Development Engineer on the Long Term Evolution Advanced
project, where he prepared his PhD with Supelec, France, which he graduated
in November 2010. He is currently a full professor in the LSS laboratory
at CentraleSuplec, France. His research topics are in random matrix theory
applied to statistics, machine learning, signal processing, and wireless com-
munications. He is an IEEE Senior Member. In 2015, he received the HDR
title from University ParisSud. He is the recipient of the 2013 CNRS Bronze
Medal in the section ”science of information and its interactions”, of the 2013
IEEE ComSoc Outstanding Young Researcher Award (EMEA Region), of the
2011 EEA/GdR ISIS/GRETSI best PhD thesis award, and of the Valuetools
2008 best student paper award.
