We prove a heavy traffic limit theorem for a non-time homogeneous Markovian many server queue with customer abandonment.
rate µ t . The customers may also abandon the queue after an exponentially distributed time with parameter θ t . The functions λ n t , µ t , and θ t are assumed to be positive locally integrable functions, i.e., t 0 λ n s ds < ∞, t 0 µ s ds < ∞, and t 0 θ s ds < ∞ . The functions K n t are positive, Lebesgue measurable, and locally bounded, i.e., sup s∈[0,t] K n s < ∞. The number of customer present at time 0, the arrival process, the service times, and the abandonment times are mutually independent.
We denote A n t the number of exogenous arrivals by time t. It is a Poisson process of rate λ n t by hypotheses. Customer abandonment will be modelled via independent Poisson processes R n,i , i ∈ N, of rate θ t and customer service times will be modelled via independent Poisson processes B n,i , i ∈ N, of rate µ t . Let Q n 0 denote the initial number of customers. We assume that all these entities are defined on a complete probability space (Ω, F, P) . All stochastic processes are assumed to have trajectories in the associated Skorohod space D(R + , R) of rightcontinuous functions with lefthand limits. We model the evolution of the customer population by the following equation
The third term on the right represents the number of customers who abandoned the queue by time t and the last term represents the number of service completions by time t . Denote
Let F n t denote the completion with respect to P of the σ-algebra generated by Q n 0 , A n s , s ≤ t,, R n,i s , s ≤ t, i ∈ N, and B n,i s , s ≤ t, i ∈ N. The associated filtration is denoted F n = (F n t , t ∈ R + ) . The processes M n,A = (M n,A t , t ∈ R + ), M n,R = (M n,R t , t ∈ R + ), and M n,B = (M n,B t , t ∈ R + ) are F n -locally square integrable martingales with respective predictable quadratic variation processes
In addition, since the processes A n = (A n t , t ∈ R + ), R n,i = (R their mutual characteristics are equal to zero: 
where (q t ) is the solution of the integral equation
Proof. We first note that the integral equation for (q t ) has a unique solution which follows by the fact that the infinitesimal drift coefficients are Lipshitz continuous. By (2.1), (2.2a), (2.2b), and (2.2c),
We prove that
for i = A, R, B, where T > 0 and δ > 0 are otherwise arbitrary. The Lenglart-Rebolledo inequality, Liptser and Shiryayev [2] , implies that it suffices to prove that
The validity of (2.7) for i = A and i = B follows by (2.3a) and (2.3c), respectively, and the hypotheses that t 0 λ n s /n − λ ds → 0 and that lim sup n→∞ sup s∈[0,t] K n s /n < ∞ . In order to establish (2.7) for i = R, we note that by (2.1) Q n t /n ≤ Q n 0 /n + A n t /n. Since the latter quantity converges in probability to q 0 + t 0 λ s ds as n → ∞, it follows that lim sup n→∞ P(Q n t /n > q 0 + t 0 λ s ds + 1) = 0, so (2.7) for i = B is a consequence of (2.3b) . The limits in (2.6) have been proved. By (2.5) and the equation for (q t ) in the statement of the theorem
By (2.6) and the hypotheses, the righthand side tends in probability to zero as n → ∞. (Note that the convergence t 0 λ n s /n ds → t 0 λ s ds is uniform on bounded intervals under the hypotheses.)
Corollary 2.1. Under the hypotheses of Theorem 2.1, the processes M n,A / √ n, M n,R / √ n, and
, and M B = (M B t , t ∈ R + ), defined as follows:
where
, and W B = (W B t , t ∈ R + ) are independent standard Wiener processes.
Proof. The processes M n,A / √ n, M n,R / √ n, and M n,B / √ n are F n -locally square integrable martingales. By (2.3a), (2.3b), (2.3c), and (2.4) they are mutually orthogonal and their respective predictable quadratic variation processes are given by
By Theorem 2.1, the processes on the right converge in probability to the functions Introduce √ n K n t /n − k t → γ t as n → ∞ uniformly on bounded intervals, where (k t ) is a positive locally bounded Lebesgue measurable function and (γ t ) is a locally bounded Lebesgue measurable function, and that X n 0 tends in distribution to a random variable X 0 as n → ∞ . Then the process X n = (X n t , t ∈ R + ) converges in distribution in D(R + , R) to the process X = (X t , t ∈ R + ) that is the solution of the equation
where W = (W t , t ∈ R + ) is a standard Wiener process.
Proof. The equation for X has a unique strong solution by the infinitesimal drift coefficients being Lipshitz continuous. Denote γ n t = √ n(K n t /n − k t ) . By (2.5), (2.8), and the equation for (q t ) in the statement of Theorem 2.1 we can write
Hence,
Gronwall's inequality, the hypotheses of Theorem 2.2, and Corollary 2.1 imply that for T > 0
Also, for s ≤ t, 
We conclude that the sequence X n is C-tight, i.e., it is tight for convergence in distribution in D(R + , R) and all its accumulation points are continuous-path processes. LetX be such a subsequential limit. On noting that if a sequence of functions (x n t ) converges for the Skorohod topology to a continuous function (x t ), then
, and on recalling Corollary 2.1, we conclude from (2.9) thatX must satisfy the equatioñ
whereW is a standard Wiener process. Since the latter equation has a unique strong solution,X coincides in law with X.
Remark 2.1. One can allow θ t and µ t also depend on n. It is then necessary to require in Theorems 2.1 and 2.2 that the (θ n t ) and (µ n t ) converge to (θ t ) and (µ t ), respectively, uniformly on bounded intervals.
Stationary distributions
In this section we assume constant arrival, service and abandonment rates, i.e., λ n t = λ n , λ t = λ, θ t = θ, µ t = µ, and α t = α . The number of servers K n t is also assumed to be constant which we take as n, so k t = 1. Accordingly, γ t = 0. The equations for the fluid and diffusion approximation are as follows:
1)
We first investigate stationary solutions for (q t ). Proof. Suppose that λ > µ . Then
The existence of a unique stationary distribution for X n and convergence to it from any initial condition is standard. We now consider X. It follows by Lemma 3.1 that if either λ < µ or λ = µ and q 0 < 1, then there exists t 0 such that q t < 1 for all t ≥ t 0 so that
The second term on the right is a zero-mean Gaussian random variable with variance e −2µ(t−t 0 ) t t 0 e 2µ(s−t 0 ) (λ + µq s ) ds . Since q t → λ/µ, we obtain that this variance converges to λ/µ as t → ∞ . We have thus proved that X t converges in distribution in R as t → ∞ to a Gaussian random variable with mean α/µ and variance λ/µ .
If either λ > µ or λ = µ and q 0 > 1, then a similar argument shows that X t converges in distribution as t → ∞ to a Gaussian random variable with mean α/θ and variance λ/θ . If λ = µ and q 0 = 1, then
This process is known to have the invariant density C exp( x 0 (α − θy + + µ (−y) + ) dy/µ) , where C is the normalization constant.
We arrive at the following theorem.
Theorem 3.1. Suppose that √ n(λ n /n − λ) → α as n → ∞. If either λ < µ or λ = µ and q 0 < 1, then the stationary distributions of the processes X n converge weakly to a Gaussian law with mean α/µ and variance λ/µ. If either λ > µ or λ = µ and q 0 > 1, then the stationary distributions of the processes X n converge weakly to a Gaussian law with mean α/θ and variance λ/θ. If λ = µ and q 0 = 1, then the stationary distributions of the processes X n converge weakly to a probability law with density C exp((α/µ)x) exp(−(θ/µ)x 2 /2) 1 {x≥0} + exp(−x 2 /2) 1 {x<0} .
Proof. We only need to check tightness of the sequence of the stationary distributions of the X n , see, e.g., Liptser and Shiryayev [2] , Puhalskii [5] and references therein. Denote α n = √ n(λ n /n−λ) . Let, for c > 0, τ n c = inf{t : |X n t | > c} . It is an F n -stopping time. Since |X n t− | ≤ c for t ≤ τ n c , the processes t∧τ n
