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Abstract
Humans can learn a variety of concepts and skills incrementally over the course
of their lives while exhibiting many desirable properties, such as continual learn-
ing without forgetting, forward transfer and backward transfer of knowledge, and
non-confusion. Several lines of research, such as lifelong learning, currently exist
to capture these properties in machine learning. However, previous approaches to
lifelong machine learning can only demonstrate subsets of these properties, often
by combining different complex mechanisms. In this work, we propose a sim-
ple yet powerful unified framework that supports all of these properties through
one central weight consolidation mechanism. Our framework also allows for ap-
proaching other machine learning settings in a unified way. These additional set-
tings include multi-task learning, curriculum learning, few-shot learning, and so
on. Last, we draw connections between many peculiarities of human learning
(such as memory loss and “rain man”) and our framework. While we do not aim
for state-of-the-art results, this framework provides a novel perspective on existing
work and proposes many new research directions.
Keywords Lifelong learning ·Multi-task learning · Human-inspired learning ·Weight consolidation
· Neural networks
1 Introduction
The past decade has seen significant growth in the capabilities of artificial intelligence. Deep learn-
ing in particular has found applications in medical diagnostics [1], convincing text generation [2],
difficult games [3], and even farming [4]. However, existing techniques may be inappropriate in ap-
plications which require certain human learning skills such as learning from few samples, leverage
previous experiences to better understand new ones (and vice versa), and learn many tasks sequen-
Preprint. Under review.
ar
X
iv
:1
91
1.
09
70
4v
3 
 [c
s.L
G]
  9
 Ju
n 2
02
0
tially without forgetting previous ones. The reason that existing techniques, primarily utilizing neu-
ral networks, are still ineffective in such scenarios is primarily due to a lack of knowledge transfer
[5, 6] and an effect known as catastrophic forgetting [7], whereby newly learned skills degrade and
overwrite previously learned ones.
Several lines of research in machine learning now exist to overcome these weaknesses. Multi-task
learning [8] considers how to learn multiple tasks at the same time such that they help each other
to be learned better. The related field of transfer learning [6] assumes that some tasks have been
previously learned and we would like to transfer their knowledge to assist learning new tasks. Few-
shot learning [9] aims to learn tasks with high sample efficiency. Lifelong learning [10, 11] (LLL –
also known as continual [12] or sequential learning [13]) considers how to learn and transfer skills
across arbitrarily long sequences of tasks, where only the data for one task at a time is usually
available. These learning paradigms often have overlaps in their settings and scopes, but to our
knowledge have not been approached in a unified way.
Existing lifelong learning (LLL) techniques tend to use one or more of three types of mechanisms to
avoid catastrophic forgetting, each of which comes with their own drawbacks and hurdles [14]. The
first is replay, where information of previous task data distributions is stored and used for training
alongside new tasks [15–18]. The second mechanism type is regularization, which aims to directly
restrict the updating of model weights so as to preserve information important to previous tasks
[19–24]. The third mechanism type is dynamic architecture (which may also fall under the category
of parameter isolation methods), where only newly added weights can be tuned for a new task (or
weights are masked during training to achieve a similar effect) [25–30]. However, these previous
methods often only demonstrate subsets of LLL properties (such as non-forgetting, forward- and
backward transfer) by using different complex approaches (see Sec. 2.3 for more discussion).
In this paper, we propose a unified framework with one central mechanism. A high-level overview
of the framework is depicted in Figure 1. We demonstrate its unified characteristic by discussing
how it can illustrate many desirable LLL properties such as non-forgetting, forward and backward
transfer, and graceful forgetting (Sec. 3). Second, we demonstrate its additional unified characteris-
tic of being applicable to many learning settings such as LLL, multi-task learning, transfer learning,
and curriculum learning (Sec. 4). We also propose many potential new research topics under our
framework.
In addition, we are able to demonstrate many peculiarities seen in human learning, such as memory
loss and “rain man”, under our proposed framework (Sec. 5). This may shed new light on studying
human learning from machine learning perspectives.
This paper may also serve as a survey for LLL and multi-task learning. Previous survey papers
on these topics have been published. For example, [12] extensively discusses both existing and
emerging techniques for lifelong machine learning, draw connections and motivation from biolog-
ical learning, and survey additional learning settings. In contrast, our paper discusses these topics
from a unique and consistent perspective: that of being connected to a single learning mechanism.
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Figure 1: An overview of our unified framework: by combining a central consolidation mecha-
nism with additional tools, we are able to exhibit many lifelong learning properties and demonstrate
close connections with other machine learning settings. The set of desirable LLL properties in (a)
is discussed in Sec. 2.2. A description of the consolidation mechanism and its combination with
the additional mechanisms shown in (b) is discussed in Sec. 3. We similarly mark usage of the
consolidation mechanism in our algorithms with a  . The learning settings listed in (c) where our
framework can be applied is discussed in Sec. 4. The connection between our framework and human
learning in particular is expanded upon in Sec. 5.
In [14], the authors propose a framework for striking a balance between stability and plasticity to
optimize non-forgetting and new task learning in fixed-size networks for LLL. However, the frame-
work we propose can be used to demonstrate a wider array of LLL properties and applies to a variety
of learning settings in a unified way.
This survey and conceptual framework paper is different from most deep learning papers that aim to
achieve state-of-the-art results. Instead, our paper shows the generality of a new framework that can
exhibit many properties, apply to many machine learning settings, and encompass previous works.
In our discussions, we identify many directions to accompany previous and future research. We
hope it inspires more researchers to engage in the various topics.
2 Lifelong Learning and its Properties
In this section we will first describe our lifelong learning (LLL) setting and its relation to other
learning settings. We will then discuss a broad set of important LLL properties.
2.1 Lifelong Learning Setting
In our lifelong setting, we mainly consider the task-incremental classification setting, where batches
of data for new unseen tasks arrive sequentially and the boundary between tasks is known. That is,
a sequence of (T1, D1), (T2, D2), ... are given, where Di is the training data of task Ti (from the
space of tasks T ), and an individual task consists of a set of classes to be recognized. More detailed
definitions of task-incremental and additional lifelong learning settings can be found in [31].
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Our LLL setting can be easily extended to other learning settings such as multi-task learning where
all Ti and Di are given at the same time (also see Sec. 4.1 and 3.5). It can also be extended to
meta-learning (Sec. 3.3 and 3.4) where the knowledge learned for Ti only provides a starting point
to learn Tj more effectively. Additionally, it can be extended to curriculum learning (Sec. 4.1) where
Ti are able to be ordered from “simple” to “complex” based on a given difficulty metric.
2.2 Lifelong Learning Properties
Here we discuss at a high level several properties a LLL approach would ideally exhibit.
Continual learning and testing: Before starting to learn a new task Tj , a LLL approach should be
able to perform well on all Ti<j . While learning the new task Tj , LLL should only use data Dj .
This is a startling contrast with the standard multi-task (batch) learning where data of all tasks are
used for training at the same time. This ensures that the model will be consistently useful when
continually learning tasks with high computational and data efficiency. See Sec. 3.2 for details.
Non-forgetting: This is the ability to avoid catastrophic forgetting [13], where learning Tj causes
a dramatic loss in performance on one or more Ti<j . Ideally, learning Tj using only the data of Tj
would not affect Ti<j . Due to the tendency towards catastrophic forgetting, non-lifelong learning
approaches would require retraining on data for all tasks together to avoid forgetting. This may
reduce computational and data efficiency. A property opposite to non-forgetting is graceful forget-
ting [32], as often seen in humans. Learning new tasks may require additional model capacity, and
when this is not possible, the model can perform graceful forgetting of unimportant tasks to free up
capacity for new tasks. See Sec. 3.3 and 3.8 for details.
Forward transfer: This is the ability to learn new tasks, T≥i, easier and better following earlier
learned tasks T<i, also known as knowledge transfer [6]. Achieving sufficient forward transfer
opens the door to few-shot learning of later tasks. See Sec. 3.4 and 4.2 for details.
Backward transfer: This is knowledge transfer from T≥i to T<i – the opposite direction as forward
transfer. When learning new tasks Tj they may in turn help to improve the performance of Ti<j .
This is like an “overall review” before a final exam after materials of all chapters have been taught
and learned. Later materials can often help better understand earlier materials. See Sec. 3.5 for
details.
Adapting to concept drift: This is the ability to continually perform well at a given task Ti in the
case where the environment changes over time, provided that data reflecting the changing environ-
ment become available. If new data for Ti is made available at different times, a LLL model should
be able to use this new data to update its knowledge of Ti. This process should only use the data of
Ti to update the model while not forgetting other learned tasks. See Sec. 3.6 for details.
Non-confusion: Machine learning algorithms often find minimally discriminating features for ro-
bust classification. Thus, when more tasks emerge for learning in our LLL setting, earlier learned
features may not be sufficient, leading to confusion between classes. For example, after learning to
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distinguish between images of “1” and “0” as T1 and T2, the learned model may identify straight
stroke for class “1” and curved stroke for “0”. But when learning “I” and “O” as T10 and T11 for
example, the model may rely only on the presence of a straight stroke again, leading to confusion
between T1 and T10 (“1” and “I”) and similarly between T2 and T11 (“0” and “O”) when the model
is finally tested. In humans, this type of confusion may happen when meeting new friends. If the
first two friends are visually distinct (such as very tall vs. very short) we can rely on this feature
to tell them apart. However, if more friends are coming and they are similar to the old friends
(such as identical twins for examples), we must find finer details to reduce confusion, or to uniquely
distinguish them. See Sec. 3.7 for details.
Human-like learning: As a new type of evaluation criteria for LLL, we can consider how well
an approach is predictive of human learning behaviour. If a LLL approach or framework is also
able to provide explanatory power and match peculiarities of human learning (such as confusion or
knowledge transfer in certain scenarios), it would have value in fields outside of machine learning.
We discuss such connections between our framework and human learning in Section 5.
2.3 Comparison of Different LLL Approaches
The mechanisms used to perform LLL tend to fall into three categories and often only demonstrate
subsets of LLL properties previously discussed. This is reflected in Table 1, where we compare
previous LLL approaches based on the three common mechanisms with our unified LLL framework.
Property Replay-based Regularization-based Dynamic architecture-based Our framework Human learning
Continual learning and testing good good good good good
Non-forgetting good poor/okay good good good
Forward transfer okay/good okay/good good good good
Backward transfer good poor poor/okay good good
Adapting to concept drift good poor poor/okay good good
Non-confusion good poor poor good good
Human-like learning poor poor/okay poor good good
Table 1: A rough assessment of the skills exhibited by the different main types of LLL mechanisms
(replay, regularization, and dynamic architectures), as well as our new conceptual framework and
human learning. Where multiple value are given, the performance is mostly approach-specific. For
our framework, “good” means expected to be good, or conceptually designed to be good. Future
research is required to demonstrate true performance. With regard to the performance of human
learning, in Sec. 5 we discuss how not all people may display these properties all the time.
The first mechanism, replay, commonly works by storing previous task data and training on it along-
side new task data [15–18]. As a result of its data and computation inefficiency, we consider it
generally not to be very a human-like learning mechanism. In our framework, we discuss particular
cases where it is useful to combine replay with our central mechanism (Sec. 3.5, 3.7, 3.8)
The second mechanism is regularization. This mechanism works by restricting weight changes
(making them less “flexible”) via a loss function so that learning new tasks does not significantly
affect previous task performance [19–24]. We use this mechanism as the basis for our unified frame-
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work. However, instead of simply controlling weight flexibility to retain previous task performance,
we leverage it to also encourage forward and backward transfer (Sec. 3.4 and 3.5), adapt to concept
drift (Sec. 3.6), reduce confusion (Sec.3.7), and perform graceful forgetting (Sec. 3.8).
The third mechanism, dynamic architecture, commonly works by adding new weights for each task
and only allowing those to be tuned [25–27]. While this mechanism is necessary for LLL of an
arbitrarily long sequence of tasks (any fixed-size network will eventually reach maximum capacity),
it should be used sparingly to avoid unnecessary computational costs. In Sections 3.2, 3.4, 3.6, and
3.7, we describe how dynamic architectures can be efficiently utilized to help achieve many LLL
properties by combining it with our central mechanism.
3 A Unified Framework for Lifelong Learning
In this section we describe how our unified framework works. We start by introducing the central
mechanism and in the rest of the section, discuss how to use the central mechanism and combine it
with additional mechanisms to achieve the several desirable LLL properties described in Sec. 2.2.
In the pseudo-codes provided, the lines where the central mechanism is applied is marked by a  .
While not restricted to a particular neural network type, we primarily consider our framework as
applied to deep neural networks, which have become popular in recent years, and are an attractive
type of machine learning model due to their ability to automatically learn abstract features from
data.
3.1 A Central Consolidation Mechanism
We propose a lifelong learning framework which situates a consolidation policy as the central mech-
anism. The consolidation policy works through a single dynamic hyperparameter, b, which sepa-
rately controls the flexibility of all network weights. Depending on the specific b-setting policy used
during training, several desirable learning properties can be achieved. While the individual weights
of the network are learned via back-propagation, b is set by a consolidation policy.
The central consolidation mechanism ultimately works through dynamically modifying the loss
function. To describe more precisely, we will deviate a little from the notation used in [19], which
introduced the Elastic Weight Consolidation LLL approach. If each network weight, θi, is associ-
ated with a consolidation value of bi, the loss for the new task by itself, Lt, is combined with weight
consolidation as follows:
L(θ) = Lt(θ) +
∑
i
bi(θ
t
i − θtargeti )2 (1)
Here, θtargeti is the consolidation target value for a weight. This can be either its value before
training of the new task, or zero, in the case where we explicitly want to prevent certain weights
from being used. θti is the weight value being updated during training on task t. The loss now had
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the following behaviour: a large bi value indicates that changing weight θi away from θ
target
i is
strongly penalized during training. When a set of weights have large corresponding b values, we
will often refer to them as “frozen”. In contrast, value of bi = 0 indicates that the weight is free to
change. We refer to these weights as “unfrozen”. If bi is arbitrarily large, we can consider θi to be
masked during backpropagation and completely prevented from changing to improve efficiency.
3.2 Continual Learning of New Tasks
In both lifelong and human learning, we desire to learn new tasks after learning previous tasks. In
humans, this is enabled by the ability to continually grow new connections between neurons and
remove old connections. When this ability is compromised, so is our ability to learn new things.
Similarly, in our conceptual framework we consider learning new tasks with the help of network
expansion and pruning.
The pseudo-code in Algorithm 1 describes how to learn a new task, Tk, in a deep neural network
in our conceptual framework after previous tasks T1, ...Tk−1 have been learned. The role of the
consolidation policy in this algorithm (and all others in this paper), as marked by , is to ensure that
newly added weights have the proper flexibility and that previous task weights will be inflexible, to
prevent forgetting (Sec. 3.3).
Algorithm 1: Continual Learning of New Tasks ( indicates consolidation policy)
// Given that tasks T1, ..., Tk−1 have been learned
1 Recruit N free units for Tk // N can be the rest of all available units, or
determined by the task difficulty and similarity between new and
previous tasks. See Sec. 3.2, 3.4
2  Initialize weights from earlier units to new units // see green links in Fig. 2 and
relating to forward transfer, see Sec. 3.4
3  Initialize weights for the new units // see blue links in Fig. 2
4  Set consolidation values for non-forgetting of previous tasks // see red links in Fig. 2.
For non-forgetting, see Sec. 3.3
5 Train the new task Tk to minimize Eq. 1 // only on the data of new task Tk
6  Optionally prune the network for Tk // prune to free units for future tasks and
graceful forgetting (Sec. 3.8).
This is a very general, high-level framework, and in subsequent sections, many of the steps in
Algorithm 1 will be explained and expanded upon. On the topic of network expansion and pruning,
a lot of previous work has been done and more future research is possible:
1. Network expansion is utilized by many lifelong learning approaches to accommodate the
learning of tasks with very little to no forgetting [25–27]. This mechanism allows new tasks
to be trained on additional network capacity and can remove the possibility of forgetting by
isolating weights associated with existing tasks and entirely preventing their change (thus
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1Train task 1
previous task weights
(Generally with large consolidation 
values in b for all weights)
added capacity for new task
(Generally with small or 0 
consolidation values in b for all 
weights)
transfer weights to new nodes
(consolidation values in b depending 
on task similarity)
Train task 3
(a) (c)
1 2
Train task 2
(b)
1 2 3
Consolidation values during 
new task learning
Figure 2: Network expansion and consolidation in our LLL framework. In step (a), task 1 is being
trained. In step (b) task 2 is being learned without forgetting of task 1. In (c), task 3 is learned
without forgetting of the previous tasks. Note that links represent the weights between groups of
nodes and missing links indicate disconnected nodes (weights frozen with value of zero).
they may be seen as similar to prior-based regularization approaches with certain bi values
set arbitrarily high).
2. Determining precisely how and by how much to expand a network is a difficult problem.
For network expansion, several potential solutions which strike various balances between
computational and memory efficiency and performance are as follows:
(a) Do not add any new nodes and always tune the whole network on each new task [33].
(b) Add a constant number of new nodes per task [25].
(c) Estimate the required additional size [34]. Complex tasks (according to some metric)
will likely require greater capacity. If we identify the new task as being similar to
previous ones, it may require fewer additional nodes to be added, helping avoid an
expensive expansion, compression, or fine-tuning process [26, 35]. See Section 3.4
for more details.
(d) Utilize a fixed-size network, where weights for previous tasks are masked during train-
ing of a new task, preventing their change [28–30].
(e) Consider how much change individual nodes undergo and duplicate them when the
change to accommodate a new task would cause forgetting in a previous task [26].
(f) Extend the network with an arbitrary computational graph. While most works consider
extending individual layers of the existing architecture [25, 26, 35], this is not strictly
necessary. While easier tasks may be solved with fewer layers, more difficult ones may
require additional depth, which is not considered by previous dynamic architecture
approaches.
3. In the case of dynamic architectures, the expanded model size also increases computation
costs. To accommodate new task learning, pruning of weights or nodes used by previous
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tasks may also be performed [36]. Related research directions and interesting ideas related
to this are as follows:
(a) Recent interesting work on the “lottery ticket hypothesis” [37] demonstrates that
sparse sub-network can be found which retains (and sometimes even improves) task
performance after a high degree of pruning.
(b) In our lifelong learning framework, network pruning (at the node instead of weight
level) also means more free units can be allocated for the future tasks. The authors of
[36] emphasize the importance of differentiating between weight and node pruning,
and show that by pruning at the node instead of weight level [26], non-forgetting and
efficiency can be further improved.
(c) Several varied approaches for pruning include pruning by magnitude [38, 39, 37],
pruning the network while training [40, 41], and pruning weights by second-order
derivative [42].
4. Multiple steps of network expansion may be used to learn a task in stages. In each stage, a
fixed network capacity may be recruited and trained. The still incorrectly classified samples
may be trained with the expanded network at the next stage. This idea is shown in Figure 3.
The segmentation of samples learned in stages may correspond to different difficulty levels
of the data. In [43] the authors demonstrated that deep neural network can perfectly fit to
random labels or random pixels given enough training time, but tend to fit to less random
data earlier. In our framework, the easiest and “clean” samples would be learned at earlier
stages, and more difficult samples would be learned in later training stages. It would be
very interesting future research to show this effect in our framework.
5. It would additionally be interesting to understand how our dynamic expanding models with
various consolidation policies (to be discussed in this section) can be implemented effi-
ciently. As training is applied on a set of one task at a time, and forward- and backward
transfer may help reduce training, it would be interesting to see if this LLL framework can
actually be computationally effective. Note that this would not be simply measured by the
GPU time when the LLL framework is implemented. We need to measure the “energy”
used, to be more comparable to the amount of human brain power needed in similar life-
long learning. See Sec. 5 for discussion on similarities between our framework and human
learning.
3.3 Non-Forgetting
Maintaining performance on previous tasks while learning new tasks is the primary difficulty life-
long learning approaches aim to combat. In our framework, we can design consolidation policies to
make sure previous tasks will not be forgotten while the new task is learned with the data for the new
task only. An intuitive way to prevent forgetting is by using a larger b value for weights which most
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trained on 
difficult samples
trained on most 
difficult samples
Figure 3: A visualization of multi-stage training of a single task. Samples that have thus far not
been learned are used to train a constant number of new nodes, repeated until some criteria is met.
Dashed red links are frozen while blue are free to be tuned
influence the loss of a trained model [19]. Our framework is able to reflect this in the consolidation
policy, as well as more complex policies.
Prior-focused regularization-based LLL methods (using the terminology of [14]) generally work by
estimating the importance of individual weights and proportionally penalizing their change during
training of new tasks [19–22]. By preventing already important weights from changing to accommo-
date new tasks (i.e. consolidating weights), catastrophic forgetting can be reduced. The influential
Elastic Weight Consolidation (EWC) [19] approach estimates the importance of weights using the
diagonal of the Fisher information matrix, which measures the second derivative of the loss with re-
spect to each weight. Intuitively, changing important weights by a given amount will cause a sharper
loss increase than changing an unimportant weight.
Pseudo-code reflecting how a consolidation policy can simply be used in our framework is given
in Algorithm 2. The role of the consolidation policy here, similar to in Algorithm 1, is to prevent
weights for previous tasks from being changed, but allowing the new task weights to change.
Algorithm 2: Non-forgetting
// We need to learn a new task Tk by using data for only Tk, without
forgetting T1...Tk−1
1  Unfreeze only units for Tk // blue and green links in Fig. 2 with b set to small
values
2  Freeze all weights for Tasks {T1...Tk−1} // red links in Fig. 2, with b set to
large values
3 Train the new task Tk to minimize Eq. 1
The possible space of such consolidation policies is wide-ranging. In reference to existing work,
examples of consolidation policies for non-forgetting with varying levels of effectiveness are given
below, along with possible research directions.
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1. When training only new tasks with regular SGD, no consolidation is used, reflecting b = 0.
But this causes previous tasks be forgotten, requiring retraining to maintain performance.
This is exactly what LLL strives to prevent.
2. In EWC [19], the consolidation policy computes b with the Fisher information matrix, as
previously mentioned.
3. In Progressive Networks [25], where the network is extended for each task and previous
task weights are masked during training, we can consider the policy to place infinite con-
solidation weight on the old part of the network, and zero on all new weights.
4. The consolidation policy can be learned, instead of manually engineered as in the previous
examples. That is, instead of defining a fixed algorithm which computes the importance
of weights, we can learn how to compute importance. This idea is considered in meta-
continual learning [44]. In this work, one network learns to predict the consolidation policy
of another network.
5. In data-focused regularization methods, a distillation loss is often employed. This loss en-
sures that outputs corresponding to previous tasks do not change (not necessarily evaluated
with corresponding previous tasks’ data) [23, 24].
6. It would be an interesting future research to derive a theoretical bound on the forgetting
effect on the previous tasks given b.
3.4 Forward Transfer
While Section 3.3 ensures previous tasks will not be forgotten during learning the new task, the
previous tasks do not “help” learning the new task, a concept prominent in multi-task and transfer
learning [6, 45], and appears in LLL as “forward transfer”. However, the question of how to utilize
the previous task skills to accelerate new learning is a difficult and ongoing research question. In
this conceptual framework discussion, we refer to the function estimating how much one task can
be expected to help learn another as simply “similarity”, sim : T × T −→ [−1, 1]. This function
is not necessarily commutative (i.e. sim(Ti, Tj) 6≡ sim(Tj , Ti)1). If a new task is very similar (or
identical in the extreme case) according to some metric such as visual similarity, (sim ≈ 1) then the
new task can be learned with no or little training data (few-shot learning). In other cases, previous
tasks may actually impair the new task learning (sim < 0).
As summarized in Algorithm 3, positive forward transfer in our framework may be achieved through
initialization of the weights for current task based on its similarity with previous tasks. For example,
when initializing the output-layer weights for a new task, if the new task Tk is identical to a previous
task Tj , then we can initialize the weights of Tk to reflect the values of those for Tj , requiring no
or few new units for Tk. This idea is conceptually similar to that used by GO-MTL [46] and ELLA
[47], where knowledge is selectively shared between related tasks. The role of the consolidation
1For example, consider the case where one task is actually a subset of another. Here, the more general task
will be more helpful for the smaller task.
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policy, discussed later in this subsection, is to further allow positive transference and limit negative
transference by controlling flexibility of weights between tasks (green links in Fig. 2).
Algorithm 3: Forward Transfer
// Assume T1, ..., Tk−1 have been learned, and we need to “transfer” their
knowledge while learning the new task Tk
1 s = (sim(T1, Tk), ..., sim(Tk−1, Tk))
2  Initialize weights for Tk based on s // as weight initialization, see Fig. 4
3  Set values of b for Tk’s links based on s
4 Train the new task to minimize Eq. 1
New task is identical 
to first task
(a) (b)
1 2
New task is similar 
to first task
1 2
(c)
New task is very 
different from first task
1 2
Figure 4: Weight initialization for different forward transfer cases. Green weights indicate the the
weights are initialized to reflect those of the red weights with large values in b. Blue weights are
randomly initialized and have small values in b. The width of the hidden layers reflect the relative
number of nodes. In (a) is a special case where T2 is identical to T1 so no free units are needed,
and weights can be “copied”. In (b) is a case where T2 is similar to T1 in terms of training data or
domain knowledge needed, so that a smaller number of free nodes are needed and weights of T2
could be partially copied from T1. In (c) is when negative transfer from T1 to T2 may happen or
when tasks are unrelated.
Ideas for research with respect to forward transfer in our framework include the following:
1. After initializing the new weights for the new task, we can consider taking a further step in
avoiding negative forward transference with proper consolidation (line 3 of Algorithm 3).
thus identifying when and how negative transfer would occur from a previous task to a new
one is an interesting existing research problem [48].
2. How to initialize the new weights for a task given similarity to other tasks is an important
problem related to meta-learning. As already mentioned, if a task is identical to a previous
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one, weights may be copied, however, if the new task is otherwise “correlated” with a
previous task (for example, task 1 predicts how much an animal weights and task 2 predicts
how portable animals are as pets), there may also be a way to efficiently utilize the previous
task weights. This would allow minimizing network size for a given desired performance
level by avoiding parameter redundancy in an efficient manner (in contrast to the prune-
and-retrain technique [26, 35]).
3. When a new task is sufficiently similar to a previously learned task, it is natural to consider
how few examples are required to learn the new task well, taking us into the regime of
few-shot learning [9], an extremely important research direction which we also touch on in
Section 4.1.
4. Lottery tickets (LTs) have been show to generalize well to new tasks [49]. This suggests
that one potential way of achieving forward transfer in a meta-learning fashion via weight
initialization is with reusing the LT identified for a previous task. Although obtaining the
LT for a task may be expensive, the time saved in training later tasks may result in an
overall benefit. This idea of meta-learning by copying useful neural structures and weight
initialization to accelerate adapting to new functions is also hypothesized to occur during
evolution of biological brains [50]. This would be a fascinating future research topic.
5. This conceptual framework may provide an additional perspective on multi-task reinforce-
ment learning (RL) [51, 52, 25]. While RL in a LLL setting with dynamic architectures
has been considered before [25], our framework adds the additional concept of maximizing
positive transfer and avoiding negative transfer between tasks [52], increasing the chances
of successful few-shot learning.
6. A perspective on Federated Learning [53] is also provided by this framework when multiple
new tasks are trained remotely and later their weights are forward-transferred to new tasks.
For example, when a new device begins training on a task with its private data, the weights
of previously trained devices can be “forward-transferred”, without revealing the private
data. Future research can be conducted to see how our framework be utilized in federated
learning.
3.5 Backward Transfer and Overall Refinement
In Section 3.4 we discussed forward transfer where previous tasks help to learn the new task. Can
the new tasks similarly help to improve performance on previous tasks to achieve positive backward
transfer? If samples are available for previous tasks, our framework may be able to achieve such
backward transfer as well as overall refinement (including forward transfer and resolving remaining
confusion) by unfreezing the entire network before tuning on all tasks (as in Figure 5) with stored
samples (also called “rehearsal”). The corresponding pseudo-code for this concept is in Algorithm 4.
The consolidation policy in this algorithm simply unfreezes the entire network to allow for tuning,
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however, more complex policies could be used (as mentioned later in this subsection and earlier in
Section 3.4).
Algorithm 4: Overall Refinement (same as Batch Learning)
// Some data for tasks T1, ...Tk is needed here
1  Unfreeze the whole network with all connections
2 Train all tasks to minimize Eq. 1
Rehearsal is one of the earliest strategies employed to combat catastrophic forgetting [54]. In human
learning, these approaches are analogous to periodically reviewing previously learned material or
mixing in old facts with new ones. These methods store some subset of data for each task and use
them during training of new tasks [15–18]. Pseudo-rehearsal approaches, instead of storing samples,
aim to maintain generator capable of producing novel samples from previous task distributions [55,
56].
Overall refinement after 
learning task 3
1 2 3
Figure 5: Consolidation of weights during overall refinement. All weights now have small cor-
responding values in b and are able to be tuned together, including the now-initialized backward
transfer weights (dashed dark blue links). This process is essentially the same as normal batch
learning where data from all tasks is used, but with continual learning to “set” the initial weights.
Since forward transfer has already been taken advantage of (Alg. 3) and each task has been trained
separately, this process would require little time.
The process described in Algorithm 4 is similar to the more resource-intensive batch multi-task
learning setting, where we assume that we can train on all tasks at once. However, in our LLL
setting, if this process is only done infrequently after already taking care to achieve forward transfer
and confusion reduction separately and more efficiently, the benefits of overall rehearsal can be
obtained while minimizing the associated costs.
Research directions to further develop these ideas include:
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1. It would be interesting to investigate whether the performance on earlier tasks (T1, ...Tk−1),
in terms of predictive accuracy, can actually be improved with backward transfer. This skill
appears to be one of the more difficult ones to exhibit [57, 58].
2. It would be valuable to demonstrate, theoretically or empirically, that by learning with
forward transfer, confusion reduction, and backward transfer, that we indeed reduce total
computation and data costs compared to standard multi-task learning approaches.
3. It would also be interesting to see if we can try take advantage of possible forward transfer
and avoid negative transfer during overall refinement using ideas from Section 3.4, instead
of completely unfreezing the entire network.
3.6 Adapting to Concept Drift
In the real world, the knowledge required for a single task, such as recognizing a house, may change
over time (“concept drift”). For example, when you are young, you learn to recognize the houses
around you. However, upon travelling to another country or geographic region, houses may be made
of different materials, be different sizes, or have other design differences. Humans can easily use
these new experiences to update their understanding of what a house is. Similarly, we can consider
a LLL scenario where data for tasks may not arrive in such a clearly segmented order as described
in Section 2.1 and where the input distribution may also change over time. Performing LLL where
a possibly indefinite set of tasks is learned in a non-segmented way and in a non-stationary en-
vironment poses difficulties for existing LLL approaches however. Many approaches are unable to
update previous task skills based on new data without causing forgetting in other tasks [25]. Existing
research into this problem includes [59].
In our conceptual framework, if new samples for an already-learned task arrive we can compute the
consolidation values and resume training of the weights for Tk with the new data. If the existing
architecture is not sufficient to adapt to the new data, free units can also be recruited (similar to
Fig. 3). This idea is shown in Algorithm 5. The role of the consolidation policy in this algorithm is
to ensure that only the weights for Tk are modified during this training.
As a direction for future work, we can consider how the weights for a task should be updated as
the amount of concept drift increases [60]. In the case of small changes, we can unfreeze only the
output-layer weights for Tk, but where concept drift is larger, we can perform greater unfreezing of
earlier layers as well (see Sec. 4.6 for more on this idea). Additionally, perhaps in this case we can
also re-evaluate task similarities to better make use of new transfer opportunities as tasks evolve.
3.7 Non-Confusion
In “single-head” evaluation (in contrast to the easier “multi-head” evaluation [21]), if all classes are
sufficiently different, the network may perform well when being tested on all classes together. When
individual classes across different tasks share similarities however, confusion may occur between
these similar classes. For example, learning to classify images of “1” as the first task, “0” as the
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Algorithm 5: Adapting to Concept Drift
// Assume new data is available for a previous task Tk
1  Unfreeze units for Tk // can unfreeze a greater number of layers starting from
output, based on degree of concept shift
2  Freeze units for all other tasks
3 Train task Tk to minimize Eq. 1 using new data for Tk
4 if error on Tk is not small enough then
5 Recruit free units for Tk // similar to the process shown in Fig. 3
6  Unfreeze only units for Tk // see line 1
7  Freeze units for all other tasks
8 Train task Tk to minimize Eq. 1 using new data for Tk
9 end
second and then letter “I” as the third task. The network output may be high for both first and third
tasks prediction given either input “1” or “I” (here we assume classes are mutually exclusive – in the
case of multi-label learning, certain “confusions” may be desired, and need not be resolved). Here,
we primarily consider fine-tuning approaches which re-sample training data, which can be used for
confusion reduction. In cases where the network size is not sufficient to resolve confusion, network
expansion can be considered, as demonstrated in Figure 6. These steps are reflected in Algorithm
6, which may be applied to reduce confusion in the single-head evaluation setting and only when
required, in order to avoid incurring unnecessary computational costs. In this algorithm, the role of
the consolidation policy is to ensure that only those weight associated with the confused tasks are
tuned, leaving other tasks unaffected.
Algorithm 6: Confusion Reduction
1 Use confusion matrix to select a subset of tasks, Tconfused, requiring confusion reduction
2  Unfreeze only units for Tconfused
3  Freeze units for all other tasks // see Fig. 6
4 Train Tconfused to minimize Eq. 1 using data of Tconfused
5 if confusion not sufficiently resolved then
6 Recruit free units // see Sec. 3.2 for expansion/pruning
7  Unfreeze only units for Tconfused
8  Freeze units for all other tasks
9 Train Tconfused to minimize Eq. 1 using data of Tconfused
10 end
An interesting potential behaviour to note is that when a new task Tk is very similar to a previous task
Ti, forward transfer from Ti to Tk would greatly help learn Ti quickly, as discussed in Section 3.4.
However, initializing the new weights for Tk to mimic those of Ti and not accessing data of Ti
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(a) (b)
Resolving simple confusion between 
task 1 and 3 (ex. “1” and “7”)
1 2 3
Resolving difficult confusion between 
task 1 and 3 (ex. “1” and “I”)
1 2 3
Figure 6: Network expansion during confusion reduction. Blue links are existing weights free
to change during confusion reduction, and the green links and nodes are newly added to resolve
confusion when necessary.
when training Tk would lead to confusion between Tk and Ti when data for either task is classified.
This can be resolved by allowing the model to train on samples for both Tk and Ti, so that finer
distinctions between the tasks can be learned. This situation is reminiscent of human learning where
a similar kind of confusion can also happen.
For example, when briefly meeting new friends who are visually distinct (ex. short and tall), we can
use simple features to tell them apart. But if we meet a more similar-looking group of people (ex.
twins), we need to attend to finer details to distinguish them. This is achieved by using extra new
units in our algorithm. To resolve such confusion, previous knowledge (pictures of the twins for
example) must be used to learn the necessary finer differences. Thus, in resolving confusion, data
for previous tasks may still be needed.
There are several possible lines of research in relation to confusion reduction in our framework:
1. The first considers what technique to use for obtaining samples of previously seen tasks to
use for estimating the confusion matrix and fine-tuning. Several approaches for maintaining
such a replay memory are discussed and compared in [17]. Alternatively, a generative
model, such as in [55, 56] can be used.
2. How should we go about increasing free representational capacity for confusion reduction?
Are there cases where we do need to extend the network, or is it sufficient to simply prune
and re-assigning weights, or perform graceful forgetting to free up capacity, as discussed
in Section 3.8.
3. How should the consolidation policy should behave during this stage? Instead of fully
freezing or unfreezing weights, one option is to identify a smoother distribution over tasks
to use for confusion reduction, in which case the consolidation of weights related to a task
may be proportional to how badly it requires confusion reduction.
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4. Can confusion be efficiently avoided during the initial training of a task by recognizing
when it is likely to occur and mixing the corresponding previous task samples into the
training data?
3.8 Graceful Forgetting
As we learn more and more tasks and the network expands over time or the representational capacity
is used up, we may reach a limit where either the network is unable to learn a new task without sig-
nificantly modifying already-important parameters, or the maximum network size has been reached.
In such cases, we can consider “graceful” forgetting [32] of previous tasks, Tforget, to free up units
or memory for learning new tasks. Three such methods of controlled graceful forgetting are as
follows:
1. Tasks of Tforget can simply be regarded as unimportant (if seldom used in deployment for
example) and the corresponding values in b decreased so that new tasks can make use of
them without immediately harming performance of the to-be-forgotten task
2. With graceful forgetting via pruning, as mentioned in Section 3.2, the amount of sparsifica-
tion or forgetting done can be controlled with a simple threshold parameter for weight im-
portance [36], which can be informed by acceptable performance loss or pruning amount.
By lowering the acceptable performance on Tforget (e.g., lowering the predictive accuracy
requirement from 95% to 70%), more nodes can be pruned and allocated to new tasks.
3. We can reduce the amount of stored training samples, indirectly causing graceful forgetting
through reduced rehearsal and freeing up memory for new tasks to use.
Graceful forgetting of 
task 1 to learn task 3
1 2 3
Task 1 nodes pruned 
for allocation to task 3
Figure 7: Graceful forgetting via node pruning of task 1 to accommodate task 3. Solid yellow
links indicate the re-allocation of nodes previously used for task 1. In order to preserve task 2
performance, some link can still be frozen (dotted red links), but since task 2 may depend on task 1
nodes, some performance may be lost.
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In the pseudo-code of Algorithm 7, we consider the second option. The role of the consolidation
policy in this algorithm is to ensure that while tuning on Tj with a sparsity constraint, only the
weights affecting Tj are affected.
Algorithm 7: Graceful Forgetting
// Assume task Tj to forget
1  Unfreeze units for Tj
2  Freeze units for all other tasks except Tj
3 Train on task Tj to minimize Eq. 1 while under sparsity constraint
4 Prune nodes used by Tj to the desired threshold to free units // see Fig. 7
As directions for future work, we can consider the following:
1. Automatically deciding the rate at which forgetting of tasks should occur is an interesting
problem. In a limited resource scenario, we may want to generally forget tasks when they
are the least used, but also do not want to forget tasks which are important in supporting
later tasks.
2. How exactly should graceful forgetting be applied to convolutional filters or more complex
architectures?
4 Close Connections to Other Learning Settings
In this section we will describe how our unified framework can be applied to learning settings beyond
LLL and densely connected neural networks. Several of these learning settings are closely related
to LLL in their setup and scope: multi-task learning, curriculum learning, few-shot learning, and
transfer learning. We will provide a brief discussion of their connections to our framework. Other
learning settings are based on the type of model being used: convolutional networks, deep random
networks, and capsule networks. For each of these will will discuss how our framework could be
applied to them or is otherwise connected to them.
4.1 Multi-Task and Curriculum Learning
Special cases of LLL are multi-task learning [8] and curriculum learning [61]. In multi-task learning,
all (Ti, Di) are provided together – allowing the model to be trained on all tasks at the same time. In
curriculum learning, all data is similarly made available, but the problem is to identify the optimal
order in which to train on data for the most efficient and effective learning. An example of an
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intuitive type of curriculum is to learn tasks from “easy” to “hard” [62], similar to the way humans
often learn new tasks. This idea is reflected in Algorithm 8.
Algorithm 8: Curriculum Learning
// Assume a pool of tasks to learn from
1 while pool is not empty do
2 Select the best task, Tbest // the easiest, for example
3  Apply Alg. 1 to learn Tbest
4  Apply Alg. 6 // reduce confusion if necessary
5 Remove Tbest from pool
6 end
7  Apply Alg. 4 // final refinement of all tasks
While research has been done on combining active and curriculum learning with LLL [63, 64, 14],
we suspect more is needed. Research directions to further develop these ideas include:
1. Understanding how a task selection mechanisms might work with a weight consolidation
policy, where transference between tasks can be more explicitly controlled.
2. Developing or learning to identify a taxonomy over samples to better construct curriculums
such as simple to complex.
3. Given that the general task type to be learned is known, can we automatically construct
primitive pre-training samples. For example, if we are training a LLL more for hand-
written characters, pre-training on simple strokes may help.
4. How much can an optimized curriculum reduce data requirements and improve few-shot
learning performance?
4.2 Few-shot Learning and Bongard Problems
(a) (b)
Figure 8: Two examples of Bongard problems. (a) BP #5 is simple, where the rule is polygonal
shapes on the left and curvilinear shapes on the right. (b) BP #99 is quite hard, where the rule is
that larger shapes formed by connecting similar small shapes overlap vs. the larger shapes do not
overlap. Such highly abstract rules are common among BPs. We can easily generate more test data
using the desired rule to test any learning algorithms after trained on a small number of data.
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LLL and curriculum learning have great potential to achieve few-shot learning of difficult tasks,
as humans are often capable of doing so. By learning relevant easier tasks earlier with LLL, later
harder tasks could be learned with many fewer examples via forward transfer of knowledge.
Humans can often discover the underlying rules and patterns of difficult learning tasks with only a
few examples. We can use Bongard Problems (BPs) [65] to illustrate this2. A particular BP asks a
human to recognize the underlying rule of classification with only 6 examples on the left (say they
are positive) and 6 examples on the right (negative samples). Two such BPs are shown in Figure 8,
where (a) is a simple BP and (b) is a difficult BP for humans. To solve BPs, humans often require
identifying highly abstract rules learned earlier in their lives (or in easier BPs). Some form of LLL
of many visual abstract concepts and shapes must likely have happened in humans so that they can
accomplish BPs well with only 12 examples in total.
We can outline a possible few-shot learning process to learn such BPs in our LLL framework, in a
curriculum-like fashion. In this few-shot image classification tasks, we would train (or pre-train) first
on simpler tasks to recognize simpler shapes. Then harder and more complex visual shapes and BPs
would be trained. This idea of curriculum learning to “working up to” more difficult BPs is reflected
in Figure 9. In this illustrative example, we feed previous class labels (the output nodes) into nodes
of new tasks to provide opportunity for forward transfer of knowledge. With this approach, BPs
could be solved with fewer examples, as shown in [66].
Note that in this illustrative example, the networks of subsequent tasks can have different and in-
creasing depths in order to solve more difficult problems after easier problems are learned. It is
also important to note that while the original goal of solving BPs is to discover rules (expressed in
natural language) for classification, here we can simply test our learning model by using predictive
accuracy on additional test samples following the intended rule.
4.3 Pre-Training Methods
Pre-training is a ubiquitous process in deep learning [67–69].
In computer vision (CV), nearly all state-of-the-art approaches rely on pre-training on a non-target
task for which there is abundant data [70], such as the ImageNet dataset [71]. Pre-trained CV models
such as VGG-16 [72] have been shared to the public allowing anyone to fine-tune their model to
achieve otherwise infeasible performance on their target task. Due to the reduced need for target
task training data, using pre-trained CV models is also a common approach to few-shot learning.
[73]. In natural language processing, pre-trained language models have recently become popular
[74, 75, 67]. For example, BERT (Bidirectional Encoder Representations from Transformers) [67],
has shown that state-of-the-art performance can be attained on several different NLP tasks with a
single pre-trained model.
2They can be found here: http://www.foundalis.com/res/bps/bpidx.htm.
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Task 1:  Stroke types (e.g. 
straight and curved)
Task 2: 
Basic shapes
Task k: 
Bongard problem 5
...
Task >k: 
More difficult BPs
...
1 2
k ...
Figure 9: An illustrative example of curriculum learning to work up to solving Bongard problems
with a small number of positive and negative examples. After learning to differentiate between basic
strokes types, shapes, and possibly other early tasks, these representations including the output and
hidden layers can be transferred to Tk to possibly solving BPs such as BP#5 (sharp angles vs. smooth
curves) with a few examples. This process can continue to allow us to solve a more complex visual
reasoning problem with a few samples. Note that networks of subsequent tasks can have increasing
depths in order to solve harder BPs after easier ones have been learned.
Often a large neural network is first trained on one or more tasks with very large labeled training
datasets. The trained neural network would be then frozen, and a smaller network stacked on top
of the large network and trained for improved performance on target tasks. From the perspective of
our framework, the consolidation values of the smaller networks would be considered unfrozen for
training.
Pre-training can thus be viewed as certain weight consolidation policies in our LLL framework. The
main difference is that most of our weight consolidation algorithms in this section apply to weights
per tasks, or column-wise in our figures, while for pre-training, consolidation is layer-wise. An
interesting research topic would thus be to consider designing consolidation policies which perform
both layer-wise and column-wise consolidation based on the task at hand.
A natural way to fine-tune the consolidation policy when tuning on the target task is to consider how
much to unfreeze each layer. Instead of simply tuning the output layer or tuning the entire network,
we can interpolate between these two policies, to allow gradual unfreezing of layers in the network
to best adapt to the target task without losing the generalization benefits of pre-training. See [76] for
an example of such directions.
Deep random networks are a another example of layer-wise consolidation policies. See Sec. 4.6 for
more details.
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4.4 Transfer Learning and Meta-Learning
Transfer learning is closely related to LLL as well as curriculum learning, few-shot learning, and
pre-training. It is explicitly concerned with aiding the learning of a task by exploiting previously-
acquired knowledge [14]. With respect to LLL, it is solely concerned with forward transfer and not
maintaining or improving previous task performance.
Aspects of our framework with application to pure transfer learning thus include continual learning
(Sec. 3.2) and forward transfer (Sec. 3.4). After learning an initial set of tasks, being able to learn
the new task may require expanding the network depending on the difficulty. The techniques dis-
cussed for forward transfer can be used to initialize these newly added weights as well as apply the
appropriate consolidation to avoid negative transfer and maximize positive transfer.
Meta-learning is another learning setting similar to transfer learning. Instead of directly using previ-
ous task knowledge to help learn a known new task, we instead use the previous tasks to learn how
to learn [77] on an unknown new task. By optimizing the learning process, we can learn new tasks
faster, with higher performance, and with less data. This kind of learning can occur in many ways,
including:
1. Learning a good parameter initialization. In Sec. 3.4 we discuss methods for initializing
new task weights to speed up learning.
2. Identifying a good architecture. In Sec. 3.2 we consider estimating the additional network
size required to learn a new task to a sufficient performance level. This estimate can be
based on both how difficult the task is as well as how similar it is to previous tasks.
3. Learning to compute task similarity. If we perform meta-learning in preparation of learning
many tasks (as in LLL, multi-task learning, or continual learning), we can consider meta-
learning the task similarity metric, sim (Sec. 3.4). This would have many downstream
benefits, including improve parameter initialization, better estimates of required network
expansion, and better informed consolidation policies.
4.5 Convolutional Networks
While we have so far considered our framework as applied to fully connected feed-forward networks,
we can also consider its application to convolutional neural networks (CNNs). Training on image
tasks is often performed with resource-intensive batch learning, while our framework would allow
for increased efficiency while being careful to maintain the high performance associated with batch
learning. For example, our framework could first learn to classify mammals as T1, and birds as T2
(as shown in Figure 10). This is closer to human learning, as we never learn to recognize all objects
in a single sitting – which is how training commonly occurs on the popular ImageNet dataset [78]
for example. Instead, we are exposed to different things over the course of our lives. This would be
done without re-using data for T1 or forgetting T1, while allowing forward transfer from T1 to T2
(ways of achieving these properties, among others, are discussed in Sec. 3).
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Batch Learning Lifelong Learning
Model Model(at time t=1)
Train on task 1 Train on task 2
Model
(at time t=2)
(a) (b)
Figure 10: A comparison between batch learning generally commonly applied for computer vision,
and the more human-like LLL approach. With batch learning, all data is combined and trained
together in one sitting. With LLL, improved memory and computational efficiency can be attained
by training on individual tasks (such as mammals in T1 and then birds in T2) in succession. This is
done without requiring previous task data or forgetting of previous tasks, similar to humans.
Adapting the consolidation mechanism to work with CNNs can be done as follows. In the fully
connected networks, each consolidation value bi corresponds to a weight in a densely connected
layer, but in CNNs, each bi corresponds to a filter. A filter is essentially a set of weights which takes
the representation from the previous layer (feature maps), and transforms it into a new feature map.
Large b on a filter means the filter cannot be easily modified during learning. With the consolidation
mechanism described for CNNs, we can now consider how to achieve the various LLL properties in
CNNs:
Continual learning of new tasks. To extend the network for new tasks, we now add columns of
convolutional filters, as reflected in Figure 11 (blue links). Transfer links between tasks (thick green
arrow in Fig. 11) now correspond to filters. The resultant feature maps of these “transfer filters” are
concatenated with the feature maps in the new task column. For more difficult tasks, we can add
a greater number of filters (instead of a greater number of nodes). Instead of pruning weights or
nodes, we can now prune filters.
Non-forgetting. Controlling non-forgetting means that large values in b are applied to filters of
previous tasks so they are not easily modifiable. See red links of Fig. 11.
Forward transfer. The two methods of encouraging forward transfer also work with CNNs. First,
instead of “copying” weights for previous tasks when similar to the new task, we can now copy over
filter values. This can be done using similar ideas to those laid out in Sec. 3.4. Second, we can
encourage forward transfer and avoid negative transfer through controlling flexibility of the transfer
filters (green links in Fig. 11). When these filters are initialized to zero and the b values are very
large, the new task can be prevented from using knowledge from the previous task.
While dynamic CNN architectures for lifelong learning have been considered before, starting from
the AlexNet architecture [26, 79], we can consider taking a step further and considering more com-
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Figure 11: A simplified visualization of how our framework can be applied to convolutional net-
works. In (a) is a diagram of our consolidation mechanism and expansion being applied for learning
two tasks with a fully connected network. In (b) is the corresponding CNN with the same high-level
topology as (a) being applied to e.g. mammals for T1 and birds for T2. Thick links indicate filter
weights, and thin links indicate weights between fully connected layers. Red indicates large b val-
ues, blue indicated b values of 0, and green indicates transfer links whose consolidation may depend
on task similarity.
plex units like DenseNet blocks [80] or Inception modules [81]. It is clear that almost all of the
techniques discussed in this paper can be extended to CNNs and more complex networks allowing
the desired LLL skills (such as non-forgetting, forward transfer, few-shot learning, and so on) to be
obtained. However, much more future research on this would be needed.
4.6 Deep Random Networks
Another active research area that can be viewed from our LLL framework is deep random neural
networks, which have been found to provide efficient learning with good generalization bounds
[82–84]. Their success derives from the surprising usefulness of random projections at tasks such
as locality-sensitive hashing [85, 86].
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The design of this lifelong learning approach, summarized in Algorithm 9 is as follows: randomly
initialize a neural network and permanently freeze all but the output layer (via the consolidation
policy). To learn new tasks, only train the weights to the new output nodes.
Algorithm 9: Learning using a Random Network
1 Initialize a single random network // Gaussian weights have been proven to work well
for this kind of approach [85]
2  Freeze all weights except for the output layer // red weights in Fig. 12
3  Utilize Algorithms 3, 6, 4 during lifelong training on task sequence // for forward
transfer, confusion reduction, and overall refinement respectively
This approach provides guaranteed non-forgetting. Other benefits include computational efficiency
(only a minority of weights need to be tuned), and sample storage size efficiency (instead of storing
whole samples, we can simply store the activation vectors at last hidden layer and skip a majority of
inference during rehearsal).
With regard to this kind of approach, some possible research directions include:
1. Unfreezing even just a small fraction of the weights was found to improve performance
considerably [83]. If this is done, can we still maintain LLL skills that come with this
approach such as guaranteed (or at least tightly bounded) non-forgetting and computational
and storage efficiency?
2. We can consider slowly unfreezing starting from the last hidden layer and moving towards
the input as we learn more tasks, such as in Figure 12 (a), (b), (c). Combined with overall
refinement to prevent any forgetting of earlier tasks, this would allow the network to accom-
modate more difficult tasks while still maintaining some of the efficiency of a fully-frozen
network.
3. It would be an interesting research question to determine the optimal consolidation pol-
icy or schedule with which to progressively unfreeze layers. Should flexibility only be
increased when we are unable to achieve sufficient performance on tasks?
4. While weights can be frozen layer-wise, among unfrozen layers, we can still apply our LLL
algorithms discussed earlier to freeze and unfreeze weights for new task learning with-
out forgetting, forward- and backward-transfer, confusion reduction, and so on. That is,
weights can be frozen and unfrozen layer-wise as well as task-wise according to the need.
Fig. 12d for example illustrates how confusion reduction might be performed when the
original randomly initialized network is insufficient to resolve confusion. After resolving
confusion, the newly added weights can be frozen similar to the others in their layers.
4.7 Capsule Networks
We believe that there is considerable overlap between capsule networks [87, 88] and our LLL frame-
work. Capsule networks emphasize “modularity” in neural network learning for computer vision;
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Figure 12: Visualization of the deep random projection lifelong learning approach with possible
iterative unfreezing shown in (a) to (b) to (c). Initially, all weights except for the output layer are
frozen. Slowly, layers (starting from the near the output) are unfrozen (transitioning from red to
blue). In (d) is an example of how expansion with column-wise freezing and unfreezing can be
used in the case where confusion (e.g. between T1 and T3) cannot be reduced with the original
architecture.
that is, capsules are a group of neurons that can accomplish certain CV tasks. In LLL, capsules are
analogous to sub-networks (such as networks for Tasks 1, 2, 3 in Fig. 2) for different tasks. Dynamic
routing in capsule networks is analogous to forward- and backward-transfer links that connect dif-
ferent sub-networks in LLL. The main difference, in our view, is that LLL emphasizes that tasks are
often learned in sequence, usually from simple to complex, over time. For humans, LLL happens
over many years. Usually easier shapes would be learned earlier in life directly with supervised
data, and then modules would be frozen to prevent forgetting (Sec. 3.3), and its outputs can be used
to learn more complex shapes. Of course human learning is not always done from simple to com-
plex. Often data from an earlier task can arrive later and an already-learned learned module must
be updated. This is discussed in Sec 3.6, where the weights for all other tasks are frozen to prevent
forgetting while knowledge for a task is being updated with new data.
Figure 13 illustrates the LLL of various vision tasks in a modular fashion. Note that here the “mod-
ules” can be neural networks, or other learning algorithms, as long as there is a consolidation pa-
rameter controlling how flexibly the module can be modified in learning. The whole LLL process is
complex, and various steps have been discussed in Sec. 3 and the previous parts of this section.
A real-life example of how metaphoric “capsules” in human learning can be illustrated as follows:
The design of houses is different between cultures, climates, and geographic locations, and evolves
over time. Seeing a straw roof for the first time may be surprising to many people. After seeing a
straw roof, the module for “roof” may be re-learned (while not forgetting other learned concepts,
such as walls) after checking with local residents that straw can in fact be used for a roof (supervised
example). This new knowledge improves the robustness of recognizing houses, whether they have
shingles or straw roofs, and can provide forward transfer when learning to recognize further types
of houses and roofs.
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Figure 13: An illustrative example of learning multiple tasks of various complexity in LLL. Often
simpler tasks (such as lines) are learned earlier with training data (of lines). The weights in their
sub-networks or modules would be frozen to prevent forgetting, and their outputs would be forward-
transferred to other modules to participate in learning other tasks (such as squares, roof, and house).
The weights between modules are also learned as in forward and backward transfer (Sec 3.4, 3.5),
regularized by the consolidation values. Sub-networks or modules are like capsules and links are
like dynamic routing in Capsule Networks. Ideally LLL happens from simple to complex, but often
can be episodic (Sec. 3.6). In the figure, black links can be frozen or unfrozen based on the need.
We also use the size of the module to roughly represent the complexity of the module, or the depths
and number of nodes in the network capsules. Note that here the “modules” can be neural networks,
or other learning modules, as long as there is a consolidation parameter controlling how flexible the
module can be modified in learning.
5 Speculations on Parallels with Human Learning
As our framework focuses on controlling the flexibility of individual network weights, it is natural to
ask how our approach lines up with the mammalian brain whose lifelong learning behaviours we are
attempting to capture. In this section we first consider how human brains may have come to exhibit
the kind of procedures discussed in Sec. 3. Next, we explore parallels between our framework and
human learning with respect to several behavioural patterns listed in Table 2. For each of these, we
will discuss how a similar behaviour can be exhibited by our framework with specific network sizes
and consolidation policies, and how they may translate to what happens in the human brain.
28
5.1 Reflecting on Nature vs. Nurture
One may wonder how humans acquire such consolidation strategies as used in our LLL framework.
This question is related to the long-standing debate on the influences of nature vs. nurture on human
intelligence [89–91]. Here we only reflect on the issue as it relates to our framework.
We believe that some of the consolidation policies in Sec. 3 are a result of nature – intrinsic to the
physiology of the brain and a product of natural evolution. This would include those relating to net-
work expansion and pruning (Sec.3.2), non-forgetting (Sec.3.3), forward transfer (Sec.3.4), adapting
to concept drift (Sec.3.6), and graceful forgetting (Sec.3.8). Some effects of nature on learning take
place in the following ways: People are born with many more free neurons and synapses than re-
quired in adulthood [92] and appear to have an innate capacity for learning about the world around
them without catastrophic forgetting (perhaps using algorithms similar to those described in Sec. 3
and 4). And as we develop, neurons will be pruned without our conscious effort, especially starting
around adolescence [93]. Throughout adulthood, graceful forgetting, refinement of existing knowl-
edge, and adapting to slowly shifting environments naturally occurs [92, 94].
In contrast, many task-specific skills we express are more likely to be the result of nurture – they
are things we must learn to do (such as language learning or riding a bike). However, a person
can perhaps consciously modify their nature-provided algorithms by performing meta-learning and
changing consolidation policies. An example of this is memory training and explicit rehearsal. This
is analogous to re-training of a specific task and slowly increasing the b values for the task in our
framework.
5.2 Interpreting Human Learning Properties
We observe that our LLL framework seems to be able to explain human LLL well, with many
properties discussed below and summarized in Table 2. Further research is of course needed to
determine to what extend human brains actually use mechanisms similar to hose discussed in this
paper.
Resourceful and versatile. Ideally, human learning allows us to acquire a lot of knowledge, yet be
flexible enough to adapt to new experiences and make meaningful connections between experiences.
This is analogous to our framework in which the network has unlimited free units for new tasks
(Sec. 3.2), can utilize previous knowledge to learn new tasks (Sec. 3.4), will not likely forget pre-
vious tasks while learning new ones (Sec. 3.3), and can use new knowledge to refine old skills
(Sec. 3.5).
Memory loss. In Section 3.3, we describe how by setting values in b for previous tasks to be large
(freezing), previous tasks will not be easily forgotten. However, if not, “memory loss” can gradually
happen. This can also happen when the available free units are limited, so that graceful forgetting
(Sec. 3.8) must happen in order to learn new tasks. If the kind of pruning performed for graceful
forgetting is too aggressive, further detrimental memory loss may occur.
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Sleep deprived. The human brain is suspected of performing important memory-related processes
during sleep, and sleep deprivation has been observed to be detrimental to cognitive performance
related to memory [95, 96]. Confusion reduction and backward transfer are important stages of
our proposed approach which utilize rehearsal (functionally similar to memory replay) – where the
model is exposed to samples from past tasks in order to perform fine-tuning to achieve various prop-
erties (Sec. 3.7 and 3.5). Without these rehearsal-utilizing steps, the model may be less able to
distinguish between samples of similar classes. Additionally, the ability to identify connections be-
tween newer tasks and older ones will be lost, so that potentially useful newly acquired skills cannot
benefit older tasks. In addition, when the brain is “tired” and not well-rested, this may be analo-
gous to poor optimization of policies in our framework (and in all machine learning algorithms).
If optimization is not thorough in Equation 1, performance would be poor in all aspects of LLL.
Interestingly, caffeine seems to counteract both the sleep effects of sleep deprivation as well as the
impaired long term memory consolidation [97]. In our framework, caffeine may be analogous to
temporarily correcting the consolidation policy.
“Rain man”. If values in b for previous tasks (Sec. 3.3) are set to very large to achieve non-
forgetting, and no connections are made between previous and new tasks, the knowledge transfer
(Sec. 3.4 and 3.5) will likely not happen. This is reminiscent of Kim Peek, who was able to re-
member vast amounts of information, but performed poorly at abstraction-related tasks that require
connecting unrelated skills and information and was the inspiration for the main character of the
movie Rain Man [98].
Alzheimer’s disease. Inarguably, Alzheimer’s disease is a highly complex neurological disease and
is not fully understood by the medical community. However, an early stage of Alzheimer’s disease
is usually characterized by good memory on events years ago but poor on recent events [99]. This
can be modeled in our framework by a small number of new neurons for new tasks and a very large
b values for old ones.
Behaviour # of neurons b-setting policy
Resourceful and versatile large large b for non-forgetting (Sec. 3.3), small b for transfer (Sec. 3.4, 3.5)
Memory loss small small b for previous tasks (Sec. 3.3) and aggressive pruning (Sec. 3.8)
Sleep deprived - poor optimization of Eq. 1 and application of consolidation polities
“Rain man” large large b for old tasks (Sec. 3.3) and transfer links (Sec. 3.4, 3.5)
Alzheimer’s disease small/shrinking large b for oldest memories (Sec. 3.3) and aggressive pruning (Sec. 3.8)
Table 2: Correspondences between settings that can be used in our approach and behavioural de-
scriptions. For example, being able to transfer knowledge across tasks and from old tasks to a newly
encountered one allows us to be versatile.
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6 Conclusions
In this work, we surveyed many topics and previous works related to LLL and presented a con-
ceptual unified framework for LLL using one central mechanism based on consolidation. First we
discussed how our approach can capture many important properties of lifelong learning, including
non-forgetting, forward and backward transfer, confusion reduction, and so on, under one roof. Sec-
ond, we showed how our framework can be applied to many learning settings such as multi-task
learning and few-shot learning. Rather than aiming for state-of-the-art results, this paper proposed
research directions to help inform future lifelong learning research, including new algorithms and
theoretical results. Last, we noted several similarities between our models with different consolida-
tion policies and certain behaviors in human learning.
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