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1 Introduction
Let M//G denote the quotient in the sense of Mumford’s geometric invariant
theory [34] of a nonsingular connected complex projective variety M by an
action of a connected complex reductive group G which is linear with respect
to an ample line bundle L on M . Such quotients often appear as moduli
spaces or as compactifications of moduli spaces in algebraic geometry, and
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their topology has been studied for many years, stimulated in particular by
the inspiring work of Atiyah and Bott [2] in the early 1980s and Witten [39] a
decade later. In [20] (see also [14, 21, 29, 30, 31, 39]) formulas were obtained
for the intersection pairings of cohomology classes of complementary dimen-
sions in H∗(M//G) under the assumption that every semistable point ofM is
stable. In that case the quotient M//G has only orbifold singularities and its
cohomology with complex coefficients behaves much like that of a nonsingu-
lar projective variety; in particular its intersection cohomology IH∗(M//G)
is the same as its ordinary cohomology H∗(M//G). (Intersection cohomol-
ogy is defined with respect to the middle perversity throughout this paper,
and all cohomology and homology groups have complex coefficients.) In this
paper we shall give formulas (see Theorem 8.4) for the pairings of inter-
section cohomology classes of complementary dimensions in the intersection
cohomology IH∗(M//G) of geometric invariant theoretic quotients M//G
for which semistability is not necessarily the same as stability (although we
make some weaker assumptions on the action). We also give formulas for
intersection pairings on resolutions of singularities (or more precisely partial
resolutions, since orbifold singularities are allowed) of the quotients M//G
(see Proposition 8.1).
Let K be a maximal compact subgroup of the reductive group G, and let
k denote its Lie algebra. Then using the given linearization of the G-action
on M we can choose a K-invariant Ka¨hler form ω on M , and the action of
K on M is Hamiltonian with respect to the symplectic structure given by ω;
i.e. there exists a moment map µ : M → k∗ for the action (see for example
Chapter 2 of [25]). The inclusion of µ−1(0) in the setMss of semistable points
of M induces a homeomorphism from the Marsden-Weinstein reduction, or
symplectic quotient, µ−1(0)/K to the geometric invariant theoretic quotient
M//G ([25] 8.14). The condition that semistability equals stability is equiv-
alent to the condition that 0 is a regular value of the moment map, and
implies that the cohomology H∗(M//G) of the quotient M//G is naturally
isomorphic to the equivariant cohomology H∗K(µ
−1(0)) of µ−1(0) (recall that
we are working with cohomology with complex coefficients). The restriction
map H∗K(M) → H∗K(µ−1(0)) is surjective ([25] 5.4), and, as a module over
the equivariant cohomology of a point, which we write as H∗K , the equiv-
ariant cohomology H∗K(M) of M is just the tensor product of its ordinary
cohomology H∗(M) and H∗K ([25] 5.8). When semistability coincides with
stability, the composition of the restriction map H∗K(M)→ H∗K(µ−1(0)) and
the isomorphism H∗K(µ
−1(0))→ H∗(M//G) gives us a natural surjective ring
homomorphism
κM : H
∗
K(M)→ H∗(M//G). (1.1)
The residue formula of [20] is a formula for pairings of cohomology classes
of complementary dimensions in M//G in terms of equivariant cohomology
classes in M which represent them via this surjection κM , in the case when
semistability equals stability. This formula was obtained from a version
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of Witten’s nonabelian localization principle [39] for compact Hamiltonian
group actions. For ǫ > 0 and ζ a formal K-equivariant cohomology class on
M given by a sum ζ =
∑
j≥0 ζj where ζj ∈ HjK(M), Witten defines an integral
Iǫ(ζ), which depends on choosing a fixed invariant inner product <,> on k.
If we represent elements of H∗K(M) by polynomial functions on k with values
in the De Rham complex Ω∗(M), this integral is
Iǫ(ζ) =
1
(2π)s vol (K)
∫
X∈k
[dX ]e−ǫ<X,X>/2
∫
M
ζ(X) (1.2)
where
∫
M : H
∗
K(M)→ H∗K is the pushforward map given by integration over
M , the measure [dX ] on k is induced by the fixed inner product, vol (K) is
the integral of the induced volume form on K and s is the dimension of K.
When ζ is of the form
ζ = ηeiω¯
where η ∈ H∗K(M) and ω¯ is the extension ω¯ = ω + µ of the symplectic form
ω to an equivariantly closed differential form on M , Witten expresses this
integral as a sum of local contributions. If we assume for simplicity that the
stabilizer in K of a generic point of µ−1(0) is trivial, then one of these local
contributions reduces to the evaluation
κM(ζ)e
ǫΘ[M//G]
of the fundamental class [M//G] against the product κM(ζ)e
ǫΘ, where κM(ζ)
is the cohomology class on M//G induced by ζ and Θ is the image under the
natural map
H∗K → H∗K(µ−1(0)) ∼= H∗(M//G) (1.3)
of a distinguished class in H4K . In fact if we identify H
∗
K in the natural way
with the space ofK-invariant polynomials on k then Θ is the class represented
by X 7→ −1
2
< X,X >. This local contribution is thus a polynomial in ǫ,
whereas the other terms in Witten’s expression for Iǫ(ζ) as a sum of local
contributions all tend to zero exponentially fast as ǫ tends to 0.
Of course if the degree of η ∈ H∗K(M) is equal to the real dimension of
M//G, then for ζ = ηeiω¯ we have
κM(ζ)e
ǫΘ[M//G] = κM (η)e
iω0+ǫΘ[M//G] = κM(η)[M//G]
where ω0 is the induced symplectic form onM//G; note that ω¯ = ω on µ
−1(0)
since µ vanishes there. Also κM is a ring homomorphism, so if κM(α) and
κM(β) are cohomology classes of complementary degrees in M//G then their
intersection pairing is given by κM(αβ)[M//G]. Thus the behaviour as ǫ→ 0
of the integrals Iǫ(αβeiω¯) determines the intersection pairings of cohomology
classes κM (α) and κM(β) of complementary degrees inM//G. Moreover since
M//G has at worst orbifold singularities, its cohomology H∗(M//G) satisfies
Poincare´ duality and so these pairings in principle determine the kernel of
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the surjection κM : H
∗
K(M) → H∗(M//G), and hence the ring structure of
H∗(M//G) given the ring structure of H∗K(M).
In [20] the integral Iǫ(ηeiω¯) is rewritten as an integral over the Lie algebra
t of a maximal torus T of K. The localization theorem for compact abelian
actions proved by Berline and Vergne [6] and by Atiyah and Bott [3] is used to
decompose this integral as a sum of terms indexed by the set F of components
of the fixed point set MT of T on M . This leads to a formula (the residue
formula, Theorem 8.1 of [20]; see Theorem 3.1 of [22] for a corrected version)
for κM(η)e
iω0[M//G]. In fact there is no need to include the factor of i here,
so we shall follow the conventions of [22] and omit it. If n0 is the order of
the stabilizer in K of a generic point of µ−1(0) the residue formula then is
κM (η)e
ω0[M//G] =
n0(−1)s+n+
|W | vol (T ) res(D(X)
2
∑
F∈F+
∫
F
i∗F (ηe
ω¯)(X)
eF (X)
[dX ]),
(1.4)
where vol (T ) and [dX ] are the volume of T and the measure on its Lie algebra
t induced by the restriction to t of the fixed inner product on k, while W is
the Weyl group of K, the polynomial function D(X) of X ∈ t is the product
of the positive roots1 of K and n+ = (s− l)/2 is the number of those positive
roots; as before, s is the dimension of K and l is the dimension of T . Also
F+ is a subset of F consisting of those components F of the fixed point set
MT on which the constant value taken by the T -moment map µT : M → t∗
(which is the composition of µ : M → k∗ with the natural map k∗ → t∗) lies
in a certain cone in t∗ with its vertex at 0, and if F ∈ F then iF : F → M
is the inclusion and eF is the equivariant Euler class of the normal bundle to
F in M .
In this paper we consider the more general situation where there may
be semistable points of M which are not stable (or equivalently 0 is not a
regular value of µ); we assume only that there do exist some stable points
(or equivalently that there exist some points in µ−1(0) where the derivative
of µ is surjective). Then there is no longer a natural surjection from H∗K(M)
to H∗(M//G), and since M//G is in general singular (with singularities more
serious than orbifold singularities) its cohomologyH∗(M//G) may not satisfy
Poincare´ duality. However even for singular complex projective varieties, the
intersection cohomology groups defined by Goresky and MacPherson [11, 12]
satisfy Poincare´ duality, as well as the other properties of the cohomology
groups of nonsingular complex projective varieties known collectively as the
Ka¨hler package. Moreover the intersection cohomology IH∗(M//G) of the
quotient M//G is a direct summand of the ordinary cohomology of any res-
olution of singularities of M//G; this is a special case of the decomposition
1In this paper, as in [22], we adopt the convention that weights β ∈ t∗ send the integer
lattice ΛI = ker(exp : t → T ) to Z rather than to 2piZ, and that the roots of K are the
nonzero weights of its complexified adjoint action. This is one reason why the constant
in the residue formula above differs from that of [20] Theorem 8.1 (see the footnotes on
pages 123-5 of [22]).
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theorem of Beilinson, Bernstein, Deligne and Gabber [4].
There is a canonical procedure (see [26]) for constructing a partial res-
olution of singularities M˜//G of the quotient M//G. This involves blowing
M up along a sequence of nonsingular G-invariant subvarieties, all contained
in the complement M −Ms of the set Ms of stable points of M , to eventu-
ally obtain a nonsingular projective variety M˜ with a linear G-action, lifting
the action on M , for which every semistable point of M˜ is stable. Then
the quotient M˜//G has only orbifold singularities, and the blowdown map
π : M˜ →M induces a birational morphism πG : M˜//G→M//G which is an
isomorphism over the dense open subset Ms/G of M//G.
Since we are working with complex coefficients and neglecting torsion,
orbifold singularities cause few difficulties and in particular the intersection
cohomology IH∗(M//G) of M//G is a direct summand of the cohomology of
its partial resolution of singularities M˜//G. So we can consider the compo-
sition
H∗K(M)→ H∗K(M˜)→ H∗(M˜//G)→ IH∗(M//G) (1.5)
of maps, of which the first is induced by the blowdown map M˜ → M , the
second is κM˜ (see (1.1)) and the third is the projection of H
∗(M˜//G) onto
its direct summand IH∗(M//G). This composition is surjective (see [27, 41])
and in many ways it is a natural generalization of the map κM : H
∗
K(M) →
H∗(M//G) defined when Mss = Ms at (1.1), so we shall call it κM too. Since
the inclusion of IH∗(M//G) as a direct summand of H∗(M˜//G) respects the
intersection pairings of classes of complementary dimensions (see [23] Section
6), it is reasonable to hope that the residue formula (1.4) can be applied to
the quotient M˜//G to yield a formula for the intersection pairings of classes
κM(α) and κM(β) of complementary dimensions in IH
∗(M//G).
Unfortunately various complications arise when we try to apply the residue
formula (1.4) above to M˜ to obtain pairings on the partial desingularization
M˜//G. In particular, although the construction of M˜//G from the linear
G-action on M is canonical and explicit, the construction of M˜ is not. In
fact the procedure given in [26] is to blow up the setMss of semistable points
of M along a sequence of nonsingular G-invariant closed subvarieties V of
Mss, after each blow-up throwing out any points which are not semistable,
to eventually arrive at M˜ss and thus obtain M˜//G = M˜ss/G. The variety M˜
itself can be obtained by resolving the singularities of the closures V¯ of these
subvarieties V and blowing up along their proper transforms, but in practice
this is not usually simple. Since the residue formula (1.4) involves the set of
components of the fixed point set of the action of the maximal torus T of K,
applying it directly to M˜ is likely to be very complicated; knowledge of the
set of semistable points M˜ss alone would certainly not be sufficient. Luckily
it turns out that there is a simpler way to obtain the pairings.
It is worth observing, however, that when K is itself a compact torus T
(or equivalently when the complexification G = Kc of K is a complex torus
Tc) then most of the difficulties described above disappear. In this case M˜
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can be obtained from M by blowing up along the components which meet
Mss (or equivalently which meet µ−1(0)) of the fixed point sets of subtori T ′
of T , in decreasing order of the dimension of T ′.
In the general case we can make use of the key observation due to S.
Martin [29, 30] and independently to Guillemin and Kalkman [14] that when
Mss = Ms the evaluation κM (η)[M//G] of the induced cohomology class
κM(η) ∈ H∗(M//G) on the fundamental class of M//G is equal to a constant
multiple, independent of η ∈ H∗K(M), of the evaluation on the fundamental
class ofM//Tc of the cohomology class κ
T
M(ηD2) onM//Tc induced by ηD2 ∈
H∗T (M). Here η and D are regarded as elements of H∗T (M) via the natural
maps H∗K(M) → H∗T (M) and H∗T → H∗T (M). Indeed it follows from (1.4)
that if nT0 is the order of the stabilizer in T of a generic point of µ
−1
T (0) then
κM (η)[M//G] =
n0(−1)n+
nT0 |W |
κTM(ηD2)[M//Tc] (1.6)
when Mss =Ms (although we have to be careful how we interpret the right
hand side of this equation if semistability is not the same as stability for
the torus action), and Martin [30] has given a direct proof of this which also
shows that κTM(ηD)[M//Tc] is, up to a sign (−1)n+ which depends on a choice
of orientation, the evaluation on the fundamental class of µ−1(0)/T of the
cohomology class induced by η ∈ H∗T (M). If Mss 6= Ms then we can apply
(1.6) to the blow-up M˜ of M obtained in the construction of the partial
desingularization M˜//G of M//G.
Next we use the second stage of the approach to nonabelian localiza-
tion due to Guillemin-Kalkman and to Martin, which involves studying
the symplectic quotients µ−1T (ξ)/T as ξ varies in t
∗. Since T is abelian,
µt − ξ : M → t∗ is a moment map for the action of T on M and µ−1T (ξ)/T
is a symplectic quotient which, when ξ is rational, can be identified with the
geometric invariant theoretic quotient M//Tc of M by the complex torus Tc
with respect to a modified linearization.
Recall that the image µT (M) of the moment map µT for the action of
the maximal torus T of K is a convex polytope; indeed µT is constant on
the connected components F ∈ F of the fixed point set MT for the action of
T on M , and so µT (M
T ) is a finite set, whose convex hull is µT (M) [1, 15].
The convex polytope µT (M) is a union of subpolytopes, each of which is
the convex hull of a subset of the finite set µT (M
T ) and contains no points
of µT (M
T ) in its interior. The interior of each such subpolytope consists
of regular values of µT . The boundaries (or ‘walls’) between subpolytopes
consist of the critical values of the moment map µT , and are the images under
µT of the fixed point sets of one-parameter subgroups of T . The evaluation
on the fundamental class of µ−1T (ξ)/T of the cohomology class induced by
any η ∈ H∗T (M) is unchanged as ξ ∈ t∗ varies within a connected component
of the set of regular values of µT , and in [14] formulas are obtained for the
change in this evaluation as ξ crosses a wall. Applying these formulas to
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the blow-up M˜ of M , we find that it is possible to choose ξ ∈ t∗ which is a
regular value of both µT and µ˜T , with the following two properties. Firstly
the difference between
κTM˜(ηD2)[M˜//Tc]
and the evaluation on the fundamental class of µ˜−1T (ξ)/T = M˜//ξTc of the co-
homology class induced by ηD2 ∈ H∗T (M) can be calculated in terms of data
determined purely by the construction of M˜ss from Mss, which is canonical
and explicit, rather than the construction of M˜ from M , which is neither
canonical nor explicit. Secondly this evaluation on [M˜//ξTc] is equal to the
evaluation on the fundamental class of µ−1T (ξ)/T of the cohomology class in-
duced by ηD2, which can be calculated by using the residue formula (1.4)
applied to the action of T onM with the moment map µT−ξ. This combined
with (1.6) enables us to calculate pairings in the cohomology of the partial
desingularization M˜//G of M//G.
In order to understand pairings in IH∗(M//G) of intersection cohomology
classes on the singular quotient M//G we make use of the work of the second
author in [23]. First note that the composition κM : H
∗
K(M)→ IH∗(M//G)
at (1.5) factors as the composition of the restriction mapH∗K(M)→ H∗K(Mss)
and a surjection
κssM : H
∗
K(M
ss)→ IH∗(M//G). (1.7)
In [23] it is shown that if the action of G on M is weakly balanced (see
Definition 5.3 below), then there is a naturally defined subset VM ofH
∗
K(M
ss)
such that κssM : H
∗
K(M
ss)→ IH∗(M//G) restricts to an isomorphism
κssM : VM → IH∗(M//G).
In [23] it is also shown that the intersection pairing of two elements κM(α) and
κM(β) of complementary degrees in IH
∗(M//G) is equal to the evaluation
of the image in H∗(M˜//G) of the product αβ ∈ H∗K(M) on the fundamental
class [M˜//G], provided that α|Mss and β|Mss lie in VM . In Section 8 below
we shall show that if α|Mss and β|Mss lie in VM and are of complementary
degrees with respect to M//G, then the intersection pairing of κM(α) and
κM(β) in IH
∗(M//G) is given, just as at (1.4), by
〈κM(α), κM(β)〉IH∗(M//G) = n0(−1)
s+n+
|W | vol (T ) res(D(X)
2
∑
F∈F+
∫
F
i∗F (αβe
ω¯)(X)
eF (X)
[dX ]),
(1.8)
provided that the multivariable residue res and the subset F+ of F are inter-
preted correctly. In the case when T is one-dimensional, as before we can take
F+ to be the set of those F ∈ F such that µT (F ) is positive. The difference
now is that there may be some F ∈ F with µT (F ) = 0, which cannot happen
when semistability coincides with stability; this suggests that we need to be
careful to decide whether F+ consists of those F ∈ F for which µT (F ) is
non-negative, or just those for which µT (F ) is strictly positive. However it
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turns out that when α and β lie in VM then
res(D(X)2 ∑
F∈F , µT (F )=0
∫
F
i∗F (αβe
ω¯)(X)
eF (X)
[dX ]) = 0,
so in fact it does not matter which definition of F+ we choose here, and the
situation is similar when dimT > 1.
We can also consider Witten’s integral Iǫ(ηeiω¯). When 0 is a regular
value of the moment map µ (or equivalently when semistability is the same
as stability) then, as we have seen, Iǫ(ηeiω¯) can be expressed as a sum of
terms which tend to 0 exponentially fast with ǫ, together with
κM(η)e
iω0+ǫΘ[M//G]
which is a polynomial in ǫ and can be expressed using the residue formula
(1.4) as a sum over the components F ∈ F of MT . When 0 is not a regular
value of µ we can still write Witten’s integral Iǫ(ηeiω¯) as a sum of exponen-
tially small terms together with a sum over the components F ∈ F of MT
(see Section 9 below). The terms in this sum indexed by F ∈ F such that
µT (F ) does not lie on a wall through 0 are exactly as they would be in the
case when 0 is a regular value of µ, i.e. the residue of
n0(−1)s+n+
|W | vol (T ) (D(X)
2e−ǫ<X,X>/2
∫
F
i∗F (ηe
iω¯)(X)
eF (X)
[dX ]).
In particular these terms are polynomials in ǫ. However the terms indexed
by F ∈ F such that µT (F ) does lie on a wall through 0 are in general only
polynomials in ǫ1/2, and it is unclear whether the sum can be interpreted in
terms of intersection pairings when 0 is not a regular value of µ.
The construction of the partial desingularization M˜//G can also be car-
ried out in the symplectic category, using symplectic blow-ups, to give a
partial desingularization of the symplectic reduction of any Hamiltonian K-
action on a compact symplectic manifold [32, 40]. Because symplectic blow-
ups depend on a number of choices the partial desingularizations obtained
will not be unique up to symplectomorphism, but they will be determined up
to symplectic homotopy, and in particular up to diffeomorphism. The anal-
ysis of Witten’s integral Iǫ(ηǫiω¯) and the formulas for pairings in H∗(M˜//G)
and IH∗(M//G) are also valid for singular symplectic reductions.
In [39] Witten studied the moduli spacesM(n, d) of holomorphic bundles
of rank n and degree d over a fixed compact Riemann surface Σ as symplec-
tic reductions of infinite dimensional affine spaces by infinite dimensional Lie
groups. When the rank n and degree d of the bundles are coprime (i.e. when
semistability is the same as stability and the moduli spaceM(n, d) is nonsin-
gular) then using physical methods Witten obtained formulas (later proved
using different methods in [22]) for intersection pairings on these moduli
spaces from asymptotic expansions of the integrals Iǫ(ηeiω¯) as ǫ tends to 0.
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He also gave formulas for the asymptotic expansions of the integrals in the
simplest case when semistability differs from stability, namely the case of bun-
dles of rank two and even degree, and he noted that powers of ǫ1/2 appeared.
In a forthcoming article [19] we will use the finite dimensional methods of
[22] together with the results of this paper to rederive Witten’s calculations
for M(2, 0) and give formulas for intersection pairings in IH∗(M(n, d)) and
on the partial resolution of singularities of the moduli space M(n, d), in the
general case for n ≥ 2 when n and d may have common factors so that
M(n, d) may have singularities.
The layout of this paper is as follows. In Section 2 we recall briefly
the relationship between geometric invariant theory (GIT) and the moment
map in symplectic geometry, and the use of equivariant cohomology to study
the cohomology of GIT quotients. In Section 3 we review Witten’s prin-
ciple of nonabelian localization and the residue formula of [20] in the case
when 0 is a regular value of the moment map. In Section 4 we recall the
construction of the partial desingularization M˜//G. In Section 5 we review
intersection cohomology and the work of the second author in [23], and in
Section 6 we study intersection pairings in IH∗(M//G) via the isomorphism
κssM : VM → IH∗(M//G) from [23]. In Section 7 we give formulas for pairings
in the intersection cohomology IH∗(M//G) of the singular quotient, and in
Section 8 we calculate pairings in the cohomology H∗(M˜//G) of the partial
desingularization. Finally in Section 9 we study Witten’s integral.
2 The moment map and cohomology of quo-
tients
In this section we shall recall briefly the relationship between geometric in-
variant theory and the moment map in symplectic geometry (see e.g. [34] or
[25] for more details), and the use of equivariant cohomology to study the
cohomology of geometric invariant theoretic quotients.
Let M be a nonsingular connected complex projective variety, and let G
be a connected complex reductive group acting on M . In order to define
the geometric invariant theoretic quotient M//G we need a linearization of
the action of G on M ; i.e. we need a lift of the action to a linear action on
a line bundle L over M , which is usually assumed to be ample. We shall
suppose for simplicity that M is embedded in a complex projective space Pn
and that L is the hyperplane line bundle on M ; then we need the action of
G to be given by a representation ρ : G→ GL(n+1). The quotient M//G is
the projective variety defined by the finitely generated graded subalgebra of⊕
k≥0H
0(M,L⊗k) consisting of all elements invariant under the action of G.
There is a surjective G-invariant morphism τ : Mss → M//G from an
open G-invariant subset Mss of M (whose elements are called semistable
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points of M) to M//G; in fact x ∈ M is semistable if and only if there is a
G-invariant section of L⊗k for some k which does not vanish at x. If x and y
are semistable points of M then τ(x) = τ(y) if and only if the closures of the
orbits Gx and Gy meet in Mss. There is an open G-invariant subset Ms of
Mss (whose elements are called stable2 points of M) such that every fibre of
τ which meets Ms is a single G-orbit of dimension equal to the dimension of
G. We shall assume that Ms is nonempty; then the image of Ms in M//G is
open and dense and can be identified naturally with the ordinary topological
quotient Ms/G.
We shall call elements of Mss−Ms strictly semistable, and write Msss =
Mss −Ms.
The subsets Mss and Ms of M are characterized by the following prop-
erties (see Chapter 2 of [34] or [35]).
Proposition 1 (i) A point x ∈M is semistable (respectively stable) for the
action of G on M if and only if for every g ∈ G the point gx is semistable
(respectively stable) for the action of a fixed maximal (complex) torus of G.
(ii) A point x ∈ M with homogeneous coordinates (x0, . . . , xn) in some co-
ordinate system on Pn is semistable (respectively stable) for the action of a
maximal (complex) torus of G acting diagonally on Pn with weights α0, . . . , αn
if and only if the convex hull
Conv{αi : xi 6= 0}
contains 0 (respectively contains 0 in its interior).
Now let K be a maximal compact subgroup of G; then G is the complex-
ification of K. By choosing coordinates on Pn appropriately we may assume
that K acts unitarily. Then K preserves the Ka¨hler structure on M given by
the restriction of the Fubini-Study metric on Pn. The Ka¨hler form ω makes
M into a symplectic manifold on which K acts. Associated to this action
there is a moment map µ : M → k∗, where k is the Lie algebra of K, given
in homogeneous coordinates x = (x0, . . . , xn) by the formula
µ(x).a = (2πi||x||2)−1xρ∗(a)x¯t
for a ∈ k. Here the element ρ∗(a) of the Lie algebra of the unitary group
U(n + 1) is thought of as an n + 1 by n + 1 skew-hermitian matrix. Recall
that the defining property of a moment map µ : M → k∗ is that
dµ(x)(ξ).a = ωx(ξ, a˜(x)) (2.1)
for all x ∈M , ξ ∈ TxM and a ∈ k, where a˜ is the vector field on M induced
by a. We also require that µ carries the given K-action onM to the coadjoint
action on the dual of its Lie algebra.
2This is now the usual terminology and notation. However in [34] the terminology
“properly stable” and notation M s(0) are used instead.
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When a compact group K acts on a symplectic manifold M and µ :
M → k∗ is a moment map for the action, the symplectic form on M induces
a symplectic form on the quotient µ−1(0)/K (away from its singularities, at
least), which is the Marsden-Weinstein reduction or symplectic quotient of
M by the action of K. In our situation µ−1(0)/K can be identified with the
geometric invariant theoretic quotient M//G. A more precise statement is
the following (see [34] Theorem 8.2 and Remark 8.3 or [25] 6.2, 8.10, 7.2 and
7.5).
Proposition 2 (i) x ∈ Mss if and only if µ−1(0) meets the closure of the
orbit Gx in M .
(ii) x ∈Ms if and only if µ−1(0) meets the orbit Gx at a point whose stabilizer
in K is finite.
(iii) The inclusion of µ−1(0) in Mss induces a homeomorphism µ−1(0)/K →
M//G.
If the Lie algebra k is given a fixed K-invariant inner product then we
can consider the function ||µ||2 as a Morse function on M (although it is
not a Morse function in the classical sense; see [25]). It induces a Morse
stratification ofM , in which the stratum containing any x ∈M is determined
by the limit set of its path of steepest descent for ||µ||2 (with respect to the
Ka¨hler metric). This stratification can also be defined purely algebraically,
and has the following properties (see [25] 5.4 and Chapters 12 and 13).
Proposition 3 (i) Each stratum is a G-invariant locally closed nonsingular
subvariety of M .
(ii) Mss coincides with the unique open stratum.
(iii) The stratification is equivariantly perfect (that is, its equivariant Morse
inequalities are all equalities) over the complex numbers, and in particular
the restriction map
H∗K(M)→ H∗K(Mss) ∼= H∗K(µ−1(0))
is surjective.
Here the K-equivariant cohomology of any topological space Y on which
K acts is
H∗K(Y ) = H
∗(Y ×K EK)
where EK → BK is the universal K-bundle. (Recall that all cohomology
groups have complex coefficients throughout this paper). Note that K is
homotopically equivalent to its complexification G, so G-equivariant coho-
mology is naturally isomorphic to K-equivariant cohomology; we shall work
with the latter in this paper.
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If M is a manifold, the K-equivariant cohomology of M can be identified
with the cohomology of a chain complex Ω∗K(M) whose elements are K-
equivariant polynomial functions on the Lie algebra k of K with values in
the de Rham complex Ω∗(M) of differential forms on M (see for example
Chapter 7 of [5]). We shall call elements of Ω∗K(M) equivariant differential
forms on M . The differential D on this complex is defined by3
(Dη)(X) = d(η(X))− ιX#(η(X)) (2.2)
where X# is the vector field onM generated by the action of X (see Chapter
7 of [5]). We can write Ω∗K(M) = (S(k
∗) ⊗ Ω∗(M))K where S(k∗) denotes
the algebra of polynomial functions on the Lie algebra k of K. An element
η ∈ Ω∗K(M) may be thought of as aK-equivariant polynomial function from k
to Ω∗(M), or alternatively as a family of differential forms onM parametrized
by X ∈ k. The standard definition of degree is used on Ω∗(M) and degree
two is assigned to elements of k∗.
In fact, as a vector space though not in general as a ring, when M is a
compact symplectic manifold with a Hamiltonian action of K then H∗K(M) is
isomorphic to H∗(M)⊗H∗K where H∗K = Ω∗K(pt) = S(k∗)K is the equivariant
cohomology of a point (see [25] Proposition 5.8).
It follows directly from the defining property of a moment map that if µ
is regarded in the obvious way as a linear map from k to the space Ω0(Y ) of
smooth complex-valued functions on Y , then ω¯ ∈ Ω2K(M) defined by
ω¯(X) = ω + µ(X)
satisfies Dω¯ = 0 and therefore defines an extension of the cohomology class
of ω in H2(M) to an equivariant cohomology class in H2K(M).
If every semistable point of M is stable then by Proposition 2 K acts on
µ−1(0) with only finite stabilizers. Because of the defining property (2.1) of a
moment map, this implies that 0 is a regular value of µ and hence that µ−1(0)
is a submanifold of M . Since the cohomology with complex coefficients of
a classifying space of a finite group is always trivial, it also implies that the
obvious map
µ−1(0)×K EK → µ−1(0)/K
induces an isomorphism
H∗(µ−1(0)/K) ∼= H∗K(µ−1(0)) (2.3)
and hence H∗(M//G) ∼= H∗K(Mss). Composing this with the surjection of
Proposition 3(iii), we find that ifMss = Ms then there is a natural surjective
ring homomorphism from H∗K(M) to H
∗(M//G).
3This definition of the equivariant cohomology differential differs by a factor of i from
that used in [39] but is consistent with that used in [20, 22].
Example 4 Consider the action of G = SL(2) and its maximal compact
subgroup K = SU(2) on Pn identified with the space of unordered se-
quences of n points in P1 (that is, with the projectivized symmetric product
P(Sn(C2))). The diagonal subgroup C∗ is a maximal torus of G and acts with
weights n, n−2, n−4, ..., 2−n,−n on Sn(C2) = Cn+1. An element [a0, ..., an]
of Pn corresponds to the n roots in P1 of the polynomial with coefficients
a0, ..., an; it is semistable (respectively stable) for the action of G if and only
if at most n/2 (respectively strictly fewer than n/2) of these roots coincide
anywhere on P1. The induced stratification of M has strata S0 = M
ss and
Sj for n/2 < j ≤ n. If n/2 < j ≤ n then the elements of Sj correspond
to sequences of n points on P1 such that exactly j of these points coincide
somewhere on P1, and Sj retracts equivariantly onto the subset of M where
j points coincide somewhere on P1 and the remaining n − j points coincide
somewhere else on P1. This subset is a single G-orbit with stabilizer C
∗, so
that
H∗K(Sj)
∼= H∗(BC∗) ∼= H∗(BS1),
and the fact that the stratification is equivariantly perfect tells us that
dimHqK(M
ss) = dimHqK(M)−
∑
n/2<j≤n
dimH
q−dimR(Sj)
K (Sj).
The same is true when M = (P1)
n, except that then Sj has (
n
j ) components,
each of which retracts onto a single G-orbit and has equivariant cohomology
isomorphic to H∗(BS1) (see [25] Section 9 for more details).
Example 5 (Example 6.3 in [23].) Consider the C∗-action on P7 by a repre-
sentation with weights +1, 0,−1 with multiplicity 3, 2, 3 respectively. Then
H∗S1(P
7) = C[ξ, ρ]/ < ξ2(ξ − ρ)3(ξ + ρ)3 >
is the quotient of the polynomial ring C[ξ, ρ] where ξ is a generator in H2(P7)
and ρ is a generator in H2(BS1), by the ideal generated by ξ2(ξ − ρ)3(ξ +
ρ)3. There are two unstable strata whose equivariant cohomology classes are
ξ2(ξ − ρ)3 and ξ2(ξ + ρ)3. Since the Morse stratification with respect to the
norm square of the moment map is equivariantly perfect,
H∗S1((P
7)ss) = C[ξ, ρ]/ < ξ2(ξ − ρ)3, ξ2(ξ + ρ)3 >
A Gro¨bner basis for the relation ideal is
{ξ5 + 3ξ3ρ2, ξ4ρ+ 1
3
ξ2ρ3, ξ3ρ3, ξ2ρ5}
where ξ > ρ. Hence as a vector space,
H∗S1((P
7)ss) ∼= C{ξiρj : i = 0, 1, j ≥ 0} ⊕ C{ξiρj : 2i+ j < 9, i ≥ 2, j ≥ 0}.
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3 Residue formulas and nonabelian localiza-
tion
The map Ω∗K(M)→ Ω∗K(pt) = S(k∗)K given by integration over M passes to
H∗K(M). Thus for any D-closed element η ∈ Ω∗K(M) representing a cohomol-
ogy class [η], there is a corresponding element
∫
M η ∈ Ω∗K(pt) which depends
only on [η]. The same is true for any D-closed formal series η =
∑
j ηj of
elements ηj in Ω
j
K(M): we shall in particular consider terms of the form
η(X)eω¯(X)
where η ∈ Ω∗K(M) and
ω¯(X) = ω + µ(X) ∈ Ω2K(M).
If X lies in t, the Lie algebra of a maximal torus T of K, then there
is a formula for
∫
M η(X) (the abelian localization formula [3, 5, 6, 7]) which
depends only on the fixed point set of T in M . It tells us that∫
M
η(X) =
∑
F∈F
∫
i∗Fη(X)
eF (X)
(3.1)
where F indexes the components F of the fixed point set of T in M , the
inclusion of F in M is denoted by iF and eF ∈ H∗T (M) is the equivariant
Euler class of the normal bundle to F in M . In particular, applying (3.1)
with η replaced by the formal equivariant cohomology class ηeω¯ we have∫
M
η(X)eω¯(X) =
∑
F∈F
hηF (X), (3.2)
where
hηF (X) = e
µ(F )(X)
∫
F
i∗Fη(X)e
ω
eF (X)
. (3.3)
Note that the moment map µ takes a constant value µ(F ) = µT (F ) ∈ t∗ on
each F ∈ F , and that the integral in (3.3) is a rational function of X .
The main result (the residue formula, Theorem 8.1) of [20] gives a formula
for the evaluation on the fundamental class [M//G] ∈ H∗(M//G), or equiva-
lently (if we represent cohomology classes by differential forms) the integral
over M//G, of the image κM(η)e
ω0 in H∗(M//G) of any formal equivariant
cohomology class on M of the type ηeω¯ where η ∈ H∗K(M).
Theorem 6 (i) (Residue formula, [20] Theorem 8.1) Let η ∈ H∗K(M)
induce κM (η) ∈ H∗(M//G). Then
κM (η)e
ω0[M//G] = n0CKres
(
D2(X) ∑
F∈F
hηF (X)[dX ]
)
, (3.4)
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where the constant4 CK is defined by
CK =
(−1)s+n+
|W | vol (T ) , (3.5)
and n0 is the order of the stabilizer in K of a generic point of µ
−1(0).
(ii) (Reduction to an integral over µ−1(0)/T , [29])
κM(η)e
ω0[M//G] =
n0
nT0 |W |
∫
µ−1(0)/T
κTM(D(X)ηeω¯),
where nT0 is the order of the stabilizer in T of a generic point of µ
−1(0).
In these formulas |W | is the order of the Weyl group W of K, while
s = dimK and l = dimT , and n+ = (s − l)/2 is the number of positive
roots. The measure [dX ] on t and volume vol (T ) of T are obtained from the
restriction of a fixed invariant inner product on k, which is used to identify
k∗ with k throughout. Also, F denotes the set of components of the fixed
point set of T , and if F is one of these components then the meromorphic
function hηF on t⊗C is defined by (3.3). The polynomial D : t→ R is defined
by
D(X) = ∏
γ>0
γ(X),
where γ runs over the positive roots of K. Note that it would perhaps be
more natural to combine (−1)n+ from the constant CK with D2(X) and
replace them by the product ∏
γ
γ(X)
of all the positive and negative roots of K.
Let µT : M → t∗ be the composition of the moment map µ : M → k∗
with the restriction map from k∗ to t∗; then µT is a moment map for the
action of T on M . In particular µT is constant on any connected component
F of the fixed point set MT for the action of T on M .
The multivariable residue res which appears in the formula (3.4) above
can be thought of as a linear map defined on a certain class of meromorphic
differential forms on t⊗C, but in order to apply it to the individual terms in
the residue formula it is necessary to make some choices which do not affect
the residue of the whole sum. Once the choices have been made, many of
the terms in the sum contribute zero and the formula can be rewritten as
a sum over a subset F+ of the set F of components of the fixed point set
MT , consisting of those F ∈ F on which the constant value taken by µT lies
4In this paper we are adopting the conventions of [22] on the equivariant differential
and on the normalization of weights (see Footnote 9 on page 125 of [22] for the effect of
different conventions on the constant CK).
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in a certain cone with its vertex at 0. When the rank of K is one and t is
identified with R, we can take
F+ = {F ∈ F : µT (F ) > 0}.
When K = U(1), then the residue formula becomes
κM(η)e
ω0[M//G] = −n0resX=0
( ∑
F∈F+
hηF (X)dX
)
(3.6)
where resX=0 denotes the coefficient of 1/X when X ∈ R has been identified
with 2πiX ∈ k. When K = SU(2) we have
κM(η)e
ω0[M//G] =
n0
2
resX=0
(
(2X)2
∑
F∈F+
hηF (X)
)
(3.7)
when X ∈ R has been identified with diag(2πi,−2πi)X ∈ t.
Example 7 When K = SU(2) with maximal torus T = S1 acts on M =
(P1)
n, the equivariant cohomology H∗T (M) of M with respect to T is gen-
erated by n elements ξ1, ..., ξn of degree two which are lifts of the standard
generators ofH∗(M), together with another generator ζ of degree two coming
from H∗T , subject to the relations
(ξ1)
2 = ... = (ξn)
2 = ζ2;
H∗K is generated by ξ1,...,ξn and ζ
2 subject to the same relations. We assume
that n is odd, so that 0 is a regular value of µ, or equivalently semistability
coincides with stability for the action of the complexification G = SL(2) of
K (cf. Example 2.4). When P1 is identified with the unit sphere S
2 in R3
and the dual of the Lie algebra of SU(2) is identified suitably with R3 the
moment map is given by
µ(x1, ..., xn) = x1 + ...+ xn.
The fixed point sets of the action of the standard maximal torus T of K on
M are the n-tuples (x1, ..., xn) ∈ (P1)n such that each xj is either 0 or ∞. If
we index these by sequences (δ1, ..., δn) where δj = 1 if xj = 0 and δj = −1
if xj =∞, then (3.7) gives us the formula
κM(q(ξ1, ..., ξn, ζ
2))eω0 [M//G] =
resX=0
(
4X2
∑
(δ1,...,δn)∈{1,−1}n,δ1+...+δn>0
q(δ1X, ..., δnX,X
2)e(δ1+...+δn)X
(
∏
j δj)X
n
)
for any polynomial q(ξ1, ..., ξn, ζ
2) in the generators ξ1, ..., ξn and ζ
2 forH∗K(M)
(see Section 9 of [20]).
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Remark 8 If we suppose that the degree of η is equal to the real dimension
of M//G then of course we have κM(η)e
ω0[M//G] = κM(η)[M//G]. In order
that the multivariable residue res which appears in the general version (3.4)
of the residue formula should be defined, we still need to include the terms
eµ(F )(X) and eω coming from eω¯ in the right hand side of (3.4). However we
can omit them from the right hand side of (3.6) and (3.7) if we wish; they
have done their job in reducing the sum over F ∈ F to a sum over F ∈ F+.
Note that (see [20] 2.7) the reciprocal of the T -equivariant Euler class
eF (X) can be expressed in the form
1
eF (X)
=
NF∏
j=1
1
c1(νF,j) + βF,j(X)
=
NF∏
j=1
∑
rj≥0
(−c1(νF,j))rj
βF,j(X)rj+1
where βF,1, . . . , βF,NF are the weights of the action of T on the normal bundle
to F inM , and c1(νF,1), . . . , c1(νF,NF ) ∈ H2(F ) are nilpotent. Thus the terms
D2(X)hηF (X) appearing in the residue formula can all be expressed as finite
sums of functions of the form
h(X) =
q(X)eλ(X)∏N
j=1 βj(X)
, (3.8)
where q(X) is a polynomial in X ∈ t and λ(X) and β1(X), . . . , βN(X) are
linear functions of X . It is shown in Proposition 3.2 of [21] and Proposi-
tion 8.11 of [20] that the multivariable residue of h(X)[dX ] when h(X) has
this form is determined completely by a few elementary properties. Alter-
natively res can be expressed in terms of iterated one-dimensional residues
using Proposition 3.4 of [21].
Remark 9 Note that the multivariable residue defined and used in [20, 21]
is very slightly different from the one used here and in [22], because in [20, 21]
the residue formula is applied to formal equivariant cohomology classes of the
form ηeiω¯ instead of ηeω¯. The factors of i were omitted in [22] because they are
essentially irrelevant to the residue formula, although they appear naturally
in Witten’s integral Iǫ(ηeiω¯). In [20, 21], and also Section 9 of this paper,
functions of the form q(X)eiλ(X)/
∏N
j=1 βj(X) replace the functions of the form
q(X)eλ(X)/
∏N
j=1 βj(X) studied here and in [22]. To obtain the elementary
properties which uniquely determine the multivariable residue used here and
in [22], one simply omits all the occurrences of i in [21] Proposition 3.2 (see
also Section 9 below).
4 Partial resolution of singularities
In this section we shall describe the construction of the partial resolution of
singularities M˜//G→ M//G (for more details see [26]).
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As before letM be a nonsingular complex projective variety embedded in
a projective space Pn and letG be a connected complex reductive group acting
on M via a representation ρ : G → GL(n + 1). Let V be any nonsingular
G-invariant closed subvariety of M and let π : Mˆ → M be the blowup of
M along V . The linear action of G on the hyperplane line bundle L over
M lifts to a linear action on the line bundle over Mˆ which is the pullback
of L⊗k tensored with O(−E), where E is the exceptional divisor and k is a
fixed positive integer. When k is large the line bundle π∗L⊗k ⊗ O(−E) is
ample on Mˆ , so there is an embedding of Mˆ in a projective space such that
a positive tensor power of this line bundle is isomorphic to the restriction of
the hyperplane line bundle on the projective space. It is proved in Section 3
of [26] that when k is large enough this linear action satisfies the following
properties:
(i) If y is semistable in Mˆ then π(y) is semistable in M .
(ii) If π(y) is stable in M then y is stable in Mˆ .
The rough idea of the proof is to use Proposition 2.1 in conjunction with the
facts that if k > 0 then the stability and semistability with respect to L⊗k of
a point of M is independent of k, and that when k is large the weights of the
action on H0(Mˆ, π∗L⊗k ⊗O(−E)) of a maximal torus of G can be thought
of as small perturbations of the weights of its action on H0(Mˆ, π∗L⊗k). A
similar argument shows that if k is sufficiently large then the sets Mˆs and
Mˆss of stable and semistable points of Mˆ with respect to this linearization
are independent of k.
Remark 10 Note that the induced symplectic form ωˆ on Mˆ and moment
map µˆ : Mˆ → k∗ are of the form
ωˆ = kπ∗ω + Ω and µˆ = kµ ◦ π + ν
where Ω and ν are independent of k. Thus if k ≫ 0 then after scaling by
1/k (which does not change the quotient) the symplectic form and moment
map for Mˆ are small perturbations π∗ω + (1/k)Ω and µ ◦ π + (1/k)ν of the
pullbacks to Mˆ of the symplectic form and moment map for M .
Now M has semistable points which are not stable if and only if there ex-
ists a nontrivial connected reductive subgroup ofGwhich fixes some semistable
point. If so, let r > 0 be the maximal dimension of the reductive subgroups
of G fixing semistable points ofM , and let R(r) be a set of representatives of
conjugacy classes in G of all connected reductive subgroups R of dimension
r such that
ZssR = {x ∈Mss : R fixes x}
is nonempty. Then ⋃
R∈R(r)
GZssR
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is a disjoint union of nonsingular closed subvarieties of Mss, and
GZssR
∼= G×NR ZssR
where NR is the normalizer of R in G.
By Hironaka’s theorem [18] we can resolve the singularities of the closure
of
⋃
R∈R(r)GZ
ss
R in M by performing a sequence of blow-ups along nonsin-
gular G-invariant closed subvarieties of M −Mss. We then blow up along
the proper transform of the closure of
⋃
R∈R(r)GZ
ss
R to get a nonsingular
projective variety Mˆ1. The linear action of G on M lifts to an action on
this blow-up Mˆ1 which can be linearized using suitable ample line bundles
as above, and it is shown in [26] that the set Mˆss1 of semistable points of
Mˆ1 with respect to any of these suitable linearizations of the lifted action is
the complement in the inverse image of Mss of the proper transform of the
subset
φ−1
φ
 ⋃
R∈R(r)
GZssR

of Mss, where φ : Mss → M//G is the canonical map. Moreover no point
of Mˆss1 is fixed by a reductive subgroup of G of dimension at least r, and a
point in Mˆss1 is fixed by a reductive subgroup R of G of dimension less than
r if and only if it belongs to the proper transform of the subvariety ZssR of
Mss.
The same procedure is now applied in [26] to Mˆ1 to obtain Mˆ2 such that
no reductive subgroup of G of dimension at least r − 1 fixes a point of Mˆss2 .
After repeating enough times we obtain M˜ satisfying M˜ss = M˜s, and then
the induced map M˜//G→ M//G is a partial resolution of singularities.
Remark 11 If we are only interested in M˜ss and the partial resolution M˜//G
of M//G, rather than in M˜ itself, then there is no need in this procedure to
resolve the singularities of the closure of
⋃
R∈R(r)GZ
ss
R in M . Instead we can
simply blow Mss up along
⋃
R∈R(r)GZ
ss
R (or equivalently along each GZ
ss
R in
turn) and let Mˆss1 be the set of semistable points in the result.
Example 12 Let G = SL(2) act on M = (P1)
n and suppose that n is even,
so that semistability and stability do not coincide (see Example 2.4). The
semistable elements of M which are fixed by nontrivial connected reductive
subgroups of G are those of the form (x1, ..., xn) such that there exist distinct
p and q in P1 with exactly half of the points x1, ..., xn equal to p and the rest
equal to q. They form
n!
2((n/2)!)2
G-orbits and their stabilizers are all conjugate to the maximal torus Tc = C
∗
of G. We obtain the partial desingularization M˜//G by blowing up M//G
at the points corresponding to these orbits, or equivalently by blowing up
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Mss along these orbits, removing the unstable points from the blowup (these
form the proper transform of the set of (x1, ..., xn) ∈ Mss such that exactly
half of the points x1, ..., xn coincide somewhere on P1) and finally quotienting
by G.
5 Intersection homology and a splitting of
the surjection κssM : H
∗
K(M
ss)→ IH∗(M//G)
In this section, we shall recall the splitting constructed in [23] (see also [24])
of the surjection κssM : H
∗
K(M
ss)→ IH∗(M//G) defined at (1.7).
Let W be a (singular) complex projective variety. Then it has a filtra-
tion W = Wm ⊇ Wm−1 ⊇ · · · ⊇ W0 by closed subvarieties which defines a
Whitney stratification of W with nonsingular strata Wj −Wj−1 of complex
dimension j, and its intersection cohomology IH∗(W ) with complex coeffi-
cients and with respect to the middle perversity can be defined as follows
[11, 12]. Let IC2m−i(W ) be the group of chains σ of dimension i in W such
that
dimR (|σ| ∩Wm−k) ≤ i− k − 1, (5.1)
dimR (|∂σ| ∩Wm−k) ≤ i− k − 2. (5.2)
Then IC∗(W ) is a chain complex whose cohomology is the intersection coho-
mology IH∗(W ) of W . It does not depend on the choice of the stratification
and it is a homeomorphism invariant [11, 12]. It coincides with ordinary co-
homology for nonsingular varieties, and also for orbifolds since we are using
complex coefficients. If σ ∈ IC∗(W ) then neither σ nor ∂σ can be contained
inWm−1, so if L is any local coefficient system on the nonsingular open subset
W−Wm−1 ofW then we can define a chain complex IC∗(W,L) of intersection
chains in W with coefficients in L, and thus define the intersection homology
IH∗(W,L) of W with coefficients in L.
Any two intersection cohomology classes of complementary degrees in
W can be represented by cycles in W which intersect transversely and only
on the nonsingular part of W at a finite number of points. If we count
these intersection points with appropriate signs we obtain a nondegenerate
pairing on IH∗(W ) which is called the intersection pairing. Thus IH∗(W )
satisfies Poincare´ duality. It also satisfies the properties of the cohomology of
smooth compact Ka¨hler manifolds known as the Ka¨hler package, including
the existence of a Hodge structure and the hard Lefschetz property.
One of the most useful tools for working with intersection cohomology is
the decomposition theorem of Beilinson, Bernstein, Deligne and Gabber [4]
which tells us that if f : A→ B is a projective map of complex varieties then
there exist closed subvarieties Bα of B and local systems Lα on open dense
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subsets of Bα such that
IH i(A) ∼=
⊕
α
IH i−lα(Bα, Lα) (5.3)
for suitable integers lα. If f is birational then there is some α such that
Bα = B and Lα = C and lα = 0, so that IH
∗(B) appears as a direct summand
of IH∗(A) in this decomposition. In particular, the intersection cohomology
IH∗(M//G) of the GIT quotient M//G can be regarded as a direct summand
of the ordinary cohomology H∗(M˜//G) of its partial desingularization M˜//G,
so we get a surjection
H∗(M˜//G)→ IH∗(M//G). (5.4)
The decomposition (5.3) is unfortunately not in general canonical, but in our
situation the hard Lefschetz theorem can be used to make a canonical choice
of decomposition and hence a canonical choice of surjection H∗(M˜//G) →
IH∗(M//G) (see [27].)
Our goal is to understand the intersection cohomology of the singular
quotient M//G in terms of the equivariant cohomology of M . A procedure
for computing the intersection cohomology Betti numbers dim IHj(M//G)
is given in [27], and it was generalized to symplectic quotients in [40]. One
can compute the equivariant Poincare´ series
PKt (M
ss) =
∑
j≥0
tj dimHjK(M
ss)
of Mss by equivariant Morse theory applied to the function ||µ||2 as in [25]
(cf. Proposition 2.3 above), and keep track of the equivariant Poincare´ series
while blowing up until one reaches the partial desingularization, and then
switch to intersection cohomology while blowing down until one comes back
to M//G [24, 27, 40]. The switch is possible since M˜ss = M˜s, so that
H∗K(M˜
ss) is isomorphic to H∗(M˜//G) = IH∗(M˜//G).
Example 13 When K = SU(2) acts on M = Pn we have
PKt (M) = (1 + t
2 + t4 + ... + t2n)(1− t4)−1
and
PKt (M
ss) = PKt (M)−
∑
n/2<j≤n
t2(j−1)(1− t2)−1
(see Example 2.4). If n is odd so that semistability and stability coincide
then this is a polynomial of degree 2(n − 3) in t whose coefficients are the
(intersection) Betti numbers ofM//G. If n is even, then to obtain the partial
desingularization M˜//G one must blow upMss along the orbit of the element
[0, ..., 0, 1, 0, ..., 0] ∈ Pn corresponding to the polynomial whose roots in P1 are
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0 and ∞, each with multiplicity n/2, and then remove the unstable points
from the blowup. This gives us
Pt(M˜//G) = P
K
t (M˜
ss)
= PKt (M
ss)+(t2+t4+ ...+t2(n−3))(1−t4)−1−tn−2(1+t2+ ...+tn−4)(1−t2)−1
= 1 + 2t2 + 3t4 + 4t6 + ...+ (
n
2
− 2)tn−6 + (n
2
− 1)tn−4+
+(
n
2
− 1)tn−2 + (n
2
− 2)tn + ...+ 3t2n−10 + 2t2n−8 + t2n−6.
Finally we study the kernel of the surjection from H∗(M˜//G) to IH∗(M//G)
to obtain the intersection Poincare´ polynomial of M//G as
IPt(M//G) = Pt(M˜//G)− (t2 + t4 + 2t6 + 2t8 + ...+ [(n− 2)/4]tn−4+
+[(n− 2)/4]tn−2 + ... + t2n−10 + t2n−8)
= 1+ t2+2t4+2t6+ ...+ [n/4]tn−4+ [n/4]tn−2+ ...+2t2n−10+ t2n−8+ t2n−6,
where [a] is the integer part of a. For more details see [27].
The composition of the maps in the partial desingularization process gives
us a map from M˜ss to Mss and hence a ring homomorphism H∗K(M
ss) →
H∗K(M˜
ss). Via the decomposition theorem the corresponding maps on quo-
tients induce surjections on intersection cohomology whose composition gives
us our surjection fromH∗(M˜//G) = IH∗(M˜//G) to IH∗(M//G). In this way
we get
κssM : H
∗
K(M
ss)→ H∗K(M˜ss) ∼= IH∗(M˜//G)→ IH∗(M//G). (5.5)
This map κssM : H
∗
K(M
ss) → IH∗(M//G) is surjective; the proof of this in
[27] is flawed but an alternative proof is given in [41].
In order to get useful information about the intersection cohomology
IH∗(M//G), a splitting of the map κssM : H
∗
K(M
ss) → IH∗(M//G) was con-
structed in [23, 24] under the assumption that the linear action of G on M
is weakly balanced in the sense defined below.
Definition 14 Suppose a nontrivial connected reductive group R acts on a
vector space A linearly. Let B be the set of the closest points from the origin
to the convex hulls of some weights of the action. For each β ∈ B, denote by
n(β) the number of weights α such that α ·β < β ·β. The action is said to be
weakly linearly balanced if 2n(β)− 2dimCR/BStabβ > dimCA− dimCR
for every β ∈ B where B is a Borel subgroup of R.
LetR be a set of representatives of the conjugacy classes inG of subgroups
which appear as identity components of stabilizers of points x ∈ Mss such
that Gx is closed in Mss. Such subgroups are always connected reductive
subgroups of G (see e.g. [28]).
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Definition 15 Let G be a connected reductive group acting linearly on a
connected nonsingular quasi-projective variety M . The G-action is said to be
weakly balanced if for each R ∈ R the linear action of R on the normal
space N x at any x ∈ ZsR to GZssR is weakly linearly balanced and so is the
action of (R∩NgR′g−1)/gR′g−1 on the gR′g−1-fixed linear subspace N gR′g−1x =
ZssgR′g−1 ∩ N x for each R′ ∈ R satisfying gR′g−1 ⊆ R.
For example, a C∗ action on Pn is weakly balanced if and only if the
number (counting multiplicities) of positive weights is same as the number of
negative weights. The actions described in Examples 2.4 and 2.5 of SL(2) and
its maximal torus C∗ on Pn and (P1)
n are weakly balanced. More examples are
provided by the (compactified) moduli spaces of holomorphic vector bundles
of any rank and degree over a fixed Riemann surface (see Example 3.5 of
[23]).
For R ∈ R, we consider the natural map
G×NR ZssR → GZssR (5.6)
where NR is the normalizer of R in G, and the corresponding map
H∗K(GZ
ss
R )→ H∗K(G×NRZssR ) ∼= H∗NR(ZssR ) ∼= [H∗NR0 /R(Z
ss
R )⊗H∗R)]π0N
R
(5.7)
where the subscript 0 means the identity component. For any ζ ∈ H∗K(Mss)
we let ζ |G×
NR
Zss
R
denote the image of ζ under the composition of the above
map and the restriction map H∗K(M
ss)→ H∗K(GZssR ). Then the main result
of [23] is the following splitting of the map κssM : H
∗
K(M
ss) → IH∗(M//G)
obtained by “truncating along each stratum” when the action is weakly bal-
anced.
Theorem 16 [23] Let
VM = {ζ ∈ H∗K(Mss) : ζ |G×NRZssR ∈ [⊕i<nRH∗NR0 /R(Z
ss
R )⊗H iR]π0N
R
for each R ∈ R}
where nR = dimCN x − dimCR = dimCN x//R and N x is the normal space
to GZssR at any x ∈ ZsR. If the action of G is weakly balanced, then the
restriction
κssM : VM → IH∗(M//G)
of the map κssM : H
∗
K(M
ss)→ IH∗(M//G) is an isomorphism.
Example 17 We continue Example 5. In the terminology of Theorem 16
we have nR = 5, and so we have to remove C{ξiρj : i = 0, 1, j ≥ 3} to get
VM . Hence,
V = ⊕0≤i≤6V 2i
where
V 0 = C, V 2 = C{ρ, ξ}, V 4 = C{ρ2, ξρ, ξ2},
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V 6 = C{ξρ2, ξ2ρ, ξ3}, V 8 = C{ξ2ρ2, ξ3ρ, ξ4},
V 10 = C{ξ2ρ3, ξ3ρ2}, V 12 = C{ξ2ρ4}.
Therefore, the intersection Poincare´ series for P7//C∗ is
1 + 2t2 + 3t4 + 3t6 + 3t6 + 3t8 + 2t10 + t12.
This formula could also be obtained by the sort of calculation described for
Pn//SL(2) in Example 5.1, but such a calculation is usually lengthier.
Remark 18 The equivariant cohomology of M and of Mss and the inter-
section cohomology of M//G carry natural Hodge structures, and the maps
we have been considering (in particular κM and κ
ss
M) respect these Hodge
structures. Thus we can use these methods to calculate Hodge numbers as
well as Betti numbers. In particular if every cohomology class of M is of
Hodge type (p, p) for some p then the same is true for M//G, as can be seen
in the last example (cf. [25] Section 14).
6 Intersection pairings via the splitting VM
In this section, we study the intersection pairing in IH∗(M//G) via VM .
Throughout this section, we assume that the action of G is weakly balanced
and thus we have the isomorphism
κssM : VM → IH∗(M//G).
Let τ be the top degree class in VM corresponding to the fundamental
class in IHm(M//G) where m is the real dimension of the quotient M//G. It
comes from a class in the compactly supported cohomology groupHmc (M
s/G)
which can be represented by a closed differential form with compact support,
via the composition
Hmc (M
s/G) ∼= Hm(M//G,Msss//G) ∼= HmK (Mss,Msss)→ HmK (Mss).
Then we have the following theorem [23].
Theorem 19 Let α, β be two classes of complementary degrees in VM with
respect to m. Then their product αβ in H∗K(M
ss) is the top degree class τ in
VM multiplied by the scalar
〈κssM(α), κssM(β)〉IH∗(M//G) (6.1)
where 〈·, ·〉IH∗(M//G) denotes the intersection pairing in IH∗(M//G).
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Example 20 We continue Examples 2.5 and 17. Notice that by the Gro¨bner
basis in Example 2.5, ξ3ρ3 = 0, ξ4ρ2 = −1
3
ξ2ρ4, ξ6 = ξ2ρ4, and ξ5ρ = 0.
Hence, for example, the matrix for the pairing V 6 ⊗ V 6 → C is up to a
constant  1 0 −
1
3
0 −1
3
0
−1
3
0 1

One can similarly compute the pairings for other classes.
Since the map H∗K(M
ss) → H∗K(M˜ss) ∼= H∗(M˜//G) induced from the
maps in the partial desingularization process is a ring homomorphism, the
relation
αβ = 〈κssM(α), κssM(β)〉IH∗(M//G) τ
in Theorem 6.1 is preserved. The intersection pairing 〈κssM(α), κssM(β)〉IH∗(M//G)
therefore equals the evaluation κss
M˜
(αβ)[M˜//G] of the image in H∗(M˜//G)
of the product αβ ∈ H∗K(Mss) on the fundamental class [M˜//G], because
κss
M˜
(τ)[M˜//G] = 1. Hence, we get the following.
Proposition 21 Let α, β be classes of complementary degrees in VM . Then
〈κssM(α), κssM(β)〉IH∗(M//G) = κssM˜(αβ)[M˜//G].
Remark 22 Via the natural map H∗(M//G)→ IH∗(M//G) the pairing in
IH∗(M//G) determines the intersection pairing in the ordinary cohomology
H∗(M//G), which may be degenerate for singular quotients. The quotient
map EK ×K Mss → M//G induces a ring homomorphism H∗(M//G) →
H∗K(M
ss) which factors through VM , and the composition H
∗(M//G) →
H∗K(M
ss) → IH∗(M//G) is the natural map H∗(M//G) → IH∗(M//G)
which preserves the pairing.
7 Pairings in intersection cohomology
In this section and the next we consider pairings in IH∗(M//G) and pairings
in the cohomology H∗(M˜//G) of classes in the image of the composition
H∗K(M)→ H∗K(M˜)→ H∗(M˜//G)
of the pullback from M to M˜ and the map κM˜ . As in previous sections we
abuse notation by suppressing the pullback and writing κM˜(α) for the image
of α ∈ H∗K(M). Since these maps are ring homomorphisms, such a pairing
is given simply by evaluating the product against the fundamental class; i.e.
〈κM˜(α), κM˜(β)〉H∗(M˜//G) = κM˜(αβ)[M˜//G].
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Furthermore in Section 6 it was shown that if the G action is weakly balanced
and α|Mss and β|Mss lie in the subspace VM of H∗K(Mss) which is isomorphic
to IH∗(M//G) then
〈κM˜(α), κM˜(β)〉IH∗(M//G) = κM˜(αβ)[M˜//G].
In this section we will find a formula for κM˜(αβ)[M˜//G] in this special case;
in the next section we will study evaluations of the form κM˜(αβ)[M˜//G] for
any α, β ∈ H∗K(M).
Recall that we are assuming that M is a nonsingular complex projective
variety embedded in a complex projective space Pn, and that G acts on M
via a complex representation ρ : G → GL(n + 1) of G such that ρ(K) ⊆
U(n + 1). This representation ρ gives us a lift of the action of G on M to
the hyperplane line bundle over M , i.e. a linearization of the action of G on
M . We can change the linearization without changing the action of G on M
by multiplying ρ by any character χ : G → C∗ of G. If we identify χ with
an element of k∗ in the usual way by taking the derivative at the identity
of the restriction of χ to K, then this change in linearization corresponds to
shifting the moment map µ : M → k∗ by the central element χ of k∗. The
quotient
M//χG
of M by G with respect to this shifted linearization can be identified topo-
logically with the quotient of the Zariski open subset
Mssχ = {m ∈M |χ ∈ µ(G ·m)}
of M by the equivalence relation ∼ such that x ∼ y if and only if
G · x ∩G · y ∩Mssχ 6= ∅.
Just as we have a homeomorphism M//G ∼= µ−1(0)/K, so we have homeo-
morphisms
M//χG ∼= µ−1(χ)/K
for any such χ. Moreover we can generalize the construction of Mssχ and
M//χG ∼= µ−1(χ)/K to any central element χ of k∗. In particular for any
ξ ∈ t∗ we can define
Mssξ,T = {m ∈M |ξ ∈ µT (Tc ·m)} (7.1)
and its quotient M//ξTc = M
ss
ξ,T/ ∼ which is homeomorphic to µ−1T (ξ)/T .
When ξ is a regular value of µT then just as at (1.1) we get a map
H∗Tc(M)→ H∗Tc(Mssξ,T ) ∼= H∗(M//ξTc)
which we shall denote by κTM,ξ.
By the convexity theorem of Atiyah [1] and Guillemin and Sternberg [17]
the image µT (M) of the moment map µT is a convex polytope in t
∗ and the
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dense set of regular values is the disjoint union of finitely many open convex
subpolytopes
∆1 ∪ . . . ∪∆r.
In fact µT (M) is the convex hull in t
∗ of the finite set {µT (F ) : F ∈ F}, and
it is divided by walls of codimension one into subpolytopes which are convex
hulls of subsets of {µT (F ) : F ∈ F} and whose interiors consist of regular
values of µT . Here F is the set of components of the fixed point set of the
action of T on M .
Suppose ξ ∈ ∆i and ζ ∈ ∆i. Then Mssξ ⊆Mssζ and this inclusion induces
a birational map
µ−1T (ξ)/T
∼= Mssξ //Tc →Mssζ //Tc ∼= µ−1T (ζ)/T.
Of course if ζ ∈ ∆i then this map is an isomorphism5, but this is not true in
general when ζ lies in the boundary of ∆i.
Proposition 23 Suppose the action of G on M is weakly balanced. For
α, β ∈ H∗K(M) such that α|Mss, β|Mss ∈ VM we have
κM˜(αβ)[M˜//G] =
n0(−1)n+
nT0 |W |
κTM,ξ(αβD2)[M//ξTc]
for any ξ ∈ ∆i with 0 ∈ ∆i.
Proof: Recall from Theorem 19 and Proposition 21 that if α and β are of
complementary degree then
αβ|Mss = κM˜ (αβ)[M˜//G]τ (7.2)
where τ ∈ HdimM//GK (Mss) is the class in VM corresponding to the dual in
IHdimM//G(M//G) of the class of a point in IH0(M//G).
Let U be open in the subset Ms ⊆ Mss of stable points in M for the
G action (and recall that U is then contained in the stable part of M with
respect to the Tc action with linearization induced from that of G). Applying
to compactly supported cohomology on U the arguments used by Martin in
[29, 30] (see also [22] Section 3) to prove (1.6), we find that τD2 ∈ H∗Tc(Mss0,T )
is the image under the composition
HdimM//Tcc (U/Tc)
∼= HdimM//TcTc,c (U)→ HdimM//TcTc (Mss0,T )
5Each face of ∆i is similarly divided into subpolytopes, and if ξ and ζ both lie in the
interior of the same subpolytope in a face of ∆i then
µ−1T (ξ)/T
∼=M ssξ //Tc = M ssζ //Tc ∼= µ−1T (ζ)/T.
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of the unique generator γ of HdimM//Tcc (U/Tc) with the normalization
γ[U/Tc] =
nT0 |W |
n0(−1)n+ .
Let us now take U =Mssξ,T ∩Ms. There is then a commutative diagram
U/Tc
zzuu
uu
uu
uu
u
$$I
II
II
II
II
M//ξTc // M//Tc.
By equation (7.2) we have
αβD2|Mss = κM˜(αβ)[M˜//G]τD2|Mss.
So, using the above diagram and description of τD2, we see that
n0(−1)n+
nT0 |W |
κTM,p(αβD2)[M//ξTc] = κM˜(αβ)[M˜//G]
(
n0(−1)n+γ
nT0 |W |
[U/Tc]
)
= κM˜(αβ)[M˜//G]
as required.
Remark 24 This result can be viewed as an extension of the well known
fact that for ξ, ζ ∈ ∆i and any η ∈ H∗Tc(M) we have
κTM,ξ(η)[M//ξTc] = κ
T
M,ζ(η)[M//ζTc].
Provided the action is weakly balanced with respect to ζ6 and we restrict η to
be a scalar multiple of τD2 then the same formula is valid when ζ ∈ ∆i \∆i.
Since ξ is a regular value of µT we can evaluate
κTM,ξ(αβD2)[M//ξTc]
using a residue formula as at (1.4) which involves a sum over the set F of
fixed point components of the T action on M . Together with the results
of Section 6 this allows us, when the G action is weakly balanced, to write
down residue formulae for computing pairings in the intersection cohomology
IH∗(M//G), as follows.
Theorem 25 Suppose that the G action on M is weakly balanced and that
α, β ∈ H∗K(M) have degrees whose sum is the real dimension of M//G. Sup-
pose also that α|Mss and β|Mss lie in the subspace VM of H∗K(Mss) which is
isomorphic to IH∗(M//G). Then
〈κM(α), κM(β)〉IH∗(M//G) = κM˜(αβ)[M˜//G]
6By “weakly balanced with respect to ζ” we mean weakly balanced with respect to the
moment map µ− ζ, in other words we subtract ζ from all the weights.
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=
n0(−1)s+n+
|W | vol (T ) res(D
2
∑
F∈F
∫
F
i∗F (αβe
(ω¯−ǫ))(X)
eF
[dX ])
for any sufficiently small ǫ ∈ t∗ which is a regular value of the moment map
µT .
Example 26 Let us consider again the action of G = SL(2) on M = Pn
(Example 2.4 and 5.1). The equivariant cohomology H∗T (M) of M with
respect to the maximal torus T ofK = SU(2) is generated by two equivariant
cohomology classes ξ and ζ , both of degree two, subject to the relation
(ξ − nζ)(ξ − (n− 2)ζ)...(ξ + (n− 2)ζ)(ξ + nζ) = 0,
where the nonidentity element of the Weyl group W of K sends ζ to −ζ and
fixes ξ. Thus the equivariant cohomology H∗K(M) of M with respect to K
is generated to ξ and ζ2 subject to the same relation. The fixed point sets
for the action of T are the n + 1 points represented by the weight vectors;
the values taken by the moment map on the fixed points are just the weights
−n, 2 − n, ..., n − 2, n up to a universal scalar multiple. If n is odd then
semistability equals stability, and if η ∈ H∗K(M) has degree 2(n − 3) =
dimR(M//G) and is given by a polynomial q(ξ, ζ
2) in the generators ξ and
ζ2, then the residue formulas (1.4) or (3.7) give us
κM(η)[M//G] = resX=0(4X
2
∑
j:0<n−2j≤n
q((n− 2j)X,X2)∏
k 6=j((n− 2k)X − (n− 2j)X)
)
= resX=0(
∑
j:0<n−2j≤n
q((n− 2j)X,X2)
(2X)n−2
∏
k 6=j(k − j)
)
(cf. Example 3.2). If, on the other hand, n is even then Theorem 7.3 shows
us that if α, β ∈ H∗K(M) satisfy deg(α)+deg(β) = 2(n− 3) and if α|Mss and
β|Mss lie in the subspace VM of H∗K(Mss) then
〈κM(α), κM(β)〉IH∗(M//G) = κM˜(αβ)[M˜//G]
= resX=0
∑
j:0<n−2j≤n
q((n− 2j)X,X2)
(2X)n−2
∏
k 6=j(k − j)
where αβ = q(ξ, ζ2).
8 Pairings on the partial desingularization
In this section we consider pairings κM˜ (αβ)[M˜//G] in the cohomologyH
∗(M˜//G)
of classes κM˜(α) and κM˜(β) in the image of the composition
H∗K(M)→ H∗K(M˜)→ H∗(M˜//G)
29
of the pullback from M to M˜ and the map κM˜ .
First note that applying (1.6) to M˜ we have
κM˜(αβ)[M˜//G] =
n0(−1)n+
nT0 |W |
κT
M˜
(αβD2)[M˜//Tc]. (8.1)
Remark 27 As at (1.6) (cf. Theorem 3.1(ii)) we can replace the pairing
κT
M˜
(αβD2)[M˜//Tc] by the evaluation on [µ˜−1(0)/T ] of the cohomology class
induced by (−1)n+αβD if we want to make sure that we are only working
with the semistable part M˜ss of M˜ . Indeed we can think of (−1)n+D as
representing the Poincare´ dual to µ˜−1(0)/T in µ˜−1T (0)/T = M˜//Tc or the
equivariant Poincare´ dual to µ˜−1(0) in µ˜−1T (0).
Now let ξ be any regular value of the T -moment map µT forM . Let M˜
ss
ξ,T
be defined as at (7.1); then it follows from Section 3 of [26] that if we choose
k ≫ 0 and if x ∈ M˜ lies in M˜ssξ,T then its image π(x) in M lies in Mssξ,T . Thus
π : M˜ →M induces a birational morphism
πξ : M˜//ξTc →M//ξTc
and we have (πξ)∗[M˜//ξTc] = [M//ξTc]. Since πξ : H
∗(M//ξTc)→ H∗(M˜//ξTc)
fits into the commutative diagram
H∗T (M)
((P
PP
PP
PP
PP
PP
P
xxpp
pp
pp
pp
pp
p
H∗T (M˜)
&&M
MM
MM
MM
MM
MM
H∗(M//ξTc)
wwnn
nn
nn
nn
nn
nn
H∗(M˜//ξTc)
(8.2)
this implies that
κTM˜,ξ(αβD2)[M˜//ξTc] = κTM,ξ(αβD2)[M//ξTc], (8.3)
and since ξ is a regular value of µT , the residue formula Theorem 3.1 gives
us
Lemma 28 If the degrees of α, β ∈ H∗K(M) add up to the real dimension of
M//G, then
κTM,ξ(αβD2)[M//ξTc] =
nT0 (−1)ℓ
vol (T )
res(D2 ∑
F∈F
∫
F
i∗F (αβe
ω¯−ξ)(X)
eF
[dX ]).
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This means that to calculate the pairing κM˜(αβ)[M˜//G] it suffices to
calculate the difference between
κT
M˜,ξ
(αβD2)[M˜//ξTc] (8.4)
and
κTM˜(αβD2)[M˜//Tc]. (8.5)
(Note that (8.5) is just the special case of (8.4) when ξ = 0.) This differ-
ence can be calculated using the version of nonabelian localization due to
Guillemin and Kalkman [14] and independently to Martin [29, 30].
In fact since the construction of M˜ss from Mss described in Section 4
takes place in stages, it is actually easier to consider a single stage of the
construction, when Mˆ is obtained by blowingM up along the closure of GZssR
for a suitable reductive subgroup R of G, after first resolving the singularities
of GZssR (or equivalently, if we are only interested in the semistable points of
Mˆ , we can simply blow Mss up along GZssR : see Remark 11). The argument
which gave (8.3) also gives us
κT
Mˆ,ξ
(αβD2)[Mˆ//ξTc] = κTM(αβD2)[M//ξTc] (8.6)
when ξ is a regular value of µT and k is chosen sufficiently large (depending
on ξ). Let us choose ξ ∈ t∗ to lie in a connected component ∆i of the set of
regular values of µT for which 0 ∈ ∆¯i. Let µˆ and µˆT be the moment maps
for the actions of K and T on Mˆ , and choose ξˆ ∈ t∗ to lie in the intersection
of ∆i and a connected component of the set of regular values of µˆT which
contains 0 in its closure. Because the choice of k, and hence also of the
moment maps µˆ and µˆT , depends on ξ, we cannot necessarily choose ξˆ = ξ.
However it suffices to calculate the difference
κT
Mˆ,ξ
(αβD2)[Mˆ//ξTc]− κTMˆ,ξˆ(αβD2)[Mˆ//ξˆTc], (8.7)
since combining this with (8.3) and (8.6) and iterating the calculation will
give us the difference between κTM,ξ(αβD2)[M//ξTc] and κTM˜,ξ˜(αβD2)[M˜//ξ˜Tc]
for any ξ˜ in a connected component of the set of regular values of µ˜T which
contains 0 in its closure. As 0 is itself a regular value of µ˜T , we can choose ξ˜
to be 0 and use Lemma 28 to calculate the pairing (8.1) which is our goal.
Remark 29 Notice also that since ξ ∈ ∆i with 0 ∈ ∆¯i, we have
Mssξ,T ⊆ Mss0,T
where Mss0,T retracts T -equivariantly onto µ
−1
T (0), and similarly
Mˆss
ξˆ,T
⊆ Mˆss0,T
where Mˆss0,T retracts T -equivariantly onto µˆ
−1
T (0). Thus by Remark 27 we do
not need to resolve the singularities of the closure of GZssR and construct the
whole of Mˆ and M˜ in order to carry out these constructions; it suffices to
consider the blow-up of Mss along GZssR and iterations of this process.
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We know that the image µˆT (Mˆ) of the moment map µˆT is a convex
polytope which is divided by walls of codimension one into subpolytopes
whose interiors consist of regular values of µˆT . If η ∈ H∗T (Mˆ) there is no
change in κT
Mˆ,ξ
(η)[Mˆ//ξTc] as ξ varies within a connected component of the
set of regular values of µˆT , so it is enough to be able to calculate the change
in κT
Mˆ,ξ
(η)[Mˆ//ξTc] as ξ crosses a wall of codimension one. Any such wall is
of the form
µˆT (Mˆ1)
where Mˆ1 is a connected component of the fixed point set in Mˆ of a circle
subgroup T1 of T . The quotient group T/T1 acts on Mˆ1, which is a symplectic
submanifold of Mˆ , and the restriction of the moment map µˆT to Mˆ1 has an
orthogonal decomposition
µˆT/T1 ⊕ µˆT1
where µˆT/T1 : Mˆ1 → (t/t1)∗ is a moment map for the action of T/T1 on
Mˆ1, and µT1 is constant because the action of T1 on Mˆ1 is trivial. Guillemin
and Kalkman [14] show that the change in κT
Mˆ,ξ
(η)[Mˆ//ξTc] as ξ crosses a
section of the wall µˆT (Mˆ1) whose orthogonal projection onto (t/t1)
∗ contains
a regular value ξ1 for µˆT/T1 is given by
κ
T/T1
Mˆ1,ξ1
(resMˆ1(η))[Mˆ1//ξ1(T/T1)c]. (8.8)
Here the residue operation
resMˆ1 : H
∗
T (Mˆ)→ H∗T/T1(Mˆ1)
is obtained by choosing a coordinate system X = (X1, ..., Xℓ) for t
∗ such
that X1 defines an integer basis for t
∗
1 and (X2, ..., Xℓ) is a coordinate system
for the dual of a Lie algebra of a codimension one subtorus of T whose
intersection with T1 is finite, and setting
resMˆ1(η) = resX1=0(
η|Mˆ1
eMˆ1
)
where eMˆ1 is the T -equivariant Euler class of the normal bundle to Mˆ1 in
Mˆ . We make sense of this residue as an element of H∗T/T1(Mˆ1) by using
(X2, ..., Xℓ) as coordinates on (t/t1)
∗ and writing
eMˆ1 =
codimMˆ1∏
i=1
(miX1 + ei)
where each mi ∈ Z\{0} is a weight for the action of T1 on the normal bundle
and each ei can be identified with an element of H
∗
T/T1
(Mˆ1).
Lemma 30 Let ξ ∈ t∗ lie in a connected component ∆i of the set of regular
values of µT for which 0 ∈ ∆¯i, and let ξˆ ∈ t∗ lie in the intersection of ∆i
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and a connected component of the set of regular values of µˆT which contains
0 in its centre. Then in order to calculate the difference (8.7) the only wall
crossing terms we need to consider correspond to components Mˆ1 of fixed
point sets of circle subgroups T1 satisfying
∅ 6= π(Mˆ1) ∩Mss ⊆ GZssR
so that Mˆ1 is contained in the exceptional divisor of π : Mˆ → M .
Proof: From Remark 10 we see that by choosing k sufficiently large we can
assume that (after scaling by 1/k) the wall µˆT (Mˆ1) is contained in an arbi-
trarily small neighbourhood of µT (π(Mˆ1)). Notice that π(Mˆ1) is contained
in a connected component of the fixed point set for the action of T1 on M ,
and hence µT (π(Mˆ1)) is contained in a wall for the action of T on M with
moment map µT . Recall that we have chosen ξ ∈ t∗ (respectively ξˆ ∈ t∗) to
lie in a connected component of the set of regular values of µT (respectively
µˆT ) containing 0 in its closure. It follows that for k ≫ 0 it is possible to
reach ξ from ξˆ by crossing only those walls µˆT (Mˆ1) for the action of T on Mˆ
for which µT (π(Mˆ1)) contains 0, and in particular the constant value taken
by µT1 ◦ π is 0. Moreover we can always assume that the ξ1 which appears
in (8.8) lies in a connected component of the set of regular values of µˆT/T1
whose closure contains 0.
Suppose π(Mˆ1)∩Mss = ∅. Since T1 fixes Mˆ1, its image π(Mˆ1) is contained
in a T1-fixed point component in M . If the wall given by this component
does not pass through 0, we do not need to cross the wall determined by Mˆ1
because it is a wall far away from 0 in our scale.
Let B ⊆ t = Lie(T ) be a small ball containing 0. On µ−1T (B), we may
choose an equivariant differential form representing D|µ−1
T
(B), supported in
µ−1T (B)∩Mss. If π(Mˆ1)∩Mss = ∅ and the wall for π(Mˆ1) passes through 0,
we may assume ξ1 ∈ B and the wall crossing term
κ
T/T1
Mˆ1,ξ1
(resMˆ1(αβD2))[Mˆ1//ξ1(T/T1)c] (8.9)
vanishes since αβD2|π(Mˆ1)∩µ−1T (ξ1) = 0.
If π(Mˆ1) ∩Mss is non-empty but not contained in GZssR , then the wall
µˆT (Mˆ1) is determined by the image of Mˆ1 \ π−1(GZssR ) under the moment
map µˆT which is determined by the linearization of the action on Mˆ given
by the induced action on the line bundle π∗L⊗k ⊗O(−E). As above we can
assume that 0 ∈ µT (π(Mˆ1)) and hence the constant value taken on π(Mˆ1) by
the T1-moment map µT1 is 0. This means that the induced action of T1 on the
restriction of L to π(Mˆ1) is trivial so the same is true for the induced action
of T1 on the restriction of π
∗L⊗k to Mˆ1. Moreover since Mˆ1 \π−1(GZssR ) does
not meet the exceptional divisor E we have
O(−E)|Mˆ1\π−1(GZssR ) ∼= O|Mˆ1\π−1(GZssR )
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and the induced action of T1 on this is trivial since T1 acts trivially on Mˆ1.
Hence the induced action of T1 on the restriction of π
∗L⊗k ⊗ O(−E) to
Mˆ1 \ π−1(GZssR ) is trivial, and hence the constant value taken by µˆT1 on Mˆ1
is 0. Therefore the wall µˆT (Mˆ1) passes through 0, and hence need not be
crossed.
Hence the only wall crossing terms we need to consider are for the fixed
point sets Mˆ1 such that ∅ 6= π(Mˆ1) ∩Mss ⊆ GZssR as required.
Example 31 Let us consider again the action of G = SL(2) on M = Pn
when n is even. We need to blow M up along the closure of the G-orbit
of the unique T -fixed point p0 in µ
−1(0) in order to obtain M˜ . The only
T -fixed point in Gp0 is p0 itself and the weights of the induced action on the
fiber Pn−3 over p0 in the exceptional divisor of M˜ are −n, 2 − n, ..., n − 2, n
with 0,−2, 2 omitted. If as in Example 26 η = q(ξ, ζ2) ∈ H∗K(M) has degree
2(n− 3) then
κM˜(η)[M˜//G] = −
1
2
κM˜(ηD2)[M˜//Tc]
and we can write
κM˜(ηD2)[M˜//Tc] = (κM˜(ηD2)[M˜//Tc]−κM˜ (ηD2)[M˜//ξTc])+κM˜(ηD2)[M˜//ξTc]
where ξ is a positive number between 0 and 1.
Notice that κM˜(ηD2)[M˜//ξTc] = κM(ηD2)[M//ξTc], which is given by
summing up the wall crossing terms for the components of the fixed point
set with positive moment map values. Hence,
κM˜(ηD2)[M˜//ξTc] = −2resX=0(
∑
j:0<n−2j≤n
q((n− 2j)X,X2)
(2X)n−2
∏
k 6=j(k − j)
).
On the other hand, the difference κM˜(ηD2)[M˜//0Tc]− κM˜ (ηD2)[M˜//ξTc]
is given by the wall crossing terms for the components of the fixed point set
over p0 with positive moment map values. Hence the difference is
2resX=0(
∑
j:2<n−2j≤n
q(0, X2)
2n−3Xn−2(n− 2j)∏k 6=j,0(k − j))
Note however that because n is even the residue is always 0. Therefore, we
get
κM˜(η)[M˜//G] = resX=0(
∑
j:0<n−2j≤n
q((n− 2j)X,X2)
(2X)n−2
∏
k 6=j(k − j)
).
Let us consider in more detail the walls µˆT (Mˆ1) and the wall-crossing
terms (8.9) in the general case. Consider the subset
L = {g ∈ G : T1 ⊆ gRg−1}
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of G. By (8.10) of [26], L is the disjoint union of finitely many double cosets
for the left NT10 action and the right N
R action
L =
⊔
1≤i≤m
NT10 giN
R
where NT10 is the identity component of the normalizer of T1 in G and N
R
is the normalizer of R in G. Since GZssR
∼= G ×NR ZssR it follows that the
T1-fixed point set in GZ
ss
R is the disjoint union⊔
1≤i≤m
NT10 Z
ss
Ri
where Ri = giRg
−1
i ⊃ T1.
Definition 32 Let Wi,j → NT10 ZssRi for 1 ≤ j ≤ li be the T1-eigenbundle of
the restriction to NT10 Z
ss
Ri
of the normal bundle to GZssR on which T1 acts with
weight βi,j.
Then
⊔
i,j PWi,j is the T1 fixed point set in π
−1(GZssR ), and we have proved
Lemma 33 Let Mˆ1 be a component of a fixed point set of a circle subgroup
T1 satisfying ∅ 6= π(Mˆ1) ∩Mss ⊆ GZssR as in Lemma 30. Then
Mˆ1 ∩ π−1(Mss) = PWi,j
for some i, j, and the corresponding wall crossing term (8.9) is
∫
PWi,j//ξ1 (T/T1)c
κ
T/T1
PWi,j ,ξ1
(
resX1=0
αβD2
ePWi,j
)
where ePWi,j is the T -equivariant Euler class of the normal bundle to PWi,j
in Mˆ .
Remark 34 Mˆ1 is fixed by T1, so its images under µˆ and µ ◦ π are fixed by
T1, and hence they are contained in the Lie algebra of the centralizer of T1.
As T1 is a circle it has no nontrivial orientation preserving automorphisms,
so the connected component of this centralizer is just NT10 ∩K. In fact when
K is connected any such centralizer is connected, so the centralizer of T1 in
K is NT10 ∩K and the centralizer of T1 in G is NT10 . Also the T1 component
of µˆ is constant on Mˆ1; let us call it ξ2. Then it follows that
µˆ−1
N
T1
0
/T1
(ξ1) ∩ Mˆ1 = µˆ−1(ξ1 + ξ2) ∩ Mˆ1.
Note that ξ1 and ξ2 can be taken to be arbitrarily close to 0, so that µˆ
−1(ξ1+
ξ2) lies over semistable points in M (cf. Remark 8.3).
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We are looking at the evaluation of resMˆ1αβD2 on(
µˆ−1T/T1(ξ1) ∩ Mˆ1
)
/(T/T1).
This can be calculated inductively as follows. Let
P˜W i,j//N
T1
0 = P˜W i,j//
(
NT10 /(T1)c
)
be the partial desingularization of PWi,j//N
T1
0 . By (8.3), we have∫
P˜W i,j//ξ1 (T/T1)c
κ
T/T1
P˜W i,j ,ξ1
(
resX1=0
αβD2
ePWi,j
)
=
∫
PWi,j//ξ1 (T/T1)c
κ
T/T1
PWi,j ,ξ1
(
resX1=0
αβD2
ePWi,j
)
.
Since dim Mˆ1 < dimM and dim
(
NT10 /(T1)c
)
< dimG, we can calculate
the difference between the wall crossing term above and
∫
P˜W i,j//(T/T1)c
κ
T/T1
P˜W i,j
(
resX1=0
αβD2
ePWi,j
)
(8.10)
inductively using the same procedure.
Now, as at (8.1), we find that (8.10) is equal up to a scalar factor analo-
gous to n0(−1)
n+
nT0 |W |
to
∫
P˜W i,j//N
T1
0
κ
P˜W i,j
resX1=0 αβD2ePWi,j(DNT10 )2
 (8.11)
where D
N
T1
0
is the product of the positive roots of NT10 .
Remark 35 The wall crossing term (8.9) is an integral over the quotient
Mˆ1//ξ1(T/T1)c = µˆ
−1
T (ξ1 + ξ2) ∩ Mˆ1/T . Since the intersection of Mˆ1 with
π−1(Mss) is a projective bundle over NT10 Z
ss
R1
, it is easier to describe quotients
of Mˆ1 byN
T1
0 than by T , and we can use (1.6) to relate integrals over quotients
of Mˆ1 by T to integrals over quotients of Mˆ1 by N
T1
0 . Unfortunately, however,
the quotient
Mˆ1//ξ1(N
T1
0 /(T1)c) = µˆ
−1(ξ1 + ξ2) ∩ Mˆ1/(NT10 ∩K)
is only well defined if ξ1 is centralized by N
T1
0 , and this is not necessarily
the case. To overcome this problem, we can use induction to relate our
integral over Mˆ1//ξ1(T/T1)c to an integral over the partial desingularization of
Mˆ1//N
T1
0 , as above, or indeed to an integral over the partial desingularization
of Mˆ1//ζN
T1
0 for any ζ in the Lie algebra of the centre of N
T1
0 ∩K. In what
follows we shall assume for simplicity that ζ = 0, but the same argument will
work for any central ζ . In particular if ξ1 itself is central then we can simply
work with Mˆ1//ξ1N
T1
0 and no partial desingularization is required.
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Remark 36 At this point it is useful to recall from [26], Lemma 7.8 that
the fibre at x ∈ ZssR of the restriction π : Mˆss → Mss of π to Mˆss is
the semistable stratum of the projective space associated to the normal to
GZssR in M
ss at x with respect to the representation of R on the normal
space. Since R ⊆ NR ⊂ G and semistability for some reductive group
implies semistability for any reductive subgroup, it follows that in such a
fibre semistability for R, for NR and for G are all equivalent. Similarly (cf.
Remark 34) in the intersection P(Wi,j)x of Mˆ1 = PWi,j with the fibre of π
at x ∈ ZssRi, semistability for Ri ∩ NT10 , for NRi ∩ NT10 and for NT10 are all
equivalent.
Recall that GZssR
∼= G×NR ZssR and hence
NT10 Z
ss
Ri
∼= NT10 ×NT10 ∩NRi Z
ss
Ri
and so
PWi,j ∼= NT10 ×NT1
0
∩NRi
PWi,j |Zss
Ri
P˜W i,j ∼= NT10 ×NT1
0
∩NRi
P˜W i,j |Zss
Ri
.
It then follows immediately from Remark 36 that
P˜W i,j//N
T1
0
∼= P˜W i,j |Zss
Ri
//NT10 ∩NRi . (8.12)
Lemma 37 Ri(N
T1
0 ∩NRi) is a subgroup of finite index in NRi.
Proof: We modify the proof of [26], Lemma 8.10. First note that each sub-
group Ri and N
T1
0 and N
Ri of G is the complexification of its intersection
with the maximal compact subgroup K of G, and so it suffices to show that
(Ri ∩K)(NT10 ∩NRi ∩K) has finite index in NRi ∩K.
Consider the action of Ri ∩K on the homogeneous space (NRi ∩K)/T1.
If k ∈ NRi ∩K then the stabilizer in Ri ∩K of the coset kT1 is
{s ∈ Ri ∩K | skT1 = kT1} = Ri ∩ kT1k−1
since T1 ⊆ Ri and k normalizes T1. But only finitely many conjugacy classes
of subgroups of Ri ∩K can occur as stabilizers of elements of (NRi ∩K)/T1
(see [33]). Therefore there exist k1, . . . , km ∈ NRi∩K such that if k ∈ NRi∩K
then
kT1k
−1 = rkjT1k
−1
j r
−1
for some r ∈ Ri ∩K and j ∈ {1, . . . , n}, and hence
k ∈ (Ri ∩K)kj(NT1 ∩NRi ∩K)
= kj(Ri ∩K)(NT1 ∩NRi ∩K)
since kj normalizes Ri ∩ K. Since NT10 has finite index in NT1 , the result
follows.
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Remark 38 It follows immediately that the connected component NRi0 of
NRi is equal to the connected component Ri(N
T1
0 ∩NRi)0 of Ri(NT10 ∩NRi).
Corollary 39 There is a natural isomorphism
ZRi//(N
T1
0 ∩NRi)0 ∼= ZRi//NRi0
and finite-to-one surjections
ZRi//N
Ri
0 → ZRi//NRi
and
ZRi//N
Ri
0 → ZRi//NT10 ∩NRi .
Proof: This follows immediately because the linear action of Ri on ZRi is
trivial.
We have reduced the calculation of the wall crossing term (8.9) to the
calculation of the integral (8.11) over P˜W i,j//N
T1
0 and from (8.12) we know
that
P˜W i,j//N
T1
0
∼= P˜W i,j |Zss
Ri
//NT10 ∩NRi .
We have a surjection
P˜W i,j |Zss
Ri
//NT10 ∩NRi Ψ−→ ZRi//NT10 ∩NRi . (8.13)
Lemma 40 The fibre of Ψ is the partial desingularization
P˜W i,j|x//Stab(x) ∩NT10 ∩NRi
of the quotient of the projective space PWi,j|x by Stab(x) ∩NT10 ∩NRi .
Proof: This follows since the centre of the blowup required at any stage
of the construction of P˜W i,j//N
T1
0 intersects the fibre at x ∈ ZssRi in the
centre of the corresponding blowup required for the construction of the partial
desingularization
P˜W i,j|x//Stab(x) ∩NT10 ∩NRi
(cf. the proofs of [27] Lemma 1.16 and Proposition 1.20).
We can now perform the integration needed over
P˜W i,j|Zss
Ri
//NT10 ∩NRi
by first integrating over the fibres of Ψ. This involves integrals over partial
desingularizations
P˜W i,j|x//Stab(x) ∩NT10 ∩NRi
and
ZRi//N
T1
0 ∩NRi
which can be calculated inductively.
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Remark 41 (i) Recall from Corollary 39 that there is a natural surjection
ZRi//N
Ri
0
Φ−→ ZRi//NRi ∩NT10 such that if η ∈ H∗(ZRi//NT10 ∩NRi) then∫
ZRi//N
Ri∩N
T1
0
η =
1
c
∫
ZRi//N
Ri
0
Φ∗η,
where c is the order of
Stab
Ri(N
T1
0 ∩N
Ri)
(x)
Stab
N
Ri
0
(x)
for a generic x ∈ ZssRi .
(ii) The connected component of Stab(x) for x ∈ ZssRi is Ri so NT10 ∩ Ri
is a subgroup of finite index in Stab(x) ∩NT10 ∩NRi , and hence as in (i) we
can reduce integrals over
P˜W i,j|x//Stab(x) ∩NT10 ∩NRi
to integrals over
P˜W i,j|x//Ri ∩NT10 .
(iii) We have assumed for simplicity that the blowup along GZssRi is the
first stage of the construction of M˜//G from M//G. If instead we are at
a later stage of the procedure, we need to replace ZRi//N
Ri by its partial
desingularization Z˜Ri//N
Ri throughout; cf. [26], Lemma 8.8.
Recall that in order to calculate the pairing κM˜(αβ)[M˜//G], by (8.1) and
Lemma 8.2 it suffices to calculate the difference
κTM˜,ξ(αβD2)[M˜//ξTc]− κTM˜(αβD2)[M˜//Tc] (8.14)
which is a sum of differences of the form
κT
Mˆ,ξ
(αβD2)[Mˆ//ξTc]− κTMˆ,ξˆ(αβD2)[Mˆ//ξˆTc]
fo suitable ξ and ξˆ. Recall also that these differences are in turn sums of wall
crossing terms (8.9)
κ
T/T1
Mˆ1,ξ1
(resMˆ1(αβD2))[Mˆ1//ξ1(T/T1)c] =
∫
PWi,j//ξ1 (T/T1)c
κ
T/T1
PWi,j,ξ1
(
resX1=0
αβD2
ePWi,j
)
,
and the difference between any such wall crossing term and the corresponding
integral (8.11)
∫
P˜W i,j//N
T1
0
κ
P˜W i,j
resX1=0 αβD2ePWi,j(DNT10 )2

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over the partial desingularization of PW i,j//N
T1
0 can be calculated induc-
tively. Finally we have just observed that we can perform this last integral
by integrating over the fibres of the map
Ψ : P˜W i,j//N
T1
0 → ZRi//NT10 ∩NRi ,
and the integral over the fibre of Ψ at a point represented by x ∈ ZssRi re-
duces to an integral over the partial desingularization P˜W i,j|x//Ri of the GIT
quotient of the projective space PW i,j|x by Ri, while the resulting integral
over the base space ZRi//N
T1
0 ∩ NRi can be pulled back to an integral over
ZRi//N
Ri . We can use induction and the residue formula Theorem 3.1(i) to
calculate integrals over ZRi//N
Ri of any cohomology classes represented by
equivariant cohomology classes on ZRi, so we can calculate (8.11) provided
that we are able to represent the cohomology class on ZRi//N
Ri obtained by
integrating
κ
P˜W i,j
resX1=0 αβD2ePWi,j(DNT10 )2
 (8.15)
over the fibres of Ψ by an equivariant cohomology class on ZRi. But if
x ∈ ZssRi then we can use induction and the residue formula Theorem 3.1(i)
to express the integral over P˜W i,j |x//Ri of (8.15) in terms of residues of
integrals over fibres at x of projective subbundles of PWi,j |Zss
Ri
which extend
naturally to projective bundles over ZRi. Such integrals can be represented
by equivariant cohomology classes on ZRi using the following lemma, which
therefore completes our procedure for calculating κM˜(αβ)[M˜//G].
Lemma 42 Let E be a rank r complex vector bundle over a manifold M .
Then ∫
PE
η = Resy=0
∫
M
η
p(y)
where p(y) = yr + c1(E)y
r−1 + . . .+ cr(E).
Proof: This follows from standard arguments in algebraic topology. Here
we give a simple argument. Let P denote P(E), and let π : P → M be the
projection. Then H∗(P ) is isomorphic to the quotient of the polynomial ring
H∗(M)[y] by the ideal generated by p(y) as above. For any cohomology class
η ∈ H∗(P ), we have η = ∑r−1i=0 π∗βiyi for suitable classes βi ∈ H∗(M), where
we have identified y with the first Chern class of the hyperplane line bundle
L→ P . Then
1
p(y)
=
1
yr(1 + c1(E)
y
+ . . .+ cr(E)
yr
)
=
∑
k≥0
(−1)k
yr
(
c1(E)
y
+ . . .+
cr(E)
yr
)k
and so ∫
P
η =
∫
M
π∗βn−1 = Resy=0
∫
M
η
p(y)
.
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9 Witten’s integral
In the case when 0 is a regular value of the moment map µWitten relates the
intersection pairings of two classes κM(α), κM(β) of complementary degrees
in H∗(M//G) coming from α, β ∈ H∗K(M) to the asymptotic behaviour of
the integral Iǫ(αβeiω¯) given by
Iǫ(ηeiω¯) = 1
(2π)s vol (K)
∫
X∈k
[dX ]e−ǫ<X,X>/2
∫
M
η(X)eiωeiµ(X), (9.1)
where as before ω¯ = ω + µ. He expresses the integral as a sum of local
contributions, one of which reduces to the intersection pairing required while
the rest tend to 0 exponentially fast as ǫ tends to 0.
Even when 0 is not a regular value of µ, Witten’s integral Iǫ(ηeiω¯) de-
composes into the sum of a term Iǫ0(ηeiω¯) determined by the action of K on
an arbitrarily small neighbourhood of µ−1(0), and other terms which tend
to zero exponentially fast as ǫ → 0. We shall see that there is a residue
formula for Iǫ0(ηeiω¯) which again is a sum over components of the fixed point
set of T on M . This residue formula is related to the formulas for pairings in
the intersection homology of M//G given in previous sections, but it is not
in general a polynomial in ǫ; instead it is a polynomial in
√
ǫ, as has been
proved by Paradan (see [36] Cor.5.2).
In Sections 4 and 7 of [20] it is proved that the integral Iǫ(ηeiω¯) can be
expressed as
Iǫ(ηeiω¯) = 1
(2π)lǫs/2|W | vol (T )
∫
y∈t∗
dye−<y,y>/2ǫQη(y) (9.2)
whereW is the Weyl group ofK and Qη(·) is a piecewise polynomial function
on t∗ supported on cones each of which has its apex at µT (F ) for some
component F of the fixed point set of T on M . Here as before s is the
dimension of K, while l is the dimension of the maximal torus T . For the
definition of Qη see the statement of Theorem 7.1 of [20]: it is
Qη = DFT (Dση)
where
ση(X) = Π∗(e
iωeiµ(X)η(X)),
and Π∗ denotes the integral over M while FT is the Fourier transform over
t. Equivalently if {ej} is a basis for t so that an element of t is given as
y =
∑
j yjej , we may write
Qη(y) = DPD(FTΠ∗ση)
where we define the differential operator
PD =
∏
γ>0
∑
j
γ(ej)
∂
∂yj
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as a product over the positive roots γ of K.
We shall need to introduce a set of (possibly degenerate) cones C =
{C1, . . . , Cd}, each with apex at 0, for which t∗ is the union of C ∈ C, the
intersection of any two is contained in their boundaries and Qη is polynomial
on a neighbourhood of 0 in each C. Let Qη0 be the piecewise polynomial
function which is polynomial on each cone C ∈ C (each having its apex at 0)
and which coincides with Qη near 0. Let
Iǫ0(ηeiω¯) = 1
(2π)lǫs/2|W | vol (T )
∫
y∈t∗
[dy]e−<y,y>/2ǫQη0(y). (9.3)
Then the argument of [20] Section 6 shows that there exist real numbers
ρβ > 0 and functions hβ : R
+ → R such that for some Nβ ≥ 0 the product
ǫNβhβ(ǫ) remains bounded as ǫ→ 0+ and
|Iǫ(ηeiω¯)− Iǫ0(ηeiω¯)| ≤
∑
β
e−ρβ/2ǫhβ(ǫ). (9.4)
In Section 8 of [20] a residue formula is given for Iǫ0(ηeiω¯) in the case
when 0 is a regular value of the moment map µ. In this case n0Iǫ0(ηeiω¯) is
equal to η0e
iω+ǫΘ[M//K], where Θ ∈ H∗(M//G) was defined at (1.3) and n0
is the order of the stabilizer of a generic point of µ−1(0), and thus Iǫ0(ηe
iω¯) is
a polynomial function of ǫ. The proof of Theorem 8.1 of [20] can be modified
to obtain a formula for Iǫ0(ηeiω¯) in the general case when it may not be a
polynomial in ǫ (see Example 9.7 below).
If F ∈ F is a component of the fixed point set of the maximal torus of
T acting on M let βF,j (for j ∈ JF ) be the weights of the action of T on the
normal bundle to F in M . We choose a connected component Λ of the set
of ξ ∈ t for which βF,j(ξ) 6= 0 for all F and j; we then adjust the signs of the
βF,j (for all F and j) in such a way that βF,j(ξ) > 0 for all ξ ∈ Λ (see [16]).
We can then define resΛ(h(X)[dX ]) as in [20] Section 8 when h(X) is of
the form
hλ(X) =
q(X)eiλ(X)
β1(X)...βN(X)
,
where q(X) is a polynomial in X ∈ t while β1, ..., βN ∈ t∗ all lie in the dual
cone of Λ and λ ∈ t∗ does not lie in any cone of dimension at most l − 1
spanned by a subset of {β1, ..., βN}. By [21] Proposition 3.2 it is uniquely
determined by the following properties:
i) If {β1, ..., βN} does not span t∗ as a vector space then resΛ(hλ(X)[dX ]) = 0.
ii) resΛ(hλ(X)[dX ]) =
∑
m≥0 lims→0+ res
Λ( (iλ(X))
m
m!
hsλ(X)[dX ]).
iii) If q(X) = Xj11 ...X
jl
l then the limit lims→0+ res
Λ(hsλ(X)[dX ]) is 0 unless
N = l + j1 + .... + jl.
iv) If q(X) = 1 andN = l and {β1, ..., βl} is a basis for t∗ then resΛ(hλ(X)[dX ]) =
0 unless λ = λ1β1 + ...+ λlβl where λj > 0 for each j, and if this is the case
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then resΛ(hλ(X)[dX ]) = | det β¯|−1, where β¯ is an l× l matrix whose columns
are the coordinates of β1, ..., βl with respect to any orthonormal basis of t.
Finally in order to remove the restriction on λ we choose ρ ∈ t∗ such that
−ρ lies in the dual cone of Λ and define
resρ,Λ(hλ(X)[dX ]) = lim
s→0+
resΛ(hλ+sρ(X)[dX ]).
Except for the additional factors of i discussed in Remark 3.4, when applied
to suitable meromorphic differential forms on the complexified Lie algebra of
the torus, resρ,Λ gives the multivariable residue which appeared in Section 3.
If F ∈ F we define a cone C(F ) in t, with apex at µT (F ), by
C(F ) = {µT (F )−
∑
j
sjβF,j : sj ≥ 0} (9.5)
where the βF,j are the weights of the action of T on the normal bundle
to F with adjusted signs as above. By subdividing the cones C ∈ C if
necessary, we can assume that for each F ∈ F and each C ∈ C, either
there is a neighbourhood of 0 in C which is contained in C(F ) or there is a
neighbourhood of 0 in C which does not meet the interior of C(F ). Then if
F ∈ F we let CF be the set of C ∈ C such that there is a neighbourhood of
0 in C which is contained in C(F ).
Theorem 43 If η ∈ H∗K(M) then Iǫ0(ηeiω¯) is equal to
AK
ǫs/2
∑
F∈F
∑
C∈CF
∫
y∈C
[dy]D(y)e−<y,y>/2ǫPCresρ,Λ
(
D(X)
∫
F
i∗F (η(X)e
iω)
eF (X)
ei<µ(F )−y,X>
)
where the constant AK is given by
AK =
il(2π)−l/2
|W | vol (T ) .
Here eF denotes, as before, the equivariant Euler class of the normal bundle
to F , and if f is a piecewise polynomial function which is polynomial on a
neighbourhood of 0 in the cone C, then PC(f) denotes the polynomial which
is equal to f on a neighbourhood of 0 in C.
Proof: The proof is a straightforward modification of [20], Sections 4 and 8.
By (9.1), we have
Iǫ(ηeiω¯) =
1
(2π)s volK
∫
X∈k
[dX ]e−ǫ|X|
2/2
∫
M
η(X)eiω¯(X),
=
1
(2π)l|W | volT
∫
X∈t
[dX ]e−ǫ|X|
2/2D(X)2
∫
M
η(X)eiω¯(X).
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By Parseval’s theorem this becomes
Iǫ(ηeiω¯) =
1
(2π)lǫs/2|W | volT
∫
y∈t∗
[dy]D(y)e−|y|2/2ǫFT
(
D(X)
∫
M
η(X)eiωeiµ(X)
)
,
where FT denotes the Fourier transform over t. We now expand the integral
over M using the abelian localization theorem, to get a sum of terms
∑
F∈F
∫
F
i∗F (η(X)e
iω)
eF (X)
ei〈µ(F ),X〉,
each corresponding to a component F of the fixed point set of the action
of T (see for example [16]). The Fourier transform can thus be expressed
as a sum over F such that the term corresponding to F ∈ F is a piecewise
polynomial function supported on a cone with apex at µT (F ). Decomposing
t∗ into cones C with apex at 0 as above, we find that the integrand on each
cone C is e−|y|
2/2ǫ times a piecewise polynomial function pC . The functions
D(y)resρ,Λ
(
D(X)
∫
F
i∗F (η(X)e
iω)
eF (X)
ei〈µ(F )−y,X〉
)
are also piecewise polynomial, and we can assume that they are also polyno-
mial on a neighbourhood of 0 in each of the cones C ∈ C. To define Iǫ0(ηeiω¯),
we replace pC by the polynomial p
0
C which equals pC in a neighbourhood of
0 in C, which by the argument of [20] Section 8 is
(2π)l/2ilD(y)PCresρ,Λ
(
D(X)
∫
F
i∗F (η(X)e
iω)
eF (X)
ei〈µ(F )−y,X〉
)
. (9.6)
This gives us the formula in the statement of the theorem.
Remark 44 If the condition that C ∈ CF (in other words that a neighbour-
hood of 0 in C lies in C(F )) guarantees that the residue
resρ,Λ
(
D(X)
∫
F
i∗F (η(X)e
iω)
eF (X)
ei〈µ(F )−y,X〉
)
is a polynomial function of y on C (not merely piecewise polynomial), then
we can omit the expression PC from (9.6).
Remark 45 If F ∈ F is such that µT (F ) does not lie on a wall through 0
(or a wall such that the affine hyperplane spanned by the wall passes through
0), then 0 does not lie on the boundary of the cone C(F ), and hence either
CF = ∅ or CF = C. If CF = ∅ then F /∈ F+ and F contributes zero to the
expression for Iǫ0(ηeiω¯) in Theorem 9.1. If CF = C, so that F ∈ F+, then the
contribution of F can be written as an integral over ∪
C∈CC = t and by the
arguments of [20] Section 8 it is given by the same formula
CK res
ρ,Λ(D(X)2
∫
F
i∗F (ηe
iω¯)(X)e−ǫ<X,X>/2
eF (X)
[dX ])
as in the case when 0 is a regular value of µ.
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Example 46 If l = 1 and there are two cones (both half lines) then when
calculating Iǫ0(ηeiω¯) we need integrals of the form∫
y∈C
e−<y,y>/2ǫyjdy = ±
∫ ∞
0
e−y
2/2ǫyjdy.
Ignoring the sign, this can be evaluated as[
−ǫe−y2/2ǫyj−1
]∞
0
+ ǫ(j − 1)
∫ ∞
0
e−y
2/2ǫyj−2dy
= ǫ(j − 1)
∫ ∞
0
e−y
2/2ǫyj−2dy
if j > 1. By induction this equals
ǫ(j−1)/2(j − 1)(j − 3) . . . 4 · 2
∫ ∞
0
e−y
2/2ǫydy
= ǫ(j+1)/2(j − 1)(j − 3) . . . 4 · 2
if j is odd, and if j is even it is
ǫj/2(j − 1)(j − 3) . . . 3 · 1
∫ ∞
0
e−y
2/2ǫdy
=
√
π
2
ǫ(j+1)/2(j − 1)(j − 3) . . . 3 · 1.
Thus we expect that
√
ǫ will appear in the answer and Iǫ0(ηeiω¯) will not in
general be a polynomial in ǫ.
Remark 47 By subdividing the cones C ∈ C if necessary, we can assume
that each C ∈ C is of the form
C = {s1b1 + ...+ slbl : s1, ..., sl ∈ R, s1 ≥ 0, ..., sm ≥ 0}
for some basis b1, ..., bl of t and some m ∈ {0, ..., l}. Then the formula of
Theorem 9.1 can be expressed as a linear combination (whose coefficients are
independent of ǫ) of integrals of the form∫
y∈C
[dy]p(y)e−〈y,y〉/2ǫ
where p(y) is a polynomial function of y ∈ t. Changing coordinates using
the basis b1, ..., bl of t gives us integrals of the form∫
y∈(R+)m×Rl−m
[dy]P (y)e−〈y,y〉/2ǫ
where P (y) is a polynomial function of y ∈ Rl and 〈 , 〉 is an inner product on
R
l. Using induction on l and calculations similar to those in Example 46, it
follows that Iǫ0(ηeiω¯) is always a polynomial in
√
ǫ, although not necessarily
a polynomial in ǫ.
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Example 48 Consider the case we have looked at a number of times (Ex-
amples 2.4, 3.2, 4.2) when G = SL(2) acts on M = (P1)
n with n even (cf.
also Section 9 of [20]). The fixed points of the action of the maximal torus
T of K are the n-tuples of points (x1, . . . , xn) in P1 such that each xj is
either 0 or ∞, which we index by sequences δ = (δ1, . . . , δn) where δj = 1 if
xj = 0 and δj = −1 if xj = ∞. The value of the moment map for such a
point is
∑n
j=1 δj . Recall that H
∗(M) has n generators of degree 2, and the
equivariant cohomology H∗T (M) is generated by lifts ξi (i = 1, . . . , n) of these
together with one additional generator ζ of degree 2, subject to the relations
(ξj)
2 = ζ2, while H∗K(M) is generated by the ξj and ζ
2 subject to the same
relations. Then if η = q(ξ1, . . . , ξn, ζ
2) ∈ H∗K(M) we have from Theorem 9.1
that
Iǫ0(ηeiω¯) =
AK
ǫs/2
(
∑
δ1+...+δn>0
(
∫ 0
−∞
dye−y
2/2ǫyP−R+ +
∫ ∞
0
dye−y
2/2ǫyPR+)
+
∑
δ1+...+δn=0
∫ 0
−∞
dye−y
2/2ǫyP−R+)×
res+X=0
(
1
Xn−1
eiX(
∑
j
δj)e−iyX(
∏
j
δj)q(δ1X, . . . , δnX,X
2)
)
,
where AK is the constant defined in the statement of Theorem 9.1, and for
a rational function R(X), res+X=0(e
iµXR(X)) is the coefficient of 1/X in the
Taylor expansion if µ ≥ 0 and 0 otherwise.
An easy calculation shows that the factors P±R+res+X=0 may simply be
replaced by resX=0. The contribution of any fixed point indexed by {δ} such
that
∑
j δj = 0 is
AKǫ
−3/2 resX=0
(∫ 0
−∞
(−1)n/2y
Xn−1
q(δ1X, . . . , δnX,X
2)e−y
2/2ǫe−iyXdy
)
.
Thus we see from the calculations in Example 46 that for some choices of q
the individual contributions of the F with µT (F ) = 0 will involve odd powers
of
√
ǫ, although an argument from symmetry shows that Iǫ0(ηeiω¯) is in fact
a polynomial in ǫ in this example.
Example 49 As our final example consider the linear action of G = C∗ on
M = Pn with distinct weights r0, ..., rn ∈ Z. Then H∗T (M) is generated by two
equivariant cohomology classes ξ and ζ of degree two subject to the relation
n∏
j=0
(ξ − rjζ) = 0.
The moment map for the action of T = S1 on M is given up to a constant
by
µ[x0, ..., xn] =
r0|x0|2 + ... + rn|xn|2
|x0|2 + ...+ |xn|2 .
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Suppose now that r0 = 0 but that rj 6= 0 for j > 0.Then if η = q(ξ, ζ) ∈
H∗T (M) we have from Theorem 9.1 that
Iǫ0(ηeiω¯) =
AK√
ǫ
∫ 0
−∞
dyresX=0(
e−y
2/2ǫe−iyX∏
k 6=0(rkX − r0X)
q(0, X)
+
∑
j:rj>0
∫ ∞
−∞
dyresX=0
eirjXe−y
2/2ǫe−iyX∏
k 6=j(rkX − rjX)
q(rjX,X)).
The contribution of each j > 0 to this expression is a polynomial in ǫ, but if
q(0, X) = XN then
resX=0
∫ 0
−∞
dy
e−y
2/2ǫe−iyX∏
k 6=0(rkX − r0X)
q(0, X) =
∫ 0
−∞
dy
e−y
2/2ǫ(−iy)n−N−2∏
k 6=0(rk − r0)
which is a nonzero constant multiple of ǫ(n−N−2)/2. Thus if n−N is odd then
Iǫ0(ηeiω¯) is not a polynomial in ǫ.
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