In this paper, we give some characterizations of the integral and Carleson type measure both associated with higher radial derivative for holomorphic functions of Q p,0 and Q p spaces in the unit ball of C n . As applications, some sharp forms of the relations between Dirichlet type spaces and Q p,0 spaces are shown by means of higher radial derivative, Carleson type measure and constructive methods for the cases of determinism and randomization, respectively.
Introduction
As well known, classical Dirichlet space AD on the unit disk of complex plane was defined either by Taylor coefficients or by integral characterization of Dirichlet functions. However, it would seem hard to see the boundary behavior of functions of AD from both definitions above. Later on, A. Beurling in [4] proved that if f (z) ∈ AD and f (0) = 0, then the set of θ for which |f (e iθ )| t is of Lebesgue measure no more than e −t 2 +1 . From the John-Nirenberg theorem and this result, it is easy to see that AD is just included in BMOA and its distribution functions possess the exponential e −t 2 decay which is much faster than BMOA's e −t . In fact, we can further know AD ⊂ Q p,0 for all 0 < p < 1 (cf. [2, Theorem 1] ).
More recently, Dirichlet type spaces D τ and the so-called Q p spaces were defined in [8, 14] , respectively for the unit ball of C n . They have the advantage of dealing with some important function spaces in a unified way, such as D 0 = Hardy space H 2 , D −1 = Bergman space L 2 a ; Q 1 = BMOA, Q 1,0 = VMOA and Q p = Bloch, Q p,0 = the little Bloch when 1 < p < n n−1 . In [12] , we have obtained D n ⊂ BMOA by a straightforward calculation which suggests that D n could be shown to have the corresponding status as AD in the unit disk. Therefore, Beurling's result mentioned above prompts us to sharpen it further.
In this paper, for the unit ball of C n we first give some characterizations of the integral and Carleson type measure both associated with higher radial derivative for holomorphic functions of Q p,0 and Q p spaces. As applications, we get a sufficient condition for random power series to belong to Q p,0 spaces for n−1 n < p < 1, and show that such a condition is best possible in some sense. As its corollary, the result D 1,2n ⊂ n−1 n <p<1 Q p,0 (⊂ VMOA) a.s., is obtained. We also prove that D n ⊂ n−1 n <p<1 Q p,0 , which is strict and best possible in the sense that the index n of D n cannot be smaller. In the last section, we make a comparison between the results of Sections 4 and 5 in some special case of randomization, which also shows a difference between function spaces of one (complex variable) and several complex variables.
Preliminaries
Let B be the unit ball of C n (n > 1) with boundary S, dυ denote the Lebesgue measure on B normalized so that υ(B) = 1 and dσ the rotation-invariant positive normalized measure on S, i.e. σ (S) = 1. The class of all holomorphic functions with domain B will be denoted by H (B). For a ∈ B, ϕ a is the Möbius transformation of B which satisfies ϕ a (0) = a, ϕ a (a) = 0 and ϕ a • ϕ a = I , ϕ a ∈ Aut(B) (cf. [15] ). Aut(B) is the group of biholomorphic automorphisms of B.
for each f ∈ L 1 (dλ) and ψ ∈ Aut(B).
For f ∈ H (B), its complex gradient is ∇f = (
In [17] , the invariant Green's function is defined as G(z, a) = g(ϕ a (z)), where
In [14] , the holomorphic function spaces Q p and Q p,0 associated with the invariant Green's function in the unit ball of C n are defined as
for ξ ∈ S uniformly, we call μ a vanishing p-Carleson measure. Let f be in H (B) with Taylor expansion f (z) = α 0 a α z α . In [8] , f is said to be in Dirichlet type spaces D τ (τ ∈ R) provided that
where
is called the randomization of f (z), where the ε α (ω) is a Bernoulli sequence of random variables on a probability space (Ω, F , P ) with the index α being given the usual order. This means that the sequence is independent and each ε α takes the values +1 and −1 with probability 1 2 each. It is obvious that f ω ∈ H (B) for each ω in Ω since the series representing f converges absolutely in B. For a concrete example of such a sequence, take ε α to be the Rademacher functions on the unit interval with Lebesgue measure as probability measure (see [6, Appendix A]).
Throughout this paper, C, M and C j (j = 1, 2, . . .) are positive constants which may depend on f , but they are finite quantities for a fixed f , and are not necessarily the same at each appearance. We use the notation A ≈ B to denote comparability of the quantities, i.e. there are absolute positive constants
The unexplained notations can be found in [15] .
Characterizations of Q p,0 spaces
We begin with establishing a recurrence estimation with respect to the integral of higher radial derivative, which will play a critical role in the proof of Theorem 3.1, and is of independent interest.
for τ > −1 and m ∈ N ∪ {0}.
Proof. By denoting
With integration in polar coordinates and the orthogonality of ξ α on S in [15] , we have
Here B(·,·) is the classical Beta function. On the other hand, similar to the computation of (2), we have
Thus the assertion follows from (2) and (3). 2
and 
μ is a vanishing p-Carleson measure if and only if
Now we give some characterizations of Q p,0 in terms of higher radial derivative, the corollary of which will be used in proving Theorems 4.1 and 5.1. Here our approach refers to [3] , but some special constructive techniques are adopted due to the difference between one variable and several variables. 2 
where α > −1. Take
and α = 2m + np − 1 − n in (6), and multiply both sides of inequality (6) 
Since
a direct calculation shows that (7) becomes
By the hypothesis the right side of (8) tends to zero when |a| → 1. Because f ∈ Q p,0 ⊂ B 0 for
Note that
Here [15, Proposition 1.4.10] is used. 
Here υ(E(a, r 0 )) = r 2n 0 ( 
Meanwhile, by the hypothesis
Thus, by (8) , (11) and (12) we obtain
Hence (i) implies (ii) for all m ∈ N from induction.
(ii) ⇒ (i). When m = 1, (ii) implies (i) by Lemma 3.2. Assume now that (ii) holds for n−1 n < p 1 and for some fixed m + 1, i.e.
By Lemma 3.1 again we know for g ∈ H (B),
where α > −1. As did in (6), we choose the same particular g(z) and employ the same operations to (14) , then
Obviously lim |a|→1 |R m f (0)| 2 (1 − |a| 2 ) np = 0. Moreover, by (13)
Assumption (13) holds for n−1 n < p 1, and so does for 1 < p < n n−1 . By Theorem 3.1 of [11] , we know f ∈ B 0 . Therefore, the estimates of the other two integrals on the right side of (15) can be treated similarly to I 1 (a) and I 2 (a) in (11). So we can get
and
Combining (15)- (18), we have
Then by the principle of recurrence and Lemma 3.
( 
ii) ⇒ (iii). Since we have proved (ii) implies
Applying (19) and (ii) to (20), we get
(ii) ⇒ (iii) is proved. So we complete the proof. 
is a vanishing p-Carleson measure.
The result corresponding to Theorem 3.1 for Q p spaces is given as by-product in the expected fashion. We omit its proof since only slight adjustments are needed following the approach of Theorem 3.1. 
By Lemma 3.3 and Theorem 3.2(ii), we have the following:
is a p-Carleson measure.
D τ,q and Q p,0 spaces in randomization
In this section, we consider the relation between D τ,q and Q p,0 spaces in the case of randomization.
a.s., here a.s. means that for almost every the sequence ε α (ω).
Proof. For ξ ∈ S and δ > 0, Carleson box in the ball is defined as
where Q(ξ, δ) = {η ∈ S: |1 − η, ξ | < δ}. We have Rf ω (z) 2 
It follows from [5] or the proof of Theorem 1.1 of [8] that
q > −1 and 0 < q < ∞, i.e. n < q < ∞. Therefore, for n < q
then by the absolute continuity of integral, we know
is a vanishing p-Carleson measure, and so f ω ∈ Q p,0 a.s. for all n−1 n < p < 1 by Corollary 3.1. 2
Next we show that the above sufficient condition is best possible in the following sense: 
n < p < 1 and any choice of ω.
Proof. Let c k = max |α|=k c α . We choose an integer subsequence {k j } satisfying:
which is similar to what has been done in [1, Theorem 3.7] . Now define a k > 0 for k 1 and 
In the above
which can be proved by a similar computation as in [15, Proposition 1.4.9] for any q > 0, and Stirling's formula are used. By the definition of {a k } the last term of the above inequalities
On the other hand,
for ∀ω ∈ Ω by the definition of Dirichlet type spaces.
And we know Q p ⊂ D n(1−p) for n−1 n < p 1 as shown in [7] , then it leads to
The above demonstration of the best possibility improves Theorem 3.2 of [13] .
Recalling the definition of D τ,q spaces, Theorem 4.1 in fact means that D 2n q ,q ⊂ Q p,0 a.s. for n < q 
Relation between D τ and Q p,0 spaces
In [12] , we have shown D n ⊂ BMOA, which is still strict and best possible in the sense that the index n of D n cannot be smaller. In the same paper, an integral characterization of Dirichlet type spaces in terms of higher radial derivative is given as follows (cf. [12, Proposition 3.1]):
where τ < 2m and m ∈ N. Now with Corollary 3.1, (21) and (23), we can further refine the above inclusion relation as follows. 
Proof. For
n−1 n < p < 1, it is sufficient to show that the measure
is a vanishing p-Carleson measure as shown by Corollary 3.1. ∀ξ 0 ∈ S, δ > 0. Now for f ∈ D n and n−1
is a vanishing p-Carleson measure by (23) and the absolute continuity of integral. Thus f ∈ Q p,0 .
To prove the strictness of the inclusion, we take
where 
