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Abstract
This paper concerns shock reflection for a system of hyperbolic balance laws in one space dimension. It is shown that the gener-
alized nonlinear initial–boundary Riemann problem for a system of hyperbolic balance laws with nonlinear boundary conditions in
the half space {(t, x) | t  0, x  0} admits a unique global piecewise C1 solution u = u(t, x) containing only shocks with small
amplitude and this solution possesses a global structure similar to that of self-similar solution u = U(xt ) of the corresponding
homogeneous Riemann problem, if each characteristic field with positive velocity is genuinely nonlinear and the corresponding
homogeneous Riemann problem has only shocks but no centered rarefaction waves and contact discontinuities. This result is also
applied to shock reflection for the flow equations of a model class of fluids with viscosity induced by fading memory.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction and main result
Consider the following quasilinear hyperbolic system of balance laws in one space dimension:
∂u
∂t
+ ∂f (u)
∂x
+ Lu = 0, u = u(t, x) ∈ U ⊂ Rn, (1.1)
where L > 0 is a constant; u = (u1, . . . , un)T is the unknown vector function of (t, x), f : U → Rn is a given C3
vector function of u.
It is assumed that system (1.1) is strictly hyperbolic, i.e., for any given u on the domain under consideration, the
Jacobian A(u) = ∇f (u) has n real distinct eigenvalues
λ1(u) < λ2(u) < · · · < λn(u). (1.2)
Let li (u) = (li1(u), . . . , lin(u)) (respectively ri(u) = (ri1(u), . . . , rin(u))T ) be a left (respectively right) eigenvector
corresponding to λi(u) (i = 1, . . . , n):
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(
respectively A(u)ri(u) = λi(u)ri(u)
)
, (1.3)
then we have
det
∣∣lij (u)∣∣ = 0 (equivalently det∣∣rij (u)∣∣ = 0). (1.4)
Without loss of generality, we may assume that on the domain under consideration
li (u)rj (u) ≡ δij (i, j = 1, . . . , n), (1.5)
and
rTi (u)ri(u) ≡ 1 (i = 1, . . . , n), (1.6)
where δij stands for the Kronecker’s symbol.
Clearly, all λi(u), lij (u) and rij (u) (i, j = 1, . . . , n) have the same regularity as A(u), i.e., C2 regularity.
We also assume that on the domain under consideration, each characteristic field is either genuinely nonlinear in
the sense of Lax (cf. [15])
∇λi(u)ri(u) = 0, (1.7)
or linearly degenerate in the sense of Lax
∇λi(u)ri(u) ≡ 0. (1.8)
We are interested in solutions taking values in a small neighborhood of a given state in Rn and, without loss of
generality, we can choose this set to be the ball U := B(ε) centered at the origin with suitably small radius ε. We first
recall that the Riemann problem for the corresponding homogeneous system
∂u
∂t
+ ∂f (u)
∂x
= 0 (1.9)
is a special Cauchy problem with the piecewise constant initial data
t = 0: u =
{
uL, x < 0,
uR, x > 0,
(1.10)
where uL and uR are constant states in U . It is well known that the Riemann problem (1.9) and (1.10) has a unique
self-similar solution composed of n + 1 constant states separated by shocks, centered rarefaction waves, and contact
discontinuities (they are called elementary waves) provided that the states are in a small neighborhood of a given state
(see Lax [15]). In the following, the set U is chosen such that any Riemann problem (1.9) and (1.10) with data in U is
always well-posed in this sense.
We assume that on the domain under consideration, the eigenvalues of A(u) = ∇f (u) satisfy the non-characteristic
condition
λr(u) < 0 < λs(u) (r = 1, . . . ,m; s = m + 1, . . . , n). (1.11)
We are concerned with the existence and uniqueness of global piecewise C1 solutions containing only shocks to
the generalized nonlinear initial–boundary Riemann problem for system (1.1) in the half space
D = {(t, x) ∣∣ t  0, x  0} (1.12)
with the initial condition
t = 0: u = ϕ(x) (x  0) (1.13)
and the nonlinear boundary condition (cf. [20,21,29–32])
x = 0: vs = Gs
(
α(t), v1, . . . , vm
)+ hs(t) (s = m + 1, . . . , n), (1.14)
where
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α(t) = (α1(t), . . . , αk(t)).
Here, ϕ = (ϕ1, . . . , ϕn)T , α, Gs and hs (s = m+ 1, . . . , n) are all C1 functions with respect to their arguments, which
do not satisfy the conditions of C0 compatibility at the point (0,0). Also, we assume that there exists a constant μ > 0
such that
θ  sup
x0
(1 + x)1+μ(∣∣ϕ(x)∣∣+ ∣∣ϕ′(x)∣∣)+ sup
t0
(1 + t)1+μ(∣∣α(t)∣∣+ ∣∣h(t)∣∣+ ∣∣α′(t)∣∣+ ∣∣h′(t)∣∣)< ∞, (1.16)
in which
h(t) = (hm+1(t), . . . , hn(t)).
Without loss of generality, we assume that
Gs
(
α(t),0, . . . ,0
)≡ 0 (s = m + 1, . . . , n). (1.17)
Now, consider the nonlinear initial–boundary Riemann problem for the corresponding homogeneous system (1.9)
in the half space
D = {(t, x) ∣∣ t  0, x  0}
with the constant initial data
t = 0: u = ϕ(0) (x  0) (1.18)
and the nonlinear boundary condition (cf. [20])
x = 0: vs = Gs
(
α(0), v1, . . . , vm
)+ hs(0)Gs(v1, . . . , vm) (s = m + 1, . . . , n) (t  0). (1.19)
For this problem, Li and Wang [20] obtained the following well-known result:
Theorem 1.1. Let u+  ϕ(0) and v+i  li (u+)u+ (i = 1, . . . , n) and suppose that the non-characteristic condi-
tion (1.11) holds. If |u+| and |v+s − Gs(v+1 , . . . , v+m)| (s = m + 1, . . . , n) are suitably small, then the problem (1.9)–
(1.18)–(1.19) (known as Riemann problem) admits a unique self-similar solution u = U(x
t
) composed of at most
n−m+1 constant states separated by shocks, centered rarefaction waves, or contact discontinuities. Suppose further-
more that, for j = m+1, . . . , n, each j -characteristic field with positive velocity is genuinely nonlinear, then the above
self-similar solution u = U(x
t
) composed of at most n − m + 1 constant states uˆ(m), uˆ(m+1), . . . , uˆ(n−1), uˆ(n) = u+
separated by shocks or centered rarefaction waves.
Remark 1.1. Let u+  ϕ(0) and u−  (0, . . . ,
(m)
0 , hm+1(0), . . . , hn(0))T and suppose that u+ and u− be data in U .
Then there exists a suitably small ε > 0 such that any Riemann problem (1.9)–(1.18)–(1.19) with data in U := B(ε)
is always well-posed in the sense of Theorem 1.1. In the remainder of this paper we will consider the set U to be the
ball U := B(ε) centered at the origin with suitably small radius ε in the sense of Theorem 1.1.
In order to study the problem of shock reflection, we will restrict ourselves in this paper to the case where only
shocks are present. To do so, we suppose furthermore that the self-similar solution u = U(x
t
) of the corresponding
homogeneous Riemann problem (1.9)–(1.18)–(1.19) contains only n − m non-degenerate shocks, but no centered
rarefaction waves and contact discontinuities, i.e.,
u = U
(
x
t
)
=
⎧⎪⎨
⎪⎩
uˆ(m), for t  0, x < λˆm+1t,
uˆ(l), for t  0, λˆl t < x < λˆl+1t (l = m + 1, . . . , n − 1),
uˆ(n), for t  0, x > λˆnt,
(1.20)
where x = λˆj t denotes the j th shock wave (j = m + 1, . . . , n).
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Theorem 1.2. Suppose that the non-characteristic condition (1.11) holds and system (1.1) is strictly hyperbolic. Sup-
pose furthermore that, for j = m + 1, . . . , n, each j -characteristic field with positive velocity is genuinely nonlinear,
and the corresponding homogeneous Riemann problem (1.9)–(1.18)–(1.19) has a self-similar solution u = U(x
t
) con-
sisting of only non-degenerate shocks. Suppose finally that ϕ,α,Gs,hs (s = m + 1, . . . , n) are all C1 functions with
respect to their arguments satisfying (1.15)–(1.17), and that the conditions of C0 compatibility are not satisfied at
the point (0,0). Then there is a sufficiently small θ0 > 0 such that for any fixed θ ∈ (0, θ0], the generalized nonlinear
initial–boundary Riemann problem (1.1) and (1.13)–(1.14) admits a unique global piecewise C1 solution u = u(t, x)
containing only n − m shocks (denoted by x = xj (t) (j = m + 1, . . . , n)) with small amplitude in the half space
{(t, x) | t  0, x  0}. This solution possesses a global structure similar to that of the self-similar solution u = U(x
t
)
of the corresponding homogeneous Riemann problem (1.9)–(1.18)–(1.19). Precisely speaking,
u = u(t, x) =
⎧⎪⎨
⎪⎩
u(m)(t, x), for t  0, x < xm+1(t),
u(l)(t, x), for t  0, xl(t) < x < xl+1(t) (l = m + 1, . . . , n − 1),
u(n)(t, x), for t  0, x > xn(t),
(1.21)
where all u(j)(t, x) (j = m,m + 1, . . . , n) satisfy system (1.1) in the classical sense on their corresponding domains,
respectively; for j = m + 1, . . . , n, u(j−1)(t, x) and u(j)(t, x) are connected to each other by the j th shock wave
x = xj (t).
Remark 1.2. This result is reasonable for the following motivation: the condition (1.16) implies that (at time t = 0)
the strength of the waves generated by the initial data rapidly decreases as x tends to infinity. Therefore the waves with
negative velocity do not have the time to generate new shocks before disappearing at the boundary, the only remaining
discontinuities are the shock discontinuities generated at t = 0 by the discontinuity at the origin.
For general quasilinear hyperbolic systems of conservation laws, such kinds of problems have been extensively
studied in the literature (for instance, see [1–3,8,12–18,20,22–24,29–32] and references therein). In particular, for the
initial value problem, if system (1.1) is genuinely nonlinear and the self-similar solution has only n shocks but no
centered rarefaction waves and contact discontinuities, Li and Zhao [23] and Li [17] proved that the global existence
and global structure stability of piecewise C1 solutions containing only n shocks on t  0, and this solution possesses
a global structure similar to that of the self-similar solution of the corresponding Riemann problem. In their work
they do not require the amplitude of self-similar solution to be small, although the existence of self-similar solutions
with non-small amplitude still remains open. Shock reflection for general n × n quasilinear hyperbolic systems of
conservation laws was also studied by our recent paper [32], where we proved that the mixed initial–boundary value
problem for general quasilinear hyperbolic systems of conservation laws with nonlinear boundary conditions in the
half space {(t, x) | t  0, x  0} admits a unique global piecewise C1 solution u = u(t, x) containing only shock
waves with small amplitude and this solution possesses a global structure similar to that of the Riemann solution
u = U(x
t
) of the corresponding Riemann problem, i.e., the global in time wave pattern with only shock waves starting
from the time that a wave reaches at the boundary and reflects does exist and is similar to that of the corresponding
Riemann problem, under the assumptions of small shock strength and small perturbation of constant state. On the
other hand, for quasilinear hyperbolic systems of balance laws, many results on the global existence of weak solutions
have also been obtained by T.-P. Liu, C.M. Dafermos, G.-Q. Chen, L. Hsiao and others (for instance, see [4–7,9–11,
19,26–28,33–36] and references therein), and some methods have been established. In particular, Hsiao and Tang [11]
proved the existence and uniqueness of global discontinuous solutions on t  0 in a class of piecewise continuous
and piecewise smooth functions containing only two entropy shocks for p-system with damping. Shock reflection
for the damped p-system was also studied by Hsiao and Li [10], where they showed that, for small smooth initial
data and boundary value with only one small jump at (x, t) = (0,0), the piecewise smooth solution with one shock
discontinuity exists globally in time; the shock discontinuity begins from (x, t) = (0,0), moves forward and reflects
in a finite time at the boundary x = 1 to form a 1-shock, which goes backward and reflects at x = 0 also in a finite time
to create a new 2-shock; the shock strength decays exponentially and never disappears in finite time; as t → ∞, this
solution converges to a constant state determined by the initial and the boundary conditions. So the following question
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It is well known that this problem is of great importance from the viewpoint of both the development of the theory and
the application. However, this problem is quite difficult, we continue in this paper the study of [20] and [32] on the
generalized nonlinear initial–boundary Riemann problem for general quasilinear hyperbolic systems of conservation
laws, we will generalize the results in [32] (cf. [20]) to a system of hyperbolic (strictly dissipative) balance laws with
general nonlinear boundary conditions. The proof is based, in particular, on the two previous papers [32,33] due to
the author, Kong and Li, and combines those proofs. As in [32,33], the basic idea here is to combine the techniques
employed by Ta-tsien Li et al. in [12–14,18,21,25], especially the decomposition of waves, with the compression of
shock waves in shock wave study.
This paper is organized as follows. For the sake of completeness, we will briefly recall two formulas on the decom-
position of waves for system (1.1) in Section 2. In Section 3, we will first review the definition of a shock, and then
analyze some relevant properties on the shock curves, which will play an important role in our proof. Theorem 1.2
will be proved in Section 4. Finally, an application will be presented in Section 5.
2. Decomposition of waves
Suppose that on the domain under consideration, system (1.1) is strictly hyperbolic and (1.3)–(1.6) hold.
Let
wi = li (u)ux (i = 1, . . . , n), (2.1)
where
li (u) =
(
li1(u), . . . , lin(u)
)
denotes the ith left eigenvector.
By (1.5), it follows from (1.15) and (2.1) that
u =
n∑
k=1
vkrk(u) (2.2)
and
ux =
n∑
k=1
wkrk(u). (2.3)
Let
d
dit
= ∂
∂t
+ λi(u) ∂
∂x
(2.4)
be the directional derivative along the ith characteristic. We have (cf. [19,33])
d(eLtvi)
di t
=
n∑
j,k=1
eLtβijk(u)vjwk +
n∑
j,k=1
eLt β˜ijk(u)vj vk (i = 1, . . . , n), (2.5)
where
βijk(u) =
(
λi(u) − λk(u)
)
rTj (u)∇li (u)rk(u), (2.6)
β˜ijk(u) = −LrTj (u)∇li (u)rk(u). (2.7)
Thus, we have
βiji(u) ≡ 0, ∀i, j (i, j = 1, . . . , n). (2.8)
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d(eLtwi)
di t
=
n∑
j,k=1
eLtγijk(u)wjwk +
n∑
j,k=1
eLt γ˜ijk(u)vjwk (i = 1, . . . , n), (2.9)
where
γijk(u) =
(
λk(u) − λj (u)
)
rTj (u)∇li (u)rk(u) − ∇λi(u)rj (u)δik, (2.10)
γ˜ijk(u) = −LrTj (u)∇li (u)rk(u). (2.11)
Hence, we have
γijj (u) ≡ 0, ∀j = i (i, j = 1, . . . , n). (2.12)
3. Shock waves
In this section we first review the definition of a shock and then analyze some relevant properties on the shock
curves, which will play an important role in our proof.
Definition 3.1. A piecewise C1 vector function u = u(t, x) defined on R+ × R+ is called a piecewise C1 solution
containing a kth shock x = xk(t) (xk(0) = 0) for system (1.1), if u = u(t, x) satisfies system (1.1) out of x = xk(t) in
the classical sense and satisfies the following Rankine–Hugoniot condition on x = xk(t):
f (u+) − f (u−) = s(u+ − u−) (3.1)
and the Lax entropy condition:
λk(u
+) < s < λk(u−), λk+1(u+) > s > λk−1(u−), (3.2)
where u± = u±(t, xk(t))  u(t, xk(t) ± 0) and s = dxk(t)dt (when k = m + 1 (respectively k = n) the term λk−1(u−)(respectively λk+1(u+)) disappears in (3.2)).
The following lemma is due to Kong [12], here we omit its proof.
Lemma 3.1. On the kth shock curve x = xk(t), it follows that
v+i = v−i + O
(|v±|)2 (i = 1, . . . , k − 1, k + 1, . . . , n), (3.3)
provided that |u±| is small, where vi is defined by (1.15) and v±i  vi(t, xk(t) ± 0).
Now we introduce
A(u−, u+) =
1∫
0
∇f (u− + σ(u+ − u−))dσ. (3.4)
It follows from (1.2) that if |u+ − u−| is suitably small, then A(u−, u+) has n distinct real eigenvalues:
λ1(u
−, u+) < λ2(u−, u+) < · · · < λn(u−, u+). (3.5)
Lemma 3.2. On the kth shock curve x = xk(t), for i = 1, . . . , k − 1, k + 1, . . . , n, it follows that
w−i − w+i =
(
λk(u
−, u+) − λi(u−)
)−2
(Ψ1 + Ψ2), (3.6)
where
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[(
λk(u
−, u+) − λi(u+)
)2 − (λk(u−, u+) − λi(u−))2]w+i
+
∑
j =k
(
λk(u
−, u+) − λj (u+)
)2
w+j
(
li (u
−) − li (u+)
)
rj (u
+)
+
{∑
j =k
(
λk(u
−, u+) − λj (u−)
)
w−j li(u
−)∇u−
(
λk(u
−, u+)
)
rj (u
−)
+
∑
j =k
(
λk(u
−, u+) − λj (u+)
)
w+j li(u
−)∇u+
(
λk(u
−, u+)
)
rj (u
+)
− L
n∑
j=1
[
v−j li (u
−)∇u−λk(u−, u+)rj (u−) + v+j li(u−)∇u+λk(u−, u+)rj (u+)
]}
(u+ − u−)
+ L
∑
j =k
(
λk(u
−, u+) − λj (u+)
)
v+j
(
li (u
+) − li (u−)
)
rj (u
+)
+ L(λi(u+) − λk(u−, u+))(v+i − v−i )+ L(λi(u+) − λi(u−))v−i (3.7)
and
Ψ2 =
(
λk(u
−, u+) − λk(u+)
)2
w+k
(
li (u
−) − li (u+)
)
rk(u
+)
+ L(λk(u−, u+) − λk(u+))v+k (li (u+) − li (u−))rk(u+)
+ {(λk(u−, u+) − λk(u−))w−k ∇u−(λk(u−, u+))rk(u−)
+ (λk(u−, u+) − λk(u+))w+k ∇u+(λk(u−, u+))rk(u+)}li (u−)(u+ − u−). (3.8)
Lemma 3.3. On the kth shock curve x = xk(t), it follows that
w−i = w+i + O
(|u+ − u−|(Φ1 + Φ2))+ O(∣∣v+i − v−i ∣∣), (3.9)
provided that |u+ − u−| is suitably small, where
Φ1 =
∑
j =k
∣∣w±j ∣∣+
n∑
j=1
∣∣v±j ∣∣,
Φ2 =
∣∣(λk(u−, u+) − λk(u+))w+k ∣∣+ ∣∣(λk(u−, u+) − λk(u−))w−k ∣∣+ ∣∣(λk(u−, u+) − λk(u+))v+k ∣∣. (3.10)
Lemmas 3.3–3.4 have been proved in [33].
4. Proof of Theorem 1.2
By the existence and uniqueness of a local classical discontinuous solution of quasilinear hyperbolic systems of
conservation laws (see [22]), there is a sufficiently small T0 > 0 such that the generalized nonlinear initial–boundary
Riemann problem (1.1) and (1.13)–(1.14) admits a unique piecewise C1 solution u = u(t, x) containing only n − m
shocks x = xk(t) (k = m + 1, . . . , n) with small amplitude on the domain Σ(T0) = {(t, x) | 0  t  T0, x  0} =⋃n
i=m Σi(T0). Moreover, this solution possesses a structure similar to the self-similar solution of the corresponding
Riemann problem. More precisely,
u = u(t, x) =
⎧⎪⎨
⎪⎩
u(m)(t, x), (t, x) ∈ Σm(T0),
u(i)(t, x), (t, x) ∈ Σi(T0) (i = m + 1, . . . , n − 1),
u(n)(t, x), (t, x) ∈ Σn(T0),
(4.1)
where
Σi(T0) =
⎧⎪⎨
⎪⎩
{(t, x) | 0 t  T0, x < xm+1(t)} (i = m),
{(t, x) | 0 t  T0, xi(t) < x < xi+1(t)} (i = m + 1, . . . , n − 1),
{(t, x) | 0 t  T , x > x (t)} (i = n).
(4.2)
0 n
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ux on any given domain of existence of the piecewise C1 solution u = u(t, x).
Noting (1.2) and (1.10), we have
λ1(0) < · · · < λm(0) < 0 < λm+1(0) < · · · < λn(0). (4.3)
Thus, there exist sufficiently small positive constants δ and δ0 such that
λi+1(u) − λi(v) 4δ0, ∀|u|, |v| δ (i = 1, . . . , n − 1), (4.4)
∣∣λi(u) − λi(v)∣∣ δ02 , ∀|u|, |v| δ (i = 1, . . . , n) (4.5)
and ∣∣λi(0)∣∣ δ0 (i = 1, . . . , n). (4.6)
For the time being it is supposed that on any given domain of existence Σ(T ) = {(t, x) | 0  t  T , x  0} =⋃n
i=m Σi(T ) of the piecewise C1 solution
u = u(t, x) =
⎧⎨
⎩
u(m)(t, x), (t, x) ∈ Σm(T ),
u(i)(t, x), (t, x) ∈ Σi(T ) (i = m + 1, . . . , n − 1),
u(n)(t, x), (t, x) ∈ Σn(T )
(4.7)
to the generalized nonlinear initial–boundary Riemann problem (1.1) and (1.13)–(1.14), where
Σi(T ) =
⎧⎪⎨
⎪⎩
{(t, x) | 0 t  T , x < xm+1(t)} (i = m),
{(t, x) | 0 t  T , xi(t) < x < xi+1(t)} (i = m + 1, . . . , n − 1),
{(t, x) | 0 t  T , x > xn(t)} (i = n),
(4.8)
we have∣∣u(t, x)∣∣ δ. (4.9)
At the end of the proof of Lemma 4.3, we will explain that this hypothesis is reasonable. Thus, in order to prove
Theorem 1.2, we only need to establish a uniform a priori estimate for the piecewise C0 norm of v and w defined
by (1.15) and (2.1) on the domain of existence of the piecewise C1 solution u = u(t, x).
For any fixed T > 0, let
DT+ =
{
(t, x)
∣∣ 0 t  T , x  (λn(0) + δ0)t}, (4.10)
DT− =
{
(t, x)
∣∣ 0 t  T , 0 x  (λm+1(0) − δ0)t}, (4.11)
DT = {(t, x) ∣∣ 0 t  T , (λm+1(0) − δ0)t  x  (λn(0) + δ0)t}. (4.12)
On the domain of existence Σ(T ) of the piecewise C1 solution u = u(t, x), let
v(l) = (v(l)1 , . . . , v(l)n ) (l = m,m + 1, . . . , n), (4.13)
w(l) = (w(l)1 , . . . ,w(l)n ) (l = m,m + 1, . . . , n) (4.14)
with
v
(l)
i = li
(
u(l)
)
u(l), w
(l)
i = li
(
u(l)
)
u(l)x (i = 1, . . . , n), (4.15)
V
(
DT+
)= max
i=1,...,n
∥∥(1 + x)1+μv(n)i (t, x)∥∥L∞(DT+), (4.16)
W
(
DT+
)= max ∥∥(1 + x)1+μw(n)i (t, x)∥∥L∞(DT+), (4.17)i=1,...,n
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(
DT−
)= max
i=1,...,n
∥∥(1 + t)1+μv(m)i (t, x)∥∥L∞(DT−), (4.18)
W
(
DT−
)= max
i=1,...,n
∥∥(1 + t)1+μw(m)i (t, x)∥∥L∞(DT−), (4.19)
V c∞(T ) = max
i=1,...,n
max
l=m,m+1,...,n
sup
(t,x)∈DT Σl(T )
{
(1 + t)1+μ∣∣v(l)i (t, x)∣∣}, (4.20)
Wc∞(T ) = max
i=1,...,n
max
l=m,m+1,...,n
sup
(t,x)∈DT Σl(T )
{
(1 + t)1+μ∣∣w(l)i (t, x)∣∣}, (4.21)
V ∗∞(T ) = max
j=m+1,...,n
sup
t∈[0,T ]
∣∣(1 + t)1+μ(x′j (t) − λj (u(t, xj (t) ± 0)))vj (t, xj (t) ± 0)∣∣, (4.22)
W ∗∞(T ) = max
j=m+1,...,n
sup
t∈[0,T ]
∣∣(1 + t)1+μ(x′j (t) − λj (u(t, xj (t) ± 0)))wj (t, xj (t) ± 0)∣∣, (4.23)
V∞(T ) = max
i=1,...,n
max
l=m,m+1,...,n
∥∥v(l)i (t, x)∥∥L∞(Σl(T )) (4.24)
and
W∞(T ) = max
i=1,...,n
max
l=m,m+1,...,n
∥∥w(l)i (t, x)∥∥L∞(Σl(T )), (4.25)
where x = xj (t) denotes the j th shock (j = m + 1, . . . , n) and
x′j (t) =
dxj (t)
dt
= λj
(
u
(
t, xj (t) − 0
)
, u
(
t, xj (t) + 0
))
. (4.26)
Clearly, V∞(T ) is equivalent to
U∞(T ) = max
i=1,...,n
max
l=m,m+1,...,n
∥∥u(l)i (t, x)∥∥L∞(Σl(T )). (4.27)
In the present situation, similar to the corresponding result in [33], we have
Lemma 4.1. Under the assumptions of Theorem 1.2, there is a sufficiently small θ0 > 0 such that for any fixed θ ∈
(0, θ0], on any given domain of existence {(t, x) | 0 t  T , x  0} of the piecewise C1 solution u = u(t, x) to the
generalized nonlinear initial–boundary Riemann problem (1.1) and (1.13)–(1.14) there exists a positive constant k1
independent of θ , ε and T , such that
V
(
DT+
)
,W
(
DT+
)
 k1θ. (4.28)
Lemma 4.2. Under the assumptions of Theorem 1.2, there is a sufficiently small θ0 > 0 such that for any fixed θ ∈
(0, θ0], on any given domain of existence {(t, x) | 0 t  T , x  0} of the piecewise C1 solution u = u(t, x) to the
generalized nonlinear initial–boundary Riemann problem (1.1) and (1.13)–(1.14) there exist positive constants k2 and
k3 independent of θ , ε and T , such that for k = m+ 1, . . . , n, on the kth shock curve x = xk(t), the following uniform
a priori estimates hold∣∣v+i (t, xk(t))− v−i (t, xk(t))∣∣ k2(1 + t)−(1+μ)V∞(T )V c∞(T ), ∀i = k, (4.29)∣∣w+i (t, xk(t))− w−i (t, xk(t))∣∣ k3(1 + t)−(1+μ)V∞(T )[Wc∞(T ) + W ∗∞(T ) + V c∞(T ) + V ∗∞(T )], ∀i = k.
(4.30)
Proof. By (4.9), (4.29) directly follows from (3.3). On the other hand, noting (4.4)–(4.5) and (4.9), from (3.3)
and (3.9), we immediately get (4.30). 
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(0, θ0], on any given domain of existence {(t, x) | 0 t  T , x  0} of the piecewise C1 solution u = u(t, x) to the
generalized nonlinear initial–boundary Riemann problem (1.1) and (1.13)–(1.14) there exist positive constants ki
(i = 4,5,6,7,8,9) independent of θ , ε and T , such that the following uniform a priori estimates hold:
V
(
DT−
)
 k4θ, (4.31)
W
(
DT−
)
 k5θ, (4.32)
Wc∞(T ),V c∞(T ) k6θ, (4.33)
W ∗∞(T ),V ∗∞(T ) k7θ, (4.34)
V∞(T ),U∞(T ) k8θ (4.35)
and
W∞(T ) k9θ. (4.36)
Proof. We first estimate W(DT−).
(i) For j = m, passing through any fixed point (t, x) ∈ DT−, we draw the j th characteristic cj : ξ = ξj (s; t, x) which
must intersect the boundary x = (λn(0) + δ0)t of DT at a point (t0, y). Moreover, we denote the intersection point of
ξ = ξj (s; t, x) with the kth shock curve x = xk(s) (k = j + 1, . . . , n) by (tk, yk).
Proposition 4.1. On this j th characteristic cj : ξ = ξj (s; t, x), it follows that
t0  s  k0
(
λj
(
uˆ(j−1), uˆ(j)
)− λj (uˆ(j)))−1t0, ∀s ∈ [t0, t], (4.37)
where k0 is a positive constant independent of θ , ε and T .
The proof of Proposition 4.1 can be found in [32].
By integrating (2.9) (in which we take i = j = m) along ξ = ξm(s; t, x), we have
w(m)m (t, x) = e−L(t−t0)w(n)m (t0, y) +
n∑
k=m+1
e−L(t−tk)[wm]k
+
tn∫
t0
e−L(t−s)
n∑
i,j=1
[
γmij
(
u(n)
)
w
(n)
i w
(n)
j + γ˜mij
(
u(n)
)
v
(n)
i w
(n)
j
](
s, ξm(s; t, x)
)
ds
+
n−1∑
k=m+1
tk∫
tk+1
e−L(t−s)
n∑
i,j=1
[
γmij
(
u(k)
)
w
(k)
i w
(k)
j + γ˜mij
(
u(k)
)
v
(k)
i w
(k)
j
](
s, ξm(s; t, x)
)
ds
+
t∫
tm+1
e−L(t−s)
n∑
i,j=1
[
γmij
(
u(m)
)
w
(m)
i w
(m)
j + γ˜mij
(
u(m)
)
v
(m)
i w
(m)
j
](
s, ξm(s; t, x)
)
ds, (4.38)
where [wm]k = w+m(tk, xk(tk)) − w−m(tk, xk(tk)). By using Lemma 4.1 and the fact that y = (λn(0) + δ0)t0, and not-
ing (4.37), it is easy to see that∣∣w(n)m (t0, y)∣∣ k1θ(1 + y)−(1+μ)  C1θ(1 + t0)−(1+μ) C2θ(1 + t)−(1+μ), (4.39)
where here and henceforth, Ci (i = 1,2, . . .) will denote positive constants independent of θ , ε and T .
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(1 + t)1+μ∣∣w(m)m (t, x)∣∣ C3{θ + V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2 + W (DT−)V (DT−)+ (W (DT−))2}. (4.40)
(ii) For j = 1, . . . ,m − 1, passing through any fixed point (t, x) ∈ DT−, we draw the j th characteristic cj : ξ =
ξj (s; t, x) which must intersect the boundary x = (λn(0) + δ0)t of DT at a point (t0, y).
Proposition 4.2. On this j th characteristic cj : ξ = ξj (s; t, x), it follows that
t  t0 
λm(0) − λj (0) − δ0
λn(0) − λj (0) + δ02
t. (4.41)
The proof of Proposition 4.2 can be found in [32].
By integrating (2.9) (in which we take i = j ) along ξ = ξj (s; t, x), we have
w
(m)
j (t, x) = e−L(t−t0)w(n)j (t0, y) +
n∑
k=m+1
e−L(t−tk)[wj ]k
+
tjn∫
t0
e−L(t−s)
n∑
i,l=1
[
γjil
(
u(n)
)
w
(n)
i w
(n)
l + γ˜j il
(
u(n)
)
v
(n)
i w
(n)
l
](
s, ξj (s; t, x)
)
ds
+
n−1∑
k=m+1
tjk∫
tj,k+1
e−L(t−s)
n∑
i,l=1
[
γjil
(
u(k)
)
w
(k)
i w
(k)
l + γ˜j il
(
u(k)
)
v
(k)
i w
(k)
l
](
s, ξj (s; t, x)
)
ds
+
t∫
tj,m+1
e−L(t−s)
n∑
i,l=1
[
γjil
(
u(m)
)
w
(m)
i w
(m)
l + γ˜j il
(
u(m)
)
v
(m)
i w
(m)
l
](
s, ξj (s; t, x)
)
ds, (4.42)
where (tjk, xk(tjk)) denotes the intersection point of cj with the kth shock curve x = xk(t) (k = m + 1, . . . , n), and
[wj ]k = w+j (tjk, xk(tjk)) − w−j (tjk, xk(tjk)). By using Lemma 4.1 and the fact that y = (λn(0) + δ0)t0, and noting
(4.41), it is easy to see that∣∣w(n)j (t0, y)∣∣ k1θ(1 + y)−(1+μ)  C4θ(1 + t0)−(1+μ)  C5θ(1 + t)−(1+μ). (4.43)
Thus, noting (4.30) and (4.41) and the fact that L > 0, it follows from (4.42) that
(1 + t)1+μ∣∣w(m)j (t, x)∣∣ C6{θ + V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2 + W (DT−)V (DT−)+ (W (DT−))2}. (4.44)
Similar to Lemma 3.2 in [21], differentiating the nonlinear boundary condition (1.14) with respect to t , we get
x = 0: ∂vs
∂t
=
m∑
r=1
∂Gs
∂vr
(
α(t), v1, . . . , vm
)∂vr
∂t
+
k∑
i=1
∂Gs
∂αi
(
α(t), v1, . . . , vm
)
α′i (t) + h′s(t) (s = m + 1, . . . , n). (4.45)
By (1.1), (1.3) and (2.3), it is easy to see that
∂vi
∂t
= ∂
∂t
(
li (u)u
)= −λi(u)wi + n∑aik(u)wk − LuT ∇li (u)u − Lli(u)u (i = 1, . . . , n), (4.46)
k=1
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aik(u) = −λk(u)rTk (u)∇li (u)u. (4.47)
Therefore it follows from (4.45)–(4.47) that
x = 0: (In−m − B1(u))
⎛
⎝wm+1...
wn
⎞
⎠= B2
⎛
⎝ w1...
wm
⎞
⎠− B3, (4.48)
where B1(u) is a matrix whose elements are all C1 functions of u, which satisfy
In−m − B1(u) is invertible, for sufficiently small |u|; (4.49)
B2 is an (n − m) × m matrix independent of wi (i = 1, . . . , n);
B3 =
(∑k
i=1
∂Gs
∂αi
(α(t), v1, . . . , vm)α
′
i (t) + h′s(t) + Fs(t, u)u
λs(u)
)
m+1sn
, (4.50)
in which Fs (s = m + 1, . . . , n) are continuous functions of t and u.
Thus, noting (4.9), for δ > 0 small enough, by (4.48)–(4.50) we easily get
x = 0: ws =
m∑
j=1
fsj (t, u)wj +
k∑
i=1
f si(t, u)α
′
i (t) +
n∑
l=m+1
f˜sl(t, u)h
′
l (t) + fs(t, u)u (s = m + 1, . . . , n),
(4.51)
where fs, fsj , f si and f˜sl are continuous functions of t and u.
(iii) For j = m + 1, passing through any fixed point (t, x) ∈ DT−, we draw the (m + 1)th characteristic cm+1:
ξ = ξm+1(s; t, x) which must intersect the t-axis at a point (t0,0).
Proposition 4.3. On this j th characteristic cj : ξ = ξj (s; t, x), it follows that
t0  s 
2λm+1(0) + δ0
λm+1(uˆ(m)) − λm+1(uˆ(m), uˆ(m+1)) t0, ∀s ∈ [t0, t]. (4.52)
The proof of Proposition 4.3 can be found in [32].
By integrating (2.9) (in which we take i = j = m + 1) along ξ = ξm+1(s; t, x), we have
w
(m)
m+1(t, x) = e−L(t−t0)w(m)m+1(t0,0)
+
t∫
t0
e−L(t−s)
n∑
k,l=1
[
γ(m+1)kl
(
u(m)
)
w
(m)
k w
(m)
l + γ˜(m+1)kl
(
u(m)
)
v
(m)
k w
(m)
l
](
s, ξm+1(s; t, x)
)
ds.
(4.53)
By (4.51), we have
w
(m)
m+1(t0,0) =
m∑
j=1
f(m+1)j
(
t0, u
(m)(t0,0)
)
w
(m)
j (t0,0) +
k∑
i=1
f (m+1)i
(
t0, u
(m)(t0,0)
)
α′i (t0)
+
n∑
l=m+1
f˜(m+1)l
(
t0, u
(m)(t0,0)
)
h′l (t0) + fm+1
(
t0, u
(m)(t0,0)
)
u(m)(t0,0). (4.54)
By employing the same arguments as in (i) and (ii), we can obtain
(1 + t0)1+μ
∣∣w(m)j (t0,0)∣∣ C7{θ + V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]+ Wc∞(T )V c∞(T )
+ (Wc∞(T ))2 + W (DT−)V (DT−)+ (W (DT−))2} (j = 1, . . . ,m). (4.55)
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(1 + t)1+μ∣∣w(m)m+1(t0,0)∣∣ C8(1 + t0)1+μ∣∣w(m)m+1(t0,0)∣∣
 C9
{
θ + V (DT−)+ V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2 + W (DT−)V (DT−)+ (W (DT−))2}. (4.56)
Hence, noting the fact that L > 0, we obtain from (4.53) that
(1 + t)1+μ∣∣w(m)m+1(t, x)∣∣C10{θ + V (DT−)+ V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2 + W (DT−)V (DT−)+ (W (DT−))2}. (4.57)
(iv) For j = m + 2, . . . , n, passing through any fixed point (t, x) ∈ DT−, we draw the j th characteristic cj : ξ =
ξj (s; t, x) which must intersect the t-axis at a point (t0,0).
Proposition 4.4. On this j th characteristic cj : ξ = ξj (s; t, x), it follows that
t  t0 
λj (0) − λm+1(0) + δ02
λj (0) − δ02
t. (4.58)
Proof. The proof of Proposition 4.4 is completely similar to the proof of Proposition 4.4 in [32], here we omit the
details. 
Integrating (2.9) along cj from t0 to t yields
w
(m)
j (t, x) = e−L(t−t0)w(m)j (t0,0)
+
t∫
t0
e−L(t−s)
n∑
k,l=1
[
γjkl
(
u(m)
)
w
(m)
k w
(m)
l + γ˜jkl
(
u(m)
)
v
(m)
k w
(m)
l
](
s, ξj (s; t, x)
)
ds. (4.59)
By (4.51), we have
w
(m)
j (t0,0) =
m∑
r=1
fjr
(
t0, u
(m)(t0,0)
)
w(m)r (t0,0) +
k∑
i=1
f ji
(
t0, u
(m)(t0,0)
)
α′i (t0)
+
n∑
l=m+1
f˜j l
(
t0, u
(m)(t0,0)
)
h′l (t0) + fj
(
t0, u
(m)(t0,0)
)
u(m)(t0,0). (4.60)
Similar to (4.57), by (4.58), (4.59) and (4.60) we get
(1 + t)1+μ∣∣w(m)j (t, x)∣∣ C11{θ + V (DT−)+ V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2 + W (DT−)V (DT−)+ (W (DT−))2}. (4.61)
Thus, we get
W
(
DT−
)
 C12
{
θ + V (DT−)+ V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2 + W (DT−)V (DT−)+ (W (DT−))2}. (4.62)
We next estimate V (DT−).
Noting (1.17), by (1.14), it is easy to see that
vj (t0,0) =
m∑
r=1
gjr (t0)vr (t0,0) + hj (t0), (4.63)
where
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1∫
0
∂Gj
∂vr
(
α(t0), τv1(t0,0), . . . , τvm(t0,0)
)
dτ. (4.64)
In a way similar to (4.62), we can deduce that
V
(
DT−
)
 C13
{
θ + V∞(T )V c∞(T ) + Wc∞(T )V c∞(T ) +
(
V c∞(T )
)2 + W (DT−)V (DT−)+ (V (DT−))2}. (4.65)
We next estimate Wc∞(T ).
(i) For j = m,m + 1, . . . , n, passing through any fixed point (t, x) ∈ DT  Σj(T ), we draw the j th characteristic
cj : ξ = ξj (s; t, x) which must intersect the boundary x = (λn(0)+ δ0)t of DT at a point (t0, y). Moreover, we denote
the intersection point of ξ = ξj (s; t, x) with the kth shock curve x = xk(s) (k = j + 1, . . . , n) by (tk, yk).
Proposition 4.5. On this j th characteristic cj : ξ = ξj (s; t, x), it follows that
t0  s  k0
(
λj
(
uˆ(j−1), uˆ(j)
)− λj (uˆ(j)))−1t0, ∀s ∈ [t0, t], (4.66)
where k0 is a positive constant independent of θ , ε and T .
The proof of Proposition 4.5 can be found in [32,33].
By integrating (2.9) (in which we take i = j ) along ξ = ξj (s; t, x), we have
wj(t, x) = e−L(t−t0)w(n)j (t0, y) +
n∑
k=j+1
e−L(t−tk)[wj ]k
+
tn∫
t0
e−L(t−s)
n∑
l,i=1
[
γjli
(
u(n)
)
w
(n)
l w
(n)
i + γ˜j li
(
u(n)
)
v
(n)
l w
(n)
i
](
s, ξj (s; t, x)
)
ds
+
n−1∑
k=j+1
tk∫
tk+1
e−L(t−s)
n∑
l,i=1
[
γjli
(
u(k)
)
w
(k)
l w
(k)
i + γ˜j li
(
u(k)
)
v
(k)
l w
(k)
i
](
s, ξj (s; t, x)
)
ds
+
t∫
tj+1
e−L(t−s)
n∑
l,i=1
[
γjli
(
u(j)
)
w
(j)
l w
(j)
i + γ˜j li
(
u(j)
)
v
(j)
l w
(j)
i
](
s, ξj (s; t, x)
)
ds, (4.67)
where [wj ]k = w+j (tk, xk(tk))−w−j (tk, xk(tk)). By using Lemma 4.1 and the fact that y = (λn(0)+ δ0)t0, and noting
(4.66), it is easy to see that∣∣w(n)j (t0, y)∣∣ k1θ(1 + y)−(1+μ)  C14θ(1 + t0)−(1+μ)  C15θ(1 + t)−(1+μ). (4.68)
Thus, noting (4.30) and (4.66) and the fact that L > 0, it follows from (4.67) that
(1 + t)1+μ∣∣wj(t, x)∣∣C16{θ + V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2}
. (4.69)
(ii) For j = m,m + 1, . . . , n, passing through any fixed point (t, x) ∈ DT  Σj(T ), we draw the (j + 1)th char-
acteristic cj+1: ξ = ξj+1(s; t, x) which must intersect the boundary x = (λm+1(0) − δ0)t of DT at a point (t0, y).
Moreover, we denote the intersection point of ξ = ξj+1(s; t, x) with the kth shock curve x = xk(s) (k = m+1, . . . , j)
by (tk, yk).
Proposition 4.6. On this (j + 1)th characteristic cj+1: ξ = ξj+1(s; t, x), it follows that
t0  s  k0
(
λj+1
(
uˆ(j)
)− λj+1(uˆ(j), uˆ(j+1)))−1t0, ∀s ∈ [t0, t], (4.70)
where k0 is a positive constant independent of θ , ε and T .
The proof of Proposition 4.6 can be found in [32,33].
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wj+1(t, x) = e−L(t−t0)w(m)j+1(t0, y) +
j∑
k=m+1
e−L(t−tk)[wj+1]k
+
tm+1∫
t0
e−L(t−s)
n∑
i,l=1
[
γ(j+1)il
(
u(m)
)
w
(m)
i w
(m)
l + γ˜(j+1)il
(
u(m)
)
v
(m)
i w
(m)
l
](
s, ξj+1(s; t, x)
)
ds
+
j−1∑
k=m+1
tk+1∫
tk
e−L(t−s)
n∑
i,l=1
[
γ(j+1)il
(
u(k)
)
w
(k)
i w
(k)
l + γ˜(j+1)il
(
u(k)
)
v
(k)
i w
(k)
l
](
s, ξj+1(s; t, x)
)
ds
+
t∫
tj
e−L(t−s)
n∑
i,l=1
[
γ(j+1)il
(
u(j)
)
w
(j)
i w
(j)
l + γ˜(j+1)il
(
u(j)
)
v
(j)
i w
(j)
l
](
s, ξj+1(s; t, x)
)
ds, (4.71)
where [wj+1]k = w+j+1(tk, xk(tk)) − w−j+1(tk, xk(tk)). Thus, noting (4.30), (4.70) and the fact that L > 0, we obtain
from (4.71) that
(1 + t)1+μ∣∣wj+1(t, x)∣∣ C17{W (DT−)+ V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2}
. (4.72)
(iii) For any given i > j + 1, passing through any fixed point (t, x) ∈ DT  Σj(T ), we draw the ith characteristic
ci : ξ = ξi(s; t, x) which must intersect the boundary x = (λm+1(0) − δ0)t of DT at a point (t0, y).
Proposition 4.7. On this ith characteristic ci : ξ = ξi(s; t, x), it follows that
t  t0 
λi(0) − λj+1(0) − δ0
λi(0) − λm+1(0) + δ02
t. (4.73)
The proof of Proposition 4.7 can be found in [32].
By integrating (2.9) along ci : ξ = ξi(s; t, x), we have
w
(j)
i (t, x) = e−L(t−t0)w(m)i (t0, y) +
j∑
k=m+1
e−L(t−tk)[wi]k
+
ti,m+1∫
t0
e−L(t−s)
n∑
l,r=1
[
γilr
(
u(m)
)
w
(m)
l w
(m)
r + γ˜ilr
(
u(m)
)
v
(m)
l w
(m)
r
](
s, ξi(s; t, x)
)
ds
+
j−1∑
k=m+1
ti,k+1∫
tik
e−L(t−s)
n∑
l,r=1
[
γilr
(
u(k)
)
w
(k)
l w
(k)
r + γ˜ilr
(
u(k)
)
v
(k)
l w
(k)
r
](
s, ξi(s; t, x)
)
ds
+
t∫
ti,j
e−L(t−s)
n∑
l,r=1
[
γilr
(
u(j)
)
w
(j)
l w
(j)
r + γ˜ilr
(
u(j)
)
v
(j)
l w
(j)
r
](
s, ξi(s; t, x)
)
ds, (4.74)
where (tik, xk(tik)) denotes the intersection point of ci with the kth shock wave curve x = xk(t) (k = m + 1, . . . , j),
and [wi]k = w+i (tik, xk(tik)) − w−i (tik, xk(tik)). Thus, noting (4.30), (4.73) and the fact that L > 0, we obtain
from (4.74) that
(1 + t)1+μ∣∣w(j)i (t, x)∣∣ C18{W (DT−)+ V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2}
. (4.75)
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ξ = ξi(s; t, x) which must intersect the boundary x = (λn(0) + δ0)t of DT at a point (t0, y).
Proposition 4.8. On this ith characteristic ci : ξ = ξi(s; t, x), it follows that
t  t0 
λj (0) − λi(0) − δ0
λn(0) − λi(0) + δ02
t. (4.76)
The proof of Proposition 4.8 can be found in [32].
By integrating (2.9) along ξ = ξi(s; t, x), we have
w
(j)
i (t, x) = e−L(t−t0)w(n)i (t0, y) +
n∑
k=j+1
e−L(t−tk)[wi]k
+
tin∫
t0
e−L(t−s)
n∑
l,r=1
[
γilr
(
u(n)
)
w
(n)
l w
(n)
r + γ˜ilr
(
u(n)
)
v
(n)
l w
(n)
r
](
s, ξi(s; t, x)
)
ds
+
n−1∑
k=j+1
tik∫
ti,k+1
e−L(t−s)
n∑
l,r=1
[
γilr
(
u(k)
)
w
(k)
l w
(k)
r + γ˜ilr
(
u(k)
)
v
(k)
l w
(k)
r
](
s, ξi(s; t, x)
)
ds
+
t∫
ti,j+1
e−L(t−s)
n∑
l,r=1
[
γilr
(
u(j)
)
w
(j)
l w
(j)
r + γ˜ilr
(
u(j)
)
v
(j)
l w
(j)
r
](
s, ξi(s; t, x)
)
ds, (4.77)
where (tik, xk(tik)) denotes the intersection point of ci with the kth shock curve x = xk(t) (k = j + 1, . . . , n), and
[wi]k = w+i (tik, xk(tik)) − w−i (tik, xk(tik)). By using Lemma 4.1 and the fact that y = (λn(0) + δ0)t0, and not-
ing (4.76), it is easy to see that∣∣w(n)i (t0, y)∣∣ k1θ(1 + y)−(1+μ)  C19θ(1 + t0)−(1+μ)  C20θ(1 + t)−(1+μ). (4.78)
Thus, noting (4.30) and (4.76) and the fact that L > 0, we obtain from (4.77) that
(1 + t)1+μ∣∣w(j)i (t, x)∣∣ C21{θ + V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2}
. (4.79)
Hence, we get
Wc∞(T ) C22
{
θ + W (DT−)+ V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2}
. (4.80)
We next estimate W ∗∞(T ).
For any given point (t, xj (t)) (t ∈ [0, T ], j ∈ {m + 1, . . . , n}) on the j th shock curve x = xj (s), let ξ =
ξj (s; t, xj (t) + 0) be the j th characteristic passing through (t, xj (t)) to the right side of x = xj (s), which in-
tersects the boundary x = (λn(0) + δ0)t of DT at a point (t0, y). Moreover, we denote the intersection point of
ξ = ξj (s; t, xj (t) + 0) with the kth shock curve x = xk(s) (k = j + 1, . . . , n) by (tk, yk).
Proposition 4.9. On the j th characteristic ξ = ξj (s; t, xj (t) + 0), it follows that
t0  s  k0
(
λj
(
uˆ(j−1), uˆ(j)
)− λj (uˆ(j)))−1t0, ∀s ∈ [t0, t], (4.81)
where k0 is a positive constant independent of θ , ε and T .
The proof of Proposition 4.9 can be found in [32,33].
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wj
(
t, xj (t) + 0
)
= e−L(t−t0)w(n)j (t0, y) +
n∑
k=j+1
e−L(t−tk)[wj ]k
+
tn∫
t0
e−L(t−s)
n∑
i,l=1
[
γjil
(
u(n)
)
w
(n)
i w
(n)
l + γ˜j il
(
u(n)
)
v
(n)
i w
(n)
l
](
s, ξj
(
s; t, xj (t) + 0
))
ds
+
n−1∑
k=j+1
tk∫
tk+1
e−L(t−s)
n∑
i,l=1
[
γjil
(
u(k)
)
w
(k)
i w
(k)
l + γ˜j il
(
u(k)
)
v
(k)
i w
(k)
l
](
s, ξj
(
s; t, xj (t) + 0
))
ds
+
t∫
tj+1
e−L(t−s)
n∑
i,l=1
[
γjil
(
u(j)
)
w
(j)
i w
(j)
l + γ˜j il
(
u(j)
)
v
(j)
i w
(j)
l
](
s, ξj
(
s; t, xj (t) + 0
))
ds, (4.82)
where [wj ]k = w+j (tk, xk(tk)) − w−j (tk, xk(tk)). By using Lemma 4.1 and the fact that y = (λn(0) + δ0)t0, and not-
ing (4.81), it is easy to see that∣∣w(n)j (t0, y)∣∣ k1θ(1 + y)−(1+μ)  C23θ(1 + t0)−(1+μ)  C24θ(1 + t)−(1+μ). (4.83)
Multiplying both sides of (4.82) by (1 + t)1+μ(λj (u(j−1), u(j)) − λj (u(j))), and noting (4.9), (4.30), (4.81) and the
fact that L > 0 yields∣∣(1 + t)1+μ(λj (u(j−1), u(j))− λj (u(j)))wj (t, xj (t) + 0)∣∣
 C25
{
θ + V∞(T )
[
Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )
]+ Wc∞(T )V c∞(T ) + (Wc∞(T ))2}. (4.84)
Similarly, we have∣∣(1 + t)1+μ(λj (u(j−1), u(j))− λj (u(j−1)))wj (t, xj (t) − 0)∣∣
 C26
{
W
(
DT−
)+ V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]+ Wc∞(T )V c∞(T ) + (Wc∞(T ))2}. (4.85)
Thus, noting (4.26) we obtain
W ∗∞(T ) C27
{
θ + W (DT−)+ V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]
+ Wc∞(T )V c∞(T ) +
(
Wc∞(T )
)2}
. (4.86)
We next estimate V ∗∞(T ).
Similar to (4.82), by integrating (2.5) (in which we take i = j ) along ξ = ξj (s; t, xj (t) + 0), we have
vj
(
t, xj (t) + 0
)
= e−L(t−t0)v(n)j (t0, y) +
n∑
k=j+1
e−L(t−tk)[vj ]k
+
tn∫
t0
e−L(t−s)
[
n∑
i,l=1
[
βjil
(
u(n)
)
v
(n)
i w
(n)
l + β˜j il
(
u(n)
)
v
(n)
i v
(n)
l
](
s, ξj
(
s; t, xj (t) + 0
))]
ds
+
n−1∑
k=j+1
tk∫
tk+1
e−L(t−s)
[
n∑
i,l=1
[
βjil
(
u(k)
)
v
(k)
i w
(k)
l + β˜j il
(
u(k)
)
v
(k)
i v
(k)
l
](
s, ξj
(
s; t, xj (t) + 0
))]
ds
+
t∫
t
e−L(t−s)
[
n∑
i,l=1
[
βjil
(
u(j)
)
v
(j)
i w
(j)
l + β˜j il
(
u(j)
)
v
(j)
i v
(j)
l
](
s, ξj
(
s; t, xj (t) + 0
))]
ds, (4.87)j+1
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it is easy to see that
∣∣v(n)j (t0, y)∣∣ k1θ(1 + y)−(1+μ)  C28θ(1 + t0)−(1+μ)  C29θ(1 + t)−(1+μ). (4.88)
Multiplying both sides of (4.87) by (1 + t)1+μ(λj (u(j−1), u(j)) − λj (u(j))), and noting (4.9), (4.29), (4.81) and the
fact that L > 0 yields
∣∣(1 + t)1+μ(λj (u(j−1), u(j))− λj (u(j)))vj (t, xj (t) + 0)∣∣
C30
{
θ + V∞(T )V c∞(T ) + V c∞(T )
[
Wc∞(T ) + V c∞(T )
]}
. (4.89)
Similarly, we have
∣∣(1 + t)1+μ(λj (u(j−1), u(j))− λj (u(j−1)))vj (t, xj (t) − 0)∣∣
C31
{
V
(
DT−
)+ V∞(T )V c∞(T ) + V c∞(T )[Wc∞(T ) + V c∞(T )]}. (4.90)
Hence, noting (4.26) we have
V ∗∞(T ) C32
{
θ + V (DT−)+ V∞(T )V c∞(T ) + V c∞(T )[Wc∞(T ) + V c∞(T )]}. (4.91)
In a way similar to (4.80), we can deduce that
V c∞(T ) C33
{
θ + V (DT−)+ V∞(T )V c∞(T ) + V c∞(T )[Wc∞(T ) + V c∞(T )]}. (4.92)
We now estimate V∞(T ).
For any given i ∈ {1, . . . , n}, l ∈ {m,m+ 1, . . . , n}, passing through any fixed point (t, x) ∈ DT Σl(T ), we draw
the ith characteristic ci : ξ = ξi(s; t, x) which must intersect one of the boundaries of DT at a point. Here, there are
only two possibilities:
(i) This characteristic intersects the boundary x = (λn(0)+ δ0)t of DT at a point (t0, y). By integrating (2.5) along
this characteristic ci : ξ = ξi(s; t, x), we have
v
(l)
i (t, x) = e−L(t−t0)v(n)i (t0, y) +
n∑
k=l+1
e−L(t−tik)[vi]k
+
tin∫
t0
e−L(t−s)
[
n∑
j,r=1
[
βijr
(
u(n)
)
v
(n)
j w
(n)
r + β˜ijr
(
u(n)
)
v
(n)
j v
(n)
r
](
s, ξi(s; t, x)
)]
ds
+
n−1∑
k=l+1
tik∫
ti,k+1
e−L(t−s)
[
n∑
j,r=1
[
βijr
(
u(k)
)
v
(k)
j w
(k)
r + β˜ijr
(
u(k)
)
v
(k)
j v
(k)
r
](
s, ξi(s; t, x)
)]
ds
+
t∫
ti,l+1
e−L(t−s)
[
n∑
j,r=1
[
βijr
(
u(l)
)
v
(l)
j w
(l)
r + β˜ijr
(
u(l)
)
v
(l)
j v
(l)
r
](
s, ξi(s; t, x)
)]
ds, (4.93)
where (tik, xk(tik)) denotes the intersection point of ci with the kth shock curve x = xk(t) (k = l + 1, . . . , n), and
[vi]k = v+i (tik, xk(tik)) − v−i (tik, xk(tik)). By using Lemma 4.1 and the fact that L > 0, and noting (4.29), we obtain
from (4.93) that
∣∣v(l)i (t, x)∣∣ C34{θ + V∞(T )[Wc∞(T ) + V c∞(T )]}. (4.94)
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along this characteristic ci : ξ = ξi(s; t, x), we have
v
(l)
i (t, x) = e−L(t−t0)v(m)i (t0, y) +
l∑
k=m+1
e−L(t−tik)[vi]k
+
ti,m+1∫
t0
e−L(t−s)
[
n∑
j,r=1
[
βijr
(
u(m)
)
v
(m)
j w
(m)
r + β˜ijr
(
u(m)
)
v
(m)
j v
(m)
r
](
s, ξi(s; t, x)
)]
ds
+
l−1∑
k=m+1
ti,k+1∫
tik
e−L(t−s)
[
n∑
j,r=1
[
βijr
(
u(k)
)
v
(k)
j w
(k)
r + β˜ijr
(
u(k)
)
v
(k)
j v
(k)
r
](
s, ξi(s; t, x)
)]
ds
+
t∫
ti,l
e−L(t−s)
[
n∑
j,r=1
[
βijr
(
u(l)
)
v
(l)
j w
(l)
r + β˜ijr
(
u(l)
)
v
(l)
j v
(l)
r
](
s, ξi(s; t, x)
)]
ds, (4.95)
where (tik, xk(tik)) denotes the intersection point of ci with the kth shock curve x = xk(t) (k = m + 1, . . . , l), and
[vi]k = v+i (tik, xk(tik)) − v−i (tik, xk(tik)). By using (4.29) and the fact that L > 0, we obtain from (4.95) that∣∣v(l)i (t, x)∣∣ C35{V (DT−)+ V∞(T )[Wc∞(T ) + V c∞(T )]}. (4.96)
Hence, by using Lemma 4.1, we have
V∞(T )C36
{
θ + V (DT−)+ V∞(T )[Wc∞(T ) + V c∞(T )]}. (4.97)
We now prove (4.31)–(4.35).
Noting (1.16), evidently we have
Wc∞(0),V c∞(0),W ∗∞(0),V ∗∞(0),U∞(0),V∞(0) C37θ (4.98)
and
T = 0: W (DT−),V (DT−) C38θ. (4.99)
Thus, by continuity there exist positive constants k4, k5, k6, k7 and k8 independent of θ and ε, such that (4.31)–(4.35)
hold at least for 0 T  τ0, where τ0 is a small positive number. Hence, in order to prove (4.31)–(4.35) it suffices to
show that we can choose k4, k5, k6, k7 and k8 in such a way that for any fixed T0 (0 < T0  T ) such that
V
(
D
T0−
)
 2k4θ, (4.100)
W
(
D
T0−
)
 2k5θ, (4.101)
Wc∞(T0),V c∞(T0) 2k6θ, (4.102)
W ∗∞(T0),V ∗∞(T0) 2k7θ, (4.103)
V∞(T0) 2k8θ, (4.104)
we have
V
(
D
T0−
)
 k4θ, (4.105)
W
(
D
T0−
)
 k5θ, (4.106)
Wc∞(T0),V c∞(T0) k6θ, (4.107)
W ∗∞(T0),V ∗∞(T0) k7θ, (4.108)
V∞(T0) k8θ. (4.109)
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and (4.97) (in which we take T = T0), it is easy to see that, when θ0 > 0 is suitably small, we have
W
(
D
T0−
)
 2C12(1 + k4)θ, (4.110)
V
(
D
T0−
)
 2C13θ, (4.111)
Wc∞(T0) 2C22(1 + k5)θ, (4.112)
W ∗∞(T0) 2C27(1 + k5)θ, (4.113)
V ∗∞(T0) 2C32(1 + k4)θ, (4.114)
V c∞(T0) 2C33(1 + k4)θ, (4.115)
V∞(T0) 2C36(1 + k4)θ. (4.116)
Hence, if k4  2C13, k5  2C12(1+k4), k6  2 max{C22(1+k5),C33(1+k4)}, k7  2 max{C27(1+k5),C32(1+k4)}
and k8  2C36(1 + k4), then we get (4.105)–(4.109). This proves (4.31)–(4.35).
We finally estimate W∞(T ).
For any given i ∈ {1, . . . , n}, l ∈ {m, . . . , n}, passing through any fixed point (t, x) ∈ DT Σl(T ), we draw the ith
characteristic ci : ξ = ξi(s; t, x) which intersects one of the boundaries of DT at a point. For fixing the idea, suppose
that this characteristic intersects x = (λn(0) + δ0)t at a point (t0, y), by integrating (2.9) along this characteristic ci ,
we have
w
(l)
i (t, x) = e−L(t−t0)w(n)i (t0, y) +
n∑
k=l+1
e−L(t−tik)[wi]k
+
tin∫
t0
e−L(t−s)
n∑
j,r=1
[
γijr
(
u(n)
)
w
(n)
j w
(n)
r + γ˜ijr
(
u(n)
)
v
(n)
j w
(n)
r
](
s, ξi(s; t, x)
)
ds
+
n−1∑
k=l+1
tik∫
ti,k+1
e−L(t−s)
n∑
j,r=1
[
γijr
(
u(k)
)
w
(k)
j w
(k)
r + γ˜ijr
(
u(k)
)
v
(k)
j w
(k)
r
](
s, ξi(s; t, x)
)
ds
+
t∫
ti,l+1
e−L(t−s)
n∑
j,r=1
[
γijr
(
u(l)
)
w
(l)
j w
(l)
r + γ˜ijr
(
u(l)
)
v
(l)
j w
(l)
r
](
s, ξi(s; t, x)
)
ds, (4.117)
where (tik, xk(tik)) denotes the intersection point of ci with the kth shock curve x = xk(t) (k = l + 1, . . . , n), and
[wi]k = w+i (tik, xk(tik)) − w−i (tik, xk(tik)). By using Lemmas 4.1 and 4.2, and noting (4.32)–(4.35), we obtain
from (4.117) that∣∣w(l)i (t, x)∣∣ C39{θ + V∞(T )[Wc∞(T ) + V c∞(T ) + W ∗∞(T ) + V ∗∞(T )]+ Wc∞(T )W∞(T ) + V c∞(T )W∞(T )}
 C40θ
{
1 + W∞(T )
}
. (4.118)
Hence, by using Lemma 4.1 and (4.32), we have
W∞(T ) C41θ
{
1 + W∞(T )
}
, (4.119)
which implies (4.36).
Finally, we observe that when θ0 > 0 is suitably small, from (4.35), we have
U∞(T ) k8θ 
1
2
δ. (4.120)
This implies the validity of the hypothesis (4.9). The proof of Lemma 4.3 is finished. 
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ciently small θ0 > 0 such that for any fixed θ ∈ (0, θ0], on any given domain of existence {(t, x) | 0 t  T , x  0}
of the piecewise C1 solution u = u(t, x) to the generalized nonlinear initial–boundary Riemann problem (1.1) and
(1.13)–(1.14), the piecewise C1 norm of the solution possesses a uniform a priori estimate independent of T . This
leads to the conclusion of Theorem 1.2 immediately. The proof of Theorem 1.2 is finished. 
5. Application
Consider the following initial–boundary value problem for the system of the flow equations of a model class of
fluids with viscosity induced by fading memory (see [7,19,33]):{
wt − vx + w = 0,
vt −
(
σ(w)
)
x
+ v = 0 (5.1)
with the initial condition
t = 0: w = w0(x), v = v0(x) (x  0) (5.2)
and the boundary condition
x = 0: v = 0 (t  0). (5.3)
Here, w is the displacement gradient and v the velocity of a model class of fluids, the stress–strain function σ(w) is a
suitably smooth function of w such that
σ ′(0) > 0, (5.4)
(w0(x), v0(x)) ∈ C1 and we assume that there exists a constant μ > 0 such that
sup
x0
{
(1 + x)1+μ(∣∣w0(x)∣∣+ ∣∣v0(x)∣∣+ ∣∣w′0(x)∣∣+ ∣∣v′0(x)∣∣)}< +∞. (5.5)
Moreover, suppose that the conditions of C0 compatibility are not satisfied at the point (0,0).
Let
u =
(
w
v
)
. (5.6)
By (5.4), it is easy to see that in a neighborhood of u = 0, system (5.1) is strictly hyperbolic and has the following two
distinct real eigenvalues:
λ1(u) = −
√
σ ′(w) < 0 < λ2(u) =
√
σ ′(w). (5.7)
The corresponding right eigenvectors are
r1(u)//
(
1,
√
σ ′(w)
)T
, r2(u)//
(
1,−√σ ′(w) )T . (5.8)
It is easy to see that in a neighborhood of u = 0, all characteristic fields are genuinely nonlinear in the sense of
Lax [15], i.e., system (5.1) is genuinely nonlinear, provided that
σ ′′(0) = 0. (5.9)
The corresponding left eigenvectors can be taken as
l1(u) =
(√
σ ′(w),1
)
, l2(u) =
(−√σ ′(w),1). (5.10)
Let
vi = li (u)u (i = 1,2). (5.11)
Then, the boundary condition (5.3) can be rewritten as
x = 0: v2 = −v1. (5.12)
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Theorem 5.1. Suppose that (5.4) and (5.9) hold. Suppose furthermore that the corresponding homogeneous Riemann
problem has a self-similar solution consisting of only non-degenerate shock waves. Suppose finally that w0(x), v0(x)
are all C1 functions with respect to their arguments, for which there is a constant μ > 0 such that
θ  sup
x0
{
(1 + x)1+μ(∣∣w0(x)∣∣+ ∣∣v0(x)∣∣+ ∣∣w′0(x)∣∣+ ∣∣v′0(x)∣∣)}< +∞, (5.13)
and the conditions of C0 compatibility are not satisfied at the point (0,0). Then there is a sufficiently small θ0 > 0
such that for any fixed θ ∈ (0, θ0], the initial boundary value problem (5.1)–(5.3) admits a unique global piecewise C1
solution u = u(t, x) containing only 1 shock wave with small amplitude in the half space {(t, x) | t  0, x  0}. This
solution has a global structure similar to that of the self-similar solution to the corresponding homogeneous Riemann
problem.
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