We prove an infinite dimensional KAM theorem. As an application, we use the theorem to study the two-dimensional nonlinear Schrödinger equation
Introduction and Main Result
The general problem discussed here is the persistency of quasi-periodic solutions of linear or integrable equations after Hamiltonian perturbation. There have been many remarkable results in KAM (Kolmogorov-Arnold-Moser) theory of Hamiltonian PDEs achieved either by methods from the finite dimensional KAM theory [1, 9, 11, 12, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 30, 31, 32, 35] , or by a Newtonian scheme developed by Craig, Wayne, Bourgain [2, 3, 4, 5, 6, 7, 8, 10, 29] . The advantage of the method from the finite dimensional KAM theory is the construction of a local normal form in a neighborhood of the obtained solutions in addition to the existence of quasi-periodic solutions. The normal form is helpful to understand the dynamics of the corresponding equations. For example, one sees the linear stability and zero Lyapunov exponents. The scheme of Craig-Wayne-Bourgain avoids the cumbersome second Melnikov conditions by solving angle dependent homological equations. The method is less Hamiltonian and more flexible than the KAM scheme to deal with resonant cases. All those methods are well developed for one dimensional Hamiltonian PDEs. However, they meet difficulties in higher dimensional Hamiltonian PDEs. Bourgain [2] made the first breakthrough by proving that the two dimensional nonlinear Schrödinger equations admit small-amplitude quasi-periodic solutions. Later he improved in [5] his method and proved that the higher dimensional nonlinear Schrödinger and wave equations admit small-amplitude quasi-periodic solutions. Recently, W.-M. Wang [29] proved that the energy supercritical nonlinear Schrödinger equations admit small-amplitude quasi-periodic solutions.
Constructing quasi-periodic solutions of higher dimensional Hamiltonian PDEs by method developed from the finite dimensional KAM theory appeared later. Geng-You [16, 17] proved that the higher dimensional nonlinear beam equations and nonlocal Schrödinger equations admit small-amplitude linearly-stable quasi-periodic solutions. The breakthrough of constructing quasi-periodic solutions for more interesting higher dimensional Schrödinger equation by modified KAM method was made recently by Eliasson-Kuksin [12] . They proved that the higher dimensional nonlinear Schrödinger equations admit small-amplitude linearly-stable quasi-periodic solutions. Quasi-periodic solutions of two dimensional cubic Schrödinger equation
with periodic boundary conditions are obtained by Geng-Xu-You [14] . By carefully choosing tangential sites {i 1 , · · · , i b } ∈ Z 2 , the authors proved that the above nonlinear Schrödinger equation admits a family of small-amplitude quasi-periodic solutions (see also [28] ). Very recently, Eliasson-Grebert-Kuksin [13] proved that the higher dimensional nonlinear beam equations admit small-amplitude quasi-periodic solutions.
In this paper,our aim here is to pursue further investigations of the 2D nonlinear Schrödinger equation by developing the methods of [14] . In [14] , the authors require that the nonlinearity is independent of the space variable, so that a lot of technical complexity about the unbounded multiple eigenvalues is successfully avoided. More precisely, when considering nonlinear Schrödinger equation especially in space dimension larger than one, a significant problem appears due to the presence of clusters of normal frequencies. Here the normal frequencies may have unbounded multiplicity because the equation (lattice points on a circle) may have a large number of solutions for given R. It is important for our analysis that the integer solutions of (1.1) appear in well-separated small clusters (of cardinality≤ 2) and that the total number of integer solutions is at most e log R log log R ≪ R ε . The idea of the measure estimate comes from Geng-You [19] . We use the elementary repeated limit to substitute Lipschitz domain by Eliasson-Kuksin [12] , thus our measure estimates are easier and the whole proof is more KAM-like. More concretely, we consider the 2-dimensional nonlinear Schrödinger equation
with periodic boundary conditions u(t, x 1 + 2π, x 2 ) = u(t, x 1 , x 2 + 2π) = u(t, x 1 , x 2 ), where f (x, u,ū) = j,l,j+l≥6 a jl (x)u jūl , a jl = a lj is a real analytic function in a neighborhood of the origin. The operator A = −△ with periodic boundary conditions has eigenvalues {λ n } satisfying λ n = |n| 2 = |n 1 | 2 + |n 2 | 2 , n = (n 1 , n 2 ) ∈ Z 2 and the corresponding eigenfunctions φ n (x) = 1 2π e i n,x form a basis in the domain of the operator.
A finite set S = {i 1 , · · · , i b } ⊂ Z 2 is called admissible if 1.Any three of them are not vertices of a rectangle. 2.For any n ∈ Z 2 \ S, there exists at most one triplet {i, j, m} with i, j ∈ S, m ∈ Z 2 \ S such that n − m + i − j = 0 and |n| 2 − |m| 2 + |i| 2 − |j| 2 = 0. If such triplet exists, we say that n, m are resonant of the first type. By definition, n, m are mutually uniquely determined. We say that (n, m) is a resonant pair of first type. Geometrically, (n, m, i, j) forms a rectangle with n, m being two adjacent vertices. 3.For any n ∈ Z 2 \S, there exists at most one triplet {i, j, m} with i, j ∈ S, m ∈ Z 2 \S such that n+m−i−j = 0 and |n| 2 +|m| 2 −|i| 2 −|j| 2 = 0. If such triplet exists, we say that n, m are resonant of the second type. By definition, n, m are mutually uniquely determined. We say that (n, m) is a resonant pair of second type. Geometrically, (n, m, i, j) forms a rectangle with n, m being two diagonal vertices. 4.Any n ∈ Z 2 \ S is not resonant of both the first type and the second type, i.e., there exist no i, j, f, g ∈ S and m, m ′ ∈ Z 2 \ S, such that
Geometrically, any two of the above defined rectangles cannot share vertex in Z 2 \ S.
In Appendix A of [14] , a concrete way of constructing the admissible set is given. It is plausible that any randomly chosen set S is almost surely admissible. Now we state the main theorem as follows.
be an admissible set. There exists a Cantor set C of positive-measure such that for any ξ = (ξ 1 , · · · , ξ b ) ∈ C, when ξ 2 i + ξ 2 j < 14ξ i ξ j , the nonlinear Schrödinger equation (1.2) admits a small-amplitude, quasi-periodic solution of the form
Remark We require ξ 2 i +ξ 2 j < 14ξ i ξ j , such that the obtained tori are partially hyperbolic. When ξ 2 i + ξ 2 j ≥ 14ξ i ξ j , one can prove the existence of the elliptic tori, however the proof is more complicated, which will be considered in the forthcoming paper. This paper is organized as follows: In section 2 we give an infinite dimensional KAM theorem; in section 3, we give its application to two-dimensional Schrödinger equations. The proof of the KAM theorem is given in section 4, 5, 6. Some technical lemmas are given in the Appendix.
An Infinite Dimensional KAM Theorem for Hamiltonian Partial Differential Equations
In this section, we will formulate an infinite dimensional KAM theorem that can be applied to two-dimensional Schrödinger equations under periodic boundary conditions. We start by introducing some notations. For given b vectors in
, and its complex conjugatē w = (· · · ,w n , · · ·) n∈Z 2
1
. We introduce the weighted norm
where |n| = n 2 1 + n 2 2 , n = (n 1 , n 2 ) ∈ Z 2 and ρ > 0. Denote a neighborhood of
where | · | denotes the sup-norm of complex vectors. Moreover, we denote by O a positivemeasure parameter set in
, α n and β n ∈ N with finitely many non-zero components of positive integers. The product w αwβ denotes n w αn nw βn n . For any given function F (θ, I, w,w) = α,β
where
W function in parameter ξ in the sense of Whitney, we denote
where |F klαβ | O is short for
(the derivatives with respect to ξ are in the sense of Whitney). We define the weighted norm of F by
To a function F , we associate a Hamiltonian vector field defined by
).
Its weighted norm is defined by 1
The norm · Dρ(r,s),O for scalar functions is defined in (2.3) . The vector function G :
Gi Dρ(r,s),O .
+ sup
Dρ(r,s)
Suppose that S is an admissible set. Let L 2 be the subset of Z 2 1 with the following property: for each n ∈ L 2 , there exists a unique triplet (i, j, m) with m ∈ Z 2 1 ,i, j ∈ S such that −i − j + n + m = 0, −|i| 2 − |j| 2 + |n| 2 + |m| 2 = 0.
We now describe a family of Hamiltonians studied in this paper. Let
where ξ ∈ O is a parameter, the phase space is endowed with the symplectic structure dI ∧ dθ + i
For each ξ ∈ O, the Hamiltonian equation for H 0 admits special solutions (θ, 0, 0, 0) → (θ + ωt, 0, 0, 0) that corresponds to an invariant torus on the phase space.
Consider now the perturbed Hamiltonian
Our goal is to prove that, for most values of parameter ξ ∈ O (in Lebesgue measure sense), the Hamiltonians H = N + B +B + P still admit invariant tori provided that X P Dρ (r,s),O is sufficiently small. Decomposition of Z 2 1 \L 2 . For a nonnegative integer ∆ we define an equivalence relation on Z 2 1 \L 2 generated by the pre-equivalence relation Case 1:|a| ≤ ∆, we know ♯{b : |a| = |b|, b ∈ Z 2 } ≤ e log ∆ log log ∆ ≪ ∆ ε ; Case 2:|a| > ∆, we have ♯{b :
In order to have a compact formulation when solving homological equations, we rewrite H into matrix form. Let
We consider Hamiltonian H satisfying the following hypotheses:
(A2)Asymptotics of normal frequencies:
where (n, m) are resonant pairs, (i, j) are uniquely determined by (n, m) in L 2 . We assume that ω(ξ), A n (ξ) ∈ C 4 W (O) and there exist γ, τ > 0 such that 2 (here I 2 is 2 × 2 identity matrix)
2 The tensor product (or direct product) of two m × n, k × l matrices A = (aij), B is a (mk) × (nl) matrix defined by
· for matrix denotes the operator norm, i.e., M = sup |y|=1 |M y|. Recall that ω and An, A ′ n depend on ξ.
We assume that the eigenvalues of A n (n ∈ L 2 ) have the non-zero imaginary parts so that the obtained tori are partially hyperbolic.
(A4) Regularity of B +B + P : B +B + P is real analytic in I, θ, w,w and Whitney smooth in ξ; in addition X B Dρ(r,s),O < 1, X P Dρ(r,s),O < ε (A5) Töplitz-Lipschitz property: For any fixed n, m ∈ Z 2 , c ∈ Z 2 \ {0}, the limits
exist. Moreover, there exists K > 0, such that when |t| > K, N + B +B + P satisfies
Now we are ready to state an infinite dimensional KAM Theorem. 
where Ψ is ε γ 4 -close to the trivial embedding Ψ 0 :
andω is ε-close to the unperturbed frequency ω. Then for any ξ ∈ O γ and θ ∈ T b , the curve t → Ψ(θ+ω(ξ)t, ξ) is a quasi-periodic solution of the Hamiltonian equations governed by H = H 0 + P . The obtained tori are partially hyperbolic.
Application to the Two-dimensional Schrödinger Equations
We consider the two-dimensional nonlinear Schrödinger equations
with periodic boundary conditions
a jl (x)u jūl , a jl = a lj is a real analytic function in a neighborhood of the origin. The operator A = −△ with periodic boundary conditions has eigenvalues {λ n } satisfying
and the corresponding eigenfunctions φ n (x) = 1 2π e i n,x form a basis in the domain of the operator. Equation (3.1) can be rewritten as a Hamiltonian equation
and the corresponding Hamiltonian is
where ·, · denotes the inner product in
System (3.2) is then equivalent to the lattice Hamiltonian equationṡ
with corresponding Hamiltonian function
As in [23, 24, 15] , the perturbation G in (3.4) has the following regularity property.
Lemma 3.1 For any fixed ρ > 0, the gradient Gq is real analytic as a map in a neighborhood of the origin with
Proof: For an admissible set of tangential site S = {i 1 , · · · , i b } ⊂ Z 2 , we have a nice normal form for H. Proposition 1 Let S be admissible.For Hamiltonian function (3.5), there is a symplectic transformation Ψ, such that
Proof: The proof consists of several sympiectic change of variables. Firstly, let 9) and X 1 F be the time one map of the flow of the associated Hamiltonian systems. The change of variables X 1 F sends H to
We remind that (n, m) are resonant pairs and (i, j) is uniquely determined by (n, m); (n ′ , m ′ ) are resonant pairs and (i ′ , j ′ ) is uniquely determined by (n ′ , m ′ ) in (3.12).
Next we introduce standard action-angle variables in the tangential space
By the scaling in time
we finally arrive at the rescaled Hamiltonian
We will show that, by a nonlinear symplectic coordinates transformation, the normal form in Proposition 1 can be transformed into the more elegant form. For this purpose, we need the following lemma from [33] .
is symplectic with diagonal matrix
The proof of the above lemma refers to [33] .
A nonlinear symplectic coordinates transformation Φ(∃S):
We get Hamiltonian systems with the Hamiltonian
For the notational simplicity, I, θ, H refer to
Next let us verify that H = N + B +B + P satisfies the assumptions (A1)-(A5).
Verification of (A1):
It is easy to check that det A = 0, Thus (A1) is verified. Verification of (A2): Take a = 3, the proof is obvious. Verification of (A3): This part is the same as [14] , for the sake of completeness, we rewrite it as follows: In the following, we only give the proof for the most complicated case. Let
where (m, i, j) is uniquely determined by n. We only verify (A3) for det( k, ω I ± A n ⊗ I 2 ± I 2 ⊗ A n ′ ) which is the most complicated. Let A, B be 2 × 2 matrices, we know that λI + A ⊗ I − I ⊗ B = (λI + A) ⊗ I − I ⊗ B. Moreover,we have
where | · | denotes the determinant of the corresponding matrices.
, and notice that |n| 2 
Its eigenvalues are
If i = i ′ ,all the eigenvalues are not identically zero due to the presence of the square root terms.
then when Ak + 2β + 2β + 1 4π 2 (−e i − e j ) = 0,all components of k + e i + e j are equal and (2b − 1)(k + e i + e j ) 1 + 8 = 0(b ≥ 2),this equation has no integer solutions.Thus all eigenvalues are not identically zero.
Case 2. n ∈ L 1 , n ′ ∈ L 2 . In this case, the eigenvalues of
Because ξ i ′ 2 − 14ξ i ′ ξ j ′ + ξ j ′ 2 has non-zero imaginary part, there will be no small divisor. Case 3. n, n ′ ∈ L 2 . In this case, the eigenvalues of k, ω I ± A n ⊗ I 2 ± I 2 ⊗ A n ′ are
If i = i ′ , all the eigenvalues are not identically zero due to the presence of the square root terms.
then Ak = 0 for k = 0; if the eigenvalue is
2 (e i − e j ) = 0, all components of k − e i + e j are equal and (2b − 1)(k − e i + e j ) 1 = 0(b ≥ 2), this integer equation to this equation are k = e i − e j . While at this time,when |n| = |m ′ |,
Thus all the eigenvalues are not identically zero. In other cases, the proof is similar, so we omit it. Due to Lemma 3.3, det( k, ω I ± A n ⊗ I 2 ± I 2 ⊗ A n ′ ) is polynomizl function in ξ of order at most four. Thus
By excluding some parameter set with measure O(γ 1 4 ), we have
Verification of (A4): For a given 0 < r < 1 and s = ε In addition, sup 
Thus (A4) is verified.
Verification of (A5): We only need to check P satisfies (A5). Recall (3.9). F is given as
Then for t large enough and ∀c ∈ Z 2 \ {0}, we have
Hence,when n − m, c = 0,
Similarly,
That is to say, F satisfies Töplitz-Lipschitz property. Recalling the construction of Hamiltonian (3.5), we only need to check that {G, F } also satisfies the Töplitz-Lipschitz property. Lemma 4.9 in the next section shows that Poisson bracket preserves Töplitz-Lipschitz property. Thus N + B +B + P satisies (A5). Thus (A5) is verified. So we have verified all the assumptions of Theorem 2 for (3.14). By applying Theorem 2, we get Theorem 1.
KAM Step
Theorem 2 will be proved by a KAM iteration which involves an infinite sequence of change of variables. Each step of KAM iteration makes the perturbation smaller than that of the previous step at the cost of excluding a small set of parameters and contraction of weight. We have to prove the convergence of the iteration and estimate the measure of the excluded set after infinite KAM steps.
At the ν-step of the KAM iteration, we consider Hamiltonian function
where N ν is an "integrable normal form",
Our goal is to construct a map
satisfies all the above iterative assumptions
To simplify notations, in what follows, the quantities without subscripts and superscripts refer to quantities at the ν th step, while the quantities with subscript + or superscript + denote the corresponding quantities at the (ν + 1) th step. Let us then consider the Hamiltonian
where λ i , λ j are eigenvalues.
where (n, m) are resonant pairs, (i, j) are uniquely determined by (n, m) in L 2 . Moreover, N + B +B + P satisfies (A4), (A5).
Remark The assumption (A5) makes the measure estimate available at each KAM step. We now let 0 < r + < r and define
Here and later, the letter c denotes suitable (possibly different) constants that do not depend on the iteration steps. We now describe how to construct a set O + ⊂ O and a change of variables Φ : 
Solving the linearized equations
Expand P into the Fourier-Taylor series
where k ∈ Z b , l ∈ N b and the multi-indices α and β run over the set of all infinite di-
with finitely many nonzero components of positive integers.
Let R be the truncation of P given by
where P k10 n = P klαβ with α = e n , β = 0, here e n denotes the vector with the n th component being 1 and the other components being zero; P k01 n = P klαβ with α = 0, β = e n ; P k20 nm = P klαβ with α = e n + e m , β = 0; P k11 nm = P klαβ with α = e n , β = e m ; P k02 nm = P klαβ with α = 0, β = e n + e m .
Where,R k10
where if |i + j| ≤ K, R k20 ij = P k20 ij ; if |i + j| > K, R k20 ij = 0,
where if |i + j| ≤ K ,R k02 ij = P k02 ij ; if |i + j| > K ,R k02 ij = 0,
where if |i − j| ≤ K ,R k11 ij = P k11 ij ; if |i − j| > K, R k11 ij = 0. Rewrite H as H = N + B +B + R + (P − R). By the choice of s + in (4.3) and the definition of the norms, it follows immediately that X R Dρ(r,s),O ≤ X P Dρ(r,s),O ≤ ε. In fact, P − R = P * + h.o.t., where
be the linear and quadratic terms in the perturbation. By virtue of (4.3), the decay property of P , X P Dρ(r,s),O ≤ ε, and Cauchy estimates, one has that for ρ ≤ r + 
Moreover, we take s + ≪ s such that in a domain D ρ (r, s + ),
In the following, we will look for an F , defined in a domain D + = D ρ (r + , s + ), such that the time one map φ 1 F of the Hamiltonian vector field X F defines a map from D + → D and transforms H into H + . More precisely, by second order Taylor formula, we have
8)
B + =B +B =B +B, (4.9)
We shall find a function F :
where if |i
where if |i − j| ≤ K, f k11 ij = F k11 ij ; if |i − j| > K,f k11 ij = 0. satisfying the equation 
(4.12)
The Fourier coefficients of F 2 are defined by the following Lemmas
Lemma 4.2 F satisfies (4.11) if the Fourier coefficients of F 2 are defined by the following equations
(4.13)
Lemma 4.3 F satisfies (4.11) if the Fourier coefficients of F 2 are defined by the following equations
(4.14)
Lemma 4.4 F satisfies (4.11) if the Fourier coefficients of F 2 are defined by the following equations
In the following, we only give the proof for the most complicated case.
Proof: Inserting F into (4.11).By comparing the Fourier coefficients,more precisely, if (n ′ , m ′ ) is a resonant pair in L 2 , we have
we rewrite in matrix form
similarly,form
If (n, m) and (n ′ , m ′ ) are resonant pairs in L 2 , comparing the Fourier cofficients, we have that (
we rewrite them into matrix form
similarly, from
In other cases, the proof is similar, so we omit it. Thus these Lemmas are obtained.
Remark. In the case that (n, m) and (n ′ , m ′ ) are resonant pairs in L 2 , we have that
Consider the equations
Similarly, from
Now we focus on the following equations
In the other cases, the proof is similar, so we omit it. In order to solve the last three equations, we need the following elementary algebraic result from matrix theory. Lemma 4.5 Let A, B, C be, respectively, n × n, m × m, n × m matrices, and let X be an n × m unknown matrix. The matrix equation
is solvable if and only if I m ⊗ A − B ⊗ I n is nonsingular.
For a detailed proof, we refer the reader to the Appendix in [34] . 
Estimation for coefficients of F
Let us consider F k20 [m][n] for instance, and the other terms can be treated in an analogous way. By the construction above, one sees that
where we used the factor e K 1+3ε ρ to recover the exponential decay under the assumption
And
under the assumption
ν .
Estimation on the coordinate transformation
We proceed to estimate X F and φ 1 F . We start with the following
In the next lemma, we give some estimates for φ t F . The formula (4.16) will be used to prove our coordinate transformation is well defined. Inequality (4.17) will be used to check the convergence of the iteration.
Notice that F is a polynomial of degree 1 in I and degree 2 in z,z. From (2.4), (4.15) and the Cauchy inequality, it follows that
for any m ≥ 2.
To get the estimates for φ t F , we start from the integral equation,
, which follows directly from (4.18). Since
where J denotes the standard symplectic matrix 0 −I I 0 , it follows that
Consequently Lemma 4.7 follows.
Estimation for the new normal form
The map φ 1 F defined above transforms H into H + = N + + B + +B + + P + (see (4.6) and (4.11))with the normal form N +
where ω + = ω + P 0l00 (|l| = 1), (4.20)
Now we prove that N + shares the same properties as N . By the regularity of X P and by Cauchy estimates, then we have
It follows that for |k| ≤ K,
Similarly,we have | k, ω + P 0l00 + λ
In other cases, the proof is similar, so we omit it. This means that in the next KAM step, small denominator conditions are automatically satisfied for |k| ≤ K. The following bounds will be used for the measure eatimates:
Estimation for the new perturbation
Since
where R(t) = (1 − t)(N + + B + +B + − N − B −B) + tR. Hence
According to Lemma 4.7,
and
4.6 Verification of (A5) after one step of KAM iteration
then for a fixed c ∈ Z 2 \ {0}, and |n − m| > K with K ≥
That is to say, P − R satisfies (A5) with K + , ε + , ρ + in place of K, ε, ρ. The proof of the remaining terms satisfying (A5) is composed by the following two lemmas. For the proof see [14] .
Lemma 4.9 Assume that P satisfies (A5), F satisfies (A5) with ε 2 3 in place of ε and
then {P, F } satisfies (A6) with ε + in place of ε.
For the proof see [14] .
A KAM-step cycle is now completed.
Iteration Lemma and Convergence
For any given s, ε, r, γ and for all ν ≥ 1, we define the following sequences
ν , (5.1)
where c is a constant,γ = ε 1 50 0 ≫ ε 0 , and the parameters r 0 , ε 0 , s 0 and K 0 are defined to be r, ε, s and K 2 0 e −K 0 (r 0 −r 1 ) = ε 1 3 0 respectively.
Iteration lemma
The preceding analysis can be summarized as follows.
Lemma 5.1 Let ε is small enough and ν ≥ 0. Suppose that (1) . N ν + B ν +B ν is a normal form with parameters ξ satisfying
W smooth and satisfy
and |P
in the sense of Whitney. (2) . N ν + B ν +B ν + P ν satisfies (A5) with K ν , ε ν , ρ ν and
with ω ν+1 = ω ν + P ν 0l00 , and a symplectic transformation of variables
in the sense of Whitney. And
Convergence
Suppose that the assumptions of Theorem 2 are satisfied to apply the iteration Lemma with ν = 0,recall that
the assumptions of the iteration lemma are satisfied when ν = 0 if ε 0 and γ are sufficiently small. Inductively, we obtain the following sequences:
As in [24, 25] , thanks to Lemma 4.7, it concludes that
ν , it follows that ε ν+1 → 0 provided that ε is sufficiently small. And we also have
The uniform convergence of Ψ ν , DΨ ν , ω ν and X Hν implies that the limits can be taken on both sides of (5.4). Hence, on D 1 2 r ( 1 2 r, 0) ×Õ we get
It follows from (5.5) that
for ξ ∈Õ. This means that Ψ ∞ (T b × {ξ}) is an embedded torus which is invariant for the original perturbed Hamiltonian system at ξ ∈Õ. We remark here that the frequencies ω ∞ (ξ) associated to Ψ ∞ (T b × {ξ}) are slightly different from ω(ξ). The normal behavior of the invariant torus is governed by normal frequencies
Measure Estimates
This section is the essential part for this paper. For notational convenience, let O −1 = O, K −1 = 0. Then at ν th step of KAM iteration, we have to exclude the following resonant set
Remark. From the section 4.4, one has that at (ν + 1) th step, small divisor conditions are automatically satisfied for |k| ≤ K ν . Hence, we only need to excise the above resonant set R ν+1 .
In the following, we only give the proof for the most complicated case {ξ ∈ O ν :
, there will be no small divisors. In other cases, the proof is similar, so we omit it. For simplicity, set
γ .
Lemma 6.1 For any given n, n ′ ∈ Z 2 1 with |n
Proof: Since |n − n ′ | ≤ K ν+1 , with an elementary calculation
n ′ | > 1, there will be no small divisor.
In the case that | n − n ′ , n ′ | ≤ K 2 ν+1 , clearly n − n ′ = 0 is trivial. Assume n − n ′ = 0, without loss of generality, we assume that the first component (n − n ′ ) 1 of n − n ′ is not zero. Let
and c ∈ Z 2 \ {0} with |c| ≤ |n − n ′ | ≤ K ν+1 . Clearly, c, n − n ′ are linearly independent, hence there exist x 1 , x 2 ∈ R such that
Set (here [·] denotes the integer part of ·)
Lemma 6.3 For fixed k, n 0 , n ′ 0 , c, one has
.
Proof: Due to Töplitz-Lipschitz property of N ν + B ν +B ν + P ν , then
We define resonant set
Case 1: When |t| > K .
For K ν < |k| ≤ K ν+1 ,we consider n, n ′ ∈ L 2 as an example,the other cases can be proved analogously.Assume that (n, m) and (n ′ , m ′ ) are resonant pairs in L 2 ,then Lemma 6.4 For any given n, n ′ ∈ Z 2 1 with |n−n ′ | ≤ K ν+1 , either |det( k, ω ν+1 I +A ν+1 n ⊗ I 2 − I 2 ⊗ A ν+1 n ′ )| > 1 or there are n 0 , n ′ 0 , c ∈ Z 2 with |n 0 |, |n ′ 0 |, |c| ≤ 3K 2 ν+1 and t ∈ Z, such that n = n 0 + tc, n ′ = n ′ 0 + tc. .
Proof: Due to the analysis above and Töplitz-Lipschitz property of N + B +B + P ,the coefficient matrix Y ν+1 (t) has a limit as t → ∞,
We define resonant set Proof: We only prove the third inequality, the others can be proved similarly. Let w = 0, then f (t) = F (z + tw) is an analytic map from the complex disc |t| < The other cases can be obtained analogously, hence X {F,G} Dρ(r−σ,ηs),O < cσ
