1 The performance of multiple-input multipleoutput wireless systems is investigated in the presence of statistical queueing constraints. Queuing constraints are imposed as limitations on buffer violation probabilities. The performance under such constraints is captured through the effective capacity formulation. A detailed analysis of the effective capacity is carried out in the low-power and wideband regimes. In the lowpower analysis, expressions for the first and second derivatives of the effective capacity with respect to SNR at SNR = 0 are obtained under various assumptions on the degree of channel state information at the transmitter. Transmission strategies that are optimal in the sense of achieving the first and second derivatives are identified. It is shown that while the first derivative does not get affected by the presence of queueing constraints, the second derivative gets smaller as the constraints become more stringent. Through the energy efficiency analysis, this is shown to imply that the minimum bit energy requirements do not change with more strict limitations but the wideband slope diminishes. Similar results are obtained in the wideband regime if rich multipath fading is being experienced. On the other hand, sparse multipath fading with bounded number of degrees of freedom is shown to increase the minimum bit energy requirements in the presence of queueing constraints.
I. INTRODUCTION
Having multiple antennas at the transmitter and receiver has been shown to improve the performance significantly in terms of both reliability and throughput when the channel fading coefficients are known at the receiver and/or transmitter. Due to these promising gains in the performance, information-theoretic analysis of multiple-input multipleoutput (MIMO) channels has attracted much interest in the research community. In particular, considerable effort has been expended in the study of the capacity of MIMO wireless channels (see e.g., [1] and the references therein). For instance, multiple-antenna capacity is studied in the low-power regime in [2] and [3] , and in the high-SNR regime in [4] . In most studies on MIMO channel capacity, ergodic Shannon capacity formulation is employed as the main performance metric. However, this formulation does not capture the performance in the presence of quality-of-service (QoS) limitations in the form of constraints on queueing delays or queue lengths, although providing QoS assurances is of paramount importance in many delay-sensitive wireless systems, e.g., voice over IP (VoIP), and interactive and streaming video applications.
In [5] , effective capacity is proposed as a metric that can be employed to measure the performance in the presence of statistical QoS limitations. Effective capacity formulation uses the large deviations theory and incorporates the statistical QoS constraints by capturing the rate of decay of the buffer occupancy probability for large queue lengths. Hence, effective capacity can be regarded as the maximum throughput of a system operating under limitations on the buffer violation probability. This formulation is tightly linked and in a sense dual to the concept of effective bandwidth [6] [7] that is employed in the analysis of how much resource in terms of service rates is needed to support a given timevarying arrival process.
In this paper, we study the effective capacity of MIMO wireless channels. In particular, we consider the low-power and wideband regimes and identify the impact of the QoS limitations on the performance. We would like to note that recently references [11] and [12] have also investigated the effective capacity of multiple-antenna channels. In [11] , the authors study the multiple-input single-output (MISO) channels and determine the optimal transmit strategies with covariance feedback. In [12] , the concentration is on the MISO and single-input multiple-output (SIMO) channels. Analysis of MIMO channels is carried out only in the large antenna regime in which the number of receive and/or transmit antennas increase without bound. In addition, the authors in [12] consider a MIMO channel matrix with independent and identically distributed (i.i.d.) zero-mean Gaussian entries, and consider equal power allocation across the antennas. In this paper, we consider a general MIMO link model in which the fading coefficients have arbitrary distributions and are possibly correlated, provide a detailed study of the lowpower and wideband regimes, investigate the transmission strategies under various assumptions on the degree of channel knowledge at the transmitter, and identify the impact of QoS constraints on the performance.
II. CHANNEL MODEL
We consider a MIMO channel model and assume that the transmitter and receiver are equipped with n T and n R antennas, respectively. Assuming flat-fading, we can express the channel input-output relation as y = Hx + n.
(1)
Above, x denotes the n T × 1-dimensional transmitted signal vector, and y represents the n R × 1-dimensional received signal vector. The channel input is assumed to be subject to the following average energy constraint:
where B is the bandwidth of the system. When the bandwidth is B, we can assume that B input vectors are transmitted every second, and (2) implies that the average power of the system is limited by P . In (1), n with dimension n R × 1 is a zero-mean Gaussian random vector with E{nn † } = N 0 I, where I is the identity matrix. The signal-to-noise ratio is defined as
We also define the normalized input covariance matrix as
Note that the average energy constraint in (2) implies that the trace of the normalized covariance matrix is upper bounded by
Finally, in (1), H denotes the n R × n T -dimensional random channel matrix whose components are the fading coefficients between the corresponding antennas at the transmitting and receiving ends. Unless specified otherwise, the components of H are assumed to have arbitrary distributions with finite variances. Additionally, we consider the block-fading scenario and assume that the realization of the matrix H remains fixed over a block of duration T seconds and changes independently from one block to another.
III. EFFECTIVE CAPACITY OF A MIMO LINK
In [5] , Wu and Negi defined the effective capacity as the maximum constant arrival rate that a given service process can support in order to guarantee a statistical QoS requirement specified by the QoS exponent θ 2 . If we define Q as the stationary queue length, then θ is the decay rate of the tail of the distribution of the queue length Q:
Therefore, for large q max , we have the following approximation for the buffer violation probability: P (Q ≥ q max ) ≈ e −θqmax . Hence, while larger θ corresponds to more strict QoS constraints, smaller θ implies looser QoS guarantees. Similarly, if D denotes the steady-state delay experienced in the buffer, then
where δ is determined by the arrival and service processes [10] . Therefore, effective capacity formulation provides the maximum constant arrival rates that can be supported by the time-varying wireless channel under the queue length constraint P (Q ≥ q max ) ≤ e −θqmax for large q max or the delay constraint P (D ≥ d max ) ≤ e −θδdmax for large d max . Since the average arrival rate is equal to the average departure rate when the queue is in steady-state [8] , effective capacity can also be seen as the maximum throughput in the presence of such constraints.
The effective capacity is given by ([5] , [6] , [7] )
where
is the time-accumulated service process and {R[i], i = 1, 2, . . .} denotes the discrete-time stationary and ergodic stochastic service process. Under the block-fading assumption, the effective capacity formulation simplifies to
Under a short-term power constraint, the stochastic service process in a MIMO channel with a given normalized input covariance matrix K x is
where B denotes the bandwidth of the system and SNR is as defined in (3). We first consider the case in which H is perfectly-known at the receiver and transmitter. In this scenario, the transmitter can adapt the input covariance matrix with respect to each realization of H in order to maximize the service rate. Therefore, using the formulation in (8), we can express the effective capacity normalized by the bandwidth and the receive dimensions as in (10) on the next page. As θ vanishes, the QoS constraints become loose and it can be easily verified that the effective capacity approaches the ergodic channel capacity, i.e.,
For θ > 0, the effective capacity is in general smaller than the ergodic capacity. We can easily see this by interchanging the logarithm and the expectation in (10) and applying the Jensen's inequality.
Above, we have assumed that H is perfectly known at the transmitter. If, on the other hand, only statistical information regarding H is available at the transmitter, then the input covariance matrix can be chosen to maximize the effective capacity. In such a case, the normalized effective capacity can be expressed as in (12) on the next page. For a given (and
not necessarily optimal) input covariance matrix K x , we call the throughput as effective rate and express it as in (13) . In practice, uniform power allocation across the antennas might be preferred. In this case,
, and the effective rate can be written as in (14) . where the subscript "id" is introduced to denote that this expression is the throughput when the covariance matrix is proportional to an identity matrix.
Note that the effective capacity and effective rate expressions in (10), (12), (13), and (14) are proportional to the logarithm of the moment generating function of the instantaneous transmission rates.
Since the subsequent analysis assumes that the QoS exponent is fixed as power diminishes or increases or bandwidth increases, we generally suppress the argument θ and write the effective capacity and rate as C E (SNR) and R E (SNR), respectively.
IV. EFFECTIVE CAPACITY IN THE LOW-POWER REGIME

A. First and Second Derivatives of the Effective Capacity
In this section, we study the effective capacity in the low-SNR regime and investigate the impact of the QoS exponent θ. In particular, we consider the following second-order expansion of the effective capacity under different assumptions on the degree of channel state information:
whereĊ E (0) andC E (0) denote the first and second derivatives of the effective capacity with respect to SNR at SNR = 0. We first have the following result when the channel is perfectly known at the transmitter and receiver. Theorem 1: Assume that the realizations of the channel matrix H are perfectly known at the receiver and transmitter. Assume further that the transmitter is subject to a short-term power constraint and hence is not allowed to perform power adaptation over time. Then, the first and second derivatives of the effective capacity in (10) with respect to SNR at SNR = 0 areĊ
where λ max (H † H) denotes the maximum eigenvalue of H † H, and l is the multiplicity of λ max (H † H).
Proof : For a given input covariance matrix K x , the effective rate is expressed as
In (19) above, we have defined Φ = HK x H † . (20) is obtained by noting that the determinant of a matrix is equal to the product of its eigenvalues, i.e., det (I + n R SNRΦ) = i (1 + n R SNRλ i (Φ)), and also using the fact that the logarithm of a product is equal to the sum of the logarithms of the terms in the product. In (21), the base of the logarithm is changed from 2 to e. In (22), we have defined the function f (SNR, θ) = exp − θT B log e 2 i log e (1 + n R SNRλ i (Φ)) . Now, taking the derivative of R E with respect to SNR yieldṡ
Noting that the function f evaluated at SNR = 0 is one, i.e., f (0, θ) = 1, we can easily see from (23) that the value of the first derivative of the effective rate at SNR = 0 iṡ
where we have used the fact that the sum of the eigenvalues of a matrix is equal to its trace. Note that the normalized input covariance matrix K x is by definition a positive semidefinite Hermitian matrix. As a Hermitian matrix, K x can be written as [16, Theorem 4.1.5]
where U is a unitary matrix, {u i } are the column vectors of U and form an orthonormal set, Λ is a real diagonal matrix, {d i } are the diagonal components of Λ. Since K x is positive semidefinite, we have d i ≥ 0. Moreover, since all available energy should be used for transmission (i.e., the average energy and hence trace constraints should be satisfied with equality), we have tr
Combining (26) and (27), we can now writė 
The upper bound in (31) can be achieved by beamforming in the direction in which λ max (H † H) is achieved, i.e., by choosing the normalized input covariance matrix as K x = uu † where u is the unit-norm eigenvector that corresponds to the maximum eigenvalue λ max (H † H). This lets us concludė
proving (16) . Before proceeding to the proof of the second derivative result, we would like to note that transmission in the maximaleigenvalue eigenspace of H † H is indeed necessary to achieve the first derivative. Therefore, it is also necessary to attain the second derivative of the effective capacity at zero SNR. In a general scenario in which λ max (H † H) has a multiplicity of l ≥ 1, an input covariance matrix in the following form is required:
where α i ∈ [0, 1] and
are the orthonormal eigenvectors that span the maximal-eigenvalue eigenspace of H † H. Now, we turn to the analysis of the second derivative. DifferentiatingṘ E in (23) once more with respect to SNR, we obtain the expression in (35) on the next page. Again noting that f (0, θ) = 1, we have (37). In obtaining (37), we have used the facts that i λ i (Φ) = tr (Φ) and i λ 2 i (Φ) = tr (Φ † Φ).
As described above, an input covariance matrix that is in the form given in (34) is required to achieve the second derivative of the effective capacity at SNR = 0. For such a covariance matrix, it can be easily verified that
and
where (41) follows from the fact that {u i } are the eigenvectors that correspond to λ max (H † H) and hence H † Hu i = λ max (H † H)u i , (42) follows from the orthonormality of {u i } which implies that
Finally, (43) follows from the properties that α i ∈ [0, 1] and l i=1 α i = 1, and the fact that
i under these properties is minimized by choosing α i = 1 l , which leads to
the lower bound
We note from (38) that given the required the covariance structure in (34), the first term in the expression ofR E (0) in (37) is
proving (17) .
Next, we consider the case in which the transmitter has only statistical knowledge of the channel.
Theorem 2:
Assume that while the receiver perfectly knows the channel matrix H, the transmitter only has the knowledge of E{H † H}. Then, the first and second derivatives of the effective capacity in (12) are given bẏ
and the expression in (47) on the next page, respectively, where λ max (E{H † H}) denotes the maximum eigenvalue of E{H † H}, and l is the multiplicity of λ max (E{H † H}).
Proof : Note from (30) that for a given covariance matrix
, the first derivative of the effective rate iṡ
where (49) follows by noting that the transmitter has only statistical knowledge of H, and the input covariance matrix and hence {u i } cannot depend on the realizations of H. Therefore, {u i } are deterministic and can be taken out of the expectation. Now, the upper bound in (50), similarly as discussed in the proof of Theorem 1, is achieved by transmitting in the maximal-eigenvalue eigenspace of E{H † H}. Therefore, a covariance matrix in the following form is required to achieve the first derivative of the effective capacity:
where {u i } are the orthonormal eigenvectors spanning the maximal-eigenvalue eigenspace of E{H † H}, l is the multiplicity of λ max (E{H † H}), and {α i } are constants taking values in [0, 1] and has unit sum, i.e., l i=1 α i = 1. Consequently, this covariance structure is also necessary to attain the second derivative of the effective capacity. Employing the second derivative expression in (37) with the covariance matrix in (51), and maximizingṘ E (0) with respect to all possible choices of {α i }, we easily obtain (47).
Using the results seen in the proofs of Theorems 1 and 2, we can also immediately obtain the following result when the power is uniformly distributed across the transmit antennas and hence we have K x = 1 n T
I.
Corollary 1: Assume that the input covariance matrix is K x = 1 n T I. Then, the first and second derivatives of the
effective rate R E,id given in (14) arė
Remark 1: Note that the common theme in the results of Theorems 1 and 2, and Corollary 1 is that the first derivative does not depend on θ and hence does not get affected by the presence of QoS constraints. Indeed, the first derivative expressions are equal to the ones obtained when Shannon capacity, rather than effective capacity, is considered [2] . On the other hand, the second derivative is a function of θ and in general decreases as θ increases or equivalently as the queueing constraints become more stringent 3 .
B. Energy Efficiency in the Low-Power Regime
The expressions of the first and second derivatives enable us to analyze the energy efficiency in the low-power regime. The minimum bit energy under QoS constraints is given by [2] E
At
, the slope S 0 of the spectral efficiency versus E b /N 0 (in dB) curve is defined as [2] S 0 = lim
(55) Considering the expression for normalized effective capacity, the wideband slope can be found from [2] 
log e 2 bits/s/Hz/(3 dB)/receive antenna.
(56) Corollary 2: Applying the results of Theorem 1 to the above formulation, we obtain E b N 0 min = log e 2 E{λ max (H † H)} (57) 3 Note that E 2 {λmax(H † H)} ≤ E{λ 2 max (H † H)} and E 2 {tr (H † H)} ≤ E{tr 2 (H † H)}. 4 We note that the expressions in (54) and (56) differ from those in [2] by a constant factor due to our assumption that the units of C E is bits/s/Hz/dimension rather than nats/s/Hz/dimension.
where κ(σ max (H)) is the kurtosis of maximum singular value of the matrix H and is defined as
Remark 2: In [2] , Shannon capacity is considered and it is shown that
. From (57) and (58) we note that we have the same minimum bit energy in the presence of QoS limitations while the wideband slope diminishes with increasing θ.
When we have equal power allocation, i.e., K x = 1 n T I, it can be immediately seen from the result of Corollary 1 that
Assume that H has independent zero-mean unit-variance complex Gaussian random entries. Under this assumption, we have [3] 
Using these facts, we have the following minimum bit energy and wideband slope expressions for the uniform power allocation case when the entries of H are i.i.d. zero-mean unit-variance Gaussian random variables:
bits/s/Hz/(3 dB)/receive antenna.
(63)
We note that while the minimum bit energy depends only on the number of receive antennas, the wideband slope is a function of both the receive and transmit antennas. Note that the wideband slope expression is per receive antenna. Without this normalization, we have
bits/s/Hz/(3 dB).
From (64), we identify the interactions between the spatial dimensions and QoS constraints. Note that more strict QoS constraints and hence higher values of θ tend to diminish the wideband slope. On the other hand, we see in the second term in the denominator of (64) that the impact of the presence of QoS constraints is being diminished by the product of the number of transmit and receive antennas, n R n T . Hence, increasing the number of transmit and/or receive antennas can offset the performance loss due to queueing constraints.
V. MINIMUM BIT ENERGY IN THE WIDEBAND REGIME In the previous section, we have assumed that the bandwidth of the system is fixed as the transmission power P diminishes and system operates in the low-power regime. Here, we study the regime in which the bandwidth increases while P is kept fixed. Note that as the bandwidth grows, the flatfading assumption will no longer hold and the input-output relation given in (1) will not be an accurate description. On the other hand, if we decompose the wideband channel into parallel, noninteracting, narrowband subchannels each with bandwidth that is equal to the coherence bandwidth B c , then we can assume that each subchannel experiences independent flat fading and has an input-output relation that can be expressed as
where x i and y i are the input and output vectors of the i th subchannel, and H i is the i th subchannel matrix. n i represents the additive zero mean Gaussian noise vector with E{n i n † i } = N 0 I in the i th subchannel. We assume that the input in the i th subchannel is subject to E{ x i 2 } ≤
Pi Bc
where P i is the power allocated to the i th subchannel. We assume that the number of subchannels is m and hence we have B = mB c and m i=1 P i = P where B and P denote the total bandwidth and power, respectively, of the wideband system. Under these assumptions, the maximum instantaneous transmission rate in the i th subchannel with covariance matrix K x,i is
where SNR i = Pi n R BcN0 . Due to the independence of fading in different subchannels, the total transmission rate over the wideband channel is
which is achieved by independent signaling over different subchannels, i.e., by choosing {x i } m i=1 as zero-mean independent Gaussian vectors with covariance matrices {K x,i } m i=1 . Then, for the transmission rate in (67), the effective rate is given by (68)-(70) on the next page, where (69) follows from our assumption that {H i } are independent subchannel matrices and the fact that the expected value of a product of independent random variables is equal to the product of the expected values of the individual random variables. In general, effective capacity can be obtained by maximizing the effective rate expression in (70) over all power allocations {P i } and covariance matrices {K x,i }. If the channel is known at the transmitter, {P i } and {K x,i } can depend on the realizations of the channel matrices {H i }.
We simplify the above setting by assuming that
has the same distribution for all i = 1, 2, . . . , m. For instance, this assumption would hold when {H i } are identically distributed, and K x,i is the same fixed matrix for all i or is a random matrix with a common distribution for all i (e.g., K x,i = uu † , where u is the random eigenvector that corresponds to λ max (H † i H i ), has the same distribution for all i when {H i } are identically distributed). Under this assumption, we can eliminate the dependence of H i K x,i H † i on the time index i, and show from the concavity of the expression (70) with respect to signal-to-noise ratio that the effective rate is maximized by having SNR i = P/m n R N0Bc = P n R N0B = SNR for all i, i.e., by distributing the total power equally over the subchannels. Now, the effective rate expression becomes
where we have used the relation B = mB c . Now, we analyze the effective capacity and energy efficiency in the wideband limit in three scenarios:
1) Rich Multipath Fading: In a system with bandwidth B, the maximum number of resolvable paths is proportional to BT m = B Bc where T m denotes the delay spread and
Tm . In rich multipath fading, the assumption is that the number of independent resolvable paths increases linearly with increasing bandwidth. Therefore, in rich multipath fading, coherence bandwidth B c remains fixed as B increases while SNR = P BN0 diminishes to zero. Then, from the similarity of the effective rate expressions in (13) and (71) and the fact that B is fixed in (13) in the low-power regime analysis, we immediately conclude that the wideband and low-power results are identical in rich multipath fading under the assumptions that lead to the effective rate expression in (71).
2) Sparse Multipath Fading: In sparse multipath fading, it is assumed that the number of independent resolvable paths increases at most sublinearly with bandwidth [13] [14] . Hence, in this case, B c increases with increasing bandwidth. In the special case in which the number of resolvable paths is bounded, B c increases linearly with B while the number of subchannels m remains fixed. For instance, such a scenario is considered in [15] . For this case, we have the following result on the minimum bit energy required in the wideband regime.
Theorem 3: Assume that the number of independent resolvable paths remain bounded and fixed in the wideband regime as B increases. In this case, the minimum bit energy for a given covariance matrix K x is given by
− log e E e .
When the channel is perfectly known at the transmitter, in-
E exp −θT B c log 2 det I + n R SNR i H i K x,i H † i (69)
log e E exp −θT B c log 2 det I + n R SNR i H i K x,i H † i
formation can be sent in the maximal-eigenvalue eigenspace of H † H and the required minimum bit energy becomes
If only statistical information of the channel is available at the transmitter, the minimum bit energy can be obtained by minimizing (72) over all permissible covariance matrices, i.e.,
Kx 0 tr (Kx)≤1
θT P mN0
(74)
Remark 3: From this result, we immediately conclude that the sparse multipath fading with bounded number of resolvable paths (or equivalently bounded number of subchannels) induces additional energy requirements in the presence of QoS constraints when compared to rich multipath fading.
VI. CONCLUSION
In this paper, we have investigated the performance of MIMO wireless systems operating under statistical queueing (or QoS) constraints, which are formulated as limitations on buffer violation probabilities in the large-queue-length regime. We have employed effective capacity as the performance metric that provides the throughput under such constraints. We have studied the effective capacity in the lowpower and wideband regimes. In the low-power regime, we have obtained expressions for the first and second derivatives of the effective capacity at zero SNR under various assumptions on the channel knowledge at the transmitter side. We have shown that while the first derivative does not depend on the QoS constraints, the second derivative diminishes as these constraints become more stringent. As a byproduct of these results, we have demonstrated that the minimum bit energy requirements in the presence of QoS constraints in the low-power regime are the same as those required in the absence of such constraints. However, the wideband slope is shown to significantly get affected by queueing constraints.
Results derived in the low-power regime are proven to apply to the wideband regime in rich multipath fading environments. On the other hand, we have noted that sparse multipath fading induces energy penalty if the number of noninteracting subchannels remains bounded in the wideband regime. In this case, the minimum bit energy is shown to depend on the QoS exponent θ.
Finally, we would like to refer to the journal version of this work [18] for more details on and extensions of several results, and the high-SNR regime analysis.
