Abstract. We investigate a nonlocal reaction-diffusion-advection system modeling the popula-4 tion dynamics of two competing phytoplankton species in a eutrophic environment, where nutrients 5 are in abundance and the species are limited by light only for their metabolism. We first demonstrate 6 that the system does not preserve the competitive order in the pointwise sense. Then we introduce a 7 special cone K involving the cumulative distributions of the population densities, and a generalized 8 notion of super-and subsolutions of the nonlocal competition system where the differential inequal-9 ities hold in the sense of the cone K. A comparison principle is then established for such super-and 10 subsolutions, which implies the monotonicity of the underlying semiflow with respect to the cone K 11 (Theorem 2.1). As application, we study the global dynamics of the single species system and the 12 competition system. The latter has implications for the evolution of movement for phytoplankton 13 species. 14
Introduction. Phytoplankton are microscopic plant-like photosynthetic or-

18
ganisms that drift in the water columns of lakes and oceans. They grow abundantly by water turbulence, and also sink or buoy, depending on whether they are heavier 29 than water or not [8] .
30
In this paper, we study the two-species nonlocal reaction-diffusion-advection sys-31 tem proposed by Huisman et al. [16, 18] . The system models the growth of phyto-32 plankton species in a eutrophic vertical water column, where the species is limited by t, respectively. The following system of reaction-diffusion-advection equations was 38 proposed in [16] to describe the population dynamics of two phytoplankton species: growth rate of phytoplankton species as a function of light intensity I(x, t).
47
Light intensity is decreasing with depth due to light absorption via phytoplankton 
110
For the competition model, we will show, by adapting arguments due to Du and Hsu [5] and Ma and Ou [28] , that the cumulative distribution functions (U (x, t), V (x, t)) = (see (3.3)), and that the resulting system has the strong order-preserving property. 
116
The new features of this paper can be described as follows: First, 2. Main Results. Let X be a Banach space over R. We call a subset
cone K is said to be solid if it has nonempty interior. Furthermore, for x, y ∈ X, we 134 write x K y, x < K y and
respectively.
136
Let K 1 be given by (1.6). It is straightforward to verify that K 1 is a solid cone in the Banach space C([0, L]; R) with interior
with interior given by Int K = Int K 1 × (−Int K 1 ). The cone K induces the partial 138 order relations K , < K and K in the usual way.
139
We shall prove that (1.1)-(1.4) is a strongly monotone dynamical system with 140 respect to the order induced by the cone K.
141
Theorem 2.1. Suppose {(u i , v i )} i=1,2 are non-negative solutions of (1.1)-(1.4) 142 such that u 2 (·, 0) ≥, ≡ 0 and v 1 (·, 0) ≥, ≡ 0 and concept of subhomogeneous mappings.
152
As application, we turn our attention to the effects of diffusion and advection on 153 the global dynamics of (1.1)-(1.4).
154
This manuscript is for review purposes only. the deeper the water column, the weaker the light intensity. Therefore, it is more 160 advantageous for phytoplankton species to move up.
161
Theorem 2.3. 
168
Theorem 2.4. 
where, 
185
The assumption holds, e.g. when 
191
Proposition 3.1. For continuous, non-negative initial data (u 0 (x), v 0 (x)), system (3.1) has a unique solution
This manuscript is for review purposes only.
which depends continuously on initial data. Moreover, if hold in the pointwise sense everywhere.
197
Definition 3.2. We say that
form a pair of super-and subsolutions of (3.1) in the interval
199
The main result of this section is 
201
A direct consequence of Theorem 3.3 is the strong monotonicity of the continuous 202 semiflow generated by (3.1). It includes Theorem 2.1 as a particular case.
203
Corollary 3.4. Assume that f 1 , f 2 satisfy (H). Suppose {(u i , v i )} i=1,2 are two non-negative solutions of (3.1), such that u 1 (·, 0) ≥, ≡ 0, v 2 (·, 0) ≥, ≡ 0, and
204
The proof is postponed to later in the section.
205
To show Theorem 3.3, we consider the cumulative distribution functions
207
Then U (0, t) ≡ 0, V (0, t) ≡ 0 for t ≥ 0, and U x (x, t) = u(x, t), V x (x, t) = v(x, t). In (U, V ) (see also [28] for the single species case):
where, letting
For (3.3), we define the Banach space
with the usual C 1 norm. The usual cone P 1 in X 1 is
with interior
Let X = X 1 × X 1 , and P = P 1 × (−P 1 ). Then P is a cone in X with interior given by
226
Int P = Int P 1 × (−Int P 1 ). The cone P generates the partial order relations P , < P
227
and P on X.
228
By construction, the solutions (U, V ) of (3.3) live in the convex set E = E 1 × E 1 , where
From now on we assume the initial data of (3.3) to be in E. Under this assumption,
229
the existence and uniqueness of the solution (U (x, t), V (x, t)) can be derived from 230 those of (u(x, t), v(x, t)).
231
Definition 3.5. We say that
form a pair of super-and subsolutions of (3.3) in the interval [0, T ], if the derivatives 
234
We now prove a strong maximum principle for the system (3.3), which is the key 235 to proving the strong monotonicity of (3.3).
236
Lemma 3.6. Assume that
super-and subsolutions of (3.3) in the interval [0, t * ] for some t * > 0, so that
If one of the following holds:
Proof. In the following we improve upon the arguments of [28] to prove the strong maxmimum principle for (3.3). We first consider the case when (a) holds. For definiteness assume that U (x * , t
Then by (3.2),
Fixing t, and integrating the above from 0 to x, we have, in terms of W ,
where we used
Integrating by parts as in
250
(3.4), we have
, where
Note that we have used
∂x is non-increasing in U in the 258 last inequality of (3.9). Summarizing, we have
∂F1
∂V is non-increasing in U , U ≥ U , and V x > 0, 262 the last integral is non-negative. Thus W = U − U satisfies the following linear 263 differential inequality:
If not, then the parabolic strong maximum principle applied to (3.11) implies that W (x, t
, and V x > 0, we deduce that the above inequality holds only if
This is a contradiction and thus
It follows that equality holds everywhere in (3.8) and (3.9), in particular,
for all x ∈ [0, L] and 0 < t ≤ t * . Since U x > 0 and ∂f1 ∂V < 0, we deduce that
The remaining case
similarly. This completes the proof in case (a) holds.
273
Next, assume (b) holds. We claim that necessarily there is a sequence of t j t *
274
such that alternative (a) holds, so that we can deduce similarly that ( (3.13) in two steps.
291
Step 1. For each small δ > 0, define
where
Di(s,t) ds dy for i = 1, 2. By (3.12), there exists
293
(3.14)
It is also clear that there is C 0 > 0 (independent of δ) such that
296
We claim that (U δ , V δ ) and (U δ , V δ ) forms a pair of super-and subsolutions for clearly satisfied. A sufficient condition for the first one to hold is
The inequality (3.16) holds since the following holds pointwisely in . This proves our first claim.
311
Step 2. Next, we claim that for all δ > 0,
Suppose not, then it follows from (3.14) that there exists a positive maximal time
x ≤ L and 0 ≤ t < t * , and
for all 0 ≤ x ≤ L and 0 ≤ t ≤ t * , which is a contradiction to (3.14). This shows (3.17).
318
Letting δ → 0 in (3.17), we deduce that (3.13) holds for (
Now we prove Corollary 3.4, which includes Theorem 2.1 as a special case.
320
Proof of Corollary 3.4.
322
If we assume in addition that
then by applying the strong maximum principle to the first and second equations of (3.1) separately, we deduce that
Therefore, applying Lemma 3.7, we see that if (U 1 (·, 0),
and (3.19) holds, then
327
By the fact that initial data satisfying (3.19) is dense in E, we can show that for 0) ) and that both U 1,x , V 2,x are non-negative and non-trivial, then
This follows from Lemma 3.6, provided it can be verified that
But this is an immediate consequence of the strong maximum principle applied to the 330 equations of u 1 and v 2 separately. 
where follows from the classical maximum principle that θ(x, t) > 0 for x ∈ [0, L] and t > 0.
340
Define
343
And define θ to be a subsolution of (3.21) if it satisfies the reverse inequality. As a 344 by-product of the proofs of Lemmas 3.6 and 3.7, we can similarly show that the single 345 species model is strongly monotone with respect to the order generated by cone K 1 .
346
Corollary 3.8. Assume that f 1 satisfies (H). Let θ and θ be super-and subsolution of (3.21) such that
Then θ(·, t) K1 θ(·, t) for all t > 0. Furthermore, if for some t 0 > 0 we have
348
In particular, the continuous semiflow generated by (3.21) is strongly monotone with 349 respect to the order induced by the cone K 1 .
350
In contrast to Corollary 3.8, we show here that the pointwise competitive order is not preserved by (3.21).
352
Proposition 3.9. For i = 1, 2, let θ i be a solution of (3.21), with initial condi-
Proof. Since the initial conditions are C 2 and consistent with the boundary con-354 dition, the solutions θ i are of class C 2,1
360
To illustrate Proposition 3.9, we choose initial conditions {θ i,0 } i=1,2 so that θ 1,0 P1 θ 2,0 and θ 1,0 K1 θ 2,0 , but only the order with respect to K 1 is preserved by the semiflow; see Figure 1 . and continuous dependence on initial data that (u 1 (·, t), v 1 (·, t)) ≤ P (u 2 (·, t), v 2 (·, t)) 364 for some t > 0. . We will show the latter here, as the former follows as an easy consequence.
369
The following eigenvalue problem will be useful for our later purposes:
It is well known (see, e.g., [11] ) that (3.23) has a principal eigenvalue, denoted by µ 1 ,
372
with the corresponding positive eigenfunction.
373
Proposition 3.11. Assume that f 1 satisfies (H), and let D 1 , α 1 , f 1 be T -periodic 374 in t, and there exists M 1 > 0 such that
376
Let µ 1 be the principal eigenvalue of (3.23).
377
(a) If µ 1 ≥ 0, then every solution of (3.21) converges to zero; it attracts all non-negative, non-trivial solutions of (3.21).
380
In case f 1 (x, t, p, 0) = g(I 0 exp( θ(x, t) for all t ≥ 1.
By (3.24), it is possible to choose a small constant δ 2 > 0 such that 
396
Claim 3.12. The differential inequality
Now, denote θ * (t) = inf x θ(x, t) and θ * (t) = sup x θ(x, t), then
Integrating the equation of
θ over (0, L), we obtain 398 d dt L 0 θ(x, t) dx 399 = L 0 f 1 x, t, x 0 θ(s, t) ds, 0 θ(x, t) dx 400 ≤ L 0 f 1 (x, t, xθ * (t), 0)θ(x, t) dx 401 ≤ δ2 0 f 1 (x, t, 0, 0)θ(x, t) dx + L δ2 f 1 (x, t, M 1 , 0)θ(x, t) dx 402 ≤ θ * (t) δ2 0 max{f 1 (x, t, 0, 0), 0} dx + L δ2 f 1 (x, t, M 1 , 0) dx θ * (t) 403 ≤ C δ2 0 max{f 1 (x, t, 0, 0), 0} dx + L δ2 f 1 (x, t, M 1 , 0) dx θ * (t) 404 ≤ C δ2 0 max{f 1 (x, t, 0, 0), 0} dx + L δ2 f 1 (x, t, M 1 , 0) dx 1 C L L 0 θ(x, t) dx .
406
This proves the point dissipativity.
407
Claim 2. The Poincaré map is strongly subhomogeneous.
408
We will show thatQ T is strongly subhomogeneous, i.e.
409
(3.26)Q T (λθ 0 ) K1 λQ T (θ 0 ) for all θ 0 > P1 0 and λ ∈ (0, 1).
410
Let θ(x, t) be solution to (3.21) with initial condition θ 0 . For (
λθ(s, t) ds, 0)(λθ).
414
i.e. λθ is a subsolution to the (3.21) with initial condition λθ 0 . Since the above 415 inequality is strict, λθ is not identically equal to the solution of (3.21) with initial 416 condition λθ 0 . By Corollary 3.8 and evaluate at time t = T , we deduce (3.26).
417
Claim 3. The Fréchet derivative DQ T (0) is compact and strongly positive.
418
This follows directly from the fact that DQ T (0) = Z(T ), where Z(t) is the analytic 419 semigroup generated by the linearized system of (3.21) at θ = 0:
421
That Z(T ) is strongly positive follows from standard parabolic maximum principle. 
446
We focus on the following three different cases: Therefore, we omit the proof of Theorem 4.1 here.
465
In preparation to apply Theorem 4.1, we will demonstrate that the equation
has a unique positive steady stateθ, which is always linearly stable, and then char- 
470
An Eigenvalue Problem for the Single Species Model. For constants
, consider the following standard eigenvalue problem:
473
By setting ψ = e −(α/D)x φ, the problem (4.3) can be transformed into a self-adjoint
Therefore, all eigenvalues of (4.4) (and thus (4.3)) are real, and we can denote the smallest eigenvalue by λ 1 (D, α, h ). Define
It is easy to show that d * is positive. In fact, d * is the critical death rate. nonnegative steady state of (4.2).
480
We linearize (4.2) atθ to obtain the following eigenvalue problem: (s) ds .
483
Our result says thatθ is linearly stable. In fact, there is a real eigenvalue of (4.5)
484
which is strictly less than the real part of all other eigenvalues of (4.5).
485
Theorem 4.4. Letθ be the unique positive steady state of (4.2). The eigenvalue 486 problem (4.5) admits a real, simple eigenvalue µ 1 and an eigenfunction φ K1 0, such 487 that µ 1 < Re µ for all eigenvalues µ = µ 1 . It is characterized as the unique eigenvalue 488 of (4.5) with the eigenfunction φ > K1 0. Furthermore, µ 1 > 0.
489
Proof. Assumeθ(x) is a positive steady state of (4.2), and let θ 0 ∈ C([0, L]; R).
490
Then θ(·, t) =Φ t (θ 0 ), whereΦ t denotes the continuous semiflow generated by (4.2).
491
Then z(x, t) = DΦ t (θ)[θ 0 ](x) satisfies the linear equation
492
(4.6)
where the unbounded operator
According to [30, Proposition 3.1.4], the linear equation (4.6) generates an analytic
495
For θ 0 ∈ K 1 , > 0, the monotonicity ofΦ t with respect to cone K 1 implies
Upon taking the limit as → 0, we get DΦ t (θ)[θ 0 ] K1 0. In other words, e −Lt = 498 DΦ t (θ) is a positive operator with respect to the order generated by cone K 1 in the 499 sense that DΦ t (θ)K 1 ⊂ K 1 holds for t ≥ 0.
500
Next, we show that the analytic semigroup e −Lt = DΦ t (θ) is strongly positive 501 with respect to the order generated by K 1 . To prove this, we only need to show that 
we may integrate (4.6) over (0, x) to obtain the differential inequality
506
(4.7)
507
Since θ 0 ≡ 0 and Z(·, 0) ≡ 0, then the strong maximum principle implies Z(x, t) > 508 0 for all x ∈ (0, L) and t > 0, i.e.,
and by the boundary condition, we deduce DZ xx (L, 
520
To show µ 1 > 0, we suppose to the contrary that µ 1 ≤ 0 and use φ 1 K1 0 to get
Then (4.5) yields that
Next, we use the facts
This manuscript is for review purposes only. 
526
We assume the parameters are chosen so that system (1.1)-(1.4) has two semi-527 trivial steady states (ũ, 0) and (0,ṽ) (e.g. if the death rates d i are not too large). The 528 associated linearized eigenvalue problem at (ũ, 0) is
(s) ds .
531
We shall exploit the fact that the second equation is decoupled from the first.
532
Consider the following eigenvalue problem:
As already discussed, (4.10) admits a real principal eigenvalue, denoted by
, which is simple, and its corresponding eigenfunction ϕ 1 does 536 not change sign, and λ u < λ for all λ = λ u . The stability properties of (ũ, 0) are 537 determined by the sign of λ u , as the next result shows.
538
Proposition 4.5. The problem (4.9) has a principal eigenvalue Λ 1 ∈ R, in the 539 sense that Λ 1 ≤ Re Λ for all eigenvalues Λ of (4.9) and that the corresponding eigen- 
544
Proof. By Theorem 2.1, the semiflow {Q t } t≥0 , generated by the system (1.1)-
545
(1.4) is strongly monotone with respect to the cone K. As a result, the linear problem Now, consider the case when the principal eigenvalue λ u of (4.10) is positive. Let 552 Λ 1 ∈ R be the principal eigenvalue of (4.9) with eigenfunction (φ 1 , ϕ 1 ) ∈ K \ {(0, 0)}.
553
We claim that Λ 1 > 0. There are two cases to consider: (i) ϕ 1 = 0; (ii) ϕ 1 = 0.
554
In Case (i), (Λ 1 , ϕ 1 ) furnishes an eigenpair of problem (4.10), the latter of which 555 as smallest eigenvalue λ u > 0. Thus, Λ 1 ≥ λ u > 0.
556
In Case (ii), (Λ 1 , φ 1 ) furnishes an eigenpair of 557 (4.11) ) ⊂ (−Int K 1 ) be the corresponding principal eigenfunction of (4.10). It remains to construct φ 1 ∈ Int K 1 such that λ u is an eigenvalue of (4.9) with eigenfunction (
·). By Theorem 4.4, the spectrum σ(L 1 ) ⊂ {z ∈ C : Re z > 0}. And hence for λ u ≤ 0, 0 is not an eigenvalue of L 1 − λ u I, and the problem
has a unique solution φ 1 . In fact, let f = −ũσ 1 g 1 (σ 1 )
x 0 ϕ 1 (s) ds, then f > 0 and
where S t = e −L1t is the analytic semigroup generated by L 1 (see, e.g. [9, Theorem 3, Sect. 7.4]). From the proof of Theorem 4.4, S t is strongly positive with respect to the order generated by cone K 1 . Therefore, S t f K1 0 for all t > 0, and
By construction, we conclude that λ u ≤ 0 is an eigenvalue of (4.9) with eigenfunction 
565
The linearized eigenvalue problem at semi-trivial steady state (0,ṽ) is
eigenvalue of the eigenvalue problem 569 (4.13)
It follows analogously that the stability properties of (0,ṽ) are determined by λ v .
571
Proposition 4.6. The problem (4.12) has a principal eigenvalueΛ 1 ∈ R, in 572 the sense thatΛ 1 ≤ ReΛ for all eigenvaluesΛ of (4.12) and that the corresponding This manuscript is for review purposes only. 
581
We will assume additionally the following:
583
Set ψ 1 = e −(α/D)x φ 1 . Then ψ 1 satisfies
584
(4.14)
Proof. Multiplying (4.14) by e (α/D)x , we rewrite the resulting equation as tions. For the sake of completeness, we give the proof here in detail.
599
Lemma 4.9. If h(x) satisfies (A), then the following hold: 
Similarly, multiplying (4.14) by e (α/D)x ψ 1 and integrating it in (0, L), we have
613
It follows from (4.17) and (4.18) that
By Lemma 4.7, we have and death rates, i.e., g 1 (·) = g 2 (·) ≡ g(·) and
636
Proof of Theorem 2.2. By Theorem 4.1, it suffices to establish, for system (1.1)-
637
(1.4) (and that k 1 = k 2 = I 0 = 1), the linear instability of (0,ṽ), and the non-existence 638 of postive steady states.
639
Step 1. (0,ṽ) is linearly unstable.
640
Recall thatṽ is the unique positive solution to
where σ 2 (x) = e −k0x− x 0ṽ
(s) ds . Sinceṽ > 0 is a positive eigenfunction of (4.3) with
It follows from Proposition 4.6 that the stability of (0,ṽ) is determined by the sign of the principal eigenvalue λ 1 (D, α 1 , g(σ 2 ) − d). Since α 1 < α 2 , we may apply Lemma 4.8 to yield
Thus (0,ṽ) is linearly unstable.
645
Step 2. The system (1.1)-(1.4) has no co-existence steady states.
646
Suppose to the contrary that (u * , v * ) be a co-existence steady state of (1.1)-(1.4),
647
then we have
where σ
This is in contradiction with Lemma 4.8, which says that λ 1 is strictly monotone 650 increasing in α. Therefore, the system (1.1)-(1.4) has no co-existence steady state. 
658
(1.4), the linear instability of (ũ, 0), and the non-existence of positive steady states.
659
Step 1. (ũ, 0) is linearly unstable. It follows from Proposition 4.5 that (ũ, 0) is linearly unstable.
663
664
Suppose to the contrary that (u * , v * ) is a co-existence steady state of (1.1)-(1.4), then we deduce as before, rates. Precisely, we assume that D 1 < D 2 , α 1 = α 2 ≡ α ≤ 0.
670
Proof of Theorem 2.4. By Theorem 4.1, it suffices to establish, for system (1.1)-
671
(1.4), the linear instability of (0,ṽ), and the non-existence of positive steady states.
672
Step 1. (0,ṽ) is linearly unstable. (s) ds .
675
Since D 1 < D 2 and α ≤ 0, we may apply Lemma 4.9(a) to yield
It follows from Proposition 4.6 that (0,ṽ) is linearly unstable.
676
677
We omit the details here as this is similar to
Step 2 of the proofs of Theorems 2.3,
678
where we use part (a) of Lemma 4.9 instead of part (b). This completes the proof. 
701
In this particular case, we conjecture that there exist two constants α min and α max 702 such that the following statements hold.
703
• When α ≤ α min , the semi-trivial steady state (ũ, 0) is globally asymptotically 704 stable.
705
• When α min < α < α max , there exists a unique positive steady state (u * , v * )
706
which is globally asymptotically stable.
707
• When α ≥ α max , the semi-trivial steady state (0,ṽ) is globally asymptotically 708 stable.
709
In the following, we present some numerical result in support of this conjecture. See 
