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A partial triple system of order v, PT(v), is a pair (V, B) where V is a v-set, and B is a 
collection of 3-subsets of V (called triples) such that each 2-subset of V is contained in at most 
one triple. A maximum partial triple system of order v, MPT(v), is a PT(v), (V, B), such that 
for any other PT(v), (V, C), we have [C I ~< IBI. Several authors have considered the problem 
of embedding PT(v) and MPT(v) in systems of higher order. We complete the proof, begun by 
Mendelsohn and Rosa [6], that an MPT(u) can be embedded in an MPT(v) where v is the 
smallest value in each congruence class rood 6 with v ~> 2u. We also consider a general problem 
concerning transversals of minimum edge-colourings of the complete graph. 
1. Introduction 
A partial triple system of order v, PT(v) is a pair (V, B) where V is a v-set, and 
B is a collection of 3-subsets of V (called triples) such that each 2-subset of V is 
contained in at most one triple. 
A maximum partial triple system of order v, MPT(v), is a PT(v), (V, B), such 
that for any other PT(v), (V, C), we have Icl Inl (i.e., maximum number of 
triples). 
If (V, B) is a PT(v), let C(V, B) be the graph with vertex set V and edge set 
comprising all 2-subsets of V not occurring in any triple of B. If C(V, B) has no 
edges then (V, B) is a Steiner triple system of order v, STS(v). It is well known 
that if (V, B) is an MPT(v), then the graph C(V, B) is uniquely determined and 
this graph is shown in Fig. 1. 
We use the notation nG to denote n vertex disjoint copies of the graph G. For 
undefined graphical terms and notation see [2]. 
A PT(u), (q/, A), is said to be embedded in a PT(v), (V, B), written 
(q/, A) ~< (V, B), if q /~ V and A ~ B. If (V, B) is an MPT(v) of even order then 
there is a trivial embedding into an MPT(v + 1) as follows: 
(v, 8) (v u (oo}, B'), 
B' = B U {{oo} U e:e is an edge of a maximum matching of C(V, B)}. 
In the sequel, any embedding is non-trivial unless otherwise stated. 
The following lemma is proved in [6]. 
Lemma 1. Let u > 6, and let (all, A) be an MPT(u) embedded in an MPT(v). 
Then v >>- 2u. 
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Fig. 1. The graph C(V, B) when (V, B) is an MPT(v). 
Let u ~- s (mod 6) with u > 6, and let v - t (mod 6). Then the smallest order v 
for which there exists an MPT(u) embedded in an MPT(v) is v = 2u + q, where q 
is given in Table 1. 
In [3, 6] it was shown that there exists a minimum embedding for all pairs (s, t) 
with the exceptions of (s, t) = (4, 2), (4, 3), (2, 4), (2, 5), (3, 4) and (3, 5). In this 
paper we construct embeddings for the above pairs (s, t). 
We begin by noting that it is sufficient o consider the cases (s, t) = (4, 2), (2, 4) 
and (3, 5). The trivial embedding then deals with the case (4, 3) and (2, 5); for the 
case (3, 4) it is sufficient to construct an embedding of an STS(6n + 3) in an 
MPT(12n + 11) and then delete a vertex of the (74 to obtain an MPT(12n + 10), 
provided that the deleted vertex is not a vertex of the STS. 
Table 1. The smallest order v = 2u + q(s, t) 
for which there may exist an MPT(u) em- 
bedded in an MPT(v), where u-ffis (mod 6), 
u>6 and vet  (mod 6). 
0 1 2 3 4 5 
0or3  0 1 2 3 4 5 
1 o r4  4 5 0 1 2 3 
2 o r5  2 3 4 5 0 1 
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2. Embedding STS(6n + 3) in MPT(12n + 11) 
In this section we show that an STS(6n + 3)(0//, A) may be embedded in an 
MPT(12n + ll)(V, B) in such a way that the vertices of the C4 in C(V, B) are 
disjoint from the set ad. This is sufficient o construct the minimum embedding for 
the cases (s, t) = (3, 4) and (3, 5). 
We need two auxiliary results on 1-factorizing certain graphs. For x e Zn, 
define Ix l by 
{x_ if O~<x ~<½n, 
Ix[= x i f½n<x<n.  
For n ~>2 and L~_ {1, 2 , . . . ,  [n/21}, let G(n, L) be the regular graph with 
vertex set Zn and edge set E given by 
(x, y) e E if and only if ]x -yl e L. 
Lemma 2 (Stem and Lenz [9]). Let n be an even positive integer, and let 
~#:L~_{1, 2 , . . . ,  ½n}. Then G(n, L) has a 1-factorization if and only if 
n/gcd(j, n) is even for at least one j ~ L. 
Given two graphs G, H, with V ( G ) N V ( H) = O, the join G + H is the graph 
with V(G + H) = V(G) t2 V(H),  and 
E(G+H)=E(G)OE(H)U{{x ,y} :xeV(G) ,yeV(H)}  (c.f. [2]). 
Lemma 3 (Hartman, Mendelsohn and Rosa [3]). Let n be an integer, n >I 2, and 
let L be a subset of {1,2 , . . . ,  [½nJ}. I f  n + m is even and if the graph 
G(n, L) + Km is regular, then it has a 1-factorization. 
Corollary 1. Let n, m be even positive integers, and let L, M be subsets of 
{1, 2 , . . . ,  ½n}, {1, 2 , . . . ,  ½m} with the property that for some j ~ L and some 
k ~ M both n/gcd(j, n) and m/gcd(k, m) are even. Then, if the graph G(n, L) + 
G(m, M) is regular, then it has a 1-factorization. 
The corollary follows from Lemmas 2 and 3 when n #: m; when n = m it follows 
from Lemma 2 and the fact that Kn,n has a 1-factorization. 
Let v be a vertex and E a set of edges, we use the notation v * E to denote the 
set of triples, v * E = { { v } U e: e ~ E}. 
We now construct he embedding of an STS(6n + 3) into an MPT(12n + 11). 
Let (¢/, A) be an STS(6n + 3) with 9/= {ui: i ~ 7-~+3}. Let V = ~/O (7-,8 x {0}) O 
(Z~ x {1}), when n > 0 or V = ¢/O (Zs x (0}) when n = 0. We shall write xi for 
the ordered pair (x, i). Define the sets A'  and A" of triples on V as follows: 
A '= {{0o, lo, 2o} + 2i: i -O ,  1, 2, 3} 
LI {{01, nl, (2n)1} + i + j: i = 0, 1 , . . . ,  n - 1, j = 0, 2n, 4n} 
t.J {{nl, (3n)1, (5n)1} + i : i=O, 1 , . . . ,  n - 1}. 
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The graph G(8, {3, 4}) + G(6n, {1, 2 , . . . ,  3n}\{n, 2n}) is regular of degree 
6n + 3 and has a 1-factorization {F~: i e Z6,÷3} by Lemma 2 when n = 0, and by 
Corollary 1 otherwise. Now 
A"= U ui*Fi, 
icZ6n+3 
and we have (0//, A) ~< (V, B) where B = A U A' U A". 
Note that the edge set of C(V, B) is {{lo, 3o}{3o, 5o}{5o, 7o}{7o, lo}} a (74 as 
required, and that none of its vertices are in q/. Thus deleting the vertex lo and 
all the triples containing it gives an MPT(12n + 10) containing (0//, A). 
3.  Embedd ing  MPT(6n  + 2)  in MFr (12n  + 4)  
Let (q/, A) be an MPT(6n + 2) with °l/= {ui: i ~ Z6~+2} and such that the edge 
set of C(all, A) is {{u2~, u2~+1}: i =0,  1 , . . . ,  3n}. Let ~= {Fo, F1 , . . . ,  F6~} be a 
1-factorization of the complete graph with vertex set Z6,+2, with the property 
that F~ contains the edge e~ given below, for each i = 0, 1 , . . . ,  6n - 1. 
ei = {2i, 2i + 1} i = 0, 
e3,,÷i = {6i, 6i + 2} i = 0, 
e4,,+~={6i+2,6i+4} i=0 ,  
es,+/= {6i + 4, 6i} i = 0, 
1, . . . , 3n -  1, 
1, . . . , n -  1, 
1, . . . , n -  1, 
1, . . . ,n -1 .  
The graph, S,, induced by the edges ei is shown in Fig. 2. 





un*(F~\{e ,})  U I,_J u6i+,,(F3n+i\{e3n+i}) 
i----0 
n--1 n--1 
U U u6i+3*(F4n+i\{e4.+i})U I,_.J 
i-----0 i=0  
u~+5 * (Fs.+, \ {es.+,}) 
U 
U 
B"  = 
{{u2i, u2/+1, 2i}" i = 0, 1 , . . . ,  
{{6i, 6i + 2, 6i +4}: i  =0,  1,. 
(u6,, *F~)U(u~+I*{{2i ,  2i + 
3n-  1} 
. . ,  n- l} .  
1}: i=0,  1 , . . . ,  3n -  1}). 
A portion of the construction is illustrated in Fig. 3. 
3( 9( 6n-3 l 
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Fig. 2. The graph S,,, induced on Z~+ 2 by the edges e~. 
O 6n+ 







, U ' 
I \ 




, 6nO.  ,. .. ..06n+1 
I • . .  i l  









. . . . . . . . . . . . . . . . . . . .  . . . . . . . . . . . . .  _ . . . . . . .  - /  
Fig. 3. A portion of the construction of B' and B". The solid-edge triangles (including the outer 
triangle) are members of B' and B". The dotted edges are in the edge set of C(V, B). 
Let B = A U B' U B", then we have (qZ, A) <~ (V, B), and the embedding may 
be constructed given the existence of the 1-factorization 3~. We shall construct 3~ 
in Section 5. To assist in verifying that (V, B) is an MPT(12n + 4) we note that 
the edge set (illustrated in Fig. 3) of C(V, B) is: 
{{u, , i+ 1}: i ~ 5 (rood6), 0~<i<6n} 
U ({u6/+s, 6i}: 0~<i <n{ U {{u~, uo,+l}, {u~+l, 6n}, {u6~+1, 6n + 1}). 
4. Embedding Ml~t~n + 4) in MPT(12n + 8) 
Let (~/, A) be an MPT(6n + 4) with °1/= {ui: i e Z~+4} and such that the edge 
set of C(all, A) is ((un, un+l}:O<~i<3n} U ({u6~+3, u6~}, (u6.+3, u6~+1}, 
Let ~:' = {F~, F~, . . . ,  F~+2} be a 1-factorization of the complete graph with 
vertex set Z~+4, with the property that F~ contains the edge e~ given below, for 
each i = 0, 1 , . . . ,  6n + 2. 
f 
ei -- ei 
' ={6n,  6n+1},  e6n 
e~,+l = {6n + 1, 6n + 2}, 
e~+2 = {6n + 2, 6n}. 
O<.i < 6n, 
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Fig. 4. The graph S', induced on Z6,,+ 4 by the edges e;. 
The graph S', induced by the edges e; is shown in Fig. 4. 
Let V = ~ U Z6~+4, and construct the triples C' and C" on V as follows: C' is 
the same as B' with F; and e" replacing F~ and ei, 
2 
~g t 
C"=U (u6,,+, F6,,+i\{e6,,+i})U(u6.+3*{{2i, 2i + 1}:O<~i <3n}) 
i=0 
U {{u6., u6,,+3, 6n + 1}, {u6,,+1, U6n+3,  6n + 2}, 
{U6n+2 , U6n+3 , 6n}, {6n, 6n + 1, 6n + 2}}. 
6n+2 
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Fig. 5. The solid-edge triangles (including the outer triangle) are members of C". The dotted edges 
are in the edge set of C(V, B). 
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A portion of the construction is illustrated in Fig. 5. 
Let B = A U C' O C", then we have (~, A) <~ (V, B), and the embedding may 
be constructed given the existence of the 1-factorization 3~'. We shall construct 
3 ~' in Section 5. Note that the edge set of C(V, B) is: 
{{ui, i+ 1}: i ~5  (mod 6), 0<~i ~<6n} 
U {{u6/+5, 6i}: 0~<i <n} U {{U6n+i, 6n + i}: 0~<i ~<3}. 
5. An edge colonring problem 
The main goal of this section is to construct he 1-factorizations 3~ and ~ '  of. 
the preceeding sections; to do this we introduce a more general problem which is 
of interest in its own right. 
Let G be a simple graph of chromatic index x'(G). Define M(G) to be the set 
of all subgraphs H _~ G such that there exists a x'(G)-edge colouring of G with 
each edge of H receiving a different colour. We denote M(K,) by M.. To 
construct he 1-factorizations 3~ and ~ '  it is sufficient o show that S, • M6~+2 and 
S" • M~+4. 
' K  An obvious necessary condition for GeM,  is that ]E(G)I ~<X ( . ) .  This 
condition is not sufficient, since any graph with two non-adjacent vertices u, v 
such that d(u)+ d(v)= x'(K,) is not in M.. The following examples how that 
this is not the only set of graphs satisfying the trivial necessary condition which 
fail to belong to M,. 
e.g. 1. 2K2 #= M4, 
e.g. 2. KaUK2~Ms, 
e.g. 3. P6e/M6, 
e.g. 4. K4UKEUKlq~M7, 
e.g. 5 [4]. C4UKa¢M7, 
The study of the sets M. and M(K,,.) was begun in the context of the Evans 
conjecture for Latin squares. To restate this conjecture we define L(G), for a 
simple graph G, to be the set of all subgraphs H ~_ G, such that any x'(G) edge 
colouring of H extends to a x'(G) edge colouring of G. The Evans conjecture 
(recently proved by Smetaniuk [8]) is that any subgraph of K.., with at most n - 1 
edges is a member of L(K.,.). Even more recently, Andersen and Hilton [1] have 
shown that any graph with at most n -  1 edges is a member of L(K2~). The 
connection between L(G) and M(G) is clearly that L(G) ~_ M(G). 
We now give a number of elementary lemmas concerning the sets M, and 
M(K.,.). 
Lemma 4. I f  G • M,  and e • E (G) ,  then G - e • M..  
190 A. Hartman 
Lemma 5. G • M2~-1 if and only if G U K1 • M2~. 
Lemma 6. I f  G • M2n and v • V(G),  then G - v • M2n-1. 
Lemma 7. Let m • {1, 2 , . . . ,  n}, then god(m, 2n + 1)Ck • M2n+l, where k = 
(2n + 1)/god(m, 2n + 1). 
Proof. Let Z2~+1 be the vertex set of K2n+l and consider the colouring defined by 
Cj={{ l "+ i , j - i} :O<i<-n} ,  O<-]<-2n. The edges ((a,b}:la-bl=m} all be- 
long to different colour classes and form the graph gcd(m, 2n + 1)Ck. [] 
Lemma 8. Let m • {1, 2 , . . . ,  n - 1}, then gcd(2n, m)Ck U 1(2 • M2~+2, where 
k = 2n/gcd(2n, m). 
Proof. Let Z~ U {o%, ~1}} be the vertex set of K2n+2 and consider the colouring 
defined by 
G= {{o%, j}, {~1, [½n] +j}}U{{ j+ i , j - i} : i=  1, 2 , . . . ,  [½n] - 1} 
U{{/ '+ l+ i , j - i} : i=  [½n], [½n]+l , . . . ,n -1} ,  0~<j<En, 
C~ = {{o%, ~1}} U {{i, i+n}:0~<i<n}.  
The edges {{a, b}: l a -b  I =m}U {{~0, ~1}} all belong to different colour 
classes and induce the required graph. [] 
Lemmas 7 and 8 use well known constructions of 1-factorizations of Kn and the 
reader is referred to [7] for an up to date survey of the area. 
CoroHm-y 2. For n ~ 2, nK 2 • M2n. 
Proof. By Lemma 8 with m = 1, C2n-EUK2•M2n and hence by Lemma 4 
nK2 • M2~. [] 
Lemma 9. For n ~ 2, nK2 • M(K,,,~). 
Proof. An n edge colouring of K.,~ is equivalent to a Latin square of side n, edge 
{i, j} receiving colour k if the (i, k) entry of the square is j. Since idempotent 
Latin squares of side n exist for all n ~: 2, the result follows. [] 
Lemma 10. For n = 2 and n ~ 4 (n - 2)K2 U K1,2 • M(K,,,,). 
Proof. As in the proof of Lemma 9, it is sufficient to show the existence of a 
Latin square of side n with precisely n - 1 distinct diagonal entries. Let L = (l~j) 
be a Latin square of side n with 3 disjoint transversals, we construct a Latin 










Fig. 6. A Latin square of side 4 with 3 distinct diagonal entries, and a Latin square of side 6 with four 
disjoint transversals: (i,i); (i,i + 1); (i,i + 3); (i,i + 4) with i in Z6. 
square of side n + 2 with precisely n + 1 distinct diagonal entries. Permute the 
columns of L so that one of the transversals i  on the main diagonal. If (i, j) is a 
cell of the second {respectively third} transversal replace lo by the symbol 0%{%} 
and place l 0 in the cells (n + l{n + 2}, j) and (i, n + l{n + 2}). The bottom right 
corner is then filled in with the Latin square on the symbols 0% and ~1. For all 
n :/: 2 or 6 there exist a pair of mutually orthogonal Latin squares, a fortiori, for 
all n :/: 2, 6 there exists a Latin square of side n with three disjoint transversals. 
This establishes the result for n :/: 4, 8. In Fig. 6 we give a Latin square of side 4 
with diagonal entries 1, 2, 3, 3, and a Latin square of side 6 with three disjoint 
transversals. This completes the proof. [] 
We now give two results for recursively constructing edge colourings of KEn 
(see [7]). 
Theorem 1. Let G(V1U I72, E) be a graph on 4n vertices with iVll = Iv2l- 2n. Let 
Gi be the subgraph of G induced by the vertex set V~, i=1,2 ,  and let 
B=(V1UVE, E\(E(GI)UE(G2))) .  If GieM2n, i=1 ,2 ,  HeM(K2n.2~) and 
IE(G01 + IE(G2)I - 1, then G ~ Man. 
Proof .  Colour the complete graph on VI using colours 1, 2 , . . . ,  2n -  1 with 
colours 1, 2 , . . . ,  IE(G0[ used for the edges of G1. Colour the complete graph on 
V 2 with the same colours, using IE(G1)I + 1, IE(G,)I  + 2, . . . ,  IE(G1)I + IE(G2)I 
for the edges of G2. Colour the edges of K2~.2~ with bipartition (1/'1, I72) using 
colours 2n, 2n + 1 , . . . ,  4n - 1, ensuring that the edges of H received different 
colours. [] 
A similar process is available for joining two colourings of K2n+l and a 
colouring of K~+1,2~+1 to obtain a colouring of K4,,+2. Likewise colourings of 
K2~, K2n-1 and K2~,2~-1 may be joined to obtain a colouring of K4.-1; however, 
no such construction is possible for K4,,+a since x'(K2~)= x'(K2~+I) -2 .  
The following lemma is a weak version of the general construction for K4n+2, 
but it suffices for the purposes of this paper. 
Theorem 2. Let G = (V~ U V2, E) be a graph on 4n + 2 vertices with IVll--Iv l-- 
2n + 1. Let G1, GE, H be defined as in Theorem 1. I f  G1 e M2~+1, IE(Ge)I - 0, 
IE(G1)I ~< 2n and H ~ M(K2~+I,2,,+D, then G ~ M4n+2. 
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Proof. Colour the complete graph on V1 using colours 1, 2 , . . . ,  2n + 1, with the 
edges of G1 receiving colours 1, 2 , . . . ,  IE(Gdl. Note that for each colour i, there 
is a unique vertex with no edge of colour i incident with it. Colour Kz~+l,2,,+~ 
using colours 2n + 2, 2n + 3 , . . . ,  4n + 2, each edge of H receiving a different 
colour, and so that the edge of H coloured 4n + 2 (if one exists) is incident with 
the unique vertex of 111 which has no edge coloured 2n + 1 incident with it. This can 
be done by permuting the colours of H. Now each edge of colour 4n + 2 can be 
recoloured with precisely one of the colours 1, 2 , . . . ,  2n + 1, using the 'missing' 
colour of the vertex in V~. Now colour the complete graph on V2 using the same 
colouring used on 1/1. [] 
We are now in a position to show that Sn•M6n+2 (i.e., to construct the 
one-factorization ~). 
Lemma 11. For all n >>- O, nK3 O K1 • M3n+l. 
Proof. If n is odd then Lemma 7 with m = n establishes that nK3 • M3n and hence 
by Lemma 5 nK3 LI K1 • M3n+l. If n is even then Lemma 8 with m = n establishes 
that nK3 U/(2 • M3n+2, the result then follows from Lemma 6, deleting a vertex 
of the K2. [] 
Lenmm 12. The graph Sn of Section 3 satisfies Sn • M~ +2 for all n >I O. 
Proof. By Lemma 11 nK3 t3 K 1 • M3n+l and by the proof of the Evans conjecture 
3nK2 • M(K3n+l.3n+l), hence by Theorem 1 or 2 (when n is odd or even) we have 
Sn • M~+2 (see Fig. 7). [] 
The proof that S" • M6n+4 requires further preliminary work. We wish to show 
that nK3 O/(2 • M3,,+2 and then use Lemma 10 and Theorem 1 or 2 as above (see 
Fig. 8). When 3n + 2 is odd this presents some difficulties, accordingly we 
introduce the following concept. 
We shall say that an MPT(6n + 5) is divisible if it contains 2n + 1 mutually 
disjoint triples, each of which is disjoint from a fixed edge of the missing C4. The 
collection of such triples and the edge will be called a division of the 
MPT(6n + 5). 
Theorem 3. For all n >~ 1 there exists a divisible MPT(6n + 5). 
Fig. 7. Use of Theorem 1 or 2 to prove Lemma 12. 
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ProoL We begin by exhibiting a divisible MPT(ll). By Corollary 2, 3K2 • M6. 
Adjoin the vertex i to each edge in colour class i, giving 15 triples with 3 of them 
disjoint, say {0, A, B}, {1, C, D}, {2, E, F} (where V(K6)= {A, B, C, D, E, 
F}). Now add the two triples {0, 1, 3} and {0, 2, 4}, yielding a divisible MPT(11) 
with missing edges {1, 2}, {2, 3}, {3, 4}, {4, 1}} and division {{0, A, B}, {1, C, 
D}, {2, E, F}, {3, 4}}. Now let n>14 and write re=n- l ;  we construct a 
divisible MPT(6n + 5) as follows. Let V = {ooi: i • Zxl} t3 Z6m- 




Develop the following base triples 
{O, 3 t+1- i ,  3t+2+i},  O<~i<t, 
{0,5t+2- i ,  5 t+2+i} ,  0<i<t .  
If m is even, let m = 2t, t/> 2. Develop the following base triples modulo 
{0, 3t - i ,  3t+i}, 0<i  <t, 
{O, 5 t -2 - i ,  5 t -1+i} ,  0~<i<t -1 .  
In both cases the uncovered edges on Z6~ form a cyclic graph which is regular 
of degree 11, and has a 1-factorization {F~: i • Zll} by Lemma 2. Construct he 
triples ooi * F/, i • Zll, and add the triples of the divisible MPT(ll) on {%: i • Zll} 
constructed above. This constructs an MPT(6m + 11). To show that it is divisible 
we note that in Case 1 the triples 
{ 0, 3t + l, 3t + 2 } + 3i, 0<~i<2m 
form a partition of Z~;  and in Case 2 the triples 
{0, 3 t -  l, 3t + l} + 3i, 0<~i<2m 
also from a partition of Z6m. Taking this partition together with the division of the 
MPT(ll) gives a division of the whole system. 
To complete the proof we need only show the existence of divisible MPT(17) 
and MPT(23). 
Let V = Zx2 U (A, B, C, D, E}, form the following triples: 
{0, 1, 4) (rood 12) 
A*{{i, i+2}: i=0,  1, 4, 5, 8, 9} 
B*{{i , i  + 2}: i =2, 3, 6, 7, 10, 11} 
C*{{2i, 2 i+5}: i  =0, 1 , . . . ,  5} 
D* {{2/+ 1,2/+6}: i =0, 1 , . . .  ,5} 
E.{{ i , i  +6}: i =0, 1 , . . . ,  5} t.J {{A, C}, {B, D}}. 
This system has division {{0,1,4}, {2,3,6}, {A, 8, 10}, {B, 7, 9}, 
{C,D}}. 
{E, 5, 11}, 
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To construct a divisible MPT(23), note that 6K2 • M12, by Corollary 2. Let F~ 
be the set of edges receiving colour i in a colouring of K12 with six disjoint edges 
eo, e~, . . . ,  e5 receiving colours 0, 1 , . . . ,  5. Form the triples 
0"~ A*~ 2"~ E*~ 
I*Fs B 'F3  3"F7 F*Flo 
C 'F4  4"F8 
D*F  
Add the triples of the MPT( l l )  given at the beginning of this proof. This 
constructs a divisible MPT(23) with division 
{0.  e0, 1 * el,  A * e2, B * e3, C * e4, D * e5, {2, E, F},  {3, 4} }. [] 
Lemma 13. If there exists a divisible MPT(6n + 5), then (2n + 1)K3 LI K2 E M6,,+5. 
ProoL Let (Z6,,+5, B) be a divisible MPT(6n + 5) with division {{3i, 3i + 1, 3i + 
2}: 0 ~< i ~< 2n} O {{6n + 3, 6n + 4}} and missing edges M = {{6n + 3, 6n + 4}, 
{6n+4,6n-3} ,  {6n-3 ,6n} ,  {6n, 6n+3}}. For {i , ]}~M colour edge {i,j} 
with colour k where {i, j, k} • B. The edges in M may be coloured as follows: 
{6n + 3, 6n + 4} colour 6n + 3, {6n - 3, 6n} colour 6n - 3, 
It is easily verified that this is a proper colouring and all the edges of the division 
receive different colours. [] 
The construction in Lemma 13 is a variant of the usual construction of Steiner 
1-factorizations. This construction has recently been generalized by Mendelsohn 
[51. 
Lemma 14. For all n >~ 2, nK3 U K2 • M3n+2. 
Proof. When n is even the result follows from Lemma 8. When n is odd the 
result follows from Theorem 3 and Lemma 13. [] 
Lemma 15. The graph S" of Section 4 satisfies S" • M6,,+4 for all n >I O. 
Fig. 8. The use of Theorem 1 or 2 to prove Lemma 15. 
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{oLour 0 1 2 3 4 5 6 7 8 
Eolouc 
E[ass 
06 17 28 39 45 05* 07 09 08 
14 02* O&- 01. 03 19 16. 18 15 
23* 34 13 24 12. 27 29 25 26 
57 59 56 58 69 38 35 36 37 
89 68 79* 67 78 46 48 47* /,9* 
9 
Fig. 9. Proof that S~ e Mlo, using a variant of Theorem 2. The starred edges form the graph S~. 
Proof. By Lemma 14 nK3UK2EM3n+2 for all n>-2, and by Lemma 10 
3nK2 U Kt,2 e M(K3n+2,3~+2) for all n t> 2. The result for n I> 2 then follows from 
Theorem 1 or 2 depending on the parity of n (see Fig. 8). When n = 0 the 
unique 3-edge colouring of K4 contains a multi-coloured K3. It remains to show 
that S~ e Mto. In Fig. 9 we exhibit a colouring of K~0 with a multi-coloured 
[] 
6. Conclusions and open problems 
In Section 5 we completed the constructions of Section 3 and 4, which, together 
with the results in Section 2, completely solves the existence problem for 
minimum embeddings of maximum partial triple systems. However, many 
embedding problems for partial triple systems remain open, and the reader is 
referred to [3] and [6] for details of these. 
The problems raised in Section 5 far outnumber the results obtained and 
investigation of the sets M~ and M(G) for an arbitrary graph G is a research 
problem of great interest. We pose the following problems, in decreasing order of 
difficulty. 
Conjecture 1. With finitely many exceptions, every graph G with [E(G)[ < %'(K~) 
is a member of M~. 
Conjecture 2. Let T be a tree on 2n vertices with n > 3, then T ~ M2~, unless T is 
an exception of the type mentioned in Section 5. 
Conjecture 3. Pn e Mn for all n ~ 4, 6. 
We have a proof of Conjecture 3 for n ~ 6 (mod 8), based on the results in this 
paper and a stronger version of Theorem 2. 
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