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Résumé
Titre : Diagnostic de défauts d’isolement dans des lignes de transmission électriques :
application aux câbles de signalisation SNCF
Ces travaux de thèse portent sur la détection de défauts d’isolement dans des lignes
de transmission de grandes longueurs. Nous nous intéressons aux défauts non francs re-
présentés par les faibles pertes ohmiques de la ligne, plus spécifiquement à ceux liés à
l’isolant entre les conducteurs d’un câble représentés par le paramètre de conductance de
fuite. Détecter ces défauts, signes d’un possible futur court-circuit, est un enjeu impor-
tant en matière de sécurité et de qualité de service et nécessite une méthode non invasive
comme dans le milieu industriel du réseau ferroviaire. En effet, aujourd’hui les opérations
de maintenance des câbles de signalisation sont effectuées en arrêtant le trafic sur la ligne.
L’objectif est donc de développer de nouvelles méthodes de diagnostic capable de détecter
de très faibles conductances de fuite sur des câbles de grandes longueurs sans perturber la
bande de fréquences de 0 à 40kHz, réservée aux signaux de service.
Nous proposons donc une méthode fréquentielle, basée sur le principe de réflectomé-
trie, permettant d’estimer, à partir de mesures de courant et tension à une seule extrémité
du câble, de faibles défauts à moyenne fréquence dans des lignes de transmission homo-
gènes avec pertes. Elle repose sur deux idées principales. La première consiste à analyser
finement les effets conjoints de la dissipation et de la dispersion d’où il en ressort des for-
mules d’estimation des pertes qui repose sur une estimation fine à moyenne fréquence des
vitesses de phase, de groupe et d’impulsion et des retards associés. La deuxième consiste
à comparer les phases des coefficients de réflexion de deux lignes que l’on compare, ayant
les mêmes caractéristiques et ne différant que du paramètre de conductance de fuite. Cette
dernière méthode de comparaison de phases a été adoptée dans le cas de lignes multicon-
ducteurs en utilisant une démarche statistique.
La méthode fréquentielle proposée a été validée par des simulations numériques dans le
cas de lignes simples. Des premiers tests expérimentaux ont également été réalisés en vue
de la vérification expérimentale de la méthode de comparaison de phases dans le cas de
lignes multiconducteurs.
Mots-clefs : équations des Télégraphistes, problème inverse, lignes de transmission uni-
formes, défauts non francs, vitesse de phase, vitesse de groupe
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Abstract
Title : Diagnosis of insulation faults in electric transmission lines : application to railway
signaling cables
This thesis work focuses on the detection of insulation faults in very long transmission
lines. We are interested in soft defects represented by low ohmic losses of the line, more
specifically to those related to the insulation between the conductors of a cable represen-
ting the leakage conductance parameter. Detecting these defects, signs of a possible future
short-circuit, is an important issue for security and quality of service and requires a no-
ninvasive method as in the industrial environment of the railway network. Indeed, today
the maintenance of signal cables are performed by stopping the traffic on the line. The ob-
jective is to develop new diagnostic methods capable of detecting very low conductance
leak on cable lengths without disrupting the frequency band from 0 to 40kHz, reserved for
service signals.
So we propose a frequency method, based on the principle of reflectometry, to estimate,
from current and voltage measurements at only one end of the cable, low defects in a me-
dium frequency range in homogeneous lossy transmission lines with losses. It is based on
two main ideas. The first is to analyse accurately the joint effects of dissipation and disper-
sion from which it emerges estimation formulas of losses based on an accurate estimation
of phase, group, pulse velocities and delays associated in a medium frequency range. The
second is to compare the phases of the reflection coefficients of the two lines which are
compared, with the same characteristics and differing only leakage conductance parameter.
This last phase comparison method has been adopted in the case of multi-conductors lines
using a statistical approach.
The proposed frequency method was validated by numerical simulations in the case of
simple lines. The first experimental tests have also been made for the experimental verifi-
cation of the phase comparison method in the case of multiconductor lines.
Keywords : telegrapher’s equations, inverse problem, uniform transmission lines, soft
faults, phase velocities, group velocities
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Introduction
Malgré la prolifération des systèmes sans fil, l’usage des câbles électriques s’avère in-
évitable dans de nombreux domaines : bâtiments, moyens de transports... Bien que souvent
négligés, ils sont pourtant nécessaires pour le transfert d’énergie et d’information au sein
d’un système.
Par ailleurs dans le domaine des transports (véhicules, avions et autres systèmes critiques...),
depuis quelques années, la tendance est au développement de systèmes dits «X-by-Wire»,
où les éléments mécaniques et hydrauliques sont remplacés par de l’électronique. Ceci a
pour effet d’augmenter considérablement le nombre d’éléments électriques à interconnec-
ter ce qui engendre une explosion de la longueur et de la complexité des réseaux filaires.
Ainsi, pendant ces trente dernières années, la longueur cumulée des câbles embarqués sur
une automobile a plus que décuplé, passant de près de 200 à plus de 4000 mètres, et en
même temps, le nombre de connecteurs est passé de deux cents à plus de deux mille. Dans
le transport public, la longueur des câbles dans un TGV atteint en moyenne 200km. Ce
phénomène est aussi présent dans l’aviation, où les longueurs de câbles dépassent plu-
sieurs centaines de kilomètres dans les avions modernes (près de 40km pour le Rafale et
de 400km pour l’Airbus A380), domaine où la fiabilité est un enjeu vital. Aucun secteur ne
semble épargné
Soumis à l’usure du temps et à des contraintes diverses, ces câbles sont amenés à se dégra-
der. Des défauts modifient le comportement électrique du câble et peuvent, à terme, engen-
drer des pannes plus ou moins importantes des systèmes qu’ils relient. Pour des questions
de qualité de service, de coût et de sécurité, il est nécessaire de prévenir ces défaillances et
donc de pouvoir diagnostiquer l’état des réseaux filaires, c’est à dire localiser voire carac-
tériser les défauts du câblage.
Pendant les dernières années son importance a suscité l’intérêt de différents groupes de
recherche qui tentent d’élaborer des méthodes de surveillance et diagnostic des réseaux
électriques. Des méthodes de diagnostic s’avèrent relativement performantes pour détecter
des dégradations importantes dans les câbles dans le cas de défauts francs. La méthode de
diagnostic la plus répandue est la réflectométrie : basée sur l’injection d’un signal électrique
à l’une des extrémités du réseau et sur l’analyse des signaux réfléchis, cette méthode nous
permet de détecter et localiser des défauts électriques dans la structure. Cependant, celle-ci
est limitée pour de grandes longueurs de câble ainsi que dans la détection de défauts non
francs. Ces méthodes doivent faire face aux nouvelles exigences des industriels : anticiper
les pannes dues à des dégradations de câblages souvent complexes. Il s’agit donc de pouvoir
détecter des défauts dès leur apparition. Les quelques études sur les défauts non francs
ont montré des résultats théoriques qui ne sont pas validés expérimentalement. Il est donc
important de développer des méthodes de diagnostic de défauts non francs dans les câbles,
qui sont souvent les signes précurseurs de défauts francs, afin d’effectuer la maintenance
quand il le faut, pour éviter une défaillance sévère et de façon à ce que ces méthodes soient
non invasives. Ceci constitue l’objectif principal de cette thèse.
1
2 Introduction
Mon sujet de thèse vient d’une question posée par la Direction de la recherche de la SNCF :
peut-on détecter de très faibles conductances de fuite dans les câbles de signalisation le long
des voies ferrées sans arrêter le trafic ? Ces dizaines de milliers de kilomètres de câbles sont
vérifiés aujourd’hui en réaction à un incident ou lors de visites préventives, en moyenne
tous les dix ans, pour un câble : le trafic sur la ligne étant arrêté, les câbles sont débranchés
et les fuites mesurées au mégohmètre.
Détecter ces défauts, signes d’un possible futur court-circuit, plus fréquemment est un en-
jeu important mais nécessite une méthode compatible avec la circulation des trains : il faut
savoir estimer, à partir de mesures en un seul point du câble, de fortes résistances distri-
buées sur plusieurs centaines de mètres sans perturber la bande de fréquences du continu à
40kHz, réservée aux signaux de service.
Ce manuscrit de thèse est composé de 5 chapitres :
Chapitre 1 : L’objectif de ce chapitre est de présenter la motivation des travaux de cette
thèse et de mettre en avant toute la difficulté que soulève la détection de faibles dé-
fauts non francs dans des câbles de grandes longueurs. Une liste non-exhaustive des
méthodes utilisées pour le diagnostic de défauts sur les câbles tous secteurs confon-
dus sera présentée et leurs avantages et leurs limites seront discutés. Après quelques
rappels sur la théorie des lignes, les méthodes actuelles basées sur la réflectométrie
seront ensuite exposées et leurs performances de détection évaluées. La nécessité de
développer de nouvelles méthodes de diagnostic de faibles défauts non francs dans
des câbles de grandes longueurs sera soulignée. Nous présenterons les différentes
méthodes proposées en réponse à ce problème, en mettant en avant leurs avantages
et leurs inconvénients. Cet état de l’art permettra de justifier des choix techniques
et scientifiques qui nous ont conduits à étudier une nouvelle méthode adaptée non
seulement aux faibles défauts non francs, mais aussi aux câbles de grandes longueurs.
Chapitre 2 : Le deuxième chapitre est consacré à l’étude de la ligne de transmission
simple homogène avec perte en vue de la détection de faible défauts. En effet, nous
étudierons l’effet des pertes sur les caractéristiques de la propagation afin de proposer
une méthode de diagnostic adaptée. En effet, le problème de détection de faibles
défauts non francs est non standard car le paramètre de pertes à surveiller est très
petit g et son effet sur les caractéristiques de la propagation est difficilement séparable
de celui de l’autre terme de perte r plus grand ce qui est l’origine de la principale
difficulté.
Chapitre 3 : Dans ce chapitre, nous présenterons une étude du problème inverse : partant
des mesures électriques de tension et courant réels, estimer les paramètres caracté-
ristiques r, g dans le cas de la ligne homogène avec perte. Nous proposons donc
une stratégie d’estimation de ces paramètres où nous étudierons et décomposerons le
problème inverse en 2 sous problèmes inverses. Une analyse fine des effets conjoints
de la dissipation et de la dispersion sera effectuée. Cette analyse conduira à des for-
mules permettant d’estimer les pertes. Ce chapitre introduira le travail réalisé aux
chapitre 4 et 5.
Chapitre 4 : Dans le quatrième chapitre, nous étudierons le problème inverse et met-
trons en oeuvre la méthode fréquentielle proposée : à partir des mesures de courant
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et tension réels, remonter aux paramètres caractéristiques normalisés r et g. Ce pro-
blème inverse sera décomposée en deux sous problèmes inverses qui seront étudiés.
L’objectif du premier consiste à estimer les caractéristiques de la propagation en
fonction des mesures de courant et tension réels. L’objectif du deuxième est d’esti-
mer les pertes en fonction des caractéristiques de la propagation. Nous présenterons
une technique d’estimation des paramètres d’agrégats de pertes r et g en moyennes
fréquences pour une ligne isolée.
Cette méthode d’inversion a été validée par des simulations numériques pour l’es-
timation d’un des deux paramètres correspondant aux paramètres de plus grosses
pertes r.
Chapitre 5 : Dans le chapitre cinq, nous étudierons une autre stratégie d’estimation nous
permettant d’estimer à la fois le terme de plus grosse perte r ainsi que le terme de
plus faible perte g. Nous proposerons une méthode basée sur la comparaison des ca-
ractéristiques mesurables (phases ou retards de phases ou vitesses) entre deux lignes,
ayant des caractéristiques très proches, permettant de détecter et d’estimer de faibles
défauts g sous certaines conditions. En effet, cette méthode différentielle de phases ou
retards de phases ou vitesses des deux lignes (l’une saine et l’autre en défaut) nous
permettra d’établir une présomption de défaut. De plus, des formules approchées
de ces différences seront établies nous permettant d’estimer les défauts. Quelques
exemples de simulations numériques de cette approche différentielle seront illustrés.
Il en ressort des résultats prometteurs quant à l’estimation du faible défaut g.
Nous nous inspirerons de cette méthode de détection de faibles défauts de grandes
longueurs dans le cas de lignes de transmission multiconducteurs (MTL) homogènes.
En effet, nous adopterons cette idée de comparaison des caractéristiques mesurables
(phases, retards de phase, vitesses) de deux lignes en utilisant une démarche statis-
tique afin de pouvoir établir, avec un degré de confiance satisfaisant, une présomp-
tion de défaut et/ou d’en estimer sa gravité. Cette approche statistique développée
pourra être utilisée de deux façons différentes : soit en établissant une présomption
de défaut relatif en comparant au sens statistique les caractéristiques mesurables des
lignes deux à deux sans avoir besoin de ligne de référence soit en établissant une
présomption de défaut avec estimation de sa gravité en comparant au sens statistique
les caractéristiques mesurables des lignes à celles d’une ligne de référence.
Quelques résultats expérimentaux seront présentés en utilisant cette démarche statis-
tique.
Les résultats obtenus sont nouveaux et constituent un travail original dans le sens où
une telle étude n’a jamais été effectuée. Ce chapitre fait l’objet d’un rapport tech-
nique réalisé dans le cadre d’un projet ANR INSCAN 1.
1. projet décrit dans la section 1.1

Chapitre 1
Problèmes de détection de faibles
défauts non francs dans des lignes
électriques longues : Contexte,
Problématique et Etat de l’art
Les câbles électriques sont présents partout autour de nous. Ils sont utilisés pour l’ali-
mentation électrique ou pour la transmission des signaux dans une multitude d’équipe-
ments d’ingénierie des systèmes. Ces câbles ont été considérés comme des composants
fiables dans le passé.
Aujourd’hui, la fiabilité des réseaux câblés est de plus en plus critique, mais son diagnostic
est encore négligé. De plus, la sensibilité aux défauts des réseaux évolue en raison de la
complexité de conception et divers problèmes peuvent surgir au niveau système dus aux
lignes de transmission. Pour satisfaire de nouvelles exigences en matière de sécurité et de
qualité de service, il est nécessaire de développer des techniques pour la surveillance de
ces lignes de transmission électriques.
Des méthodes de diagnostic s’avèrent relativement performantes pour détecter des dégra-
dations importantes dans les câbles appelées défauts francs 1. Cependant, elles doivent faire
face aux nouvelles exigences des industriels : anticiper les pannes dues à des dégradations
de câblages souvent complexes. Il s’agit donc de pouvoir détecter des défauts dès leur ap-
parition. On parle alors de défauts non francs 2.
L’objectif de ce chapitre est de présenter la motivation des travaux de cette thèse et de
mettre en avant toute la difficulté que soulève la détection de faibles défauts non francs
dans des câbles de grandes longueurs. Une liste non-exhaustive des méthodes utilisées
pour le diagnostic de défauts sur les câbles tous secteurs confondus sera présentée et leurs
avantages et leurs limites seront discutés. Après quelques rappels sur la théorie des lignes,
les méthodes actuelles basées sur la réflectométrie seront ensuite exposées et leurs per-
formances de détection évaluées. La nécessité de développer de nouvelles méthodes de
diagnostic de faibles défauts non francs dans des câbles de grandes longueurs sera sou-
lignée. Nous présenterons les différentes méthodes proposées en réponse à ce problème,
en mettant en avant leurs avantages et leurs inconvénients. Cet état de l’art permettra de
justifier des choix techniques et scientifiques qui nous ont conduits à étudier une nouvelle
1. Ces défauts seront définis dans la section 1.1.2
2. Ces défauts seront définis dans la section 1.1.2
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méthode adaptée non seulement aux faibles défauts non francs, mais aussi aux câbles de
grandes longueurs.
1.1 Le projet INSCAN : détection de faibles défauts d’isolement
par des mesures moyennes fréquences
Depuis une dizaine d’années, les industries de l’automobile, de l’aéronautique et du
transport de l’énergie s’intéressent beaucoup au développement des méthodes de détection
de défauts. Le besoin de développer des dispositifs de diagnostic (détection, localisation et
caractérisation) des défauts est visé par plusieurs projets de recherche sur le diagnostic de
câblage. En effet, depuis 2006, plusieurs projets de recherche ont été lancés en France par
l’ANR (Agence Nationale de Recherche) pour le diagnostic filaire. Parmi ces projets, nous
nous intéressons en particulier au projet INSCAN 3. Ce projet, qui avait été selectionné par
l’ANR 4 en 2008, associait la SNCF 5, le CEA 6 et l’INRIA 7 pour développer une méthode
de diagnostic in-situ des câbles électriques sécuritaires utilisés dans l’infrastructure ferro-
viaire de signalisation.
Dans le projet INSCAN, nous considérons un problème dont la solution pourra s’appliquer
à de nombreux autres réseaux critiques, en particulier les réseaux de câblage automobile ou
avion : la surveillance sans interruption de service des câbles d’un réseau de signalisation.
Dans cette section, nous exposerons les motivations de ces travaux de recherche à travers
l’exemple industriel du réseau ferroviaire, répondant aux besoins d’améliorer les opéra-
tions de maintenance des câbles de signalisation. Les types de défauts rencontrés ainsi que
les câbles électriques utilisés dans les réseaux de signalisation ferroviaire seront ensuite
présentés. Enfin, nous soulignerons les problèmes rencontrés dans la détection de faibles
défauts non francs sur des systèmes présentant de grandes longueurs.
1.1.1 Le contexte industriel de la surveillance du réseau de signalisation le
long des voies ferrées
Un contexte opérationnel et industriel bien cerné
Dans le domaine des grandes infrastructures de transport comme celle du réseau ferré
national français, la fiabilité des câbles de signalisation est un aspect important pour l’éco-
nomie et la sécurité d’une compagnie ferroviaire.
SNCF est la société de chemin de fer appartenant à l’Etat national français. Elle exploite les
services ferroviaires nationaux du pays, y compris le TGV, le réseau ferroviaire à grande
vitesse de la France. Ses fonctions comprennent l’exploitation des services ferroviaires de
passagers et de fret, l’entretien et la signalisation de l’infrastructure ferroviaire appartenant
à Réseau Ferré de France.
3. Infrastructure Safety Cables ANalysis
4. Agence Nationale de Recherche
5. Société Nationale des Chemins de fer Français
6. Commission d’Energie Atomique
7. Institut National de Recherche en Informatique et Automatique
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Le réseau de câblage filaire représente un cumul supérieur à 50000km, constitué de câbles
présentant diverses propriétés de conception et de constituants. Pour des raisons de sécurité
évidentes, ces câbles de signalisation font l’objet de surveillance régulière par la subdivi-
sion de la compagnie ferroviaire française, Infra SNCF.
Le déploiment de ces câbles à l’échelle du réseau national rend cependant leur maintenance
à la fois difficile et coûteuse pour des raisons de longueur de câble considérable à inspecter
ainsi que les perturbations causées sur la régularité du trafic qu’il faut arrêter durant l’ins-
pection.
Ces opérations de maintenance des câbles de signalisation sont difficiles. En effet, de
grandes longueurs cumulées de câbles à inspecter entraînent l’installation d’équipements
sur des kilomètres cumulés importants. Plusieurs milliers de kilomètres de câbles sont
contrôlés chaque année représentant plus de 10000 heures d’interventions annuelles. Cette
maintenance s’effectue aujourd’hui par l’application de procédures qui assurent l’isolement
complet du câble. Ces vérifications nécessitent de réaliser les diagnostics de câbles “hors
tension", dans le but de détecter et de localiser des défauts, interrompant de fait les fonc-
tions de signalisation supportées ce qui entraîne un impact sur la régularité des circulations
ferroviaires. De plus, il peut être très contraignant de déconnecter un câble pour effectuer
son diagnostic. En effet même si le câble ne présente aucun défaut, il est toujours possible
de créer un défaut pendant la manipulation de débranchement et de branchement du câble.
La solution serait donc de concevoir un système de diagnostic de câbles qui pourra fonc-
tionner sans déconnecter le moindre élément et qui ne perturbe les circuits “en service"
(sous tension).
Par ailleurs, ces opérations de maintenance sont coûteuses. En effet, la mise en oeuvre de
ces procédures requiert des moyens humains importants, le contrôle du câble s’effectuant
par des agents positionnés à chaque extrémité. Il faut donc au minimum deux opérateurs
pour chaque contrôle. Enfin, sans localisation possible des défauts, les anomalies détectées
lors de ces contrôles donnent lieu à un remplacement complet du câble incriminé, pour des
longueurs pouvant atteindre plusieurs kilomètres.
L’enjeu économique d’une amélioration de ces opérations de maintenance est évidemment
très important.
Des enjeux clairs pour la SNCF :
Sur le plan économique :
Les enjeux économiques associés à une amélioration des opérations de maintenance, vues
ci-dessus, portent sur une réduction drastique du nombre d’heures d’intervention et de per-
turbation du trafic, estimée aujourd’hui à un gain d’au moins 70% avec une méthode qui
autoriserait le diagnostic in situ.
Sur le plan technique :
L’enjeu technique principal du projet repose donc sur la mise au point de nouvelles mé-
thodes de diagnostic de câbles de grande longueur (1 500 mètres en moyenne), adaptées à
une mise en oeuvre aisée sur le réseau, utilisables sur des câbles en service, et permettant
d’établir avec un degré de confiance satisfaisant une présomption de défaut. Une fois cette
8
Chapitre 1. Problèmes de détection de faibles défauts non francs dans des lignes électriques
longues : Contexte, Problématique et Etat de l’art
présomption établie, les services de maintenance pourront alors effectuer une mesure pré-
sice du défaut sur le câble mis hors tension.
Ces enjeux pourront s’appliquer à de nombreux autres secteurs industriels concernant le
diagnostic de câbles électriques et télécom comme les réseaux de transports électriques,
les sites industriels, les infrastructures de transmission,...
Les attentes fonctionnelles :
Les objectifs du projet de recherche étaient d’étudier un dispositif de diagnostic de
câbles capable de viser les fonctionnalités suivantes :
– les mesures (circuit par circuit ou simultanément sur l’ensemble des circuits) devront
pouvoir s’opérer à une extrémité de câbles, sans requérir le déplacement d’un agent
à l’autre extrémité ;
– les mesures devront pouvoir s’opérer sur des “circuits en service” (sous tension)
sans que la durée et l’énergie de signaux injectés ne puissent perturber leur fonc-
tionnement, en tenant compte du fait que l’état des impédances terminales n’est
pas maîtrisé (circuit ouvert, alimentation continue, résistance-inductance, transfor-
mateur, ...). Pour ce faire, les impulsions injectées devront être d’une part d’une
énergie limitée et, d’autre part, de durée limitées (< 60ms) ;
– les résultats des mesures devront permettre d’identifier, a minima, s’il y a ou non
une “présomption de défaut sur le câble", si possible, la ou les paires en cause, la
localisation du défaut...
Afin de pouvoir répondre aux attentes fonctionnelles formulées, nous nous restreignons
à une configuration minimale du câble de signalisation où une seule extrémité du câble est
disponible pour les expériences. De plus, nous borderons notre étude à une plage de fré-
quence non utilisée par les signaux de service ce qui permettra d’effectuer les mesures sans
perturber le fonctionnement des “circuits en service”. Cependant, dans une première dé-
marche que nous verrons dans le chapitre 4, nous supposerons connu l’état des impédances
terminales. Idéalement, étant donné que chaque câble peut avoir une charge fixée, il est
souhaitable que la méthode de détection de défauts puisse corriger les effets de la charge
sur les données de mesure obtenues à partir du câble. Nous verrons dans une deuxième
démarche adoptée dans le chapitre 5 que nous n’avons pas besoin de connaitre l’état des
impédances terminales.
1.1.2 Types de défauts existants et câbles SNCF
Les défauts des câbles électriques, rencontrés dans l’industrie, sont de plusieurs types
et ils ont une influence sur le transport d’énergie ou la transmission de signaux. Ces défauts
peuvent causer la détérioration des équipements électroniques connectés sur le réseau de
câbles due à la perte du signal électrique, des surtensions, la mise hors tension d’un système
complet, l’apparition de fumée, d’incendies ou parfois même d’explosions.
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Figure 1.1 – Répartition des types de défauts rencontrés sur les câbles aéronautiques amé-
ricains (source : [31]).
Description des défauts francs et non francs
Les défauts rencontrés dans les câbles sont de plusieurs types. Par exemple, la Figure
1.1 met en évidence la grande variété des défauts existants dans les câbles aéronautiques
américains [31].
Les défauts issus de frottements (ex : fissures, éraflures), les circuits ouverts et les court-
circuits sont les plus fréquemment rencontrés.
Selon leur degré de sévérité, les dégradations affectant les câbles se répartissent en deux
grandes catégories : les défauts francs (“hard faults”) et non francs (“soft faults”).
Figure 1.2 – Exemples de défauts francs (source : [57]).
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Défauts francs : Les défauts francs sont les court-circuits résistants, coupures, circuits
ouverts ou résistances anormales en série qui se traduisent par une variation nette et im-
portante des propriétés du câble. Mathématiquement, ils se traduisent par une discontinuité
de l’impédance caractéristique 8 du câble et sont donc facilement localisés en espace. Ils
interrrompent la transmission de l’énergie ou de l’information véhiculée sur le câble. Il
s’agit de défauts sévères car ils peuvent être à l’origine de graves disfonctionnements du
système. La Figure 1.2 illustre des exemples de défauts francs.
Figure 1.3 – Exemples de défauts non francs (source : [57]).
Défauts non francs : A l’inverse, les défauts non francs ou évolutifs ne sont pas ponc-
tuels en espace, mais diffusent le long de la ligne de transmission. Ils ne se manifestent
que par une très légère modification des caractéristiques du câble. D’un point de vue élec-
trique, ils sont caractérisés par une faible variation de l’impédance caractéristique et de la
vitesse de propagation et sont causés par des dégradations progressives. Ces dégradations
n’empêchent pas le signal de se propager et sont peu perceptibles donc difficiles à détecter.
Les défauts les plus couramment rencontrés sont les défauts d’éraflure/fissure, le début de
dégradation du conducteur métallique, la compression d’un câble.
Ces dégradations peuvent, au premier abord, sembler bégnines et sans répercussions no-
tables pour le système. Cependant, si rien n’est fait, les contraintes mécaniques, environ-
nementales ou encore le vieillissement du câble feront évoluer un défaut non franc vers un
défaut franc, dont les conséquences, tant économiques que matérielles, peuvent être consi-
dérables. Les industriels sont donc particulièrement intéressés par le fait de s’en prémunir.
Détecter les défauts naissants permettrait de réduire les coûts de réparation et une meilleure
gestion de la maintenance ce qui est le principal enjeu du projet INSCAN. Ainsi, les dé-
fauts non francs sont un enjeu actuel majeur du diagnostic filaire.
Ces défauts électriques sont conséquences de plusieurs facteurs externes ou internes. Parmi
les défauts d’origine externe, nous trouvons des défauts de montage (erreurs humaines, ...),
8. définie dans la section 1.3
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des défauts dus à la corrosion, oxydation (humidité, produits chimiques, . . . ) et ceux dus
aux effets de l’environnement (température, ensoleillement,...).
Les défauts d’origine interne représentent principalement les défauts non francs qui sont
liés au vieillissement et aux défauts de fabrication.
La Figure 1.3 illustre des exemples de défaut non franc, les défauts d’éraflure/fissure de la
gaine diélectrique, et les défauts qui sont dus aux échauffements locaux (ex : frottement
entre les câbles).
Les défauts recherchés dans le cadre du projet INSCAN sont l’un des types les plus diffi-
ciles de défauts non francs à détecter, il s’agit des “défauts d’isolement”. Ils sont souvent
dus à une dégradation du câble lui même. Nous pouvons imaginer qu’ils sont dus à l’effet
du vieillissement ou par une certaine “maltraitance” involontaire due à la maintenance de
l’installation (les câbles font souvent partie du décor et ne sont pas toujours considérés
comme fragiles par les opérateurs, qui marchent dessus ou les déplacent sans prendre de
précautions).
Les dégradations de câbles susceptibles d’être rencontées peuvent être divisées en deux ca-
tégories : vieillissement et “défaut non franc localisé”. Le vieillissement est caractérisé par
une évolution lente du câble de manière homogène sur toute sa longueur. De cette manière,
ces défauts ne seront pas localisés dans un endroit particulier du câble mais uniforme le
long du câble : la variation du défaut peut être uniformément continu en espace.
A l’inverse les défauts non francs dits “locaux” ou “ponctuels” apparaissent sur des por-
tions courtes du câble ou en des endroits localisés, par exemple les frottements entre les
câbles : la variation du défaut sera continu en espace.
Que le défaut non franc soit global ou local, il ne se manifeste que par une très légère mo-
dification des caractéristiques du câble ce qui rend la détection difficile.
Ce sont ces défauts ponctuels non francs que l’on cherche à détecter dans le projet INS-
CAN. En effet, il s’agit de détecter la dégradation progressive d’isolement des conducteurs
entre eux ou par rapport à la terre.
Description des câbles SNCF
Les câbles de signalisation utilisés sont de différentes natures, les câbles à isolants plas-
tiques ou en élastomère. La première catégorie est la cible privilégiée du projet. Les câbles
principaux de signalisation ferroviaire sont des câbles “cuivres” armés. Les conducteurs
électriques en cuivre de 1mm2 de section sont associés en paires torsadées ou en quartes-
étoiles. Une ou plusieurs dizaines de paires de câbles torsadées sont groupées dans une
enveloppe de protection et de blindage. Les Figures 1.4 et 1.5 montrent respectivement un
exemple de type de câble de signalisation SNCF et comment les paires torsadées peuvent
être disposées dans ces câbles.
Les caractéristiques électriques de ces câbles sont (nous considérons l’exemple des câbles
à paires qui ont été utilisés pour les tests expérimentaux) :
– Résistance linéique de l’âme des conducteurs : R ≤ 18Ω/km
– Résistance kilométrique d’isolement à sec : elle doit être supérieure à 5GΩ.km (c’est
à dire 5GΩ pour 1km ou 2.5GΩ pour 2km). On notera G son inverse, la conductance
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de perte par unité de longueur : G ≤ 0.2nS/km.
– Inductance kilométrique : L ≈ 0.5mH/km
– Capacité effective entre les conducteurs d’une même paire : C ≤ 55nF/km. Selon le
type de câble, nous pouvons avoir C ≈ 200nF/km, 100nF/km ou 40nF/km.
– Câble de 7, 14, 28 ou 56 paires torsadées.
Figure 1.4 – Exemples de câbles de signalisation SNCF (source SNCF).
Figure 1.5 – Exemple de disposition des paires torsadées dans un câble SNCF (source
SNCF)
Ces câbles sont utilisés pour la transmission d’informations de signalisation (en général
sous forme de tension continue 8 ou 24V) entre deux centres d’appareillages.
Les câbles sont déroulés de centre d’appareillage à centre d’appareillage, centres distants
de quelques centaines de mètre à une dizaine de kilomètres. Dans ce cas, les tronçons
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élémentaires de 250m à 1200m sont raccordés entre eux au moyen de boites de jonction
thermorétractable assurant la continuité de rotation des paires et des quartes.
1.1.3 Formulation du problème de détection non invasive de faibles pertes
Les câbles de signalisation de la SNCF qui nous intéressent ici ont une longueur
moyenne de 1500m et sont utilisés dans la bande de fréquence 0 à 40kHz. Pour les signaux
utilisés à ces fréquences, les câbles sont modélisables par l’équation des télégraphistes 9,
une équation hyperbolique du second ordre à une dimension d’espace. Ce modèle de pro-
pagation est caractérisé par une inductance et une capacité linéique (L et C) et par des
termes de perte, représentés par une résistance linéique série R et une conductance linéique
transversale G. C’est cette dernière qui représente les défauts d’isolement que nous vou-
lons détecter. Même si cette conductance est faible (de l’ordre de 10nS/km pour la valeur
nominale), elle devient inacceptable pour des valeurs encore faibles (le seuil est fixé ici à
100nS/km) du fait de la longueur des câbles.
Le problème de détection non invasive de faibles pertes soulève 3 principales difficultés.
L’une des principales difficultés du problème vient de la faible influence de G sur les carac-
téristiques locales de la ligne. En effet on a ici les ordres de grandeur suivants LR = 0,025ms
et CG = 1000 s. Cela fait que l’effet de G est très faible aussi bien sur l’amortissement, ca-
ractérisé par le taux 12
(
R
L +
G
C
)
, que sur la distorsion due à la dispersion qui est caractérisée
par le facteur 12
(
R
L − GC
)
10. Ici l’effet d’une augmentation de G est une combinaison déli-
cate à observer d’une augmentation de l’atténuation qui s’accompagne d’une diminution
de la distorsion. En fait ce n’est qu’aux très basses fréquences que cet effet est directement
sensible (ce qui est exploité dans les tests actuels, mais qui oblige à arrêter l’exploitation
du câble). Or il y a une nécessité d’être non intrusif aux signaux de service ce qui nous
contraint à travailler dans une plage de haute fréquence, là où l’effet de G est le moins
sensible.
Une autre difficulté du problème actuel est que les défauts d’isolement ne sont pas “francs”
comme le sont les coupures ou les courts-circuits. Pour ces derniers, il y a une localisa-
tion du défaut qui, mathématiquement, revient à segmenter la ligne et à détecter des “rup-
tures d’impédance” localisées. Ici, on peut raisonnablement supposer que dans le cas d’un
vieillissement de l’isolant ou d’une dégradation lente par un phénomène extérieur, toute
une zone va être touchée, mais le défaut n’aura pas raison d’être ponctuel (défaut “francs”)
ou uniforme sur toute la longueur de la ligne : les changements de G qui nous intéressent
peuvent être continus en espace.
Enfin, les grandes longueurs de câble soulèvent une autre difficulté de détection de défauts.
En effet, le signal se propageant dans une ligne de grande longueur sera d’autant plus atté-
nué et déformé à cause des pertes que s’il se propage dans une ligne plus courte. La figure
1.6 montre les problèmes liés à un câble de grande longueur : atténuation et dispersion de
9. introduits en détail dans la section 1.3
10. ces taux sont introduits dans [11] et sont rappelés dans la Proposition 9 de la sous section 5.1.1 du
chapitre 5
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propagation.
Figure 1.6 – Les problèmes liés à un câble de grande longueur
Nous présenterons dans la suite une étude bibliographique sur les différentes méthodes
de détection de faibles défauts non francs existantes afin de mieux comprendre l’approche
qui a été proposée pour répondre au problème précédemment décrit.
1.2 Les technologies “électriques” existantes pour la détection
de défauts dans les câbles
Les problèmes évoqués peuvent être détectés par diverses méthodes, qui se différen-
cient par leur principe de mesure, les types de signaux utilisés et la nature du défaut que
l’on désire diagnostiquer. Toutes les méthodes ne peuvent pas être utilisées pour détecter
tous les défauts dans tous les types de câbles.
Parmi les méthodes classiques de diagnostic filaire, nous citons les méthodes suivantes :
Inspection visuelle : Cette méthode est la plus utilisée pour localiser des anomalies sur
les réseaux filaires. Elle est utilisée souvent pour repérer les échauffements locaux
des câbles, les dégradations des isolants [14].
Méthode par rayon X : Cette méthode permet de trouver des défauts au niveau des conduc-
teurs situés à l’intérieur des câbles électriques comme à l’extérieur au niveau des iso-
lants. Lors de l’utilisation de cette méthode, le générateur de rayons X et le détecteur
doivent être positionnés près des câbles du réseau.
Méthode capacitive et inductive : Cette méthode est utilisée pour déterminer la longueur
d’un câble quand son extrémité est en circuit ouvert ou en court-circuit. Elle est ba-
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sée sur la mesure de la capacité dans le cas d’un circuit ouvert ou de l’inductance du
câble dans le cas d’un court-circuit [9].
High voltage technique : permet de détecter des défauts faibles mais implique le débran-
chement des équipements (car méthode intrusive) et peut se révéler destructif (cf
[49], [68]).
Low voltage technique : compare la résistance du câblage en fonction de différents ni-
veaux de tension injectés. Cette technique nécessite également le débranchement des
équipements et ne permet pas de localiser le défaut (cf [36], [74], [47]).
Ces méthodes ne sont pas adaptées au diagnostic de défaut dans des réseaux complexes.
Les systèmes de diagnostic classiques utilisés dans les transports terrestres ou aériens se li-
mitent à des méthodes devenant vite fastidieuses et/ou coûteuses et intrusives (le câble doit
être isolé de tout autre système). En effet, ces méthodes présentent donc des inconvénients
en considérant que les longueurs cumulées de câbles dans un avion de chasse par exemple
peuvent atteindre plusieurs dizaines de kilomètres et quelques centaines de kilomètres dans
un avion de transport civil. De plus, les topologies de câbles sont très complexes comme le
montre la Figure 1.7 ce qui complique encore la tâche.
Ces méthodes ont montré leurs limites et semblent être insuffisantes pour la sécurité du
système global et la réalité économique actuelle sur les coûts de maintenance ([22], [23],
[52]).
Cependant, il existe une méthode intéressante concernant le diagnostic de défauts non
francs, la méthode LIRA, mais elle nécessite de connaitre l’état du câble à chaque instant
et son fonctionnement n’est pas très bien connu.
La méthode LIRA : Aussi appelée BIS (Broadband Impedance spectroscopy), cette mé-
thode est très proche de la réflectométrie, mais elle s’intéresse à l’impédance au lieu
du coefficient de réflexion. La méthode LIRA (cf. [18]) - Line impedance resonance
analysis - évalue l’impédance caractéristique du câble en fonction de la fréquence. La
spectroscopie d’impédance est une méthode haute fréquence qui permet de connaître
l’état d’un câble électrique en analysant les caractéristiques de son isolant dans une
plage de fréquence [51]. Le principe de cette méthode est de mesurer l’impédance
du câble en faisant varier la fréquence de l’onde injectée et de comparer les données
enregistrées à celles préalablement mesurées sur un câble sain identique à celui sous
test. Elle est également utilisé dans le nucléaire [48]. Bien que donnant de premiers
résultats intéressants sur des défauts locaux, son fonctionnement, protégé par plu-
sieurs brevets, lui confère un caractère de « boîte noire », conduisant à des difficultés
d’interprétation. Une alternative populaire est l’emploi d’une méthode de réflecto-
métrie.
La technique de diagnostic de câbles actuellement la plus étudiée et la plus prometteuse est
la méthode basée sur la réflectométrie.
La méthode de la réflectométrie : Il s’agit d’une méthode de diagnostic haute fréquence.
Elle repose sur un principe similaire au radar qui consiste à envoyer un signal dans le
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Figure 1.7 – Câblage à l’arrière du race électrique d’un avion de transport en service
(source :[58]).
milieu à caractériser ou à diagnostiquer et à analyser le signal réfléchi. Cette méthode
est aussi utilisée dans d’autres domaines que les réseaux de câbles électriques, tels
que la géotéchnologie [56], le génie civil [33] et le test des matériaux [43].
Les méthodes développées par la suite sont celles basées sur la réflectométrie.
Afin de présenter ces méthodes basées sur le principe de réflectométrie, la section sui-
vante serait dévouée à la formulation du problème mathématique de celles-ci. Un rappel
préalable sur la théorie des lignes, qui en est le fondement, est donc nécessaire. Les diffé-
rentes techniques de réflectométrie seront ensuite exposées et leurs performances de détec-
tion évaluées.
1.3 Rappel sur la théorie des lignes de transmission
L’application des méthodes de réflectométrie au diagnostic filaire repose sur la théorie
des lignes. Celle-ci permet de modéliser le comportement électrique des lignes de trans-
mission (cf [45]).
1.3.1 Modèle de la ligne de transmission
Une ligne de transmission est constituée généralement de deux câbles conducteurs sé-
parés par une matière diélectrique. Elle est peut être modélisée par une succession de tron-
çons élémentaires (modèle à contantes réparties). Chacun des tronçons de longueur infini-
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tésimale dz (z est la coordonnée de l’espace) est représenté par le schéma de la Figure 1.8
et est caractérisé par quatre paramètres R, L, C et G appelés paramètres pramaires de la
ligne.
Rdz Ldz
Gdz Cdz
dz
v(t,z)
i(t,z)
v(t,z + dz)
i(t,z + dz)
Figure 1.8 – Modèle à constantes réparties
i(t,z) : Le courant à l’instant t et à la position z.
v(t,z) : La tension à l’instant t et à la position z.
L : L’inductance linéique dépend du diamètre des conducteurs, de l’écart entre les deux
conducteurs (ou le conducteur et le plan de masse) et la perméabilité de l’âme
conductrice du câble et elle s’exprime en Henry/mètre (H/m).
C : La capacité linéique dépend de la permittivité du diélectrique, du diamètre des conduc-
teurs, de l’écart entre les deux conducteurs et elle s’exprime en Farad/mètre (F/m).
R : La résistance linéique modélise l’effet de Joule qui représente les pertes ohmique dans
le conducteur. Elle dépend des diamètres des conducteurs et de la résistivité de l’âme
conductrice des câbles et elle s’exprime en ohms/mètre (Ω/m).
G : La conductance linéique représente les pertes dues à l’imperfection de la matière
diélectrique. Elle dépend de la capacité linéique et de l’angle du diélectrique et elle
s’exprime en Siemens/mètre (S/m).
L’établissement des équations des lignes de transmission repose sur l’hypothèse de base
[45] que le champ électromagnétique se propageant dans la structure est de type TEM ou
quasi-TEM (Transverse ElectroMagnétique). Ceci ne peut être valide que si les dimensions
transversales de la ligne sont petites par rapport à la longueur d’onde minimale considérée.
Ce modèle à constantes réparties suppose par ailleurs que la somme des courants circulant
dans la ligne est nulle en toute section transverse.
Remarque 1. Selon les paramètres linéiques R, L, G et C, nous distinguons les lignes de
transmission suivantes :
– Une ligne de transmission est uniforme si les paramètres linéiques R, L, G et C sont
indépendants de z.
– Une ligne de transmission est non uniforme si les paramètres linéiques R, L, G et C
dépendent de la coordonnée d’espace z.
– Une ligne de transmission est sans perte si R(z) = 0 et G(z) = 0 sur toute la ligne.
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1.3.2 Les équations des Télégraphistes en régime temporel et fréquentiel
Dans cette section, nous décrivons les équations modélisant une ligne de transmission
électrique dans le domaine temporel et fréquentiel. La propagation d’un signal électrique
le long de la ligne de transmission est modélisée par les équations des Télégraphistes.
L’origine de ces équations peut venir de la résolution des équations de Maxwell (cf. [45],
[50]) modélisant la propagation des ondes électro-magnétique en 3d. Sous certaines hypo-
thèses décrites dans la section 1.3.1, cette approche de modélisation 3d réduit en 1d conduit
aux équations des Télégraphistes vérifiées par le courant i et la tension v dans le domaine
temporel. Cependant, nous allons utilisé l’autre approche de modélisation d’une ligne de
transmission décrit dans la section 1.3.1 nous conduisant aux équations des Télégraphistes
en utilisant les lois de Kirchhoff sur le circuit élémentaire de la Figure 1.8.
Nous considérons une ligne de transmission simple de longueur ` = |zd − zg| où zg et zd
représentent respectivement les coordonnées de l’extrémité droite et l’extrémité gauche de
la ligne. Nous nous intéressons à la propagation d’un signal dans un élément infinitésimal
d’une ligne électrique comme il est schématisé dans la Figure 1.8.
Figure 1.9 – Ligne de transmission connectée aux sources de tensions vg et vd
1.3.2.1 Les équations des Télégraphistes en régime temporel
En appliquant les lois de Kirchhoff sur la tension v(t,z) et sur le courant i(t,z), nous
obtenons les équations suivantes :
v(t,z)−R(z)dz i(t,z)−L(z)dz ∂i(t,z)
∂t
− v(t,z + dz) = 0 (1.1)
i(t,z)−G(z)dzv(t,z + dz)−C(z)dz ∂v(t,z + dz)
∂t
− i(t,z + dz) = 0 (1.2)
où les paramètres linéiques R, L, C et G dépendent de la position z.
Le passage à la limite (dz→0) dans les équations (1.1) et (1.2) conduit aux équations des
Télégraphistes dans le domaine temporel ∀z ∈ [zg,zd], ∀t > t0 :
∂v(t,z)
∂z
+ R(z)i(t,z) + L(z)
∂i(t,z)
∂t
= 0
∂i(t,z)
∂z
+G(z)v(t,z) +C(z)
∂v(t,z)
∂t
= 0
(1.3)
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Ces équations différentielles partielles décrivent l’évolution instantanée du courant i et de
la tension v le long de la ligne de transmission. Nous associons aux équations des Té-
légraphistes (1.3) les conditions aux limites en z = zg et z = zd suivantes (cf. Figure 1.9)
modélisant les terminaisons :
v(t,zg) +Zg(t)∗ i(t,zg) = vg(t)
v(t,zd)−Zd(t)∗ i(t,zd) = vd(t) (1.4)
et des conditions initiales en t = t0 qui résument le passé :
v(t0,z) = v0(z), i(t0,z) = i0(z), z ∈]zg,zd[ (1.5)
où :
Zg : réponse impulsionnelle tension-courant de la charge en zg.
Zd : réponse impulsionnelle tension-courant de la charge en zd.
vg : tension de la source en zg.
vd : tension de la source en zd.
∗ : produit de convolution.
Remarque 2. La réponse impulsionnelle (Zg ou Zd) représente la réponse en tension
d’une impulsion de courant. En général, cette réponse impulsionnelle est associée à la
somme de l’impédance interne de la source et l’impédance de la charge.
Remarque 3. Nous pouvons montrer que le système (1.3), (1.4), (1.5) est bien posé : sa
solution v, i est unique et dépend continument des données vg, vd, v0, i0. En pratique les
conditions initiales ne sont pas mesurables mais en choisissant t0 assez petit (t0 << t), la
présence de pertes, au moins du fait que nous avons toujours R > 0, fait que leur influence
peut être négligée, le système étant stable. Cela permet de considérer théoriquement et ex-
périmentalement des régimes particuliers, par exemple périodiques ou stationnaires.
Dans le cas de la ligne uniforme avec perte, les équations (1.3) deviennent :
∂v(t,z)
∂z
+ Ri(t,z) + L
∂i(t,z)
∂t
= 0
∂i(t,z)
∂z
+Gv(t,z) +C
∂v(t,z)
∂t
= 0
(1.6)
Les paramètres R, L, C et G sont constants. Ils ne dépendent pas de la coordonnée de
l’espace z. Nous nous placerons dans ce cas pour nos travaux décrits dans ce manuscrit.
1.3.2.2 Les équations des Télégraphistes en régime harmonique
Ce régime correspond aux solutions pour des termes d’excitation vg et vd réels pério-
diques de pulsation ω > 0. On le détermine en utilisant les complexifiées des données et
des solutions. Vg(ω)e jωt et Vd(ω)e jωt étant des fonctions complexes périodiques telles que
(on notera< et = les parties réelles et imaginaires) :
vg(t) =
√
2<
(
Vg(ω)e jωt
)
, vd(t) =
√
2<
(
Vd(ω)e jωt
)
, (1.7)
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la solution périodique réelle de (1.3), (1.4) est cherchée sous la forme :
v(ω,z, t) =
√
2<(V(ω,z, t)), i(ω,z, t) = √2<(I(ω,z, t)) (1.8)
V(ω,z, t) := V(ω,z)e jωt, I(ω,z, t) := I(ω,z)e jωt (1.9)
où les fonctions complexes V(ω,z, t), I(ω,z, t) vérifient (1.3), (1.4) associées aux données
complexifiées. Les amplitudes complexes sont alors solution du système suivant :
∂V(ω,z)
∂z
+ (R(z) + jωL(z))I(ω,z) = 0
∂I(ω,z)
∂z
+ (G(z) + jωC(z))V(ω,z) = 0
(1.10)
avec
V(ω,zg) + Zg(ω)I(ω,zg) = Vg(ω)
V(ω,zd)−Zd(ω)I(ω,zd) = Vd(ω) (1.11)
où on a supposé les terminaisons indépendantes du temps, de sorte que Zg et Zd sont les
transformées de Fourier deZg etZd, c’est à dire les fonctions de transfert des impédances
de charge. On précisera plus loin les hypothèses sur ces charges. Disons ici seulement, que
ces charges sont “réelles” au sens où :
∀ ω ≥ 0, Zx(−ω) = Zx(ω), x=g, d (1.12)
où x représente le conjugué du complexe x.
Remarque 4. Les valeurs efficaces de vg, vd, v, i sont données par les moyennes quadra-
tiques sur tout intervalle de longueur la période T = 2piω (c’est l’utilité du facteur
√
2 dans
(1.7) et (1.8). Par exemple :
1
T
∫ T
0
|v(ω,z, t)|2dt = |V(ω,z)|2, 1
T
∫ T
0
|i(ω,z, t)|2dt = |I(ω,z)|2
Remarque 5. Le modèle (1.10) est encore valable dans le cas multiconducteur, R, L, C,
G, Zg, Zd étant alors des matrices convenablement choisies et V, I, Vg, Vd, des vecteurs
comme introduit dans l’annexe D
Dans le cas de la ligne uniforme avec perte, les équations (1.10) deviennent :
∂V(ω,z)
∂z
+ (R + jωL)I(ω,z) = 0, (1.13a)
∂I(ω,z)
∂z
+ (G + jωC)V(ω,z) = 0 (1.13b)
Les paramètres R, L, C et G sont constants. Ils ne dépendent pas de la coordonnée de
l’espace z. Nous nous placerons dans ce cas pour nos travaux décrits dans ce manuscrit.
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1.3.2.3 Les mesures en régime harmonique
Les signaux mesurables en z = zg sont, d’après (1.8), les parties réelles de V(ω,zg, t) et
de I(ω,zg, t) :
v(ω,zg, t) =
√
2<
(
V(ω,zg, t)
)
, i(ω,zg, t) =
√
2<
(
I(ω,zg, t)
)
(1.14)
1.3.2.4 Impédance et admittance caractéristique, constante de propagation
Nous donnons les définitions des caractéristiques de la propagation suivantes :
Impédance caractéristique locale
L’impédance caractéristique, notée Zc, d’une ligne de transmission est l’impédance telle
que, si l’on connecte à sa sortie une impédance de charge d’impédance égale à Zc, son
impédance d’entrée est aussi égale à Zc.
Définition 1. Pour une ligne de transmission modélisée par les équations des Télégra-
phiste, l’impédance caractéristique locale Zc(ω,z) est définie par :
∀z ∈ [zg,zd], Zc(ω,z) :=
√
R(z) + jωL(z)
G(z) + jωC(z)
(1.15)
Notons que dans le cas sans perte, i.e R = G ≡ 0, l’impédance caractéristique Zc ne dépend
pas de la fréquence.
En haute fréquence, nous définissons l’impédance caractéristique en haute fréquence par :
∀z ∈ [zg,zd], Zc(∞,z) :=
√
L(z)
C(z)
(1.16)
La ligne de transmission étant passive, cette racine carré désigne la racine complexe dont
la partie réelle est positive.
Nous utiliserons la notation Zc0 dans la suite pour désigner l’impédance caractéristique en
haute fréquence Zc(∞,z) = Zc0(z).
Remarque 6. L’impédance caractéristique en haute fréquence coïncide avec l’impédance
caractéristique d’une ligne sans perte.
Exposant linéique de propagation
L’exposant linéique de propagation de la ligne, noté γc, est défini ainsi :
Définition 2. L’exposant linéique de propagation de la ligne de transmission γc est défini
par :
∀z ∈ [zg,zd], γc(ω,z) :=
√(
R(z) + jωL(z))
(
G(z) + jωC(z)) (1.17)
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L’exposant de propagation se décompose en α et β, que l’on nomme respectivement coef-
ficient d’atténuation et coefficient de phase (ou de dispersion) tels que :
∀z ∈ [zg,zd], γc(ω,z) = α(ω,z) + jβ(ω,z) (1.18)
D’après les relations (1.17) et (1.18), nous avons, ∀z ∈ [zg,zd]
γ2c(ω,z) = α
2(ω,z)−β2(ω,z) + 2 jα(ω,z)β(ω,z)
= R(z)G(z) + jωR(z)C(z) + jωL(z)G(z)−ω2L(z)C(z)
=⇒
α2(ω,z)−β2(ω,z) = R(z)G(z)−ω2L(z)C(z) (1.19)
2α(ω,z)β(ω,z) = ω
(
R(z)C(z) + L(z)G(z)
)
(1.20)
En remplaçant le coefficient α dans l’équation (1.19), le coefficient β est solution de l’équa-
tion suivante :
β4(ω,z) +β2(ω,z)
(
R(z)G(z)−ω2L(z)C(z))− ω2
4
(
R(z)C(z) + L(z)G(z)
)2
= 0
=⇒
β2(ω,z)=
1
2
(
−R(z)G(z)+ω2L(z)C(z)+
√(
R2(z)+ω2L(z)2
)(
G(z)2+ω2C(z)2
))
La ligne de transmission étant passive, le coefficient α doit être positif. D’après la relation
(1.20), le coefficient β doit être également positif, d’où :
β(ω,z)=
1√
2
√√(
R2(z)+ω2L(z)2
)(
G(z)2+ω2C(z)2
)
+ω2L(z)C(z)−R(z)G(z) (1.21)
par conséquent, le coeffcient d’atténuation α est donné par :
α(ω,z) = ω
(R(z)C(z) + L(z)G(z))
2β(ω,z)
(1.22)
La ligne de transmission réelle peut entraîner deux types de déformations des ondes trans-
mises : l’atténuation et la dispersion.
- Atténuation A cause des pertes par l’effet de Joule, l’amplitude du signal s’atténue le
long de son trajet comme il est illustré dans la Figure 1.10.
Le coefficient α représente l’atténuation linéique de la ligne en fonction de la distance z et
il s’exprime en neper/m (np/m). On l’exprime également en dB/m.
1.3. Rappel sur la théorie des lignes de transmission 23
- Dispersion Le coefficient de phase β est relié à la vitesse de phase et il s’exprime par
rad/m. La dépendance de β en ω implique une variation de la vitesse des signaux en fonc-
tion de leur fréquence. Pour un signal qui contient plus d’une fréquence, les composantes
fréquentielles se propagent à des vitesses différentes, ce qui provoque une déformation de
sa forme pendant sa propagation. La Figure 1.10 représente un signal sinusoidal subissant
le phénomène de dispersion.
Remarque 7. Nous rencontrons fréquemment un troisième phénomène qui concerne les
lignes de transmission disposées l’une voisine de l’autre : il s’agit de la diaphonie. Par
un couplage électromagnétique, une partie de l’énergie sur une ligne est transmise à la
deuxième ligne. Ce phénomène n’est pas pris en compte dans cette thèse.
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Figure 1.10 – Phénomènes de dispersion et atténuation.
Remarque 8. Dans le cas de la ligne uniforme, nous avons les paramètres caractéris-
tiques R, L, C et G constants. En effet, γc ne dépendra pas de la variable d’espace z. Nous
parlerons alors de constante de propagation pour γc (cf. chapitre 2).
1.3.2.5 Conditions aux limites particulières
Les conditions aux bords ou aux limites (1.11) représentent toutes les configurations
électriques possibles que nous pouvons rencontrer en pratique. En particulier, nous pré-
sentons trois conditions aux bords particulières que nous utiliserons dans nos expériences
réalisées sur des câbles SNCF de test.
Nous considérons une ligne finie où nous connectons à l’extrémité gauche un générateur
avec une impédance interne Zg(ω) délivrant une source de tension Vg(ω) de fréquence ω
comme illustré dans la Figure 1.9 à la seule différence qu’à l’extrémité droite, il n’y a pas
de source. Nous avons donc les conditions aux limites suivantes :
V(ω,zg) + Zg(ω)I(ω,zg) = Vg(ω),
V(ω,zd)−Zd(ω)I(ω,zd) = 0 (1.23)
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Nous voulons souligner trois configurations possibles à l’extrémité droite de la ligne, au
point zd :
– Court-circuit : un court circuit est tout simplement une connexion à faible résistance
entre les deux conducteurs fournissant l’énergie électrique à un circuit quelconque.
Les courts-circuits peuvent produire des températures très élevées en raison de la
dissipation de puissance élevée dans le circuit. Cette situation se produit lorsque
Zd(ω) = 0. La condition de (1.23) est donc :
V(ω,zd) = 0
– Circuit ouvert : la tension en circuit ouvert est la différence de potentiel électrique
entre deux bornes d’un dispositif lorsqu’il n’y a pas de charge externe connecté,
c’est à dire le circuit est cassé ou ouvert. A la charge Zd =∞, la condition à la limite
devient :
I(ω,zd) = 0
– Charge adaptée : l’adaptation d’impédance est la pratique de la conception de l’im-
pédance d’entrée d’une charge électrique ou l’impédance de sortie de la source de
signal correspondante la pratique de la conception de l’impédance d’entrée d’une
charge électrique ou l’impédance de sortie de la source de signal correspondante afin
de maximiser le transfert de puissance et de minimiser les réflexions de la charge.
Dans ce cas, nous devons définir le paramètre Zd égal à l’impédance caractéristique
(1.15) à l’extrémité droite de la ligne :
Zd(ω) = Zc(ω,zd)
1.4 Les méthodes de réflectométrie existantes et leurs limites
Dans le contexte de diagnostic filaire, le principe de réflectométrie consiste à injecter
un signal dans la ligne de transmission électrique à tester et à analyser le signal retourné. En
effet, comme il est schématisé dans la Figure 1.11, le signal injecté se propage dans la ligne
et lorsqu’il rencontre une discontinuité électrique (par exemple variation d’impédance, dé-
faut, dérivation, etc), une partie de son énergie est renvoyée vers le point d’injection et
l’autre partie est transmise dans le reste de la ligne. Ces discontinuités donnent naissance à
des ondes réfléchies et transmises. Dans certains cas, il n’y a pas d’ondes transmises, toute
l’énergie est renvoyé vers le point d’injection. L’analyse du signal réfléchi, via le coeffi-
cient de réflexion, qui est le rapport entre le signal réfléchi et le signal injecté, permet de
remonter à certaines caractéristiques de la ligne [61, 76].
La méthode de réflectométrie peut être vue comme un problème inverse : à partir de la
connaissance du coefficient de réflexion qui peut être mesuré, nous voulons retrouver les
défauts électriques représentés par les variations des paramètres de la ligne, en cherchant
donc des informations sur ces paramètres influençant le comportement des ondes élec-
triques.
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Figure 1.11 – Le principe de la réflectométrie (source :[20]).
1.4.1 Méthodes de réflectométrie industrielles : détection de défauts francs
Les méthodes exposées ici diffèrent selon le type du signal injecté dans la ligne à tes-
ter et du domaine d’analyse. En effet, nous distinguons deux principaux domaines dans
lesquels la réflectométrie est utilisée [46] : la réflectométrie dans le domaine temporel
(TDR) 11 [60, 59] et dans le domaine fréquentiel (FDR) 12 [21].
TDR : Il s’agit de la méthode de réflectométrie dans le domaine temporel classique. Elle
consiste à envoyer une onde de tension à support (presque) compact dans la ligne
ou le réseau de lignes de transmission et à analyser le signal réfléchi au niveau de la
source.
L’analyse du signal réfléchi se fait à travers un réflectogramme. En effet, la localisa-
tion de la position et la détermination de la nature des discontinuités dans la ligne ou
le réseau sont déterminées en analysant respectivement le retard de propagation des
pics et les amplitudes, détectés dans le réflectogramme 13 du coefficient de réflexion.
Plusieurs types de signaux peuvent être injectés tels que les échelons, les fonctions
portes ou les impulsions gaussiennes.
Il existe également d’autres méthodes de diagnostic filaire dérivées de la TDR de
base, utilisant le principe de la réflectométrie dans le domaine temporel, comme la
réflectométrie par séquence directe (ou STDR) [29, 66], la réflectométrie par étale-
ment de spectre (ou SSTDR) [62] et la réflectométrie multi-porteuse (ou MCTDR 14)
[32].
Les méthodes STDR et SSTDR reposent sur le principe de fonctionnement similaire
à la méthode de la réflectométrie classique qui est décrite précédemment. La diffé-
rence réside dans le fait que le signal injecté consiste en une séquence numérique
pseudo-aléatoire qui est une série d’éléments binaire dont la distribution est aléa-
toire. La méthode MCTDR est utilisée pour le diagnostic en temps réel embarqué
11. TDR : Time Domain Reflectometer en anglais.
12. FDR : frequency Domain Reflectometer en anglais.
13. Il est présenté sous la forme d’une succession de pics, correspondant aux réflexions de l’onde incidente
sur les différentes discontinuités dans le réseau (défauts dans les lignes, positions des noeuds, positions des
connecteurs, etc.).
14. Multicarrier Time Domain Reflectometry
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des câbles électriques embarqués car son signal de diagnostic (injection d’un signal
multiporteuse) injecté dans le câble n’interfère pas avec les autres signaux utiles cir-
culant dans le cable. [46].
FDR : La méthode de la réflectométrie dans le domaine fréquentiel consiste typiquement
à injecter un signal harmonique sinusoidal wobulé 15 en fréquence comme il est illus-
tré dans la Figure 1.12 afin de tester le câble. Il s’agit d’un signal dont la fréquence
varie linéairement au cours du temps. Nous pouvons distinguer trois techniques dé-
rivées de la FDR dont l’analyse repose sur différents paramètres : fréquence, phase
ou amplitude, pour déterminer la position d’une discontinuité d’impédance dans le
câble.
Il s’agit respectivement de :
– La FMCW [67] (Frequency Modulated Continuous Wave) mesure le décalage fré-
quentiel entre le signal incident et le signal réfléchi retardé temporellement récu-
péré à la source.
– La PDFDR [10] (Phase Detection Frequency Domain Reflectometry) mesure le
décalage de phase entre le signal incident et le signal réfléchi récupéré à la source.
– La SWR [30] (Standing Wave Reflectometry) est une méthode par injection d’un
signal à haute fréquence dans le câble [40] et par analyse de l’onde stationnaire à
la source qui est la superposition de l’onde incidente et de l’onde réfléchie.
Figure 1.12 – Signal wobulé pour une application FDR (source : [46]).
Si ces méthodes permettent de détecter et localiser des défauts dits “francs", elles ne
sont, malheureusement, pas encore assez performantes (cf. [26]) pour détecter des modifi-
cations légères comme celles engendrées par le vieillissement du câble.
15. Il est connu également sous le nom de signal chirp qui est utilisé pour les applications radar[12, 63].
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1.4.2 Méthodes de réflectométrie avancées : détection de défauts non francs
pour des lignes sans perte
Actuellement, les méthodes de la réflectométrie dans le domaine temporel et dans le
domaine fréquentiel, présentées dans la section 1.4.1, se limitent à la détection, caractéri-
sation et localisation des défauts francs. Cependant, la détection des défauts non francs par
ces méthodes restent un challenge, celles-ci ne sont généralement pas adaptées [26]. Les
auteurs ont montré dans [70, 69], la difficulté d’identifier un défaut non franc (une fissure
de la gaine diélectrique d’un câble) avant qu’il ne devienne un défaut franc.
La difficulté de la détection de ces défauts vient du fait qu’un défaut non franc se traduit
par une très faible variation de l’impédance caractéristique de la ligne de transmission,
éventuellement sans discontinuité d’impédance. Ceci entraîne une très faible amplitude du
signal se réfléchissant sur une telle dégradation. En effet, dans une telle situation, la faible
variation d’impédance entraine une très petite réflexion qui peut être noyé dans le bruit ou
masqué par une autre impulsion d’amplitude plus importante et proche de celui-ci. Diverses
méthodes sont proposées pour pallier à cette difficulté.
1.4.2.1 Méthodes utilisant des outils de traitement de signal et retournement tempo-
rel
Afin de détecter les défauts non francs, une large communauté des chercheurs propose
des méthodes de diagnostic utilisant des outils de traitement de signal afin de rendre les ef-
fets de défauts plus visibles dans les signaux (réflectogramme, courant-tension, ...) et ainsi
faciliter leur détection. Le taritement de signal est typiquement réalisée à l’étape de l’ana-
lyse du signal mesuré (environnement bruité) afin d’en extraire les informations pouvant
conclure sur le défaut. Nous distinguons, parmi ces outils, la décomposition en ondelettes,
la transformée temps-fréquence de Wigner Ville.
Décomposition en ondelettes : Plusieurs domaines, notamment le domaine de l’astro-
nomie et le domaine médical, utilisent la décomposition en ondelettes afin d’effectuer une
analyse multi-résolution des données et de débruiter les signaux [15, 2, 35]. En effet, cet
outil permet de décomposer, par exemple, un signal non seulement en fréquence mais éga-
lement en temps : il est possible de connaitre toutes les fréquences présentes dans un signal
et il est également possible de savoir quand chacune d’entre elle apparaît. Dans le contexte
de la détection des défauts dans une ligne de transmission, la décomposition en ondelettes
est appliquée initialement au réflectogramme obtenu dans le domaine temporel. La localisa-
tion des défauts peut être déduite de cette première application. Une deuxième application
de cet outil [5, 4] permet de déduire les dégradations de la ligne menée sur une fenêtre
temporelle du réflectogramme, centrée autour de l’instant préalablement identifié. Cette
méthode a montré des résultats intéressants et l’enjeu de son application réside, cepedant,
dans le choix de l’ondelette à utiliser pour la décomposition.
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JTFDR : La JTFDR 16 est une autre approche de détection des défauts non francs, basée
sur la transformée temps-fréquence de Wigner Ville. Y.J Shin a proposé cette méthode
dans [53] et son développement a été fait dans [13, 55] afin d’être plus flexible face à
certaines contraintes de l’application réelle et de s’adapter aux caractéristiques du câble à
diagnostiquer.
Le principe de fonctionnement de la JTFDR est décrit par les trois étapes suivantes :
– Un signal de type chirp en fréquence comme illustré dans la Figure 1.12 est injecté
dans la ligne à tester. Il est défini tel que lors de sa propagation dans la ligne, sa
déformation est minisée (les distorsions du signal sont minimisées). Le choix du
type de signal à injecter permet d’optimiser la détection
– Le réflectogramme est mesuré et on calcule sa transformée de Wigner Ville.
– Une fonction d’intercorrélation temps-fréquence normalisée est ensuite appliquée et
les pics apparaissant correspondent aux discontinuités du câble.
Les auteurs dans [72, 73] ont montré que cette méthode a permis de détecter les défauts
non francs dans les câbles coaxiaux. La Figure 1.13 représente la comparaison des perfor-
mances, en termes de sensibilité et de précision, de la détection de défauts non francs, à
10m, 20m et 30m du point d’injection, sur un câble coaxial par la méthode de réflectome-
trie temporelle (TDR) et la méthode JTFDR.
Figure 1.13 – Comparaison des performances de détection des défauts : (a) méthode TDR
classique. (b) méthode JTFDR. (source : [54]).
Méthode de détection basée sur le retournement temporel : M. Fink et al. a introduit
dans [19, 75, 6] la technique du retournement temporel dans le domaine de l’acoustique. Sa
principale utilisation consiste à concentrer efficacement sur une cible l’énergie acoustique,
en tirant profit du fait que l’équation de propagation ou l’équation des ondes a la propriété
d’être invariante par rapport à la variable du temps. Elle a permis de localiser avec une
grande précision des objets dans le sol [42].
Récemment, elle a suscité un grand intêret du côté de plusieurs chercheurs dans le domaine
16. JTFDR=Joint Time Frequency Domain Reflectometry.
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du diagnostic filaire qui ont cherché à appliquer cette technique au diagnostic des défauts
de câbles électriques en adoptant la même approche [1]. En effet, on considère comme une
source secondaire générant un signal réfléchi et un signal transmis, toute variation d’impé-
dance caractéristique, créée par un défaut non franc, le long du câble en défaut. La tech-
nique du retournement temporel peut donc être appliquée afin de localiser ce changement
d’impédance en utilisant un câble de référence [17].
Réflectométrie et Inverse Scattering : L’inverse scattering est une théorie qui étudie
la caractérisation d’un objet à travers l’observation d’effets de radiation par des ondes ou
des particules perturbées par l’objet. Elle est étudiée notamment en physique quantique, en
géophysique et en imagerie médicale.
La théorie de la transformation de l’inverse scattering (IST) [16, 27], associée au système
des équations de Zakharov-Shabat [28], a été appliquée au diagnostic de défauts sur une
ligne de transmission non uniforme sans perte (R(x) = 0 et G(x) = 0) par les auteurs de [76].
Le lien entre les coefficients de scattering (coefficients de réflexion et de transmission) uti-
lisés en pratique par des ingénieurs [3] et les objets mathématiques définis via les équations
de Zakharov-Shabat comme la fonction potentielle q ont été expliqués par ces travaux. En
effet, les défauts non francs dûs aux hétérogénéités de la ligne sont décrits par le potentiel
q. Cette méthode a montré des résultats très intéressants pour la détection des défauts non
francs à partir des coefficients de scattering mesurés en pratique [34].
Ainsi les méthodes de diagnostic présentées dans cette section, ne sont pour l’heure pas
aptes à détecter de faibles défauts non francs, comme par exemple le défaut d’isolement,
dans le cas de lignes non uniformes avec pertes. Or le développement de méthodes de
diagnostic filaire capables de détecter de faibles défauts non francs dans des lignes de
grandes longueurs s’avèrent donc nécessaire afin de répondre aux exigences des industriels
comme le cas de la SNCF. Cependant, deux approches temporelles d’estimation de faibles
défauts non francs, liés à l’isolant entre les conducteurs d’un câble, ont été étudiés dont
l’une est basée sur une technique de perturbation et l’autre sur l’inverse scattering. Nous
allons décrire ces deux approches.
1.5 Diverses approches du problème d’estimation de faibles pertes
Deux problèmes d’estimation de faibles défauts non francs, en particulier le défaut
d’isolement, ont été étudiés dans le cas de lignes non uniformes avec pertes : l’approche
par inverse scattering et l’approche par identification de paramètres et technique de pertur-
bation. Ces deux approches ont été étudiés en liaison avec le modèle des Télégraphistes
(1.3) pour représenter la ligne avec des conditions aux limites convenables. Le défaut est
alors représenté par la fonction d’espace G(z).
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1.5.1 Approche par identification de paramètres et technique de perturba-
tion
Le diagnostic de défauts non francs liés à l’isolant entre les conducteurs d’un câble de
signalisation est étudié ici en identifiant le paramètre de conductance G(z), vu comme une
fonction de la position z le long de la ligne, sans faire d’hypothèse sur la forme de cette
fonction. Cela permet de prendre en compte des dégradations plus ou moins localisées et
non uniformes de l’isolant le long de la ligne.
Il s’agit d’identifier après normalisation le défaut g = GC . Identifier g est un problème mal
conditionné car son effet sur les caractéristiques de la propagation est difficilement sépa-
rable de celui de l’autre terme de perte R, qui agit au travers de r = RL , avec g<< r, ce qui est
l’origine de la principale difficulté dans INSCAN. Dans [8], [7], Chapouly et al. proposent
d’aborder ce problème de mauvais conditionnement par une méthode de perturbation en
développant la solution des problèmes directs et inverses par rapport au petit paramètre
 =
g
r . Cela permet de s’affranchir de la difficulté principale venant du fait que les observa-
tions sont peu sensibles à G.
Cette technique de perturbation pour identifier de petites hétérogénéités dues à une faible
variation du paramètre est une approche TDR (Time Domain Reflectometry). Elle utilise
des observations temporelles du courant et de la tension à une extrémité du câble. En effet,
elle consiste à envoyer une tension à l’une des extrémités de la ligne et à mesurer le courant
au même endroit.
La non-linéarité du problème d’estimation, et l’observation en un seul point pour l’estima-
tion d’un paramètre distribué en espace font aussi partie des difficultés. Il a été démontré,
par des analyses mathématiques et des simulations numériques, que la méthode de pertur-
bation adoptée permet de s’affranchir de la difficulté de la non-linéarité et que le traitement
des enregistrements de signaux longs en temps permettrait de compenser la faible sensibi-
lité des observations.
Cependant, cette méthode, qui devrait permettre de détecter et localiser les défauts n’a pas
été validée expérimentalement.
1.5.2 Approche par inverse scattering dans le cas avec pertes
Les auteurs de [65, 64] ont appliqué la théorie de la transformation de l’inverse scat-
tering (IST) [16, 27] associée au système des équations de Zakharov-Shabat [28], au diag-
nostic de défauts sur une ligne de transmission non uniforme avec pertes. Les équations de
Zakharov-Shabat et les potentiels sont donnés ci-dessous :
dν1(ω, x)
dx
− jων1(ω, x) = qd(x)ν1(ω, x)−q+(x)ν2(ω, x)
dν2(ω, x)
dx
+ jων2(ω, x) = −qd(x)ν2(ω, x)−q−(x)ν1(ω, x)
(1.24)
où ν1 et ν2 représentent respectivement les ondes réfléchie et incident, x le temps de propa-
gation.
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Les potentiels q± et qd sont donnés par :
q±(x) =
1
2
dZc0(x)
dx
Z−1c0 (x)±
1
2
(
R(x)
L(x)
− G(x)
C(x)
)
(1.25)
qd(x) =
1
2
(
R(x)
L(x)
+
G(x)
C(x)
)
(1.26)
Ces travaux expliquent le lien entre les coefficients de scattering (coefficients de réflexion
et de transmission) utilisés en pratique par des ingénieurs [3] et les objets mathématiques
définis via les équations de Zakharov-Shabat. Ces travaux généralisent ceux faits dans le
cas sans perte (cf. [76]). Dans le cas avec pertes, les défauts non francs sont décrits par les
variations des trois potentiels q± et qd.
La Figure 1.14 montre une comparaison des potentiels q˜± où q˜±(x) = e
∫ x
xl
q±(s)ds. Les q±
introduits dans [44, 11] sont identifiés par la théorie de la transformation de l’inverse scat-
tering et les simulations directes des paramètre RLGC de la ligne.
Les auteurs de [65, 64] ont montré des résultats de simulation satisfaisants. En effet, à
Figure 1.14 – Comparaison des potentiels q˜± calculées par l’IST et simulation directe des
paramètres RLGC (source : [65]).
partir des potentiels estimés, on retrouvait les profils des pertes r = RL et g =
G
C .
Cependant, ces travaux ont une solution théorique mais ne conduisent pas à des résultats
satisfaisants en pratique.
La difficulté du problème de détection des valeurs de g anormales
De plus, dans le cas particulier de détecter de faibles défauts non francs liés aux défauts
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d’isolement (comme le cas de la SNCF), le problème de précision se pose : formellement,
si on sait déterminer les potentiels qd,q±, nous pouvons calculer g. En effet, nous avons les
valeurs typiques pour un cable de signalisation SNCF sain suivantes :
R(z) ≤ 18Ω/km, L(z) ≤ 0.3×10−3H/km
C(z) ≤ 55×10−9F/km,G(z) ≤ 0.2×10−9S/km
ce qui nous donne les ordres de grandeur suivants :
r(z) =
R(z)
L(z)
∼ 60kHz, g(z) = G(z)
C(z)
∼ 3.6×10−3 Hz
Le câble est normal pour g ≤ 36mHz qui est le plus petit défaut à détecter. Il ne faudrait
plus l’utiliser pour des fuites 5 fois plus grandes, soit g = 180mHz. Nous voyons donc que
pour le défaut le plus gros, nous avons :
g
r
∼ 3×10−6
Le potentiel qd et la différence des deux autres potentiels q+−q− conduisent à une estima-
tion globale des pertes, nous avons :
q+−q− = r−g, qd = r + g
Nous avons typiquement à calculer pour conclure :
gˆ(x) =
1
2
(
qˆd(x)− q̂+−q−(x)
)
La difficulté avec cette approche tient aux ordres de grandeurs lorsqu’il s’agit d’extraire
g de l’estimation globale des pertes r + g et r − g : r est de l’ordre de 60kHz et g est de
l’ordre de 3.6mHz ce qui nécessiterait une précision meilleure que 10−7 dans l’estimation
q̂+−q−(x) représentant le phénomène de dissipation (donné par le terme r +g) et dans celle
de qˆd(x) représentant le phénomène de dispersion (donné par le terme r−g) pour distinguer
gˆ de 0.
La difficulté du problème vient de la faible influence de G sur les paramètres caractéris-
tiques locales de la ligne. Nous pouvons alors comprendre pourquoi, même pour une ligne
homogène, l’estimation du terme de perte g par réflectométrie est réputée difficile, voire
inaccessible en pratique.
1.6 Résumé des contributions de la thèse
Les méthodes classiques de la réflectométrie (TDR et FDR), permettent de relative-
ment bien détecter les défauts francs. Il n’en va pas de même pour les défauts non francs.
La difficulté de la détection de défaut non franc se traduit par une très faible variation d’im-
pédance caractéristique et donc d’un coefficient de réflexion très faible. Par conséquent, un
signal se réfléchissant sur une telle dégradation sera d’amplitude très faible. Il peut donc
être facilement noyé dans le bruit ou masqué par sa proximité avec une autre impulsion
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d’amplitude plus importante. Diverses méthodes ont été proposées pour remédier à cette
difficulté : les méthodes de réflectométrie avancées décrits dans la section 1.4.2 (méthodes
utilisant les outils de traitement de signal, retournement temporel ou l’inverse scattering).
Cependant, celles-ci ne sont pas aptes à détecter de faibles défauts non francs dans des
lignes de grandes longueurs. Le développement de méthode de diagnostic filaire capables
de détecter de faibles défauts non francs dans des lignes de transmission de grandes lon-
gueurs s’avère nécessaire afin de répondre aux exigences des industriels.
Les travaux de cette thèse sont dévoués à répondre à la question suivante : peut-on détec-
ter de très faibles conductances de fuite dans les câbles de signalisation le long des voies
ferrées sans arrêter le trafic ? En effet, il s’agit de détecter des défauts non francs liés à
l’isolant entre les conducteurs d’un câble de signalisation SNCF qui sont représentés par
le paramètre de conductance de fuite G. Détecter ces défauts, signes d’un possible futur
court-circuit, est un enjeu important mais nécessite une méthode compatible avec la circu-
lation des trains : il faut savoir estimer, à partir de mesures en un seul point du câble, de
fortes résistances distribuées sur plusieurs centaines de mètres sans perturber la bande de
fréquences du continu à 40kHz, réservée aux signaux de service. En effet, les câbles de
signalistion de la SNCF qui nous intéressent ont une longueur moyenne de 1500m et sont
utilisés dans la bande de fréquence 0−40kHz.
En d’autres termes, la difficulté principale est la résolution d’un problème inverse (à partir
des mesures retrouver les paramètres caractéristiques de la ligne) associé au modèle des
Télégraphistes d’une ligne de transmission : estimer la perte g alors que g est négligeable
devant le terme principal de perte r (g << r).
La difficulté du problème vient de la faible influence de G sur les paramètres caracté-
ristiques locales de la ligne. En effet, même si cette conductance est faible (de l’ordre
de 10nS/km pour la valeur nominale), elle devient inacceptable pour des valeurs encore
faibles (le seuil est fixée à 100nS/km) du fait de la longueur des câbles. En effet, nous
avons les valeurs typiques pour un cable de signalisation SNCF sain suivantes :
R ≤ 18Ω/km, L ≤ 0.3×mH/km
C ≤ 55nF/km,G ≤ 0.2×nS/km
ce qui nous donne les ordres de grandeur suivants :
r =
R
L
∼ 60kHz, g = G
C
= 3.6mHz
Le câble est normal pour g ≤ 36mHz qui est le plus petit défaut à détecter. Il ne faudrait
plus l’utiliser pour des fuites 5 fois plus grandes, soit g = 180mHz.
Cela fait que l’effet de g est une combinaison délicate à observer d’une augmentation de
l’atténuation qui s’accompagne d’une diminution de la distorsion. En fait, ce n’est qu’aux
très basses fréquences que cet effet est directement sensible (ce qui est exploité dans les
tests actuels, mais qui oblige à arrêter l’exploitation du câble). Nous pouvons alors com-
prendre pourquoi, même pour une ligne homogène, l’estimation de ce terme de perte par
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réflectométrie est réputée difficile, voire inaccessible (cf. la section 1.5.2). En effet, en tem-
porel comme en fréquentiel, la réflectométrie exploite usuellement le comportement haute
fréquence de la ligne (là ou l’effet de g est le moins sensible).
Nous avons donc développé une approche fréquentielle limité en fréquence pour la dé-
tection de faibles défauts non francs dans des lignes de transmission uniforme de grandes
longueurs. Cette approche est basée sur la méthode de réflectométrie à la seule différence
que nous ne mesurons pas le coefficient de réflexion en un point de la ligne mais les ten-
sion et courant en ce point. Dans cette approche, nous cherchons seulement à détecter la
présence de faibles pertes, sans chercher à les localiser. Il faut remarquer que cette ap-
proche de détection d’un défaut fin n’est utilisable que si on s’est assuré par des premiers
tests qu’il n’y avait pas de défauts plus grossiers car les faibles défauts non francs seraient
masqués par ceux-là. Nous proposons donc la démarche suivante : détecter en premier les
défauts non francs dûs aux hétérogénéités avec par exemple la méthode de l’inverse scat-
tering (IST cf. [65, 64]) puis, en supposant qu’il n’y a pas de tels défauts, nous cherchons
alors des défauts plus fins de perte : r d’abord, puis g ensuite.
La méthode développée repose sur deux idées principales :
– Une analyse fine des effets conjoints de la dissipation et de la dispersion d’où il
ressort des formules permettant d’estimer les pertes r et g.
– Une méthode de comparaison des caractéristiques mesurables (vitesses de phase,
retard de phase ou phase) de deux lignes qui permet d’établir des présomptions et
estimation du faible défaut g. Nous nous sommes inspirés de cette méthode dans le
cas de lignes multiconducteurs en adoptant une démarche statistique afin de pouvoir
établir avec un degré de confiance satisfaisant une présomption de défaut.
1.6.1 Analyse des effets conjoints de la dissipation et de la dispersion
Etude de l’effet des pertes sur les caractéristiques de la propagation
Nous considérons le cas de la ligne de transmission simple uniforme avec perte en
vue de la détection de faible défauts. Dans cette première étude du problème direct, nous
analysons l’effet des pertes sur les caractéristiques de la propagation afin de proposer une
méthode de diagnostic adaptée à la détection de faibles défauts non francs. En effet, le
problème de détection de faibles défauts non francs est non standard car le paramètre de
pertes g à surveiller est très petit et son effet sur les caractéristiques de la propagation est
difficilement séparable de celui de l’autre terme de perte r plus grand ce qui est l’origine
de la principale difficulté.
La dissipation est due aux pertes totales r + g et la dispersion est due à l’effet de r− g. Le
problème de précision se pose : formellement, si l’estimation des effets de dissipation et
de dispersion conduisait à une estimation globale de r + g et r−g, on aurait typiquement à
calculer pour conclure :
gˆ =
r̂ + g
2
− r̂−g
2
(1.27)
ce qui nécessiterait une précision meilleure que 10−7 dans l’estimation de r̂ + g de la dis-
sipation et dans celle de r̂−g de la dispersion, car r est de l’ordre de 60kHz et g est de
1.6. Résumé des contributions de la thèse 35
l’ordre de 3.6mHz.
La précision de l’estimation de g est étudiée en utilisant un principe d’inversion moins
naïf que (1.27), qui repose sur une estimation fine à moyenne fréquence des facteurs de
vitesses de phase, de groupe et d’impulsion, définies respectivement par Fx(ω) =
cx(ω)
c0
pour
x = φ,g, ou p, et des retards associés. Du point de vue théorique, cela a conduit à montrer
des résultats nouveaux :
Des formules d’estimation exactes et approchées de r et g valable pour tout ω > 0, et donc
en particulier à moyenne fréquence (cf. chapitre 4).
Etude et mise en oeuvre du problème inverse de la détection de faibles défauts non
francs
Nous étudions le problème inverse de la détection de faibles défauts non francs dans
des lignes de transmission uniformes de grandes longueurs : il s’agit en partant des mesures
électriques de tension et courant réels d’ estimer les paramètres caractéristiques normalisés
r, g dans le cas de la ligne homogène avec perte.
Nous proposons donc une stratégie d’estimation de ces paramètres où nous étudions et
décomposons le problème inverse en 2 sous problèmes inverses.
Nous étudions et mettons en oeuvre le premier problème inverse qui consiste à estimer
les caractéristiques mesurables de la propagation (les facteurs de vitesses de phase, les
retards de phase...) en fonction des mesures de courant et tension réels. Nous présentons
des techniques d’estimation des pertes en fonction des caractéristiques mesurables de la
propagation en moyenne fréquence (deuxième problème inverse) pour une ligne isolée.
Cette méthode d’inversion a été partiellement validée par des simulations numériques pour
l’estimation d’un des deux paramètres correspondant aux paramètres de plus grosses pertes
r.
1.6.2 Approche différentielle par comparaison de lignes identiques ne diffé-
rant que de g
Nous étudions une autre stratégie d’estimation nous permettant d’estimer à la fois le
terme de plus grosse perte r ainsi que le terme de plus faible perte g.
Approche différentielle dans le cas de deux lignes
Nous nous intéressons à l’estimation du défaut g. Nous analysons pour cela l’effet
de faibles pertes par les réflexions dans le cas de lignes de transmission homogènes avec
pertes. Il en résulte que l’effet du faible défaut g sur l’amplitude et la phase du coefficient
de réflexion est difficile de distinguer dû au fait qu’il est difficilement séparable de celui de
l’autre terme de perte r, avec g << r, ce qui est l’origine de la principale difficulté.
Un résultat intéressant est que l’on montre que l’effet de g est observable dans la différence
des caractéristiques mesurables (= phases ou retards de phase ou vitesses de phase ou de
groupe) des ondes des deux lignes que l’on compare sous les conditions que celles-ci ont
mêmes caractéristiques dont l’une serait saine (g = 0) et l’autre serait en défaut (g , 0).
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Dans le cas particulier où les deux lignes ont mêmes charges à leur extrémité droite en-
traînant ρd1 = ρd2 , ces comparaisons caractéristiques mesurables ne sont pas perturbés par
les charges et permettent de détecter de faibles défauts quelque soit la charge connectée à
l’extrémité droite de la ligne. Ceci est un grand avantage car cette méthode de diagnostic
de câbles peut fonctionner sans déconnecter le moindre élément (ce qui pourrait créer un
défaut pendant la manipulation de débranchement et de branchement du câble).
Cette approche différentielle de phases ou retards de phases ou vitesses des deux lignes
(l’une saine et l’autre en défaut) nous permet d’établir une présomption de défaut de type
g en comparant les estimations des différences de phases, retards de phase ou vitesses aux
différences de phases, retards de phase ou vitesses théoriques correspondant à un comporte-
ment normal (de type “0-défaut") en ayant pris le soin d’éliminer d’autres causes possibles
d’une différence anormale comme par exemple des défauts de type r qui masqueraient les
défauts g. De plus, des formules approchées de ces différences ont été établies nous permet-
tant d’estimer le défaut g. Quelques exemples de simulations numériques de cette approche
différentielle sont illustrés. Il en ressort des résultats prometteurs quant à l’estimation du
défaut g.
Approche différentielle dans le cas de lignes de transmission multiconducteurs
Nous nous inspirons de l’approche différentielle dans le cas de lignes de transmission
multiconducteurs en adoptant une démarche statistique afin de pouvoir établir avec un de-
gré de confiance satisfaisant une présomption de défaut.
Cette méthode statistique peut être utilisée de deux façons différentes. En effet, elle permet
d’établir une présomption de défaut relatif en exploitant des mesures de vitesses de phase
entre deux lignes d’un ensemble de lignes réputé homogène : le câble entier ou un sous-
ensemble de ses paires. Un résultat théorique permet de dire s’il y a présomption de défaut
en utilisant un test statistique (test de Kolmogorov-Smirnov) :
Il y a présomption de défaut avec le risque α lorsque dN(c˜φ,1, c˜φ,2) >
√
2
N
Kα
avec c˜φ,i, i ∈ 1,2, les vitesses de phase normalisées, α et Kα les constantes du test de
Kolmogorov-Smirnov (cf. chapitre 5).
Elle permet également d’établir une présomption de défaut en comparant l’estimation de
vitesse de phase d’une paire aux vitesses de phase théorique de type “0-défaut" en utilisant
le test statistique de Kolmogorov-Smirnov. Une formule a été établie permettant également
d’estimer la gravité du défaut une fois la présomption de défaut établie.
Quelques résultats expérimentaux sont présentés en utilisant cette démarche statistique.
Chapitre 2
Modèle d’une ligne uniforme
Dans ce chapitre, nous commencerons par caractériser les défauts que l’on cherche à
détecter puis nous étudierons le problème direct en vue de la détection de faibles défauts
non francs dans le cas de la ligne uniforme avec perte dans le domaine fréquentiel.
Vg
Zg
R L
G C
Vd
Zd
Figure 2.1 – Ligne de transmission connectée aux sources de tensions Vg et Vd.
Avant d’étudier le problème direct en vue de la détection de faibles défauts non francs
dans des lignes de transmission uniforme avec perte, nous définierons les défauts que l’on
cherche à détecter.
2.1 Caractéristiques des défauts à détecter
Ils concernent principalement G et C. Il s’agit d’établir une présomption de défaut :
la possibilité que G soit 10 fois plus grand que ce qui est autorisé, c’est à dire dépasse
2 nS/km. Le niveau limite des fuites acceptables est G = 10 nS/km.
Pour les résumer, il est commode d’introduire les quantités r :=
R
L
et g :=
G
C
.
Pour un câble sain (R ≤ 18 Ω/km, L ≤ 0.3 mH/km, C ≤ 55 nF/km, G ≤ 0.2 nS/km) cela
donne les ordres de grandeur suivants :
r ∼ 60 kHz, g ∼ 3.6 mHz
Remarque sur les ordres de grandeur. Le câble est normal pour g ≤ 36 mHz qui est donc
le plus petit défaut à détecter. Il ne faudrait plus l’utiliser pour des fuites 5 fois plus grandes,
soit g = 180 mHz. On voit que pour le défaut le plus gros, on a
g
r
∼ 3×10−6. Par ailleurs,
les fréquences autorisées pour les tests doivent être supérieures à 40 khz, on a donc aussi
g
ω
≤ 7×10−7. Finalement :
L’origine de la principale difficulté du problème d’estimation de g est sa très faible impor-
tance relative :
g r et g ω (2.1)
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2.2 Le modèle d’une ligne uniforme en régime harmonique
Considérons une ligne de transmission homogène avec perte, caractérisée par les para-
mètres R, L, C, G constants et la longueur ` = zd − zg comme illustré dans la Figure
2.1. Dans la suite, nous notons l’impédance longitudinale Z et l’admittance transversale Y ,
indépendants de la coordonnée de l’espace z, ainsi :
Z(ω) := R + jωL, Y(ω) := G + jωC avec L > 0, C > 0, R ≥ 0, G ≥ 0 (2.2)
nous rappelons également les notations suivantes :
c0 :=
1√
LC
, Zc0 :=
√
L
C
(2.3)
2.2.1 L’équation d’ondes associée et ses paramètres caractéristiques
La propagation des ondes de tension et courant en régime harmonique se décrit par les
équations (1.13).
Eliminant par exemple I avec Z(ω)I(ω,z) = −∂V(ω,z)
∂z
de l’équation (1.13a), (1.13b) de-
vient une équation d’ondes en V :
∂2V(ω,z)
∂z2
−Z(ω)Y(ω)V(ω,z) = 0 (2.4)
avec les conditions aux bords suivantes :
Z(ω)V(ω,zg)−Zg(ω)∂V(ω,zg)
∂z
= Z(ω)Vg(ω) (2.5a)
Z(ω)V(ω,zd) + Zd(ω)
∂V(ω,zd)
∂z
= Z(ω)Vd(ω) (2.5b)
La solution générale V de l’équation (2.4) est une combinaison linéaire des fonctions
e±
√
Z(ω)Y(ω)z. En dérivant en z, il en est de même pour
√
Z(ω)/Y(ω)I(ω,z). Cela conduit
à définir la constante de propagation γc(ω) et l’impédance caractéristique Zc(ω) ainsi :
γ2c(ω) := Z(ω)Y(ω) avec ∀ω ≥ 0, <γc(ω) ≥ 0, =γc(ω) ≥ 0 (2.6a)
Zc(ω) := Y(ω)−1γc(ω) quand Y(ω) , 0 (2.6b)
On détaillera plus loin les expressions de γc et Zc qui ont des propriétés utiles pour résoudre
le système différentiel (2.4-2.5).
Proposition 1. L’impédance caractéristique Zc et la constante de propagation γc définis
par les relations 2.6b et 2.6a vérifient les propriétés suivantes :
∀ ω ≥ 0, Zc(−ω) = Zc(ω), γc(−ω) = γc(ω) (2.7a)
Lorsque Y(ω) , 0, <Zc(ω) ≥ 0 (2.7b)
∀ ω > 0, r ≥ 0, g ≥ 0, <Zc(ω) > 0 (2.7c)
∀ ω > 0 et r, g tels que r + g > 0, <γc(ω) > 0 (2.7d)
∀ ω > 0, =Zc(ω) et g− r ont le même signe (2.7e)
Lorsque Y(ω) , 0 et Z(ω) , 0, Zc(ω) = Y(ω)−1γc(ω) = Z(ω)γ−1c (ω) (2.7f)
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Preuve de la Proposition 1 :
– Lorsque Y(ω) , 0, on a
<Zc(ω) =< γc(ω)G + jωC =
G<γc(ω) +ω=γc(ω)
G2 +ω2C2
≥ 0
– Lorsque ω > 0, Y(ω) , 0 et Zc(ω) est bien définie.
Si =γc(ω) = 0, alors γ2c(ω) ≥ 0 et =γ2c(ω) = ω(RC + GL) = 0, d’où R = G = 0 et
γ2c(ω) = −ω2LC < 0, impossible, d’où =γc(ω) > 0 et la propriété (2.7c) suit.
– Supposons ω(RC + GL) > 0 et <γc(ω) = 0. Alors γc , 0 est imaginaire pur, d’où
γ2c(ω) < 0 et de nouveau, =γ2c(ω) = 0, d’où ω(RC +GL) = 0, ce qui est impossible,
d’où la propriété (2.7d).
– Etudions le signe de =Zc(ω). On a,
Z2c (ω) =
RG +ω2LC + jω(LG−RC)
G2 +ω2C2
=
L
C
rg +ω2 + jω(g− r)
g2 +ω2
En particulier, tan
(
φ
(
Z2c (ω)
))
=
ω(g− r)
rg +ω2
avec φ
(
Z2c (ω)
)
∈]− pi
2
,
pi
2
[.
Pour g = r, on a φ
(
Z2c (ω)
)
= 0 et =Zc = 0. Pour g , r, φ
(
Z2c (ω)
)
et =Zc(ω) ont le
même signe, d’où la propriété (2.7e).
– Finalement, (2.7f) est évident.

Remarque 9. Nous avons une relation simple entre l’impédance caractéristique Zc et la
constante de propagation γc et les paramètres R, L, G et C : ∀ω > 0, on tire de (2.6)
R=<(γc(ω)Zc(ω)),L= 1
ω
=(γc(ω)Zc(ω)),C = 1
ω
=
(
γc(ω)
Zc(ω)
)
,G =<
(
γc(ω)
Zc(ω)
)
(2.8)
2.2.2 Hypothèses sur les pertes et les impédances de charges pour l’existence
d’une solution unique
La solution du système différentiel (2.4) s’écrit ainsi, en fonction de V−(ω) et V+(ω) à
déterminer avec les conditions aux bords (2.5) :
V(ω,z) = V−(ω)e(−γc(ω)(z−zg)) + V+(ω)e(γc(ω)(z−zd)) (2.9a)
Zc(ω)I(ω,z) = V−(ω)e(−γc(ω)(z−zg))−V+(ω)e(γc(ω)(z−zd)) (2.9b)
ce qui, combiné avec (2.5) donne un système en V−(ω) et en V+(ω) :
(Zc(ω)+Zg(ω))V−(ω)+(Zc(ω)−Zg(ω))V+(ω)e(−γc(ω)`) = Zc(ω)Vg(ω) (2.10a)
−(Zd(ω)−Zc(ω))V−(ω)e(−γc(ω)`)+(Zd(ω)+Zc(ω))V+(ω) = Zc(ω)Vd(ω) (2.10b)
Le système des équations (2.10) admet une unique solution sous certaines hypothèses. Dans
la suite, nous distinguons la solution en continu (ω = 0) et la solution pour ω > 0.
La relation (2.9b) découle de l’équation Z(ω)I(ω,z) = −∂V(ω,z)
∂z
en utilisant les formules
(2.6) faisant apparaitre l’impédance caractéristique.
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Hypothèses pour l’existence d’une solution en continu (ω = 0).
– Lorsque G = 0, le système (2.4-2.5) se réduit à I(ω,z) = I (constant) et aux relations
suivantes :
V(0,z)−V(0,zg) + RI(z− zg) = 0 (2.11)
V(0,zg) + Zg(0)I(0,zg) = Vg(0) (2.12)
V(0,zd)−Zd(0)I = Vd(0) (2.13)
soit
(
R`+ Zd(0) + Zg(0)
)
I = Vg(0)−Vd(0). Il est nécessaire donc que :
R`+ Zd(0) + Zg(0) , 0
pour que ce comportement en régime continu existe. Cela comprend les cas de cir-
cuits ouverts, Zd(0) ou Zg(0) = +∞, pour lesquels I = 0.
– Lorsque G , 0, le système (2.10) a une solution unique si et seulement si√ RG +Zg(0)
Zd(0)+ √ RG
+Zd(0)−√ RG
√ RG−Zg(0)
e(−2√RG`),0
soit encore√
R
G
(
Zg(0)+Zd(0)
)(
1+e(−2
√
RG`)
)
+
√ RG +Zg(0)Zd(0)
(1−e(−2√RG`)),0
On voit qu’il n’y a de solution dans ce cas que si et seulement si R > 0, ce qu’on
supposera.
Hypothèses pour l’existence d’une solution lorsque ω > 0
Dans le cas ω > 0, une hypothèse couramment vérifiée consiste à supposer les charges
dissipatives :
<Zg(ω) ≥ 0, <Zd(ω) ≥ 0 ∀ω ≥ 0
On a bien R`+Zd(0)+Zg(0) , 0 car<(R`+ Zd(0) + Zg(0)) > 0 : le problème en continu est
bien posé.
De (2.7c), on déduit que<(Zx(ω) + Zc(ω))> 0, x = g,d, on peut alors définir les coefficients
de réflexion à gauche et à droite :
ρg =
Zg−Zc
Zg + Zc
, ρd =
Zd −Zc
Zd + Zc
(2.14)
On a ici Y(ω) , 0 et Z(ω) , 0 et le système (2.4-2.5) est équivalent à (2.10) qui a une
solution unique si et seulement si 1−ρg(ω)ρd(ω)e(−2γc(ω)`) , 0. D’après (2.7d), e(−2γc(ω)`) <
1. Pour éliminer les modes propres de la ligne, il suffit donc de pouvoir supposer que
|ρg(ω)| ≤ 1 et |ρd(ω)| ≤ 1.
Pour une impédance de charge ZL =RL+ jXL avec RL≥0, notons ρL = ZL−ZcZL + Zc . On a,
|ρL|2 = 1−4RL<Zc + XL=Zc|ZL + Zc|2 et |ρL| ≤ 1 si et seulement si RL<Zc + XL=Zc ≥ 0
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Pour =Zc = 0, on retrouve que la condition usuelle, RL ≥ 0 suffit. Mais dans notre cas, Zc
n’est pas réelle, contrairement au cas d’une impédance de référence que l’on choisit (on
rencontrera cette situation plus loin). Il suffit ici de supposer que XL et =Zc ont le même
signe, c’est à dire le signe de g− r pour avoir |ρg(ω)| ≤ 1.
En pratique, g r, on supposera donc g− r < 0, ce qui permet de résumer les hypothèses
utiles ainsi :
H 1. Les termes de pertes r et g sont considérées tels que :
r > 0, r >> g (2.15)
H 2. Les impédances de charges Zg et Zd connectées aux deux extrémités de la ligne véri-
fient la relation (1.12) et,
∀ ω ≥ 0, <Zx(ω) ≥ 0, ∀ ω > 0 =Zx(ω) ≤ 0, x=g, d (2.16)
Remarque 10. Dans les cas particuliers suivants, nous avons les valeurs de l’impédance
de charge Zd et du coefficient de réflexion à droite ρd d’après (2.14) ainsi :
– court circuit à l’extrémité droite de la ligne :
Zd = 0 ce qui correspond à ρd = −1
– circuit ouvert à l’extrémité droite de la ligne :
Zd = +∞ ce qui correspond à ρd = 1
– adaptation de la charge à droite à la ligne :
Zd = Zc ce qui correspond à ρd = 0
Par symétrie, les cas particuliers de court circuit, de circuit ouvert ou d’adaptation de
charge à l’extrémité gauche de la ligne peuvent également être rencontrés.
Dans la suite, par abus de langage, nous parlons de “perturbation de charge à droite” en
se référant au coefficient de réflexion à droite ρd.
2.2.3 Calcul de la solution harmonique pour une ligne homogène
Après l’introduction des hypothèses H1 et H2, nécessaires pour l’existence et l’unicité
des solutions des équations des télégraphistes, on résout le système des équations (2.10).
On a :
V−(ω) =
Zc
1−ρgρde−2γc`
(
Vg
Zg + Zc
+ρge−γc`
Vd
Zd + Zc
)
(2.17a)
V+(ω) =
Zc
1−ρgρde−2γc`
(
ρde−γc`
Vg
Zg + Zc
+
Vd
Zd + Zc
)
(2.17b)
En combinant ces expressions avec les équations de (2.9), on obtient une expression expli-
cite de la solution V(ω,z), I(ω,z) du système différentiel (2.4-2.5).
42 Chapitre 2. Modèle d’une ligne uniforme
Remarque 11. Selon les valeurs des tensions des sources Vg et Vd et des impédances de
charge Zg et Zd, nous distinguons les cas particuliers suivants :
– Absence de la source à droite (Vd = 0) et impédance de charge Zg adaptée à la ligne :
V−(ω) =
Vg
2
, V+(ω) =
Vg
2
ρde−γc` (2.18a)
– Absence de la source à droite (Vd = 0) et impédance de charge Zd adaptée à la ligne :
V−(ω) =
ZcVg
Zg + Zc
, V+(ω) = 0 (2.19a)
Nous ferons appel à l’utilisation de matrices convenables afin d’éclaircir la structure de
la solution des équations des télégraphistes dans le régime harmonique.
2.2.4 Matrices d’impédance et de transmission de la ligne
On déduit de (2.9) que pour tout z ∈ [zg,zd],
2V−(ω) = (V(ω,z) + Zc(ω)I(ω,z))e(γc(ω)(z−zg)),
2V+(ω) = (V(ω,z)−Zc(ω)I(ω,z))e(−γc(ω)(z−zd))
On a en particulier, écrivant ces relations en z = zg et z = zd :
V(ω,zg) + Zc(ω)I(ω,zg) = (V(ω,zd) + Zc(ω)I(ω,zd))e(γc(ω)`), (2.21a)
V(ω,zg)−Zc(ω)I(ω,zg) = (V(ω,zd)−Zc(ω)I(ω,zd)) exp(−γc(ω)`) (2.21b)
On en déduit des représentations de la ligne vue comme un quadripôle (en respectant la
convention de signe des quadripôles pour les courants).
La matrice d’impédance Z(zg,zd,ω).
Elle est définie ainsi : (
V(ω,zg)
V(ω,zd)
)
= Z(zg,zd,ω)
(
I(ω,zg)
−I(ω,zd)
)
, avec (2.22a)
Z(zg,zd,ω) =
Zc(ω)
sinh(γc(ω)`)
(
cosh(γc(ω)`) 1
1 cosh(γc(ω)`)
)
(2.22b)
Définissons la matrice suivante des impédances de charge :
ZL(ω) =
(
Zg(ω) 0
0 Zd(ω)
)
Le système (2.4) qui vient d’être résolu est équivalent au système suivant en I(ω,zg) et
I(ω,zd) : (
Z(zg,zd,ω) + ZL(ω)
) ( I(ω,zg)
−I(ω,zd)
)
=
(
Vg(ω)
Vd(ω)
)
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La matrice de transmission T(zg,zd,ω).
On déduit aussi de (2.21) la matrice de transmission de la ligne T(zg,zd,ω) :(
V(ω,zg)
I(ω,zg)
)
= T(zg,zd,ω)
(
V(ω,zd)
I(ω,zd)
)
, avec (2.23a)
T(zg,zd,ω) =
(
cosh(γc(ω)`) Zc(ω) sinh(γc(ω)`)
Z−1c (ω) sinh(−γc(ω)`) cosh(γc(ω)`)
)
(2.23b)
2.2.5 Le modèle des signaux au point de test de la ligne
Le point test de la ligne correspond à l’extrémité gauche de la ligne au point zg. C’est
en ce point que les mesures sont réalisées.
On supposera que pendant les tests, Vd = 0. On a donc avec (2.17) :
V−(ω) =
1
1−ρgρde−2γc`
Zc
Zg + Zc
Vg, V+(ω) = ρde−γc`V−(ω) (2.24)
On obtient avec les expressions des tension et courant de (2.9) évalués au point de test et
d’après les formules (2.18) :
V(ω,zg, t) = V−(ω)e jωt
(
1 +ρde−2γc(ω)`
)
(2.25a)
I(ω,zg, t) = Zc(ω)−1V−(ω)e jωt
(
1−ρde−2γc(ω)`
)
(2.25b)
D’où l’expression des signaux au point de test en fonction des caractéristiques de la propa-
gation et des conditions expérimentales :
V(ω,zg, t) =
1 +ρd(ω)e−2γc`
1−ρg(ω)ρd(ω)e−2γc(ω)`
Zc(ω)
Zg(ω) + Zc(ω)
Vg(ω)e jωt (2.26a)
I(ω,zg, t) =
1−ρd(ω)e−2γc`
1−ρg(ω)ρd(ω)e−2γc(ω)`
Vg(ω)
Zg(ω) + Zc(ω)
e jωt (2.26b)
2.3 Caractéristiques de la propagation sur la ligne
Les caractéristiques de la propagation s’expriment en fonction des pertes et nous ver-
rons qu’ils font intervenir d’autres caractéristiques comme l’affaiblissement linéique, la vi-
tesse de phase..., qui sont à l’origine de la dissipation et de la dispersion d’un signal. Nous
donnerons également quelques propriétés utiles de ces caractéristiques. Enfin, nous mon-
trerons la structure générale de la solution harmonique des équations des Télégraphistes ce
qui nous permettra de comprendre l’influence des pertes sur celles-ci.
2.3.1 Calcul des caractéristiques de la propagation en fonction des pertes
Le but de cette section est d’exprimer les caractéristiques de la propagation Zc et γc
en fonction des pertes r et g que l’on cherche à estimer dans le problème inverse. Nous
verrons que ces caractéristiques s’expriment en fonction de α et β qui font intervenir des
paramètres comme l’affaiblissement linéique, la vitesse de phase et le facteur de vitesse de
phase très utile pour le problème inverse (estimation des faibles pertes r et g).
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Affaiblissement linéique A, vitesse de phase cφ et facteur de vitesse de phase Fφ
Calcul de γc et de Zc. On a formellement
γc(ω) =
1
c0
√
(r + jω)(g + jω), Zc(ω) = Zc0
√
r + jω
g + jω
(2.27)
Précisons le sens de (2.27). Dans le cas sans perte (r = g = 0) on a simplement γc(ω) =
jω
c0
et Zc(ω) = Zc0, ce qui conduit, par comparaison, à introduire les notations suivantes :
γc(ω) := A(ω) + j
ω
cφ(ω)
(2.28)
Pour le calcul des parties réelles et imaginaires de γc, il est commode d’écrire :
γc(ω) =
α(ω) + jβ(ω)
c0
avec α(ω) := c0A(ω), β(ω) := c0
ω
cφ(ω)
(2.29)
On vérifie alors que (2.6a) conduit aux formules suivantes (voir Section A.1) :
2α(ω)β(ω) = ω(r + g) et α(ω)2−β(ω)2 +ω2 = rg (2.30a)
α(ω)=
√
(r+g)2−
(√
r2+ω2− √g2+ω2)2
2
,
β(ω)=
√(√
r2+ω2 +
√
g2+ω2
)2−(r+g)2
2
(2.30b)
Facteur de vitesse de phase Fφ. On donne sa définition et quelques propriétés utiles par
la suite :
Fφ(ω) :=
cφ(ω)
c0
(2.31)
A(ω) =
r + g
2c0
Fφ(ω) (2.32)
Fφ(ω) =
ω
β(ω)
=
2α(ω)
r + g
=
√√
1−
 √r2 +ω2− √g2 +ω2r + g
2 (2.33a)
ω2
F2φ(ω)
=
(√
r2+ω2 +
√
g2+ω2
)2−(r+g)2
4
(2.33b)
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En supposant que r + g > 0, vérifié en pratique, on a :
1−F2φ(ω) =
(√
r2 +ω2− √g2 +ω2)2
(r + g)2
=
(r−g)2(√
r2 +ω2 +
√
g2 +ω2
)2 (2.34a)
1−F2φ(ω) =
r−g
r + g
√
r2 +ω2− √g2 +ω2√
r2 +ω2 +
√
g2 +ω2
(2.34b)
lim
ω→0 Fφ(ω) =
2
√
rg
r + g
, lim
ω→+∞Fφ(ω) = 1 (2.34c)
Fφ
dFφ
dω
=
ω
(r + g)2
(√
r2 +ω2− √g2 +ω2)2√
(r2 +ω2)(g2 +ω2)
≥ 0 (> 0 si r > g) (2.34d)
Remarque. Lorsque r = g (condition de Heaviside), on a, avec (2.34a), Fφ = 1 : la vitesse
de phase est constante (absence de distorsion). Dans l’application présente, on a plutôt
r g, d’où :
Fφ(ω)est strictement croissant en ω de Fφ(0) =
2
√
rg
r + g
≈
√
g
r
à Fφ(∞) = 1. (2.35)
Calcul de Zc.
D’après (2.6b), on a :
Zc(ω) =
1
C
γc
g + jω
= Zc0
α(ω) + jβ(ω)
g + jω
= Zc0
gα(ω) +ωβ(ω)− j(ωα(ω)−gβ(ω))
g2 +ω2
, d’où
Zc(ω) = Zc0
ωβ(ω)
g2 +ω2
[
1 +
gα(ω)
ωβ(ω)
− j
(
α(ω)
β(ω)
− g
ω
)]
, avec
α(ω)
β(ω)
=
(r + g)ω
2β2(ω)
(2.36)
2.3.2 Décomposition de la solution harmonique en ondes incidente et réflé-
chie
Nous nous restreignons à présenter la structure de la solution correspondant à la tension
mais l’expression reste analogue pour le courant.
Structure générale de la solution harmonique (1.9)
La solution en temps V(ω,z, t), I(ω,z, t) apparaît comme la superposition d’une onde inci-
dente V−(ω,z, t) et d’une onde réfléchie V+(ω,z, t). On a
V(ω,z, t) = V−(ω,z, t) + V+(ω,z, t) (2.37a)
Zc(ω)I(ω,z, t) = V−(ω,z, t)−V+(ω,z, t) (2.37b)
avec, V−(ω) et V+(ω) étant donnés par (2.17), la solution en temps et en espace est alors
(en prenant des origines de phases en zg et zd pour les ondes incidentes et réfléchies) :
V+(ω,z, t) = V+(ω)e( jωt+γc(ω)(z−zd)) (2.38a)
V−(ω,z, t) = V−(ω)e( jωt−γc(ω)(z−zg)) (2.38b)
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Utilisant (2.28), on écrit (2.38) sous la forme (2.39) qui montre que la vitesse de phase
de V−(ω,z, t) est cφ(ω) > 0 (l’onde est bien incidente) et celle de V+(ω,z, t) est −cφ(ω) < 0
(l’onde est bien réfléchie). De plus les deux ondes sont atténuées au cours de la propagation
avec l’affaiblissement linéique A > 0.
V−(ω,z, t) = V−(ω)e(−A(ω)(z−zg))e
[
jω
(
t− z−zgcφ(ω)
)]
, (2.39a)
V+(ω,z, t) = V+(ω)e(−A(ω)(zd−z))e
[
jω
(
t+ z−zdcφ(ω)
)]
(2.39b)
Les ondes incidente et réfléchie étant introduites, nous définissons le coefficient de réflexion
à gauche au point test de la ligne, représentant la mesure de l’expérience de réflectométrie,
comme le rapport de l’onde réfléchie évaluée au point test de la ligne sur l’onde incidente
évaluée au point test de la ligne.
Coefficient de réflexion
Le coefficient de réflexion à gauche est défini d’après (2.38) ainsi en prenant Vd = 0 :
ρg(ω,z) :=
V+(ω)e( jωt+γc(ω)(z−zd))
V−(ω)e( jωt−γc(ω)(z−zg))
∣∣∣∣
Vd=0
= ρde−γc(`+zd+zg−2z) (2.40)
De la même façon, nous définissons le coefficient de réflexion à droite en prenant Vg = 0 :
ρd(ω,z) :=
V−(ω)e( jωt−γc(ω)(z−zg))
V+(ω)e( jωt+γc(ω)(z−zd))
∣∣∣∣
Vg=0
= ρge−γc(`+2z−zd−zg) (2.41)
En pratique, nous mesurons les coefficients de réflexion à gauche ou à droite :
ρg(ω,zg) = ρde−2γc`, ρd(ω,zd) = ρge−2γc` (2.42)
Nous retrouvons ces coefficients dans la matrice de scattering que nous verrons plus loin
dans la section 2.3.4.
2.3.3 Autres caractéristiques de la propagation et propriétés
Dans cette section, nous définirons d’autres caractéristiques de la propagation et don-
nerons quelques propriétés les concernant.
Nous définissons le retard de phase qui sera la quantité clé utilisé dans la méthode d’esti-
mation décrite un peu plus loin. C’est cette quantité qui sera le lien entre les mesures de
tension et courant complexifiés et les paramètres primaires de la ligne, r et g. Puis nous
définierons et donnerons quelques propriétes de la vitesse de groupe ainsi que le facteur de
vitesse de groupe qui seront utiles pour la suite.
Retard de phase τφ
Nous définissons le retard de phase ainsi :
τφ(ω,`) :=
`
cφ(ω)
=
`
c0Fφ(ω)
(2.43)
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Vitesse de groupe cg
En utilisant le nombre d’onde k(ω) := ωcφ(ω) =
β(ω)
c0
, les phases des ondes incidente et
réfléchie s’écrivent respectivement ainsi d’après (2.39) :
φ− = ωt− k(ω)
(
z− zg
)
, φ+ = ωt + k(ω) (z− zd)
Cette fonction k(ω) de la pulsation est l’inverse de l’usuelle relation de dispersion ω(k).
Contrairement au cas sans perte la vitesse de phase cφ(ω) dépend ici de la fréquence. Une
onde de forme quelconque aura donc ses composantes harmoniques qui se propageront à
des vitesses différentes. Rappelons la définition de la vitesse de groupe qui est utile dans
ce cas. Comme fonction de k elle est donnée par cg(k) :=
dω(k)
dk et comme fonction de ω par
cg(ω) :=
(
dk(ω)
dω
)−1
= c0
(
dβ(ω)
dω
)−1
. Autrement dit, on définit la vitesse de groupe cg comme la
dérivée de l’application
β
c0
→ ω (relation de dispersion), c’est à dire l’inverse de la dérivée
de l’application inverse ω→ βc0 , soit, en notant β′ =
dβ
dω
:
cg(ω) :=
c0
β′(ω)
(2.44)
Facteur de vitesse de groupe Fg
On le définit ainsi :
Fg(ω) :=
cg
c0
(2.45)
Utilisant (2.30), (2.43), les caractéristiques de la propagation s’écrivent ainsi en fonction
des pertes r et g (voir Section A.2) :
Fg(ω) =
1
β′(ω)
=
1
Fφ(ω)
4
√
(r2 +ω2)(g2 +ω2)(√
r2 +ω2 +
√
g2 +ω2
)2 (2.46a)
La formule (2.46a) suggère d’introduire le facteur de vitesse d’impulsion Fp associé à
la vitesse d’impulsion cp qui est définie comme la moyenne géométrique des vitesses de
phase et de groupe. On a :
cp(ω) :=
√
cφ(ω)cg(ω), Fp(ω) :=
cp(ω)
c0
(2.47a)
F2p(ω) =
ω
β(ω)β′(ω)
= Fφ(ω)Fg(ω) =
4
√
(r2 +ω2)(g2 +ω2)(√
r2 +ω2 +
√
g2 +ω2
)2 (2.47b)
48 Chapitre 2. Modèle d’une ligne uniforme
On vérifie en particulier que Fp a les propriétés suivantes (voir Section A.2) :
ω
2
dF2φ
dω
= F2φ
1− F2φF2p
 (2.48a)√
1−F2p =
√
r2 +ω2− √g2 +ω2√
r2 +ω2 +
√
g2 +ω2
(2.48b)
Fφ
√
F2p−F2φ√
1−F2p
=
2ω
r + g
(2.48c)
1−F2φ(ω)√
1−F2p
=
r−g
r + g
(2.48d)
On déduit de cela et de (2.47b) la propriété suivante :
∀ω ∈ [0,+∞[, F2φ(ω) < F2p(ω) < 1 (2.49)
2.3.4 Matrice de scattering de la ligne
Ondes de puissance et matrice de scattering S(zg,zd,ω).
La matrice de scattering associe les ondes sortantes aux ondes entrantes extérieures.
On a, avec (2.17), (2.38), pour les ondes sortantes :
V+(ω,zg, t) =
Zce−γc`e jωt
1−ρgρde−2γc`
(
ρde−γc`
Vg
Zg + Zc
+
Vd
Zd + Zc
)
V−(ω,zd, t) =
Zce−γc`e jωt
1−ρgρde−2γc`
(
Vg
Zg + Zc
+ρge−γc`
Vd
Zd + Zc
)
Les ondes entrantes extérieures résultent uniquement de la source du même côté. Ce sont :
V−(ω,zg, t)|Vd=0 = V−(ω)|Vd=0e
jωt =
Zc
1−ρgρde−2γc`
Vge jωt
Zg + Zc
V+(ω,zd, t)|Vg=0 = V+(ω)|Vg=0e
jωt =
Zc
1−ρgρde−2γc`
Vde jωt
Zd + Zc
Nous avons donc (
V+(ω,zg, t)
V−(ω,zd, t)
)
= S(zg,zd,ω)
(
V−(ω,zg, t)|Vd=0
V+(ω,zd, t)|Vg=0
)
, avec (2.50a)
S(zg,zd,ω) =
(
ρde−2γc` e−γc`
e−γc` ρge−2γc`
)
(2.50b)
Les coefficients diagonaux de la matrice de scattering représentent respectivement les coef-
ficients de réflexion à gauche et à droite donnés par (2.42). Les coefficients antidiagonaux
représentent respectivement les coefficients de transmission à gauche et à droite, notés
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tg(ω,zg) et td(ω,zd).
Ils sont déterminés ainsi :
ρg(ω,zg) =
V+(ω,zg, t)
V−(ω,zg, t)
∣∣∣∣
V+(ω,zd ,t)=0
; ρd(ω,zd) =
V−(ω,zd, t)
V+(ω,zd, t)
∣∣∣∣
V−(ω,zg,t)=0
(2.51)
tg(ω,zg) =
V+(ω,zg, t)
V+(ω,zd, t)
∣∣∣∣
V−(ω,zg,t)=0
; td(ω,zd) =
V−(ω,zd, t)
V−(ω,zg, t)
∣∣∣∣
V+(ω,zd ,t)=0
(2.52)
2.4 Résumé du modèle direct : de r et g aux mesures électriques
Les paramètres supposés connus sont :
- Paramètres de la ligne : L et C ou de façon équivalente, c0 et Zc0.
- Paramètres côté test : Zg(ω), Vg(ω)e( jωt).
Les paramètres connus approximativement sont :
- Paramètres de la ligne : `, ρd(ω).
Les paramètres inconnus sont : r et g.
Dans cette section, nous décomposons le modèle direct (des paramètres caractéristiques de
la ligne r et g aux mesures électriques) en trois sous problèmes directs qui nous permettront
d’étudier les problèmes inverses associés et ainsi comprendre la stratégie d’estimation qui
a été adoptée, décrite dans le chapitre 3.
2.4.1 Modèle I : de r et g aux caractéristiques de la propagation
D’après (2.29), (2.30), (2.36) :
β(ω)=
√(√
r2+ω2 +
√
g2+ω2
)2−(r+g)2
2
, Fφ(ω) =
ω
β(ω)
, α(ω) =
r + g
2
Fφ(ω) (2.53a)
A(ω) =
r + g
2c0
Fφ(ω), cφ(ω) = c0Fφ(ω) (2.53b)
γc(ω)= A(ω) + j
ω
cφ(ω)
, Zc(ω) = Zc0
ωβ(ω)
g2 +ω2
[
1 +
gα(ω)
ωβ(ω)
− j
(
α(ω)
β(ω)
− g
ω
)]
(2.53c)
Zc(ω) = Zc0
ωβ(ω)
g2 +ω2
[
1− jα(ω)
β(ω)
+
g
ω
(
α(ω)
β(ω)
+ j
)]
= Zc0
ωβ(ω)
g2 +ω2
(
1− jα(ω)
β(ω)
)(
1 + j
g
ω
) (2.54)
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2.4.2 Modèle II : des caractéristiques de la propagation aux signaux au point
de test
D’après (2.26) :
V(ω,zg, t) =
1 +ρd(ω)e(−2γc(ω)`)
1−ρg(ω)ρd(ω)e(−2γc(ω)`)
Zc(ω)
Zg(ω) + Zc(ω)
Vg(ω)e( jωt) (2.55a)
I(ω,zg, t) =
1−ρd(ω)e(−2γc(ω)`)
1−ρg(ω)ρd(ω)e(−2γc(ω)`)
Vg(ω)
Zg(ω) + Zc(ω)
e( jωt) (2.55b)
Trois autres sorties de ce modèle sont intéressantes car chacune intègre les effets les carac-
téristiques de la ligne et de ses charges :
- L’impédance apparente en zg, Zapp(ω,zg) ;
- Le coefficient de réflexion à gauche en zg, ρg(ω,zg), rapport des ondes V±(ω,zg, t).
- La puissance moyenne en zg, P(ω,zg) : Utilisant (2.24), (2.56b) et (2.26), on a
Zapp(ω,zg) :=
V(ω,zg, t)
I(ω,zg, t)
(2.56a)
ρg(ω,zg) :=
V+(ω,zg, t)
V−(ω,zg, t)
= ρde−2γc(ω)` (2.56b)
P(ω,zg) :=
1
T
∫ T
0
V(ω,zg, t)I∗(ω,zg, t)dt. (2.56c)
Zapp(ω,zg) = Zc(ω)
1 +ρg(ω,zg)
1−ρg(ω,zg) (2.57)
2.4.3 Modèle III : des signaux complexes aux mesures échantillonnée à la
période Te
Ce modèle consiste à faire le lien entre les signaux complexes utiles en mathématiques
et les signaux utilisés en pratique. En effet, les seules mesures que nous faisons au point
test de la ligne sont les tension et courant réels.
Ici, nous utilisons le terme “mesures” pour parler des données synthétiques. En effet, nous
ne faisons pas intervenir le bruit du aux appareils de mesure. L’échantillonnage des me-
sures définies en (1.14) conduit à, pour n ∈ {1, ...,N} (avec N le nombre d’échantillons des
mesures de tension et courant réels) :
v(ω,zg,nTe) =
√
2<
(
V(ω,zg,nTe)
)
, i(ω,zg,nTe) =
√
2<
(
I(ω,zg,nTe)
)
(2.58)
Chapitre 3
Estimation des pertes d’une ligne
homogène : orientation
Dans ce chapitre, nous présenterons une étude du problème inverse : partant des me-
sures électriques de tension et courant réels, estimer les paramètres caractéristiques r, g
dans le cas de la ligne homogène avec perte. Remarquons que dans la littérature, les pro-
blèmes inverses actuels qui ont été étudiés sont ceux de l’inverse scattering [76, 65, 11, 44]
partant de la mesure du coefficient de réflexion (mesure de l’expérience de réflectomé-
trie) et remonter aux paramètres caractéristiques de la ligne. Cependant ces problèmes ne
peuvent être appliqués dans le cas particulier d’estimation du faible défaut g vérifiant l’hy-
pothèse 1 que l’on rappelle ici g<< r et dans le cas de grande longueur de câble (coefficient
de réflexion très faible).
Nous proposons donc une stratégie d’estimation de ces paramètres où nous présenterons et
décomposerons le problème inverse en 3 sous problèmes inverses associés aux problèmes
directs présentés au chapitre 2. Nous verrons par la suite que l’estimation des paramètres
r et g n’est pas si évidente même dans le cas de la ligne homogène. En effet, un choix im-
posé par les contraintes matérielles sera fait et nous exposerons une autre stratégie faisant
intervenir la phase du coefficient de réflexion.
3.1 Remarques sur l’inversion des divers modèles
Dans cette section, nous présenterons le problème inverse qui à partir des mesures réels
de tension et courant nous permet de remonter aux paramètres caractéristiques normalisés
r et g. Ce problème est décomposé en trois sous problèmes inverses qui seront exposés ansi
que les problèmes rencontrés. Nous verrons que les contraintes imposées pour être dans les
conditions Inscan ne nous permettrons pas d’utiliser les formules naturelles d’impédance
caractéristique et de la constante de propagation dépendant des paramètres caractéristiques
primaires.
3.1.1 Inversion du Modèle III : reconstruction de V et I
Pour étudier le problème inverse, nous avons besoin de travailler avec des signaux
complexes puisque le régime harmonique correspond à la complexification de ce régime.
Le modèle III consiste donc à reconstruire les tension et courant complexes à partir des
tension et courant réels mesurés.
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La complexification des mesures électriques faites en zg fournit pour chaque ω des estima-
tions de V(ω,zg, t) et I(ω,zg, t). Une méthode générale consiste à utiliser la transformation
de Hilbert [24], qui permet de calculer le signal analytique
fa(t) := f (t) + jH{ f (t)} avecH{ f (t)} := 1
pit
∗ f (t) (en valeur princiaple).
Cependant, dans le cas particulier actuel de signaux harmoniques, il est possible de recons-
truire plus simplement un signal en quadrature de façon précise (voir par exemple [37]) :
il suffit de retarder le signal mesuré d’un nombre d’échantillons ∆(ω) tel que :
ω∆(ω)Te =
pi
2
.
Les tensions et courants complexes en z = zg sont donc estimés ainsi,
pour k = 1, ...,n :
Vˆ(ω,zg,kTe) =
1√
2
(
v(ω,zg,kTe) + jv(ω,zg, (k−∆(ω))Te))
)
(3.1a)
Iˆ(ω,zg,kTe) =
1√
2
(
i(ω,zg,kTe) + ji(ω,zg, (k−∆(ω))Te))
)
(3.1b)
3.1.2 Inversion du Modèle II : reconstruction de γc et Zc
Dans cette sous-section, nous présentons une approche permettant d’extraire les pa-
ramètres secondaires de la ligne à partir des données de tension et courant complexes via
l’impédance apparente. En effet, nous voulons reconstruire les paramètres secondaires γc et
Zc à partir des estimations de tension et courant complexifiés. Nous estimons dans un pre-
mier temps l’impédance apparente au point zg. Puis, dans un second temps, nous estimons
la constante de propagation γc et l’impédance caractéristique Zc en utilisant l’estimation de
cette impédance apparente.
3.1.2.1 Estimation de γc et Zc
Nous présentons une méthode d’estimation des paramètres secondaires γc et Zc ayant
besoin de deux expériences différentes.
Estimation de Zapp. Utilisant (3.1) et (2.56), il est naturel de définir d’abord une estimation
de Zapp(ω,zg), par exemple pour k = 1, ...,n :
Zˆapp(ω,zg) =
 n∏
1
Zˆapp(ω,zg,k)
1/n avec Zˆapp(ω,zg,k) = Vˆ(ω,zg,kTe)Iˆ(ω,zg,kTe) , (3.2)
Estimation de Zc et γc Une méthode possible consiste à utiliser les estimations de Zapp
dans deux situations différentes, par exemple un circuit ouvert, ie ρd = 1, et à un court-
circuit, ie ρd = −1, en zd. Notons Zˆapp,co(ω,zg) et Zˆapp,cc(ω,zg) les impédances correspon-
dantes. Utilisant (2.14), on a alors respectivement ρd,co = 1 et ρd,cc = −1, d’où, avec (2.57),
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Zc(ω)2 = Zapp,co(ω,zg)Zapp,cc(ω,zg). Il est alors naturel de définir l’estimation suivante de
Zc :
Zˆc(ω) :=
√
Zˆapp,co(ω,zg)Zˆapp,cc(ω,zg) avec ∀ω ≥ 0, <Zˆc(ω) ≥ 0. (3.3)
De même pour γc, nous pouvons en déduire l’estimation à partir des formules suivantes
exprimant les impédances apparentes dans le cas du court circuit et du circuit ouvert en
fonction de Zc et γc :
Zapp,co(ω,zg) = Zc(ω)cothγc(ω)` (3.4)
Zapp,cc(ω,zg) = Zc(ω) tanhγc(ω)` (3.5)
D’où nous définissons l’estimation de γc de la façon suivante :
γˆc(ω) :=
1
`
arctanh
√
Zˆapp,cc(ω,zg)
Zˆapp,co(ω,zg)
(3.6)
Remarque 12. Nous avons utilisé le cas particulier du court-circuit et circuit ouvert parce
que le calcul est plus simple pour estimer Zc et γc mais nous pouvons généraliser cette
approche en utilisant 2 charges quelconques et différentes de l’impédance caractéristique
pour les estimer. De plus, dans l’application qui nous concerne, il n’est pas possible de se
placer dans les situations de circuit ouvert ou de court-circuit lorsqu’on le souhaite. La
généralisation de cette approche permettra de contourner ce problème.
La connaissance de la longueur de la ligne est nécessaire pour estimer γc dans le cas où
l’on utilise cette approche (voir la formule 3.6)
Généralisation de cette approche
Soient Zd1 et Zd2 deux charges différentes en bout de ligne et telles que Zdi , Zc, avec
i = 1,2.
Soient Zˆapp,zd1(ω,zg) et Zˆapp,zd2(ω,zg) les impédances apparentes correspondant respective-
ment aux expériences où l’on a placé Zd1 et Zd2 en bout de ligne.
Nous définissons respectivement les estimations de γc et Zc ainsi :
Zˆc(ω) :=√√
Zˆapp,zd1(ω,zg)Zd1
(
Zˆapp,zd2(ω,zg)−Zd2
)
−Zˆapp,zd2(ω,zg)Zd2
(
Zˆapp,zd1(ω,zg)−Zd1
)
Zˆapp,zd2(ω,zg)−Zd2−
(
Zˆapp,zd1(ω,zg)−Zd1
)
γˆc(ω) :=
1
`
arctanh
(
1
Zˆc(ω)
Zˆapp,zd1(ω,zg)Zd1− Zˆapp,zd2(ω,zg)Zd2
Zˆapp,zd2(ω,zg)−Zd2−
(
Zˆapp,zd1(ω,zg)−Zd1
))
(3.7)
Nous avons eu besoin de faire deux expériences différentes pour estimer les paramètres
secondaires mais nous verrons une autre approche nécessitant qu’une expérience pour es-
timer γc et Zc. Nous avons choisi d’exposer cette méthode pour le paramètre secondaire γc
mais une réflexion identique nous permet d’estimer Zc.
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3.1.2.2 Autre approche d’estimation de γc
Nous présentons une autre approche qui suppose également la connaissance de la lon-
gueur de la ligne. Elle consiste à estimer la constante de propagation à partir de la connais-
sance d’une estimation de Zapp(ω,zg) et de Zc en utilisant une estimation du coefficient de
réflexion à gauche ρg(ω,zg). Nous exposons également deux approches permettant d’esti-
mer ce coefficient dont l’une a besoin de la donnée de Zapp(ω,zg) et de Zc et l’autre a besoin
de la donnée des tension et courant complexifiés ainsi que de Zc.
Estimation du paramètre secondaire γc
Une méthode possible consiste à utiliser les estimations du module et de la phase du
coefficient de réflexion au point zg dans une situation où l’on place un court-circuit en zd
(voir 3.3.1) . En utilisant (2.53c) et (2.57) et en sachant que ρd,cc = −1, on a :
Aˆ(ω) = − 1
2`
ln
(
|ρˆg(ω,zg)|
)
ln
(|ρd,cc|) = − 12` ln (|ρˆg(ω,zg)|) (3.8a)
1
cˆφ(ω)
=
1
2`ω
(
φ
(
ρd,cc
)−φ (ρˆg(ω,zg)) ) = 12`ω (pi−φ (ρˆg(ω,zg)) ) (3.8b)
D’après les formules (3.8), nous avons besoin d’une estimation du coefficient de réflexion.
Nous allons donc présenter deux approches nous permettant de l’estimer.
Estimation du coefficent de réflexion
On décrit deux méthodes possible pour estimer le coefficient de réflexion ρg(ω,zg) :
Première approche
En connaissant une estimation de Zc et de Zapp données par les formules (3.2), (3.3) et
d’après (2.57), on a
ρˆg(ω,zg) =
Zˆapp(ω,zg)− Zˆc(ω)
Zˆapp(ω,zg) + Zˆc(ω)
. (3.9)
Deuxième approche
Une autre méthode possible pour estimer ρg(ω,zg) consiste à utiliser l’estimation de Zc et
celles des tensions et courant complexes au point de test et en utilisant (2.37), on a :
Vˆ−(ω,zg,kTe) =
1
2
(
Vˆ(ω,zg,kTe) + Zˆc Iˆ(ω,zg,kTe)
)
(3.10a)
Vˆ+(ω,zg,kTe) =
1
2
(
Vˆ(ω,zg,kTe)− Zˆc Iˆ(ω,zg,kTe)
)
(3.10b)
D’ où, d’après (2.56), on a pour k = 1, ...,n :
ρˆg(ω,zg) =
 n∏
1
ρˆg(ω,zg,k)
1/n avec ρˆg(ω,zg,k) = Vˆ+(ω,zg,kTe)Vˆ−(ω,zg,kTe) , (3.11)
Cette méthode d’estimation de γc nous permet donc de l’estimer ayant recours à une charge
en bout de ligne. Une seule expérience est donc suffisante pour faire cette estimation.
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3.1.3 Inversion du Modèle I : reconstruction de r et g
Dans cette sous section, nous présentons une méthode d’estimation des paramètres
primaires r et g à partir des données des caractéristiques secondaire γc et Zc. Remarquons
qu’une méthode naturelle d’estimation r et g consisterait à utiliser le produit et le quotient
de γc et Zc.
3.1.3.1 Méthode naturelle d’estimation de r et g
Une méthode naturelle d’estimation de r et g consiste à utiliser les parties réelles et
imaginaires du produit et du quotient de γc et Zc. En effet, d’après (2.8), nous avons :
c0
Zc0
Zc(ω)γc(ω) = R + jωL = r + jω
c0Zc0
γc(ω)
Zc(ω)
= G + jωC = g + jω
rˆ(ω) = ω
<
(
γˆc(ω)Zˆc(ω)
)
=
(
γˆc(ω)Zˆc(ω)
) gˆ(ω) = ω<
(
γˆc(ω)
Zˆc(ω)
)
=
(
γˆc(ω)
Zˆc(ω)
) (3.12)
Nous rappelons les valeurs des caractéristiques pour un câble sain SNCF (R≤ 18Ω/km, L≤
0.3mH/km,C ≤ 55nF/km,G ≤ 0.2nS/km), cela donne les ordres de grandeur suivants :
r ∼ 60kHz, g ∼ 3.6mHz.
La difficulté avec cette approche tient aux ordres de grandeurs lorsqu’il s’agit d’extraire la
partie réelle de g+ jω : g est de l’ordre de 3.6mHz et ω de 40kHz. Il faudrait donc une pré-
cision meilleure que 10−7 dans l’estimation de γc(ω)Zc(ω) pour distinguer g de 0, ce qui semble
inaccessible.
Cette approche n’est donc pas exploitable.
3.1.3.2 Autre approche sous certaines hypothèses
Nous présentons une autre approche en utilisant des hypothèses physiques vérifiées en
pratique (cf. dans le chapitre 2 la section 2.1)
En effet, nous avons pour un câble sain SNCF les valeurs suivantes :
R ≤ 18Ω/km, L ≤ 0.3mH/km,C ≤ 55nF/km,G ≤ 0.2nS/km.
Le câble est donc normal pour g ≤ 36mHz qui est donc le plus petit défaut à détecter. Il ne
faudrait plus l’utiliser pour des fuites 5 fois plus grandes, soit g = 180 mHz.
On voit donc que pour le défaut le plus gros, on a gr ∼ 3×10−6. Par ailleurs, les fréquences
autorisées pour les tests doivent être supérieures à 40kHz, on a donc aussi gω ∼ 7×10−7.
Nous pouvons donc utiliser les hypothèses suivantes (cf. l’hypothèse H1 que nous rappe-
lons ici et (2.1)) :
r > 0, g << r
H 3.
g > 0, g << ω (3.13)
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Sous ces hypothèses H1 et H3, nous avons donc en haute fréquence :
γc(ω) ∼ 1c0
(r + g
2
+ jω
)
(3.14a)
Zc(ω) ∼ Zc0
(
1− j r−g
2ω
)
(3.14b)
Nous en déduisons donc :
rˆ(ω) = c0<γˆc(ω)− ωZc0
=Zˆc(ω) (3.15a)
gˆ(ω) = c0<γˆc(ω) + ωZc0
=Zˆc(ω) (3.15b)
De nouveau, le problème de précision se pose : cela nécessiterait une précision meilleure
que 10−7 dans l’estimation de la partie réelle de γc et de la partie imginaire de Zc car ici r
est de l’ordre de 60kHz.
Nous avons donc présenté deux approches d’estimation de r et g à partir des données des
paramètres caractéristiques secondaires Zc et γc. Cependant, elles ne sont pas exploitables
du fait de la difficulté du problème de détection des valeurs de g anormales. Nous allons
donc voir dans la suite comment contourner ce problème et ainsi proposer une autre straté-
gie d’estimation des paramètres primaires normalisés r et g.
Avant de présenter une méthode d’estimation des pertes r et g, nous présenterons les quanti-
tés (ie les caractéristiques de propagation mesurables) utilisées lors d’expériences actuelles
utilisées en pratique comme l’impédancemétrie ou la réflectométrie. En particulier, l’étude
de la quantité utilisée lors de l’expérience de réflectométrie, le coeffient de réflexion mesuré
au point zg de la ligne, inspirera la nouvelle méthode proposée.
3.2 Les pertes en fonction des caractéristiques mesurables
Afin de proposer une nouvelle stratégie permettant de contourner le problème énoncé
dans la section 3.1 pour pouvoir estimer r et g, nous allons présentons deux expériences qui
sont faites en pratique sur les câbles faisant intervenir d’autres caractéristiques de la pro-
pagation qui découlent directement de l’expérience et qui nous serviront dans la nouvelle
stratégie d’estimation de r et g.
Impédancemétrie
Méthode classique d’estimation de R et G. Comme la définition de Zapp(ω,zg), que nous
noterons Zg,app dans cette section, n’utilise pas la décomposition en ondes, on peut l’utiliser
en continu (ω = 0), ce qui est la base de cette méthode de mesure directe : la ligne est en
circuit ouvert (co) à droite (ρd = 1) et l’impédance est mesurée à gauche en continu. On
mesure alors l’impédance apparente
Zg,app,co(0) = Zc(0)
1 + e−2γc(0)`
1− e−2γc(0)` =
√
R
G
1 + e−2
√
RG`
1− e−2√RG`
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. De la même façon, pour la ligne en court-circuit (cc) à droite, on obtient Zg,app,cc(0) =√
R
G
1− e−2
√
RG`
1 + e−2
√
RG`
, d’où :
Zg,app,co(0) =
√
R
G
coth(
√
RG`), Zg,app,cc(0) =
√
R
G
tanh(
√
RG`) (3.16)
Pour les valeurs nominales, on a
√
RG` ≈ 10−4 et √10 fois plus grand en cas de défaut
minimal à détecter. Dans tous les cas on a donc
√
RG` 1, d’où, les informations directes
sur G et R :
Zg,app,co(0) ≈ 1G` , Zg,app,cc(0) ≈ R` (3.17)
La méthode classique permet de mesurer directement G et R.
Cependant, cette méthode ne peut être appliquée sans arrêter l’exploitation des trains.
Réflectométrie
L’expérience de réflectométrie consiste à mesurer le coefficient de réflexion à gauche
que nous allons exprimer en fonction d’autres caractéristiques de la propagation comme
l’affaiblissement linéique et le retard de phase.
Utilisant γc(ω)` = A(ω)`+ jωτφ(ω,`), cela s’écrit aussi :
V+(ω,zg, t)
V−(ω,zg, t)
= ρd exp(−2A(ω)`)exp
(
−2 jωτφ(ω,`)
)
(3.18)
Nous verrons dans la suite qu’en utilisant d’autres caractéristiques de la propagation comme
l’affaiblissement linéique et/ou le retard de phase autrement dit l’amplitude ou la phase du
coefficient de réflexion, nous pouvons estimer r et g. Cependant, l’amplitude et/ou la phase
ne pouvant pas être mesurée directement, nous allons les estimer en utilisant une technique
de traitement de signal appliquée sur les ondes incidentes et réflechies estimées au préa-
lable par le biais des tension et courant complexes et de Zc :
Utilisant (2.37) et (2.38), on a
V−(ω,zg, t) =
1
2
(
V(ω,zg, t) + Zc(ω)I(ω,zg, t)
)
= V−(ω)exp( jωt), (3.19a)
V+(ω,zg, t) =
1
2
(
V(ω,zg, t)−Zc(ω)I(ω,zg, t)
)
= V+(ω)exp( jωt−γc(ω)`) (3.19b)
3.3 Une stratégie pour l’estimation des pertes
Les charges en bout de ligne intervenant comme nous pouvons le voir dans l’amplitude
et la phase du coefficient de réflexion de (3.18), perturbent l’estimation de l’affaiblissement
linéique A et du retard de phase τφ. En effet, dans certains cas, cette perturbation ne nous
permet pas de les estimer. Par conséquent, un choix est à faire entre ces deux quantités afin
d’atténuer ces perturbations et ainsi pouvoir estimer les paramètres primaires de la ligne r
et g que l’on recherche.
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3.3.1 Le choix entre affaiblissement linéique et retard de phase
Comme il n’est pas possible de faire des mesures à basse fréquence, la méthode clas-
sique d’estimation des pertes à ω = 0, résumée par (3.17), n’est plus utilisable. En haute
fréquence, on peut rechercher l’information sur les pertes dans l’atténuation du signal
ou dans son retard de phase. Cela revient à exploiter l’amplitude ou la phase du coeffi-
cient de réflexion donné par (3.18), donc de rechercher l’information sur les pertes dans
A(ω) =
r + g
2c0
Fφ(ω) ou dans τφ(ω,`) =
`
c0Fφ(ω)
, sachant que les charges de la ligne per-
turbent l’estimation. Plus précisément, avec (2.32), (2.43) et notant φ(z) ∈]−pi,pi] la phase
du complexe z, on a :
ln
(
|ρg,app(ω)|
)
= ln (|ρd(ω)|)−2A(ω)`, φ(ρg,app(ω)) = φ (ρd(ω))−2ωτφ(ω,`) (3.20)
Suivant le choix fait de formule à exploiter dans (3.20), la perturbation sera ln(|ρd(ω)|) ou
φ (ρd(ω)) car l’information recherchée sur r et g se trouve uniquement dans les termes A ou
τφ. Deux remarques guident le choix d’une orientation :
1/ L’adaptation approchée de la charge à la ligne milite pour exploiter τφ.
- Le cas |ρd(ω)| = 1 est favorable pour exploiter A mais en pratique, il correspond à des
situations de type circuit ouvert ou court-circuit pour lesquelles la ligne n’est pas utilisable
(la charge à droite renvoie toute l’énergie reçue).
- Le cas |ρd(ω)| = 0, en théorie idéal pour la transmission, pose un problème pour la dé-
tection de défauts électriques de la ligne qui se manifeste ici par ln(|ρd(ω)|) non défini (en
pratique, très grand) et φ (ρd(ω)) est aussi non défini. En fait cette condition au bord droit
est transparente et depuis la gauche, on ne peut pas distinguer la ligne de sa charge à droite
qui est usuellement mal connue.
- Le cas d’une ligne à peu près adaptée, correspond aux situations réelles . On aura alors
|ρd(ω)| < 1 et ln(|ρd(ω)|) peut être très grand et mal connu, ce qui est très défavorable. Dans
la même situation, l’exploitation de τφ est plus favorable car souvent, Zc et Zd sont prati-
quement réels : φ (ρd(ω)) est proche, soit de 0, soit de pi et la situation est favorable pour
l’exploitation de τφ.
2/ La précision des mesures, plus grande en temps qu’en tension, milite pour exploiter
τφ.
On peut illustrer cette constatation technologique dans le cas de la mesure des retards de
phase qui sera à la base de la méthode de détection des défauts. La précision de la méthode
est liée à celle des instants de passage par zéro d’un signal sinusoïdal. Les Figures 3.1, 3.2
et 3.3 illustrent le cas typique d’un sinus à 30 kHz mesuré par un oscilloscope permettant
de quantifier le signal verticalement avec une résolution de 12 bits et d’échantillonner ho-
rizontalement avec une fréquence d’échantillonnage de 1 GHz. On utilisera dans la suite
converti sur 12 bits, 1 GHz pour désigner un signal quantifié en tension à 12 bits et échan-
tillonné en temps à 1 GHz. Le bruit de phase introduit par les instruments nous a conduit
à utiliser un filtrage à déphasage nul du signal converti. Ce type de filtre non causal est
appliqué à environ une centaine de périodes du signal.
La figure 3.1 montre un passage par zéro, d’apparence très propre. En zoomant, les figures
3.2 et 3.3 montrent qu’en réalité, ce passage n’est pas franc : il y a toute une population
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d’instants de passage par zéro dont celui correspondant à un signal “moyen” ne serait pas
le meilleur représentant, statistiquement. Le sur-échantillonnage permet de récupérer de la
précision. La distribution des zéros est conservée pour tester statistiquement la validité des
calculs.
Figure 3.1 – Passage par zéro d’un signal à 30 kHz converti sur 12 bits, échantillonné à
1 GHz : signal brut (bleu) et après filtrage à déphasage nul (vert). Echelle de la 1/2 période.
Figure 3.2 – Passage par zéro d’un signal à 30 kHz converti sur 12 bits, échantillonné
à 1 GHz : signal brut (bleu) et après filtrage à déphasage nul (vert). Echelle du 1/50 de
période.
3.3.2 La stratégie d’estimation de r et g
Dans cette partie, nous présentons une stratégie d’estimation des pertes r et g qui nous
intéressent.
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Figure 3.3 – Passage par zéro d’un signal à 30 kHz converti sur 12 bits, échantillonné à
1 GHz : signal brut (bleu) et après filtrage à déphasage nul (vert). Echelle des calculs :
1/200 de période.
Calcul de r et g en fonction des caractéristiques mesurables dans le cas ω > 0
Comme nous venons de le voir précédemment, nous tirons de l’information du coef-
ficient de réflexion au point test de la ligne qui est la seule mesure dont on dispose de
l’expérience de réflectométrie. D’après les formules (2.56b) et (3.18) que nous rappelons
ici, nous avons :
ρg(ω,zg) =
V+(ω,zg, t)
V−(ω,zg, t)
= ρd(ω)e−2γc(ω)`
V+(ω,zg, t)
V−(ω,zg, t)
= ρd(ω)exp(−2A(ω)`)exp
(
−2 jωτφ(ω,`)
)
Comme nous l’avons vu précédemment, pour éviter les perturbations causées par la charge
en bout de ligne (au point zd), nous utilisons l’information de la phase du coefficent de
réfléxion qui fait intervenir la quantité clé qui est à la base de la méthode d’estimation que
nous proposons. Cette quantité clé est le retard de phase qui ne peut être mesuré directe-
ment.
D’après (2.43) et (3.18), on a :
φ
(
V+(ω,zg, t)
V−(ω,zg, t)
)
= φ(ρd(ω))−2ωτφ(ω,`)
Cependant pour des raisons de grandes longueurs de câble et exploitant les moyennes fré-
quences, nous ne pouvons mesurer le coefficient de réflexion. Afin d’y remédier, nous me-
surons les tension et courant réels, puis nous estimons les ondes incidentes et réfléchies en
ayant au préalable pris le soin d’estimer l’impédance caractéristique Zc.
Rappelons (2.37) :
V(ω,z, t) = V−(ω,z, t) + V+(ω,z, t) (3.21a)
Zc(ω)I(ω,z, t) = V−(ω,z, t)−V+(ω,z, t) (3.21b)
3.3. Une stratégie pour l’estimation des pertes 61
Nous en déduisons donc :
V−(ω,zg, t) =
1
2
(
V(ω,zg, t) + ZcI(ω,zg, t)
)
(3.22a)
V+(ω,zg, t) =
1
2
(
V(ω,zg, t)−ZcI(ω,zg, t)
)
(3.22b)
Nous utiliserons une méthode de traitement de signal que nous verrons dans le chapitre 4
afin d’estimer ce retard de phase. Puis le facteur de vitesse de phase Fφ(ω) sera estimé à
l’aide du retard de phase.
Enfin les paramètres primaires de la ligne r et g seront estimés en exploitant les formules
de la proposition suivante :
Proposition 2. Les pertes normalisées r et g s’expriment en fonction des facteurs de vitesse
de phase Fφ et d’impulsion Fp ainsi :
r = ω
√
(1−F2p) + 1−F2φ
Fφ
√
F2p−F2φ
(3.23a)
g = ω
√
(1−F2p)−1 + F2φ
Fφ
√
F2p−F2φ
(3.23b)
En particulier, d’après la Proposition 2, nous avons obtenu le terme de dissipation due aux
pertes totales et le terme de dispersion :
r + g =
2ω
Fφ
√
1−F2p
F2p−F2φ
(3.24a)
r−g =
2ω(1−F2φ)
Fφ
√
F2p−F2φ
(3.24b)
Lorsque g = 0, on a
√
1−F2p = 1−F2φ, soit encore 2F2φ = F4φ + F2p, d’où :
F2φ +
F2p
F2φ
= 2 (3.25)
On a d’après (2.33a),
Fφ(ω)2
Fp(ω)2
= Fφ(ω)
d
dω
(
ω
Fφ(ω)
)
, d’où l’équation vérifiée par Fφ(ω) en
l’absence de défaut :
Fφ(ω)
d
dω
(
ω
Fφ(ω)
)
=
1
2−Fφ(ω)2 (3.26)
Pour pouvoir utiliser ces relations caractérisant l’absence de défaut, il faut pouvoir estimer
les différences de vitesses. Nous voyons que plus ω est grand, plus c’est difficile :
(r−g)2
4
√
(r2 +ω2)(g2 +ω2)
≥ 1
Fp(ω)2
Fp(ω)2−Fφ(ω)2
Fφ(ω)2
≥ (r−g)
2
8
√
(r2 +ω2)(g2 +ω2)
(3.27)
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Cette formule, démontrée dans la section A.2 de l’Annexe A, montre clairement que dès
qu’il y a de la dispersion (r− g , 0), il y a de l’information dans Fp(ω)
2−Fφ(ω)2
Fφ(ω)2
, et ce
d’autant plus que
(r−g)2
8
√
(r2 +ω2)(g2 +ω2)
est grand. On voit en particulier l’intérêt qu’il y a
à utiliser les fréquences les plus petites possibles.
Il est heureux que dans le problème INSCAN on puisse prendre ω ∼ r sans perturber l’ex-
ploitation. Cela est certainement à l’origine des résultats que l’on a pu obtenir. Comme
g r, (3.27) assure des écarts relatifs des carrés de vitesses l’ordre de r
2
8
√
(2r2)r2
=
1
8
√
2
≈
0.088. Ces écarts diminuent comme 1/ω.
L’estimation des pertes qui nous intéressent, g, repose maintenant de façon précise sur
la comparaison entre dissipation totale et dispersion (cf. (4.26a), (4.26b)) :
r + g =
2ω
Fφ
√
1−F2p
F2p−F2φ
r−g =
2ω(1−F2φ)
Fφ
√
F2p−F2φ
La précision de l’estimation de g est liée à celle de l’estimation de Fφ et Fp.
Preuve de la Proposition 2 : Calculons r + g et rg. D’après (2.29), on a
2β(ω)2 =
√
(r2 +ω2)(g2+ω2)+ω2− rg, ω
2
2β2
(r + g)2 =
√
(r2 +ω2)(g2+ω2)−ω2 + rg
Soustrayant ces relations, il vient :
ω2
4β2
(r + g)2−β2 = −ω2 + rg
Les ajouter ne conduit pas à une relation indépendante à cause de l’identité
ω2 (r + g)2 + (ω2− rg)2 = (r2 +ω2)(g2 +ω2)
Pour obtenir une relation indépendante, on peut dériver par rapport à ω.(
ω
2β2
− ω
2
2β3
β′
)
(r + g)2−2ββ′ = −2ω, d’où (r + g)2 = 4β
3(ββ′−ω)
ω(β−ωβ′) .
rg =
ωβ(ββ′−ω)
β−ωβ′ −β
2 +ω2 =
ωβ(ββ′−ω) + (−β2 +ω2)(β−ωβ′)
β−ωβ′
=
2ωβ2β′−β3−ω3β′
β−ωβ′
On a alors r = ρ+ et g = ρ− où ρ± sont les deux solutions de ρ2 − 2bρ+ c = 0 avec b =√
β3(ββ′−ω)
ω(β−ωβ′) et c =
2ωβ2β′−β3−ω3β′
β−ωβ′ . On a le déterminant suivant (positif car le racines
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r et g sont réelles) :
b2− c = β
3(ββ′−ω) +ω(−2ωβ2β′+β3 +ω3β′)
ω(ωβ′−β) =
(β2−ω2)2
ωβ−ω2β′ β
′, d’où :
ρ± = β
√
β(ββ′−ω)
ω(β−ωβ′) ± (β
2−ω2)
√
β′
ω(β−ωβ′)
On peut maintenant écrire r et g en fonction de caractéristiques de la propagation en utili-
sant les formules (2.31 ), (2.47a) et (2.45) :
β
ω
=
1
Fφ
, β′ =
1
Fg
, et
ββ′
ω
=
1
F2p
, avec F2p = FφFg.
On a
ρ± =
ω
Fφ
√
1
Fφ
ββ′/ω−1
β/ω−β′ ±ω
(
β2
ω2
−1
) √
β′
β/ω−β′
ρ± =
ω
Fφ
√√√ 1
F2p
−1
1− FφFg
±ω
 1F2φ −1

√
1/Fg
1/Fφ−1/Fg
ρ± =
ω
Fφ
√
1−F2p
F2p−F2φ
±ω
1−F2φ
F2φ
√
Fφ
Fg−Fφ
d’où les deux écritures utiles
ρ± =
ω
Fφ
√
1−F2p
F2p−F2φ
±ω
1−F2φ
Fφ
√
F2p−F2φ
=
ω
Fφ
√
F2p−F2φ
(√
1−F2p±
(
1−F2φ
))
On a donc obtenu les expressions suivantes pour r et g :
r = ω
√
1−F2p + 1−F2φ
Fφ
√
F2p−F2φ
g = ω
√
1−F2p−1 + F2φ
Fφ
√
F2p−F2φ

Cependant, nous verrons dans le chapitre 4, les inconvénents de ces formules d’estima-
tion de r et g et comment nous contournerons les problèmes associés à ces formules dans
le cas pratique.
3.4 Résumé du modèle inverse
Dans cette section, nous résumons les principales étapes de la méthode fréquentielle
que nous proposons afin d’estimer les caractéristiques électriques normalisées de la ligne.
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3.4.1 Etape I : Estimation des caractéristiques de la propagation en fonction
de v et i
Nous résumons les différentes étapes nous permettant d’estimer le facteur de vitesse de
phase qui est le lien entre les mesures et les pertes.
Estimation des ondes incidente et réfléchie à partir des mesures
Les ondes incidente et réfléchie sont calculables à partir des courant et tension com-
plexes, cf (3.19). Ces signaux complexes ne sont pas mesurables directement mais doivent
être estimées à partir des mesures disponibles de courant et tension, disons en z = zg
cf(2.58), et de l’estimation de l’impédance caractéristique.
1. Complexification des mesures de tension et courant réels (cf 3.1) :
Vˆ(ω,zg,kTe) =
1√
2
(
v(ω,zg,kTe) + jv(ω,zg, (k−∆(ω))Te))
)
Iˆ(ω,zg,kTe) =
1√
2
(
i(ω,zg,kTe) + ji(ω,zg, (k−∆(ω))Te))
)
2. Estimation de l’impédance caractéristique Zc à partir des tension et courant com-
plexes (cf. (3.7)) via l’impédance apparente au point zg, cf (3.2) :
Zˆc(ω) =√√
Zˆapp,zd1(ω,zg)Zd1
(
Zˆapp,zd2(ω,zg)−Zd2
)
−Zˆapp,zd2(ω,zg)Zd2
(
Zˆapp,zd1(ω,zg)−Zd1
)
Zˆapp,zd2(ω,zg)−Zd2−
(
Zˆapp,zd1(ω,zg)−Zd1
)
3. Estimation des ondes incidente et réfléchie à partir des tension et courant complexe
et de l’impédance caractéristique (cf. 3.10) :
Vˆ−(ω,zg,kTe) =
1
2
(
Vˆ(ω,zg,kTe) + Zˆc Iˆ(ω,zg,kTe)
)
Vˆ+(ω,zg,kTe) =
1
2
(
Vˆ(ω,zg,kTe)− Zˆc Iˆ(ω,zg,kTe)
)
Estimation du facteur de vitesse de phase à partir des ondes incidente et réfléchie
Nous allons d’abord estimer le retard de phase τφ à partir des ondes incidente et réflé-
chie dans une plage de fréquences limitée, ω ∈ [ωm,ωM], puis estimer le facteur de vitesse
de phase Fφ en fonction de τφ. Ces points seront détaillés dans le chapitre 4. Pour résumé :
1. Estimation de τφ en utilisant une technique de traitement de signal sur les ondes
incidente et réfléchie (cf. chapitre 4)
2. Estimation de Fφ via τφ (cf. (2.43) et d’autres techniques dérivées dans le chapitre 4)
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3.4.2 Etape II : Estimation des caractéristiques électriques r et g en fonction
des caractéristiques de la propagation
Enfin les paramètres primaires normalisés r et g sont estimés en fonction du facteur
de vitesse de phase Fφ (cf. 3.23 et d’autres formules variantes données en détail dans le
chapitre 4).

Chapitre 4
Etude du problème inverse par une
méthode fréquentielle
Nous étudierons le problème inverse de la détection de faibles défauts non francs dans
des lignes de transmission uniformes de grandes longueurs : il s’agit en partant des mesures
électriques de tension et courant réels d’ estimer les paramètres caractéristiques normalisés
r, g dans le cas de la ligne homogène avec perte.
Nous proposerons donc une stratégie d’estimation de ces paramètres où nous étudierons et
décomposerons le problème inverse en 2 sous problèmes inverses.
Nous étudierons et mettrons en oeuvre numériquement le premier problème inverse qui
consiste à estimer les caractéristiques mesurables de la propagation (les facteurs de vitesses
de phase, les retards de phase...) en fonction des mesures de courant et tension réels. Puis,
nous étudierons et mettrons en oeuvre numériquement le deuxième problème inverse qui
consiste à estimer les pertes en fonction des caractéristiques mesurables de la propagation
en moyenne fréquence et présenterons des techniques d’estimation des pertes. Enfin, nous
présenterons des exemples numériques de la résolution de ce problème inverse et nous
interprêterons et discuterons les résultats obtenus.
4.1 1er sous problème : Caractéristiques de la propagation en
fonction des mesures
Dans cette section, nous allons étudier le premier sous problème inverse qui consiste
à exprimer les caractéristiques de la propagation en fonction des mesures. Dans un pre-
mier temps, nous exposons les étapes qui permettent d’estimer les ondes directes et ré-
trogrades à partir des mesures. Ensuite, nous présentons diverses méthodes pour estimer
le retard de phase τφ. Pour chaque étape, nous présenterons quelques résultats de simu-
lations numériques obtenues dans le cas d’une ligne uniforme de longueur l = 1500m,
d’impédance caractéristique en haute fréquence Zc0 = 110Ω et d’une vitesse de propa-
gation c0 = 2.03× 108 m/s. Nous supposons que la ligne contient des pertes telles que :
R = 18mH/m,G = 2×10−4 nS/m.
Les valeurs des paramètres de pertes R, G sont des valeurs réalistes que l’on retrouve dans
les câbles SNCF.
Nous envoyons dans la ligne un signal source harmonique de la forme
vg(t) =
√
2<(e jωt) pour t ∈ [0,1ms] généré par un générateur d’impédance interne Zg =
50Ω. L’extrémité droite de la ligne est en court-circuit, ie ρd = −1.
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4.1.1 Estimation des ondes incidentes et réfléchies à partir des mesures
Les ondes incidentes et réfléchies sont estimées, pour chaque ω, à partir des mesures
réelles du courant i(ω,zg,kTe) et de la tension v(ω,zg,kTe) faites au point test de la ligne
zg. Cette estimation se fait en trois étapes :
– Estimation des signaux complexes V et I.
– Estimation de l’impédance caractéristique Zc.
– Estimation des ondes V−(ω,zg, pTe) et V+(ω,zg, pTe).
1/ Estimation des signaux complexes V et I
Une première étape consiste à estimer à partir de mesures réelles au point zg, les cou-
rant et tension complexes associés. Habituellement, on utilise pour cela la transformée de
Hilbert mais nous ne l’utiliserons pas.
En effet, nous utiliserons une méthode, adaptée dans le cas particulier de signaux harmo-
niques (voir par exemple [25], [37] et [38]), qui consiste à extraire une version retardée
d’un signal de référence avec un retard ∆(ω)Te choisi tel que :
ω∆(ω)Te =
pi
2
où ∆(ω) est un nombre entier d’échantillons et Te est le pas d’échantillonnage.
Pour cela, on extrait à partir du signal de référence v(ω,zg,kTe) contenant un nombre
d’échantillons finis (k ∈ {0...N}), une version en phase, v(ω,zg, pTe), et une version en qua-
drature de phase du signal v(ω,zg, (p−∆(ω))Te), avec p ∈ {∆(ω)...N}.
Proposition 3. Soient i(ω,zg, pTe), v(ω,zg, pTe) respectivement le courant et la tension
réels mesurés au point zg. Les courant et tension complexes sont estimés ainsi, avec p ∈
{∆(ω)...N}, d’après (3.1) :
Vˆ(ω,zg, pTe) =
1√
2
(
v(ω,zg, pTe) + jv(ω,zg, (p−∆(ω))Te)
)
Iˆ(ω,zg, pTe) =
1√
2
(
i(ω,zg, pTe) + ji(ω,zg, (p−∆(ω))Te)
)
Preuve de la Proposition 3 : La preuve de la Proposition 3 consiste à démontrer que pour
tout p ∈ {∆(ω)...N}, les signaux complexes Vˆ et Iˆ vérifient :
Vˆ(ω,zg, pTe) = V(ω,zg, pTe) (4.1)
Iˆ(ω,zg, pTe) = I(ω,zg, pTe) (4.2)
D’après les formules (2.25), (2.58) et (3.1), nous avons :
Vˆ(ω,zg, pTe) =<
(
V(ω,zg, pTe)
)
+ j<
(
V(ω,zg, (p−∆(ω))Te)
)
Iˆ(ω,zg, pTe) =<
(
I(ω,zg, pTe)
)
+ j<
(
I(ω,zg, (p−∆(ω))Te)
)
Ces expressions deviennent d’après la formule (3.1) :
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Vˆ(ω,zg, pTe) = <
(
V−(ω)e jωpTe
(
1 +ρde−2γc(ω)`
))
+ j<
(
V−(ω)e jω(p−∆(ω))Te
(
1 +ρde−2γc(ω)`
))
Iˆ(ω,zg, pTe) = <
(
Z−1c (ω)V−(ω)e jωpTe
(
1−ρde−2γc(ω)`
))
+ j<
(
Z−1c (ω)V−(ω)e jω(p−∆(ω))Te
(
1−ρde−2γc(ω)`
))
On note xk, aveck = 1,2 le nombre d’échantillons du 1er et 2e terme des tension et courant
estimés.
Afin de raccourcir la longueur des expressions, nous numéroterons également les expres-
sions suivantes ainsi :
(1) = <
(
V−(ω)e jωxkTe
(
1 +ρde−2γc(ω)`
))
(2) = <
(
Z−1c (ω)V−(ω)e jωxkTe
(
1−ρde−2γc(ω)`
))
Or ∀x1 = p ou x2 = p−∆(ω), nous avons donc :
(1) = <
(
V−(ω)e jωxkTe
)
+<
(
V−(ω)e jωxkTeρde−2γc(ω)`
)
(2) = <
(
Z−1c (ω)V−(ω)e jωxkTe
)
+<
(
Z−1c (ω)V−(ω)e jωxkTeρde−2γc(ω)`
)
Nous rappelons que γc(ω)` = A(ω)`+ jωτφ(ω,`) d’après les formules (2.28) et (2.43),
nous avons donc :
(1) = |V−(ω)|cos
(
ωxkTe+φ(V−(ω))
)
+ |V−(ω)||ρd |e−2A(ω)`
× cos
(
ωxkTe−2ωτφ(ω,`) +φ(V−(ω))+φ(ρd)
)
(2) = |Zc(ω)|−1|V−(ω)|
{
cos
(
ωxkTe+φ(V−(ω))−φ(Zc(ω))
)
+ |ρd |e−2A(ω)`
× cos
(
ωxkTe−2ωτφ(ω,`)+φ(V−(ω)) +φ(ρd)−φ(Zc(ω)
)}
Nous notons Φi0k, ietk = 1,2, le terme représentant respectivement la phase à l’origine
du 1er et 2e terme, indicé par k, de l’expression (1) et (2), indicée par i.
Par exemple, pour le 1er terme de (1) et (2), on a Φ101 = φ(V−(ω)) et Φ
1
02 = φ(V−(ω))−
φ(Zc(ω)) représentent la phase à l’origine du 1er terme respectivement de l’expression (1)
et (2).
Or lorsque nous avons x2 = p−∆(ω) dans le cosinus et en se rappelant que ω∆(ω)Te = pi2 ,
nous avons donc :
cos
(
ωx2Te +Φk0i
)
= sin
(
ωx1Te +Φk0i)
)
.
D’où nous avons :
Vˆ(ω,zg, pTe) = V−(ω)
(
e jωpTe +ρde−2A(ω)`e j(ωpTe−2ωτφ(ω,`))
)
Iˆ(ω,zg, pTe) = Z−1c (ω)V−(ω)
(
e jωpTe −ρde−2A(ω)`e j(ωpTe−2ωτφ(ω,`))
)
D’où les formules (4.1) en se rappelant que e−2γc(ω)` = e−2A(ω)`−2 jωτφ(ω,`). 
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Remarque 13. On remarque que v(ω,zg, (p−∆(ω))Te) =H(v(ω,zg, pTe)) et
i(ω,zg, (p−∆(ω))Te) =H(i(ω,zg, pTe)).
Les Figures 4.1 et 4.2 représentent respectivement les comparaisons des parties réelles
et imaginaires des tension et courant simulés et estimés pour une fréquence f = 40kHz.
Nous n’avons représenté qu’une partie du signal pour une plage temporelle t ∈ [0.0063,0.2]
donnée en ms.
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Figure 4.1 – Comparaison des parties réelles et imaginaires des tensions simulées et esti-
mées pour f = 40kHz
2/ Estimation de Zc
Dans une seconde étape, on estime l’impédance apparente Zˆapp en fonction des tension
et courant estimés au préalable via la formule (3.2). Afin d’estimer l’impédance caractéris-
tique Zˆc, on estime l’impédance apparente Zapp au point zg de la ligne dans deux situations
différentes c’est à dire en changeant les charges en bout de ligne. En effet, nous avons be-
soin de faire deux expériences. Nous avons vu dans le cas particulier du circuit ouvert et
court-circuit, que nous estimons l’impédance caractéristique d’après (3.3) que nous rappe-
lons ici :
Zˆc(ω) :=
√
Zˆapp,co(ω,zg)Zˆapp,cc(ω,zg)
Dans la suite, nous définissons l’erreur relative commise sur l’impédance caractéristique
comme fonction de ω ainsi :
Zc(ω) =
|Zc(ω)− Zˆc(ω)|
Zc(ω)
(4.3)
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Figure 4.2 – Comparaison des parties réelles et imaginaires des courants simulés et estimés
pour f = 40kHz
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Figure 4.3 – Comparaison de l’impédance caractéristique Zc(ω) simulée et estimée pour la
plage de fréquence en kHz suivante f ∈ [40,200]
La Figure 4.3 représente la comparaison des module et phase de l’impédance caracté-
ristique simulée et estimée pour l’intervalle de fréquence en kHz, f ∈ [40,200].
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3/ Estimation des ondes V−(ω,zg, pTe) et V+(ω,zg, pTe)
Dans une troisième étape, on estime les ondes directes et rétrogrades au point test de
la ligne z = zg en fonction de la tension Vˆ(ω,zg, pTe) et du courant Iˆ(ω,zg, pTe) estimés par
les formules (3.1).
Proposition 4. Soient Iˆ(ω,zg, pTe), Vˆ(ω,zg, pTe) respectivement le courant et la tension
échantillonnés estimés au point zg. Les ondes directes et rétrogrades sont estimées ainsi,
avec p ∈ {∆(ω)...N}, d’après (3.10) :
Vˆ−(ω,zg, pTe) =
1
2
(
Vˆ(ω,zg, pTe) + Zˆc(ω)Iˆ(ω,zg, pTe)
)
,
Vˆ+(ω,zg, pTe) =
1
2
(
Vˆ(ω,zg, pTe)− Zˆc(ω)Iˆ(ω,zg, pTe)
)
Preuve de la Proposition 4 : La preuve de la proposition 4 consiste à vérifier qu’à partir
des expressions Vˆ− et Vˆ+, on retrouve bien les ondes incidentes et réfléchies évaluées au
point test de la ligne. Nous allons donc vérifier que :
Vˆ−(ω,zg, pTe) ≈ V−(ω,zg, pTe) = V−(ω)e jωpTe
Vˆ+(ω,zg, pTe) ≈ V+(ω,zg, pTe) = V+(ω)e jωpTe−γc(ω)`
(4.4)
D’après les formules (3.19), (4.1), les ondes incidentes et réfléchies sont donc ainsi :
Vˆ−(ω,zg, pTe) =
V−(ω)
2
e jωpTe
((
1 +ρde−2γc(ω)`
)
+ Zˆc(ω)Z−1c (ω)
(
1−ρde−2γc(ω)`
))
Vˆ+(ω,zg, pTe)=
V−(ω)
2
e jωpTe
((
1+ρde−2γc(ω)
)`
−Zˆc(ω)Z−1c (ω)
(
1−ρde−2γc(ω)
)`)
D’après (4.3), nous avons :
Vˆ−(ω,zg, pTe) = V−(ω)e jωpTe
(
1± Zc(ω)
2
(
1−ρde−2γc(ω)`
))
Vˆ+(ω,zg, pTe) = V−(ω)e jωpTe
(
ρde−2γc(ω)` ± Zc(ω)2
(
1−ρde−2γc(ω)`
))
Or nous rappelons que V+(ω) = V−(ω)ρd exp(−γc(ω)`), nous avons donc :
Vˆ+(ω,zg, pTe) = V+(ω)e jωpTe−γc(ω)` ± Zc(ω)
V−(ω)
2
e jωpTe
(
1−ρde−2γc(ω)
)
D’où nous avons les formules (4.4) pour tout ω quand (ω) tend vers zéro . 
Les Figures 4.4 et 4.5 représentent respectivement les comparaisons des parties réelles
et imaginaires des ondes directes et rétrogrades simulées et estimées. Nous n’avons repré-
senté qu’une partie du signal pour une plage temporelle donnée en ms, t ∈ [0.0063,0.2], et
ω = 2pi40kHz.
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Figure 4.4 – Comparaison des ondes incidentes simulées et estimées f = 40kHz
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Figure 4.5 – Comparaison des ondes réfléchies simulées et estimées pour f = 40kHz
4.1.2 Estimation du retard de phase τφ
Dans cette section, nous présentons trois méthodes pour estimer le retard de phase τφ.
En effet, il s’agit de faire du traitement de signal sur les ondes incidente et réfléchie pour
pouvoir estimer cette quantité qui est à la base de la méthode fréquentielle de détection de
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défaut que nous proposons. Bien évidemment, il existe d’autres méthodes pour estimer τφ
que nous ne citerons pas ici. Nous nous limiterons à présenter trois méthodes.
Nous estimerons le retard de phase :
– en utilisant la phase du rapport de l’onde rétrograde sur l’onde directe,
– en utilisant le déphasage entre l’onde directe et rétrograde,
– en utilisant la fonction d’intercorrélation.
4.1.2.1 En utilisant de la phase du rapport de l’onde rétrograde sur l’onde directe
En fonction des ondes incidente et réfléchie, nous définissons une estimation de la
phase du rapport.
Définition 3. Soient Vˆ+(ω,zg, pTe) et Vˆ−(ω,zg, pTe) l’onde incidente et l’onde réfléchie
estimées par la formule (3.10). Nous définissons une estimation de la phase du rapport de
l’onde incidente et réfléchie ainsi :
Φˆ(ω) :=
1
N + 1
N∑
p=0
φ
 Vˆ+(ω,zg, pTe)
Vˆ−(ω,zg, pTe)
 (4.5)
Le retard de phase τˆφ est estimé en fonction de la phase Φˆ et la phase de ρd ainsi :
τˆφ(ω,`) =
φ(ρd)− Φˆ(ω)
2ω
(4.6)
La Figure 4.6 représente une comparaison des retards de phase simulés et estimés en utili-
sant la phase du coefficient de réflexion et l’erreur relative commise sur celui-ci.
Remarque 14. 1) Dans le cas pratique, nous n’utiliserons qu’une dizaine de point de
fréquence. Ces points de fréquence seront choisis tels qu’entre deux points de fréquence
consécutifs, il n’existe qu’un seul saut de phase s’il en existe un
2) La courbe de retard de phase est estimée en déroulant la phase (4.5) en fonction de la
fréquence.
3) L’inconvénient avec cette méthode est que la courbe de retard de phase estimée peut être
translatée d’un multiple de 2pi par rapport à celle que nous recherchons. Nous avons donc
besoin de connaitre la phase au premier point de fréquence.
4.1.2.2 En utilisant le déphasage entre l’onde directe et rétrograde (technique du
zero-crossing)
Dans cette partie, nous estimons le retard de phase τφ(ω,`) par la technique du zero-
crossing qui consiste à utiliser le déphasage entre l’onde incidente et réfléchie estimé au
point test de la ligne. Cette technique est largement utilisée dans les mesures ultrasonores
(par exemple [39], [71]).
Nous allons estimer le retard de phase τφ en fonction du décalage temporel qui est
défini par les instants de passage par zéro de même nature de l’onde incidente et réfléchie
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Figure 4.6 – Comparaison des retards de phase simulés par (2.33a) et (2.43) et estimés
par (4.6) en utilisant la phase du coefficient de réflexion et l’erreur relative commise sur
celui-ci
au point test de la ligne. Dans le cas de l’utilisation des instants de passage par zéro de
pentes positives, on cherche les instants t−,k(ω), t+,k(ω) respectivement de l’onde incidente
et réfléchie tels que :
<(V−(ω,zg, t−,k(ω))) = 0 et d<(V−(ω,zg, t))dt
∣∣∣∣
t=t−,k(ω)
> 0,
<(V+(ω,zg, t+,k(ω))) = 0 et d<(V+(ω,zg, t))dt
∣∣∣∣
t=t+,k(ω)
> 0,
(4.7)
On a donc : pour tout k = 2i + 1, i ∈ Z
t−,k(ω) =
1
ω
(
pi
2
−φ(V−(ω)) + kpi
)
(4.8)
t+,k(ω) =
1
ω
(
pi
2
+ 2ωτφ(ω,`)−φ(V−(ω))−φ(ρd) + kpi
)
(4.9)
Le décalage temporel est défini par la relation suivante :
∆τ,k = t+,k(ω)− t−,k(ω) (4.10)
=
2ωτφ(ω,`)−φ(ρd)
ω
(4.11)
En pratique, nous utiliserons une moyenne sur une centaine de période du signal pour
estimer le retard de phase afin de réduire des erreurs dues au bruit de phase. Notons ∆τ(ω) =∑n
k=1 t+,k − t−,k
n
, le décalage temporel moyen.
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Le retard de phase est estimé ainsi :
τˆφ(ω) =
ω∆τ(ω) +φ(ρd)
2ω
(4.12)
Remarque 15. Dans le cas de l’utilisation des instants de passage par zéro de pentes
négatives, les instants t−,k(ω), t+,k(ω) sont solutions du système suivant :
<(V−(ω,zg, t−,k(ω))) = 0 et d<(V−(ω,zg, t))dt
∣∣∣∣
t=t−,k(ω)
< 0,
<(V+(ω,zg, t+,k(ω))) = 0 et d<(V+(ω,zg, t))dt
∣∣∣∣
t=t+,k(ω)
< 0,
(4.13)
La Figure 4.7 représente une comparaison des retards de phase simulés et estimés en
utilisant la technique du zero-crossing et l’erreur relative commise sur celui-ci.
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Figure 4.7 – Comparaison des retards de phase simulés par (2.33a) et (2.43) et estimés par
(4.12) en utilisant la technique du zero-crossing et l’erreur relative commise sur celui-ci
4.1.2.3 En utilisant la fonction d’intercorrélation
Dans cette sous section, nous allons montrer que le retard de phase τφ(ω,`) (cf. (2.43))
peut être exprimé en fonction de la date du pic maximum de la fonction d’intercorréla-
tion représentant le maximum de similitude entre le signal incident V−(ω,zg, t) et réfléchie
V+(ω,zg, t) décalé d’un retard égale à −∆τ,k (cf. (4.11)).
La date du pic maximum de la fonction d’intercorrélation τˆmax est donnée par l’expression
suivante :
τˆmax = argmax
τ
< (CV−V+(τ)) (4.14)
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où< (CV−V+(τ)) représente la partie réelle de la fonction d’intercorrélation dont celle-ci est
définie ainsi :
CV−V+(τ) :=
1
T
∫ t0+T
t0
V−(ω,zg, t)V∗+(ω,zg, t−τ)dt (4.15)
en prenant T =
2pi
ω
qui représente la période de nos deux signaux.
Les valeurs de τ correspondant aux maximums de la fonction d’intercorrélation réelle entre
deux signaux périodiques représentent l’ensemble suivant :
τmax =
kT
2
−2τφ(ω,`) + φ(ρd)
ω
, aveck = 2p, p ∈ Z (4.16)
On obtient donc le décalage principal τˆmax suivant, correspondant à la date du maximum
de la mesure de similitude entre l’onde directe et rétrograde :
τˆmax = −2τφ(ω,`) + φ(ρd)
ω
(4.17)
Le détail du calcul montrant le lien entre le retard de phase et la date du pic maximum de
la fonction d’intercorrelation est donné dans l’annexe C.
En connaissant le décalage τˆmax, le retard de phase est donc donné ainsi :
τφ(ω,`) =
1
2
(
φ(ρd)
ω
− τˆmax
)
(4.18)
En estimant cette date, notée τ˜max, du maximum de similitude entre les deux signaux, nous
pourrons estimer le retard de phase τφ(ω,`) ainsi :
τ˜φ(ω,`) =
1
2
(
φ(ρd)
ω
− τ˜max
)
(4.19)
où τ˜φ(ω,`) représente un estimateur de τφ(ω,`).
Remarque 16. En connaissant la date du maximum de mesure de similitude, nous pouvons
remonter au retard de phase τφ(ω,`).
Nous avons observé numériquement que le pic maximum de la fonction d’intercorrélation
parmi l’ensemble des valeurs maximales correspondait à la valeur de τmax pour k = 0
d’après (4.16).
Estimation numérique du retard de phase
Dans le cas discret, la fonction d’intercorrélation appliquée à deux signaux temps dis-
cret, xn, yn périodiques de période N est donnée par la formule suivante :
Cxy[m] =
1
N
N−1∑
n=0
xn+my∗n ou Cxy[m] =
1
N
N−1∑
n=0
xny∗n−m (4.20)
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où Cxy(mTe) = Cxy[m] avec m représentant le nombre d’échantillons décalés, x(nTe) = xn,
x
(
(n + m)Te
)
= xn+m, y∗(nTe) = y∗n, y∗
(
(n−m)Te) = y∗n−m. Dans notre cas, nous estimons la
fonction d’intercorrélation entre l’onde directe et rétrograde estimées en utilisant la fonc-
tion matlab xcorr qui effectue le calcul suivant :
C˜(V˜−, V˜+)[m] =
N−m−1∑
n=0
V˜−(ω,zg, (n + m)Te)V˜∗+(ω,zg,nTe), m ≥ 0 (4.21)
C˜(V˜−, V˜+)[m] = C˜∗(V˜+, V˜−)[−m], m < 0 (4.22)
Remarque 17. Par souci d’optimisation du temps de calcul de la mise en oeuvre pratique
du calcul de la fonction d’intercorrélation estimée, la fonction xcorr de matlab utilise la
transformée de Fourier inverse de la densité spectrale de puissance qui est définie comme
la transformée de Fourier de la fonction d’intercorrélation. D’un point de vue pratique,
le calcul de la densité spectrale de puissance se fait par le produit des transformées de
Fourier des deux signaux
Numériquement, nous n’avons qu’un encadrement du décalage théorique τˆmax (4.17) que
l’on cherche à retrouver :
m−1
Fe
< τˆmax <
m
Fe
, m < 0 (4.23a)
m
Fe
< τˆmax <
m + 1
Fe
, m > 0 (4.23b)
La précision de cet encadrement dépend de la fréquence d’échantillonnage et du nombre
total d’échantillons composant le signal. Nous pourrons choisir, dans un premier temps, un
estimateur de τˆmax égale à mFe ou à la moyenne des termes constituants l’encadrement de
(4.23). Afin de gagner de la précision si besoin est, nous pourrons donc interpoler.
Cependant les retards de phase estimés ne sont pas les "vrais retards de phase" que l’on
recherche. En effet, le temps de retard que nous estimons d’après la fonction d’intercorré-
lation vérifie la relation suivante :
−T
2
< τ˜max <
T
2
(4.24)
D’où le retard de phase que nous estimons vérifie la relation suivante d’après (4.19) et
(4.24), quel que soit ω :
−T
4
− φ(ρd)
2ω
< τ˜φ(ω,`) <
T
4
− φ(ρd)
2ω
, ∀ω (4.25)
Pour retrouver le "vrai" retard de phase que nous cherchons, il nous faut dérouler ce re-
tard en fonction de la fréquence en supposant que le retard de phase correspondant à la
première fréquence vérifie l’encadrement (4.25) sinon on retrouvera la fonction retard de
phase translaté d’un multiple d’une demi période.
La Figure 4.8 représente une comparaison des retards de phase simulés et estimés en utili-
sant la fonction d’intercorrelation et l’erreur relative commise sur celui-ci.
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Figure 4.8 – Comparaison des retards de phase simulés par (2.33a) et (2.43) et estimés par
(4.19) en utilisant la fonction d’intercorrelation et l’erreur relative commise sur celui-ci
Conclusion Dans la suite, nous utiliserons donc la technique du zero-crossing pour esti-
mer le retard de phase car c’est cette méthode qui nous a permis de mettre en oeuvre notre
méthode fréquentielle lors des phases tests d’expériences réelles menées sur des câbles test
SNCF.
4.2 2e sous problème : Pertes en fonction des caractéristiques de
la propagation
Dans ce deuxième sous problème inverse, nous nous intéressons aux paramètres de
pertes en fonction des caractéristiques de la propagation. Dans un premier temps, nous
exprimons les paramètres r et g en fonction du facteur de vitesse de groupe et le facteur
de vitesse de phase et ces variantes. Ensuite, nous estimons les paramètres Fφ et Fp en
fonction des caractéristiques de la propagation estimées dans la section précédente. Enfin,
on estime les paramètres de perte r et g.
4.2.1 Les pertes r et g en fonction des caractéristiques
Dans le chapitre précédent, nous avons défini les facteurs de vitesse de groupe, de phase
et d’impulsion en fonction des paramètres de la ligne de transmission r et g. D’après les
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relations (2.48c) et (2.48d), nous déduisons les formules suivantes :
r + g = 2ω
√
1−F2p
Fφ
√
F2p−F2φ
(4.26a)
r−g = 2ω
1−F2φ(ω)
Fφ
√
F2p−F2φ
(4.26b)
d’où l’expression des pertes r et g en fonction de Fφ et Fp :
r = ω
√
1−F2p + 1−F2φ
Fφ
√
F2p−F2φ
, g = ω
√
1−F2p−1 + F2φ
Fφ
√
F2p−F2φ
(4.27)
Ces formules sont bien définies grâce à (2.49). Pour en déduire des estimateurs de r et g,
une difficulté vient de ce que les termes 1−F2φ, 1−F2p et F2p−F2φ sont tous proches de 0 et
cela d’autant plus que ω est grand, ce qui pose un problème de précision dans le calcul des
formes indéterminées du type∞(0±0)/0.
De plus ces formules nécessitent l’estimation, difficile en pratique, de
dFφ
dω
qui intervient
dans Fp.
4.2.2 Expressions de r et g en fonction de Fφ et de ses variations
Pour contourner les difficultés précédentes, on va utiliser une autre expression de r et
g. Nous distinguons deux formulations : exacte et approchée.
Proposition 5. Soit R(ω) une fonction de Fφ telle que :
R(ω) = ωΘ
(
F2φ(ω)
)
, avec Θ(F) :=
2
√
1−F
F
(4.28)
Le paramètre de perte r vérifie la relation exacte suivante :
∀ω > 0, r = R(ω)
√
1 +
g2
ω2
+ g
√
1 +
R2(ω)
ω2
(4.29)
Preuve de la Proposition 5 : Les détails de la preuve sont dans Annexe A.4. 
Sous l’hypothèse de faibles pertes dues à g vérifiée en pratique car les rapports dans
(4.30) sont inférieurs à 10−6 :
g
r
 1, g
ω
 1 (4.30)
Proposition 6. Soit R(ω) une fonction de Fφ, définie par la relation (4.28). Sous l’hypo-
thèse des faible pertes (4.30), nous avons les approximations suivantes de r et g :
Pour ωm ∼ r, ∀ ω ≥ ωm, r = R(ω) +O (g) (4.31)
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∀ ω1 > ω2 > 0, g = R(ω2)−R(ω1)R(ω1)
ω1
− R(ω2)ω2
√
1 + R
2(ω1)
ω21
+
√
1 + R
2(ω2)
ω22
R(ω1)
ω1
+
R(ω2)
ω2
+ gO
(g
r
)
(4.32)
Preuve de la Proposition 6 : Les détails de la preuve sont dans l’Annexe A.4. 
Dans la formule (4.32), la précision sur g est obtenue à moindre coût en prenant ω1
et ω2 de l’ordre de grandeur de r de sorte que le facteur
√
1 + R
2(ω1)
ω21
+
√
1 + R
2(ω2)
ω22
R(ω1)
ω1
+
R(ω2)
ω2
est de
l’ordre de 2.
Calculer à partir des mesures une estimation de r et de g ayant cette précision se ramène au
même problème pour l’estimation de R(ω) et de R(ω2)−R(ω1)R(ω1)
ω1
− R(ω2)ω2
qui doivent être estimés
avec des précisions respectives de l’ordre de O (g) et de gO
(g
r
)
.
La fonction Θ
(
F2φ(ω)
)
devant être estimée avant R(ω), il peut être commode de réécrire
ces approximations ainsi, pour ωm ∼ r et pour tout ω1 > ω2 > 0 :
∀ ω ≥ ωm, r = ωΘ
(
F2φ(ω)
)
+O (g) (4.33a)
g=
ω2Θ
(
F2φ(ω2)
)
−ω1Θ
(
F2φ(ω1)
)
Θ
(
F2φ(ω1)
)
−Θ
(
F2φ(ω2)
)
√
1 +Θ2
(
F2φ(ω1)
)
+
√
1 +Θ2
(
F2φ(ω2)
)
Θ
(
F2φ(ω1)
)
+Θ
(
F2φ(ω2)
) +gO (g
r
)
(4.33b)
4.2.3 Estimation de Fφ à partir de τφ(ω,`) pour ω ∈ [ωm,ωM]
On rappelle la formule du facteur de vitesse de phase Fφ(ω) en fonction de τφ(ω,`).
D’après les relations (2.43) et (2.34c), le facteur Fφ(ω) vérifie :
Fφ(ω) =
`
c0τφ(ω,`)
=
τφ(+∞, `)
τφ(ω,`)
(4.34)
L’idée est d’abord d’estimer τφ(ω,`) à partir de mesures par une méthode de traitement de
signal dans une plage de fréquences limitée, ω ∈ [ωm,ωM], puis estimer Fφ(ω) en fonction
de τφ pour finalement estimer r et g. Or, d’après (4.34), la longueur ` de la ligne de trans-
mission n’est pas connue. Afin de contourner ce problème, nous normaliserons τφ(ω,`)
par rapport à ωM qui représentera la plus grande fréquence utilisée expérimentalement.
Avant de présenter l’estimation de Fφ(ω) dans le cas où la longueur ` est connue et dans
le cas contraire, nous étudierons d’abord une expression de Fφ(ω) en s’affranchissant de la
longueur `.
4.2.3.1 Normalisation des quantités afin de s’affranchir de la longueur `
Afin de contourner ce problème, nous normaliserons τφ(ω,`) par rapport à ωM qui
représentera la plus grande fréquence utilisée expérimentalement.
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Pour s’approcher de la situation de (4.34) dans laquelle on a F2φ(ω) =
τ2φ(+∞, `)
τ2φ(ω,`)
, on définit
µφ,M(ω) :=
τ2φ(ωM, `)
τ2φ(ω,`)
=
F2φ(ω)
F2φ(ωM)
(4.35)
De (2.33b), on déduit alors une formule ne faisant intervenir que des fréquences finies :
µφ,M(ω) =
ω2
ω2M
(√
r2+ω2M +
√
g2+ω2M
)2
−(r+g)2(√
r2+ω2 +
√
g2+ω2
)2−(r+g)2
Le cas ω ∈ [0,+∞] : Observons d’abord que sans limitation sur cette plage de mesure, on
aurait, en théorie :
d’après (A.13d) et (A.13e), sachant que g > 0 :
r = lim
ω→+∞ωΘ
(
F2φ(ω)
)
, avec Θ(F) :=
2
√
1−F
F
(4.36a)
r2−g2
2rg
= lim
ω→+0Θ
(
F2φ(ω)
)
(4.36b)
ce qui, formellement, permet d’estimer les paramètres r et g en fonction de τφ(ω,`) pour
ω ∈ [0,+∞].
La formule (4.36b) n’est pas exploitable en pratique. Elle est à rapprocher de la mesure
directe en continu (ω = 0) de la résistance d’entrée, lorsque la sortie est en circuit ouvert,
donc, avec (2.3), de
Zapp(ω,zg) = Zc(ω)
1 +ρde−2γc(ω)`
1−ρde−2γc(ω)`
pour ω = 0 et ρd = 1, soit
Zapp(0,zg) = Zc0
√
r
g
coth(
√
rg
`
c0
) ≈ 1
G`
.
Le cas ω ∈ [ωm,ωM] : Dans le cas qui nous intéresse limitant la plage de fréquences, le
cas précédent montre, avec (4.36), que de l’information sur r et g se trouve dans F2φ(ω) :
dans les hautes fréquences pour r et dans les basses fréquences pour g. Afin de faciliter
l’estimation de g, on voit donc déjà que l’on a intérêt à prendre pour ωm la plus petite valeur
compatible avec l’utilisation de la ligne. Afin de s’affranchir de la longueur de la ligne, nous
devons choisir ωM très grand tel que τφ(ωM, `) ∼ `c0 car nous avons τφ(+∞, `) = `c0 puisque
cφ(+∞) = c0 d’après (2.43).
On supposera, dans la suite, que l’on connaisse τφ(ω,`) pour ω ∈ [ωm, ωM],
tel que ωm < ωN << ωM et [ωm, ωN] représente l’intervalle de pulsation avec laquelle
nous travaillons et ωM un point de pulsation très grand par rapport aux points de pulsation
de l’intervalle [ωm, ωN].
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Proposition 7. On suppose connu le retard de phase τφ(ω,`) pour ω ∈ [ωm, ωM]. Soit
µφ,M(ω) coefficient défini en fonction du retard de phase par la relation (4.35). Soit rˆ une
estimation du paramètre r. Fˆ2φ,M définie ci-dessous est un estimateur du carré du facteur
de vitesse de phase F2φ.
Fˆ2φ,M(rˆ,ω) := µφ,M(ω)
1− rˆ2
4ω2M
 (4.37)
Preuve de la Proposition 7 : On a F2φ(ω) = µφ,M(ω)F
2
φ(ωM). Pour estimer F
2
φ(ω) connais-
sant µφ,M(ω), il suffit d’estimer F2φ(ωM).
On montre Section A.5 que l’on a l’approximation suivante de F2φ(ω) pour tout ωm > 0 :
∀ ω ≥ ωm, r ≥ ωm, F2φ(ω)=Θ−1
( r
ω
)
+O
(
g
ωm
)
, avec Θ−1(θ)=
2
1+
√
1+θ2
(4.38)
L’approximation (4.38) se simplifie encore pourω>ωM en utilisant les ordres de grandeurs
respectifs de r, g et en choisissant ωm et ωM de sorte que :
g ωm ≤ r ωM (4.39)
On a alors :
∀ ω ≥ ωM  r ≥ ωm, Θ−1
( r
ω
)
= 1− r
2
4ω2
+O
 r4
ω4M
 (4.40)
Avec (4.38) et (4.40), on a F2φ(ωM) ≈ 1−
r2
4ω2M
. On peut alors définir l’estimation sui-
vante de F2φ(ω) qui dépend de ωM et de l’estimation rˆ choisie pour r :
Fˆ2φ,M(rˆ,ω) := µφ,M(ω)
1− rˆ2
4ω2M


Dans la suite, nous donnons donc une estimation de F2φ(ω) à partir des mesures autre-
ment dit en estimant le retard de phase à partir des mesures dans les deux cas : le cas où la
longueur est inconnue et dans le cas contraire.
4.2.3.2 Estimateur de F2φ(ω)
Dans les deux cas, le facteur de vitesse de phase F2φ(ω) est estimé en utilisant l’estima-
tion du retard de phase τφ(ω,`) donnée par une méthode de traitement de signal décrit dans
la section 4.1.
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On suppose que la longueur ` est inconnue
Plus concrètement, pour estimer F2φ,M, on estime d’abord µφ,M(ω) d’après (4.35) en uti-
lisant l’estimation du retard de phase τφ(ω,`) donnée par une méthode de traitement de
signal décrite dans la section 4.1. On estime µφ,M(ω) ainsi :
µˆφ,M(ω) =
τˆ2φ(ωM, `)
τˆ2φ(ω,`)
(4.41)
avec τˆφ(ωM, `) =
∑k=N period
k=1 τˆ
k
φ(ωM, `), τˆφ(ω,`) =
∑k=N period
k=1 τˆ
k
φ(ω,`).
Le facteur de vitesse de phase est estimé ainsi d’après (4.37)
Fˆ2φ,M(rˆ,ω) := µˆφ,M(ω)
1− rˆ2
4ω2M

où le choix de l’estimation de r est détaillé plus loin.
Remarque 18.
– Avoir distingué τφ(ωM, `) de τφ(+∞, `) conduit au facteur 1− rˆ
2
4ω2M
dans (4.37), qui
corrige le comportement de µφ,M(ω) pour en faire un meilleur estimateur de F2φ(ω)
aux hautes fréquences.
En effet on a déjà µφ,M(ωM) = 1 alors que ωM <∞. Pour Fˆφ,M, on a
Fˆφ,M(rˆ,ωM) < 1 et lim
ωM→+∞
Fˆ2φ,M(rˆ,ωM) = 1.
– Comme
F2φ(ω)
Fˆ2φ,M(rˆ,ω)
=
1− r2
4ω2M
1− rˆ2
4ω2M
(
1+O
(
r4
ω4M
)
+O
(
g
ωm
))
, la précision de l’estimateur est enO
rˆ2− r2
ω2M
.
On suppose que la longueur ` est connue
Dans ce cas, on définie un estimateur du facteur de vitesse de phase Fˆφ en fonction
de l’estimateur du retard de phase τˆφ. D’après la relation (4.34), nous avons la définition
suivante :
Définition 4. Fˆφ, définie ci-dessous, est un estimateur du facteur de vitesse de phase.
Fˆφ(ω) :=
`
c0τˆφ(ω,`)
(4.42)
L’estimation de τφ(ω,`) donnée par les techniques détaillées dans la section précédente.
Par exemple, en utilisant la technique de zéro crossing, d’après (4.10), on a :
τˆφ(ω,`) =
1
N period
k=N period∑
k=1
τˆkφ(ω,`) (4.43)
où d’après (4.10), on a τˆkφ(ω,`) =
1
2
(
∆ˆkτ(ω,`) +
Φ(ρd)
ω
)
et N period représente le nombre de
périodes contenu dans le signal.
4.2. 2e sous problème : Pertes en fonction des caractéristiques de la propagation 85
4.2.4 Estimation de r et de g pour ω ∈ [ωm,ωM]
Dans cette section, nous présentons les formules qui permettent de calculer les pa-
ramètres de pertes r et g en fonction des caractéristiques de propagation estimées. Nous
commençons par le cas où la longueur de la ligne est connue. Ensuite, nous traitons le cas
où la longueur n’est pas connue.
4.2.4.1 En supposant connue la longueur de la ligne `
En supposant que l’on connaisse la longueur de la ligne `, on estime r et g par les
formules approchées suivantes :
Proposition 8. Soient Fˆφ le facteur de vitesse de phase estimé à partir des mesures par la
formule (4.42). Nous avons les estimations suivantes de r et g, pour ωm ∼ r et pour tout
ω1 > ω2 > 0 :
∀ ω ≥ ωm, rˆ(ω) ≈ ωΘ
(
Fˆ2φ(ω)
)
avec Θ(F) :=
2
√
1−F
F
(4.44a)
gˆ(ω1,ω2) ≈
ω2Θ
(
Fˆ2φ(ω2)
)
−ω1Θ
(
Fˆ2φ(ω1)
)
Θ
(
Fˆ2φ(ω1)
)
−Θ
(
Fˆ2φ(ω2)
)
√
1+Θ2
(
Fˆ2φ(ω1)
)
+
√
1+Θ2
(
Fˆ2φ(ω2)
)
Θ
(
Fˆ2φ(ω1)
)
+Θ
(
Fˆ2φ(ω2)
) (4.44b)
Preuve de la Proposition 8 : Les formules d’approximation de la Proposition 8 sont dé-
duites des formules (4.33a) et (4.33b). 
4.2.4.2 En supposant inconnue la longueur de la ligne `
En supposant que la longueur de la ligne ` est inconnue, on estime r et g par les for-
mules approchées suivantes :
Un estimateur biaisé de r et g est donné par les formules suivantes :
∀ ω ≥ ωm, rˆ(ω) = ωΘ
(
µˆφ,M(ω)
)
avec Θ(µˆφ,M(ω)) :=
2
√
1− µˆφ,M(ω)
µˆφ,M(ω)
(4.45a)
gˆ(ω1,ω2) = (4.45b)
ω2Θ
(
µˆφ,M(ω2)
)
−ω1Θ
(
µˆφ,M(ω1)
)
Θ
(
µˆφ,M(ω1)
)
−Θ
(
µˆφ,M(ω2)
)
√
1 +Θ2
(
µˆφ,M(ω1)
)
+
√
1 +Θ2
(
µˆφ,M(ω2)
)
Θ
(
µˆφ,M(ω1)
)
+Θ
(
µˆφ,M(ω2)
)
Un estimateur non biaisé de r et g vérifie les formules suivantes :
∀ ω ≥ ωm, rˆ(ω)=ωΘ
(
Fˆ2φ,M(rˆ,ω)
)
avec Θ(Fˆ2φ,M(rˆ,ω)) :=
2
√
1−Fˆ2φ,M(rˆ,ω)
Fˆ2φ,M(rˆ,ω)
(4.46a)
gˆ(rˆ;ω1,ω2) = (4.46b)
ω2Θ
(
Fˆ2φ,M(rˆ,ω2)
)
−ω1Θ
(
Fˆ2φ,M(rˆ,ω1)
)
Θ
(
Fˆ2φ,M(rˆ,ω1)
)
−Θ
(
Fˆ2φ,M(rˆ,ω2)
)
√
1+Θ2
(
Fˆ2φ,M(rˆ,ω1)
)
+
√
1+Θ2
(
Fˆ2φ,M(rˆ,ω2)
)
Θ
(
Fˆ2φ,M(rˆ,ω1)
)
+Θ
(
Fˆ2φ,M(rˆ,ω2)
)
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Remarque 19.
gˆ(rˆ;ω1,ω2) =
ω2Θ
(
Fˆ2φ,M(rˆ,ω2)
)
−ω1Θ
(
Fˆ2φ,M(rˆ,ω1)
)
√
1 +Θ2
(
Fˆ2φ,M(rˆ,ω1)
)
−
√
1 +Θ2
(
Fˆ2φ,M(rˆ,ω2)
) (4.47)
Elle est plus simple que (4.46b) mais le dénominateur pourrait être plus délicat à calculer
que sous sa forme factorisée car les Θ2 sont petits devant 1 : il semble plus facile d’estimer
Θ
(
Fˆ2φ,M(rˆ,ω1)
)
−Θ
(
Fˆ2φ,M(rˆ,ω2)
)
que
√
1 +Θ2
(
Fˆ2φ,M(rˆ,ω1)
)
−
√
1 +Θ2
(
Fˆ2φ,M(rˆ,ω2)
)
.
Dans la suite, on suppose connu µφ,M(ω) pour tout ω ∈ [ωm,ωM].
Dans le cas non biaisé, l’estimateur de r repose sur la condition suivante :
la détermination d’estimateurs de r consistants repose sur la remarque suivante : comme,
d’après (4.38), Θ−1
( r
ω
)
est une approximation de F2φ(ω), pour tout estimateur rˆ, Θ
−1
(
rˆ
ω
)
doit aussi être une telle approximation. En particulier, d’après (4.37) :
Condition sur les estimateurs de r : ∀ω<ωM,Θ−1
(
rˆ
ω
)
≈µφ,M(ω)
1− rˆ2
4ω2M
 (4.48)
4.2.4.3 Un exemple d’estimation de r par une formule approchée
Dans cette section, nous présentons un exemple d’estimateur rˆloc(ω) vérifiant (4.48) au
voisinage d’un ω.
rˆloc(ω) est déterminé comme une solution approchée de l’équation en rˆ suivante :
Θ−1
(
rˆ
ω
)
= µφ,M(ω)
1− rˆ2
4ω2M
. On montre, Section A.5, que l’on a

∀ ωm ≤ ω < ωM, rˆloc(ω) =
1− 12ηφ,M(ω)
1−ηφ,M(ω) RM(ω)
avec ηφ,M(ω) :=
ω2
ω2M
2−µφ,M(ω)
µ2φ,M(ω)
, RM(ω) := ωΘ
(
µφ,M(ω)
) (4.49)
Dans cette formule, l’estimateur de base local est RM(ω). Les effets du biais lié à ce que
l’on s’arrête à ωM < +∞ sont corrigés par le facteur
1− 12ηφ,M(ω)
1−ηφ,M(ω) .
ηφ,M(ω) =
ω2
ω2M
µφ,M(ωM)
µ2φ,M(ω)
+
R2M(ω)
4ω2M
Ces estimateurs locaux ne sont définis que pour ω < ωM et ils sont d’autant meilleurs
que ω est plus petit que ωM. Par exemple rˆloc(ωM) n’est pas défini car RM(ωM) = 0 et
ηφ,M(ωM) = 1.
On peut tenir compte de la qualité des estimateurs locaux en choisissant des poids pour
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définir un estimateur global :
Par exemple, les estimateurs locaux vérifient, pour ω = ω1, ...,ωN ,
(1−ηφ,M(ω))rˆloc(ω) = (1− 12ηφ,M(ω))RM(ω), avec ηφ,M(ω) =
ω2
ω2M
2−µφ,M(ω)
µ2φ,M(ω)
On définit un estimateur global, rˆ ainsi avec les notations de (4.49) :
rˆ =
∑i=N
i=1
(
1− 12ηφ,M(ωi)
)
RM(ωi)∑i=N
i=1 (1−ηφ,M(ωi))
, (4.50)
Il minimise
J(rˆ) =
i=N∑
i=1
(1−ηφ,M(ωi)) (rˆloc(ωi)− rˆ)2
4.2.4.4 Estimation de r par une formule exacte
On réecrit l’équation de (4.48) ainsi :
L’estimateur du paramètre r dépendant de la fréquence vérifie l’équation suivante :
∀ ω ≥ ωm, et ωm ∼ r << ωM, rˆ(ω) = RM(rˆ(ω),µφ,M(ω),ω) (4.51)
avec d’après (4.35), (4.37) et (4.46a)
∀ ω ≥ ωm, RM(rˆ(ω),µφ,M(ω),ω) = ωΘ
(
F2φ,M(rˆ(ω),µφ,M(ω))
)
oùΘ (F) :=
2
√
1−F
F
avec F = F2φ,M(rˆ(ω),µφ,M(ω))
F2φ,M(rˆ(ω),µφ,M(ω)) := µφ,M(ω)
1− rˆ(ω)2
4ω2M

(4.52)
Les solutions de l’équation (4.51) sont les suivantes, avec k = 0, 1, 2 :
rˆk(ω)=ω
√√
2
√
−p(ω)
3
cos
13 arccos
−q(ω)2
√
33
−p3(ω)
+ 2kpi3
+ 23 4ω2Mω2 (4.53)
avec 
p(ω) = −16ω
4
M
3ω4
1 + 3ω2
ω2Mµφ,M(ω)

q(ω) =
128ω6M
27ω6
1− 9ω22ω2M
3−µφ,M(ω)
µ2φ,M(ω)

(4.54)
Cependant, il existe un unique rˆk tel que rˆk vérifiant les ordres de grandeur suivants ωm ∼
rˆk(ω) << ωM, il s’agit de rˆk en prenant k = 2 :
rˆ2(ω) = ±ω
√√
2
√
−p(ω)
3
cos
13 arccos
−q(ω)2
√
33
−p3(ω)
+ 4pi3
+ 23 4ω2Mω2 (4.55)
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Démonstration de la résolution de l’équation (4.51) pour chaque ω : Soit ω ∈ [ωm,ωM],
on réécrit l’équation (4.51) de la façon suivante :
rˆ(ω)
ω
= 2
√
1−µφ,M(ω)
(
1− rˆ2(ω)
ω2
ω2
4ω2M
)
µφ,M(ω)
(
1− rˆ2(ω)
ω2
ω2
4ω2M
) (4.56)
Cette équation devient :
rˆ2(ω)
ω2
1− rˆ2(ω)
ω2
ω2
4ω2M
2 = 4
µ2φ,M(ω)
1−µφ,M(ω) +µφ,M(ω) rˆ2(ω)
ω2
ω2
4ω2M

On a :
ω4
42ω4M
rˆ6(ω)
ω6
− ω
2
2ω2M
rˆ4(ω)
ω4
+
1− ω2
µφ,M(ω)ω2M
 rˆ2(ω)
ω2
−
4
(
1−µφ,M(ω)
)
µ2φ,M(ω)
= 0
On pose X(ω) =
rˆ2(ω)
ω2
et on obtient une équation de degré 3 qui s’écrit ainsi :
X3(ω) + b(ω)X2(ω) + c(ω)X(ω) + d(ω)=0, avec
b(ω) = −8ω
2
M
ω2
, c(ω)=
42ω4M
ω4
1− ω2
ω2Mµφ,M(ω)
 , d(ω)=−43ω4M
ω4
(
1−µφ,M(ω)
)
µ2φ,M(ω)
(4.57)
D’après (2.34d), µφ,M(ω) =
F2φ(ω)
F2φ(ωM)
est croissant enω et µφ,M(ωM) = 1. On a donc d(ω)< 0
pour ω<ωM et d(ωM) = 0, ce qui assure que (4.57) a toujours au moins une racine positive
ou nulle.
Pour ω = ωM, c(ωM) = d(ωM) = 0, les racines sont donc X(ωM) = 0 (racine double) et
X(ωM) = 8.
Résolution de (4.57) par les formules de Cardan
L’équation réduite s’obtient en posant Y(ω) = X(ω) + b(ω)3 . Elle s’écrit ainsi :
Y3(ω) + p(ω)Y(ω) + q(ω) = 0, avec
p(ω) = −b
2(ω)
3
+ c(ω) = −16ω
4
M
3ω4
1 + 3ω2
ω2Mµφ,M(ω)

q(ω) =
b(ω)
27
(2b2(ω)−9c(ω)) + d(ω) = 128ω
6
M
27ω6
1− 9ω22ω2M
3−µφ,M(ω)
µ2φ,M(ω)

(4.58)
Les racines sont :
Yk =e2k jpi/3 3
√
1
2
(
−q(ω)+√∆(ω)
)
+ e−2k jpi/3 3
√
1
2
(
−q(ω)− √∆(ω)
)
, pour k = 0,1,2, avec
∆(ω) =
4
27
p3(ω) + q2(ω) (4.59)
=
214ω12M
36ω12

1− 9ω22ω2M
3−µφ,M(ω)
µ2φ,M(ω)
2− 1 + 3ω2ω2Mµφ,M(ω)
3

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Pour ω =ωM, on a ∆(ωM) = 0 et Yk(ωM) =
16
3
cos
2kpi
3
, k = 0,1,2, soit Y0 =
16
3
et Y1 = Y2 =
−8
3
.
On retrouve bien sûr les solutions en X, X0(ωM) = 8 et X1(ωM) = X2(ωM) = 0.
Dans le cas ω < ωM qui nous intéresse, la nature des racines dépend du signe de ∆, donc
du crochet
δ(ω) =
1− 9ω22ω2M
3−µφ,M(ω)
µ2φ,M(ω)
2− 1 + 3ω2ω2Mµφ,M(ω)
3.
On a δ(0) = δ(ωM) = 0. Nous montrerons que δ(ω) < 0 pour ωm < ω < ωM.
Autrement dit, nous montrerons, par la suite, le résultat suivant :
∀ω ∈]ωm,ωM[, ∆(ω) < 0 (4.60)
D’après (4.60), l’équation admet 3 racines, nous avons donc :
u3(ω) =
−q(ω)− i√−∆(ω)
2
= −q(ω)
2
1 + i
√
−
(
1 +
4
33
p3(ω)
q2(ω)
) (4.61a)
v3(ω) =
−q(ω) + i√−∆(ω)
2
= −q(ω)
2
1− i
√
−
(
1 +
4
33
p3(ω)
q2(ω)
) (4.61b)
Les solutions Y(ω) = u(ω) + v(ω) de l’équation (4.58) sont donc les sommes de deux com-
plexes conjugués iku et iku où u = −
(q(ω)
2
) 1
3
(
1 + i
√
−
(
1 + 433
p3(ω)
q2(ω)
)) 13
avec ik = e2k jpi/3 et
k ∈ {0,1,2}, soit l’ensemble suivant :
Y0(ω) = u + u¯
Y1(ω) = iu + iu
Y2(ω) = i2u + i2u
(4.62)
La forme réelle des solutions est obtenue en écrivant iku sous la forme trigonométrique, ce
qui nous donne :
Yk(ω) = 2
√
−p(ω)
3
cos
13 arccos
−q(ω)2
√
33
−p3(ω)
+ 2kpi3
 avec k ∈ {0,1,2} (4.63)
On en déduit donc les trois racines réelles Xk(ω) = Yk(ω)− y(ω)3 de l’équation (4.57) :
Xk(ω) = 2
√
−p(ω)
3
cos
13 arccos
−q(ω)2
√
33
−p3(ω)
+ 2kpi3
+ 23 4ω2Mω2 (4.64)
Or Xk(ω) =
rˆ2k (ω)
ω2
, on a donc rˆk(ω) = ±ω√Xk(ω), si Xk(ω) ≥ 0.
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On en déduit donc :
rˆk(ω) = ±ω
√√
2
√
−p(ω)
3
cos
13 arccos
−q(ω)2
√
33
−p3(ω)
+ 2kpi3
+ 23 4ω2Mω2
Or, en pratique, rˆk(ω) doit être positif et vérifie les ordres de grandeur suivants : ωm ∼ r <<
ωM d’après (4.39) et (4.51). Nous avons vérifié numériquement qu’il existe donc un seul k
tel que rˆk(ω) vérifie ces ordres de grandeur.
Pour k = 2, nous avons la solution de l’équation (4.51) et tel que rˆk(ω) vérifie les ordres de
grandeur ωm ∼ rˆk(ω) << ωM :
rˆ2(ω) = ±ω
√√
2
√
−p(ω)
3
cos
13 arccos
−q(ω)2
√
33
−p3(ω)
+ 4pi3
+ 23 4ω2Mω2
Démonstration de (4.60) : Nous utiliserons, par la suite, le lemme suivant :
Lemme 1. 
∃!ω∗ q(ω∗) = 0
∀ω ∈]ωm,ω∗[, q(ω) > 0
∀ω ∈]ω∗,ωM[ q(ω) < 0
(4.65)
Démonstration du Lemme (1) : La démonstration du lemme 1 est évidente. La fonction q
est continue comme produit de fonction continue. En effet, q eqt continue et décroissante
et nous avons q(ωm) > 0 en se rappelant que nous avons ωm << ωM, µφ,M(ω) est croissante
telle que 0 < µφ,M(ω) ≤ 1 et q(ωM) < 0 en se rappelant que µφ,M(ωM) = 1

On étudie la fonction f (Y(ω)) = Y3(ω)+ p(ω)Y(ω)+q(ω) représentant l’équation de (4.58).
Sa dérivée est f ′(Y(ω)) = 3Y2(ω) + p(ω).
D’après (4.58), p(ω) < 0,∀ω ∈]ωm,ωM[. f est croissante jusqu’à α(ω) = −
√
− p(ω)3 puis
décroissante jusqu’à α(ω) =
√
− p(ω)3 , puis croissante. Elle admet donc un maximum relatif
M(ω) en α(ω) et un minimum relatif m(ω) en β(ω) avec :
M(ω) = f (β(ω)) = −2 p(ω)
3
√
− p(ω)
3
+ q(ω), (4.66a)
m(ω) = f (α(ω)) = 2
p(ω)
3
√
− p(ω)
3
+ q(ω) (4.66b)
Nous supposons que l’équation de (4.58) admet une unique solution, nous avons donc
∆(ω) > 0, ∀ω ∈]ωm,ωM[.
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Or nous avons :
M(ω)m(ω) =
q(ω)−2 p(ω)3
√
− p(ω)
3
q(ω) + 2 p(ω)3
√
− p(ω)
3
 (4.67)
=
4p(ω)3 + 27q(ω)2
27
= ∆(ω) > 0 (4.68)
Donc m(ω) et M(ω) sont de même signe.
Nous avons donc deux cas possibles : soit M(ω) > 0 et m(ω) > 0, soit M(ω) < 0 et m(ω) <
0. D’après (4.66) et sachant que p(ω) < 0, ∀ω ∈]ωm,ωM[, nous en déduisons que q(ω) >
−2 p(ω)3
√
(− p(ω)3 )> 0, ∀ω ∈]ωm,ωM[ dans le premier cas et q(ω)< 2 p(ω)3
√
(− p(ω)3 )< 0, ∀ω ∈
]ωm,ωM[ dans le second cas.
Nous avons donc :
|q(ω)| > −2 p(ω)
3
√
(− p(ω)
3
) (4.69)
avec :
−2 p(ω)
3
√
(− p(ω)
3
) =
128ω6M
27ω6
1 + 3ω2
ω2Mµφ,M(ω)

√
1 +
3ω2
ω2Mµφ,M(ω)
(4.70)
1er cas : ∀ω ∈]ωm,ωM[, q(ω) > 0 et d’après (4.58) et (4.70), nous avons :
1− 9ω
2
2ω2M
3−µφ,M(ω)
µ2φ,M(ω)
>
1 + 3ω2
ω2Mµφ,M(ω)

√
1 +
3ω2
ω2Mµφ,M(ω)
ce qui nous donne :
1 >
1 + 3ω2
ω2Mµφ,M(ω)

√
1 +
3ω2
ω2Mµφ,M(ω)
+
9ω2
2ω2M
3−µφ,M(ω)
µ2φ,M(ω)
Or, en notant p˜(ω) = 1 + 3ω
2
ω2Mµφ,M(ω)
, ∀ω ∈]ωm,ωM[, nous avons p˜(ω) > 1,
√
p˜(ω) > 1 et
9ω2
2ω2M
3−µφ,M(ω)
µ2φ,M(ω)
> 0. Il y a donc une contradiction, la relation (4.69) n’est pas vérifiée ∀ω ∈
]ωm,ωM[.
Nous pouvons donc en conclure que M(ω) et m(ω) sont de signes contraires. L’équation de
(4.58) admet donc 3 racines réels dans le premier cas. Par conséquent, d’après le lemme 1,
∆(ω) < 0, ∀ω ∈]ωm,ωM[.
2e cas : ∀ω ∈]ωm,ωM[, q(ω) < 0, et d’après (4.58) et (4.70), nous avons :
9ω2
2ω2M
3−µφ,M(ω)
µ2φ,M(ω)
−1 >
1 + 3ω2
ω2Mµφ,M(ω)

√
1 +
3ω2
ω2Mµφ,M(ω)
Or d’après le lemme 1, il y a une contradiction. En effet, il exite ω∗∗ = ωm +  avec  > 0 et
ω∗∗ << ωM tel que 9ω
2
2ω2M
3−µφ,M(ω)
µ2φ,M(ω)
< 1 car 9(3−µφ,M(ω∗∗))
2µ2φ,M(ω∗∗)
≥ 9 et ω2∗∗
ω2M
<< 1 . Nous pouvons donc
en conclure que M(ω) et m(ω) sont de signes contraires. L’équation de (4.58) admet donc
3 racines réels dans le deuxième cas. Par conséquent, d’après le lemme 1, ∆(ω) < 0, ∀ω ∈
]ωm,ωM[. 
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
Dans la section suivante, nous discuterons, interprèterons et simulerons numériquement
les résultats théoriques obtenus de la résolution du problème d’identification des paramètres
r et g.
4.3 Exemples de simulations numériques
Dans cette section, nous présentons quelques résultats de simulations numériques ob-
tenus dans le cas d’une ligne uniforme de longueur l = 1500m, d’impédance caractéris-
tique en haute fréquence Zc0 :=
√
L
C = 110Ω et d’une vitesse de propagation c0 :=
1
LC =
2.03×108 m/s. On en déduit les valeurs de l’inductance et la capacité suivantes :
L = 0.54187µH/m,C = 0.044783nF/m
Nous supposons que la ligne contient des pertes (valeurs typiques des câbles SNCF), sauf
mention explicite contraire, telles que :
R = 18mH/m,G = 2×10−4 nS/m
Nous en déduisons donc les paramètres suivants :
r ≈ 3.3218×104 Hz, g ≈ 4.45×10−3 Hz
Nous envoyons dans la ligne un signal source harmonique de la forme vg(t) =
√
2e jωt pour
t ∈ [0,1] ms généré par un générateur d’impédance interne Zg = 50Ω. L’extrémité droite de
la ligne est chargée telle que ρd = 0.8.
Nous avons pris pour tous les tests, sauf mention explicite contraire, la plage de fréquences
suivante [40,200]kHz avec un pas δω ∼ 1.6kHz et fM = 106 Hz, soit ωM = 2pi106 rad/s.
Nous travaillons donc avec une centaine de points de fréquences.
Nous étudierons le problème inverse en présentant des exemples d’estimation de para-
mètres r et g dans deux cas :
– 1er cas : le facteur de vitesse de phase est simulé par le problème direct,
– 2e cas : le facteur de vitesse de phase est estimé par une méthode de traitement de
signal appliquée sur les mesures 1.
Dans la suite, pour tous les tests, nous utiliserons la moyenne sur les fréquences pour
estimer r et g :
rˆ =
1
Nω
i=Nω∑
i=1
rˆ(ωi) gˆ =
1
Nω
i=Nω∑
i=1
gˆ(ωi)
où Nω représente le nombre de points de fréquences.
L’algorithme mettant en oeuvre le problème inverse d’identification des paramètres r
et g de la ligne a été implémenté en langage Matlab.
1. Nous rappelons que nous désignons par les mesures, les données synthétiques, résultat du modèle ma-
thématique simulant les tension et courant se propageant dans la ligne de transmission ; non bruitées obtenues
par les expressions (2.58) en prenant comme période d’échantillonnage Te = 10−8 s
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4.3.1 Estimation de r et g en simulant Fφ par le problème direct
Dans ce premier cas, nous présenterons deux exemples illustrant l’estimation des para-
mètres r et g par le biais des formules (4.27) dans le cas où l’on suppose connu les facteurs
de vitesse de phase Fφ et d’impulsion Fp dans une plage de fréquences limités ainsi que
dans le cas où nous estimons le facteur de vitesse d’impulsion en supposant connu le fac-
teur de vitesse de phase. Nous verrons que le deuxième exemple illustre bien la nécessité
d’avoir une grande précision dans l’estimation du facteur de vitesse d’impulsion pour avoir
de bons estimateurs de r et g comme prédit dans la sous section 4.2.1.
4.3.1.1 1er exemple : Fφ et Fp sont simulés par le problème direct
Dans cet exemple, nous cherchons donc à estimer les paramètres r et g en suppo-
sant connu le facteur de vitesse de phase Fφ et d’impulsion Fp. Les facteurs de vitesse
de phase et d’impulsion sont simulés par le problème direct dans la plage de fréquences de
[40,200]kHz via les formules (2.33a) et (2.47b) que l’on rappelle ici :
Fφ(ω) =
√√
1−
 √r2 +ω2− √g2 +ω2r + g
2
Fp(ω) =
√√
4
√
(r2 +ω2)(g2 +ω2)(√
r2 +ω2 +
√
g2 +ω2
)2
Les Figures 4.9 et 4.10 représentent respectivement une comparaison entre les paramètres
estimés en tout point de fréquence, rˆ(ω) et gˆ(ω) via les formules (4.27) et les valeurs de r
et g que nous voulons retrouver. Ici, r = 3.3218×104 Hz et g = 4.45×10−3 Hz.
D’après les Figures 4.9 et 4.10, la formule (4.27) nous permet d’estimer les paramètres
r et g dans le cas où Fφ et Fp sont simulés par le problème direct. En effet, nous estimons les
paramètres r et g avec une erreur relative en pourcentage respective de moins de 2×10−7%
et 1.5% sur tout l’intervalle de fréquence.
Cela nous donne en faisant la moyenne sur toutes les fréquences :
rˆ ∼ 33.218181kHz et gˆ ∼ 4.44292774mHz.
Nous avons fait la vérification des formules (4.27) pour une seule valeur de r et g cor-
respondant aux valeurs typiques d’un câble de signalisation SNCF sain mais nous pouvons
nous demander si ces estimateurs sont de bons estimateurs pour différentes valeurs de r et
g et en particulier pour celles représentant les présomptions de défaut que nous cherchons
à détecter (le plus petit défaut à détecter est environ 10 la valeur de g = 4.45×10−3 Hz et il
ne faudrait plus utiliser le câble pour des fuites 5 fois plus grandes 220mHz).
Les estimateurs de r et g donnés par la formule (4.27) nous permettent d’estimer aussi bien
des faibles que des grosses pertes r et g comme illustré dans les Figures 4.11 et 4.12. Les
axes de ces figures sont données en échelle logarithmique. Afin d’estimer les valeurs de r
et g, nous avons considéré respectivement un câble sans défaut g, ie g = 0 et un câble avec
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Figure 4.9 – Exemple 1 : Paramètre rˆ(ω) obtenu par la formule (4.27) comparé à la valeur
r = 3.3218×104 Hz et l’erreur relative commise en chaque point de fréquence.
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Figure 4.10 – Exemple 1 : Paramètre gˆ(ω) obtenu par la formule (4.27) comparé à la valeur
g = 4.45×10−3 Hz et l’erreur relative commise en chaque point de fréquence.
une valeur de r ∼ 33.218kHz.
Ces estimateurs sont donc de bons estimateurs pour des valeurs de r de l’ordre de 103 Hz à
106 Hz et des valeurs de g de l’ordre de 10−3 Hz à 104 Hz. Ces valeurs sont estimées avec
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une erreur relative en pourcentage de moins de 1% dans les deux cas.
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Figure 4.11 – Exemple 1 : Comparaison des r moyens estimés, rˆ, via la formule (4.27)
aux 40 valeurs de r prises régulièrement dans cet intervalle [1.7× 103,1.7× 106] Hz et
représentation de l’erreur relative de chacune de ces estimations
4.3.1.2 2e exemple : Fφ simulé par le problème direct et Fp estimé via Fφ
Dans le premier exemple, nous avons supposé connu le facteur de vitesse de phase Fφ
et le facteur d’impulsion Fp mais nous pouvons réduire le nombre de données connues car
nous remarquons que le facteur d’impulsion s’exprime en fonction de celui-ci.
Nous cherchons donc à estimer les paramètres r et g en ne supposant connu cette fois que
le facteur de vitesse de phase Fφ et nous montrons également, à travers cet exemple, avec
quelle précision devons nous estimer Fp afin de pouvoir avoir de bonne estimation des
paramètres r et g.
Dans cet exemple, le facteur de vitesse de phase est simulé par le problème direct via la
formule (2.33a) et le facteur de vitesse d’impulsion est estimé via le facteur de vitesse de
phase et de sa dérivée par la formule suivante déduite de (2.48a) :
Fˆ2p(ω) =
F2φ(ω)
1−ωd ln Fφ(ω)dω
(4.71)
Les Figures 4.13 et 4.14 montrent la comparaison en chaque point de fréquence entre le
carré du facteur de vitesse d’impulsion F2p estimé par la formule (4.71) et celui simulé
par le problème direct via la formule (2.47b) en prenant r ∼ 33.218kHz et g ∼ 2.233mHz
dans deux cas. Dans la première figure, cette comparaison est faite en prenant un pas de
96 Chapitre 4. Etude du problème inverse par une méthode fréquentielle
10−4 10−2 100 102 104 106 108
10−5
100
105
1010
g en Hz
g,
 g
 e
st
im
é 
en
 H
z
 
 
g
g estimé
10−4 10−2 100 102 104 106 108
10−10
10−5
100
105
X: 2.233e+05
Y: 85.12
g en Hz
e
rr
e
u
r 
re
la
tiv
e 
en
 %
X: 2.233e+06
Y: 98.51
Figure 4.12 – Exemple 1 : Comparaison des g moyens estimés, gˆ, via la formule (4.27)
aux 10 valeurs de g prises régulièrement dans cet intervalle [2.233×10−3,2.233×106] Hz
et représentation de l’erreur relative de chacune de ces estimations
fréquence δω ∼ 1.6kHz et dans la deuxième figure en prenant un pas δω ∼ 16 Hz dans
l’intervalle [40,200]kHz. L’erreur relative sur l’estimation de F2p est également représentée.
Nous passons d’une erreur relative de moins de 3×10−2% à 3×10−4% en prenant un pas
de fréquence 100 fois plus petit.
Remarque 20. : Dans les Figures 4.13 et 4.14, nous n’avons représenté, bien entendu,
qu’un exemple d’estimation de F2p correspondant à un couple de valeurs r et g pour illus-
trer ce qui se passe. Cependant, le même comportement est observé pour les autres couples
de valeurs r et g.
Dans la suite, afin d’estimer les valeurs de r et g, nous avons considéré respectivement
un câble normal ayant une valeur de g ∼ 2.233× 10−3 Hz et un câble avec une valeur de
r ∼ 33.218kHz.
Les Figures 4.15 et 4.16 illustrent respectivement la comparaison des r moyens estimés,
rˆ, par la formule (4.27) aux 8 points de discrétisation de cette plage de valeurs de r,
[3.3218× 104,3.3218× 1011] Hz. Dans la première figure, nous utilisons l’estimation de
F2p correspondant à un pas de fréquence δω ∼ 1.6kHz et dans la deuxième figure celle cor-
respondant à un pas de fréquence δω ∼ 16 Hz. L’ erreur relative commise sur rˆ est également
présentée. Les axes de ces figures sont donnés en échelle logarithmique.
En utilisant l’estimation de F2p correspondant à un pas δω ∼ 1.6kHz, nous estimons des
r d’ordre 106 à 1011 avec une erreur relative de 1% et des r d’ordre 105 avec une erreur
relative d’environ 10% ce qui reste une erreur assez importante. En particulier, avec une
4.3. Exemples de simulations numériques 97
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 105
0.9997
0.9998
0.9999
1
f en Hz
F p2
,
 
F p2
(w
) e
sti
mé
 
 
Fp
2(w) estimé
Fp
2
0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
x 105
0
0.01
0.02
0.03
f en Hz
e
rr
e
u
r 
re
la
tiv
e 
en
 %
Figure 4.13 – Exemple 2 : Comparaison, pour 100 points de l’intervalle [40,200]kHz, entre
F2p estimé par la formule (4.71) et celui simulé via la formule (2.47b) et représentation de
l’erreur relative commise sur F2p estimé à chaque fréquence
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Figure 4.14 – Exemple 2 : Comparaison, pour 10000 points de l’intervalle [40,200]kHz,
entre F2p estimé par la formule (4.71) et celui simulé via la formule (2.47b) et représentation
de l’erreur relative commise sur F2p estimé à chaque fréquence
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erreur relative de moins de 3× 10−2% sur l’estimation de F2p, nous ne pouvons estimer
la valeur minimale de r ∼ 33.218kHz puisque nous avons plus de 100% d’erreur relative.
Avec une erreur relative 100 fois plus petite sur l’estimation de F2p correspondant à un pas
δω ∼ 16 Hz, nous réduisons également l’intervalle d’erreur de l’estimation des différentes
valeurs de r puisque nous passons également à une erreur 100 fois plus petite. Ainsi, nous
pouvons déduire qu’en particulier pour avoir une bonne estimation (avec une erreur relative
de près de 10−2%) de la valeur typique de r d’un câble de signalisation SNCF sain, soit un r
d’ordre 104, il faudrait pouvoir estimer F2p avec une erreur relative de moins de 3×10−6%.
En effet, il faudrait prendre un pas de fréquence δω d’ordre 10−1.
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Figure 4.15 – Exemple 2 : rˆ obtenus par la formule (4.27) comparés aux 8 valeurs de
r prises régulièrement dans cet intervalle [3.3218× 104,3.3218× 1011] Hz en utilisant F2p
correspondant à δω ∼ 1.6kHz et l’erreur relative commise sur chacune de ces estimations
Les Figures 4.17 et 4.18 illustrent respectivement la comparaison des g moyens estimés, gˆ,
par la formule (4.27) aux 10 points de discrétisation de la plage de valeurs de g suivante
[2.233× 10−3,2.233× 106] Hz. Dans la première figure, nous utilisons l’estimation de F2p
correspondant à un pas δω ∼ 1.6kHz et dans la deuxième figure celle correspondant à un
pas δω ∼ 16 Hz. L’ erreur relative commise sur gˆ est également présentée dans les deux cas.
Les axes de ces figures sont donnés en échelle logarithmique.
De la même façon que pour l’estimation de r, nous remarquons que nous pouvons estimer
des g d’ordre 105 et 106 avec une erreur relative respective de près de 1.6% et 0.33% en
utilisant une estimation de F2p correspondant à un pas δω ∼ 1.6kHz. Pour des g d’ordre plus
petit, l’erreur relative augmente et au delà du g d’ordre 104, que nous estimons avec une
erreur relative de près de 28% ce qui représente une erreur importante, l’erreur relative est
au delà de 100%. Cependant, en utilisant un pas de fréquence 100 fois plus petit que celui
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Figure 4.16 – Exemple 2 : rˆ obtenus par la formule (4.27) comparés aux 8 valeurs de
r prises régulièrement dans cet intervalle [3.3218× 104,3.3218× 1011] Hz en utilisant F2p
correspondant à δω ∼ 16 Hz et l’erreur relative commise sur chacune de ces estimations
utilisé, par exemple, dans la Figure 4.13, nous réduisons l’intervalle d’erreur de l’estimation
de F2p ce qui entraîne également une erreur relative 100 fois plus petite dans l’estimation
des différentes valeurs de g. Ainsi, nous pouvons déduire qu’en particulier pour avoir une
estimation de la valeur typique de g d’un câble de signalisation SNCF sain, soit un g d’ordre
10−3, avec une erreur relative de près de 100%, il faudrait pouvoir estimer F2 p avec une
erreur relative de moins de 3×10−10%. En effet, il faudrait prendre un pas de fréquence δω
d’ordre 10−5.
D’après les Figures 4.13, 4.14, 4.15, 4.16, 4.17, 4.18, en ayant une meilleure estimation
de F2p (ce que l’on obtient en diminuant le pas de discrétisation de l’intervalle de fré-
quence : on passe de δω ∼ 1.6kHz à δω ∼ 16 Hz dans le cas particulier de r ∼ 33.218kHz
et g ∼ 2.233mHz), nous pouvons estimer les valeurs de r d’ordre de grandeur différent
avec une erreur de moins de 0.1% mais pour la valeur minimale qui nous intéresse, soit
r ∼ 33.218kHz, nous l’estimons avec une erreur un peu plus importante, soit 9%. Cepen-
dant, nous ne pouvons estimer que les grandes valeurs de g, de l’ordre de 103 à 106 avec
une erreur de moins de 2%. Nous pouvons donc conclure que nous ne pouvons estimer, en
pratique, les plus petits valeurs de g qui nous intéressent puisque nous avons vu numérique-
ment, par exemple qu’il fallait une erreur relative de moins de 3×10−10% sur l’estimation
de F2p pour espérer estimer un g d’ordre 10
−3, avec une erreur relative de près de 1% . Il
faut donc une grande précision dans l’estimation de F2p ce qui serait difficile d’obtenir à
cause des incertitudes liées aux mesures ajoutées à celles-ci celles dûes à l’approximation
numérique.
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Figure 4.17 – Exemple 2 : gˆ obtenus par la formule (4.27) comparés aux 10 valeurs de
g prises régulièrement dans cet intervalle [2.233 × 10−3,2.233 × 106] Hz en utilisant F2p
correspondant à δω ∼ 1.6kHz et l’erreur relative commise sur chacune de ces estimations
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Figure 4.18 – Exemple 2 : gˆ obtenus par la formule (4.27) comparés aux 10 valeurs de
g prises régulièrement dans cet intervalle [2.233 × 10−3,2.233 × 106] Hz en utilisant F2p
correspondant à δω ∼ 16 Hz et l’erreur relative commise sur chacune de ces estimations
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Nous allons donc utiliser les formules permettant d’estimer r et g en s’affranchissant
du facteur de vitesse d’impulsion Fp.
Formules approchées de r (4.44a) et de g (4.44b)
Dans cette sous section, nous allons montrer qu’en utilisant les fomules approchées de
r et g données par (4.44a) et (4.44b) ne faisant pas intervenir le facteur de vitesse d’impul-
sion Fp, nous aurons, au contraire, de bonnes estimations concernant les très petites valeurs
de r et g.
Dans les simulations suivantes, nous travaillons avec 100 points de fréquence dans cet inter-
valle [40,200]kHz, soit en prenant comme pas de fréquence δω ∼ 1.6kHz. Pour l’estimation
des valeurs de r et g, nous avons travaillé avec les mêmes câbles et les mêmes plages de
valeurs de ces deux paramètres que ceux utilisés précédemment dans le deuxième exemple.
Les estimateurs de r et g, donnés par les formules approchées (4.44a) et (4.44b), nous per-
mettent d’estimer aussi bien des faibles pertes que des grosses pertes r et g comme illustré
dans les Figures 4.19 et 4.20. On rappelle que ces formules ne dépendent uniquement que
du facteur de vitesse de phase et que celui-ci est simulé par le problème direct via la for-
mule (2.33a). Les axes de ces figures sont données en échelle logarithmique.
Nous remarquons que nous estimons des valeurs de r de l’ordre de 104 à 1011 Hz avec une
erreur relative de moins de 10−5% et des valeurs de g de l’ordre de 10−3 à 102 Hz avec
une erreur relative de moins de 1%. En effet, nous avons une bonne estimation des valeurs
minimales de r et g puisque nous pouvons estimer des r d’ordre 104, 105 avec une erreur
relative respective de près de 10−5%, 10−6% et des g d’ordre 10−3, 10−2 avec une erreur
relative respective de près de 10−2%, 10−3%. Globalement, nous avons meilleur estimation
des valeurs de r (voir Figure 4.19) que dans le cas où nous prenons comme estimateur de r,
la formule (4.27) en utilisant l’estimation de F2p dans le cas où nous prenons le même pas
de fréquence utilisé ici, soit δω ∼ 1.6kHz (voir Figure 4.15). Cependant, nous ne pouvons
pas estimer de plus gros défauts de g puisque, d’après la Figure 4.20, nous estimons des g
d’ordre 103 avec une erreur relative de près de 7% et l’erreur augmente pour des ordres de
g plus grand jusqu’à atteindre près de 100% et même au delà pour certaines valeurs de g.
Contrairement à l’exemple illustré dans la Figure 4.17, nous avons d’abord une meilleure
estimation pour les grandes valeurs de g et nous pouvions améliorer ces estimations en
diminuant le pas de fréquence (voir Figure 4.18). Or, nous avons vu que la précision de
ces estimations en utilisant les formules (4.27) est sensible au pas de fréquence : plus on
diminuait le pas de fréquence, plus on avait une meilleure estimation mais ceci serait dif-
ficile à obtenir en pratique. Par contre, ces formules approchées (4.44a) et (4.44b) sont de
bons estimateurs concernant les valeurs de r et g qui nous intéressent, en particulier ceux
des câbles SCNF et des présomptions de défaut que nous recherchons et surtout elles ne
dépendent pas du pas de fréquence.
Nous allons donc utiliser ces formules approchées comme estimateurs de r et g dans la
suite. Cependant, Fφ ne peut être mesuré directement en pratique, nous l’estimerons donc
à travers les mesures électriques que nous considérons, dans une première étude, comme
données synthétiques.
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Figure 4.19 – Exemple 2 : rˆ obtenus par la formule (4.44a) comparés aux 8 valeurs de r
prises régulièrement dans cet intervalle [3.3218×104,3.3218×1011] Hz et l’erreur relative
commise sur chacune de ces estimations
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Figure 4.20 – Exemple 2 : gˆ obtenus par la formule (4.44b) comparés aux 10 valeurs de
g prises régulièrement dans cet intervalle [2.233×10−3,2.233×106] Hz et l’erreur relative
commise sur chacune de ces estimations
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4.3.2 Estimation de r et g en estimant Fφ par les mesures
Dans cette section, nous cherchons donc à estimer les paramètres r et g en estimant le
facteur de vitesse de phase Fφ à partir du retard de phase τφ estimé à travers une technique
de traitement de signal (technique du zéro-crossing) utilisée sur les ondes incidente et réflé-
chie estimées via les tension et courant mesurés. Nous estimons ce facteur de vitesse dans
le cas où nous connaissons la longueur de la ligne et dans le cas où nous ne la connaissons
pas ce qui fait intervenir la quantité µφ,M.
4.3.2.1 En supposant que la longueur ` soit connue
La Figure 4.21 représente une comparaison en chaque point de fréquence entre le carré
du facteur de vitesse de phase estimé en utilisant la formule (4.42) et celui simulé par le
problème direct via la formule (2.33a) en prenant r ∼ 33.218kHz et g ∼ 2.233mHz. Cette
comparaison est faite pour 100 points de fréquences de cet intervalle [40,200]kHz, soit en
prenant un pas (δω ≈ 1.6kHz). L’erreur relative commise à chaque fréquence est également
présentée.
Comme nous pouvons le voir, d’après la formule (4.42), l’estimation de Fφ se fait en esti-
mant, en premier, le retard de phase τφ en chaque point de fréquence. Ce retard de phase
est estimé via la formule (4.12) par la technique du zero-crossing (en prenant les temps
de passage par zéro de pente positive) que l’on applique aux ondes incidente et réfléchie
estimées via les formules de la Proposition 4. Afin d’estimer ces ondes, nous avons besoin
à la fois d’estimer les tension et courant complexes, via les formules de la Proposition 3,
associés aux tension et courant réels mesurés simulés par le problème direct via les expres-
sions (2.58) en prenant comme période d’échantillonnage Te = 10−8 s et d’une estimation
de l’impédance caractéristique Zc via la formule (3.3).
Nous remarquons que nous estimons F2φ avec une erreur relative de moins de 0.03% sur
toute l’intervalle de fréquence.
Dans la suite, afin d’estimer les valeurs de r et g, nous avons considéré respectivement
un câble normal ayant une valeur de g ∼ 2.233× 10−3 Hz et un câble avec une valeur de
r ∼ 33.218kHz.
Les Figures 4.22 et 4.23 montrent respectivement la comparaison des r et g moyens estimés
par les formules (4.44) aux 8 et 10 valeurs de r et g prises régulièrement dans ces intervalles
[3.3218×104,3.3218×1011] Hz et [2.233×10−3,2.233×106] Hz en utilisant une estimation
de F2φ via la technique du zéro-crossing. L’ erreur relative commise sur respectivement rˆ et
gˆ est également présentée. Les axes de ces figures sont donnés en échelle logarithmique.
D’après les Figures 4.21, 4.22 et 4.23, avec une erreur relative de moins de 0.03% en tout
point de fréquence sur l’estimation de F2φ (voir Figure 4.21), nous arrivons à estimer la
valeur minimale de r d’ordre 104, soit r ∼ 33.218kHz, avec une erreur relative de près de
0.05%. De même, avec une erreur relative de moins de 0.15% sur l’estimation de F2φ (nous
ne l’avons pas représenté ici car nous ne pouvons représenter l’estimation de F2φ correspon-
dant à chaque couple de valeurs r et g), nous estimons la valeur de r de l’ordre de 105 avec
une erreur relative de près de 0.003%. Comme nous pouvons déduire des Figures 4.22 et
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Figure 4.21 – Comparaison entre F2φ estimé par la formule (4.42) et F
2
φ simulé par le
problème direct via la formule (2.33a) et l’erreur relative commise à chaque fréquence
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Figure 4.22 – rˆ obtenus par la formule (4.44a) aux 8 valeurs de r prises régulièrement dans
cet intervalle [3.3218× 104,3.3218× 1011] Hz et l’erreur relative commise sur chacune de
ces estimations
4.23, il faut une meilleure estimation de F2φ afin d’estimer r pour des ordres de grandeur
supérieurs à 105 et a fortiori pour estimer les différentes valeurs de g. Or la précision de
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Figure 4.23 – gˆ obtenus par la formule (4.44b) aux 10 valeurs de g prises régulièrement
dans cet intervalle [2.233× 10−3,2.233× 106] Hz et l’erreur relative commise sur chacune
de ces estimations
l’estimation de Fφ est liée à celle de l’estimation de τφ qui est estimé via les instants de
passage par zéro des ondes incidente et réfléchie. Même si la période d’échantillonnage
de Te = 10−8 s que nous avons pris pour l’échantillonnage des mesures est très petite, cela
ne suffit pas pour estimer le retard de phase τφ avec une précision nécessaire pour pouvoir
estimer les différentes valeurs de r et g.
En pratique, nous ne connaissons pas avec certitude la longueur ` de la ligne de trans-
mission. De plus, celle-ci peut être difficilement mesurable. Dans la suite, nous allons donc
utiliser une autre formule ne faisant pas intervenir ` et permettant d’estimer Fφ.
4.3.2.2 En supposant que la longueur ` soit inconnue
Dans cette partie, nous supposons que la longueur, `, de la ligne de transmission est
inconnue. Afin de s’affranchir de la connaissance de ce paramètre, nous normalisons F2φ
par la valeur de F2φ en une fréquence très élevée fM. Le facteur de vitesse de phase sera
donc estimé par µφ,M (voir la formule (4.35)).
Comme nous l’avons vu dans les exemples numériques précédents (cf. la partie 4.3.2.1 “En
supposant que la longueur ` soit connue”), afin d’estimer F2φ, nous estimons en premier τφ
par la technique du zero-crossing ce que nous ferons également ici pour estimer µφ,M en
utilisant les mêmes valeurs numériques (Te = 10−8 s,..). Cependant, nous avons vu égale-
ment que nous ne pouvons estimer les différentes valeurs de g et de r pour des ordres de
grandeur supérieur à 106, nous allons donc dans un premier temps simuler la quantité µφ,M,
qui est un estimateur de F2φ, et voir si nous arrivons à estimer les différentes valeurs de r et
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g.
Dans la suite, nous choisirons la plus grande fréquence fM = 106 Hz sauf mention explicite
contraire.
La Figure 4.24 illustre la comparaison entre µφ,M simulé via le facteur de vitesse de phase
par les formules (2.33a) et (4.35) et F2φ simulé en utilisant l’expression (2.33a) en prenant,
dans les deux cas, r ∼ 33.218kHz et g ∼ 2.233mHz. Cette comparaison est faite pour 100
points de discrétisation de cet intervalle [40,200]kHz, soit en prenant un pas δω ≈ 1.6kHz.
L’erreur relative commise sur µφ,M est également représentée.
Nous constatons que nous estimons µφ,M avec une erreur relative, à peu près constante à
chaque fréquence, de près de 6.987613812× 10−6%. Cependant, nous n’avons pas repré-
senté toutes les estimations de µφ,M correspondant à chaque couple de valeurs r et g mais
le comportement reste le même.
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Figure 4.24 – Comparaison entre µφ,M simulé via les formules (2.33a) et (4.35) et F2φ simulé
en utilisant l’expression (2.33a)) et l’erreur relative commise sur µφ,M
La Figure 4.25 donnée en échelle logarithmique représente une comparaison des 40 va-
leurs des r moyen estimés, rˆ, obtenus via la formule (4.45a) aux 40 valeurs de r prises
régulièrement dans l’intervalle [1.85× 103,1.66× 106] Hz que l’on cherche à retrouver en
utilisant µφ,M estimé par les mesures en utilisant l’estimation de τφ par la technique du
zero-crossing.
L’ erreur relative commise sur rˆ est également présentée.
Nous remarquons que nous estimons des r d’ordre 104 à des r d’odre inférieur à 106 avec
une erreur relative de près de 2% comme nous pouvons le prévoir. En effet, µφ,M s’exprime
en fonction de F2φ (cf. la formule (4.35)) et comme nous l’avons vu dans l’exemple précé-
dent (cf. Figure 4.23), en estimant F2φ par les mesures, nous ne pouvons estimer que des
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r d’ordre 104 à 106. Nous avons pris un pas plus petit dans cet exemple en restreignant
l’intervalle de r.
Cependant, nous avons vu, d’après la Figure 4.23, que nous ne pouvons estimer les diffé-
rentes valeurs de g choisis en estimant F2φ par les mesures. Nous allons donc supposer que
nous connaissons µφ,M pour l’estimation de g.
Les Figures 4.26 et 4.27 illustrent respectivement la comparaison des 10 valeurs des g
moyen estimés, gˆ, obtenus par la formule (4.45b) en utilisant respectivement µφ,M simulé
via les formules (2.33a) et (4.35) et F2φ simulé via la formule (2.33a)) ; aux 10 valeurs de
g prises régulièrement dans cet intervalle [2.233×10−3,2.233×106] Hz que l’on cherche à
retrouver. Ces figures sont données en échelle logarithmique.
L’ erreur relative commise sur respectivement gˆ dans les deux cas est également présentée.
Nous ne retrouvons pas les valeurs de g d’ordre de grandeur différents que nous avons choi-
sies même en supposant connu la quantité µφ,M à chaque fréquence puisque nous estimons
des g avec plus de 100% d’erreur.
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Figure 4.25 – rˆ obtenu par la formule (4.45a) comparé à r pour 40 valeurs de [1.85×
103,1.66×106] Hz en utilisant µφ,M simulé et l’erreur relative commise sur rˆ
D’après les Figures 4.24, 4.25, 4.26, 4.27, nous pouvons estimer, en estimant µφ,M par
les mesures, avec une erreur relative de moins de 2% pour les valeurs de r ∈ [4.439 ×
104,1.065×106] Hz pour un pas de r correspondant aux 40 valeurs d’après la Figure 4.25
ce qui correspond aux valeurs de résistances suivantes R ∈ [2.4×10−2,5.77×10−1] Hz. En
menant une étude plus fine, en prenant un pas de r plus petit que, nous ne représentons
pas ici, nous pouvons même estimer, avec une erreur relative de moins de 2%, des r à par-
tir de cette valeur 1.302× 104 dont la valeur typique du câble SNCF, soit r ∼ 33.218kHz.
Cependant, même en supposant connu µφ,M (en simulant µφ,M) pour ωM = 2pi106 rad/s,
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Figure 4.26 – gˆ obtenu par la formule (4.45b) comparé à g pour 10 valeurs de [2.233×
10−3,2.233×106] Hz en utilisant µφ,M estimé et l’erreur relative commise sur gˆ
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Figure 4.27 – gˆ obtenu par la formule (4.45b) comparé à g pour 10 valeurs de [2.233×
10−3,2.233×106] Hz en utilisant F2φ simulé et l’erreur relative commise sur gˆ
représentant un estimateur de F2φ, nous ne pouvons estimer les différentes valeurs de g
(plus de 100% d’erreur relative). Nous ne pouvons donc pas espérer pouvoir les estimer en
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utilisant une estimation de la quantité µφ,M qui fait intervenir en plus de l’approximation
numérique, des formules approchées, celle dûe à l’estimation de cette quantité par la tech-
nique du zero-crossing. Cependant, il est intéressant d’étudier l’influence du paramètre ωM
sur la précision de l’estimation de µφ,M comme estimateur de F2φ et donc a fortiori sur celle
des estimations des paramètres r et g afin de pouvoir faire un meilleur choix de celui-ci.
Dans la suite, nous utiliserons à la fois une formule explicite (4.55) permettant d’esti-
mer r afin de s’affranchir des erreurs dûes à l’approximation de la formule (4.45a) et ainsi
d’avoir un meilleur estimateur de F2φ en utilisant la formule (4.37) faisant intervenir une
estimation a priori de r.
En utilisant la formule explicite de r (4.55) et celle du facteur de vitesse de phase (4.37)
Dans cette partie afin d’estimer r et g, nous estimons, dans un premier temps, la quan-
tité µφ,M en utilisant l’estimation τφ par la technique du zero-crossing appliqué aux ondes
incidente et réfléchie estimées à partir des tension et courant mesurés. Puis, nous estimons,
r, par la formule explicite (4.55) en utilisant l’estimation de µφ,M. Ensuite, nous estimons,
dans un second temps, F2φ en ayant injecter dans la formule (4.37), l’estimation de r. Nous
aurons ainsi un estimateur de F2φ via la formule (4.37) en supposant toujours que la lon-
gueur de la ligne ` est inconnue.
Enfin, nous estimons g par la formule approchée (4.46b) en utilisant l’estimation de F2φ par
la formule (4.37).
Nous utiliserons les mêmes valeurs numériques que précedemment (cf. les parties 4.3.2.1
“En suposant que la longueur ` soit connue” et 4.3.2.2 “En suposant que la longueur ` soit
inconnue”).
La Figure 4.28 illustre la comparaison entre F2φ estimé par la formule (4.37) en utilisant
l’estimation de r ∼ 33.218kHz donnée par la formule (4.55) et F2φ simulé en utilisant l’ex-
pression (2.33a)) en prenant r ∼ 33.218kHz et g ∼ 2.233mHz et l’erreur relative commise
à chaque fréquence. Les axes sont représentés en échelle logarithmique.
La Figure 4.29 donnée en échelle logarithmique représente une comparaison des 40 valeurs
des r moyen estimé, rˆ, par la formule explicite (4.55) aux 40 valeurs de r prises régulière-
ment dans l’intervalle [1.66×103,1.66×106] Hz que l’on cherche à retrouver.
La Figure 4.30 illustre la comparaison des 10 valeurs des g moyen estimé, gˆ, par la formule
approchée (4.46b) en utilisant une estimation de F2φ donnée par la formule (4.37) en injec-
tant l’estimation de la valeur de r ∼ 33.218kHz donnée par la formule (4.55) aux 10 valeurs
de g prises régulièrement dans cet intervalle [2.233× 10−3,2.233× 106] Hz. Les axes sont
en échelle logarithmique.
L’ erreur relative commise sur gˆ est également présentée.
D’après les Figures 4.29 et 4.30, nous pouvons estimer avec une erreur relative de moins
de 4% des valeurs de r appartenant à cet intervalle [1.66×103,1.065×106] Hz ce qui cor-
respond aux valeurs de résistances suivantes R ∈ [8.995× 10−4,5.771× 10−1] Hz donc en
particulier, nous retrouvons la valeur typique de r correspond aux câbles de signalisation
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Figure 4.28 – Comparaison entre F2φ estimé par la formule (4.37) et F
2
φ simulé par la
formule (2.33a) et l’erreur relative commise à chaque fréquence
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Figure 4.29 – rˆ obtenu par la formule explicite (4.55) comparé à r pour 40 valeurs de
[1.66×103,1.66×106] Hz et l’erreur relative commise sur rˆ
SNCF et des défauts possibles de r d’ordre de grandeur allant jusqu’à près de 106. Ce-
pendant, nous ne pouvons estimer les différentes valeurs de g et donc en particulier, les
présomptions de défaut de g que nous cherchons à détecter.
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Figure 4.30 – gˆ obtenu par la formule approchée (4.46b) en utilisant une estimation de F2φ
donnée par la formule (4.37) comparé à g pour 10 valeurs de [2.233×10−3,2.233×106] Hz
et l’erreur relative commise sur gˆ
Remarque 21. : Afin d’estimer les différentes valeurs de r et g que nous avons pris dans
les exemples numériques précédents, nous avons utilisé la moyenne des estimations de r
et g sur toutes les fréquences. Or nous pouvons envisager d’améliorer les estimations de
r et g en faisant une étude plus fine c’est à dire en ne faisant la moyenne des estimations
de r et g qu’en prenant un morceau d’intervalle des fréquences où nous avons une bonne
estimation de r et g.
4.4 Conclusion et perspectives
Les formalismes et la méthodologie d’estimation des paramètres r et g ont été vali-
dés par les simulations numériques. De plus, les techniques d’estimation présentées, dans
ce chapitre, nous ont permis d’estimer partiellement les faibles défauts dans des lignes de
transmission uniformes avec pertes : nous pouvons estimer le plus gros défaut r de ces
faibles défauts.
En effet, nous pouvons estimer avec une erreur relative de moins de 4% des défauts de
r pour r ∈ [1.66× 103,1.065× 106] Hz ce qui correspond à des défauts de résistances sui-
vantes R ∈ [8.995×10−4,5.771×10−1] Ω/m en utilisant des données synthétiques non brui-
tées pour une première étude.
Cependant, nous ne pouvons estimer des défauts g donc a fortiori nous ne pourrons estimer
g en pratique. L’estimateur de g donné par la formule approchée (4.46b) est très sensible à
112 Chapitre 4. Etude du problème inverse par une méthode fréquentielle
l’erreur commise sur la donnée de F2φ. Cependant, nous pouvons améliorer l’estimation du
retard de phase en interpolant les temps de passage par zéro. Il est donc intéressant de faire
une étude d’analyse de sensibilité de ce paramètre et du bruit sur l’estimation des para-
mètres r et g. Nous pourrons également étudier la sensibilité du paramètre ωM et améliorer
l’estimation de r et g en utilisant qu’une partie de l’intervalle de fréquence où l’estimation
est meilleure car jusqu’à présent nous utilisons une moyenne sur toute la plage de fréquence
pour estimer r et g.
Enfin, nous pourrons utiliser des données expérimentales afin de pouvoir valider la mé-
thode.
Chapitre 5
Détection de faibles défauts par
comparaison des caractéristiques
mesurables de deux lignes
Dans le chapitre précédent, nous avons étudié le problème inverse pour la détection de
défauts et nous avons présenté une technique d’estimation des paramètres d’agrégats de
pertes r et g en moyennes fréquences pour une ligne isolée. Cette technique ne s’est pas
révélée efficace pour l’estimation de g. Dans ce chapitre 1, nous proposerons une méthode
basée sur la comparaison des caractéristiques mesurables entre deux lignes, ayant des ca-
ractéristiques très proches, permettant de détecter et d’estimer de faibles défauts g sous
certaines conditions.
Afin de présenter cette méthode, une analyse de l’effet de faibles pertes par les réflexions
dans le cas de lignes de transmission homogènes avec pertes est faite. Il en résulte que
l’effet du faible défaut g sur l’amplitude et la phase du coefficient de réflexion est difficile
à distinguer dû au fait qu’il est difficilement séparable de celui de l’autre terme de perte r,
avec g << r, ce qui est l’origine de la principale difficulté.
Cependant, l’effet du faible défaut g est observable en comparant les phases des coeffi-
cients de réflexion des deux lignes que l’on compare sous les conditions que celles-ci ont
mêmes caractéristiques dont l’une serait saine (g = 0) et l’autre serait en défaut (g , 0).
On remarquera, plus précisément, en comparant les phases des coefficiets de réflexion, que
l’effet de g sera observable dans la différence des phases ou retards de phase des ondes
des deux lignes. On étendra donc cette analyse de comparaison des phases des coefficients
de réflexion à une analyse différentielle des phases, des retards de phase et des vitesses de
phase et de groupe des ondes des deux lignes.
Dans le cas particulier où les deux lignes ont mêmes charges à leur extrémité droite en-
traînant ρd1 = ρd2 , ces comparaisons des phases ou retards de phase ou vitesses ne sont
pas perturbées par les charges et permettent de détecter de faibles défauts quelque soit la
charge connectée à l’extrémité droite de la ligne. Ceci est un grand avantage car cette mé-
thode de diagnostic de câbles pourra fonctionner sans déconnecter le moindre élément (ce
qui pourrait créer un défaut pendant la manipulation de débranchement et de branchement
du câble).
Il est également à noter que l’analyse est faite en s’intéressant uniquement à la comparai-
son des phases des coefficients de réflexion mais qu’un raisonnement analogue, que nous
ne traiterons pas dans ce manuscrit, peut être fait concernant la comparaison des amplitudes
1. Ce chapitre fait l’objet d’un rapport technique réalisé dans le cadre d’un projet ANR INSCAN
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des coefficients de réflexion dans le cas particulier où les deux lignes ont mêmes charges.
Cette approche différentielle de phases ou retards de phases ou vitesses des deux lignes
(l’une saine et l’autre en défaut) nous permet d’établir une présomption de défaut de type
g en comparant les estimations des différences de phases, retards de phase ou vitesses aux
différences de phases, retards de phase ou vitesses théoriques correspondant à un comporte-
ment normal (de type “0-défaut”) en ayant pris le soin d’éliminer d’autres causes possibles
d’une différence anormale comme par exemple des défauts de type r qui masqueraient
les défauts g. De plus, des formules approchées de ces différences ont été établies nous
permettant d’estimer le défaut g. Quelques exemples de simulations numériques de cette
approche différentielle seront illustrés. Il en ressort des résultats prometteurs quant à l’esti-
mation du défaut g. Cependant, cette approche n’a pû être testé expérimentalement sur les
câbles SNCF.
Nous nous inspirons, ensuite, de cette idée de comparaison des caractéristiques mesurables
(phases, retards de phase, vitesse) de deux lignes dans le cas de lignes de transmission
multiconducteurs (MTL)(cf. [45]) en adoptant une démarche statistique afin de pouvoir
établir avec un degré de confiance satisfaisant une présomption de défaut et/ou d’en esti-
mer sa gravité. Ces lignes MTL sont constituées de plusieurs paires, par exemple, le câble
de signalisation SNCF que nous avons utilisé lors d’expériences, est constitué de 14 paires.
Nous avons choisi de présenter la méthode dans le cas particulier des comparaisons de vi-
tesses de phase mais le raisonnement reste analogue pour les phases ou retards de phase.
Cette méthode statistique peut être utilisée de deux façons différentes. En effet, elle per-
met d’établir une présomption de défaut relatif en exploitant des mesures de vitesses de
phase entre deux lignes d’un ensemble de lignes réputé homogène : le câble entier ou un
sous-ensemble de ses paires. Elle permet également d’établir une présomption de défaut en
comparant l’estimation de vitesse de phase d’une paire aux vitesses de phase théorique de
type “0-défaut” et d’en estimer la gravité du défaut. Dans les deux cas, cette comparaison
se fait en utilisant un test statistique. Une formule a été établie permettant également d’es-
timer la gravité du défaut une fois la présomption de défaut établie.
Enfin, quelques résultats expérimentaux seront présentés en utilisant cette démarche statis-
tique.
Dans la suite, nous faisons les hypothèses, vérifiées en pratique, suivantes :
H 4.
∀ ω > 0, 1
ω2
rg 1, (5.1)
Et l’hypothèse H1 que nous rappelons ici :
g r
5.1 Analyse de l’effet de faibles pertes par les réflexions dans le
cas de lignes de transmission homogènes
Dans cette section, nous présenterons une approche de détection de faibles défauts ba-
sée sur une analyse de l’effet de faibles pertes exploitant les mesures via le coefficient de
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réflexion. En effet, celui-ci représentant le rapport de l’onde réfléchie sur l’onde incidente
(cf (2.56b)) est estimé à partir des mesures réelles de courant et tension permettant d’esti-
mer ces ondes comme nous l’avons vu dans la section 3.4. Nous verrons que des indicateurs
comme, par exemple, la différence de vitesses ou de phases peuvent être utilisés pour dé-
tecter la présence d’un défaut d’isolement dû au paramètre caractéristique G qui agit au
travers de g qui nous intéresse.
De plus, des formules aprochées ont été établies afin de caractériser physiquement les dé-
fauts. Il s’agit d’identifier les pertes en terme de valeurs r et g.
5.1.1 Coefficient de réflexion, dissipation et dispersion
Dans cette section, nous allons exploiter le coefficient de réflexion et sous certaines
hypothèses, nous allons approcher les caractéristiques de la propagation intervenant dans
l’amplitude et la phase de ce coefficient de réflexion. Ces formules approchées nous donne-
ront de l’information sur les pertes totales (dissipation et dispersion) et en exploitant l’effet
de la dissipation et de la dispersion, nous proposerons une nouvelle approche pour estimer
les faibles pertes g.
5.1.1.1 L’approximation faible g - haute fréquence des caractéristiques de la propa-
gation
En haute fréquence, nous pouvons rechercher l’information sur les pertes dans l’atté-
nuation du signal ou dans son retard de phase. Cela revient à exploiter l’amplitude ou la
phase du coefficent de réflexion d’après les formules (2.56b), (3.18), (2.28) et (2.43) que
nous rappelons ici :
ρg(ω,zg) =
V+(ω,zg, t)
V−(ω,zg, t)
= ρde−2γc(ω)`
ρg(ω,zg) = ρd(ω)exp(−2A(ω)`)exp
(
−2 jωτφ(ω,`)
)
avec :
γc(ω) = A(ω) + jω
τφ(ω,`)
`
Autrement dit, nous recherchons l’information sur les pertes dans A ou dans τφ représentant
les autres caractéristiques de propagation. Or analyser le coefficient de réflexion ρg(ω,zg)
revient à analyser la fonction de propagation γc(ω). Nous recherchons donc l’information
sur les pertes dans la partie réelle
α(ω)
c0
= A(ω) et imaginaire
β(ω)
c0
= ω
τφ(ω,`)
`
(cf (2.29),
(2.43)) de la fonction de propagation γc(ω) que l’on va approcher sous les hypothèses H1
et H4 vérifiées en pratique.
Pour des raisons de simplicité de calcul de l’approximation de la constante de propagation,
nous allons redéfinir la constante de propagation ainsi :
γc(ω) =
ω
c0
(
α˜(ω) + β˜(ω)
)
(5.2)
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Le lien entre cette définition et celle donnée par la formule (2.29) est donné par la relation
suivante :
α(ω) = ωα˜(ω), β(ω) = ωβ˜(ω) (5.3)
Comme nous pouvons le voir dans la proposition suivante, nous retrouvons le terme
d’amortissement r + g dans la partie réelle et le terme de dispersion r − g dans la partie
imaginaire de la constante de propagation.
Proposition 9. Sous l’hypothèse H4, la constante de propagation d’une ligne de transmis-
sion simple est approchée ainsi :
γc(ω) ∼ 12c0 (r + g) + j
1
c0
(
ω+
1
8ω
(r−g)2
)
avec
α˜(ω) ∼ 1
2ω
(r + g) , β˜(ω) ∼ 1 + 1
8ω2
(r−g)2
(5.4)
Remarque 22. On rappelle que l’atténuation du signal se traduit par le terme r + g alors
que la dispersion se traduit par le terme r− g que l’on retrouve bien respectivement dans
les paramètres d’atténuation α˜ et de phase β˜ de la fonction de propagation.
Preuve de la Proposition 9 : Nous rappelons que la constante de propagation γc se dé-
compose en coefficients d’atténuation α˜ et de phase β˜ tels que :
γc(ω) =
ω
c0
(
α˜(ω) + jβ˜(ω)
)
=
√
(R + jωL)(G + jωC)
Après un calcul simple, nous obtenons,
α˜2(ω) = β˜2(ω)−1 + 1
ω2
rg =
1
4β˜2(ω)ω2
(r + g)2
d’où
β˜4(ω)−
(
1− 1
ω2
rg
)
β˜2(ω)− 1
4ω2
(r + g)2 = 0
La solution positive de cette équation est
β˜2(ω) =
1
2
(
1− 1
ω2
rg
)1 +
√√
1 +
1
ω2
(r + g)2(
1− 1
ω2
rg
)2

Sous l’hypothèse H4, et en négligeant les termes en
1
ω4
,
β˜2 ∼ 1
2
(
1− 1
ω2
rg
)1 + √1 + 1ω2 (r + g)2

∼
(
1− 1
ω2
rg
)(
1 +
1
4ω2
(r + g)2
)
∼ 1 + 1
ω2
(
1
4
(r + g)2− rg
)
= 1 +
1
4ω2
(r−g)2
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d’où, en négligeant les termes en
1
ω3
,
β˜(ω) ∼ 1 + 1
8ω2
(r−g)2 , α˜(ω) = 1
2ωβ(ω)
(r + g) ∼ 1
2ω
(r + g)
Reportant dans γc(ω) = ωc0 (α˜(ω) + jβ˜(ω)), on a finalement
γc(ω) ∼ 12c0 (r + g) + j
1
c0
(
ω+
1
8ω
(r−g)2
)

5.1.1.2 Exploitation de la dissipation et de la dispersion
Information contenue dans la dissipation
L’effet de la dissipation s’observe en comparant les amplitudes ou les phases des ondes
incidente et réfléchie. Comme on peut le voir, par exemple, dans le module du coefficent
de réflexion ρde−2γc(ω)`.
En effet, on a vu d’après la Proposition 9 que< (γc(ω)) ∼ 1c0
r + g
2
.
Il en résulte que le facteur d’amortissement sur la longueur totale est donné par exp
(
− (r + g)`
2c0
)
dans les ondes (cf. (2.39)) et par exp
(
− (r + g)`
c0
)
dans le coefficient de réflexion. En suppo-
sant connus par ailleurs c0 et `, on voit que l’amortissement permet d’estimer r + g.
Information contenue dans la dispersion
L’effet de la dispersion s’observe dans le déphasage de l’onde réfléchie par rapport à l’onde
incidente ou dans le nombre d’onde k(ω) = ωcφ(ω) =
β(ω)
c0
, fonction inverse de l’usuelle re-
lation de dispersion. Comme on peut le voir dans la phase du coefficient de réflexion
ρde−2γc(ω)`.
En effet, on a vu d’après la Proposition 9 que = (γc(ω))− ωc0 ∼
1
8ωc0
(r−g)2. La dispersion
apporte une information sur r−g.
Nous rappelons les valeurs des caractéristiques pour un câble sain SNCF (R≤ 18Ω/km, L≤
0.3mH/km,C ≤ 55nF/km,G ≤ 0.2nS/km), cela donne les ordres de grandeur suivants :
r ∼ 60kHz, g ∼ 3.6mHz.
L’effet de g apparaît donc dans les termes r +g et r−g qu’il est possible, en théorie, d’esti-
mer. Mais, en pratique, nous avons vu que g << r : l’information est donc noyée dans r + g
comme dans r−g. Mais une grande précision sur l’estimation de r semble nécessaire pour
exploiter une formule du type g = 12 (r + g− (r−g)), une précision meilleure que 10−7.
Nous allons donc nous tourner vers une approche différentielle : comparaison de deux
lignes ayant des r très proches, typiquement deux paires d’un même câble.
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5.1.2 Comparaison des coefficients de réflexion entre deux lignes
Nous considérons un câble constitué de deux paires ou deux lignes de transmission
ayant les mêmes caractéristiques électriques et qui ne se différencient que par leur conduc-
tance linéique de fuite G.
Introduisons ces notations qui nous servirons dans la suite : notons G1 et G2 les conduc-
tances linéique respectives de la ligne ou de la paire 1 et 2 dont la première serait saine
sans défaut (G1 = 0) et la deuxième serait endommagée (G2 ≥ 2nS/km) ce qui nous donne
en terme de défaut que nous recherchons g1 = 0 et g2 ≥ 36mHz.
Nous avons vu dans la section précédente, d’après la Proposition 9 et le coefficient de
réflexion (cf. (2.56b)) que l’information sur les pertes totales r + g et r−g se trouvait dans
l’amplitude et la phase du coefficient de réflexion, plus précisément dans les fonctions α ou
α˜ et β ou β˜. Cependant, dans le cas où g << r (cf. l’hypothèse H1) et d’après la Proposition
9, il est difficile de distinguer l’effet de g par rapport à r quand il se trouve dans une addition
ou une soustraction. Afin de contourner cette difficulté et d’observer l’effet du faible défaut
g, la méthode est basée sur la comparaison des coefficients de réflexion de deux lignes ayant
mêmes caractéristiques dont l’une serait endommagée par g et l’autre serait sans défaut.
Soient ρg1(ω,zg), ρg2(ω,zg), les coefficients de réflexion de la ligne respectivement 1 et 2 et
ρd1 , ρd2 , les charges à la fin de la ligne respectivement 1 et 2
En regardant le rapport des deux coefficients de réflexion, nous avons :
ρg2(ω,zg)
ρg1(ω,zg)
=
ρd2
ρd1
e
−2ω`
c0
(α˜2(ω)− α˜1(ω))
e
− j2ω`
c0
(
β˜2(ω)− β˜1(ω)
)
(5.5)
où l’indice i de α˜i(ω) et β˜i(ω) et gi représente le numéro de la ligne. Ce qui nous donne :
ρg2(ω,zg)
ρg1(ω,zg)
∼ ρd2
ρd1
e
`
c0
(g1−g2)
e
j
`r
2c0ω
(g2−g1)
(5.6)
On remarque donc, d’après (5.6), que l’information sur les pertes de fuite se trouve dans
l’amplitude et la phase du rapport des coefficients de réflexion. De plus, il sera plus facile
de distinguer l’effet de g par rapport à r quand il se trouve dans un produit (cf. la phase du
rapport) ou quand le défaut r a disparu (cf. l’amplitude du rapport). Cependant, l’estimation
de l’amplitude et la phase du rapport des coefficients de réflexion pourrait être perturbée
par les charges en bout de ligne. En effet, nous avons d’après (5.6) :
ln
(∣∣∣∣∣∣ρg2(ω,zg)ρg1(ω,zg)
∣∣∣∣∣∣
)
∼ ln
(∣∣∣∣∣∣ρd2ρd1
∣∣∣∣∣∣
)
+
`
c0
(g1−g2) , (5.7a)
Φ
(
ρg2(ω,zg)
ρg1(ω,zg)
)
∼ Φ
(
ρd2
ρd1
)
+
`r
2c0ω
(g2−g1) (5.7b)
Pour des raisons de contraintes matérielles et de contraintes de sécurité d’exploitation des
trains concernant l’utilisation des charges en bout de ligne comme décrit dans la section
3.3.1 du chapitre 3, le choix de la formule à exploiter pour l’estimation des pertes serait la
formule (5.7b) de la phase du coefficient de réflexion.
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Cependant dans le cas particulier où les deux lignes ont la même charge en zd, ie ρd1 = ρd2 ,
le rapport des coefficients de réflexion vérifie donc la proposition suivante :
Proposition 10. Soient deux lignes parallèles sans couplage qui ne différeraient que par
leurs G et ayant même charge à leur extrémité droite, ie au point zd.
Sous l’hypothèse H1, le rapport des coefficients de réflexion des deux lignes de transmis-
sion simple est approché ainsi :
ρg2(ω,zg)
ρg1(ω,zg)
∼ e
`
c0
(g1−g2)
e
j
`r
2c0ω
(g2−g1)
(5.8)
Preuve de la Proposition 10 : Soient deux lignes parallèles sans couplage qui ne diffère-
raient que par leurs G et ayant même charge à leur extrémité droite, ie au point zd.
D’après les formules (5.4) de la Proposition 9 et (5.5), on a :
α˜2(ω)− α˜1(ω) ∼ 12ω (r + g2)−
1
2ω
(r + g1) ∼ 12ω (g2−g1)
β˜2(ω)− β˜1(ω) ∼ 1 + 18ω2 (r−g2)
2−
(
1 +
1
8ω2
(r−g1)2
)
∼ −g2−g1
8ω2
(
2r− (g2 + g1)
)
Sous l’hypothèse H1, l’expression devient :
β˜2(ω)− β˜1(ω) ∼ − `r4c0ω2 (g2−g1)
D’où on en déduit la formule (5.8) 
Remarque 23. – D’après la Proposition 10, la phase du rapport des coefficients de
réflexion pourrait être observable si `ω est assez grand, c’est à dire aux “basses
fréquences” pour des lignes suffisamment longues.
– Pour des lignes sans défaut ayant exactement les mêmes caractéristiques et les
mêmes charges en bout de ligne, ce rapport est égal à 1 ce qui concorde avec le
sens que ces deux lignes ont les mêmes coefficients de réflexion.
– D’après la formule (5.5), nous retrouvons la différence g2−g1 dans l’amplitude des
rapports des coefficients de réflexion sans être perturbé par le paramètre r. En ayant
une bonne connaissance de l’amplitude du coefficient de réflexion, nous pouvons
estimer cette différence.
L’idée d’exploiter deux lignes ayant exactement les mêmes caractéristiques dont l’une se-
rait endommagée par une petite variation du paramètre g et l’autre serait saine sans défaut
nous permet de savoir si l’une des deux lignes est incriminée et ainsi de répondre à la
question de présomption de défaut.
Par ailleurs en connaissant ` et c0, l’estimation de la phase du rapport des coefficients de
réflexion est un indicateur d’une présomption de défaut. Cependant, cela demande de se
soucier des charges en bout de ligne sauf dans le cas particulier où ces deux lignes auront
120
Chapitre 5. Détection de faibles défauts par comparaison des caractéristiques mesurables de
deux lignes
mêmes charges à leur extrémité droite.
Nous allons voir dans la suite qu’il existe d’autres indicateurs de présomption de défaut. Ce
sont ces indicateurs que nous allons utiliser dans la détection de faibles défauts. En effet, il
s’agit d’exploiter des mesures différentielles de phase ou de retard de phase ou de vitesse
entre deux lignes ayant mêmes caractéristiques et ne diffèreraient que de la conductance de
fuite G.
De plus, on remarquera, d’après (5.5), que comparer les phases du coefficient de réflexion
revient à comparer les phases ou les retards de phases entre deux lignes comme indiqué
dans la formule ci-dessous :
ρg2(ω,zg)
ρg1(ω,zg)
=
ρd2
ρd1
e
−2ω`
c0
(α˜2(ω)− α˜1(ω))
e
− j2ω`
c0
(
τ˜φ2(ω,`)− τ˜φ1(ω,`)
)
(5.9)
avec le retard de phase τ˜φ(ω,`) =
`β˜(ω)
c0
ou la phase Φ˜(ω) =ωτ˜φ(ω,`) =ω
`β˜(ω)
c0
et où l’indice
i de α˜i(ω) et τ˜φi(ω,`) et gi représente le numéro de la ligne. Par exemple, la ligne 1 et 2 ont
comme défaut respectif g1 et g2.
Nous allons donc présenter, dans la suite, une approche différentielle qui consiste à compa-
rer les retards de phase ou les phases ou les vitesses entre deux lignes. Cependant, dans le
cas du problème inverse qui consiste à identifier les pertes à partir de ces comparaisons de
phase, nous estimerons ces phases en utilisant la technique du zéro-crossing sur les ondes
incidentes et réfléchies. Nous aurons donc besoin de connaitre les charges en bout de ligne
et nous nous placerons dans le cas simple où les deux lignes auront même charge.
Avant de présenter cette approche, nous allons d’abord présenter quelques formules appro-
chées de vitesses qui seront utiles pour cette approche.
5.1.3 Approximation des vitesses de phase et de groupe
Les vitesses de phase, de groupe ainsi que les phases des signaux sont des fonctions
dépendant de la fonction β˜(ω), nous pouvons approcher ces fonctions en faisant apparaitre
le terme de dispersion r−g.
Proposition 11. Sous l’hypothèse H4, la vitesse de phase et la vitesse de groupe d’une
ligne de transmission simple sont approchées ainsi :
c˜φ(ω) ∼ c0β˜(ω)−1, c˜g(ω) ∼ c0β˜(ω) (5.10)
avec, β˜(ω) ∼ 1 + 1
8ω2
(r−g)2, β˜−1(ω) ∼ 1− 1
8ω2
(r−g)2 et c0 = 1√
LC
.
Preuve de la Proposition 11 : L’approximation de la vitesse de phase est évidente d’après
sa définition. Pour la deuxième approximation, calculons la vitesse de groupe avec la for-
mule c˜g(ω) = c0
(
d(ωβ˜(ω))
dω
)−1
.
Formellement, on a, en dérivant l’approximation obtenue pour ωβ˜(ω) :(
d(ωβ˜(ω))
dω
)−1
∼
(
1 +
1
8ω2
(r−g)2− 1
4ω2
(r−g)2
)−1
∼ β˜(ω)
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cela peut se justifier en partant de la formule exacte
2ω2β2(ω) = ω2− rg +
√(
ω2− rg)2 +ω2 (r + g)2
On a donc finalement
c˜φ(ω) ∼ c0β˜(ω)−1, c˜g(ω) ∼ c0β˜(ω)
avec β˜(ω) ∼ 1 + 18ω2 (r−g)2 et β˜−1(ω) ∼ 1− 18ω2 (r−g)2 
5.2 Détection de faibles défauts par une approche différentielle
de phases ou de vitesses entre deux lignes
Dans cette section, l’idée est d’exploiter des mesures différentielles de phase ou de
vitesses, retards de phase en régime harmonique entre deux lignes ayant des r très proches,
typiquement deux paires d’un même câble.
Il est impotant de remarquer que nous avons besoin d’une ligne saine de référence.
Avant de présenter cette idée, nous allons montrer que nous pouvons également exploiter
ces mesures différentielles sur une seule ligne. Cette technique nous permettra d’estimer r.
Cependant, elle requiert une bonne connaissance de r pour pouvoir estimer g.
5.2.1 Comparaison des vitesses de phase et de groupe pour une même ligne.
Afin de détecter les défauts r et g, nous pouvons utiliser les différences des vitesses de
groupe et de phase ou les déphasages d’une extrémité à l’autre de la ligne. Cela nous donne
la proposition suivante :
Proposition 12. Sous l’hypothèse H1, les différences des vitesses de groupe et de phase et
les différences de phase sont approchées ainsi :
c˜g(ω)− c˜φ(ω) ∼ c04ω2 (r−g)
2 ∼ c0
4ω2
r2
(
1−2g
r
)
(5.11)
Φ˜φ(ω)− Φ˜g(ω) ∼ `4c0ω (r−g)
2 ∼ `
4c0ω
r2
(
1−2g
r
)
(5.12)
Preuve de la Proposition 12 : D’après la Proposition 11 et sous l’hypothèse H4, l’approxi-
mation de la différence des vitesses de groupe et de phase est évidente.
Les déphasages d’une extrémité à l’autre de la ligne pour une onde sont respectivement
Φ˜φ(ω) =
ω`
c˜φ(ω)
= ωβ˜(ω)
`
c0
∼ ω `
c0
(
1 +
1
8ω2
(r−g)2
)
Φ˜g(ω) =
ω`
c˜g(ω)
= ω
`
c0β˜(ω)
∼ ω `
c0
(
1− 1
8ω2
(r−g)2
)
D’où nous en déduisons sous l’hypothèse H4 :
Φ˜φ(ω)− Φ˜g(ω) ∼ `4c0ω (r−g)
2 ∼ `
4c0ω
r2
(
1−2g
r
)

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L’effet de g apparaît ici mais une bonne connaissance de r (sachant que ` et c0 sont
connus) semble nécessaire pour distinguer le terme 2
g
r
.
5.2.2 Comparaison des vitesses de groupe entre deux lignes.
On peut aussi envisager de comparer les vitesses ou les phases de groupe de signaux
de lignes voisines, par exemple deux paires torsadées du même câble.
Proposition 13. Soient deux lignes parallèles sans couplage qui ne différeraient que par
leurs G, les différences des vitesses et des phases de groupe sont approchées sous l’hypo-
thèse H4 ainsi :
c˜g2(ω)− c˜g1(ω) ∼
c0
8ω2
(
(r−g2)2− (r−g1)2
)
∼ c0
4ω2
r (g1−g2) (5.13)
Φ˜g2(ω)− Φ˜g1(ω) ∼ `8c0ω
(
(r−g1)2− (r−g2)2
)
∼ `
4c0ω
r (g2−g1) (5.14)
Preuve de la Proposition 13 : D’après la Proposition 11 et sous l’hypothèse H4, l’approxi-
mation de la différence des vitesses de groupe est évidente.
La phase de groupe est donnée par la formule suivante :
Φ˜g(ω) =
ω`
c˜g(ω)
= ω
`
c0β˜(ω)
D’où d’après la formule (5.4), elle est approchée ainsi :
Φ˜g(ω) ∼ ω `c0
(
1− 1
8ω2
(r−g)2
)
Nous en déduisons l’approximation de la deuxième formule. 
Cette différence de phase de groupe pourrait être observable si
`
ω
est assez grand,
c’est à dire aux “basses fréquences” pour des lignes suffisamment longues. Par exemple, si
une des lignes est saine et l’autre franchit le seuil de défaut à détecter (dix fois la valeur
normale), alors c˜g2 − c˜g1 et Φ˜g2 − Φ˜g1 changent dans un rapport de un à dix.
5.2.3 Comparaison des vitesses de phase entre deux lignes.
On peut aussi envisager de comparer les vitesses de phase ou les phases de signaux de
lignes voisines, par exemple deux paires torsadées du même câble. Ici, les formules avec
les vitesses de phase sont analogues à ceux des vitesses de groupe.
Proposition 14. Soient deux lignes parallèles sans couplage qui ne diffèreraient que par
leurs G, les formules approchées sous l’hypothèse H4 des différences de vitesses de phase
et les différences de phases sont :
c˜φ2(ω)− c˜φ1(ω) ∼
c0
8ω2
(
(r−g1)2− (r−g2)2
)
∼ c0
4ω2
r (g2−g1) (5.15)
Φ˜φ2(ω)− Φ˜φ1(ω) ∼
`
8c0ω
(
(r−g2)2− (r−g1)2
)
∼ `
4c0ω
r (g1−g2) (5.16)
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Preuve de la Proposition 14 : D’après la Proposition 11 et sous l’hypothèse H4, l’approxi-
mation de la différence des vitesses de phase est évidente.
Le déphasage d’une extrémité à l’autre de la ligne pour une onde est donnée par la formule
suivante :
Φ˜φ(ω) =
ω`
c˜φ(ω)
= ω
`
c0β˜(ω)
D’où d’après la formule (5.4), elle est approchée ainsi :
Φ˜φ(ω) ∼ ω `c0
(
1− 1
8ω2
(r−g)2
)
Nous en déduisons l’approximation de la deuxième formule. 
Nous faisons la même remarque que précédemment concernant les différences de phase
de groupe : en effet, nous remarquons que cette différence de phase pourrait être observable
si
`
ω
est assez grand, c’est à dire aux “basses fréquences” pour des lignes suffisamment
longues. Par exemple si une des lignes est saine et l’autre franchit le seuil de défaut à
détecter (dix fois la valeur normale), alors c˜φ2 − c˜φ1 et Φ˜φ2 − Φ˜φ1 changent dans un rapport
de un à dix.
Conclusion :
Ce sont ces formules présentées dans cette Section 5.2 qui sont à la base de la métho-
dologie proposée. Avant d’utiliser cette idée de comparer les caractéristiques mesurables
dans le cas de lignes de transmission multiconducteurs, nous allons simuler numériquement
cette nouvelle approche afin de vérifier les résultats théoriques obtenus et ainsi détecter les
défauts qui nous intéressent.
5.3 Exemples de simulations numériques
Dans cette section, nous simulons numériquement l’expérience de détection de faibles
défauts, qui est un problème inverse, en utilisant l’approche différentielle présentée dans la
section précédente.
Pour les différentes simulations numériques, nous considérons un câble électrique carac-
térisé par son impédance caractéristique en haute fréquence Zc0 = 110Ω et sa vitesse
de propagation c0 = 2.03 × 108 m/s. L’inductance et la capacité de la ligne vaut donc,
L = 5.4187× 10−7 H/m, C = 4.4783× 10−11 F/m. Nous supposons également que la ré-
sistance du câble vaut R = 18× 10−3 Ω/m, valeur correspondante aux câbles SNCF. Nous
avons donc r ∼ 3.3218× 104 Hz. On gardera cette valeur pour la détection de défaut de g
dans le cas de comparaison de vitesses entre deux lignes sauf mention explicite contraire.
Nous envoyons dans la ligne un signal source harmonique de la forme vg(t) =
√
2<
(
e jωt
)
pour t ∈ [0,1]ms généré par un générateur d’impédance interne Zg = 50Ω. L’extrémité
droite de la ligne est chargée telle que ρd = 0.8.
Afin de simuler le problème inverse qui consiste à estimer le paramètre g ou à établir
qu’une des deux lignes est incriminée, nous allons d’abord générer la tension V(ω,zg,nTe)
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et le courant I(ω,zg,nTe), solutions des équations des Télégraphistes (1.6) et nous al-
lons prendre la partie réelle de ces signaux échantillonnés à la période Te = 10−8 s, qui
sont censés être mesurés en pratique et que nous avons nommés mesures échantillonnées
(v(ω,zg,nTe) et i(ω,zg,nTe)). Ensuite, nous complexifierons ces signaux, Vˆ(ω,zg,nTe) et
Iˆ(ω,zg,nTe) à partir des mesures échantillonnées par les relations données dans la Proposi-
tion 3.
Le processus de la résolution du problème inverse est le suivant :
– Reconstruction des signaux complexes V(ω,zg,nTe) et I(ω,zg,nTe) en fonction de
v(ω,zg,nTe) et i(ω,zg,nTe).
– Estimation de l’impédance apparente Zapp(ω,zg) et l’impédance caractéristique Zc(ω).
– Estimation des ondes incidente et réfléchie en fonction des signaux complexes esti-
més Vˆ(ω,zg,nTe), Iˆ(ω,zg,nTe) et de l’impédance caractéristique estimée Zˆc(ω).
– Estimation du retard de phase τφ(ω,`) et des vitesses de phase cφ(ω) en utilisant la
technique du zéro-crossing.
– Estimations de g et ∆g = g2−g1 en utilisant les formules approchées données dans la
Proposition 12 dans le cas d’une ligne et celles données dans les Propositions 13, 14
dans le cas de la comparaison de deux lignes. Ces estimations se feront en utilisant la
méthode des moindres carrés. En effet, d’après les formules des propositions énon-
cées, nous connaissons le modèle analytique qui est sous la forme f (ω; K1) = K1ω dans
le cas des différences de phases et f (ω; K2) = K2ω2 dans le cas des différences de vi-
tesses de phase dans les différents cas. Nous minimiserons donc la fonction suivante :
minK j
∑
i
(
f (ωi; K j)−Di
)2
où j ∈ 1,2 et Di représente les données pour chaque ωi des
différences de phase ou vitesses de phase. Nous en déduiserons gˆ et ∆ˆg du paramètre
K j
5.3.1 Estimations de r et g d’une ligne isolée
L’objectif de cet exemple est de simuler numériquement l’expérience de détection de
faibles défauts, qui est un problème inverse, en utilisant l’approche différentielle des phases
(5.12) dans le cas d’une ligne isolée afin d’estimer les paramètres r et g. Nous avons choisi
de montrer des exemples d’estimations de r et g en utilisant les différences de phase (5.12)
mais la démarche reste analogue pour la différence des vitesses de phase. Nous supposons
connaitre le paramètre r et la longueur ` lorsque l’on cherche à estimer g sauf mention
explicite du contraire.
Les Figures 5.1 et 5.2 représentent respectivement la comparaison des valeurs du coefficient
1− 2 gr et g estimées et exactes. Dans les Figures 5.1 et 5.2, nous représentons les valeurs
de g en échelle logarithmique.
En supposant connu r et malgré une précision relative de moins de 0.8% du coefficient 1−
2 gr estimé, nous ne pouvons estimer g. En effet, d’après la Figure 5.2, nous estimons des g
d’ordre 10−3 à 102 avec une erreur relative très importante de plus de 50% et nous estimons
g = 2.233× 103 Hz avec une erreur relative de près de 1.8%. Cela est en accord avec ce
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que nous avons prédit. En effet, cela confirme le fait qu’il faut une meilleure précision dans
l’estimation du coefficient 1−2 gr pour pouvoir distinguer le terme 2 gr de 0 puisque 2 gr << 1.
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Figure 5.1 – Comparaison des valeurs du coefficient 1− 2 gr estimées et exactes pour g ∈
{2.233×10−3,2.233×10−2,2.233×10−1,2.233,2.233×101,2.233×102,2.233×103}
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Figure 5.2 – Comparaison des valeurs de g estimées et exactes pour g ∈ {2.233 ×
10−3,2.233× 10−2,2.233× 10−1,2.233,2.233× 101,2.233× 102,2.233× 103}Hz et repré-
sentation de l’erreur relative commise sur gˆ
Dans le cas d’une seule ligne, nous ne pouvons exploiter, en pratique, les différences de
phase ou vitesses de phase afin de retrouver g. Cependant, nous pouvons exploiter cette
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technique afin d’estimer le plus gros défaut r des faibles défauts.
Pour cet exemple, afin d’estimer r, nous allons donc considérer une ligne saine sans défaut
g, ie g = 0.
La Figure 5.3 représente la comparaison des valeurs de r estimées par moindre carré dé-
duites du paramètre K1 et exactes pour des r ∈ [1.9108×104,7.38×105] Hz. Nous consta-
tons que nous pouvons estimer, avec une précision de moins de 10%, des r ∈ [1.9108×
104,3.408×105] Hz. Nous pouvons donc conclure que nous pouvons détecter les plus gros
défauts r des faibles défauts en moyenne fréquence pour des r ∈ [1.9108× 104,2.083×
105] Hz avec une erreur relative de moins de 5% et en particulier, la valeur particulière des
câbles de signalisation SNCF, r ∼ 3.3218× 104 Hz, avec une erreur relative de moins de
0.5%.
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Figure 5.3 – Comparaison des valeurs de r estimées et exactes pour R ∈ [1.04× 10−2,4×
10−1]Ω correspondant aux r ∈ [1.9108×104,7.38×105] Hz et l’erreur relative commise sur
rˆ
5.3.2 Estimation de g par comparaison des caractéristiques mesurables de
deux lignes
Dans ces exemples de simulation numérique, nous estimons le terme de perte g via une
comparaison des phases de signaux de deux lignes de transmission voisines mais la dé-
marche reste analogue en utilisant la différence des vitesses de phase. Ces exemples seront
faits dans deux cas différents : dans le cas où r est connu et dans le cas où r est inconnu et
donc estimé.
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Nous considérons donc deux lignes de transmission voisines, sans couplage, qui ne dif-
fèreraient que par leur conductance de fuite intervenant dans g dont l’une des deux lignes
est saine sans défaut (ie g1 = 0) et l’autre a un défaut g = g2 , 0. Nous ferons varier ce der-
nier paramètre dans le cas où : g ∈ {2.233×10−3,2.233×10−2,2.233×10−1,2.233,2.233×
101,2.233×102,2.233×103,2.233×104,2.233×105}Hz. L’estimation du défaut normalisé
g de la ligne en défaut est déduite via ∆ˆg = gˆ1− gˆ estimé par moindre carré à travers le pa-
ramètre K2 représentant le terme `r4c0 estimé (voir la formule des différences de phase de
(5.16)).
Le paramètre r est supposé connu
Dans ces exemples, nous supposons connaître r ∼ 3.3218×104 Hz.
Les Figures 5.4 et 5.5 représentent respectivement la comparaison des valeurs de g esti-
mées et exactes (on rappelle que l’une des deux lignes est saine sans défaut, ie g1 = 0,
nous n’avons donc pas besoin d’indexer g) et le retard de phase, correspondant au couple
r ∼ 33.218kHz et g ∼ 2.233mHz, simulé par (2.33a) et (2.43) et estimé par (4.12) via la
technique du zero-crossing. L’erreur relative donnée en pourcentage est également repré-
sentée dans les deux figures. Dans la Figure 5.4, les axes sont donnés en échelle logarith-
mique.
Nous n’avons pas représenté toutes les estimations de la fonction τφ correspondant à chaque
couple de valeurs de r et g (r ∼ 3.218kHz ici est constant) mais ces estimations ne sont pas
plus significatives que l’exemple d’estimation de τφ que nous avons choisi d’illustrer.
Avec une erreur relative de moins de 1.5×10−2% sur l’estimation du retard de phase, nous
ne pouvons pas estimer aussi bien les petits défauts comme les grands défauts de g (voir la
Figure 5.4).
il faut une meilleure estimation de τφ afin d’estimer les différentes valeurs de g. Or la
précision de l’estimation de τφ est liée à celle des instants de passage par zéro des ondes
incidente et réfléchie. Même si la période d’échantillonnage de Te = 10−8 s que nous avons
pris pour l’échantillonnage des mesures est très petite, cela ne suffit pas pour estimer le
retard de phase τφ avec une précision nécessaire pour pouvoir estimer les différentes va-
leurs de r et g. Nous allons donc interpoler ces temps de passage par zéro afin de gagner en
précision dans l’estimation du retard de phase et ainsi pouvoir estimer g.
Interpolation linéaire au sens des moindres carrés des temps de passage par zéro
Nous avons choisi d’utiliser la méthode de régression linéaire afin d’interpoler les temps
de passage par zéro dans nos exemples numériques. Cependant, une simple interpolation
linéaire suffirait ici car les données synthétiques ne sont pas bruitées. Mais, dans le cas
pratique, la méthode de régression linéaire est plus utile car les mesures seront entachées
d’erreurs.
Nous cherchons le temps de passage par zéro interpolé tˆint±,k(ω) (avec k ∈ {1, ...,120}) tel qu’il
vérifie :
tˆint±,k(ω) = −
bˆk(ω)
aˆk(ω)
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Figure 5.4 – Comparaison des valeurs de g estimées et exactes pour g ∈ {2.233 ×
10−3,2.233 × 10−2,2.233 × 10−1,2.233,2.233 × 101,2.233 × 102,2.233 × 103,2.233 ×
104,2.233×105}Hz et l’erreur relative commise sur gˆ
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Figure 5.5 – Comparaison des retards de phase simulé par (2.33a) et (2.43) et estimé par
(4.12) et l’erreur relative commise sur celui-ci donnée en pourcentage
où aˆk(ω) et bˆk(ω) minimisent la fonction quadratique J suivante :
J(ak(ω),bk(ω)) =
i=Ntp∑
i=1
(yˆi− yi)2 =
i=Ntp∑
i=1
(yˆi−ak(ω)ti−bk(ω))2
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tel que yˆi = <(Vˆ±(ω,zg, iTe)), le modèle yi = ak(ω)ti − bk(ω), ti = iTe, Ntp (= le nombre
d’échantillons) échantillons autour d’un zéro de la partie réelle de l’onde incidente ou ré-
fléchie estimé (cf. formules de la Proposition 4). Ces zéros sont détectés en cherchant les
changements de signe entre deux échantillons consécutifs. Nous faisons cela pour 120 pé-
riodes du signal. Dans nos exemples, nous prenons Ntp = 4.
Les Figures 5.6 et 5.7 représentent respectivement la comparaison des valeurs de g estimées
et exactes pour g ∈ {2.233 × 10−3,2.233 × 10−2,2.233 × 10−1,2.233,2.233 × 101,2.233 ×
102,2.233 × 103,2.233 × 104,2.233 × 105}Hz et le retard de phase simulé par (2.43) et
(2.33a) et estimé par (4.12) en utilisant la technique du zero-crossing ainsi que l’erreur
relative commise en pourcentage dans le cas où les temps de passage par zéro sont interpo-
lés. Dans la Figure 5.6, les axes sont donnés en échelle logarithmique.
Avec une précision relative de moins de 2×10−3% sur l’estimation du retard de phase, nous
pouvons estimer aussi bien des petits défauts g comme dans des grands défauts de g. En
effet, d’après la Figure 5.6, nous estimons des g d’ordre 10−3 à 103 avec une erreur relative
de moins de 3.5%.
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Figure 5.6 – Comparaison des valeurs de g estimées et exactes pour g ∈ {2.233 ×
10−3,2.233 × 10−2,2.233 × 10−1,2.233,2.233 × 101,2.233 × 102,2.233 × 103,2.233 ×
104,2.233×105}Hz et l’erreur relative commise sur gˆ
Le paramètre r est supposé inconnu : estimation de r
Dans le cas où l’on ne suppose pas connu le paramètre r, nous utilisons son estimation
donnée par la formule des différences de phase et de groupe (voir (5.12)). Nous pouvons
également utiliser les formules d’estimation que nous avons vues au Chapitre 4 (voir par
exemple (4.55)).
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Figure 5.7 – Comparaison des retards de phase simulé par (2.33a) et (2.43) et estimé par
(4.12) en utilisant les temps de passage par zéro interpolés et l’erreur relative commise sur
celui-ci donné en pourcentage
La Figure 5.8 représente le profil de l’estimateur rˆ(ω), obtenu par la formule (5.12), en
fonction de la fréquence. Nous retrouvons bien la valeur du paramètre r = 3.3218×104 Hz.
La Figure 5.9 représente une comparaison des défauts g estimés et exactes du câble en dé-
faut pour g ∈ {2.233×10−3,2.233×10−2,2.233×10−1,2.233,2.233×101,2.233×102,2.233×
103,2.233×104,2.233×105}Hz. En utilisant la moyenne sur les fréquences de l’estimation
de r obtenu dans la Figure 5.8, nous avons une bonne estimation des défauts g en interpo-
lant les temps de passage par zéro. En effet, d’après la Figure 5.9, nous estimons des g
d’ordre 10−3 à 103 avec une erreur relative de moins de 3.3%. Ce sont des résultats très
encourageants concernant la méthode différentielle proposée. En effet, nous pouvons esti-
mer les faibles défauts g que nous recherchons en moyenne fréquence donc au delà de la
plage de fréquence utilisée par les signaux de service SNCF car usuellement, cette mesure
de faibles conductance de perte se fait en continu après avoir débranché la ligne, ce qui
nécessite d’arrêter le trafic.
Dans un travail futur, il faudrait vérifier expérimentalement la méthode. En effet, des essais
expérimentaux seront intéressants à faire afin de voir si nous pouvons retrouver le défaut
g par la méthode de comparaison des différences de phase des deux lignes (l’une saine et
l’autre en défaut). D’après les simulations numériques, si nous pouvons estimer le retard
de phase avec une précision relative en pourcentage de moins de 2×10−3 malgré les bruits
de mesure alors nous pourrons estimer le faible défaut g.
Nous présentons dans la suite une démarche statistique basée sur la même idée.
Avant de présenter quelques résultats expérimentaux, nous allons décrire la démarche sta-
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Figure 5.8 – Profil de rˆ(ω), obtenu par la formule (5.12), en fonction de la fréquence.
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Figure 5.9 – Comparaison des valeurs de g estimées et exactes pour g ∈ {2.233 ×
10−3,2.233 × 10−2,2.233 × 10−1,2.233,2.233 × 101,2.233 × 102,2.233 × 103,2.233 ×
104,2.233×105}Hz dans le cas où r est estimé et l’erreur relative commise sur gˆ
tistique qui a été adoptée lors de ces expériences expérimentales.
5.4 Etude statistique de la comparaison des caractéristiques de
deux lignes et présomption de défaut de g
Dans cette section, nous décrivons une approche de détection de faibles défauts dans le
cas de lignes de transmission multiconducteurs de grandes longueurs, basée sur l’idée de
comparaison des caractéristiques mesurables (retards, vitesses de phase..) de deux lignes,
décrite précedemment dans la section 5.2. Nous adoptons une démarche statistique dans
ces comparaisons afin de pouvoir établir une présomption de défaut et/ou d’en estimer sa
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gravité.
Expérimentalement, nous travaillons avec des câbles multiconducteurs composés de 14
paires torsadées. Pour savoir si le câble est le siège d’un défaut naissant, nous comparons,
au sens statistque, deux à deux les paires qui le composent en utilisant les vitesses de phases
normalisées ou retards de phase normalisées comme indicateur de détection de faibles dé-
fauts. Cette approche statistique est utilisée de deux façons différentes : soit en établissant
une présomption de défaut relatif en comparant au sens statistique les caractéristiques me-
surables des lignes deux à deux sans avoir besoin de ligne de référence soit en établissant
une présomption de défaut avec estimation de sa gravité en comparant au sens statistique
les caractéristiques mesurables des lignes à celles d’une ligne de référence.
Il faut remarquer que cette approche de détection d’un défaut fin n’est utilisable que si
on s’est assuré par des premiers tests qu’il n’y avait pas de défauts plus grossiers par IST
par exemple (typiquement des différences importantes de vitesses de propagation c0 ou de
pertes r le long des lignes).
5.4.1 Vitesses de phase : distance entre vitesses, test de différence et vitesse
de référence
Dans cette sous-section, nous allons d’abord décrire les échantillons de vitesses de
phase avec lesquels nous travaillons et les différents outils dont nous avons besoin dans
cette approche avant de montrer son utilisation.
Distance entre vitesses de phase. Expérimentalement, les cφ sont estimées à partir de me-
sures de retards de phase τφ(ω,`) =
`
cφ(ω)
. En pratique, on mesure des t modulo
2pi
ω
qui sont
des instants de passage par zéro d’ondes incidente et réfléchie respectivement de la forme
sin(ωt +Φ−(ω)) et sin
(
ω(t−2τφ(ω,`)) +Φ+(ω)
)
, donc tels que ω
(
t−b−,τ)+ Φ−(ω) = b−,a
et ω
(
(t−2τφ(ω,`)−b+,τ
)
) + Φ+(ω) = b+,a modulo 2pi, où b±,τ et b±,a sont respectivement,
des bruits de quantification du temps (dû à l’échantillonnage et au bruit de phase du géné-
rateur de signal utilisé) et des amplitudes (dû au convertisseur A/D et aux diverses sources
de bruit dans le générateur ou la ligne). Cette mesure est répétée sur N périodes (120 dans
les essais réalisés, ce qui tient compte de la mémoire d’acquisition disponible et de la fré-
quence d’échantillonnage).
On dispose donc, pour chaque ω, d’échantillons de deux variables aléatoires correspon-
dants respectivement à ceux de l’onde incidente et réfléchie t−,φ(ω,`) =
−Φ−(ω)
ω
+ b−,τ +
b−,a
ω
, modulo
2pi
ω
et t+,φ(ω,`) =
−Φ+(ω)
ω
+ 2τφ(ω,`) + b+,τ +
b+,a
ω
, modulo
2pi
ω
(période du
signal de test).
La variable aléatoire qui nous intéresse est la suivante :
tφ(ω,`) =
1
2
(
Tφ(ω,`)− Φ(ω)
ω
)
= τφ(ω,`) + bτ +
ba
ω
, modulo
2pi
ω
avec Tφ(ω,`) = t+,φ(ω,`)−
t−,φ(ω,`) = 2τφ(ω,`) +
Φ(ω)
ω
+ Bτ +
Ba
ω
, modulo
2pi
ω
, bτ = 12 Bτ, ba =
1
2 Ba avec Φ(ω) =
Φ−(ω)−Φ+(ω), Bτ = b+,τ−b−,τ, Ba = b+,a−b−,a
Dans ces expériences, ` n’étant pas connu avec précision, on peut l’éliminer en normalisant
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tφ(ω,`) par la moyenne de tφ(ω0, `) pour un certain ω0, cette moyenne étant τφ(ω0, `) si on
suppose bτ et ba centrés.
On note t˜φ,N(ω) cette normalisation.
Finalement, en notant c˜φ(ω) =
cφ(ω)
cφ(ω0)
et bτ,i et ba,i, i = 1, . . .N les réalisations des bruits de
mesure, pour chaque ω, on connait les échantillons
t˜φ,N(ω) =
{
1
c˜φ(ω)
+
cφ(ω0)
`
(
bτ,i +
ba,i
ω
)
| i = 1, . . .N
}
(5.17)
L’idée de cette approche consisterait à comparer la fonction cφ (ou vitesse de phase
normalisée c˜φ) de la ligne testée estimée par ces échantillons de variable aléatoire, à une
“bonne fonction” c∗φ ou c˜
∗
φ, d’une ligne sans défaut, donc avec g = 0, après randomisation de
ces vitesses théoriques tenant compte des bruits de mesure. Nous pourrons utiliser alors une
distance entre ces fonctions, d(cφ,c∗φ) que nous définissons ci-dessous au sens statistique.
Test de différence. Pour comparer des échantillons de vitesse, on peut utiliser leur fonction
de distribution empirique, en notant 1
{
t ≥ t′} = 1 si t ≥ t′ et 0 sinon :
FN(c˜φ;ω, c˜) =
1
N
N∑
1
1
{
t˜φ,N(ω) ≥ 1c˜
}
(5.18)
Il est alors naturel de définir d(c˜φ,1, c˜φ,2), à la manière d’un test de Kolmogorov-Smirnov
(cf. [41]) :
- Pour une comparaison à ω donné :
DN(c˜φ,1, c˜φ,2;ω) = max
c˜
(
FN(c˜φ,1;ω, c˜)−FN(c˜φ,2;ω, c˜)
)
(5.19)
- Pour une comparaison sur une bande de fréquence Bω :
dN(c˜φ,1, c˜φ,2) = max
ω∈Bω
DN(c˜φ,1, c˜φ,2;ω) (5.20)
En utilisant la distribution de Kolmogorov, on définit Kα, , comme la solution x de
√
2pi
x
∞∑
k=1
exp
(
−(2k−1)2 pi
2
8x2
)
= 1−α
Cela permet de rejeter l’hypothèse “les lois de c˜φ,1 et c˜φ,2 sont les mêmes” si
DN(c˜φ,1, c˜φ,2;ω) >
√
2
N
Kα (5.21)
La probabilité de se tromper est α (qui est d’autant plus petite que, les lois étant les mêmes,
les échantillons diffèrent de plus que Kα). On peut aussi utiliser ce test avec dN(c˜φ,1, c˜φ,2).
Dans ce cas il faut tenir compte du nombre Nω de fréquences pris utilisées pour le test et
remplacer N par Nω.
Nous définissons les vitesses de phase d’une ligne de référence (ligne saine sans défaut)
ainsi :
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Vitesse de phase de référence. Un choix naturel de “bonne fonction" c∗φ correspond
au cas sans défaut, donc à g = 0, dans la formule étant déduite de (2.29) et (2.30b). Cela
donne une famille de courbes à deux paramètres c0 et r :
c∗φ(c0,r;ω) =
c0
√
2ω√√
r2 +ω2 +ω
(5.22)
ou, après normalisation, une famille à un paramètre r :
c˜∗φ(r;ω) =
√
ω
ω0
√√
r2 +ω20 +ω0√√
r2 +ω2 +ω
(5.23)
Pour tester une vitesse contre c˜∗φ, on peut d’abord construire un échantillon corres-
pondant à l’échantillonnage et à la quantification de c˜∗φ, où on prend des bruits blancs,
gaussiens centrés pour bτ et ba avec des variances correspondant aux pas de quantification
ou d’échantillonnage :
t˜φ,N(ω)∗ =
 1c˜∗φ(ω) + cφ(ω0)
∗
`
(
bτ,i +
ba,i
ω
)
| i = 1, . . .N
 (5.24)
On peut ensuite utiliser les tests que l’on vient de décrire.
Cette approche est utilisée de deux façons différentes que nous décrivons dans les deux
sous-sections suivantes. Elle n’est utilisée que si nous avons d’abord observé un compor-
tement anormal sur cφ ou c˜φ estimée dont l’ordre de grandeur est compatible avec une
interprétation en terme de r ou g. Avant d’en arriver à la présomption de défaut de type
“g”, il faut avoir éliminé d’autres causes possibles d’un cφ “anormal”.
5.4.2 Etablissement d’une présomption de défaut relatif
Il s’agit d’exploiter des mesures différentielles de phase en régime harmonique entre
deux lignes d’un même câble qui devraient avoir des caractéristiques proches.
L’idée de base consiste à exploiter la remarque suivante : si les vitesses de phase nor-
malisées des deux paires, disons c˜φ,i pour i ∈ 1,2 sont trop différentes l’une de l’autre, elles
ne peuvent pas toutes les deux être proches de la vitesse de phase normalisée d’une ligne
sans défaut : l’une des lignes doit avoir un défaut et on ne peut pas savoir laquelle sans
calcul supplémentaire.
Inversement, si les paires sont proches, elles peuvent avoir toutes les deux le même
défaut. Mais sur un câble de 14 paires, cet événement est peu probable pour un petit défaut.
En pratique
Il y a présomption de défaut avec le risque α lorsque dN(c˜φ,1, c˜φ,2) >
√
2
N
Kα (5.25)
Il n’est pas exclu de tomber sur deux lignes ayant le même défaut fin mais pourtant
gênant. Une seule comparaison ne suffira donc pas. Il faut envisager de comparer une paire
à plusieurs autres pour réduire la probabilité de ce cas.
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5.4.3 Etablissement d’une présomption de défaut avec estimation de sa gra-
vité
Nous établissons d’abord une présomption de défaut en observant un comportement
anormal sur c˜φ des différentes lignes composant le câble puisque nous connaissons le com-
portement normal de c˜∗φ correspond à la vitesse de phase de référence (d’une ligne saine
sans défaut). Puis, nous estimons ce défaut.
Etablissement d’une présomption de défaut
En l’absence du défaut recherché, donc lorsque g = 0, on a la propriété suivante :
∃r > 0, ∀ ω > 0, c˜φ(ω) = c˜∗φ(r;ω) (5.26)
La présomption de défaut correspondra au rejet de cette hypothèse.
Pour mener ce test, on va comparer c˜φ à la famille d’échantillons c˜∗φ(r; .) en utilisant
une distance ajustée suivant r :
On identifie d’abord le comportement sans défaut le plus proche, défini par une valeur r∗
donnée par :
r∗ = Argmin
r
dN(c˜φ, c˜∗φ(r; .)) (5.27)
On notera c˜∗∗φ (ω) = c˜
∗
φ(r
∗;ω) cette courbe de vitesse de phase normalisée, la plus proche de
la situation actuelle. La présomption de défaut est alors liée à la distance dN(c˜φ, c˜∗∗φ ) :
Il y a présomption de défaut avec le risque α lorsque dN(c˜φ, c˜∗∗φ ) >
√
2
N
Kα (5.28)
Estimation de la gravité du défaut
La présomption de défaut étant établie, la gravité du défaut peut être estimée en identi-
fiant g∗ tel que
g∗ = Argmin
g
dN(c˜φ, c˜φ(r∗,g; .)) (5.29)
où on définit la forme paramétrique de c˜φ en utilisant la formule β(ω) de (A.1b ) et (2.29) :
c˜φ(r,g ;ω) =
cφ(ω)
cφ(ω0)
=
ω
ω0
√√
(r2 +ω20)(g
2 +ω20) +ω
2
0− rg√√
(r2 +ω2)(g2 +ω2) +ω2− rg
(5.30)
Quelques propriétés de c˜φ(r,g ;ω) :
Soit 0 < ωm ≤ ω ≤ ω0 la bande de fréquence utilisée. Montrons les deux propriétés sui-
vantes :
i) Bornes sur c˜φ(r,g ;ω) et variation avec ω.
∀ω ∈ [ωm, ω0], r, g, avec 0 ≤ g r et rg ≤ ω0ωm, on a
√
ω
ω0
< c˜φ(r,g ;ω) ≤ 1 (5.31)
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L’égalité c˜φ(r,g ;ω) =
√
ω
ω0
est impossible pour 0 ≤ rg < ωω0. Elle est approchée pour
r→ +∞.
L’égalité c˜φ(r,g ;ω) = 1 pour ω < ω0 est la caractéristique du cas sans perte, r = g = 0.
 Pour r , g et ω ≥
4rg
r−g , c˜φ est strictement croissante de
√
ω
ω0
à 1
Pour r = g, c˜φ = 1.
(5.32)
Pour satisfaire les hypothèses de (5.31) et (5.32), on peut prendre
4rg
r−g ≤ ωm et ω0 ≥
r−g
4
, ce qui est vérifié en pratique (on a même
4rg
r−g ≈ 4g ωm et ω0 > r).
ii) Sensibilité de c˜φ(r,g ; .) à r et g pour rg ≤ ω
2
m
2
et ω > ωm.
∂ ln c˜φ(r,g ;ω)2
∂r
< 0 (5.33)
∂ ln c˜φ(r,g ;ω)2
∂g
> 0 (5.34)
En particulier, la sensibilité à r et à g est plus grande aux basses fréquences : pour ωm ≤
ω ≤ ω0, on a
∂ ln c˜φ(r,g ;ωm)2
∂r
<
∂ ln c˜φ(r,g ;ω)2
∂r
<0,
∂ ln c˜φ(r,g ;ωm)2
∂g
>
∂ ln c˜φ(r,g ;ω)2
∂g
>0 (5.35)
Preuve des propriétés de c˜φ(r,g ;ω) : Démonstration de i). Montrons la première inégalité
de (5.31) :
√
ω
ω0
< c˜φ(r,g ;ω).
Pour ω , 0, on a c˜φ(r,g ;ω)2 =
ω
ω0
√
(r2 +ω20)
(
1 + g
2
ω20
)
+ω0− rgω0√
(r2 +ω2)
(
1 + g
2
ω2
)
+ω− rgω
On a supposé rg ≤ ω0ωm, ce qui est très largement vérifié en pratique. On a donc
(r2 +ω20)
1 + g2
ω20
− (r2 +ω2)(1 + g2ω2
)
= ω20−ω2 + r2g2
 1
ω20
− 1
ω2

=
(
ω20−ω2
)1− r2g2
ω20ω
2
 ≥ 0
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d’où
√
(r2 +ω20)
(
1 + g
2
ω20
)
≥
√
(r2 +ω2)
(
1 + g
2
ω2
)
. Comme on a aussi
ω0− rgω0 ≥ ω−
rg
ω , on a finalement
√
(r2+ω20)
(
1+ g
2
ω20
)
+ω0− rgω0√
(r2+ω2)
(
1+ g
2
ω2
)
+ω− rgω
≥ 1 et c˜φ(r,g ;ω) ≥
√
ω
ω0
.
Il est intéressant d’interpréter cette valeur inférieure, c’est à dire de voir quand c˜φ(r,g ;ω)2 =
ω
ω0
pour un certain ω < ω0, soit encore à quelle condition,√
(r2 +ω20)
(
1 + g
2
ω20
)
+ω0− rgω0√
(r2 +ω2)
(
1 + g
2
ω2
)
+ω− rgω
= 1
On remarque d’abord qu’on approche de cette condition lorsque r→ +∞.
Pour r et g finis, elle est équivalente à√
(r2 +ω20)
1 + g2
ω20
−
√
(r2 +ω2)
(
1 +
g2
ω2
)
= (ω−ω0)
(
1 +
rg
ω0ω
)
soit encore, en multipliant par la somme des racines,
(r2+ω20)
1+ g2
ω20
− (r2 +ω2)(1 + g2ω2
)
=
(ω−ω0)
(
1+
rg
ω0ω
)
√
(r2 +ω20)
1+ g2
ω20
+
√
(r2 +ω2)
(
1+
g2
ω2
)
d’où,
r2g2
 1
ω20
− 1
ω2
+ω20−ω2 =
(ω−ω0)
(
1+
rg
ω0ω
)
√
(r2 +ω20)
1+ g2
ω20
+
√
(r2 +ω2)
(
1+
g2
ω2
)
et finalement
(ω0+ω)
1+ r2g2
ω20ω
2
 = (1+ rgω0ω
)
√
(r2 +ω20)
1+ g2
ω20
+
√
(r2 +ω2)
(
1+
g2
ω2
)
≥
(
1+
rg
ω0ω
)
(ω0 +ω)
ce qui est en contradiction avec l’hypothèse rg≤ω0ωm qui entraine ici r
2g2
ω20ω
2
<
rg
ω0ω
. Donc,
dans la situation normale représentée par cette hypothèse, l’interprétation de la fonction√
ω
ω0
est démontrée.
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Montrons la deuxième inégalité de (5.31) : c˜φ(r,g ;ω) ≤ 1.
On a c˜φ(r,g ;0) = 0 et c˜φ(r,g ;ω0) = 1 et c˜φ(r,g ;ω) est continue pour ω ≥ 0. On raisonne
par l’absurde. Si l’inégalité était fausse, il existerait un ω < ω0 tel que c˜φ(r,g ;ω) = 1. On
aurait alors √(
1 +
r2
ω2
)(
1 +
g2
ω2
)
−
√1 + r2
ω20
1 + g2
ω20
− rg 1ω2 − 1ω20
 = 0
d’où, en multipliant par la somme des racines,(
1+
r2
ω2
)(
1+
g2
ω2
)
−
1+ r2
ω20
1+g2
ω20
 =
rg
 1ω2 − 1ω20


√(
1+
r2
ω2
)(
1+
g2
ω2
)
+
√1+ r2
ω20
1+g2
ω20

 =
r2 + g2 + r2g2
 1ω2 + 1ω20
 =
rg

√(
1 +
r2
ω2
)(
1 +
g2
ω2
)
+
√1 + r2
ω20
1 + g2
ω20


d’où
r2 + g2 + r2g2
 1ω2 + 1ω20
=rg

√(
1 +
r2
ω2
)(
1+
g2
ω2
)
+
√1 + r2
ω20
1+ g2
ω20


Le terme de gauche est de l’ordre r2 puisqu’on a supposé g r, alors que le terme de droite
est de l’ordre rg : cette égalité est impossible sauf si r = g0. (5.31) est démontré ainsi que
l’interprétation de c˜φ(r,g ;ω) = 1 qui la suit.
(5.32) résulte directement de (A.2f).
Démonstration de ii). On pose S (ω) =
√
r2 +ω2 +
√
g2 +ω2. On a S (0) = r +g. Pour ω> 0,
S (ω) > S (0) et
√
(r2 +ω2)(g2 +ω2) +ω2− rg =
(√
r2 +ω2 +
√
g2 +ω2
)2− (r + g)2
2
=
S (ω)2−S (0)2
2
d’où c˜φ(r,g ;ω)2 =
ω2
ω20
S (ω0)2−S (0)2
S (ω)2−S (0)2 . Calculons la dérivée logarithmique en r.
∂
∂r
(
S (ω)2−S (0)2
)
= 2
(
S (ω)
r√
r2 +ω2
− (r + g)
)
= 2
 √g2 +ω2√
r2 +ω2
r−g
 = 2r(Z(ω)−Z(0))
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où on a posé Z(ω) =
√
g2 +ω2√
r2 +ω2
, d’où, en posant pour ω > 0, F(ω) =
Z(ω)−Z(0)
S (ω)2−S (0)2 :
1
2rc˜φ(r,g ;ω)2
∂
∂r
(
c˜φ(r,g ;ω)2
)
=
Z(ω0)−Z(0)
S (ω0)2−S (0)2 −
Z(ω)−Z(0)
S (ω)2−S (0)2 = F(ω0)−F(ω)
Etudions le signe de cette dérivée. On notera ’ la dérivée par rapport à ω.
On a 1−Z(ω)2 = r
2−g2
r2 +ω2
> 0 et Z′(ω) =
(r2−g2)ω
Z(ω)(r2 +ω2)2
, d’où :
Z(ω) est strictement croissant de Z(0) =
g
r
à Z(+∞) = 1 quand ω varie de 0 à +∞.
En particulier, pour ω > 0, Z(0) < Z(ω) < 1 et F(ω) > 0.
S ′(ω) =
ω√
r2 +ω2
+
ω√
g2 +ω2
=
ω√
r2 +ω2
1 + Z(ω)
Z(ω)
=
ωS (ω)
Z(ω)(r2 +ω2)
car (1+Z(ω))
√
r2 +ω2 =
S (ω).
On a :
F′(ω)
F(ω)
=
Z′(ω)
Z(ω)−Z(0) −
2S (ω)S ′(ω)
S (ω)2−S (0)2
=
(r2−g2)ω
Z(ω)(r2 +ω2)2
1
Z(ω)−Z(0) −
2S (ω)2
Z(ω)(S (ω)2−S (0)2)
ω
r2 +ω2
Mais, Z(ω)2−Z(0)2 = ω
2(r2−g2)
r2(r2 +ω2)
=
ω2
r2
(1−Z(ω)2), d’où
(r2−g2)ω
Z(ω)(r2 +ω2)2
1
Z(ω)−Z(0) =
r2
ω(r2 +ω2)
Z(ω) + Z(0)
Z(ω)
Z(ω)
F′(ω)
F(ω)
=
r2 (Z(ω) + Z(0))
ω(r2 +ω2)
− 2S (ω)
2
S (ω)2−S (0)2
ω
r2 +ω2
=
ω
r2 +ω2
(
r2 (Z(ω) + Z(0))
ω2
− 2S (ω)
2
S (ω)2−S (0)2
)
=
ω
r2 +ω2
(
r2
ω2
(Z(ω) + Z(0))−2 + 2S (0)
2
S (ω)2−S (0)2
)
Le signe de cette dérivée est celui de
r2
ω2
(Z(ω) + Z(0))−2 + 2S (0)
2
S (ω)2−S (0)2 =
r2
ω2
 √g2 +ω2√
r2 +ω2
+
g
r
−2 + (r + g)2√
(r2 +ω2)(g2 +ω2) +ω2− rg
Pour ω grand, ce terme se comporte comme −2 et est donc négatif. Pour ω tendant
vers 0, il est de l’ordre de
4rg
ω2
−2. Avec l’hypothèse rg < ω
2
m
2
, il est toujours négatif pour
ω > ωm et (5.33) est démontré.
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De la même façon, on montre (5.34) en permuttant r et g. On calcule maintenant la
dérivée logarithmique de c˜φ(r,g ;ω)2 en g.
∂
∂g
(
S (ω)2−S (0)2
)
= 2
S (ω) g√
g2 +ω2
− (r + g)

= 2
 √r2 +ω2√
g2 +ω2
g− r
 = 2g(Y(ω)−Y(0))
où on a posé Y(ω) =
√
r2 +ω2√
g2 +ω2
, d’où, en posant pour ω > 0, F(ω) =
Y(ω)−Y(0)
S (ω)2−S (0)2 :
1
2rc˜φ(r,g ;ω)2
∂
∂g
(
c˜φ(r,g ;ω)2
)
=
Y(ω0)−Y(0)
S (ω0)2−S (0)2 −
Y(ω)−Y(0)
S (ω)2−S (0)2 = F(ω0)−F(ω)
Etudions le signe de cette dérivée. On notera ’ la dérivée par rapport à ω.
On a 1−Y(ω)2 = − r
2−g2
g2 +ω2
< 0 et Y ′(ω) = − (r
2−g2)ω
Y(ω)(g2 +ω2)2
, d’où :
Y(ω) est strictement décroissant de Y(0) =
r
g
à Y(+∞) = 1 quand ω varie de 0 à +∞.
En particulier, pour ω > 0, Y(0) > Y(ω) > 1 et F(ω) < 0.
S ′(ω) =
ω√
g2 +ω2
+
ω√
r2 +ω2
=
ω√
g2 +ω2
1 + Y(ω)
Y(ω)
=
ωS (ω)
Y(ω)(g2 +ω2)
car (1 + Y(ω))
√
g2 +ω2 = S (ω).
On a
F′(ω)
F(ω)
=
Y ′(ω)
Y(ω)−Y(0) −
2S (ω)S ′(ω)
S (ω)2−S (0)2
= − (r
2−g2)ω
Y(ω)(g2 +ω2)2
1
Y(ω)−Y(0) −
2S (ω)2
Y(ω)(S (ω)2−S (0)2)
ω
g2 +ω2
Mais, Y(ω)2−Y(0)2 = r
2−g2
g2 +ω2
− r
2−g2
g2
= −ω
2(r2−g2)
g2(g2 +ω2)
=
ω2
g2
(1−Y(ω)2), d’où
− (r
2−g2)ω
Y(ω)(g2 +ω2)2
1
Y(ω)−Y(0) =
g2
ω(g2 +ω2)
Y(ω) + Y(0)
Y(ω)
Y(ω)
F′(ω)
F(ω)
=
g2 (Y(ω) + Y(0))
ω(g2 +ω2)
− 2S (ω)
2
S (ω)2−S (0)2
ω
g2 +ω2
=
ω
g2 +ω2
(
g2 (Y(ω) + Y(0))
ω2
− 2S (ω)
2
S (ω)2−S (0)2
)
=
ω
g2 +ω2
(
g2
ω2
(Y(ω) + Y(0))−2 + 2S (0)
2
S (ω)2−S (0)2
)
Comme, ici F(ω) < 0, le signe de cette dérivée est l’opposé de celui de
g2
ω2
(Y(ω) + Y(0))−2 + 2S (0)
2
S (ω)2−S (0)2 =
g2
ω2
 √r2 +ω2√
g2 +ω2
+
r
g
−2 + (r + g)2√
(r2 +ω2)(g2 +ω2) +ω2− rg
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Pour ω grand, ce terme se comporte comme −2 et est donc négatif. Pour ω tendant
vers 0, il est de l’ordre de
4rg
ω2
−2. Avec l’hypothèse rg < ω
2
m
2
, il est toujours négatif pour
ω > ωm et (5.34) est démontré.
On voit en particulier que pour
√
2rg < ω < ω0,
∂c˜φ(r,g ;ω)
∂r
< 0 et
∂c˜φ(r,g ;ω)
∂g
> 0 : la
vitesse de phase normalisée décroit avec r et croit avec g (les dérivées ont le signe opposé
pour ω > ω0), d’où (5.35).
On en déduit aussi la forme du réseau de courbes de vitesses de phase normalisées (i.e.
c˜φ(r,g ;ω0) = 1) :
Au voisinage d’un g0, avec toujours g0  r, on a c˜φ(r,g ;ω)2 ≈ c˜φ(r,g0 ;ω)2 + (g−
g0)
∂ ln c˜φ(r,g0 ;ω)2
∂g
, d’où :
c˜φ(r,g ;ω)2 ≈ c˜φ(r,g0 ;ω)2
1− g−g0r

√
1+
r2
ω20
−
√
1+
r2
ω2

 (5.36)

5.5 Quelques résultats expérimentaux obtenus par la méthode
fréquentielle développée (démarche statistique)
Les premiers essais expérimentaux ont été réalisés avec du matériel performant (Os-
cilloscope LeCroy WaveRunner 66 Zi (12bits, 2 Gech/s, mémoire d’acquisition de 256
Mech/voie)) et donc trop coûteux pour que les industriels puissent l’utiliser. Aux stades
des essais expérimentaux faits avec du matériel performant, nous pensions que les résultats
(comparaison des courbes de retard de phase, cf. “principe des expériences de la section”
5.5.2) que nous trouvions satisfaisant étaient dûs à la performance élevée du matériel no-
tamment pour les besoins de l’estimation des temps de passage par zéro avec la technique
du zéro-crossing (puisque cette estimation dépend entre autre de l’échantillonnage du si-
gnal). Aujourd’hui, il est nécessaire d’aller plus loin dans l’étude pour s’en assurer. Le but
était donc d’utiliser un matériel moins performant et donc moins coûteux. Afin de s’assurer
qu’on pouvait passer à du matériel moins performant, nous avons simulé numériquement
la dégradation des performances du matériel et nous avons comparé les résultats obtenus
avec cette dégradation des performances à ceux obtenus avec le matériel performant. La
dégradation des performances s’est fait en sous-échantillonnant (on passe par exemple de
2GHz à 100 MHz) et en requantifiant (on passe par exemple de 12 bits à 14 bits) les tension
et courant mesurés. Il en a résulté que nous pouvions passer à du matériel moins perfor-
mant. Dans cette thèse, nous nous restreignons à montrer que les résultats obtenus avec
le matériel moins performant, le Prototype de mesure National Instruments. Nous n’allons
donc pas présenté l’étude qui a été réalisée pour dégrader les performances du matériel per-
formant ni même montrer les résultats obtenus avec le matériel performant (Oscilloscope
LeCroy WaveRunner 66 Zi (12bits, 2 Gech/s, mémoire d’acquisition de 256 Mech/voie)).
Ces résultats que nous allons présentés, ont été obtenus à travers le traitement des données,
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de ces expériences réalisées avec le Prototype de mesure National Instruments, par la mé-
thode statistique décrite dans la section . Bien que ces résultats soient faussés à cause des
perturbations dûes aux charges en bout de ligne non prises en compte au moment du traite-
ment, ils présentent tout de même des différences intéressantes à analyser en les comparant
même s’ils ont tous été traités de la même façon. Les expériences 2 qui ont été réalisées
sont décrites dans l’annexe B pour plus de détails.
5.5.1 Prototype de mesure National Instruments
Matériel de laboratoire pour les premiers essais. La mise au point de cette méthode a
été faite avec du matériel de laboratoire :
- Générateur de signaux arbitraires ;
- Oscilloscope LeCroy WaveRunner 66 Zi (12bits, 2 Gech/s, mémoire d’acquisition de 256
Mech/voie)
Parmi les caractéristiques importantes d’un produit se trouve la valeur de la fréquence et de
la précision d’échantillonnage du signal acquis. Afin de bien choisir un produit (pas cher,
assez performant...), il a été nécessaire de réaliser des études théoriques et des simulations
numériques, puis de faire des tests avec les appareils de laboratoire décrits ci-dessus afin de
valider le principe de la méthode fréquentielle décrit dans cette thèse, et enfin d’en dégrader
les performances pour pouvoir implémenter cette méthode fréquentielle dans du matériel
que possède les industriels. En effet, les paramètres d’acquisition utilisés et validés par les
mesures en laboratoire sont trop élevés pour du matériel du commerce comme celui de
National Instruments.
Les premiers résultats de détection de faibles défauts ont pu être obtenus au laboratoire
avec un oscilloscope LeCroy qui avec ses 12 bits à 2 GHz de fréquence d’échantillonnage,
permet d’atteindre 600 MHz de bande passante analogique (à -3 dB sur entrée 50 Ω). La
précision requise sur l’estimation des temps de passage par zéro des signaux était obtenue
en utilisant un important sur-échantillonnage du signal suivi de moyennes sur les longs
enregistrements que permet son importante mémoire d’acquisition. A partir de ces premiers
résultats les algorithmes de filtrage sans distorsion de phase utilisés pour les estimation de
phase aux diverses fréquences ont pu être adaptés à d’autres conditions matérielles pour
obtenir la précision : plus grande précision verticale : on passe de 12 bits à 14 bits, et moins
grande précision horizontale : on passe de 2GHz à 100 MHz.
Prototype de mesure National Instruments. L’objectif de ce prototype est la mise en
œuvre matérielle de la méthode de diagnostic proposée par l’INRIA.
L’étude technique menée par l’INRIA a permis de vérifier qu’il est possible de dimi-
nuer les besoins : - Fréquence d’échantillonnage : 100 MHz
- Nombre de bits de numérisation : 12 bits
Suite à la recherche de matériel pouvant répondre au besoin sur le site de National Instru-
ments, il a été décidé d’assembler le prototype à partir des appareils suivants :
2. Ces expériences ont été réalisées avec l’aide technique de l’équipe du Laboratoire de Fiabilisation des
Systèmes Embarqués du CEA-LIST
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- Châssis au format PXI (référence NI PXIe-1073)
- Générateur de signaux NI PXI-5402 qui génère des sinusoïdes avec une précision en fré-
quence de 0.3 µHz et en amplitude de 14 bits.
- Module d’acquisition NI PXIe-5122 100MHz et 14 bits sur 2 voies, avec une capacité
mémoire de 256 Mo par voie.
- Deux multiplexeurs référence NI PXI 2593 pour adresser 14 paires, en supportant des
tensions allant jusqu’à 150 V.
- Un système de protection entre oscilloscope et multiplexeurs.
Le châssis se connecte sur un PC portable (sur lequel doit se trouver une licence Labview
pour le pilotage de l’appareillage et une licence Matlab pour les traitements) via un port
“Express Card”. Il faut donc que le PC en soit équipé.
La Figure 5.10 présente le matériel en question.
Figure 5.10 – Prototype National Instruments connecté aux câbles lors des tests au CEA
LIST.
5.5.2 Description du dispositif expérimental
Principe des expériences. Chaque expérience consiste à envoyer, via les multiplexeurs
NI PXI 2593, des signaux sinusoïdaux purs de diverses fréquences à une extrémité d’une
paire torsadée du câble SNCF, l’autre extrémité étant branchée sur une charge (court-circuit
ou charge adaptée). On utilise pour cela le dispositif développé par le CEA, décrit Fig. 5.11,
qui est capable d’isoler l’instrumentation utilisée pour le test des équipements connectés
à la ligne et des signaux de service. On mesure alors des tensions permettant d’estimer la
tension et le courant à l’entrée de la ligne pour chaque fréquence à l’aide du numériseur NI
PXIe-5122.
Des signaux de services SNCF, tensions continues commutant entre 0 et 24 Volts, peuvent
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être présents dans le câble SNCF.
Afin de protéger le générateur sinusoïdal, un coupleur doit être intercalé entre le générateur
et les multiplexeurs. Ce coupleur a pour but de couper les signaux de services et de laisser
passer dans le câble l’intégralité des signaux sinusoïdaux provenant du générateur (voir
Figure 5.11).
Le post-traitement est déporté sur un PC dédié. Il consiste à estimer les valeurs du
retard de phase se trouvant dans la phase du coefficient de réflexion en fonction des fré-
quences. Ces retards de phase, fonctions de la fréquence, sont ensuite comparées d’une
paire à l’autre. Un test statistique permet de dire si les valeurs sont différentes ou non. Cela
constitue le résultat de l’expérience.
La plupart des paramètres du générateur et de l’acquisition peuvent être ajustés via l’inter-
face homme machine développée par le CEA. L’ordonnancement des tâches pour effectuer
la génération du signal, l’injection du signal dans chaque paire torsadée et l’acquisition de
données, est piloté par un programme développé sous le logiciel Labview (version Labview
2011). Ce même programme fournit une IHM proposant à l’utilisateur quelques réglages
des différents sous-systèmes. Cette IHM est composée de plusieurs zones (et sous zones)
bien distinctes. Une zone pour le réglage du générateur de signaux (« Generator »), une
autre zone pour le réglage du numériseur (« Acquisition ») et une autre zone pour l’activa-
tion du multiplexeur (« Multiplexer »).
Une fois que toutes les initialisations sont définies, l’utilisateur peut lancer la mesure en
appuyant sur le bouton « RUN ». Il peut arrêter la mesure à tout moment en appuyant sur
le bouton « STOP » L’évolution de la mesure peut être observée par l’indicateur « Twisted
pair n°= » de la zone « Multiplexer ». Un indicateur montre à l’utilisateur si une acquisition
est en cours.
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5.5.2.1 Matériels utilisés
Le coupleur du CEA
Rg
D1
D2
D3
D4
D5
D6
D7
D8
Cc
I
lossyT l
R`
Rosc−
Rosc+
Rsh
Vsg
Vg
VL+
V`
Vs`
VL−
V
Générateur Coupleur Oscillo Paire torsadée Charge
Figure 5.11 – Schéma de dispositif de test d’une ligne connectée à une charge active
Notations :
Vsg : tension source côté générateur
Rg : résistance interne du générateur
Vg : tension à la sortie du générateur
Vs` : tension source côté charge
R` : résistance de la charge
V` : tension à la sortie du générateur côté charge
Di : diodes PIN BAP1321−04, i ∈ {1, ...,8}
Cc : capacité du condensateur du coupleur
VL+ : potentiel à l’entrée de l’impédance interne de la ligne
VL− : potentiel à la sortie de l’impédance interne de la ligne
Rosc+ : impédance d’entrée du numériseur servant à mesurer VL+
Rosc− : impédance d’entrée du numériseur servant à mesurer VL−
I : courant
T L : paire torsadée
Zc : impédance caractéristique de la ligne
V : tension à l’entrée de la ligne avec V = VL+−VL−
Rsh : résistance shunt
Valeur des composants : Rg = 50Ω, Cc = 1000nF, Zc = 120Ω, Rsh = 2Ω, Rosc+ = 1MΩ
Le système de mesure National Instrument
Il comprend les instruments suivants :
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– Générateur de signaux PXI −5402 : Précision en fréquence de 0.3 µHz et en ampli-
tude de 14 bits.
– Carte d’acquisition PXIe− 5122 : 100 MHz et 14 bits sur 2 voies ; 256 Mo de mé-
moire par voie.
– Multiplexeur PXI2593 : permet d’adresser 14 paires (supporte des tensions allant
jusqu’à 150 V).
– Châssis PXIe−1073 au format PXI
Les câbles test SNCF
Les câbles neuf et vieux utilisés, de type ZPFU, ont une longueur respective de 500 m
et 300 m et sont constitués respectivement de 14 et 28 paires torsadées de fil de cuivre ayant
une section de 1 mm2.
Afin d’être dans des conditions proches de celles des lignes réelles, dont la longueur
moyenne dépasse 1000 m, les paires Pn, j, j = 1 . . .14 du câble neuf, utilisées pour le test
sont obtenues chacune en connectant en série trois paires d’origine (cf. la section B.5 de
l’annexe B). De même, les paires Pv, j, j = 1 . . .14 du câble vieux, utilisées pour le test
sont obtenues chacune en connectant en série cinq paires d’origine.(cf. la section B.5 de
l’annexe B).
5.5.3 Estimation des temps de passage par zéro par la technique du zéro-
crossing
5.5.3.1 Estimation des retards de phase des ondes directes et réfléchies
La mesure des retards de phase est à la base de la méthode de détection des défauts.
Figure 5.12 – Estimation du retard de phase par la mesure des instants de passage par zéro
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La précision de la méthode tient à celle des instants de passage par zéro d’un signal
sinusoïdal. Les figures illustrent le cas typique d’un sinus à 30 kHz converti sur 12 bits,
100 MHz. Le bruit de phase introduit par les instruments nous a conduit à utiliser un filtrage
à déphasage nul du signal converti. Ce type de filtre non causal est appliqué à environ une
centaine de périodes du signal.
La Figure 3.1 montre un passage par zéro, d’apparence très propre. En zoomant, les
Figures 3.2 et 3.3 montrent qu’en réalité, ce passage n’est pas franc : il y a toute une
population d’instants de passage par zéro dont celui correspondant à un signal “moyen” ne
serait pas le meilleur représentant, statistiquement. En effet, du fait du bruit, les passages
par zéro s’étalent sur plus de cent pas d’échantillonnage (on échantillonne à 1 GHz ce signal
à 30 kHz).Dans cet exemple de 120 périodes analysées, on détecte 29000 zéros au lieu de
120. On retiendra le passage par zéro du signal filtré (cf. Figure 3.3) pour les calculs : on
récupère ainsi la précision liée à la fréquence d’échantillonnage. La distribution des zéros
est conservée pour tester statistiquement la validité des calculs.
5.5.3.2 Comparaison de deux paires : premiers exemples avec et sans défaut
Les expériences qui ont été réalisées sont décrites dans l’annexe B pour plus de détails.
Le câble SNCF utilsé pour les expériences est décrit dans la section B.5 de l’annexe B pour
plus de détails. Les paires utilisées du câble ont une longueur de 1500m.
Le principe de ce post-traitement est le suivant : on fait la même expérience sur deux
paires pris au hasard du même câble composé de 14 paires. On compare les retards de
phase, ce qui revient à comparer les temps de passage par zéro des ondes réfléchies.
Comme les moyennes de ces temps sont toujours très proches, il n’est pas significatif d’in-
terpréter leur différence comme une différence entre les paires. On utilise donc un test
statistique, le test de Kolmogorov-smirnov, pour déterminer si les deux populations de re-
tards suivent la même loi. Partout α = 0.05 (voir la section 5.5).
Les Figures 5.13, 5.14 et 5.15 représentent les histogrammes des populations de retard
de phase. Plus loin on les représentera sous la forme plus compacte de box-plots (cf. la
Figure 5.20) avec des encoches au niveau de la médiane : avec une probabilité p < 0.05
de se tromper, on peut dire que les lois sont différentes à une fréquence donnée lorsque les
encoches sont disjointes.
Premier exemple : effet d’une perte ajoutée de 3 MΩ et une paire contre elle-même
L’expérience est faite sur une paire de 1500m du câble SNCF sain comportant 14 paires
de 500m. Pour pouvoir constituer la paire de 1500m, nous avons connecté 3 paires centrales
nominales de 500m. (cf. la section B.5 de l’annexe B). Afin de créer un défaut d’isolement
sur la ligne, nous avons connecté en dérivation une résistance ponctuel à 500m du point
de test. Dans cette section, nous avons pris une résistance de 3 MΩ ce qui correspond à un
défaut d’isolement G =
1
3×106 ∼ 3.3333×10
−7 S/m.
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On commence par comparer, à titre d’exemple :
- une paire contre elle-même après l’ajout d’un défaut de 3 MΩ. D’après les Figures 5.13
et 5.14, on constate que les lois sont différentes aux deux fréquences 40kHz et 60kHz.
- une paire contre elle-même (l’expérience étant réalisée à des instants différents) pour vé-
rifier que l’on ne voit pas de différences significatives partout. D’après la Figure 5.15, les
lois sont les mêmes 60kHz.
Figure 5.13 – Distributions de retards de phase à 40 kHz : à gauche, une paire neuve de
référence ; à droite, la même paire à laquelle on a ajouté un défaut de 3 MΩ.
Figure 5.14 – Distributions de retards de phase à 60 kHz : à gauche, une paire neuve de
référence ; à droite, la même paire à laquelle on a ajouté un défaut de 3 MΩ.
D’après les Figures 5.13, 5.14, 5.15, nous constatons que nous ne voyons pas des dé-
fauts partout mais là où l’on devrait en voir c’est à dire là où nous avons ajouté des défauts.
De plus, nous pouvons penser que les différences (histogramme de la paire ayant un défaut
5.5. Quelques résultats expérimentaux obtenus par la méthode fréquentielle développée
(démarche statistique) 149
Figure 5.15 – Distributions de retards de phase à 60 kHz : à gauche, une paire neuve de
référence (Pn,1) ; à droite, la même paire quelques temps plus tard. Il n’y a pas de différence
statistiquement significative : on ne voit pas des défauts partout !
très étalés par rapport à celui de la paire saine) que nous voyons dans les Figures 5.13, 5.14
ne sont peut être pas dûs aux défauts que nous avons ajouté à la paire mais il est heureux
que la Figure 5.15 ne montre pas de différences statistiquement significative puisque ce
sont des histogrammes de paires saines.
5.5.4 Impact du coupleur de protection ou de la longueur des câbles sur les
résultats
Les premiers essaies réalisés avant d’avoir le prototype de National instruments, ont été
réalisés sans coupleur. Or le coupleur est important car il permet de protéger le générateur
de la présence des signaux de service SNCF (pour plus de détails cf. la section B.2). Il est
donc important de vérifier que l’insertion du coupleur dans le dispositif expérimental a un
effet sur les résultats obtenus sur les variables aléatoires de retards de phase pour chaque
fréquence lors des premiers essaies.
On profite de la comparaison de ces résultats (retards de phase sans coupleur et avec cou-
pleur) pour montrer des résultats obtenus avec le défaut ajouté le plus faible en terme de
défaut d’isolement mais le plus grand en terme de résistance 6 MΩ. Nous rappelons que
le lien entre les deux est juste l’inverse, en effet G = 1R . C’est un défaut d’isolement de
1.6667×10−7 S/m.
5.5.4.1 Effet du coupleur. Exemple : détection d’un défaut ajouté de 6 MΩ
Quelques résultats d’expériences réalisées sans ou avec coupleur de protection des
équipements.
Les Figures 5.16 et 5.17 représentent respectivement une comparaison des courbes de va-
riables aléatoires de retards de phase en fonction de la fréquence de deux paires que l’on
compare dans un cas où le coupleur n’est pas présent dans le dispositif expérimental et
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dans le cas où il l’est.
Dans les deux cas (coupleur ou sans coupleur), nous comparons une paire centrale du
câble sain de 1500m, Pn1, à la même paire et cette même paire Pn1 à Pn1 ayant un défaut
de 6 MΩ. (cf. la Table 6 de l’annexe B pour savoir de quelles paires est composée Pn1).
Les courbes en bleue et rouge représentent respectivement les variables aléatoires de retards
de phase de paires saines et celles de paires en défauts. Les traits rouge et bleu à chaque
fréquence représentent des boxplots des 120 retards de phase. Cependant, nous voyons pas
clairement ces boxplots (cf. 5.20). Ils sont applatis du fait que l’échelle du boxplot à une
fréquence est différente de celle du boxplot à une autre fréquence.
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Figure 5.16 – Un essai sans coupleur. La paire neuve Pn1 contre : à gauche elle-même ; à
droite, elle-même après ajout d’une perte de 6 MΩ dont on détecte la présence.
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Figure 5.17 – Un essai avec coupleur. La paire neuve Pn1 contre : à gauche elle-même ; à
droite, elle-même après ajout d’une perte de 6 MΩ dont on détecte la présence.
D’après la Figure 5.16, nous pouvons constater que l’on détecte quelque chose même
pour une ligne en court-circuit à son extrémité et des tests au delà de 30 kHz. En effet, les
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courbes de retards de phase en fonction de la fréquence ne sont pas superposées. Il fau-
drait une étude complémentaire pour affirmer que la différence visible est dûe au défaut de
6 MΩ que nous avons ajouté. Ce défaut est réalisé avec une résistance ajoutée en dériva-
tion au 1er tiers de la longueur d’une ligne de 1.5 km (à 500 m). Il correspond à un défaut
G = 166 nS/km, qui est encore très important par rapport au plus petit défaut qu’il faudrait
détecter, le niveau limite des fuites acceptables est G = 10 nS/km (voir Section 2.1).
D’après les Figures 5.16 et 5.17, nous observons que la présence du coupleur ne per-
turbe pas la détection des défauts.
5.5.4.2 Comparaison des retards et des vitesses de phase : l’effet de la longueur
La longueur des paires d’un câble neuf et celles d’un câble vieux n’est pas exactement
la même et pourrait avoir une légère différence, légère mais suffisante pour masquer les
défauts que nous recherchons r et g. En effet, elle pourrait avoir un effet sur les différences
que nous voyons dans la comparaison des courbes de retards de phase d’une paire d’un
câble neuf et celles d’une paire d’un câble vieux. Nous rappelons que nous avons besoin
de 3 paires nominales de 500m du câble neuf pour construire une paire neuve de 1500m
alors que nous avons besoin de 5 paires nominales de 300m de câble vieux pour construire
une paire vieille de 1500m.
En pratique τφ peut être mesuré avec précision, mais ` peut être difficilement mesurable.
Dans ce cas, on utilise une normalisation basée sur la valeur du retard pour la même paire
(donc la même longueur) à une autre fréquence. Ici, dans la Figure 5.18, nous avons choisi
de normaliser par le retard de phase à 60kHz. Si on s’intéresse au seul défaut de pertes, il
faut utiliser ces valeurs normalisées pour la détection comme l’illustre la Figure 5.18 dans
laquelle on compare une paire d’un câble neuf à une d’un vieux câble ayant à peu près la
même longueur (cf. la Table 6 de l’annexe B pour savoir de quelles paires est composée
Pn1 et Pv1).
D’après la Figure 5.18, nous constatons que les différences importantes que nous pou-
vons voir dans la figure de gauche semblent être dûes aux différences de longueur entre le
câble neuf et vieux. Après normalisation, nous nous affronchissons de la longueur et nous
constatons encore des différences entre les deux courbes dans la figure à droite ce qui pour-
rait être dû au défaut recherché. Cette différence a un effet moindre que celle qui semble
dû à l’effet de la longueur.
5.5.5 Cartographie comparative des paires d’un même câble
On a comparé jusqu’à présent une paire du câble neuf à elle-même, à elle-même à
laquelle nous avons ajouté un défaut connu (à elle-même + un défaut connu), à une paire
du câble vieilli. Il semble intéressant de faire des comparaisons plus proches de celles
réalisables sur le terrain, sans élément connu de comparaison. Par exemple les paires d’un
câble neuf sont-elles moins différentes entre elles que celles d’un câble vieilli ? On espère
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Figure 5.18 – Essais avec coupleur. A gauche : comparaison des retards de phase entre une
paire neuve Pn1 et une vieille Pv1. A droite : comparaison des retards de phase normalisées
par leurs valeurs à 60 kHz. Les différences importantes entre les retards sont principalement
dues aux différences de longueur qui ne sont pas le défaut recherché. Celui là est visible
sur les retards normalisées mais a un effet moindre.
que oui. Pour avoir une première idée de la réponse à cette question, il serait souhaitable de
faire une cartographie des paires d’un câble neuf ou vieilli en vue de comparaisons entre
les paires et ensuite de comparer deux cartographies du câble neuf et vieilli.
Pour ces cartographies, on utilise un multiplexeur entre le système d’acquisition et les
paires à tester. Les 14 paires sont branchées au multiplexeur. Celui-ci nous permet de pas-
ser d’une paire à une autre automatiquement afin d’éviter de débrancher manuellement le
système d’acquisition pour passer d’une expérience sur une paire à une autre. Comme le
coupleur, des expériences ont été faites et il en résulte qu’il n’a pas d’effet visible sur les
comparaisons de paires mais nous n’allons pas présenter ces expériences.
Avant de montrer la cartographie des paires du câble neuf et vieilli, nous commençons
par une comparaison de deux paires du câble neuf (appelées Pn1 et Pn3 cf. la Table 6 de
l’annexe B pour savoir de quelles paires, elles sont composées) dans les conditions de
l’essai avec multiplexeur.
Nous voyons qu’il est utile d’observer le système à deux échelles : à une échelle large
(représentation des boxplots à toutes les fréquences) il y a peu de différence. On pourrait
penser que c’est l’échelle où des modifications de r auraient un effet visible puisque r est
le plus gros défaut par rapport à g. Ainsi, nous parlerons dans la suite de “à l’échelle de r”
pour parler de la représentation des boxplots à toutes les fréquences comme illustré dans la
Figure 5.19.
A une échelle plus fine (en zoomant les boxplots à chaque fréquence), des différences
apparaissent. On pourrait penser que c’est là qu’on doit rechercher l’effet de g. Ainsi, nous
parlerons dans la suite de “à l’échelle de g” pour parler de la représentation des boxplots à
chaque fréquence comme illustré dans la Figure 5.20.
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Cependant, des études complémentaires restent à faire pour s’en assurer.
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Figure 5.19 – Pn1 contre Pn3 avec coupleur et multiplexeur : comparaison des retards (à
gauche) et des retards normalisées (à droite). Les différences ne sont pas visibles à l’échelle
large (de r) de cette figure.
5.5.5.1 Cartographies d’un câble neuf et d’un vieux câble à l’échelle de r
Dans cette section, nous présentons la cartographie constituée de 14 paires du câble
neuf et du câble vieilli afin de pouvoir répondre positivement à la question suivante : les
paires d’un câble neuf sont-elles moins différentes entre elles que celles d’un câble vieilli ?
Nous comparons maintenant les caractéristiques des paires d’un câble neuf, de Pn,1 à Pn,14
comme illustré dans la Figure 5.21.
La même comparaison de Pv,1 à Pv,14 du câble vieux est faite et est illustrée dans la
Figure 5.22.
Les Figures 5.21 et 5.22 représentent respectivement les cartographies du câble neuf et
vieux à l’échelle de r. A chaque fréquence, les 14 boxplots sont représentés même si nous
avons dû mal à les distinguer. Ces 14 boxplots représentent les 14 paires. Ces boxplots des
retards de phase sont représentés pour les fréquences de 30 kHz à 100 kHz.
D’après les Figures 5.21 et 5.22, des différences apparaissent : à chaque fréquence, pour le
câble neuf, on distingue en gros deux classes de paires assez disjointes alors que les paires
du câble vieilli semblent faire une seule classe plus étalée.
Cela est confirmé en observant les résultats à l’échelle fine de g.
5.5.5.2 Cartographies d’un câble neuf et d’un vieux câble à l’échelle fine de g
Les Figures 5.23 et 5.24 représentent respectivement les cartographies du câble neuf et
vieux à l’échelle fine de g. Pour chaque fréquence illustrant une figure, nous représentons
les 14 boxplots de retards de phase normalisés (nous avons choisi de représenter à l’échelle
fine de g les retards de phase normalisés des Figures 5.21 et 5.22) des 14 paires testées.
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Nous représentons 10 figures correspond aux 10 fréquences testées de 30 kHz à 100 kHz.
D’après la Figure 5.23, pour le câble neuf, nous distinguons deux classes de paires as-
sez disjointes dont l’une est formée de 11 paires (boxplots représentés en haut de la figure
de 30 kHz par exemple) et l’autre de 3 paires (les 3 boxplots représentés en bas de la figure
de 30 kHz par exemple). A 60 kHz, nous avons tous les boxplots à 1 puisque nous avons
normalisés les valeurs des retards de phase de chaque paire par la valeur du retard de phase
à 60 kHz. Les retards de phase normalisées à 40 kHz par exemple, sont toutes dans une
plage de largeur 0.025 (de 0.575 à 0.600) pour la 1ère classe et dans une plage de largeur
0.020 (de 0.515 à 0.535) pour la deuxième classe. La distance entre ces classes est de 0.04
(pour toutes les paires, le retard de référence est celle à 60 kHz).
Cependant pour la Figure 5.24, il semblerait qu’il y ait une seule classe plus étalée. Par
exemple, Les retards de phase normalisées à 40 kHz sont toutes étalées dans une plage de
largeur 0.03 (de 0.555 à 0.585). La distance entre ces classes fluctue entre 0.02 à 0.04 (pour
toutes les paires, le retard de référence est celle à 60 kHz).
L’analyse de la cartographie du câble neuf révèle des différences inattendues entre les
paires : nous voyons deux classes de paires assez disjointes. Comme chaque paire de
1500m du câble neuf que nous testons est constintué de 3 paires nominales prises parmi
les 14 paires nominales de 500 m, on pourrait penser que les 3 paires formant une classe du
câble neuf sont formés à partir de paires de 500 m assez proches...On pourrait penser que
les deux classes apparaissant dans la cartographie du câble neuf sont dus à la disposition
des paires nominales (= paires de base) constituant les paires de 1500 m.
5.5.5.3 Description des classes de paires du câble neuf révélées par l’analyse
Le câble neuf utilisé, de type ZPFU, a une longueur de 500 m et est constitué de qua-
torze paires torsadées de fil de cuivre ayant une section de 1 mm2. Afin d’être dans des
conditions proches de celles des lignes réelles, dont la longueur moyenne dépasse 1000 m,
les paires Pn, j, j = 1 . . .14, utilisées pour le test sont obtenues chacune en connectant en
série trois paires d’origine. L’analyse des caractéristiques de ces paires fait apparaitre que
les 14 paires se répartissent en deux classes représentées par la figure (e) de la Figure 5.25
ou la Figure 5.23 qui indique peut être la localisation des paires de base.
La Figure 5.25 représente la localisation dans le câble neuf des 3 paires de base consti-
tuant chaque paire Pni de 1500 m, avec i ∈ {1, ...,14} testée : la figure (f) représente les sous
paires constituants les 3 paires de 1500 m de la deuxième classe, les figures de (a) à (d)
représentent les sous paires constituants les 11 paires de 1500 m de la première classe et la
figure (e) représente les classes de retards normalisés du câble neuf à 40 kHz.
D’après la Figure 5.25, à ce stade nous ne pouvons pas vraiment conclure sur le fait que
les classes du câble neuf sont dûs à la localisation des 3 paires de bases. Cependant, ce qui
serait intéressant est de savoir si l’on retrouve ces deux classes en faisant la cartographie
des paires de base de 500 m constituant le câble neuf.
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5.5.5.4 Quelques conclusions sur l’établissement de présomptions de défauts
Par comparaison à la méthode standard de mesure en continu de grandes résistances,
les contraintes d’exploitation imposent l’utilisation de signaux à fréquence élevée pour
détecter des pertes faibles, et on doit alors chercher l’information dans les caractéristiques
de la propagation sur une ligne.
On constate, théoriquement et expérimentalement que plusieurs phénomènes influencent
ces caractéristiques d’une façon beaucoup plus importante que le défaut recherché de type
“g”. Il faut donc éliminer ces causes, qui ne sont pas nécessairement des défauts, avant d’en
arriver aux différences de comportements pouvant être dues à des valeurs de g anormales
et établir une présomption de défaut.
- Les longueurs de câble et la vitesse de propagation du signal sont une première per-
turbation car elles ont un effet sur les retards mesurés. Elles impliquent ` et
√
LC, mais pas
g. Une normalisation convenable des vitesses de phase nous a permis de s’en affranchir.
- Les pertes de conduction, de type “r” ont aussi un effet sur la dissipation et la dis-
persion. Comme r  g, leur effet est plus important que celui de g et se voit après avoir
éliminé les effets de longueur. Si on regarde les cartographies des câbles neuf et vieux, elles
semblent conduire à des classes très distinctes de paires aux caractéristiques assez homo-
gènes pour le câble neuf et à une seule classe très dispersée pour le câble vieux, comme le
montrent les Figures 5.23 et 5.24 ou l’extrait repris Figure 5.26.
Quand on compare ce “défaut” du câble neuf avec un défaut connu, comme l’ajout d’une
perte de 6 MΩ (voir Figure 5.17), on voit qu’ils sont du même ordre de grandeur : les dif-
férences associées aux classes visibles par exemple Figure 5.21, si on devait les interpréter
en terme de pertes, correspondraient, soit à l’effet d’un petit défaut de r ou d’un gros défaut
de g (ici 166 nS/km).
- Les faibles différences entre paires d’une classe du câble neuf pourraient correspondre
à de petits défauts de type “g”. L’identification plus poussée, classe par classe comme ce
qui est présenté section 5.5 pourrait le dire. Au stade actuel de l’expérimentation, le défaut
le plus fin que l’on fait apparaitre et qui pourrait être dû à g est la largeur de chaque classe.
L’origine de ces classes très ressérrées que constituent les paires neuves et la cause de leur
disparition pour laisser la place à une seule classe très étalée comme dans le cas d’un câble
(très) vieux ne sont pour l’instant pas comprises. Comme leurs effets apparents sur le retard
de phase sont d’un ordre de grandeur plus élevé que peut l’être l’effet du défaut recherché,
il faut chercher à comprendre l’origine de cette structuration en classes dans le cas réputé
normal (câble neuf). Pour l’instant, la piste suivie tient à la position de la paire dans le câble
qui pourrait changer son impédance caractéristique à haute fréquence.
Cependant, nous rappelons que ces résultats sont à reprendre car ils sont perturbés par
les charges en bout de ligne. En effet, au moment où ces expériences ont été faites, nous
n’avons pas pris le soin de s’affranchir de ces charges dans l’échantillon de la variable aléa-
toire du retard de phase (cf. la section 5.4.1). De plus des études complémentaires restent
à faire afin d’établir une corrélation entre la théorie présentée dans la section 5.5 et les
résultats expérimentaux obtenus.
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5.6 Conclusion et perspectives
Les simulations numériques faites dans le cas de la comparaison des différences de
phase entre deux lignes dont l’une sert de référence (ligne saine) ont montré des résultats
encourageants concernant l’estimation du faible défaut de g. Que ce soit dans le cas où l’on
suppose connu ou que l’on estime r, avec une précision relative maximale de 2× 10−3%
commise sur les retards de phase, nous pouvons estimer g avec une bonne précision. En
effet, nous pouvons estimer avec une précision de moins de 4% des valeurs de g suivantes :
g ∈ [2.233×10−3,2.233×103] Hz. Cependant, nous avons besoin de connaitre la longueur
de la ligne. Des études complémentaires restent à faire afin de savoir si cette démarche
différentielle de phase marche encore dans le cas pratique. Malgré les bruits de mesure
dûs aux appareils (générateur et numériseur), il faudrait arriver à estimer des temps de
passage par zéro tels que les retards de phase puissent être estimés avec une précision
relative maximale de 2× 10−3% afin d’estimer g en moyenne fréquence pour f ≥ 40kHz.
Si ces estimations seront validées exérimentalement, nous aurons obtenu une fonction de
“meghommètre haute fréquence” originale.
Dans le cas de la ligne isolée, les différences de phase et groupe nous ont permis d’es-
timer le défaut r. En effet, nous pouvons estimer, en moyenne fréquence f ≥ 40kHz, les
valeurs de r suivantes avec une précision relative de moins de 10% : r ∈ [1.9× 104,3.4×
105] Hz et avec une erreur relative de moins de 5% des valeurs de r suivantes : r ∈ [1.9×
104,2.1×105] Hz
L’analyse statistique que nous avons développé et que nous avons utilisé sur les don-
nées expérimentales a partiellement révélée des résultats encourageants pour la suite. En
effet, des différences sont visibles mais il est encore trop tôt à ce stade pour répondre à une
présomption de défaut. On constate, théoriquement et expérimentalement que plusieurs
phénomènes influencent ces caractéristiques d’une façon beaucoup plus importante que le
défaut recherché de type “g”. Il faut donc éliminer ces causes, qui ne sont pas nécessaire-
ment des défauts, avant d’en arriver aux différences de comportements pouvant être dues à
des valeurs de g anormales et établir une présomption de défaut. Par exemple, les longueurs
de câble et la vitesse de propagation du signal sont une première perturbation car elles ont
un effet sur les retards mesurés. Elles impliquent ` et
√
LC, mais pas g. Une normalisa-
tion convenable des retard de phase nous a permis de s’en affranchir. Il faudrait faire une
identification plus poussée pour comprendre d’où viennent ces différences. Autrement dit,
il faudrait faire la corrélation entre les résultats théoriques développés dans la section 5.5
et ceux expérimentaux. Après cela, nous pourrions faire plusieurs expériences en ajoutant
un défaut g plus petit de l’ordre de 10−3 et regarder si nous voyons toujours des différences
car les expériences qui ont été faites jusqu’à présent concernaient deux défauts fictifs 3 MΩ
et 6 MΩ plus grand que celui que l’on cherche à détecter. Par conséquent, des études com-
plémentaires sont nécessaires pour affirmer que les différences visibles sur les retards de
phase sont bien dus aux défauts ajoutés et utiliser ce qui a été présenté par exemple dans la
section 5.4.3 pour identifier ces défauts.
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Figure 5.20 – Pn1 contre Pn3 avec coupleur et multiplexeur après un zoom sur chaque
fréquence. Les différences sont visibles à l’échelle fine (de g) : les boxplots sont disjoints
à chaque fréquence.
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Figure 5.21 – Comparaison de Pn,1 à Pn,14 pour le câble neuf : à gauche, retards de phase ;
à droite, retards de phase normalisées.
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Figure 5.22 – Comparaison de Pv,1 à Pv,14 pour le câble vieilli : à gauche, retards de phase ;
à droite, retards de phase normalisées.
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Figure 5.23 – Zoom sur les retards de phase normalisées de Pn,1 à Pn,14 avec coupleur et
multiplexeur
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Chapitre 5. Détection de faibles défauts par comparaison des caractéristiques mesurables de
deux lignes
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Figure 5.24 – Zoom sur les retards de phase normalisées de Pv,1 à Pv,14 avec coupleur et
multiplexeur
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(a) Sous-paires de Pn,1, Pn,2, Pn,13 (b) Sous-paires de Pn,3, Pn,4, Pn,9
(c) Sous-paires de Pn,5, Pn,7, Pn,10
(d) Sous-paires de Pn,11, Pn,6
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normalisées (40 kHz)
(f) Sous-paires de Pn,8, Pn,12, Pn,14
Figure 5.25 – (e) : Classes de retards de phase normalisées du câble neuf à 40 kHz ; (a) à
(d) : Les 11 paires de la 1ère classe ; (f) : Les 3 paires de la 2ème classe
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Chapitre 5. Détection de faibles défauts par comparaison des caractéristiques mesurables de
deux lignes
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Figure 5.26 – Cartographies des retards de phase normalisées à 40 kHz. A gauche : les 14
paires du câble neuf forment deux classes (11 paires dans la classe du haut, 3 dans celle du
bas). A droite : les 14 paires du câble vieilli sont très dispersées. La présomption de défaut
pouvait être établie avant ce stade.
Conclusion
Les travaux réalisés tout au long de cette thèse ont permis de développer des méthodes
de diagnostic de faibles défauts non francs dans des câbles de transmission électrique de
grandes longueurs.
Tout d’abord, nous avons positionné les travaux de cette thèse dans leurs contextes ap-
plicatif et académique, en présentant le besoin industriel et les différentes méthodes de
diagnostic existantes.
Les méthodes de diagnostic existantes montrent une réelle efficacité pour le diagnostic de
lignes de transmission isolées et de petites longueurs, le plus souvent pour des défauts
francs. En revanche, elles rencontrent des difficultés dans le cas de câbles de grandes lon-
gueurs et également pour le diagnostic de défauts non francs a fortiori pour le diagnostic
de faibles défauts non francs. Nous avons donc cherché à développer des méthodes pour le
diagnostic de défauts non francs dans des câbles de transmission de grandes longueurs.
La difficulté principale est la résolution d’un problème inverse (à partir des mesures,
nous voulons retrouver les paramètres caractéristiques de la ligne) associé au modèle des
Télégraphistes d’une ligne de transmission : estimer la perte normalisée g alors que g est
négligeable devant le terme principal de perte normalisée r (g << r). En effet, la difficulté
du problème vient de la faible influence de G sur les paramètres caractéristiques locales
de la ligne. Nous pouvons alors comprendre pourquoi, même pour une ligne homogène,
l’estimation du terme de perte g par réflectométrie est réputée difficile, voire inaccessible
en pratique.
Après des études préliminaires sur le problème direct d’une ligne de transmission homo-
gène avec perte permettant d’expliquer la démarche adoptée dans le cas du problème in-
verse, nous avons étudié le problème inverse se décomposant en deux sous problèmes pour
le diagnostic de faibles défauts dans des câbles de transmission de grandes longueurs.
Le problème inverse vise à estimer, à partir des mesures de courant et tension réels, les
paramètres caractéristiques normalisés r et g de la ligne pour des moyennes fréquences car
il s’agit de ne pas utiliser les fréquences utilisés pour les signaux de service ([0,40kHz]).
Même s’il s’agit de la ligne de transmission la plus simple, les méthodes existantes à base
de réflectométrie ne permettaient pas de résoudre ce problème du fait de la principale dif-
ficulté qui est que le problème de détection de faibles défauts non francs est non standard
car le paramètre de pertes g à surveiller est très petit et son effet sur les caractéristiques de
la propagation est difficilement séparable de celui de l’autre terme de perte r.
Les techniques d’estimation présentées dans le chapitre 4 constituent une première ap-
proche et nous ont permis d’estimer partiellement les faibles défauts dans des lignes de
transmission uniformes avec pertes : nous pouvons estimer le plus gros des défauts parmi
les faibles défauts : r.
Numériquement, nous avons obtenu des résultats encourageants. En effet, nous pouvons es-
timer avec une erreur relative de moins de 4% des défauts de r pour r ∈ [1.66×103,1.065×
163
164 Conclusion
106] Hz ce qui correspond à des défauts de résistances suivantes R ∈ [8.995×10−4,5.771×
10−1] Ω/m en utilisant des données synthétiques non bruitées pour une première étude.
Dans un travail futur, il est intéressant d’analyser la sensibilité du paramètre du retard de
phase et du bruit sur l’estimation des paramètres caractéristiques normalisés r et g afin de
pouvoir améliore et espérer pouvoir les estimer en pratique. Pour gagner de la précision,
nous pourrons interpoler les temps de passage par zéro et fixer un certain seuil pour n’uti-
liser qu’une partie de la plage de fréquence où l’estimation de r et g est meilleure. Enfin,
une vérification expérimentale serait à faire afin de valider la méthode.
La méthode d’inverse basée sur la comparaison des carastéristiques de propagation me-
surables (phases, retards de phase ou vitesses) a permis d’établir des résultats prometteurs
quant à la détection de faibles défauts pour des câbles de grandes longueurs. Cette méthode
a été appuyée par des simulations numériques montrant qu’il est possible d’établir une pré-
somption de défaut et d’estimer ces défauts ce qui constitue une avancée importante par
rapport aux méthodes existantes. Nous en détaillons un peu plus les résultats :
- Les simulations numériques faites dans le cas de la comparaison des différences de
phase entre deux lignes dont l’une sert de référence (ligne saine) ont montré des résultats
encourageants concernant l’estimation du faible défaut g. En effet, nous pouvons estimer
avec une précision de moins de 4% des valeurs de g suivantes : g ∈ [2.233×10−3,2.233×
103] Hz. Cependant, nous avons besoin de connaitre la longueur de la ligne. Des études
complémentaires restent à faire, comme l’analyse de sensibilité du bruit, afin de savoir si
cette démarche différentielle de phase marche encore dans le cas pratique. En effet, pour
pouvoir espérer estimer g en moyenne fréquence (pour f ≥ 40kHz) en utilisant des données
expérimentales, il faudrait arriver à estimer des temps de passage par zéro tels que les
retards de phase puissent être estimés avec une précision relative maximale de 2×10−3%.
Si ces estimations seront validées expérimentalement, nous aurons obtenu une fonction de
“meghommètre haute fréquence” originale.
- Nous avons également obtenu des formules explicites, exploitant l’approche diffé-
rentielle en utilisant d’une seule ligne, permettant d’estimer le défaut r. Numériquement,
celui-ci a été estimé avec une précision relative de moins de 5% pour les valeurs de r
suivantes : r ∈ [1.9×104,2.1×105] Hz.
- L’analyse statistique que nous avons développé et que nous avons utilisé sur les don-
nées expérimentales a partiellement révélée des résultats encourageants pour la suite. En
effet, des différences sont visibles mais il est encore trop tôt à ce stade pour répondre à une
présomption de défaut. On constate, théoriquement et expérimentalement que plusieurs
phénomènes influencent ces caractéristiques d’une façon beaucoup plus importante que le
défaut recherché de type “g”. Il faut donc éliminer ces causes, qui ne sont pas nécessaire-
ment des défauts, avant d’en arriver aux différences de comportements pouvant être dues à
des valeurs de g anormales et établir une présomption de défaut. Il faudrait poursuivre ces
travaux afin de faire la corrélation entre les résultats théoriques développés dans la section
5.5 et ceux expérimentaux pour comprendre d’où viennent ces différences. Il serait donc
intéressant, dans un premier temps, de valider numériquement cette approche et de faire
par la suite une analyse de sensibilité du bruit, dans un second temps, de retrouver les dé-
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fauts fictifs pour une caractérisation plus physique des défauts. Enfin, nous pourrions faire
plusieurs expériences en ajoutant un défaut g plus petit de l’ordre de 10−3 et regarder si
nous voyons toujours des différences, et si oui les identifier, car les expériences qui ont été
faites jusqu’à présent concernés deux défauts fictifs 3 MΩ et 6 MΩ plus grand que celui
que l’on cherche à détecter.
La méthode fréquentielle, que nous avons développée, est une méthode non-invasive
et constitue une première approche ayant donné des résultats prometteurs pour la suite.
Elle est utilisé dans une plage de moyennes fréquences limitées au-delà de 40kHz pour le
cas par exemple de la SNCF afin de ne pas perturber les signaux de service. Si celle-ci est
validée expérimentalement, il serait intéressant d’étudier l’impact de ces signaux de service
en réalisant les mêmes expériences mais en présence de ces signaux.
Nous avons également généraliser l’étude du problème direct en vue de l’application
de l’inverse scattering concernant la détection de défauts non francs que nous avons choisi
de mettre dans l’Annexe D car le contexte est différent de ce qui a été présenté dans cette
thèse.
Pour résumé les perspectives, parmi celles qui peuvent être envisagées à la suite de
cette thèse, à plus ou moins longs termes, on envisage les directions suivantes :
– Une analyse de sensibilité de certains paramètres et du bruit sur les résultats numé-
riques et faire varier la longueur de la ligne afin de savoir jusqu’à quelle longueur
nous pouvons aller,
– La validation des formules du chapitre 4 et 5 par des essais expérimentaux puisque
nous avons obtenu, numériquement, des résultats prometteurs pour la suite,
– établir une concordance entre la théorie et les résultats expérimentaux dans le cas de
la démarche statistique,
– généraliser cette démarche dans le cas de lignes de transmission de grandes lon-
gueurs non uniformes avec pertes
– comparer numériquement et expérimentalement les coefficients de réflexion dans le
cas de ce qui a été développé dans l’Annexe D utilisant l’inverse scattering concer-
nant les lignes multiconducteurs.
Certains de ces travaux sont des extensions directes de ceux présentés dans cette thèse et
pourraient être réalisés à court terme, d’autres nécessiteraient des recherches plus consé-
quentes. En tout cas, nous pensons que ces travaux sont prometteurs pour apporter des solu-
tions efficaces au problème de diagnostic de faibles défauts dans des câbles de transmission
de grandes longueurs qui présente un enjeu important dans plusieurs secteurs industriels.

Annexes
A Démonstration des formules clés
A.1 Calcul de α et β
On vérifie que (2.6a) devient (c0γc(ω))2 = (α(ω) + jβ(ω))2 = (r+ jω)(g+ jω) avec α(ω)≥
0, β(ω) ≥ 0. D’où
α(ω)2−β(ω)2 = rg−ω2, 2α(ω)β(ω) = ω(r + g) (A.1a)
α(ω)=
√√
(r2+ω2)(g2+ω2)−ω2+rg
√
2
, β(ω)=
√√
(r2+ω2)(g2+ω2)+ω2−rg
√
2
(A.1b)
Les formules (2.30b) résultent alors des deux relations suivantes :
2
(√
(r2 +ω2)(g2 +ω2)−ω2 + rg
)
= −
(√
r2 +ω2−
√
g2 +ω2
)2
+ (r + g)2
2
(√
(r2 +ω2)(g2 +ω2) +ω2− rg
)
=
(√
r2 +ω2 +
√
g2 +ω2
)2
− (r + g)2
A.2 Calcul des facteurs de vitesse et premières propriétés
On notera β′ = dβdω
On a Fφ =
cφ(ω)
c0
=
ω
β(ω)
=
2α(ω)
r + g
, d’où résulte (2.33a) car, en utilisant (2.30b), on a
Fφ=
2ω√(√
r2+ω2 +
√
g2+ω2
)2−(r+g)2 =
√
(r+g)2−
(√
r2+ω2−√g2+ω2)2
r + g
On a F2p = FφFg =
ω
ββ′
et, utilisant (A.1b), 2β2 =
√
(r2 +ω2)(g2 +ω2) +ω2− rg. D’où,
en dérivant :
2ββ′ =
ω(r2 + g2 + 2ω2)
2
√
(r2 +ω2)(g2 +ω2)
+ω = ω
( √
r2 +ω2) +
√
g2 +ω2
)2
2
√
(r2 +ω2)(g2 +ω2)
d’où finalement F2p =
4
√
(r2 +ω2)(g2 +ω2)( √
r2 +ω2) +
√
g2 +ω2
)2 et (2.46a), (2.47b) suivent.
Propriétés de Fφ et Fp.
- Les relations (2.34a) et (2.34b) résultent immédiatement de (2.33a). On en déduit (2.34c)
et (2.34d).
167
Annexes
- On observe que
F2φ
F2p
=
ωβ′
β
, d’où 1−
F2φ
F2p
=
β−ωβ′
β
=
ω
Fφ
dFφ
dω
, soit encore, F2φ
1− F2φF2p
 =
ωFφ
dFφ
dω
d’où (2.48a).
- La relation (2.48b) découle immédiatement de (2.47b).
- D’après (2.48a), F2φ(F
2
p−F2φ) = ωF2pFφ
dFφ
dω
, d’où, avec (2.47b), (2.34d),
Fφ
√
F2p−F2φ =
2ω
r + g
√
r2 +ω2− √g2 +ω2√
r2 +ω2 +
√
g2 +ω2
, ce qui donne (2.48c) avec (2.48b).
- La relation (2.48d) résulte de (2.34b) et (2.48b).
On résume quelques autres propriétés des vitesses de phase, de groupe et d’impulsion qui
peuvent utiles :
Fφ(ω) =
cφ(ω)
c0
=
ω
β(ω)
=
√
2ω√√
(r2 +ω2)(g2 +ω2) +ω2− rg
(A.2a)
∀ω ≥ 0, Fφ(ω) ≤ 1 (A.2b)
1
Fg(ω)
= β′(ω) =
d
dω
(
ω
Fφ(ω)
)
= Fφ(ω)
(√
r2 +ω2 +
√
g2 +ω2
)2
4
√
(r2 +ω2)(g2 +ω2)
(A.2c)
Fp(ω)2 =
ω
ββ′
= Fφ(ω)
(
d
dω
(
ω
Fφ(ω)
))−1
=
4
√
(r2 +ω2)(g2 +ω2)(√
r2 +ω2 +
√
g2 +ω2
)2 ≤ 1 (A.2d)
Pour ω ≥ 4rg
r−g ,
d
dω
Fφ(ω) =
β(ω)−ωβ′
β(ω)2
> 0, si r , g (A.2e)
Pour r , g et ω ≥ 4rg
r−g , Fφ est strictement croissant de 0 à 1. (A.2f)
Dans le cas r = g, on a Fφ(ω) = 1. (A.2g)
(r−g)2
4
√
(r2 +ω2)(g2 +ω2)
≥ 1
Fp(ω)2
Fg(ω)−Fφ(ω)
Fφ(ω)
≥ (r−g)
2
8
√
(r2 +ω2)(g2 +ω2)
(A.2h)
On a en particulier :
Fφ(ω) ≤ Fp(ω) ≤ 1, Fp(ω) ≤ Fg(ω) (A.3)
Remarquons qu’en général, on n’a pas c0 ≥ cg(ω).
Démonstration des autres propriétés de (A.2a) à (A.2h) : On a l’identitéω2 (r−g)2 +(ω2 +
rg)2 = (r2 +ω2)(g2 +ω2), ce qui montre que
2β(ω)2 =
√
(r2 +ω2)(g2 +ω2) +ω2− rg =
√
ω2 (r−g)2 + (ω2 + rg)2 +ω2− rg
≥
√
(ω2 + rg)2 +ω2− rg = 2ω2.
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Comme β est positif, β(ω) ≥ ω, ce qui montre (A.2b).
Dérivons maintenant la première égalité par rapport à ω. On a
4ββ′ =
ω(g2 + r2 + 2ω2)√
(r2 +ω2)(g2 +ω2)
+ 2ω
d’où (A.2c) et (A.2d) en notant que
β′ =
ω
4β
 g2 + r2 + 2ω2√
(r2 +ω2)(g2 +ω2)
+ 2
 = ωβ
(√
r2 +ω2 +
√
g2 +ω2
)2
4
√
(r2 +ω2)(g2 +ω2)
≥ ω
β
Vérifions maintenant que
cg(ω)
cφ(ω)
=
β
ωβ′
≥ 1, ou, ce qui est équivalent, 2β2 ≥ ω(β2)′.
On a, avec (A.2c) :
ω(β2)′ = ω2
(√
r2 +ω2 +
√
g2 +ω2
)2
2
√
(r2 +ω2)(g2 +ω2)
d’où
2β(ω)2−ω(β2)′ =
√
(r2 +ω2)(g2 +ω2) +ω2− rg−ω2
(√
r2 +ω2 +
√
g2 +ω2
)2
2
√
(r2 +ω2)(g2 +ω2)
en chassant le dénominateur, on a
2
√
(r2 +ω2)(g2 +ω2)
(
2β(ω)2−ω(β2)′
)
= 2r2g2 +ω2(r2 + g2)−2rg
√
(r2 +ω2)(g2 +ω2)
= ω2(r−g)2−2rg
(√
ω2 (r−g)2 + (ω2 + rg)2− (rg +ω2)
)
On a
√
ω2 (r−g)2 + (ω2 + rg)2− (rg +ω2) ≤ ω (r−g)
D’où, en supposant que ω(r−g)−4rg ≥ 0, ce qui est largement vérifié en pratique,
2
√
(r2 +ω2)(g2 +ω2)
(
2β(ω)2−ω(β2)′
)
≥ ω2(r−g)2−2rgω (r−g) ≥ ω
2(r−g)2
2
d’où 4
√
(r2 +ω2)(g2 +ω2)β(ω)
(
β(ω)−ωβ′(ω))≥ 1
2
ω2(r−g)2 > 0 et finalement, (A.2e)
et la dernière égalité de (A.2h) se déduisent de :
β(ω)
ω
(
β(ω)
ω
−β′
)
=
c20
cp(ω)2
cg(ω)− cφ(ω)
cφ(ω)
≥ (r−g)
2
8
√
(r2 +ω2)(g2 +ω2)
et de
β(β−ωβ′)
ω2
=
c20
cp(ω)2
cg(ω)− cφ(ω)
cφ(ω)
≤ (r−g)
2
4
√
(r2 +ω2)(g2 +ω2)
.

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A.3 Remarque sur la précision des approximations de r et g
Une difficulté de l’estimation de r et g vient de ce que des termes d’ordres de grandeur
très différents se retrouvent dans les formules du fait que g r et g ω. La précision de
ces estimations sera alors une conséquence des incertitudes liées aux mesures et de celles
dues à l’approximation numérique.
Etudions d’abord ces dernières pour chaque ω.
Il est intéressant de voir quelle est la précision suffisante sur les données du calcul pour
atteindre les précisions désirées sur r et g, disons ε¯r et ε¯g qui sont en pratique du même
ordre de grandeur (typiquement quelques pour cent), de sorte que gε¯g rε¯r.
Examinons d’abord le schéma de calcul utilisant directement (4.26) qui s’écrit :
s = 2ω
√
1−F2p
Fφ
√
F2p−F2φ
, d = 2ω
1−F2φ(ω)
Fφ
√
F2p−F2φ
(A.4a)
r =
s + d
2
, g =
s−d
2
(A.4b)
On calcule donc d’abord sˆ = r + g +δs, dˆ = r−g +δd avec |δs| ≤ ∆s, |δd | ≤ ∆d.
On notera les précisions sur sˆ et dˆ, respectivement εs =
∆s
s
et εd =
∆d
d
.
On a rˆ =
sˆ + dˆ
2
, gˆ =
sˆ− dˆ
2
et max
δs,δd
|rˆ− r| = max
δs,δd
|gˆ−g| = ∆s +∆d
2
.
En particulier les précisions sur rˆ et gˆ sont respectivement εr =
∆s +∆d
2r
et εg =
∆s +∆d
2g
.
On a donc
εr =
r + g
2r
εs +
r−g
2r
εd, εg =
r + g
2g
εs +
r−g
2g
εd, d’où :
εr ≈ εs +εd2 , εg ≈
r
g
εs +εd
2
(A.5)
Pour avoir des précisions εr et εg, il faut de bien meilleures précisions sur sˆ et dˆ : εs ≤ gr εg,
εd ≤ gr εg.
Examinons maintenant le schéma de calcul suivant :
r = ω
√
1−F2p + 1−F2φ
Fφ
√
F2p−F2φ
, ρ =
√
1−F2p−1 + F2φ√
1−F2p + 1−F2φ
(A.6a)
g = ρr (A.6b)
On calcule donc d’abord rˆ = r +δr, ρˆ =
g
r
+δρ avec |δr | ≤ ∆r, |δρ| ≤ ∆ρ.
On note les précisions sur rˆ et ρˆ respectivement εr =
∆r
r
et ερ =
r
g
∆ρ. On va estimer εg =
max
δr ,δρ
|gˆ−g|
g
.
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On a
εg = max
δr ,δρ
|(r +δr)(ρ+δρ)−g|
g
= max
δr ,δρ
|rδρ +ρδr +δrδρ|
g
=
r∆ρ +ρ∆r +∆r∆ρ
g
soit finalement,
εg = ερ +εr +εrερ (A.7)
En conclusion, pour comparer l’effet du schéma, regardons par exemple comment cal-
culer r et g avec une précision ε = εr = εg :
- Avec le schéma (A.4), il faut calculer s et d avec la précision beaucoup plus grande
g
r
ε.
- Avec le schéma (A.6), il faut d’bord calculer r avec la précision ε puis ρ avec la même
précision.
Remarquons qu’un estimateur de la forme gˆ = ρˆrˆ, peut être défini à partir d’une ap-
proximation de g au second ordre près en ρ =
g
r
et que pour cela, il suffit d’avoir une
approximation de r au premier ordre en
g
r
et une autre pour ρ au second ordre. En effet, si
r˜ = r +O
(g
r
)
et ρ˜ = ρ+O
(
g2
r2
)
, alors
g˜ =
(
ρ+O
(
g2
r2
))(
r +O
(g
r
))
= g +O
(
g2
r2
)
Avec une telle approximation, r± g n’est pas distinguable de r mais cela n’est pas gênant
en pratique : nous avons besoin de connaître r et g avec une précision suffisante, disons
respectivement à ±εr et ±εg près et cela ne nécessite pas que εr soit petit devant g, ce qui
serait une propriété trop coûteuse à obtenir (cas du schéma reposant sur (A.4)).
Nous choisirons donc un schéma d’estimation basé sur telles approximations de r au
premier ordre et de ρ au second ordre en
g
r
.
A.4 Formules exactes et approchées de r et g en fonction de Fφ
Expressions de r en fonction de F2φ(ω) ou de R(ω).
∀ω > 0, r =
2ω
√
1−F2φ(ω)
F2φ(ω)
√
1 +
g2
ω2
+
2−F2φ(ω)
F2φ(ω)
g (A.8)
Une autre expression utile de r est obtenue à l’aide de R(ω) défini en (4.28) qui s’écrit :
R(ω) = ωΘ
(
F2φ(ω)
)
, avec Θ(F) :=
2
√
1−F
F
(A.9)
On a la formule annoncée en (4.29), importante pour la suite :
∀ω > 0, r = R(ω)
√
1 +
g2
ω2
+ g
√
1 +
R2(ω)
ω2
(A.10)
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Démonstration :
On tire de la première égalité (2.34a),
(
(r + g)
√
1−F2φ(ω) +
√
g2 +ω2
)2
= r2 +ω2, d’où
(r + g)F2φ(ω) = 2ω
√
1−F2φ(ω)
√
1 +
g2
ω2
+ 2g, d’où (A.8).
On va utiliser les propriétés suivantes de la fonction Θ(F), définie pour 0 < F ≤ 1 :
Θ−1(θ) =
2
1 +
√
1 + θ2
=
2
θ2
( √
1 + θ2−1
)
(A.11a)
1
Θ
dΘ
dF
(F) = − 2−F
2F(1−F) ,
1
Θ−1(θ)
dΘ−1(θ)
dθ
= − θ
1 + θ2 +
√
1 + θ2
(A.11b)
On en déduit les relations suivantes qui permettent en particulier d’écrire (A.8) sous la
forme (A.10) :
F2φ(ω) = Θ
−1
(R(ω)
ω
)
,
2−F2φ(ω)
F2φ(ω)
=
√
1 +
R2(ω)
ω2
(A.12)
Comportement de R(ω) et de R(ω)
ω
= Θ
(
F2φ(ω)
)
.
Lorsque r > 0 et r ≥ g ≥ 0, ce qui est vérifié en pratique, on a :
r = g > 0⇔ r > 0 et ∃ ω > 0, R(ω) = 0. Lorsque r =g > 0, ∀ω > 0, R(ω)=0. (A.13a)
r > g ≥ 0⇔∀ω > 0, R(ω) > 0. Lorsque g = 0, ∀ω > 0, R(ω) = r. (A.13b)
Lorsque r > g, ∀ω > 0, d
dω
(R(ω)
ω
)
< 0 et
dR(ω)
dω
> 0 (A.13c)
Lorsque g > 0, lim
ω→0R(ω)=0 ≤ R(ω) ≤ limω→+∞R(ω)=r−g. (A.13d)
Lorsque g > 0, lim
ω→+0
R(ω)
ω
=
r2−g2
2gr
>
R(ω)
ω
> lim
ω→+∞
R(ω)
ω
=0. (A.13e)
Démonstration :
Montrons (A.13a). Si R(ω) = 0, (A.10) s’écrit r = g. Si r = g pour un ω > 0, on a r = g ≥
g
√
1 +
R2(ω)
ω2
≥ g. Comme r = g > 0, la racine vaut 1, d’où ∀ω > 0, R(ω) = 0 et (A.13a)
est démontré.
Montrons (A.13b). Lorsque r > g, d’après (A.13a), R(ω) , 0, donc R(ω) > 0. Inversement,
si R(ω) > 0, soit g = 0 < r et alors, R(ω) = 0, soit, avec (A.10), g < r, d’où (A.13b).
Montrons (A.13c). D’après (A.11b), on a ddω
(R(ω)
ω
)
=−Θ(F
2
φ(ω))(2−F2φ(ω))
2F2φ(ω)(1−F2φ(ω))
dF2φ(ω)
dω < 0 avec (2.34d).
Utilisant (A.10), on voit que R(ω) est strictement croissant (car
√
1 +
g2
ω2
est décroissant),
d’où (A.13c).
Montrons (A.13d). D’après (A.10), on aR(ω)≤ r et si r > g,R(ω) est croissant et donc a une
limite avec lim
ω→+∞R(ω) ≤ r. En particulier, limω→+∞
R(ω)
ω
= 0, d’où avec (A.10), lim
ω→+∞R(ω) =
r−g.
Lorsque ω→ 0, comme R(ω)
√
1 +
g2
ω2
≤ r, pour g > 0, on a nécessairement lim
ω→0R(ω)=0,
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d’où (A.13d).
Montrons (A.13e). D’après (A.10),
√
1 +
R2(ω)
ω2
≤ r
g
et
R(ω)
ω
qui décroit, a donc une li-
mite quand ω→ 0.
Ecrivant maintenant (A.10) sous la forme r =
R(ω)
ω
√
ω2 + g2 + g
√
1 +
R2(ω)
ω2
, on voit que
r = g limω→+0 R(ω)ω +g
√
1 +
(
limω→+0 R(ω)ω
)2
, d’où
(
r
g − limω→+0 R(ω)ω
)2
= 1+
(
limω→+0 R(ω)ω
)2
,
d’où
r2−g2
g2
= 2
r
g
lim
ω→+0
R(ω)
ω
, soit lim
ω→+0
R(ω)
ω
=
r2−g2
2gr
, d’où (A.13e).
Expression approchée de r en fonction de R(ω).
On cherche ici des relations permettant d’estimer r et g sans avoir à utiliser la dérivée de
Fφ, difficile à estimer numériquement. Cela conduit à éliminer Fp de formules conduisant
à r et g.
D’après (A.13c) et (A.13e),
R(ω)
ω
décroit strictement de
r2−g2
2gr
à 0 lorsque ω varie de
0 à +∞.
Pour ωm sufisamment grand, disons de l’ordre de grandeur de r, on a
R2(ω)
ω2
≤ r
2
ω2m
donc,
∀ω > ωm,
√
1 +
R2(ω)
ω2
est d’ordre 0 en g, ce qui fait que (A.10) s’écrit :
∀ω > ωm, r = R(ω)
(
1 +O
(
g2
ω2
))
+O(g), d’où (4.31).
Expressions de
g
r
n’utilisant pas de dérivée de F2φ(ω).
On cherche ici des relations permettant d’estimer r et g sans avoir à utiliser la dérivée
de Fφ, difficile à estimer numériquement.
Différentiation discrète de (A.10).
Soient ω1 > ω2 > 0. Ecrivant (A.10) en ω1 et ω2 et soustrayant membre à membre, on
obtient
R(ω1)
√
1 +
g2
ω21
+ g
√
1 +
R2(ω1)
ω21
= R(ω2)
√
1 +
g2
ω22
+ g
√
1 +
R2(ω2)
ω22
La fonction de ω,
√
1 +
R2(ω)
ω2
étant strictement décroissante, on peut écrire
g =
R(ω2)
√
1 + g
2
ω22
−R(ω1)
√
1 + g
2
ω21√
1 + R
2(ω1)
ω21
−
√
1 + R
2(ω2)
ω22
= Cg
R(ω2)
√
1 + g
2
ω22
−R(ω1)
√
1 + g
2
ω21
R(ω1)
ω1
− R(ω2)ω2
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avec Cg =
√
1 + R
2(ω1)
ω21
+
√
1 + R
2(ω2)
ω22
R(ω1)
ω1
+
R(ω2)
ω2
, d’où
g = Cg
R(ω2)
√
1 + g
2
ω22
−R(ω1)
√
1 + g
2
ω21
R(ω1)
ω1
− R(ω2)ω2
avec Cg =
√
1 + R
2(ω1)
ω21
+
√
1 + R
2(ω2)
ω22
R(ω1)
ω1
+
R(ω2)
ω2
(A.14)
Précisons la dépendance en g :
R(ω2)
√
1+ g
2
ω22
−R(ω1)
√
1+ g
2
ω21
R(ω1)
ω1
−R(ω2)ω2
=
R2(ω2)−R2(ω1)+g2
(
R2(ω2)
ω22
−R2(ω1)
ω21
)
(R(ω1)
ω1
−R(ω2)ω2
) (
R(ω2)
√
1+ g
2
ω22
+R(ω1)
√
1+ g
2
ω21
)
=
R(ω2)−R(ω1)
R(ω1)
ω1
−R(ω2)ω2
R(ω2)+R(ω1)
R(ω2)
√
1+ g
2
ω22
+R(ω1)
√
1+ g
2
ω21
−
g2
(R(ω2)
ω2
+
R(ω1)
ω1
)
R(ω2)
√
1+ g
2
ω22
+R(ω1)
√
1+ g
2
ω21
d’où
g=
R(ω2)−R(ω1)
R(ω1)
ω1
−R(ω2)ω2
Cg(R(ω2)+R(ω1))
R(ω2)
√
1+ g
2
ω22
+R(ω1)
√
1+ g
2
ω21
−g2Bg
avec Bg =
√
1+R
2(ω1)
ω21
+
√
1+R
2(ω2)
ω22
R(ω2)
√
1+ g
2
ω22
+R(ω1)
√
1+ g
2
ω21
.
On a
Cg(R(ω2)+R(ω1))
R(ω2)
√
1+ g
2
ω22
+R(ω1)
√
1+ g
2
ω21
= Bg
R(ω2)+R(ω1)
R(ω1)
ω1
+
R(ω2)
ω2
, d’où
g=
R2(ω2)−R2(ω1)
R2(ω1)
ω21
−R2(ω2)
ω22
Bg−g2Bg avec Bg =
√
1+R
2(ω1)
ω21
+
√
1+R
2(ω2)
ω22
R(ω1)
√
1+ g
2
ω21
+R(ω2)
√
1+ g
2
ω22
(A.15)
Bg se comportant comme
1
r
pour les ωi grands, et donc étant borné, on va développer en
g2
ω2i
. On a : R(ω1)
√
1 +
g2
ω21
+R(ω2)
√
1 +
g2
ω22
=
= R(ω1) +R(ω2) + g2
R(ω1)
2ω21
+
R(ω2)
2ω22
+R(ω1)O g4
ω41
+R(ω2)O g4
ω42
 =
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= (R(ω1) +R(ω2))
1 + ggr
r
(
R(ω1)
2ω21
+
R(ω2)
2ω22
)
R(ω1) +R(ω2) +O
 g4
ω41
+
g4
ω42

, d’où
Bg =
√
1 + R
2(ω1)
ω21
+
√
1 + R
2(ω2)
ω22
R(ω1) +R(ω2)
1−g2
R(ω1)
2ω21
+
R(ω2)
2ω22
R(ω1) +R(ω2) +O
g2r2 + g4ω41 + g
4
ω42


Pour ωi ∼ r, i = 1, 2, on a O
g2r2 + g4ω41 + g
4
ω42
 = O(g2r2
)
et g2
R(ω1)
2ω21
+
R(ω2)
2ω22
R(ω1) +R(ω2) = g o
(g
r
)
d’où Bg =
√
1 + R
2(ω1)
ω21
+
√
1 + R
2(ω2)
ω22
R(ω1) +R(ω2)
(
1 + g o
(g
r
))
, et −g2Bg = gO
(g
r
)
, d’où (4.32) :
∀ ω1 > ω2 > 0, g = R(ω2)−R(ω1)R(ω1)
ω1
− R(ω2)ω2
√
1 + R
2(ω1)
ω21
+
√
1 + R
2(ω2)
ω22
R(ω1)
ω1
+
R(ω2)
ω2
+ gO
(g
r
)
(A.16)
A.5 Estimation de F2φ(ω) et de r
Approximation de F2φ(ω) par Θ
−1
( r
ω
)
.
D’après (4.31), lorsque ωm est de l’ordre de grandeur de r, on a
∀ ω ≥ ωm, Θ(F2φ(ω)) =
r
ω
+O
(
g
ωm
)
(A.17)
Utilisant Θ−1(θ) =
2
1 +
√
1 + θ2
, (A.17) s’écrit :
∀ ω ≥ ωm, r ≥ ωm, F2φ(ω) = Θ−1(θ(ω)), avec θ(ω) =
r
ω
+O
(
g
ωm
)
(A.18)
Il en résulte que Θ−1
( r
ω
)
est une approximation de F2φ car pour ωm ∼ r, on a
1
Θ−1(θ)
dΘ−1(θ)
dθ
= − θ
1 + θ2 +
√
1 + θ2
, on a, pour ω ≥ ωm,
∣∣∣∣∣∣dΘ−1dθ
( r
ω
)∣∣∣∣∣∣ < r2ωm , avec r2ωm
qui est borné, en pratique voisin de 1 avec ωm = 30 kHz et r voisin de 60 kHz. On peut
donc écrire (A.18) comme en (4.38) : ∀ ω ≥ ωm, r ≥ ωm, F2φ(ω) = Θ−1
( r
ω
)
+O
(
g
ωm
)
.
L’approximation (4.38) se simplifie encore pour ω > ωM (au delà des fréquences pour
lesquelles on a des mesures). On a typiquement r = 60 kHz et ωM = 2pi× 1 MHz, d’où
r2
ω2M
≈ 10−4 de sorte que (4.39) est vérifié. On peut utiliser ici une approximation de F2φ(ωM)
au second ordre près (termes en 10−8 négligés). On a Θ−1
( r
ω
)
≈ 2
1 + 1 + θ
2
2
≈ 1− θ
2
4
, avec
θ =
r
ω
, ce qui conduit à (4.40).
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Résolution de Θ−1
(
rˆ
ω
)
= µφ,M(ω)
1− rˆ2
4ω2M
 pour ω ∈ [ωm,ωM] donné.
Cette équation s’écrit :
2
1 +
√
1 + rˆ
2
ω2
=
1− rˆ2
4ω2M
µφ,M(ω) (A.19)
Remarquons que pour ω = ωM, l’équation (A.19) se réduit à 1− rˆ
2
4ω2M
= 1− rˆ
2
4ω2M
+
O
 rˆ4
ω4M
 : elle n’apporte aucune information sur rˆ, ce qui est le comportement attendu.
L’équation approchée Θ−1
(
rˆ
ω
)
= µφ,M(ω) a pour solution
rˆ∞
ω
= Θ(µφ,M(ω)) = 2
√
1−µφ,M(ω)
µφ,M(ω)
qui est bien définie pour ω ≤ ωM, car τφ(ω,`) ≥ τφ(ωM, `) et donc µφ,M(ω) ≤ 1).
Une solution approchée de l’équation (A.19) peut alors être obtenue en résolvant en
δrˆ
ω
l’équation suivante :
Θ−1
(
rˆ∞+δrˆ
ω
)
=
1− (rˆ∞+δrˆ)2
4ω2M
µφ,M(ω)
On a Θ−1
(
rˆ∞+δrˆ
ω
)
= Θ−1
(
rˆ∞
ω
)
+
dΘ−1
dθ
(
rˆ∞
ω
)
δrˆ
ω
+O
(
(δrˆ)2
ω2m
)
, d’où,
dΘ−1
dθ
(
rˆ∞
ω
)
δrˆ
ω
= − (rˆ∞+δrˆ)
2
4ω2M
µφ,M(ω) +O
(
(δrˆ)2
ω2m
)
∼ − rˆ
2∞
4ω2M
(
1 +
2δrˆ
rˆ∞
)
µφ,M(ω) +O
(
(δrˆ)2
ω2m
)
(A.20)
d’où  1
Θ−1
dΘ−1
dθ
(
rˆ∞
ω
)
+
ωrˆ∞
2ω2M
 δrˆ
ω
≈ − rˆ
2∞
4ω2M
d’où, avec (A.11b), en posant θ =
rˆ∞
ω
,
− θ
1 + θ2 +
√
1 + θ2
+
ω2
2ω2M
θ
 δrˆ
ω
≈ − ω
2
4ω2M
θ2, soit en-
core
− 1
1 + θ2 +
√
1 + θ2
+
ω2
2ω2M
 δrˆ
ω
≈ − ω
2
4ω2M
θ.
Remarquons que pour ω = ωM, on a Θ(µφ,M(ωM)) = 0 de sorte que cette relation se réduit
à 0× δrˆ
ω
≈ 0.
Pourω<ωM, les racines de− 1
1 + θ2 +
√
1 + θ2
+
ω2
2ω2M
= 0 sont celles deω2 + rˆ2∞+ω
√
ω2 + rˆ2∞ =
2ω2M, soit, encore de rˆ
2∞(ω) =

√
2ω2M +
ω2
4
− ω
2
2−ω2 = 2ω2M − ω22 −ω
√
2ω2M +
ω2
4
. La
fonction de droite décroit rapidement, variant de 2ω2M pour ω = 0 à 0 pour ω = ωM. Elle
ne peut être de l’ordre de grandeur de rˆ2∞(ω) que dans un voisinage de ω = ωM (cet ordre
Annexes
de grandeur est environ
ω2M
100
pour l’application étudiée). Il suffit d’exclure ce voisinage
pour éliminer ces racines. dans notre cas, cela a lieu puisque la fréquence de mesure juste
inférieure à ωM est
ωM
10
.
Pour ω < ωM, on a τφ(ωi, `) > τφ(ωM, `), µφ,M(ωi) < 1 et
1
1 + θ2 +
√
1 + θ2
,
ω2
2ω2M
.
On a donc, pour ω < ωM, avec θ =
rˆ∞
ω
= Θ(µφ,M(ω)),
rˆ∞+δrˆ
ω
=θ+
δrˆ
ω
≈
1−
ω2
4ω2M
− 1
1+θ2+
√
1+θ2
+ ω
2
2ω2M
θ=
1− ω2
4ω2M
(
1 + θ2 +
√
1 + θ2
)
1− ω2
2ω2M
(
1 + θ2 +
√
1 + θ2
)θ
On a 1 + θ2 = 1 + 4
1−µφ,M(ω)
µ2φ,M(ω)
=
(2−µφ,M(ω))2
µ2φ,M(ω)
, d’où 1+θ2+
√
1 + θ2 = 2(2−µφ,M(ω))
µ2φ,M(ω)
.
On a finalement
rˆ∞+δrˆ
ω
≈
1− ω2
2ω2M
2−µφ,M(ω)
µ2φ,M(ω)
1− ω2
ω2M
2−µφ,M(ω)
µ2φ,M(ω)
2
√
1−µφ,M(ω)
µφ,M(ω)
d’où (4.49) qui définit l’estimateur local rˆloc(ω) comme une correction deRM(ω) =ωΘ
(
µφ,M(ω)
)
:
rˆloc(ω) =
1− 12ηφ,M(ω)
1−ηφ,M(ω) RM(ω), avec ηφ,M(ω) =
ω2
ω2M
2−µφ,M(ω)
µ2φ,M(ω)
A.6 Calcul de r et g en fonction de Fφ et Zc
On a :
Zc(ω) =
ω
2β(ω)
Zc0
[
1 +
√
r2 +ω2
g2 +ω2
− j
ω
r−g
√
r2 +ω2
g2 +ω2
] (A.21)
D’où
2Zc(ω)
Fφ(ω)Zc(+∞) = 1 +
√
r2 +ω2
g2 +ω2
− j
ω
r−g
√
r2 +ω2
g2 +ω2
 (A.22)
D’où
√
r2 +ω2
g2 +ω2
=<
(
2Zc(ω)
Fφ(ω)Zc(+∞)
)
−1 et r−g
√
r2+ω2
g2+ω2 =−ω=
(
2Zc(ω)
Fφ(ω)Zc(+∞)
)
d’où :
r + g
(
1− 2<(Zc(ω))
Fφ(ω)Zc(+∞)
)
= −2ω =(Zc(ω))
Fφ(ω)Zc(+∞) (A.23)
En première approximation, on a g2 ω2, d’où r2 +ω2 = ω2
(
2<(Zc(ω))
Fφ(ω)Zc(+∞) −1
)2
.
Finalement, le système suivant devrait aussi permettre de construire un estimateur :
r2 = 4ω2
( <(Zc(ω))
Fφ(ω)Zc(+∞) −1
) <(Zc(ω))
Fφ(ω)Zc(+∞) (A.24a)
g = 2ω
=(Zc(ω)) + rFφ(ω)Zc(+∞)
2<(Zc(ω))−Fφ(ω)Zc(+∞) (A.24b)
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B Plan d’expériences en vue du test de la méthode fréquentielle
et de sa mise en œuvre
B.1 Objectifs et principe des expériences à réaliser
Les expériences à réaliser ont quatre objectifs qui sont, par ordre de priorité décrois-
sante :
1/ Etude de l’impact du coupleur de protection du générateur sur les résultats. Des
expériences seront utilisées pour reproduire certaines des expériences déjà réalisées sans
coupleur. Elles serviront à comparer les résultats avec et sans coupleur dans des situations
représentatives. Voir Paragraphe B.4.2. On y indique des tests rapides du coupleur qui se-
ront traités jusqu’au bout avant de passer à la suite des essais.
2/ Etude de l’impact des signaux de service sur les résultats. Les mesures disponibles
ont été faites sans les signaux de service SNCF car le montage actuel (Figure 27) ne les
supportait pas. Les expériences du point 1/ seront donc répétées en présence de signaux de
service. Voir Paragraphe B.4.3.
3/ Poursuite des travaux de détection en vue d’une caractérisation plus physique des
défauts. Des expériences complémentaires seront réalisées en utilisant le nouveau dispo-
sitif avec coupleur. Aujourd’hui on détecte des différences significatives entre paires, ce
qui est suffisant pour établir une présomption de défaut mais quand une telle différence est
détectée, on ne sait pas quelle est la paire en défaut. Il s’agira d’essayer de quantifier le
défaut en terme de paramètres physiques comme
√
L
C , l’impédance caractéristique, `
√
LC
la longueur électrique, RL et
G
C , les défauts dus aux pertes. Voir Paragraphe B.4.4.
4/ Cartographie des paires d’un même câble en vue des comparaisons de paires. On
a comparé jusqu’à présent une paire du câble neuf à elle-même, à elle-même + un défaut
connu, à une paire du câble vieilli. Dans chaque cas on sait à quel résultat s’attendre (pas
de défaut ou défaut). Il semble intéressant de faire des comparaisons plus proches de celles
réalisables sur le terrain, sans élément connu de comparaison. Par exemple les paires d’un
câble neuf sont-elles moins différentes entre elles que celles d’un câble vieilli ? On espère
que oui. Pour avoir une première idée de la réponse à cette question, il serait souhaitable
de faire une cartographie des paires d’un câble neuf ou vieilli. Voir Paragraphe B.4.5.
Principe des expériences. Chaque expérience consiste à envoyer des signaux sinu-
soïdaux purs de diverses fréquences à une extrémité d’une paire torsadée du câble SNCF,
l’autre extrémité étant branchée sur une charge (court-circuit ou charge adaptée). On me-
sure alors des tensions permettant d’estimer la tension et le courant à l’entrée de la ligne
pour chaque fréquence. Le post-traitement consiste à estimer les valeurs de la phase du
coefficient de réflexion en fonction des fréquences. Ces phases, fonctions de la fréquence,
sont ensuite comparées d’une paire à l’autre. Un test statistique permet de dire si les valeurs
sont différentes ou non. Cela constitue le résultat de l’expérience.
B.2 Les dispositifs expérimentaux avec et sans coupleur
Le dispositif actuel. Les mesures ont été faites en utilisant le montage Figure 27 ci-
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dessous, le générateur Tektronix AWG ("Arbitrary Wave Generator") 710B et l’oscillo-
scope Lecroy waverunner HRO 64 Zi.
On remarquera que la sortie inverseuse du générateur est utilisée pour mesurer la ten-
sion source à vide (on prend Rosc = 1 MΩ et Rs = 50 Ω).
Le dispositif avec coupleur. Le dispositif précédent ne permet pas de faire des me-
sures en présence des signaux de service SNCF, qui sont des tensions continues commutant
entre 0 et 24 V , le générateur n’étant pas capable de supporter ces variations de tensions
extérieures de 24 V . Il faut donc le protéger en utilisant un coupleur.
-1 
500 m 1500 m générateur 
Figure 27 – Schéma électrique du dispositif sans coupleur
Générateur 500 m 1500 m  coupleur 
shunt 
Rsh 
Rosc 
VC1 VC2 
Vs Vl 
Cc 
Rosc 
Figure 28 – Schéma de principe du dispositif avec coupleur
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La Figure 28 montre le principe du montage à réaliser pour effectuer les prochaines
mesures en présence des signaux de service SNCF.
B.3 Les facteurs et les résultats expérimentaux
On liste ici les différents facteurs pouvant avoir une influence sur les résultats expéri-
mentaux et les valeurs qu’ils peuvent prendre. Un essai sera défini comme une combinaison
de ces facteurs.
B.3.1 Les facteurs propres à la ligne
– Le câble : “sain”, “vieilli”. Cela correspond aux deux bobines disponibles.
– La paire : psain,1 à psain,n et pvieux,1 à pvieux,n. Voir la définition des paires, Table 6.
– La charge en bout de ligne : Rl = 0 Ω ou Rl = 120 Ω.
– Le défaut artificiel Rp : Rp = 0 Ω ou Rp = 3 MΩ ou Rp = 6 MΩ.
B.3.2 Les facteurs propres au générateur et à son coupleur
– La résistance interne du générateur Rs. Dans le dispositif sans coupleur, on a pris
Rs = 50 Ω. Dans le cas du dispositif avec coupleur, c’est l’image de cette valeur
par le coupleur qui importe. Le coupleur devant être utilisé dans des expériences de
réflectométrie classiques, cette impédance image sera choisie proche de l’impédance
caractéristique de la ligne, soit environ 120 Ω.
– Le coupleur : “Coupleur version 0”. Il est caractérisé par les valeurs suivantes (par
référence à la Figure 28) : Rs = 500 Ω, Cc = 1000 nF.
– La tension source équivalente, VC1,Ref . Le générateur en amont du coupleur sera
réglé si possible (valeur de Vs) de sorte que VC1 ≈ VC1,Ref = 2 Vcc pour profiter de
la pleine échelle du convertisseur.
– Les réglages du générateur :
– Signal source : il est de la forme sin(2pi f t) où f représente la fréquence et t, le
temps,
– Amplitude du signal source : 2 Vcc,
– Fréquence d’échantillonnage : Fe = 100 MHz,
– Offset vertical à zéro
B.3.3 Les facteurs propres au système d’acquisition
– La résistance de shunt Rshunt. La mesure des tensions à ses bornes permet d’estimer
le courant à l’entrée de la ligne. On commencera par essayer Rshunt = 20 Ω.
– Les réglages du système d’acquisition (oscilloscope ou carte NI) :
– Impédance interne : Rosc.
Pour l’oscilloscope comme pour le système National Instruments, on a le choix
entre Rosc = 50 Ω et Rosc = 1 MΩ. C’est cette dernière valeur qui sera choisie
partout.
– Résolution verticale : 12 bits
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– Fréquence d’échantillonnage : 100 MHz,
– Sensibilité (Volts par division) : 5 Vcc,
– Offset vertical et horizontal à zéro,
– Moyennage : aucun,
– Durée d’acquisition : au minimum 100 périodes du signal de test.
B.3.4 Les résultats expérimentaux
On se limite ici aux résultats de mesure. Ceux correspondant aux résultats des post-
traitement seront décrit ailleurs.
– La tension ligne mesurée : VC1,
– La tension source mesurée : VC2.
B.4 Les essais de référence sans coupleur ou à réaliser avec coupleur
Les tableaux suivants présentent, en ligne, les essais de référence ou à réaliser désignés
respectivement par “Essai ref #n” et “Essai #n” et en colonne la combinaison de facteurs
caractérisant l’essai.
B.4.1 Les essais de référence sans coupleur
Ces essais, déjà réalisés, sont caractérisés par le tableau qui suit (voir Table 1).
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L’essai “Essai ref #nbis” représente “Essai ref #n” réalisé à une date différente. Cela est
utile pour comparer une paire à elle-même peu de temps après (normalement on ne doit
pas trouver de différence significative).
F #n dans la colonne résultats représente les noms des deux fichiers constitués chacun
du nom de l’essai suivi du nom d’un des deux canaux d’entrée de l’appareil de mesure.
Les essais sont à faire dans l’ordre indiqué pour réduire les manipulations.
Il faudra compléter ces essais pour les fréquences de test 1 MHz et 2 MHz.
B.4.2 Essais pour l’étude de l’impact sur les résultats du coupleur de protection du
générateur
Pour cette première validation du coupleur, on refera certains des essais déjà réalisés
(voir la Table 1) avec le nouveau dispositif expérimental mais, dans un premier temps, sans
signaux de service (Vl = 0 V). Les essais à faire avec coupleur sont définis Table 2.
Il sera aussi nécessaire de faire quelques essais supplémentaires sans coupleur pour
comparer les comportements en haute fréquence. Ces essais sont définis Table 3.
Test rapide du coupleur. Il pourra consister de :
1/ une comparaison avec/sans coupleur : l’essai “ Essai coupleur #1” pourra être traité et
comparé aux résultats de l’essai “Essai ref #1” fait sans coupleur.
2/ une comparaison de deux paires avec coupleur : les essais “ Essai coupleur #1” et “ Essai
coupleur #3” pourront être traités et comparés : si on arrive encore à détecter le défaut dans
ce cas avec le même test statistique, le coupleur sera bon pour le service.
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XXXXXXXXXXXXEssais
Facteurs
Paires Rp(MΩ) Rl(Ω) Fréq (KHz) Résultats
Essai ref #1b
pn,1,2,3
∞
0 1000, 2000 F #1b
Essai ref #2b 120 1000, 2000 F #2b
Essai ref #1bbis 0 1000, 2000 F #1bbis
Essai ref #2bbis 120 1000, 2000 F #2bbis
Essai ref #3b
3
0 1000, 2000 F #3b
Essai ref #4b 120 1000, 2000 F #4b
Essai ref #5b
6
0 1000, 2000 F #5b
Essai ref #6b 120 1000, 2000 F #6b
Essai ref #7b
pn,5,6,7
∞
0 1000, 2000 F #7b
Essai ref #8b 120 1000, 2000 F #8b
Essai ref #7bbis 0 1000, 2000 F #7bbis
Essai ref #8bbis 120 1000, 2000 F #8bbis
Essai ref #9b
3
0 1000, 2000 F #9b
Essai ref #10b 120 1000, 2000 F #10b
Essai ref #11b
6
0 1000, 2000 F #11b
Essai ref #12b 120 1000, 2000 F #12b
Essai ref #13b
pv,1,2,3,4,5 ∞ 0 1000, 2000 F #13bEssai ref #14b 120 1000, 2000 F #14b
Essai ref #15b
pv,4,5,6,7,8 ∞ 0 1000, 2000 F #15bEssai ref #16b 120 1000, 2000 F #16b
Table 3 – Essais complémentaires sans coupleur à 1 MHz et 2 MHz.
B.4.3 Essais pour l’étude de l’impact des signaux de service sur les résultats
Les essais à faire sont identiques à ceux de la Table 2 mais en présence de signaux de
service.
B.4.4 Essais pour la caractérisation physique des défauts
Ils sont constitués des essais définis Tables 1 et 3.
B.4.5 Essais pour la cartographie des paires d’un même câble en vue des comparai-
sons de paires
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Les paires pn,a,b,c du câble neuf et pv,a,b,c,d,e du câble vieilli sont définies Table 6
B.5 Caractérisation des paires utilisées pour les essais
On dispose d’un câble neuf d’une longueur de 500 m et d’un câble vieilli de 300 m.
Le câble neuf est constitué de quatorze paires torsadées et celui vieilli de vingt-huit paires
torsadées comme ils sont décrits sur les Figures 29 et 5 ci-dessous.
Les essais seront faits avec des paires de longueur 1500 m obtenues en mettant en
série 3 paires du câble neuf ou 5 paires du câble vieilli ou bien avec des paires de base de
longueurs 500 m ou 300 m. .
Figure 29 – Câble SNCF de 14 paires
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On souhaite réaliser des expériences sur des paires de longueurs de 1500 m. Il faudra
donc connecter en série 3 paires torsadées pour le câble neuf et 5 paires pour le câble vieilli.
On notera pn,i, j,k la paire obtenue en mettant en série les paires de base i, j, k du câble
neuf, les numéros des paires de base étant ceux de la Table 5.
Câble neuf vieilli nomination
Paires
pn,1,2,3 pv,1,2,3,4,5 px1
pn,5,6,7 pv,6,7,8,9,10 px2
pn,4,5,6 pv,11,12,13,14,15 px3
pn,7,8,9 pv,16,17,18,19,20 px4
pn,10,11,12 pv,21,22,23,24,25 px5
pn,13,14,1 pv,26,27,28,1,6 px6
pn,1,4,7 pv,2,7,11,16,21 px7
pn,2,4,8 pv,3,8,12,17,22 px8
pn,3,5,9 pv,4,9,13,18,23 px9
pn,6,10,13 pv,5,10,14,19,24 px10
pn,11,14,2 pv,26,15,20,25,2 px11
pn,12,13,3 pv,27,3,7,12,18 px12
pn,14,4,8 pv,28,4,9,11,17 px13
pn,1,5,7 pv,5,6,13,16,22 px14
Table 6 – Caractérisation des paires de 1500 m obtenues en connectant des paires de base.
Pour des raisons de simplicité, nous nommons les paires du câble neuf ou vieux avec
les notations de la troisième colonne pxl avec x = n ou v et l = 1, ...,14.
C Calcul de la fonction d’intercorrélation entre l’onde incidente
et réfléchie
Dans cette annexe, nous allons montrer que le retard de phase τφ(ω,`) (cf. (2.43)) peut
être exprimé en fonction de la date du pic maximum de la fonction d’intercorrélation repré-
sentant le maximum de similitude entre le signal incident V−(ω,zg, t) et réfléchie V+(ω,zg, t)
décalé d’un retard égale à −∆τ,k = −2τφ(ω,`) + φ(ρd)ω (cf. (4.11)).
En effet, nous avons :
τφ(ω,`) =
1
2
(
φ(ρd)
ω
− τˆmax
)
où τˆmax représente la date du pic maximum de la fonction d’intercorrélation.
En estimant cette date τ˜max du maximum de similitude entre les deux signaux, nous pour-
rons estimer le retard de phase τφ(ω,`) :
τ˜φ(ω,`) =
1
2
(
φ(ρd)
ω
− τ˜max
)
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Nous allons donc, dans la suite, étudier la fonction d’intercorrélation et décrire le retard de
phase que l’on recherche.
Définition de la fonction d’intercorrélation
La fonction d’intercorrélation est une mesure de similitude entre un signal x(t) et un
autre signal y(t) décalé dans le temps.
Il existe deux définitions basiques. La fonction d’intercorrélation
- à énergie finie :
Cxy(τ) =
∫ +∞
−∞
x(t)y∗(t−τ)dt (C.1)
où f ∗(t) représente le complexe conjugué de f (t).
- à puissance moyenne finie :
Cxy(τ) = lim
∆→+∞
1
∆
∫ ∆
2
− ∆2
x(t)y∗(t−τ)dt (C.2)
Puisque Cxy(τ) est une mesure de similitude, elle atteint son maximum pour une valeur
de τ lorsque la similitude est la plus grande. On rappelle que les signaux périodiques ont
des puissances de moyenne finie donc nous utiliserons la deuxième définition de la fonction
d’intercorrélation en faisant la remarque suivante : pour des signaux périodiques de période
T , le calcul de la limite est inutile. Il suffit d’intégrer sur une seule période :
Cxy(τ) =
1
T
∫ T
2
− T2
x(t)y∗(t−τ)dt (C.3)
ou plus généralement :
Cxy(τ) =
1
T
∫ t0+T
t0
x(t)y∗(t−τ)dt (C.4)
Calcul de la fonction d’intercorrélation entre l’onde directe et rétrograde
On rappelle les expressions de l’onde directe et réfléchie dans le cas continue, d’après
(??), on a :
V−(ω,zg, t) = V−(ω)exp( jωt), (C.5a)
V+(ω,zg, t) = V+(ω)exp(−A(ω)`)exp
[
jω
(
t−τφ(ω,`)
)]
(C.5b)
qui s’écrivent encore sous cette forme d’après (2.24) et qui sera utile pour le calcul de la
fonction d’intercorrélation :
V−(ω,zg, t) = V−(ω)exp( jωt), (C.6a)
V+(ω,zg, t) = V−(ω)|ρd |exp(−2A(ω)`)exp
[
jω
(
t−2τφ(ω,`) + φ(ρd)
ω
)]
(C.6b)
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D’après (C.4), on a :
CV−V+(τ) =
1
T
∫ t0+T
t0
V−(ω,zg, t)V∗+(ω,zg, t−τ)dt
en prenant T =
2pi
ω
qui représente la période de nos deux signaux. D’après (C.6), on obtient
donc la fonction d’intercorrélation suivante :
CV−V+(τ) = |V−(ω)|2|ρd |exp(−2A(ω)`)exp
[
jω
(
τ+ 2τφ(ω,`)− φ(ρd)
ω
)]
(C.7)
Fonction d’intercorrélation en passant par Fourier :
D’après (C.5) puisque les signaux V−(ω,zg, t) et V+(ω,zg, t) sont périodiques de période
T , on peut les développer en séries de Fourier :
V−(ω,zg, t) =
+∞∑
k=−∞
V−,k exp
(
j2pi
k
T
t
)
, (C.8)
avec V−,k =
1
T
∫ T
2
− T2
V−(ω,zg, t)exp
(
− j2pi k
T
t
)
V+(ω,zg, t) =
+∞∑
h=−∞
V+,k exp
(
j2pi
h
T
t
)
, (C.9)
avec V+,k =
1
T
∫ T
2
− T2
V+(ω,zg, t)exp
(
− j2pi h
T
t
)
D’après (C.4), (C.8) et (C.9) la fonction d’intercorrélation s’exprime alors :
CV−V+(τ) =
1
T
∫ T
2
− T2
+∞∑
k=−∞
+∞∑
h=−∞
V−,k exp
(
j2pi
k
T
t
)
V∗+,k exp
(
− j2pi h
T
(t−τ)
)
dt
=
1
T
+∞∑
k=−∞
+∞∑
h=−∞
V−,kV∗+,k exp
(
j2pi
h
T
τ
)∫ T
2
− T2
exp
(
j2pi
k−h
T
t
)
dt
=
1
T
+∞∑
k=−∞
+∞∑
h=−∞
V−,kV∗+,k exp
(
j2pi
h
T
τ
)
T sinc(k−h)
Or
sinc(k−h) = sin(pi(k−h))
pi(k−h) =
{
1, k = h
0, k , h
D’où nous obtenons la fonction d’intercorrélation suivante :
CV−V+(τ) =
+∞∑
n=−∞
V−,nV∗+,n exp
(
j2pi
n
T
τ
)
(C.10)
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Le temps de retard τˆmax est donné par l’expression suivante :
τˆmax = argmax
τ
< (CV−V+(τ)) (C.11)
où < (CV−V+(τ)) représente la partie réelle de la fonction d’intercorrélation dont l’expres-
sion est donnée ci-dessous :
< (CV−V+(τ)) = |V−(ω)|2|ρd |exp(−2A(ω)`)cos (ωτ+ 2ωτφ(ω,`)−φ(ρd)) (C.12)
D’après (C.11), au temps de retard, τˆmax, que nous cherchons correspond la maximisation
de la ressemblance entre l’onde directe et rétrograde. Autrement dit, à τˆmax correspond le
maximum de la fonction d’intercorrélation réelle < (CV−V+(τ)). Nous allons donc étudier
la dérivée première et seconde de la fonction d’intercorrélation réelle.
d< (CV−V+(τ))
dτ
= −V−(ω)|2|ρd |exp(−2A(ω)`)ωsin
(
ωτ+ 2ωτφ(ω,`)−φ(ρd)
)
Nous avons |V−(ω)|2|ρd |exp(−2A(ω)`)ω> 0 donc les valeurs de τ correspondant aux extré-
mums de la fonction d’intercorrélation réelle sont donc donnés par l’expression suivante :
∂< (CV−V+(τ))
∂τ
= 0⇔ τext = kT2 −2τφ(ω,`) +
φ(ρd)
ω
,k ∈ Z (C.13)
Nous cherchons donc les valeurs de τ correspondant aux maximums de la fonction d’inter-
corrélation réelle :
d2< (CV−V+(τ))
dτ2
= −|V−(ω)|2|ρd |exp(−2A(ω)`)ω2 cos
(
ωτ+ 2ωτφ(ω,`)−φ(ρd)
)
k = 2p, p ∈ Z⇒ d
2< (CV−V+(τ))
dτ2
∣∣∣∣
τ=τext
= −|V−(ω)|2|ρd |exp(−2A(ω)`)ω2 < 0
k = 2p + 1, p ∈ Z⇒ d
2< (CV−V+(τ))
dτ2
∣∣∣∣
τ=τext
= |V−(ω)|2|ρd |exp(−2A(ω)`)ω2 > 0
Les valeurs de τ correspondant aux maximums de la fonction d’intercorrélation réelle re-
présente donc l’ensemble suivant :
τmax =
kT
2
−2τφ(ω,`) + φ(ρd)
ω
, aveck = 2p, p ∈ Z (C.14)
D’après (C.11), on obtient donc le décalage τˆmax qui correspond à la date du maximum de
la mesure de similitude,< (CV−V+), entre l’onde directe et rétrograde :
τˆmax = −2τφ(ω,`) + φ(ρd)
ω
(C.15)
En connaissant le décalage τˆmax, le retard de phase est donc donné ainsi :
τφ(ω,`) =
1
2
(
φ(ρd)
ω
− τˆmax
)
(C.16)
Remarque 24. En connaissant la date du maximum de mesure de similitude, nous pou-
vons remonter au retard de phase τφ(ω,`). Nous avons observé numériquement que le pic
maximum de la fonction d’intercorrélation parmi l’ensemble des valeurs maximales cor-
respondait à la valeur de τmax pour k = 0 d’après (C.14).
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Estimation numérique du retard de phase
Dans le cas discret, la fonction d’intercorrélation appliquée à deux signaux temps dis-
cret, xn, yn périodiques de période N est donnée par la formule suivante :
Cxy[m] =
1
N
N−1∑
n=0
xn+my∗n ou Cxy[m] =
1
N
N−1∑
n=0
xny∗n−m (C.17)
où Cxy(mTe) = Cxy[m] avec m représentant le nombre d’échantillons décalés, x(nTe) = xn,
x
(
(n + m)Te
)
= xn+m, y∗(nTe) = y∗n, y∗
(
(n−m)Te) = y∗n−m. Dans notre cas, nous estimons la
fonction d’intercorrélation entre l’onde directe et réfléchie estimées en utilisant la fonction
matlab xcorr qui effectue le calcul suivant :
C˜(V˜−, V˜+)[m] =
N−m−1∑
n=0
V˜−(ω,zg, (n + m)Te)V˜∗+(ω,zg,nTe), m ≥ 0 (C.18)
C˜(V˜−, V˜+)[m] = C˜∗(V˜+, V˜−)[−m], m < 0 (C.19)
Remarque 25. Par souci d’optimisation du temps de calcul de la mise en oeuvre pratique
du calcul de la fonction d’intercorrélation estimée, la fonction xcorr de matlab utilise la
transformée de fourier inverse de la densité spectrale de puissance qui est définie comme
la transformée de fourier de la fonction d’intercorrélation. D’un point de vue pratique, le
calcul de la densité spectrale de puissance se fait par le produit des transformées de fourier
des deux signaux d’après le théorème de Wiener Kintchine.
Numériquement, nous n’avons qu’un encadrement du décalage théorique τˆmax (C.15)
que l’on cherche à retrouver :
m−1
Fe
< τˆmax <
m
Fe
, m < 0 (C.20a)
m
Fe
< τˆmax <
m + 1
Fe
, m > 0 (C.20b)
Cependant, la précision de cet encadrement dépend de la fréquence d’échantillonnage et
du nombre total d’échantillons composant le signal.
Nous pourrons choisir, dans un premier temps, une estimation du décalage noté τ˜max
ainsi :
τ˜max =
m
Fe
(C.21)
et dans un second temps, une estimation du décalage, τ˜max, ainsi afin de gagner un peu plus
de précision :
τ˜max =
1
2
(
m−1
Fe
+
m
Fe
)
, m < 0 (C.22a)
τ˜max =
1
2
(
m
Fe
+
m + 1
Fe
)
, m > 0 (C.22b)
Nous pourrons également penser à interpoler dans un travail futur afin de gagner en préci-
sion si besoin est.
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D’après (C.16), nous estimons ainsi le retard de phase en remplaçant τ˜max dans l’expression
suivante par (C.21) dans un premier temps et par (C.22) dans un seond temps :
τ˜φ(ω,`) =
1
2
(
φ(ρd)
ω
− τ˜max
)
(C.23)
Cependant les retards de phase estimés ne sont pas les "vrais retards de phase" que l’on
recherche. En effet, le temps de retard que nous estimons d’après la fonction d’intercorré-
lation vérifie la relation suivante :
−T
2
< τ˜max <
T
2
(C.24)
D’où le retard de phase que nous estimons vérifie la relation suivante d’après (C.23) et
(C.24), quel que soit ω :
−T
4
− φ(ρd)
2ω
< τ˜φ(ω,`) <
T
4
− φ(ρd)
2ω
, ∀ω (C.25)
Pour retrouver le "vrai" retard de phase que nous cherchons, il nous faut dérouler ce re-
tard en fonction de la fréquence en supposant que le retard de phase correspondant à la
première fréquence vérifie l’encadrement (C.25) sinon on retrouvera la fonction retard de
phase translaté d’un multiple d’une demi période.
D Diagonalisation du modèle de lignes de transmission multi-
conducteurs dans le cas général
Nous considèrons l’équation des télégraphistes dans le domaine fréquentiel pour un
multiconducteur fait de N fils, pour simplifier, parallèles et de même longueur l. Avec nos
conventions usuelles de signes, elle s’écrit :
∂V(ω,z)
∂z
= −R(z)I(ω,z)− jωL(z)I(ω,z), (D.1)
∂I(ω,z)
∂z
= −G(z)V(ω,z)− jωC(z)V(ω,z). (D.2)
Pour un domaine borné ]0, l[, nous ajoutons les conditions aux limites suivantes :
V(ω,0) = Zg(ω)I(ω,0), (D.3)
V(ω, l) = Zd(ω)I(ω, l). (D.4)
Dans ces équations, V(ω,z) et I(ω,z) sont les vecteurs, respectivement des potentiels
et des courants dans les fils et les matrices R(z), L(z), G(z), C(z) sont des matrices symé-
triques définies positives. Les matrices de transfert Zg et Zd caractérisent les terminaisons
du multi-conducteur en z = 0 et z = l.
Introduisons les matrices d’impédance Z et d’admittance Y
Z(ω,z) = R(z) + jωL(z) (D.5)
Y(ω,z) = G(z) + jωC(z) (D.6)
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Les équations en V et I sur ]0, l[ s’écrivent maintenant sous l’une ou l’autre des formes :
∂2V(ω,z)
∂z2
=
∂Z(ω,z)
∂z
Z(ω,z)−1
∂V(ω,z)
∂z
+ Z(ω,z)Y(ω,z)V(ω,z), (D.7)
∂2I(ω,z)
∂z2
=
∂Y(ω,z)
∂z
Y(ω,z)−1
∂I(ω,z)
∂z
+ Y(ω,z)Z(ω,z)I(ω,z), (D.8)
∂
∂z
(
V(ω,z)
I(ω,z)
)
= −
(
0 Z(ω,z)
Y(ω,z) 0
)(
V(ω,z)
I(ω,z)
)
(D.9)
D.1 Un calcul formel
Les justifications des définitions et calculs qui suivent sont en annexe A. Soit Γc(ω,z)
vérifiant la propriété d’une matrice de propagation (nous omettons l’argument ω,z) :
Γc
2 = ZY (D.10)
Nous avons en particulier ΓcY−1 = Γc−1Z. Définissons alors l’impédance caractéristique
ainsi :
Zc := ΓcY−1 = Γc−1Z (D.11)
Nous avons en particulier Z = ΓcZc et Y = Zc−1Γc. Avec (D.9), il vient :
∂
∂z
(
V
I
)
= −
(
0 ΓcZc
Zc−1Γc 0
)(
V
I
)
(D.12)
Nous posons (
V
I
)
=
1√
2
(
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
)(
ν1
ν2
)
(D.13)
et inversement, nous avons (
ν1
ν2
)
=
1√
2
(
Zc−1/2 −Zc1/2
Zc−1/2 Zc1/2
)(
V
I
)
(D.14)
Le système (D.9) devient :
∂
∂z
((
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
)(
ν1
ν2
))
=−
(
0 ΓcZc
Zc−1Γc 0
)(
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
)(
ν1
ν2
)
(D.15)
Remarquons que(
0 ΓcZc
Zc−1Γc 0
)(
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
)
=
( −ΓcZc1/2 ΓcZc1/2
Zc−1ΓcZc1/2 Zc−1ΓcZc1/2
)
=
(
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
)(−Zc−1/2ΓcZc1/2 0
0 Zc−1/2ΓcZc1/2
)
Notons
Γ˜c = Zc−1/2ΓcZc1/2 (D.16)
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Nous avons donc(
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
)−1
∂
∂z
((
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
)(
ν1
ν2
))
=
(
Γ˜c 0
0 −Γ˜c
)(
ν1
ν2
)
(D.17)
∂
∂z
(
ν1
ν2
)
+
(
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
)−1
∂
∂z
(
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
)(
ν1
ν2
)
=
(
Γ˜c 0
0 −Γ˜c
)(
ν1
ν2
)
(D.18)
Nous voyons que dans le cas homogène, le système (D.18) est diagonal.
Transformons le deuxième terme du membre de gauche pour faire apparaître les com-
posantes “en phase” et “en quadrature”.
Nous avons (
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
)
=
(
Zc1/2 0
0 Zc−1/2
)(
1 1
−1 1
)
d‘où
(
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
)−1
∂
∂z
((
Zc1/2 Zc1/2
−Zc−1/2 Zc−1/2
))
=(
1 1
−1 1
)−1 Zc−1/2 ∂Zc1/2∂z 00 Zc1/2 ∂Zc−1/2∂z
( 1 1−1 1
)
=
(
1 1
−1 1
)−1 Zc−1/2 ∂Zc1/2∂z 00 −∂Zc1/2∂z Zc−1/2
( 1 1−1 1
)
=
1
2
(
1 −1
1 1
)Zc−1/2 ∂Zc1/2∂z 00 −∂Zc1/2∂z Zc−1/2
( 1 1−1 1
)
=
1
2
Zc−1/2 ∂Zc1/2∂z ∂Zc1/2∂z Zc−1/2Zc−1/2 ∂Zc1/2∂z −∂Zc1/2∂z Zc−1/2
( 1 1−1 1
)
=
1
2
Zc−1/2 ∂Zc1/2∂z − ∂Zc1/2∂z Zc−1/2 Zc−1/2 ∂Zc1/2∂z + ∂Zc1/2∂z Zc−1/2Zc−1/2 ∂Zc1/2∂z + ∂Zc1/2∂z Zc−1/2 Zc−1/2 ∂Zc1/2∂z − ∂Zc1/2∂z Zc−1/2

Notons
D=
1
2
(
Zc−1/2
∂Zc1/2
∂z
−∂Zc
1/2
∂z
Zc−1/2
)
, D˜=
1
2
(
Zc−1/2
∂Zc1/2
∂z
+
∂Zc1/2
∂z
Zc−1/2
)
ce qui s’écrit encore :
D =
1
2
(
Zc−1/2
∂Zc1/2
∂z
− ∂Zc
1/2
∂z
Zc−1/2
)
(D.19)
D˜ =
1
2
Zc−1/2
∂Zc
∂z
Zc−1/2 (D.20)
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nous avons la forme plus usuelle pour des équations de Zakharov-Shabat :
∂
∂z
(
ν1
ν2
)
+
(−Γ˜c + D 0
0 Γ˜c + D
)(
ν1
ν2
)
+
(
0 D˜
D˜ 0
)(
ν1
ν2
)
= 0 (D.21)
où Γ˜c représente la matrice de propagation et d’amortissement, D le facteur d’hétérogénéité
différentiel, D˜ le facteur matriciel de dispersion.
Le coefficient de réflexion est donné par :
ν1(k,zg) = rg(k)ν2(k,zg) (D.22)
L’opérateur r vérifie une équation de Ricatti matriciel :
∂
∂z
r(zd;k,z)−r(zd;k,z)
(
Γ˜c+D
)
−
(
Γ˜c−D
)
r(zd;k,z)−r(zd;k,z)D˜r(zd;k,z)+D˜=0 (D.23)
avec la condition aux bords :
r(zd;k,zd) = ρd(k) (D.24)
La solution au point z = zg donne le coefficient de réflexion :
ρg(k) = r(zd;k,zg) (D.25)
Précisions sur le calcul des puissances fractionnaires de matrices Précisons la défini-
tion de Γc. Pour une matrice carrée A quelconque et une fonction f de C dans lui même,
holomorphe dans un domaine ∆ de C contenant le spectre de A, nous pouvons définir f (A)
par une intégrale de Cauchy :
f (A) = − 1
2pi
∫
γ
f (λ)(A−λ1)−1dλ
où γ est un contour contenu dans ∆ et qui entoure en son intérieur le spectre de A. La valeur
de l’intégrale ne dépendant pas du contour γ, il s’agit donc bien d’une définition de f (A)
(voir par exemple le livre de T. Kato “Perturbation theory for linear operators” dans lequel
nous voyons aussi comment ce calcul opérationnel se généralise en dimension infinie).
Dans notre cas le problème est donc de choisir une détermination de x→ f (x) = x1/2 sur
C. Par exemple pour une matrice quelconque A, il existe une unique matrice S dont le
spectre soit dans le demi-plan =mx ≥ 0, telle que A = S 2. Cela généralise la "racine carrée
positive”.
Dans le cas particulier où A est diagonalisable, i.e. A = T−1DT avec D diagonale, choi-
sir cette détermination est équivalent à choisir celle pour les valeurs propres. Par exemple
si A est diagonalisable avec des valeurs propres positives, nous vérifions simplement qu’il
existe une seule racine carrée à valeurs propres positives. Nous prendrons cette détermina-
tion pour L1/2, C1/2 et aussi pour (LC)1/2 en remarquant que LC = L1/2L1/2CL1/2L−1/2
est diagonalisable et a ses valeurs propres positives puisqu’elle est semblable à L1/2CL1/2
qui est symétrique définie positive. Un autre calcul conduit au même choix :
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LC = C−1/2C1/2LC1/2C1/2, ce qui conduit à une autre expression pour cette racine carrée.
Finalement :
(LC)1/2 := L1/2(L1/2CL1/2)1/2L−1/2 = C−1/2(C1/2LC1/2)1/2C1/2 (D.26)
Soit M(ω,z) = Z(ω,z)Y(ω,z). Nous avons :
M(ω,z) = −ω2LC + jω (L(z)G(z) + R(z)C(z)) + R(z)G(z)
Dans nos applications “hautes fréquences”, le terme dominant est −ω2LC pour lequel le
choix naturel de racine carrée est jω(LC)1/2 (penser au cas scalaire qui conduit à la trans-
formation de Liouville). Cela conduit au choix suivant pour Γc et Zc, où nous notons σ(Θc)
le spectre de Θc :
Γc = jωΘc
avec Θ2c(ω,z) = LC−
j
ω
(L(z)G(z) + R(z)C(z))− 1
ω2
R(z)G(z), =mσ(Θc) ≥ 0, (D.27)
Zc = Θc
( j
ω
G + C
)−1
(D.28)
Zc est proche de (LC)1/2C−1 = C−1/2(C1/2LC1/2)1/2C−1/2 pour ω grand. Ici encore on est
conduit à choisir la “racine carrée positive” pour Zc1/2.
Nous pouvons commencer les calculs numériques en négligeant les termes en 1/ jω
dans (D.27), (D.28). Une étude plus fine (prise en compte des termes d’ordre 1 à haute
fréquence) est possible. Il faudra estimer son utilité.
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