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Abstract We prove an analyticity result in Sobolev–Bessel potential spaces for the periodic1
analog of the fundamental solution of a general elliptic partial differential operator upon the2
parameters which determine the periodicity cell. Then we show concrete applications to the3
Helmholtz and the Laplace operators. In particular, we show that the periodic analogs of the4
fundamental solution of the Helmholtz and of the Laplace operator are jointly analytic in the5
spatial variable and in the parameters which determine the size of the periodicity cell. The6
analysis of the present paper is motivated by the application of the potential theoretic method7
to periodic anisotropic boundary value problems in which the “degree of anisotropy” is a8
parameter of the problem.9
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1 Introduction13
In this paper, we analyze analyticity properties of an analog of the periodic fundamental14
solution of an elliptic operator with constant coefficients jointly in the spatial variable and15
in the parameters which determine the size of the periodicity cell. We first introduce some16
notation. We fix once for all17
n ∈ N \ {0, 1}.18
Then we take19
(q11, . . . , qnn) ∈]0,+∞[n,20
and we introduce a periodicity cell21
Q ≡ Πnj=1]0, q j j [.22
Then we denote by q the diagonal matrix23
q ≡
⎛
⎜⎜⎝
q11 0 . . . 0
0 q22 . . . 0
. . . . . . . . . . . .
0 0 . . . qnn
⎞
⎟⎟⎠24
and by mn(Q) the n-dimensional measure of the fundamental cell Q. Clearly, qZn ≡ {qz :25
z ∈ Zn} is the set of vertices of a periodic subdivision of Rn corresponding to the fundamental26
cell Q, and accordingly, one can speak about q-periodic functions or distributions in Rn . Next27
we introduce a family of differential operators. Let N2 denote the number of multi-indexes28
α ∈ Nn with |α| ≤ 2. For each c ≡ (cα)|α|≤2 ∈ CN2 , we set29
c(2) ≡
(
c
(2)
l j
)
l, j=1,...,n c
(1) ≡ (c j ) j=1,...,n30
with c(2)l j ≡ 2−1cel+e j for j = l, c(2)j j ≡ ce j +e j , and c j ≡ ce j , where {e j : j = 1, . . . , n} is31
the canonical basis of Rn . We note that the matrix c(2) is symmetric. If c ∈ CN2 , then we set32
P[c, x] ≡
∑
|α|≤2
cαx
α ∀x ∈ Rn .33
We also set34
E ≡
⎧⎨
⎩c ≡ (cα)|α|≤2 ∈ C
N2 : inf
ξ∈Rn ,|ξ |=1 Re
⎧⎨
⎩
∑
|α|=2
cαξ
α
⎫⎬
⎭ > 0
⎫⎬
⎭ .35
Clearly, E coincides with the set of coefficients c ≡ (cα)|α|≤2 such that the differential36
operator37
P[c, D] ≡
∑
|α|≤2
cα Dα38
is strongly elliptic and has complex coefficients. As is well known, if c ∈ E , a q-periodic39
distribution G is a q-periodic fundamental solution of P[c, D] provided that40
P[c, D]G =
∑
z∈Zn
δqz, (1)41
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where δqz denotes the Dirac measure with mass at qz, for all z ∈ Zn .42
Unfortunately however, not all operators P[c, D] admit q-periodic fundamental solutions,43
not even in case P[c, D] is the Laplace operator.44
Instead, if we denote by E2π iξ , the function defined by45
E2π iξ (x) ≡ e2π iξ ·x ∀x ∈ Rn,46
for all ξ ∈ Rn and if c ∈ E , then one can show that the set47
Z(c, q) ≡ {z ∈ Zn : P[c, 2π iq−1z] = 0}48
is finite and that the q-periodic distribution49
Sc,q ≡
∑
z∈Zn\Z(c,q)
1
mn(Q)
1
P[c, 2π iq−1z] E2π iq−1z50
satisfies the equality51
P[c, D](Sc,q) =
∑
z∈Zn
δqz −
∑
z∈Z(c,q)
1
mn(Q)
E2π iq−1z52
(cf. e.g., Ammari and Kang [1, p. 53], [16, §3]). Now let c ∈ E be fixed. We are interested53
into the analysis of perturbation problems for the kernel Sc,q and into the dependence of Sc,q54
upon q and the spatial variable x , and we note that by perturbing q , the set Z(c, q) is not55
stable. To circumvent such a difficulty, we fix a finite subset Z of Zn , and we consider those56
c and q such that Z(c, q) ⊆ Z. Then we note that57
Sc,q,Z ≡
∑
z∈Zn\Z
1
mn(Q)
1
P[c, 2π iq−1z] E2π iq−1z (2)58
satisfies the equality59
P[c, D](Sc,q,Z) =
∑
z∈Zn
δqz −
∑
z∈Z
1
mn(Q)
E2π iq−1z . (3)60
Equality (3) can be considered as an effective substitute of equality (1), and we say that Sc,q,Z61
is a Z-analog of a q-periodic fundamental solution of P[c, D].62
Clearly, the distribution Sc,q,Z differs from Sc,q by an entire analytic function. Moreover,63
by interior elliptic regularity theory, both Sc,q,Z and Sc,q are analytic in the open set Rn \qZn .64
Let Sc be a locally integrable real-valued function in Rn such that65
P[c, D]Sc = δ0 in Rn,66
in the sense of distributions. Then Sc is a fundamental solution for P[c, D], and the function67
Sc,q,Z − Sc can be extended to an analytic function in (Rn \ qZn) ∪ {0}.68
We denote such an extension of Sc,q,Z − Sc by the symbol Rc,q,Z,Sc , and we say that69
Rc,q,Z,Sc is the regular part of Sc,q,Z (with respect to Sc). Obviously, Rc,q,Z,Sc is not a70
q-periodic function.71
In this paper we are interested in various questions on the analyticity of Sc,q,Z and Rc,q,Z,Sc72
in the variable (q, x). Here the difficulty is that the series in (2) is known to converge only in73
the sense of distributions. We mention that Lin and Wang [20], Mityushev and Adler [24],74
and Mamode [22] have proved the validity of a constructive formula for a q-periodic analog75
of the fundamental solution for the Laplace operator in case n = 2 via elliptic functions76
which would imply the analyticity of Sc,q,Z and Rc,q,Z,Sc in the variable (q, x). However,77
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we are not aware of such formulas for n ≥ 3 or for elliptic differential operators other than78
the Laplace operator.79
We denote by Dn(R) the space of n ×n diagonal matrices with real entries and by D+n (R)80
the set of elements of Dn(R) with diagonal entries in ]0,+∞[.81
We note that if we fix s ∈ R such that s − 2 < −(n/2), then Sc,q,Z belongs to the82
Sobolev–Bessel potential space of I -periodic functions HsI (Rn), and we prove that the map83
from the set of q in D+n (R) such that Z(c, q) ⊆ Z to HsI (Rn) which takes q to Sc,q,Z ◦ q is84
real analytic (see Theorem 1). Here I denotes the n × n identity matrix.85
Then as an application we consider the Helmholtz operator Δ + κ2 for some κ ∈ C, and86
we denote by c(κ), the element of E such that P[c(κ), D] = Δ + κ2 (cf. 15–17). In this87
paper, we consider only the case in which κ = 0 and Z(c(0), q) ⊆ Z = {0}, and the case88
in which κ = 0 and Z(c(κ), q) ⊆ Z = ∅, a case in which −κ2 is not an eigenvalue for Δ89
in the space of q-periodic distributions in Rn . Then we prove that if Ω is a bounded open90
subset of Rn \ Zn , m ∈ N, α ∈]0, 1[, then the map which takes q to the restriction to clΩ of91
the function92
Sc(κ),q,Z ◦ q(x) ≡ Sc(κ),q,Z(qx) ∀x ∈ Rn \ Zn,93
is real analytic from suitable subsets of D+n (R) to Cm,α(clΩ) (see Theorem 3).94
Then we prove an analyticity result for the regular part of Sc(κ),q,Z in the Roumieu space95
C0ω,ρ(clΩ) of real analytic functions in clΩ in case clΩ ⊆ (Rn \ Zn) ∪ {0} (cf. (5) and see96
Theorem 4).97
As a consequence of our results, we prove that the function Rc(κ),q,Z,Sc(κ) (qx) is analytic98
in the variable (q, x) (cf. Theorem 5), and that Sc(κ),q,Z(qx) is analytic in the variable (q, x)99
(cf. Theorem 7). In particular, we can deduce that the sum of the series100
−
∑
z∈Zn\{0}
1
mn(Q)4π2|q−1z|2 e
2π i(q−1z)·x , (4)101
which converges in the sense of distributions to an analog of the q-periodic fundamental102
solution of the Laplace operator defines an analytic function of (q, x) ∈ D+n (R) × Rn such103
that q−1x /∈ Zn , i.e., jointly in the variables q and x (see Example 1 at the end of the paper).104
For a corresponding example for the Helmholtz operator, see Example 2 at the end of the105
paper.106
A central tool in periodic potential theory is represented by analogs of the periodic funda-107
mental solution. As an example, Ammari et al. [3] have exploited an integral equation method108
to solve a periodic linear transmission problem for the Laplace equation and to derive effec-109
tive properties of composite materials. Such an approach has been successfully exploited110
also for the study of the effective parameters of elastic composites in Ammari et al. [2] (see111
also Ammari and Kang [1]).112
An approach based on potential theory has been useful also for the analysis of nonlinear113
periodic problems. For example, in [18] a quasilinear heat transmission problem has been114
investigated by means of integral equations, whereas in [10] such an analysis has been115
performed for a nonlinear traction problem.116
We also mention that Arens et al. [4], Berman and Greengard [5], Tornberg and Greengard117
[26] have investigated the problem of actually computing the sum of series as that of (4).118
The analysis of the present paper is motivated by the application of the potential theoretic119
method to boundary value problems corresponding to anisotropic periodic problems in which120
the sizes q11, . . . , qnn of the periodic cell are subject to perturbation. Indeed, if one wants121
to apply periodic potential theory to study the dependence of the solution of a periodic122
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boundary value problem upon the parameters q11, . . . , qnn which determine the anisotropy123
of the problem, then one faces the problem to study the corresponding dependence for the124
fundamental solution on which the potentials are based. In particular, an analyticity result125
upon the parameters q11, . . . , qnn allows to justify representation formulas for the solutions or126
for functionals related to the solutions in terms of power series in q11, . . . , qnn and therefore127
also polynomial asymptotic expansions of any desired degree with precise estimates on the128
remainder.129
This paper continues the work of the authors and collaborators on the study of the behavior130
of the fundamental solution of an elliptic partial differential operator upon perturbation of131
the coefficients. For example, in [7], Dalla Riva has constructed a family of fundamental132
solutions for elliptic partial differential operators with real constant coefficients, where the133
elements of such a family are expressed by means of real analytic functions of the coefficients134
of the operators and of the spatial variable. Then a corresponding result for elliptic partial135
differential operators with quaternion constant coefficients has been shown in [9].136
The paper is organized as follows. In Sect. 2 we introduce some preliminaries, in particular137
on periodic distributions. In Sect. 3, we prove the analyticity result on Sc,q,Z ◦ q upon138
q ∈ D+n (R) in Sobolev–Bessel spaces. In Sect. 4 we compute all the differentials of a map139
related to Sc,q,Z ◦ q , which we need in the sequel.140
In Sect. 5 we consider the Helmholtz operator. We first prove the above-mentioned ana-141
lyticity result for Sc(κ),q,Z ◦ q|clΩ , with values in Cm,α(clΩ).142
Then we prove the analyticity of Rc(κ),q,Z,Sc(κ) ◦ q|clΩ upon q in Roumieu spaces and143
the joint analyticity of the function Rc(κ),q,Z,Sc (qx) upon (q, x). Finally, we prove the ana-144
lyticity Sc(κ),q,Z ◦ q|clΩ upon q in Roumieu spaces and the joint analyticity of the function145
Sc(κ),q,Z(qx) upon (q, x).146
2 Preliminaries and notation147
We denote the norm on a normed space X by ‖ · ‖X . Let X and Y be normed spaces. We148
endow the space X × Y with the norm defined by ‖(x, y)‖X×Y ≡ ‖x‖X + ‖y‖Y for all149
(x, y) ∈ X × Y , while we use the Euclidean norm for Rn . The symbol N denotes the set of150
natural numbers including 0. L(X ,Y) denotes the space of linear and continuous operators151
from X to Y . Let E ⊆ Rn . Then clE denotes the closure of E, and ∂E denotes the boundary152
of E. For all R > 0, x ∈ Rn , x j denotes the j-th coordinate of x , |x | denotes the Euclidean153
modulus of x in Rn , and Bn(x, R) denotes the ball {y ∈ Rn : |x − y| < R}. A dot “·” denotes154
the inner product in Rn , or the matrix product between matrices. Let Ω be an open subset155
of Rn . The space of m times continuously differentiable complex-valued functions on Ω is156
denoted by Cm(Ω,R), or more simply by Cm(Ω). Let r ∈ N \ {0}. Let f ∈ (Cm(Ω))r .157
The s-th component of f is denoted fs , and D f denotes the Jacobian matrix
(
∂ fs
∂xl
)
s=1,...,r,
l=1,...,n
.158
Let η ≡ (η1, . . . , ηn) ∈ Nn , |η| ≡ η1 + · · · + ηn . Then Dη f denotes ∂ |η| f
∂x
η1
1 ...∂x
ηn
n
. We denote159
by D(Rn) the space of functions of class C∞(Rn) with compact support. The subspace of160
Cm(Ω) of those functions f whose derivatives Dη f of order |η| ≤ m can be extended161
with continuity to clΩ is denoted Cm(clΩ). The subspace of Cm(clΩ) whose functions162
have m-th-order derivatives that are Hölder continuous with exponent α ∈]0, 1] is denoted163
Cm,α(clΩ) (cf. e.g., Gilbarg and Trudinger [13]). Let E ⊆ Rr . Then Cm,α(clΩ,E) denotes164 { f ∈ (Cm,α(clΩ))r : f (clΩ) ⊆ E}.165
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We say that a bounded open subset Ω of Rn is of class Cm or of class Cm,α , if clΩ is a166
manifold with boundary imbedded in Rn of class Cm or Cm,α , respectively (cf. e.g., Gilbarg167
and Trudinger [13, §6.2]). For standard properties of functions in Schauder spaces both on168
clΩ and on ∂Ω , we refer the reader to Gilbarg and Trudinger [13] (see also [15, §2, Lem. 3.1,169
4.26, Thm. 4.28], [19, §2]).170
We denote by dσ the area element of a manifold M imbedded into Rn . We retain the171
standard notation for the Lebesgue space L p(M) of p-summable functions. We note that172
throughout the paper “analytic” means always “real analytic.” For the definition and proper-173
ties of analytic operators, we refer to Deimling [11, §15].174
Next, we turn to introduce the Roumieu classes. For all bounded open subsets Ω of Rn175
and ρ > 0, we set176
C0ω,ρ(clΩ) ≡
{
u ∈ C∞(clΩ) : sup
β∈Nn
ρ|β|
|β|! ‖D
βu‖C0(clΩ) < +∞
}
, (5)177
and178
‖u‖C0ω,ρ(clΩ) ≡ sup
β∈Nn
ρ|β|
|β|! ‖D
βu‖C0(clΩ) ∀u ∈ C0ω,ρ(clΩ),179
where |β| ≡ β1 + · · · + βn for all β ≡ (β1, . . . , βn) ∈ Nn . As is well known, the Roumieu180
class
(
C0ω,ρ(clΩ), ‖ · ‖C0ω,ρ (clΩ)
)
is a Banach space.181
We denote by S(Rn) the Schwartz space of rapidly decreasing functions, and by S ′(Rn)182
the space of tempered distributions in Rn , and by S ′I (Rn) the subspace of S ′(Rn) of the183
I -periodic elements of S ′(Rn), i.e., of the tempered distributions which are periodic with184
respect to the fundamental cell ]0, 1[n . If f is a complex-valued integrable function in Rn ,185
then we define the Fourier transform of f as follows186
fˆ (y) ≡ (2π)−n/2
∫
Rn
e−iy·x f (x) dx ∀y ∈ Rn,187
and we still use the symbol “ ˆ” to denote the corresponding Fourier transform in the space188
of tempered distributions. Next we introduce the following characterization of S ′I (Rn) of189
Triebel [27] (see also Schmeisser and Triebel [25, 3.2.3]).190
Proposition 1 If {az}z∈Zn is a family of complex numbers such that there exists m ∈ N such191
that192
sup
z∈Zn
|az |
(1 + |z|2)m/2 < +∞, (6)193
then the Fourier series194 ∑
z∈Zn
aze
i2π z·x (7)195
converges in S ′(Rn) endowed with the weak∗-topology to an element of S ′I (Rn).196
Conversely, if u ∈ S ′I (Rn), then there exists a unique family {az(u)}z∈Zn in C which197
satisfies condition (6) for some m ∈ N and such that u equals the sum of the Fourier series198
in (7) with az replaced by az(u). Moreover,199
ak(u) = (2π)−n/2 < u, [ϕ(· − 2πk)]∧ > ∀k ∈ Zn, (8)200
for allϕ ∈ D(Rn)which have support contained in the ball Bn(0, 2π)and such thatϕ(0) = 1.201
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We also note that the map from S ′I (Rn) endowed with the weak∗-topology to C which takes202
u to ak(u) is linear and continuous for all k ∈ Zn .203
If s ∈ R, then we denote by Hs(Rn) the Sobolev–Bessel space of tempered distributions204
u such that (1 + |y|2)s/2uˆ(y) belongs to L2(Rn), and we set205
‖u‖Hs (Rn) ≡ ‖(1 + |y|2)s/2uˆ(y)‖L2(Rn) ∀u ∈ Hs(Rn).206
It is well known that (Hs(Rn), ‖ · ‖Hs (Rn)) is a Banach space. Then we set207
Hsloc(R
n) ≡ {u ∈ S ′(Rn) : uϕ ∈ Hs(Rn) ∀ϕ ∈ D(Rn)},208
and209
‖u‖Hsloc(Rn),ϕ ≡ ‖uϕ‖Hs (Rn) ∀u ∈ Hsloc(Rn),210
for all ϕ ∈ D(Rn). Then it is well known that Hsloc(Rn) endowed with the family of seminorms211
Φ ≡ {‖ · ‖Hsloc(Rn),ϕ : ϕ ∈ D(Rn)} is a Fréchet space. Next we introduce the space212
HsI (R
n) ≡ Hsloc(Rn) ∩ S ′I (Rn).213
Clearly, HsI (Rn) is a closed subspace of the Fréchet space H
s
loc(R
n) and is accordingly a214
Fréchet space. Next we fix an arbitraryη ∈ D(Rn) such that there exists an open neighborhood215
U of [0, 1]n such that216
η(x) = 1 ∀x ∈ U. (9)217
Since the tempered distributions of HsI (Rn) are I -periodic, one can easily verify that218 ‖ · ‖Hsloc(Rn),η is actually a norm on HsI (Rn). Since ‖ · ‖Hsloc(Rn),η belongs to Φ and HsI (Rn)219
is a Fréchet space, we already know that (HsI (Rn), ‖ · ‖Hsloc(Rn),η) is complete. Then the220
open mapping theorem in Fréchet spaces implies that the continuous identity map from221
(HsI (R
n),Φ) to (HsI (R
n), ‖ · ‖Hsloc(Rn),η) is actually a homeomorphism and that accordingly222 ‖ · ‖Hsloc(Rn),η generates the topology of the Fréchet space (HsI (Rn),Φ), no matter how we223
choose η ∈ D(Rn) as in (9).224
Now let Ω be an open subset of Rn , then we denote by Hs(Ω) the set of restrictions to225
Ω of the tempered distributions of Hs(Rn), and we set226
‖u‖Hs (Ω) ≡ inf{‖v‖Hs (Rn) : v ∈ Hs(Rn), v|Ω = u} ∀u ∈ Hs(Ω).227
It is well known that (Hs(Ω), ‖ ·‖Hs (Ω)) is a Banach space. We note that such a definition of228
Hs(Ω) coincides with other “intrinsic” definitions of Hs(Ω) only in case Ω satisfies some229
regularity assumption.230
If Ω is a bounded open subset of Rn , and if we choose η ∈ D(Rn) as in (9) such that η231
equals one in a neighborhood of clΩ , then the definition of the norm in Hs(Ω) implies that232
the restriction map is linear and continuous from HsI (Rn) to Hs(Ω) and that233
‖u|Ω‖Hs (Ω) ≤ ‖u‖Hsloc(Rn),η ∀u ∈ HsI (Rn). (10)234
If c ∈ E , q ∈ D+n (R), then we set235
Lc,q [u] ≡
∑
|α|≤2
(
q−1
)α
cα Dαu ∀u ∈ S ′(Rn),236
where (q−1)α ≡ q−α111 . . . q−αnnn for all α ∈ Nn , and we have the following.237
Lemma 1 Let c ∈ E . Let Sc be a fundamental solution for P[c, D]. Let q ∈ D+n (R). Let Z238
be a finite subset of Zn such that Z(c, q) ⊆ Z. Then the following statements hold.239
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(i)
Lc,q [(det q)Sc,q,Z ◦ q] = −
∑
z∈Z
E2π i z in Rn \ Zn,240
and241
Lc,q [(det q)Rc,q,Z,Sc ◦ q] = −
∑
z∈Z
E2π i z in (Rn \ Zn) ∪ {0}.242
(ii) Lc,q [(det q)Sc,q,Z ◦ q] = ∑z∈Zn δz −
∑
z∈Z E2π i z in S ′(Rn).243
(iii) ak(
∑
z∈Zn δz −
∑
z∈Z E2π i z) = 0 for all k ∈ Z (cf. 8).244
Proof The first equality in (i) follows by the chain rule. Since Lc,q [(det q)Sc ◦ q] = 0 in245
R
n \ {0}, the second equality in statement (i) holds true in Rn \ Zn . Since Rc,q,Z,Sc can be246
continued analytically in a neighborhood of 0, the second equality in statement (i) holds true247
in (Rn \ Zn) ∪ {0}. We now prove statement (ii). The equality of statement (ii) holds if and248
only if249
∑
|α|≤2
(−q−1)αcα
∫
Rn
(det q)Sc,q,Z(qξ)Dαψ(ξ) dξ250
=
∑
z∈Zn
ψ(q−1qz) −
∑
z∈Z
∫
Rn
ψ(ξ)ei2π z·ξ dξ,251
for all ψ ∈ S(Rn). By setting x = qξ , we rewrite such an equality as252
∫
Rn
Sc,q,Z(x)
∑
|α|≤2
(−1)|α|cα Dα(ψ(q−1x)) dx253
=
∑
z∈Zn
< δqz, ψ(q−1·) > −
∑
z∈Z
∫
Rn
ψ(q−1x)ei2πq−1z·x dx(det q)−1,254
for all ψ ∈ S(Rn). Now such an equality is certainly satisfied. Indeed, ψ(q−1·) belongs to255
S(Rn) and256
P[c, D]Sc,q,Z =
∑
z∈Zn
δqz −
∑
z∈Z
1
mn(Q)
E2π iq−1z in S ′(Rn).257
Finally, to prove statement (iii), we note that the Poisson summation formula implies that258
ak
⎛
⎝∑
z∈Zn
δz −
∑
z∈Z
E2π i z
⎞
⎠ = ak
⎛
⎝∑
z∈Zn
E2π i z −
∑
z∈Z
E2π i z
⎞
⎠ = 0,259
for all k ∈ Z. unionsq260
Then we find convenient to introduce the following notation. Let Z be a finite subset of261
Z
n
. For each s ∈ R, we set262
HsI,Z(R
n) ≡ {u ∈ HsI (Rn) : ak(u) = 0 ∀k ∈ Z
}
263
[cf. (8)]. By the continuity of the functionals ak(·) of (8) on S ′I (Rn), the space HsI,Z(Rn) is264
closed in HsI (Rn), and it is accordingly a Banach space. Then we need the following result265
on the operator Lc,q in the space S ′I (Rn) of I -periodic tempered distributions.266
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Proposition 2 Let c ∈ E . Let q ∈ D+n (R). Let Z be a finite subset of Zn such that Z(c, q) ⊆267
Z. Then the following statements hold.268
(i) Let u ∈ S ′I (Rn). Then Lc,q [u] = 0 if and only if u belongs to the complex vector space269
generated by {E2π ik : k ∈ Z(c, q)}.270
(ii) Let f ∈ S ′I (Rn). Then there exists u ∈ S ′I (Rn) such that f = Lc,q [u] if and only if271
ak( f ) = 0 for all k ∈ Z(c, q) (cf. 8). Moreover, if ak( f ) = 0 for all k ∈ Z we can272
choose u so that ak(u) = 0 for all k ∈ Z.273
(iii) Let s ∈ R. Then the operator Lc,q maps HsI (Rn) onto the subspace Hs−2I,Z(c,q)(Rn)274
of Hs−2I (Rn), and restricts a linear homeomorphism from the space HsI,Z(Rn) onto275
Hs−2I,Z (Rn).276
Proof (i) The sufficiency of the condition follows by the chain rule and by the definition of277
Z(c, q). To prove necessity, we note that equality Lc,q [u] = 0 implies that278
P[c, D](u(q−1·)) = 0.279
On the other hand, by Proposition 1 there exists a unique family {az(u)}z∈Zn in C as in (6)280
such that281
u
(
q−1·) =
∑
z∈Zn
az(u)E2π iq−1z in S ′(Rn).282
Accordingly,283
0 = P[c, D] (u (q−1·)) =
∑
z∈Zn
az(u)P[c, 2π iq−1z]E2π iq−1z284
and so285
az(u)P[c, 2π iq−1z] = 0 ∀z ∈ Zn .286
Thus, az(u) = 0 for all z ∈ Zn \ Z(c, q). Hence, the validity of statement (i) follows.287
(ii) We first assume that u exists. Then Proposition 1 implies that there exist m ∈ N288
and a family of complex numbers {bz}z∈Zn satisfying condition (6) and equality u =289 ∑
z∈Zn bzei2π z·x in S ′(Rn) endowed with the weak∗-topology. Then by applying Lc,q , we290
obtain291
Lc,q [u] =
∑
z∈Zn\Z(c,q)
(
P[c, 2π iq−1z]) bzei2π z·x292
and accordingly ak(Lc,q [u]) = 0 for all k ∈ Z(c, q).293
Next we assume that ak( f ) = 0 for all k ∈ Z and we show the existence of u. By294
Proposition 1 there exist m ∈ N and a family of complex numbers {az}z∈Zn satisfying295
condition (6) and equality f = ∑z∈Zn azei2π z·x in S ′(Rn) endowed with the weak∗-topology.296
Since ak( f ) = 0 for all k ∈ Z, we have ak = 0 for all k ∈ Z. Then we set297
bk ≡ 0 ∀k ∈ Z, bz ≡ azP[c, 2π iq−1z] ∀z ∈ Z
n \ Z.298
Clearly, {bz}z∈Zn satisfies condition (6) with m replaced by m −2, and accordingly the series299 ∑
z∈Zn bzei2π z·x converges in the weak∗-topology and defines a I -periodic element u of300
S ′(Rn). Moreover, ak(u) = 0 for all k ∈ Z. By definition of the coefficients {bz}z∈Zn , we301
have Lc,q [u] = f .302
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(iii) Since HsI (Rn) = Hsloc(Rn) ∩ S ′I (Rn), the second-order differential operator Lc,q303
is linear and continuous from HsI (Rn) to H
s−2
I (R
n). By (ii), Lc,q maps HsI (Rn) into304
Hs−2I,Z(c,q)(Rn). On the other hand if f ∈ Hs−2I (Rn) and ak( f ) = 0 for all k ∈ Z(c, q),305
then statement (ii) ensures the existence of u ∈ S ′I (Rn) such that f = Lc,q [u] and306
ak(u) = 0 for all k ∈ Z(c, q). Since f ∈ Hs−2loc (Rn), then classical elliptic regularity307
theory ensures that u ∈ Hsloc(Rn) (cf. e.g., Folland [12, (6.33), p. 214]). Thus we conclude308
that u ∈ Hsloc(Rn) ∩ S ′I (Rn) = HsI (Rn). Similarly, (ii) implies that Lc,q maps HsI,Z(Rn)309
onto Hs−2I,Z (Rn). If u ∈ HsI (Rn), and Lc,q [u] = 0, and ak(u) = 0 for all k ∈ Z, then point310
(i) ensures that u belongs to the complex vector space generated by {E2π ik : k ∈ Z(c, q)}311
and thus condition ak(u) = 0 for all k ∈ Z ensures that u = 0. Since both HsI,Z(Rn) and312
Hs−2I,Z (Rn) are closed subspaces of Banach spaces, they are Banach spaces and the open313
mapping theorem ensures that also the last part of statement (iii) holds true. unionsq314
3 An analyticity result for (det q)Sc,q,Z ◦ q in Sobolev–Bessel potential315
spaces316
Theorem 1 Let c ∈ E . Let s ∈ R be such that s − 2 < −n/2. Let Z be a finite subset of317
Z
n
. Let W be an open subset of D+n (R) such that Z(c, q) ⊆ Z for all q ∈ W . Then the map318
SI,c,Z from W to HsI,Z(Rn) defined by319
SI,c,Z(q) ≡ (det q)Sc,q,Z ◦ q ∀q ∈ W,320
is real analytic.321
Proof Let q ∈ W . We first prove that (det q)Sc,q,Z ◦ q is the only I -periodic tempered322
distribution in Rn which satisfies the following system323
{
Lc,q [v] = ∑z∈Zn δz −
∑
z∈Z E2π i z,
ak(v) = 0 ∀k ∈ Z. (11)324
By Lemma 1 (ii), (det q)Sc,q,Z ◦ q satisfies the first equation in (11). Moreover, (2) implies325
that326
ak((det q)Sc,q,Z ◦ q) = 0 ∀k ∈ Z.327
Hence, (det q)Sc,q,Z◦q satisfies system (11). Next we assume that v is an I -periodic tempered328
distribution in Rn which satisfies system (11). Then329
Lc,q [v − (det q)Sc,q,Z ◦ q] = 0,330
and Proposition 2 (i) ensures that v − (det q)Sc,q,Z ◦ q belongs to the complex vector331
space generated by {E2π ik : k ∈ Z(c, q)}, and the second equation in (11) ensures that332
v − (det q)Sc,q,Z ◦ q = 0.333
Next we show that the right-hand side of the first equation in system (11) belongs to334
Hs−2I (Rn). Since s − 2 < −n/2, we have δz ∈ Hs−2(Rn) for all z ∈ Zn . Hence,
∑
z∈Zn δz335
belongs to Hs−2loc (Rn). Since
∑
z∈Zn δz is obviously I -periodic, we also have
∑
z∈Zn δz ∈336
Hs−2I (Rn). Accordingly, the right-hand side of the first equation in system (11) belongs to337
Hs−2I (Rn).338
Since (det q)Sc,q,Z ◦ q is the only tempered distribution which satisfies system (11),339
the membership of the right-hand side of the first equation in system (11) to Hs−2I (Rn)340
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and Proposition 2 imply in particular that (det q)Sc,q,Z ◦ q belongs to HsI (Rn) and that341
(det q)Sc,q,Z ◦ q is the only element of HsI (Rn) which satisfies system (11).342
Next we consider the map A from W × HsI,Z(Rn) to the space Hs−2I,Z (Rn) defined by the343
equality344
A(q, v) ≡ Lc,q [v] −
∑
z∈Zn
δz +
∑
z∈Z
E2π i z345
for all (q, v) ∈ W × HsI,Z(Rn). By our proof above, the set of zeros of A coincides with the346
graph of SI,c,Z . Moreover, A is real analytic and if q ∈ W , then partial Fréchet differential347
dv A(q, SI,c,Z [q]) of A at the point (q, SI,c,Z [q]) with respect to the variable v coincides348
with the map Lc,q from HsI,Z(R
n) to Hs−2I,Z (Rn), which is a linear homeomorphism by349
Proposition 2 (iii). Then the implicit function theorem in Banach spaces implies that SI,c,Z350
is real analytic (cf. e.g., Deimling [11, Thm. 15.3]). unionsq351
4 Explicit computation of the differentials of a map related to352
(det q)Sc,q,Z ◦ q for a particular class of elliptic differential operators353
We now introduce the set354
E0 ≡
{
c ≡ (cα)|α|≤2 ∈ E : cα = 0 if |α| = 1355
and cα = 0 if α = el + e j with j, l ∈ {1, . . . , n}, j = l
}
.356
Let c ∈ E0, q ∈ D+n (R). Since we will soon have to perform computations involving high-357
order derivatives, we find convenient to set358
L˜c,b[v] ≡
n∑
j=1
b j j c(2)j j
∂2
∂x2j
v + c0v ∀v ∈ HsI (Rn),359
for all b ∈ Dn(R) and s ∈ R. Obviously,360
L˜c,q−2 = Lc,q q ∈ D+n (R), L˜c,b = Lc,b−1/2 ∀b ∈ D+n (R),361
where q−2 denotes the diagonal matrix with diagonal entries q−2j j , j = 1, . . . , n, and where362
b−1/2 denotes the diagonal matrix with diagonal entries b−1/2j j , j = 1, . . . , n. We also note363
that364
Lc,q
[
(det q)Sc,q,Z ◦ q
] = Lc,b−1/2
[
(det b−1/2)Sc,b−1/2,Z ◦ b−1/2
]
365
whenever b = q−2, q ∈ D+n (R), and that accordingly equality366
Lc,q
[
(det q)Sc,q,Z ◦ q
] =
∑
z∈Zn
δz −
∑
z∈Z
E2π i z ∀q ∈ D+n (R),367
is equivalent to the equality368
Lc,b−1/2
[
(det b−1/2)Sc,b−1/2,Z ◦ b−1/2
] =
∑
z∈Zn
δz −
∑
z∈Z
E2π i z ∀b ∈ D+n (R),369
an equality which we rewrite in the form370
L˜c,b
[
(det b−1/2)Sc,b−1/2,Z ◦ b−1/2
] =
∑
z∈Zn
δz −
∑
z∈Z
E2π i z ∀b ∈ D+n (R). (12)371
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We also note that the following commutativity property holds.372
Lemma 2 Let c, c ∈ E0. Let b ∈ D+n (R). Let Z be a finite subset of Zn such that373
Z(c, b−1/2) ⊆ Z. Let s ∈ R. Then L˜c,b restricts a linear homeomorphism from HsI,Z(Rn)374
onto Hs−2I,Z (Rn) and375
L˜c,b ◦ (L˜(−1)c,b ◦ L˜c,v)[u] = (L˜(−1)c,b ◦ L˜c,v) ◦ L˜c,b[u] ∀u ∈ HsI,Z(Rn),376
for all v ∈ Dn(R).377
Proof The first part of the statement is an immediate consequence of Proposition 2 (iii).378
In order to prove the formula of the statement, we set u1 ≡ L˜(−1)c,b ◦ L˜c,v[u]. Then we379
have L˜c,b[u1] = L˜c,v[u]. Since L˜c,b ◦ L˜c,v = L˜c,v ◦ L˜c,b, we have L˜c,b ◦ L˜c,b[u1] =380
L˜c,v ◦ L˜c,b[u] and thus the formula of the statement follows. unionsq381
If c ∈ E0, we denote by c∗ the element of E0 defined by382
c∗α = cα if |α| = 2, c∗α = 0 if |α| < 2.383
Then we have the following, which provides a formula for the composite function S×I,c,Z of384
SI,c,Z and of b−1/2 at the point b computed at (v1, . . . , v j ) with v1 = · · · = v j ≡ v for all385
natural numbers j , which we need to write the Taylor formula for S×I,c,Z at the point b.386
Proposition 3 Let c ∈ E0. Let s ∈ R be such that s − 2 < −n/2. Let Z be a finite subset of387
Z
n
. Let W˜ be an open subset of D+n (R) such that Z(c, b−1/2) ⊆ Z for all b ∈ W˜ . Let S×I,c,Z388
be the map from W˜ to HsI (Rn) defined by389
S×I,c,Z(b) ≡ SI,c,Z(b−1/2) ∀b ∈ W˜.390
Then the following statements hold.391
(i) L˜c,b[S×I,c,Z(b)] =
∑
z∈Zn δz −
∑
z∈Z E2π i z for all b ∈ W˜ .392
(ii) Let j ∈ N \ {0}. The j-order differential of the map S×I,c,Z at the point b satisfies the393
equality394
L˜c,b
⎡
⎣d j S×I,c,Z(b)[
j times︷ ︸︸ ︷
v, . . . , v]
⎤
⎦ = − j L˜c∗,v
⎡
⎣d j−1S×I,c,Z(b)[
( j−1) times︷ ︸︸ ︷
v, . . . , v ]
⎤
⎦ ,395
for all b ∈ W˜ and v ∈ Dn(R).396
(iii) Let b ∈ W˜ . Then397
d j S×I,c,Z(b)[
j times︷ ︸︸ ︷
v, . . . , v] = (−1) j j !
(
L˜(−1)c,b ◦ L˜c∗,v
) j [S×I,c,Z(b)] ∀v ∈ Dn(R).398
for all j ∈ N.399
(iv) Let b ∈ W˜ . Then400
L˜c,b
⎡
⎣d j S×I,c,Z(b)[
j times︷ ︸︸ ︷
v, . . . , v]
⎤
⎦ = (−1) j j !
(
L˜(−1)c,b ◦ L˜c∗,v
) j
⎡
⎣∑
z∈Zn
δz −
∑
z∈Z
E2π i z
⎤
⎦401
for all v ∈ Dn(R) and j ∈ N \ {0}.402
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(v) Let j ∈ N \ {0}. If b ∈ W˜ and v ∈ Dn(R), then the function d j S×I,c,Z(b)[v, . . . , v] is403
real analytic in Rn \ Zn.404
Proof Statement (i) is an immediate consequence of equality (12). We now prove statement405
(ii). Since406
L˜c,b
[
S×I,c,Z(b)
]
= L˜c∗,b
[
S×I,c,Z(b)
]
+ c0S×I,c,Z(b)407
and L˜c∗,b[v] is bilinear in the variable (b, v), and S×I,c,Z is differentiable, we can differentiate408
with respect to b and obtain409
d j
{
L˜c,b
[
S×I,c,Z(b)
]}
[v, . . . , v] =
( j
0
)
L˜c,b
[
d j S×I,c,Z(b)[v, . . . , v]
]
+
( j
1
)
L˜c∗,v
[
d j−1S×I,c,Z(b)[v, . . . , v]
] (13)410
for all (b, v) ∈ W˜ × Dn(R) and j ∈ N \ {0}. By (i), we have411
d j
{
L˜c,b
[
S×I,c,Z(b)
]}
[v, . . . , v] = 0412
for all (b, v) ∈ W˜ × Dn(R) and j ∈ N \ {0}, and thus statement (ii) holds true.413
We now prove statement (iii), and we argue by induction on j . If j = 0, then the statement414
is obvious. We now assume that the statement holds for j , and we prove it for j + 1. By415
statement (ii) and by the inductive assumption, we have416
L˜c,b
[
d j+1S×I,c,Z(b)[v, . . . , v]
]
= −( j + 1)L˜c∗,v
[
d j S×I,c,Z(b)[v, . . . , v]
]
417
= −( j + 1)L˜c∗,v
[
(−1) j j !
(
L˜(−1)c,b ◦ L˜c∗,v
) j [
S×I,c,Z(b)
]]
418
= (−1) j+1( j + 1)!L˜c∗,v ◦
(
L˜(−1)c,b ◦ L˜c∗,v
) j [
S×I,c,Z(b)
]
,419
(14)420
for all v ∈ Dn(R). Since S×I,c,Z and its differentials have values in HsI,Z(Rn), we can apply421
L˜(−1)c,b to both hand sides, and obtain the formula of the statement with ( j +1) (cf. Proposition422
2 (iii)).423
Next we prove statement (iv). By statements (i), (iii) and by Lemma 2, we have424
L˜c,b
[
d j S×I,c,Z(b)[v, . . . , v]
]
425
= L˜c,b
[
(−1) j j !
(
L˜(−1)c,b ◦ L˜c∗,v
) j [
S×I,c,Z(b)
]]
426
= (−1) j j !
(
L˜(−1)c,b ◦ L˜c∗,v
) j ◦ L˜c,b
[
S×I,c,Z(b)
]
427
= (−1) j j !
(
L˜(−1)c,b ◦ L˜c∗,v
) j
⎡
⎣∑
z∈Zn
δz −
∑
z∈Z
E2π i z
⎤
⎦ ,428
for all v ∈ Dn(R) and j ∈ N \ {0}, and thus statement (iv) holds true. Statement (v) is an429
immediate consequence of statement (iv), and of the analyticity of ∑z∈Zn δz −
∑
z∈Z E2π i z430
in Rn \ Zn , and of classical elliptic regularity theory. unionsq431
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5 Applications to the Helmholtz equation432
5.1 An analyticity result in Schauder spaces433
In this subsection we consider a concrete application of the results of Sect. 3 to the periodic434
analog of the fundamental solution of the Helmholtz equation. In order to do so, if κ ∈ C,435
we define c(κ) = (cα(κ))|α|≤2 ∈ CN2 by setting436
ce j +e j (κ) ≡ 1 , ∀ j ∈ {1, . . . , n}, (15)437
and438
cel+e j (κ) ≡ 0 ceh (κ) ≡ 0, ∀h, j, l ∈ {1, . . . , n}, l = j, (16)439
and440
c0(κ) ≡ κ2. (17)441
Thus, if κ ∈ C, we have c(κ) ∈ E0 and442
P[c(κ), D] = Δ + κ2.443
Then, a straightforward computation shows that444
Z(c(κ), q) ≡ {z ∈ Zn : κ2 = 4π2|q−1z|2} , (18)445
and we note that Z(c(κ), q) is not empty precisely when −κ2 is an eigenvalue of the Laplace446
operator in the space of q-periodic tempered distributions in Rn (see Proposition 2 (i)). We447
also note that448
L˜c(κ),b =
n∑
j=1
b j j
∂2
∂x2j
+ κ2 ∀b ∈ Dn(R).449
In order to proceed we need to introduce some Sobolev–Bessel potential spaces on a domain.450
Let Ω be an open subset of Rn . If s ∈ R, we denote by H˜ s(Ω) the closure of D(Ω) in451
Hs(Rn), and we endow H˜ s(Ω) with the norm of Hs(Rn). Instead, as customary, we denote452
by Hs0 (Ω) the closure of D(Ω) in Hs(Ω) (see also McLean [23, p. 77]).453
Then we have the following technical statement, which we prove in Appendix.454
Theorem 2 Let κ ∈ C. Let Ω be a bounded open Lipschitz subset of Rn. Let W be an open455
subset of D+n (R) such that456 {
u ∈ H10 (Ω) : L˜c(κ),b[u] = 0
}
= {0} ∀b ∈ W. (19)457
Then the following statements hold.458
(i) Let k ∈ N \ {0}. If Ω is of class Ck−1,1 and b ∈ W , then L˜c(κ),b is a linear homeomor-459
phism from Hk(Ω) ∩ H10 (Ω) onto Hk−2(Ω).460
(ii) Let k ∈ N \ {0}. If Ω is of class Ck−1,1, then the map Φc(κ),k from W × Hk−2(Ω) to461
Hk(Ω)∩ H10 (Ω) which takes (b, f ) to the unique element v ∈ Hk(Ω)∩ H10 (Ω) such462
that L˜c(κ),b[v] = f is real analytic.463
(iii) Let k ∈ Z, k ≤ 0. Let Ω be of class C1−k,1. If (b, f ) ∈ W × H10 (Ω), then there exists464
r ∈]0,+∞[ such that clBDn(R)(b, r) ⊆ W and a real analytic map Φ˜c(κ),k,b, f  from465
BDn(R)(b, r) × H˜ k−2(Ω) to H˜ k(Ω) such that466
Φ˜c(κ),k,b, f  [b, f ] = Φc(κ),1[b, f ] ∀(b, f ) ∈ BDn(R)(b, r) × H10 (Ω). (20)467
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Then we can prove the following.468
Theorem 3 Let m ∈ N, α ∈]0, 1[. Let κ ∈ C. Let Z be a finite subset of Zn. Let W˜ be an469
open subset of D+n (R) such that Z(c(κ), b−1/2) ⊆ Z for all b ∈ W˜ . Let Ω be a bounded470
open subset of Rn such that clΩ ⊆ Rn \ Zn. Then the map from W˜ to Cm,α(clΩ), which471
takes b to the restriction RΩ S×I,c(κ),Z(b) of S×I,c(κ),Z(b) to Ω is real analytic.472
Proof Let s ∈ Z be such that s − 2 < −n/2. By the Sobolev imbedding theorem, it suffices473
to show that the map from W˜ to Hs+k(Ω) which takes b to RΩ S×I,c(κ),Z(b) is analytic for474
all bounded open subsets of Rn such that clΩ ⊆ Rn \Zn and for all k ∈ N. Then the validity475
of the statement of the theorem for any m ∈ N and α ∈]0, 1[ would follow by a proof which476
is indeed independent of m and α.477
Since for every Ω as above there exists ζ ∈ D(Rn \ Zn) which equals 1 on an open478
neighborhood of clΩ , it clearly suffices to show that if k ∈ N, then the map from W˜ to479
Hs+k(Rn) which takes b to ζ S×I,c(κ),Z(b) is analytic for all choices of ζ ∈ D(Rn \ Zn).480
Indeed, the restriction operator from Hs+k(Rn) to Hs+k(Ω) is linear and continuous.481
Case k = 0 is an immediate consequence of Theorem 1. Indeed, the multiplication by ζ is482
linear and continuous from HsI (Rn) to Hs(Rn). We now assume that the statement holds for483
k and we prove it for k + 1. Let ζ ∈ D(Rn \ Zn). Let b1 ∈ W˜ . We take an arbitrary bounded484
open subset Ω1 of Rn of class C∞ such that485
supp ζ ⊆ Ω1 ⊆ clΩ1 ⊆ Rn \ Zn . (21)486
Possibly replacing Ω1 by a dilation of Ω1 close to the identity, we can assume that −κ2487
is not a Dirichlet eigenvalue for
∑n
j=1(b1) j j ∂
2
∂x2j
in Ω1. Indeed the spectrum of the elliptic488
operator
∑n
j=1(b1) j j ∂
2
∂x2j
with Dirichlet boundary conditions in a bounded open subset of Rn489
of class C∞ is discrete and the eigenvalues scale by a positive factor if the open set undergoes490
a dilation by a positive factor. Since −κ2 is not a Dirichlet eigenvalue for ∑nj=1(b1) j j ∂
2
∂x2j
in491
Ω1, the operator L˜c(κ),b1 is a linear homeomorphism from H10 (Ω1) onto H−1(Ω1). Since the492
map from W˜ to L(H10 (Ω1), H−1(Ω1)) which takes b to L˜c(κ),b is linear and continuous and493
the set of linear homeomorphisms is open, then there exists an open neighborhood W˜1 of b1494
contained in W˜ such that L˜c(κ),b is a linear homeomorphism from H10 (Ω1) onto H−1(Ω1)495
for all b ∈ W˜1. In particular, condition (19) holds in Ω1 for all b ∈ W˜1.496
Since Ω1 is of class C∞ and ζ S×I,c(κ),Z(b) vanishes on an open neighborhood of ∂Ω1 and497
is of class C∞, we have498
ζ S×I,c(κ),Z(b) = Φc(κ),1
[
b, L˜c(κ),b
[
ζ S×I,c(κ),Z(b)
]]
, (22)499
L˜c(κ),b
[
ζ S×I,c(κ),Z(b)
]
∈ D(Ω1) ∀b ∈ W˜1.500
Next we show that the map from W˜1 to Hs+k−1Rn which takes b to L˜c(κ),b
[
ζ S×I,c(κ),Z(b)
]
501
is real analytic. To do so, we note that502
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L˜c(κ),b
[
ζ(y)S×I,c(κ),Z(b)(y)
]
= ζ(y)L˜c(κ),b
[
S×I,c(κ),Z(b)(y)
]
503
+ 2
n∑
j=1
b j j
∂ζ
∂x j
(y)
∂
∂x j
[
S×I,c(κ),Z(b)
]
(y)504
+ S×I,c(κ),Z(b)(y)
n∑
j=1
b j j
∂2ζ
∂x2j
(y) ∀y ∈ Rn, (23)505
and that506
ζ L˜c(κ),b
[
S×I,c(κ),Z(b)
]
=
⎡
⎣∑
z∈Zn
δz −
∑
z∈Z
E2π i z
⎤
⎦ ζ = −
∑
z∈Z
E2π i zζ in Rn507
(see Proposition 3 (i)). Thus it suffices to show that each summand in the right-hand side of508
(23) defines a real analytic map from W˜1 to Hs+k−1Rn .509
Since ζ
∑
z∈Z E2π i z ∈ Hs+k−1Rn is independent of b, the first summand in the right-hand510
side of (23) defines a real analytic map from W˜1 to Hs+k−1Rn .511
By the membership of ∂ζ
∂x j ,
∂2ζ
∂x2j
in D(Rn \ Zn) and by inductive assumption, we512
know that the map from W˜1 to Hs+k−1Rn which takes b to ∂ζ∂x j
∂
∂x j
[
S×I,c(κ),Z(b)
]
=513
∂
∂x j
[
∂ζ
∂x j S
×
I,c(κ),Z(b)
]
− ∂2ζ
∂x2j
S×I,c(κ),Z(b) , is real analytic. Hence, the map from W˜1 to514
Hs+k−1Rn which takes b to the second summand in the right-hand side of (23) is real515
analytic.516
By the membership of ∂
2ζ
∂x2j
in D(Rn \ Zn) and by inductive assumption, we know that the517
map from W˜1 to Hs+kRn which takes b to S×I,c(κ),Z(b) is analytic. Hence, the map from518
W˜1 to Hs+k−1Rn which takes b to the third summand in the right-hand side of (23) is real519
analytic.520
Then we conclude that the map from W˜1 to Hs+k−1Rn which takes b to the right-hand521
side of (23) is real analytic.522
We now discuss separately cases s + k +1 ≥ 1 and case s + k +1 ≤ 0. Let s + k +1 ≥ 1.523
Since the restriction map is linear and continuous from Hs+k−1(Rn) to Hs+k−1(Ω1), the524
map from W˜1 to Hs+k−1(Ω1) which takes b to the right-hand side of (23) is real analytic525
and Theorem 2 (ii) and equality (22) imply that the map from W˜1 to Hs+k+1(Ω1) which526
takes b to ζ S×I,c(κ),Z(b) is real analytic. Since ζ S
×
I,c(κ),Z(b) ∈ D(Ω1) ⊆ Hs+k+10 (Ω1) for527
all b ∈ W˜1 and the operator from Hs+k+10 (Ω1) to Hs+k+1(Rn) which extends a function528
to Rn by setting it equal to 0 on Rn \ Ω is linear and continuous, then the map from W˜1529
to Hs+k+1(Rn) which takes b to ζ S×I,c(κ),Z(b) is real analytic (for the extension operator530
cf. e.g., McLean [23, Thm 3.33].)531
Now let s+k+1 ≤ 0. Since the identity map from the space of the elements of Hs+k−1(Rn)532
which are of class C∞ and have compact support in Ω1 to H˜ s+k−1(Ω1) is isometric, then533
the map from W˜1 to H˜ s+k−1(Ω1) which takes b to the right hand side of (23) is real analytic.534
Here we also note that the right-hand side of (23) belongs to D(Ω1) for all b ∈ W˜1. Then535
Theorem 2 (iii) and equality (22) imply that the map from W˜1 to H˜ s+k+1(Ω1) which takes536
b to ζ S×I,c(κ),Z(b) is real analytic. Since H˜ s+k+1(Ω1) is a subspace of Hs+k+1(Rn), the537
map from W˜1 to Hs+k+1Rn which takes b to ζ S×I,c(κ),Z(b) is real analytic and the proof is538
complete. unionsq539
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5.2 An analyticity result for the regular part in Roumieu classes540
We now show that the results of the previous sections can be exploited in order to obtain an541
analyticity result in Roumieu classes.542
Theorem 4 Let κ ∈ C. Let Z = {0} if κ = 0 and Z = ∅ if κ = 0. Let Q be a bounded open543
subset of D+n (R) such that clQ ⊆ D+n (R) and that Z(c(κ), q) ⊆ Z for all q ∈ clQ. Let Ω544
be a bounded open subset of Rn such that545
clΩ ⊆ (Rn \ Zn) ∪ {0}.546
Let Sc(κ) be a fundamental solution of Δ + κ2. Then there exists ρ ∈]0,+∞[ such that the547
map from Q to C0ω,ρ(clΩ) which takes q to Rc(κ),q,Z,Sc(κ) (q·)|clΩ is real analytic.548
Proof Clearly, there is no loss of generality in assuming that 0 ∈ Ω . Let Ω ′ be a bounded549
open subset of Rn of class C∞ such that550
Ω ⊆ clΩ ⊆ Ω ′ ⊆ clΩ ′ ⊆ (Rn \ Zn) ∪ {0}.551
Next we note that Rc(κ),q,Z,Sc(κ) ◦ q , which equals Sc(κ),q,Z ◦ q − Sc(κ) ◦ q in Rn \Zn , is real552
analytic in (Rn \ Zn) ∪ {0} for each fixed value of q ∈ D+n (R). We treat separately the case553
κ = 0 and the case κ = 0. We first consider the case κ = 0. Since Z = {0}, Sc(0),q,Z ◦ q554
satisfies equation555
Lc(0),q [Sc(0),q,Z ◦ q] = (det q)−1
∑
z∈Zn
δz − 1
mn(Q)
,556
[cf. (11)], and we deduce that Rc(0),Z,Sc(0) (q) ≡ Rc(0),q,Z,Sc(0) ◦ q|clΩ ′ solves the equation557
Lc(0),q
[
Rc(0),Z,Sc(0) (q)
]
= − 1
detq
in Ω ′.558
Then by performing a change of variables, we have559
ΔRc(0),q,Z,Sc(0) = −
1
detq
in qΩ ′. (24)560
In order to get rid of the inhomogeneous term in Eq. (24), we set561
uq(ξ) ≡ 12ndet q |ξ |
2 ∀ξ ∈ Rn,562
and we observe that Δuq = 1det q and we rewrite (24) as563
Δ
(
Rc(0),q,Z,Sc(0) + uq
) = 0 in qΩ ′.564
Since Rc(0),q,Z,Sc(0) + uq = Sc(0),q,Z − Sc(0) + uq in an open neighborhood of ∂(qΩ ′), then565
the Green representation formula implies that566
Rc(0),q,Z,Sc(0) (ξ ) + uq(ξ)567
=
∫
∂(qΩ ′)
∂
∂νqΩ ′(η)
Sc(0)(ξ − η)
[
Sc(0),q,Z(η) − Sc(0)(η) + uq(η)
]
dση568
−
∫
∂(qΩ ′)
Sc(0)(ξ − η) ∂
∂νqΩ ′(η)
[
Sc(0),q,Z(η) − Sc(0)(η) + uq(η)
]
dση ∀ξ ∈ qΩ ′,569
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and in particular for all ξ ∈ qclΩ ⊆ qΩ ′. By elementary calculus, we have570
dση = det q|q−tνΩ ′(y)| dσy , νqΩ ′(qy) = q
−tνΩ ′(y)
|q−tνΩ ′(y)|571
∂
∂νqΩ ′
[
Sc(0),q,Z − Sc(0) + uq
]
(qy)572
= [D (Sc(0),q,Z − Sc(0) + uq
)
(qy)
] · νqΩ ′(qy) ∀y ∈ ∂Ω ′,573
and thus we obtain574
Rc(0),q,Z,Sc(0) (qx) + uq(qx)575
= −
∫
∂Ω ′
(
DSc(0)(qx − qy)
) · νqΩ ′(qy)
[
Sc(0),q,Z(qy) − Sc(0)(qy) + uq(qy)
]
576
× det q|q−tνΩ ′(y)| dσy577
−
∫
∂Ω ′
Sc(0)(qx − qy)
[
DSc(0),q,Z(qy) − DSc(0)(qy) + Duq(qy)
] · νqΩ ′(qy)578
× det q|q−tνΩ ′(y)| dσy579
= −
∫
∂Ω ′
(
DSc(0)(qx − qy)
) · q−tνΩ ′(y)
[
Sc(0),q,Z(qy) − Sc(0)(qy) + uq(qy)
]
580
× det q dσy581
−
∫
∂Ω ′
Sc(0)(qx − qy)
[
DSc(0),q,Z(qy) − DSc(0)(qy) + Duq(qy)
] · q−tνΩ ′(y)582
× det q dσy, (25)583
for all x ∈ clΩ . Since 0 ∈ Ω ⊆ Ω ′, there exists a bounded open subset Ω ′′ of Rn such584
that ∂Ω ′ ⊆ Ω ′′ ⊆ clΩ ′′ ⊆ Rn \ Zn . By Theorem 3, the map from D+n (R) to C1(clΩ ′′)585
which takes q to Sc(0),q,Z ◦ q|clΩ ′′ is real analytic. Since Sc(0) is analytic in Rn \ {0} and586
0 /∈ qclΩ ′′ for all q ∈ D+n (R), known results on composition operators imply that the map587
from D+n (R) to C1(clΩ ′′) which takes q to Sc(0) ◦ q|clΩ ′′ is real analytic (cf. Böhme and588
Tomi [6, p. 10], Henry [14, p. 29], Valent [28, Thm. 5.2, p. 44]). Since uq(qy) = 12ndet q |qy|2589
for all y ∈ clΩ ′′, the map from D+n (R) to C1(clΩ ′′) which takes q to uq(q·) is real analytic.590
Since the restriction operator from C1(clΩ ′′) to C1(∂Ω ′) is linear and continuous, the maps591
from D+n (R) to C0(∂Ω ′) which take q to the function [Sc(0),q,Z◦q−Sc(0)◦q+uq(q·)]|∂Ω ′ and592
to the function [DSc(0),q,Z(q·)−DSc(0)(q·)+Duq(q·)]|∂Ω ′ are real analytic. Then by a result593
on integral operators with real analytic kernels and with no singularity, for each q˜ ∈ clQ,594
there exists an open neighborhood Wq˜ of q˜ in D+n (R) and ρ˜ > 0 such that the map from Wq˜595
to C0
ω,ρ˜
(clΩ) which takes q to the sum of the two integral operators in the right-hand side596
of integral representation (25) for Rc(0),q,Z,Sc(0) (q·)|clΩ + uq(q·)|clΩ is real analytic (cf. [17,597
Thm. 3.1]). Since the map from Wq˜ to C0ω,ρ˜(clΩ) which takes q to uq(q·)|clΩ is obviously598
real analytic, the map from Wq˜ to C0ω,ρ˜(clΩ) which takes q to Rc(0),q,Z,Sc(0) (q·)|clΩ is real599
analytic. Since the compact set clQ can be covered by a finite family of open neighborhoods600
as Wq˜ , the proof of case κ = 0 is complete.601
We now turn to consider case κ = 0. Since Z = ∅, Sc(κ),q,Z ◦ q satisfies equation602
Lc(κ),q [Sc(κ),q,Z ◦ q] = (det q)−1
∑
z∈Zn
δz,603
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[cf. (11)], and we deduce that Rc(κ),Z,Sc(κ) (q) ≡ Rc(κ),q,Z,Sc(κ) ◦ q|clΩ ′ solves the equation604
Lc(κ),q
[
Rc(κ),Z,Sc(κ) (q)
]
= 0 in Ω ′.605
Then by performing a change of variables, we have606
(Δ + κ2) [Rc(κ),q,Z,Sc(κ)
] = 0 in qΩ ′.607
Since Rc(κ),q,Z,Sc(κ) = Sc(κ),q,Z − Sc(κ) in an open neighborhood of ∂(qΩ ′), then the Green608
representation formula implies that609
Rc(κ),q,Z,Sc(κ) (ξ) =
∫
∂(qΩ ′)
∂
∂νqΩ ′(η)
Sc(κ)(ξ − η)
[
Sc(κ),q,Z(η) − Sc(κ)(η)
]
dση610
−
∫
∂(qΩ ′)
Sc(κ)(ξ − η) ∂
∂νqΩ ′(η)
[
Sc(κ),q,Z(η) − Sc(κ)(η)
]
dση ∀ξ ∈ qΩ ′,611
and in particular for all ξ ∈ qclΩ ⊆ qΩ ′. By elementary calculus, we have612
∂
∂νqΩ ′
[
Sc(κ),q,Z − Sc(κ)
]
(qy) = [D(Sc(κ),q,Z − Sc(κ))(qy)
] · νqΩ ′(qy) ∀y ∈ ∂Ω ′,613
and thus we obtain614
Rc(κ),q,Z,Sc(κ) (qx)615
= −
∫
∂Ω ′
(
DSc(κ)(qx − qy)
) · νqΩ ′(qy)
[
Sc(κ),q,Z(qy) − Sc(κ)(qy)
]
616
× det q|q−tνΩ ′(y)| dσy617
−
∫
∂Ω ′
Sc(κ)(qx − qy)
[
DSc(κ),q,Z(qy) − DSc(κ)(qy)
] · νqΩ ′(qy)618
× det q|q−tνΩ ′(y)| dσy619
= −
∫
∂Ω ′
(
DSc(κ)(qx − qy)
) · q−tνΩ ′(y)
[
Sc(κ),q,Z(qy) − Sc(κ)(qy)
]
det q dσy620
−
∫
∂Ω ′
Sc(κ)(qx − qy)
[
DSc(κ),q,Z(qy) − DSc(κ)(qy)
] · q−tνΩ ′(y)det q dσy, (26)621
for all x ∈ clΩ . Since 0 ∈ Ω ⊆ Ω ′, there exists a bounded open subset Ω ′′ of Rn such that622
∂Ω ′ ⊆ Ω ′′ ⊆ clΩ ′′ ⊆ Rn\Zn . Now let W˜ be a bounded open neighborhood of clQ in D+n (R)623
such that Z(c(κ), q) ⊆ Z for all q ∈ clW˜ and that clW˜ ⊆ D+n (R). By Theorem 3, the map624
from W˜ to C1(clΩ ′′) which takes q to Sc(κ),q,Z ◦q|clΩ ′′ is real analytic. Since Sc(κ) is analytic625
in Rn \ {0} and 0 /∈ qclΩ ′′ for all q ∈ D+n (R), known results on composition operators imply626
that the map fromD+n (R) to C1(clΩ ′′)which takes q to Sc(κ)◦q|clΩ ′′ is real analytic (cf. Böhme627
and Tomi [6, p. 10], Henry [14, p. 29], Valent [28, Thm. 5.2, p. 44]). Since the restriction628
operator from C1(clΩ ′′) to C1(∂Ω ′) is linear and continuous, the maps from W˜ to C0(∂Ω ′)629
which take q to [Sc(κ),q,Z ◦ q − Sc(κ) ◦ q]|∂Ω ′ and to [DSc(κ),q,Z(q·) − DSc(κ)(q·)]|∂Ω ′ are630
real analytic. Then by a result on integral operators with real analytic kernels and with no631
singularity, for each q˜ ∈ clQ, there exists an open neighborhood Wq˜ of q˜ contained in W˜632
and ρ˜ > 0 such that the map from Wq˜ to C0ω,ρ˜(clΩ) which takes q to the sum of two integral633
operators in the right-hand side of integral representation (26) for Rc(κ),q,Z,Sc(κ) (q·)|clΩ is634
real analytic (cf. [17, Thm. 3.1]). Since the compact set clQ can be covered by a finite family635
of open neighborhoods as Wq˜ , the proof of case κ = 0 is complete. unionsq636
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In order to prove the analyticity of Rc(κ),q,Z,Sc(κ) (qx) upon (q, x), we need the following637
technical lemma.638
Lemma 3 Let Ω be a bounded open subset of Rn. Let O be an open subset of D+n (R). Let639
ρ > 0. Let F be a real analytic map from O to C0ω,ρ(clΩ). Then the map F˜ from O × Ω to640
C defined by641
F˜(q, x) ≡ F(q)(x) ∀(q, x) ∈ O × Ω,642
is real analytic.643
Proof We first prove by induction on m ∈ N that F˜ is of class Cm(O × Ω) and that if α,644
β ∈ Nn , |(α, β)| = |α| + |β| ≤ m, then645
Dβx D
α
q F(q)(x) = Dαq Dβx F˜(q, x) ∀(q, x) ∈ O × Ω. (27)646
We first consider case m = 0. Since α = β = 0, the statement concerning the derivatives is647
satisfied by definition of F˜ and we turn to prove the continuity of F˜ . Let (q˜, x˜) ∈ O × Ω .648
Let r ∈]0,+∞[ be such that BDn(R)(q˜, r) × Bn(x˜, r) has closure contained in O × Ω . Now649
let  ∈]0,+∞[. By the continuity of F , there exists δ ∈]0, r [ such that650
|q − q˜| < δ ⇒ ‖F(q˜) − F(q)‖C0ω,ρ(clΩ) < /2. (28)651
Since F(q˜) is real analytic in Ω , possibly shrinking δ, we can assume that652
|x − x˜ | < δ ⇒ |F(q˜)(x˜) − F(q˜)(x)| < /2. (29)653
Then by combining (28) and (29), we conclude that654
|x − x˜ | < δ, |q − q˜| < δ ⇒ |F˜(q˜, x˜)− F˜(q, x)| = |F(q˜)(x˜)− F(q)(x)| < /2+ /2 = ,
(30)655
and thus F˜ is continuous at (q˜, x˜).656
Next we fix m ∈ N and we show that if F˜ is of class Cm in O × Ω and if (27) holds true657
for m, then F˜ is of class Cm+1 in O × Ω and if α, β ∈ Nn , |(α, β)| = |α| + |β| = m + 1,658
then (27) is satisfied. It suffices to prove that if α, β ∈ Nn , |(α, β)| = |α| + |β| = m, then659
Dαq D
β
x F˜ has first-order continuous partial derivatives with respect to the variables q11, …,660
qnn , x1, …, xn in O × Ω and that661
Dq j j
(
Dαq D
β
x F˜
)
(q, x) = Dβx Dq j j Dαq F(q)(x),662
Dx j
(
Dαq D
β
x F˜
)
(q, x) = Dx j Dβx Dαq F(q)(x), (31)663
for all (q, x) ∈ O × Ω and j ∈ {1, . . . , n}. Let (q˜, x˜) ∈ O × Ω . We first prove that664
Dq j j (Dαq D
β
x F˜) is continuous at (q˜, x˜) for all j ∈ {1, . . . , n}. By assumption, F is analytic665
from O to C |β|+1(clΩ). Since Dβx is linear and continuous from C |β|+1(clΩ) to C1(clΩ),666
we conclude that Dαq D
β
x F is analytic from O to C1(clΩ). Hence, Dq j j (Dαq Dβx F) exists and667
is continuous at q˜ as a map from O to C1(clΩ). Since the limit of the incremental ratio668
which defines Dq j j (Dαq D
β
x F) exists uniformly in x ∈ clΩ and Dαq Dβx F = Dαq Dβx F˜ , we669
deduce that Dq j j (Dαq D
β
x F˜) exists and equals Dq j j (Dαq D
β
x F). Then the same argument we670
have exploited to prove (30) shows that Dq j j Dαq Dβx F˜ is continuous at (q˜, x˜).671
Next we prove that Dx j Dαq D
β
x F˜ exists and is continuous at (q˜, x˜). Since Dαq D
β
x F is672
analytic from O to C1(clΩ) and Dx j is linear and continuous from C1(clΩ) to C0(clΩ),673
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the map Dx j Dαq D
β
x F is analytic from O to C0(clΩ) and Dx j Dαq Dβx F exists and is con-674
tinuous at q˜ as a map from O to C0(clΩ). Since Dαq Dβx F = Dαq Dβx F˜ , we deduce that675
Dx j Dαq D
β
x F˜ = Dx j Dαq Dβx F . Then the same argument we have exploited to prove (30)676
shows that Dx j Dαq D
β
x F˜ = Dx j Dαq Dβx F is continuous at (q˜, x˜). Hence, all partial deriva-677
tives of F˜ up to order m + 1 are continuous, and F˜ is of class Cm+1.678
We now prove the first equality of (31). If β = 0, the first equality of (31) is obvious. We679
now assume that β = 0. There is no loss of generality in assuming that β1 > 0. Since F˜ is680
of class Cm+1, inequality (27) in case |(α, β)| ≤ m implies that681
Dq j j
(
Dαq D
β
x F˜
)
(q, x) = De1x Dβ−e1x Dq j j Dαq F˜(q, x)682
= De1x Dβ−e1x Dq j j Dαq F(q)(x) = Dβx Dq j j Dαq F(q)(x) ∀(q, x) ∈ O × Ω,683
and thus the first equality of (31) holds true.684
We now prove the second equality of (31). By the analyticity of Dαq F from O to685
C |β|+1(clΩ) and by the linearity and continuity of Dβx from C |β|+1(clΩ) to C1(clΩ), the686
map Dβx Dαq F is analytic from O to C1(clΩ). Moreover the inductive assumption implies687
that (27) holds. Since Dβx Dαq F(q) ∈ C1(clΩ) and F˜ is of class Cm+1, we can take the Dx j688
derivative in both hand sides of (27) and obtain the second equality of (31). Thus the proof689
of our inductive argument is complete. Then F˜ ∈ C∞(O × Ω) and we now turn to prove690
that F˜ is analytic. By a known analyticity criterion, it suffices to show that if K1 and K2 are691
compact subsets of O and Ω , respectively, then there exists r ∈]0,+∞[ such that692
sup
α,β∈Nn
r |α+β|
|α + β|! sup(q,x)∈K1×K2
|Dαq Dβx F˜(q, x)| < +∞.693
Since F is analytic, then there exist r1, M1 ∈]0,+∞[ such that694
sup
α∈Nn
r
|α|
1
|α|! ‖D
α
q F(q)‖C0ω,ρ(clΩ) ≤ M1695
for all q ∈ K1. Hence,696
r
|α|
1
|α|!
ρ|β|
|β|! supx∈clΩ |D
β
x D
α
q F˜(q, x)| ≤ M1697
for all α, β ∈ Nn , q ∈ K1. Since |α|!|β|! ≤ |α + β|!, we have698
(min{r1, ρ})|α+β|
|α + β|! |D
β
x D
α
q F˜(q, x)| ≤ M1699
for all (q, x) ∈ K1 × K2 and for all α, β ∈ Nn . Hence, F˜ is real analytic. unionsq700
Theorem 4 and Lemma 3 imply the validity of the following.701
Theorem 5 Let κ ∈ C. Let Z = {0} if κ = 0 and Z = ∅ if κ = 0. Let Q be an open subset of702
D
+
n (R) such that Z(c(κ), q) ⊆ Z for all q ∈ Q. Let Sc(κ) be a fundamental solution of Δ+κ2.703
Then the map from Q × ((Rn \ Zn) ∪ {0}) to R which takes (q, x) to Rc(κ),q,Z,Sc(κ) (qx) is704
real analytic.705
Then we have the following.706
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Theorem 6 Let κ ∈ C. Let Z = {0} if κ = 0 and Z = ∅ if κ = 0. Let q0 ∈ D+n (R) be such707
that Z(c(κ), q0) ⊆ Z. Let Ω ′ be a bounded open subset of Rn such that708
clΩ ′ ⊆ (Rn \ q0Zn) ∪ {0}.709
Let Sc(κ) be a fundamental solution of Δ + κ2. Then there exist ρ′ ∈]0,+∞[ and an open710
neighborhood Q0 of q0 in D+n (R) such that711
Z(c(κ), q) ⊆ Z ∀q ∈ clQ0, clΩ ′ ⊆ (Rn \ qZn) ∪ {0} ∀q ∈ Q0 , (32)712
and such that the map from Q0 to C0ω,ρ′(clΩ ′) which takes q to Rc(κ),q,Z,Sc(κ) (·)|clΩ ′ is real713
analytic.714
Proof By assumption q−10 clΩ ′ ⊆ (Rn \ Zn) ∪ {0}. Let Ψ be the map from D+n (R) × Rn to715
R
n defined by716
Ψ (q, x) ≡ q−1x ∀(q, x) ∈ D+n (R) × Rn .717
Since Ψ is continuous, the set Ψ ← ((Rn \ Zn) ∪ {0}) is an open neighborhood of the compact718
set {q0} × clΩ ′. Next we endow D+n (R) × Rn by the distance defined by719
d((q1, x1), (q2, x2)) = |q1 − q2| + |x1 − x2| ∀(q1, x1), (q2, x2) ∈ D+n (R) × Rn .720
Let δ ∈]0,+∞[ be less than the distance between {q0} × clΩ ′ and the complement of721
Ψ ← ((Rn \ Zn) ∪ {0}). Then we have clBDn(R)(q0, δ)× clΩ ′ ⊆ Ψ ← ((Rn \ Zn) ∪ {0}), and722
accordingly the second inclusion in (32) holds for all q ∈ clBDn(R)(q0, δ). If κ = 0, then723
Z(c(κ), q) = {0} = Z for all q ∈ D+n (R), and in particular for all q ∈ clBDn(R)(q0, δ). We724
now show that if κ = 0, then possibly taking a smaller δ, we can assume that Z(c(κ), q) =725
∅ = Z for all q ∈ clBDn(R)(q0, δ). Let δ1 ∈]0,+∞[ be such that clBDn(R)(q0, δ1) ⊆ D+n (R).726
By (18), we have727
Z(c(κ), q) ⊆ Zn ∩ clBn(0, ρ1)728
with ρ1 ≡ |κ|
(
2π min
q∈clBDn (R)(q0,δ1)
min
j∈{1,...,n} q
−1
j j
)−1
(33)729
for all q ∈ clBDn(R)(q0, δ1). Since Z(c(κ), q0) = ∅, the continuous function κ2 −730
4π2|q−10 z|2 does not vanish for z in the compact set Zn ∩ clBn(0, ρ1). Hence, pos-731
sibly taking a smaller δ, we may assume that κ2 − 4π2|q−1z|2 does not vanish for732
z ∈ Zn ∩ clBn(0, ρ1) when q ∈ clBDn(R)(q0, δ). Hence, the inclusion in (33) implies733
that Z(c(κ), q) = ∅ for all q ∈ clBDn(R)(q0, δ). By Theorem 5 and by equality734
Rc(κ),q,Z,Sc(κ) (x) = Rc(κ),q,Z,Sc(κ) (qΨ (q, x)), the map which takes the pair (q, x) to735
Rc(κ),q,Z,Sc(κ) (x) is analytic in an open neighborhood of cl
(
BDn(R)(q0, δ) × Ω ′
)
. Then there736
exists ρ′′ ∈]0,+∞[ such that the map which takes the pair (q, x) to Rc(κ),q,Z,Sc(κ) (x) belongs737
to C0
ω,ρ′′(cl
(
BDn(R)(q0, δ) × Ω ′
)
). Then one can prove that the map from BDn(R)(q0, δ) to738
C0
ω,ρ′(clΩ
′) which takes q to Rc(κ),q,Z,Sc(κ) (·)|clΩ ′ is real analytic for all ρ′ ∈]0, ρ′′[ (cf. [8,739
Prop. A1]). unionsq740
5.3 Two more analyticity results for Sc(κ),q,Z ◦ q741
Since Sc(κ),q,Z = Sc(κ) + Rc(κ),q,Z,Sc(κ) , and Sc(κ) is analytic in Rn \ {0}, Theorem 5 implies742
the validity of the following.743
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Theorem 7 Let κ ∈ C. Let Z = {0} if κ = 0 and Z = ∅ if κ = 0. Let Q be an open subset744
of D+n (R) such that Z(c(κ), q) ⊆ Z for all q ∈ Q. Then the map from Q × (Rn \ Zn) to R745
which takes (q, x) to Sc(κ),q,Z(qx) is real analytic.746
Example 1 If we choose κ = 0 in (15)–(17), then we have P[c(0), D] = Δ and Z(c(0), q) =747
{0} for all q ∈ D+n (R). Then Sc(0),q,Z(x) with Z = {0} equals the sum of the series in (4)748
and Theorem 7 ensures the analyticity of Sc(0),q,Z(qx) in (q, x) ∈ D+n (R) × (Rn \ Zn), and749
accordingly the analyticity of the sum of the series in (4) in the set of (q, x) ∈ D+n (R) × Rn750
such that q−1x /∈ Zn , i.e., jointly in the variables q and x .751
Example 2 If we choose κ = 0 in (15)–(17) and if we take an open subset Q of D+n (R)752
such that −κ2 is not an eigenvalue of Δ in the space of q-periodic distributions in Rn for all753
q ∈ Q, we have P[c(κ), D] = Δ + κ2 and Z(c(κ), q) = ∅ for all q ∈ Q. Then Sc(κ),q,Z(x)754
with Z = ∅ equals the sum of the following series755
−
∑
z∈Zn
1
mn(Q)(4π2|q−1z|2 − κ2)e
2π i(q−1z)·x , (34)756
and Theorem 7 ensures the analyticity of Sc(κ),q,Z(qx) in (q, x) ∈ Q × (Rn \ Zn), and757
accordingly the analyticity of the sum of the series in (34) in the set of (q, x) ∈ Q×Rn such758
that q−1x /∈ Zn , i.e., jointly in the variables q and x .759
Finally, we have the following.760
Theorem 8 Let κ ∈ C. Let Z = {0} if κ = 0 and Z = ∅ if κ = 0. Let Q be a bounded open761
subset of D+n (R) such that clQ ⊆ D+n (R) and that Z(c(κ), q) ⊆ Z for all q ∈ clQ. Let Ω762
be a bounded open subset of Rn such that763
clΩ ⊆ Rn \ Zn .764
Then there exists ρ ∈]0,+∞[ such that the map from Q to C0ω,ρ(clΩ) which takes q to the765
function Sc(κ),q,Z(q·)|clΩ is real analytic.766
Proof Let Sc(κ) be a fundamental solution of Δ + κ2. Since Sc(κ)(qx) is analytic in an open767
neighborhood of the set cl(Q × Ω), then there exists ρ′ ∈]0,+∞[ such that Sc(κ)(qx) ∈768
C0
ω,ρ′(cl(Q×Ω)). Then the map from Q to C0ω,ρ(clΩ), which takes q to Sc(κ)(q·)|clΩ is real769
analytic for all ρ ∈]0, ρ′[ (cf. [8, Prop. A1]). Then equality Sc(κ),q,Z = Sc(κ)+ Rc(κ),q,Z,Sc(κ)770
and Theorem 4 imply the validity of the statement. unionsq771
6 Appendix772
We now prove technical Theorem 2, and we first consider statements (i) and (ii).773
Proof (of statements (i) and (ii) of Theorem 2) Statement (i) follows by condition (19) and774
by classical elliptic regularity theory (cf. e.g., Lions and Magenes [21, Thm. 5.4, p. 165]). We775
now prove statement (ii). We consider the map A from W × Hk−2(Ω)× (Hk(Ω)∩ H10 (Ω))776
to the space Hk−2(Ω) defined by the equality777
A(b, f, v) ≡ L˜c(κ),b[v] − f778
for all (b, f, v) ∈ W × Hk−2(Ω) × (Hk(Ω) ∩ H10 (Ω)). By definition, the set of zeros779
of A coincides with the graph of Φc(κ),k . Moreover, A is real analytic and if (b, f ) ∈780
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W × Hk−2(Ω), then the partial Fréchet differential dv A(b, f, Φc(κ),k[b, f ]) of A at the781
point (b, f, Φc(κ),k[b, f ]) with respect to the variable v coincides with the map L˜c(κ),b from782
Hk(Ω) ∩ H10 (Ω) to Hk−2(Ω), which is a linear homeomorphism by statement (i). Then783
the implicit function theorem in Banach spaces implies that Φc(κ),k is real analytic (cf. e.g.,784
Deimling [11, Thm. 15.3]). unionsq785
Next we plan to compute the Taylor expansion of Φc(κ),1 around each point of its domain.786
Since Φc(κ),1 is linear in the second variable f , it suffices to compute the partial differential787
of order j of Φc(κ),1 with respect to b at the point (v1, . . . , v j ) with v1 = · · · = v j ≡ v for788
all natural numbers j . We do so by means of the following.789
Proposition 4 Let κ ∈ C. Let Ω be a bounded open Lipschitz subset of Rn. Let W be an790
open subset of D+n (R) such that condition (19) holds true. Let f ∈ H−1(Ω). Let φ×c(κ), f be791
the map from W to H10 (Ω) defined by792
φ×c(κ), f (b) ≡ Φc(κ),1[b, f ] ∀b ∈ W.793
Then the following statements hold.794
(i) L˜c(κ),b[φ×c(κ), f (b)] = f for all b ∈ W .795
(ii) Let j ∈ N \ {0}. The j-order differential of the map φ×c(κ), f (b) at the point b satisfies796
the equality797
L˜c(κ),b
⎡
⎣d jφ×c(κ), f (b)[
j times︷ ︸︸ ︷
v, . . . , v]
⎤
⎦ = − j L˜c(κ)∗,v
⎡
⎣d j−1φ×c(κ), f (b)[
( j−1) times︷ ︸︸ ︷
v, . . . , v ]
⎤
⎦ ,798
for all b ∈ W and v ∈ Dn(R).799
(iii) Let b ∈ W . Then800
d jφ×c(κ), f (b)[
j times︷ ︸︸ ︷
v, . . . , v] = (−1) j j !
(
L˜(−1)c(κ),b ◦ L˜c(κ)∗,v
) j [φ×c(κ), f (b)] ∀v ∈ Dn(R).801
for all j ∈ N.802
Proof The proof follows the lines of that of Proposition 3. Statement (i) is an immediate803
consequence of the definition of φ×c(κ), f . We now prove statement (ii). Since804
L˜c(κ),b
[
φ×c(κ), f (b)
]
= L˜c(κ)∗,b
[
φ×c(κ), f (b)
]
+ κ2φ×c(κ), f (b)805
and L˜c(κ)∗,b[v] is bilinear in the variable (b, v), and φ×c(κ), f is differentiable in b, standard806
differentiation rules imply the validity of formula (13) with S×I,c,Z(b), c and c∗ replaced by807
φ×c(κ), f (b), c(κ) and c(κ)∗, respectively, for all (b, v) ∈ W˜ × Dn(R) and j ∈ N \ {0}. By (i),808
we have809
d j
{
L˜c(κ),b
[
φ×c(κ), f (b)
]}
[v, . . . , v] = 0810
for all (b, v) ∈ W˜ × Dn(R) and j ∈ N \ {0}, and thus statement (ii) holds true.811
We now prove statement (iii), and we argue by induction on j . If j = 0, then the statement812
is obvious. We now assume that the statement holds for j and we prove it for j + 1. By813
statement (ii) and by the inductive assumption, we deduce the validity of formula (14) with814
S×I,c,Z(b), c and c∗ replaced by φ
×
c(κ), f (b), c(κ) and c(κ)
∗
, respectively. Then by applying815
L˜(−1)c(κ),b to both hand sides, we obtain the formula of the statement with ( j + 1). unionsq816
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By the continuity of the imbedding of H10 (Ω) into H−1(Ω), and by Proposition 4 and by817
standard calculus in Banach space, we readily deduce the following.818
Corollary 1 Let κ ∈ C. Let Ω be a bounded open Lipschitz subset of Rn. Let W be an open819
subset of D+n (R) such that condition (19) holds true. Let (b, f ) ∈ W × H10 (Ω). Then there820
exists r ∈]0,+∞[ such that clBDn(R)(b, r) ⊆ W and such that821
Φc(κ),1[b, f ] = Φc(κ),1[b, f ] + L˜(−1)c(κ),b [ f − f ]822
+
∞∑
j=1
(−1) j
(
L˜(−1)
c(κ),b ◦ L˜c(κ)∗,b−b
) j [
φ×
c(κ), f  (b
)
]
, (35)823
for all (b, f ) ∈ BDn(R)(b, r)× H10 (Ω), where the series is normally convergent in H10 (Ω).824
Now the right-hand side of (35) delivers a (nonlinear) analytic map from the set825
BDn(R)(b, r) × H10 (Ω) to H10 (Ω) and we know that H10 (Ω) is contained in both H˜ k−2(Ω)826
and H˜ k(Ω) when k < 1 is an integer, and we ask whether there exists a nonlinear analytic827
map from BDn(R)(b, r) × H˜ k−2(Ω) to H˜ k(Ω) which extends the right-hand side of (35)828
perhaps for a smaller r and when k < 1 is an integer.829
The idea is to replace the operator “factor”
(
L˜(−1)
c(κ),b ◦ L˜c(κ)∗,b−b
)
which appears in the830
right-hand side of (35) and which maps H10 (Ω) to itself by a linear and continuous map831
from H˜ k(Ω) to H˜ k(Ω) which extends the restriction of
(
L˜(−1)
c(κ),b ◦ L˜c(κ)∗,b−b
)
to H10 (Ω),832
and to show that the corresponding “replacement” series converges normally in H˜ k(Ω) for a833
perhaps smaller r . Since such a series is in the form of a power series in the variable b, its sum834
is real analytic. Then we observe that the sum of the first two terms in the right-hand side of835
(35) equals L˜(−1)
c(κ),b [ f ] and can be extended to a linear and continuous map from H˜ k−2(Ω)836
to H˜ k(Ω) of the variable f . Hence the sum of such extension and of the “replacement series”837
delivers an analytic function which equals the left-hand side of (35) if we choose the argument838
(b, f ) in BDn(R)(b, r) × H10 (Ω) (for the smaller r ).839
To do so, we need the following technical statement. For the convenience of the reader,840
we include a proof.841
Theorem 9 Let c ∈ E0. Let Ω be a bounded open Lipschitz subset of Rn, b ∈ D+n (R). Let842
L˜c,b be a linear homeomorphism from H10 (Ω) onto H−1(Ω). Then the following statements843
hold.844
(i) Let k ∈ N \ {0}. If Ω is of class Ck−1,1, then L˜c,b is a linear homeomorphism from845
Hk(Ω) ∩ H10 (Ω) onto Hk−2(Ω).846
(ii) Let k ∈ Z, k ≤ 0. If Ω is of class C1−k,1, then there exists ck ∈]0,+∞[ such that847
‖L˜(−1)c,b [ f ]‖H˜ k (Ω) ≤ ck‖ f ‖H˜ k−2(Ω) ∀ f ∈ H10 (Ω).848
In particular there exists a unique linear and continuous operator Tc,b,k from H˜k−2(Ω)849
to H˜ k(Ω) which extends the restriction to H10 (Ω) of L˜(−1)c,b .850
Proof Since L˜c,b is a linear homeomorphism from H10 (Ω) onto H−1(Ω), statement (i)851
follows by classical elliptic regularity theory (cf. e.g., Lions and Magenes [21, Thm. 5.4,852
p. 165]). We now turn to prove statement (ii) by transposition. Since k ≤ 0, we have 2−k ≥ 2853
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and statement (i) implies that L˜c,b is a linear homeomorphism from H2−k(Ω)∩ H10 (Ω) onto854
H−k(Ω). Since Ω is a Lipschitz subset of Rn , the space H˜ s(Ω) coincides with the subspace855
HsclΩ ≡
{
u ∈ Hs(Rn) : supp u ⊆ clΩ} ,856
of Hs(Rn), for each s ∈ R, and the map from HsclΩ = H˜ s(Ω) to the dual (H−s(Ω))′, which857
takes v ∈ HsclΩ to the element of (H−s(Ω))′ defined by858
< v, u >≡
∫
Rn
vˆUˆ dx ∀u ∈ H−s(Ω),859
where U is any element of H−s(Rn) such that U|Ω = u is a linear isometry for each s ∈ R860
(cf. e.g., McLean [23, Thm 3.14 (i), Thm. 3.29]). Thus H˜ k−2(Ω) is homeomorphic to the861
dual of H2−k(Ω) and H˜ k(Ω) is homeomorphic to the dual of H−k(Ω). Next we set862
(
H2−k(Ω) ∩ H10 (Ω)
)o ≡
{
v ∈ (H˜2−k(Ω))′ :< v, u >= 0 ∀u ∈ H2−k(Ω) ∩ H10 (Ω)
}
,863
and we denote by π the canonical projection from (H˜2−k(Ω))′ onto the quotient space864
(H˜2−k(Ω))′/(H2−k(Ω) ∩ H10 (Ω))o, and by j the inclusion of H2−k(Ω) ∩ H10 (Ω) into865
H2−k(Ω). Then it is known that the transpose map j t is linear and continuous from866
(H2−k(Ω))′ to (H2−k(Ω) ∩ H10 (Ω))′, and that867
Ker j t = (H2−k(Ω) ∩ H10 (Ω))o ,868
and that the unique linear map ( j t )∼ such that869
j t = ( j t )∼ ◦ π870
is a linear homeomorphism from (H2−k(Ω))′/(H2−k(Ω) ∩ H10 (Ω))o onto the dual871
(H2−k(Ω) ∩ H10 (Ω))′. Now the transpose map (L˜(−1)c,b )t is a linear homeomorphism from872
(H2−k(Ω) ∩ H10 (Ω))′ onto (H−k(Ω))′. Hence the composite map873
(
L˜(−1)c,b
)t ◦ ( j t )∼ ◦ π =
(
L˜(−1)c,b
)t ◦ j t874
is linear and continuous from (H2−k(Ω))′ to (H−k(Ω))′, which are canonically isomorphic875
to H˜ k−2(Ω) and to H˜ k(Ω), respectively. In particular, there exists ck ∈]0,+∞[ such that876
‖
(
L˜(−1)c,b
)t ◦ j t [ f ]‖H˜ k (Ω) ≤ ck‖ f ‖H˜ k−2(Ω) ∀ f ∈ H10 (Ω),877
with the due canonical identifications. Thus statement (ii) follows by the equality878
(
L˜(−1)c,b
)t ◦ j t [ f ] = L˜(−1)c,b [ f ] ∀ f ∈ H10 (Ω), (36)879
which we now turn to prove. Let f ∈ H10 (Ω). It suffices to show that if u ∈ H−k(Ω), then880
< (L˜(−1)c,b )
t ◦ j t [ f ], u >=< L˜(−1)c,b [ f ], u > .881
Now we have882
<
(
L˜(−1)c,b
)t ◦ j t [ f ], u >=< j t [ f ], L˜(−1)c,b [u] >= < f, j[L˜(−1)c,b [u]]> = < f, L˜(−1)c,b [u] >,883
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by definition of transpose map. Indeed, j is an inclusion map. By statement (i) with k replaced884
by 2 and by 2 − k, and by the membership of f in H10 (Ω) ⊆ L2(Ω) and of u in H−k(Ω),885
we know that886
ξ ≡ L˜(−1)c,b [ f ] ∈ H2(Ω) ∩ H10 (Ω), v ≡ L˜(−1)c,b [u] ∈ H2−k(Ω) ∩ H10 (Ω).887
Then we have888
< f, L˜(−1)c,b [u] >=< L˜c,b[ξ ], v >=
∫
Ω
L˜c,b[ξ ]v dx .889
Since both ξ and v belong to H2(Ω) and have trace equal to 0 on ∂Ω , the second Green890
identity implies that891
∫
Ω
L˜c,b[ξ ]v dx =
∫
Ω
ξ L˜c,b[v] dx =< ξ, L˜c,b[v] >=< L˜(−1)c,b [ f ], u >,892
(cf. e.g., McLean [23, Lem. 4.1, p. 114]). Hence, equality (36) holds true and the proof is893
complete. unionsq894
We are now ready for the following.895
Proof (of statement (iii) of Theorem 2) Clearly,896
‖L˜c(κ)∗,v[u]‖H˜ k−2(Ω) =
∥∥∥∥∥∥
n∑
j=1
v j j
∂2
∂x2j
u
∥∥∥∥∥∥
H˜ k−2(Ω)
≤ n|v|‖u‖H˜ k (Ω)897
∀(v, u) ∈ Dn(R) × H˜ k(Ω),898
and accordingly,899
‖L˜c(κ)∗,v‖L(H˜ k (Ω),H˜ k−2(Ω)) ≤ nr ∀v ∈ BDn(R)(0, r),900
for all r ∈]0,+∞[. By Theorem 9 (ii), the operator Tc(κ),b,k is linear and continuous from901
H˜ k−2(Ω) to H˜ k(Ω) for all b ∈ W . Thus if we choose r ∈]0,+∞[ as in Corollary 1 and902
such that r < 2−1n−1‖Tc(κ),b,k‖−1L(H˜ k−2(Ω),H˜ k (Ω)), then we have903
‖Tc(κ),b,k ◦ L˜c(κ)∗,v‖L(H˜ k (Ω),H˜ k (Ω))904
≤ ‖Tc(κ),b,k‖L(H˜ k−2(Ω),H˜ k (Ω))‖L˜c(κ)∗,v‖L(H˜ k (Ω),H˜ k−2(Ω))905
≤ ‖Tc(κ),b,k‖L(H˜ k−2(Ω),H˜ k (Ω))nr < 2−1 ∀v ∈ BDn(R)(0, r).906
Hence, the membership of φ×
c(κ), f  (b
) in H10 (Ω) = H˜1(Ω) ⊆ H˜ k(Ω) implies that907
the power series in the right-hand side of (35) with
(
L˜(−1)
c(κ),b ◦ L˜c(κ)∗,b−b
)
replaced by908 (
Tc(κ),b,k ◦ L˜c(κ)∗,b−b
)
is normally convergent in H˜ k(Ω) for all b ∈ BDn(R)(b, r). Accord-909
ingly, the map Φ˜c(κ),k,b, f  from BDn(R)(b, r) × H˜ k−2(Ω) to H˜ k(Ω) defined by910
Φ˜c(κ),k,b, f  [b, f ] ≡ Tc(κ),b,k[ f ] + Tc(κ),b,k[ f − f ]911
+
∞∑
j=1
(−1) j
(
Tc(κ),b,k ◦ L˜c(κ)∗,b−b
) j [φ×
c(κ), f  (b
)]912
∀(b, f ) ∈ BDn(R)(b, r) × H˜ k−2(Ω),913
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is real analytic. Since Φc(κ),1[b, f ] = Tc(κ),b,k[ f ] for all f ∈ H10 (Ω), then Corollary 1914
ensures that equality (20) holds true. unionsq915
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