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 Accurately segmenting organs in abdominal computed tomography (CT) is 
crucial for many clinical applications such as organ-specific dose estimation. With the 
recent emergence of deep learning techniques for computer vision, many powerful 
frameworks are proposed for organ segmentation in abdominal CT images. A major 
problem with these state-of-the-art methods is that they depend on large amounts of 
training data to achieve high segmentation accuracy. Pediatric abdominal CTs are 
particularly hard to obtain since these children are much more sensitive to ionizing 
radiation than adults. It is extremely challenging to train automatic segmentation 
algorithms on pediatric CT volumes. To address these issues, we propose 2 new GAN 
architectures for abdominal CT synthesis and a combined segmentation-synthesis 
network with a built-in auxiliary classifier generative adversarial network (ACGAN) that 
conditionally generates additional features during training. All 3 frameworks are tested 
on a pediatric abdominal CT dataset collected by the Medical College of Wisconsin. Both 
of our proposed GAN architectures can generate quantitatively and qualitatively realistic 
abdominal CT images and patches. 2.5D segmentation experiments with 4-fold cross 
validation confirms our proposed segmentation framework, CFG-SegNet, is indeed high-
performing and able precisely segment reproductive organs in abdominal CTs across 
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1.1 Thesis Statement 
 
Though advanced deep learning frameworks have been proposed for multi-organ 
segmentation of abdominal computed tomography (CT) images, class imbalance remains 
a prevalent problem in many clinical datasets. Segmentation performances are poor in 
pediatric datasets containing reproductive organs due to a significant lack of training 
images. This thesis proposes three novel frameworks based on generative adversarial 
networks (GANs) to synthesize new abdominal CT, segment reproductive organs, and 
thereby improve the current segmentation performance on pediatric abdominal CT 
datasets.  
1.2 Common Medical Imaging Techniques 
 
1.2.1 History of Medical Imaging 
 
Medical imaging refers to a set of techniques used to create visual representations 
of the human body to aid clinical diagnoses. Popular medical imaging techniques include 
Magnetic Resonance Imaging (MRI), Computed Tomography (CT), X-Ray and Positron 
Emission Tomography (PET). On the other hand, electrical activity recording techniques 
such as electroencephalography (EEG) and electrocardiography (EKG) are considered 
medical imaging techniques as well since recordings can be expressed as feature maps 
[1]. However, these techniques are only considered as medical imaging in the most 
general sense and will not be discussed in this thesis.  
 The first concept of medical imaging came from the invention of X-Rays. German 
mechanical engineer Wilhelm Röntgen discovered the ability to “see through” his own 
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hand through an electron beam tube [2]. As he experimented and propagated the idea of 
using radiation to create unseen images of the human body, physicians quickly began to 
manipulate this technology to examine skeletal structures and related traumas in World 
War I. Röntgen named the radiation “X” given its unknown nature at the time of 
discovery. This rudimentary imaging technique is now commonly known as X-Rays and 
is widely used in clinics and hospitals.  
1.2.2 X-Ray  
 
 X-ray is one of the most common medical imaging techniques used to locate 
fractured bones in the body or other lesions in soft tissues. Other applications of x-ray 
include but are not limited to mammography and dental examinations [4]. Patients 
undergoing a x-ray radiography are exposed to low-dose ionizing radiation and static 
images are generated from the exposure.  As x-ray passes through the human body, they 
are absorbed at different rates in different parts of the human body. Therefore, a detector 
is placed on the other side of the human body to measure the flux and spectrum of the 
differentiated x-rays to produce images.  
1.2.3 Computed Tomography (CT) 
 
 Computed Tomography (CT) is an extended application of X-Ray. The name 
“computed tomography” hints that it is essentially a computerized version of x-ray 
imaging. During the typical process of a CT procedure, a patient is exposed to x-ray 
beams that are rotated around the body. The beams that pass through the body are 
collected by rotating detectors and are subsequently computed to produce a cross-
sectional slice of the patient. As the patient is moved along the rotating beams by a 
motorized table, an image volume can be constructed by stacking individual tomographic 
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images together. CT can be classified according to the dose of radiation: ultra-low-dose 
CT (ULDCT), low-dose CT (LDCT) and standard-dose CT (SDCT).  
1.3 Deep Learning’s Applications in Medical Imaging 
 
1.3.1 Deep Convolutional Neural Networks 
 
 Deep learning is a subfield of machine learning which uses artificial neural 
networks (ANNs) to perform various representation learning tasks. Inspired by the human 
brain, ANNs are composed of interconnected nodes called neurons. The output of each 
neuron is computed as a linear function with weights and biases as its parameters. Non-
linear activation functions such as sigmoid or hyperbolic tangent (tanh) functions are then 
used to map the linear output to a non-linear space. ANNs used in deep learning often 
have multiple layers and are considered as “deep” networks. Image recognition is a well-
studied area of deep learning and deep convolutional neural networks (dCNNs) are 
developed for the purpose of object detection and segmentation in images. dCNNs make 
use of a simple mathematical operation known as the convolution operation to perform 
feature extraction. Fig. 1.1 shows a simple example of convolutional operation in a 
dCNN. Recall a given image can be expressed as a matrix of m x n pixels, where m is the 
number of rows and n is the number of columns. We can then use a kernel, which is 
nothing but a simple filter matrix to extract features from the input image. During the 
feature extraction process, the kernel slides across an input image and performs element-




Figure 1.1 Simple convolution operation in deep convolutional neural networks. A 




can be calculated using Equation 1.1, where I is the input dimensions, O is the output 
dimensions, K is the size of the kernel, S is the stride and P is the padding. Note that 
padding is optional and can be used to create more space for the kernel to cover the entire 
image.  
O	 = 	 !	#	$	%	&'
(
+ 1                                                               (1.1) 
Using the same example illustrated in Fig. 1.1, we can computed the output dimensions 
by substituting I = 5 (5 x 5 input image), K = 3 (3 x 3 kernel), P = 0 (no padding) and S = 
1 (single stride) into Equation 1.1 to get an output dimension of 3 x 3.  
1.3.2 Object Detection and Segmentation in Medical Imaging 
 
 Before the advent of machine learning, detection and segmentation in medical 
imaging was often performed manually or using SURF (Speeded Up Robust Features) 
descriptors. SURF is an effective computer vision algorithm that is used to perform real-
time object tracking, disparity computation, object detection, motion-based segmentation 
and 3D reconstruction using image registrations. SURF detectors aim to address 
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problems related to the SIFT (Scale Invariant Feature Transform) algorithm [5], which 
uses 128-dimensional descriptors and can potentially be computationally intensive. 
Making use of the fact that Hessian-based detectors are much more stable than their 
Harris-based counterparts, SURF uses a Hessian blob detector to find points of interest in 
each image.  
 As mentioned in the previous section, images can be represented as pixel intensity 
matrices. With the rising popularity of convolutional neural networks proposed by Yann 
LeCunn [6], researchers began to develop improved frameworks for medical image 
analysis. It goes without saying that object detection is an easier task than segmentation 
in medical imaging, as segmentation requires a given algorithm to accurately detect the 
boundaries of a region of interest (ROI). Ultimately, both object detection and 
segmentation are used for computer-aided diagnosis (CAD) in real-life settings to 
highlight lesions or other ROIs in medical images.  
 Region proposal networks (RPNs) are important backbone networks in object 
detection. RPN uses the concept of anchors, which are center points of a sliding window 
which travels across a given image to identify proposed regions. A typical RPN is a 
lightweight network made up of a single classifier and a single regressor, where the 
classifier calculates the probabilities that an image region contains the target object and 
the regressor calculates the coordinates of the proposed regions. A parameter k is used to 
determine the number of proposed regions for a given image, and the number of anchors 
is a multiple of the image dimensions (height*width) and k. R-CNN is a popular object 
detection framework which incorporates RPN to extract proposals, and subsequently 
classify features for each proposal’s feature map using convolutional layers. A major 
6 
problem with R-CNN, later identified by researchers, is that R-CNN takes a huge amount 
of time to train since each proposed region is classified independently.  
 Faster R-CNN is proposed by the R-CNN’s original creators to address the 
complexity issues in R-CNN. Instead of computing region proposals directly from input 
images, feature maps are extracted and used for ROI extraction. Region proposals are 
also transformed using a special ROI pooling layer. Fig. 1.2 shows an overview of the 
Faster R-CNN framework. Faster R-CNN has been applied to identify pathological 
features in chest x-rays [7] and detecting intervertebral discs in lateral lumbar x-rays [8]. 
 The goal of image segmentation is to not only localize ROIs but to create pixel-
wise masks of them. Most segmentation tasks related to medical imaging are semantic 
segmentation, as opposed to instance segmentation where multiple objects of the same 
class are treated as individual objects. Common network architectures used to perform 
semantic segmentation on medical images include: Fully Convolutional Network (FCN) 
and its variants, Mask R-CNN and U-Net. U-Net and other related encoder-decoder 
architectures have gained notoriety in recent years due to their incredible performances 
on biomedical image segmentation. Proposed by Ronneberger et al. [10], U-Net is an 
extension of FCN where feature maps in the encoder network are concatenated to their 
counterparts in the decoder network. As graphical processing units (GPUs) gain 
popularity in the field of deep learning due to their high computing power, the U-Net 
architecture has been extended to 3D U-Nets or V-Nets to perform volumetric 
segmentation [11]. Dense V-Net, a powerful variant of V-Net which uses dense feature 
stacks and strided convolutions are used to perform multi-organ segmentation in 
abdominal CT volumes [12].  
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Figure 1.2 Faster R-CNN framework for object detection. Multiple region proposals 
are generated by RPN, and subsequently pooled via an ROI pooling layer. 
 
 
1.3.3 Image Denoising and Super-Resolution 
 
 The simplest solution to image denoising is the use of non-linear filters, which 
suppress noise while preserving edges. In recent years, however, researchers are 
constantly working on new dCNN architectures for denoising in the field of medical 
imaging. A common problem in training dCNNs for medical image denoising is that 
there is a lack of noisy medical images available in real life. One way to tackle this 
problem is to use additive white noisy images (AWNIs), which includes multiple ways to 
distort training images such as the addition of Gaussian and Poisson noise. Usually, a 
single end-to-end CNN framework is used for image denoising and in some cases prior 
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knowledge is used [13].  Besides dCNNs, autoencoders have also been applied to denoise 
mammograms and dental x-rays [14]. With the recent breakthroughs in generative 
models, generative adversarial networks (GANs) such as fidelity-embedded GAN (f-
GAN) are used to denoise unpaired low dose CT (LDCT) and standard dose CT (SDCT) 
images [15].  
 Another interesting application of dCNN on medical image analysis is image 
super-resolution. Before dCNNs were popular, interpolation techniques such as bicubic 
interpolation were commonly used to increase image resolution by enhancing spatial 
resolution. However, interpolation is quite limited and is extremely susceptible to noise in 
images. Hence, other super-resolution methods such as patched-based super-resolution 
and super-resolution reconstruction (SRR) are proposed to tackle these issues [16]. Upon 
discovering the effectiveness of dCNNs in capturing and learning image features, 
researchers have quickly found multiple use cases for GANs to enhance MRI resolutions 
[17]. Besides GANs, frameworks combining dCNNs and scaling algorithms have also 
been proposed to brain MRI images [18].  
1.3.4 Image Synthesis 
 
 Medical image synthesis and modality transfer are new trends in medical image 
analysis. With the invention of GAN, researchers can synthesize high quality, viable and 
realistic images. Besides image synthesis from noise vectors, GANs are also capable of 
performing modality transfer. Two well-known conditional GAN architectures are 
Pix2Pix [19] and CycleGAN. They are often used to perform image-to-image translation 
tasks such as CT denoising and MR reconstruction. It is important to note that although 
these tasks are ultimately used to denoise and reconstruct images, their mechanisms rely 
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heavily on modality transfer (e.g. from noisy to denoised) [21].  Pix2pix architectures 
have also been modified to generate retinal images from vessel trees [22]. As for 
unconditional synthesis, deep convolutional GANs (DCGANs) and Wasserstein GANs 
(WGANs) are often used to generate organ lesions and segmentation masks. With 
NVIDIA's latest development on progressive growing of GANs (PGANs), researchers 
can synthesize high quality skin lesion images given semantic and instance maps [23].  
1.4 Overview of Thesis Structure  
 
 All the work discussed and presented in this thesis is based on the fact that age 
imbalance is a common and unsolved problem in medical image segmentation. 
Accurately segmenting organs in abdominal computed tomography (CT) scans is crucial 
for clinical applications such as dose estimation for pre-operative planning. While many 
successful deep learning methods have been proposed for multi-organ segmentation in 
abdominal CT images, most of them require large amounts of training data to achieve 
high segmentation accuracy of up to 80 to 90%. Children are more vulnerable to ionizing 
radiation exposure in CT scans than adults, and hence very few pediatric abdominal CT 
images are clinically available. Therefore, there is a strong need for a robust 
segmentation framework that is capable of auto-generating new training images while 
maintaining a high segmentation accuracy for pediatric abdominal CT scans.  
 The arrangement of the thesis is as follows: 
● Chapter 1 provides a summary of our work, and an introduction to various 
medical imaging modalities and current deep learning techniques.  
● Chapter 2 reviews literatures on the current state of abdominal CT organ 
segmentation and its clinical usage. 
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● Chapter 3 details the methodologies and implementations of the two generative 
adversarial networks (BS-DCGAN, Age-ACGAN) proposed in this thesis. 
● Chapter 4 details the methodologies and implementations of a single feature-
generating segmentation framework (CFG-SegNet) proposed in this thesis.  
● Chapter 5 reports experimental results of the proposed models on a private 
pediatric abdominal CT dataset. 
● Chapter 6 summarizes this thesis and discusses potential extensions to our work. 
This thesis proposes two modified GAN architectures for abdominal CT synthesis and a 
novel segmentation framework that effectively combines image synthesis and organ 
segmentation in abdominal CTs. Validation with a pediatric abdominal CT dataset 
containing 120 patients shows that our proposed models are high-performing, and our 


























2.1 Clinical Significance of Abdominal CT Organ Segmentation 
 
2.1.1 Dose Estimation 
 
 As mentioned in section 1.2.3, radiation dose in CT is extremely important and 
has always been a primary research interest in the medical field. Accurately computing 
organ dose is vital to ensure the safety of patients. Rapid dose quantification can be done 
by combining dose maps calculated from Monte Carlo-based simulations and organ 
segmentation masks generated from a U-Net [25]. Fig. 2.1 shows a brief outline of the 
proposed organ dose estimation method: 
 
 
Figure 2.1 Organ dose computation framework. Monte Carlo simulation is used to 
produce dose maps which can be coupled with organ segmentation to produce organ-
specific dose maps.   
 
 
Another similar approach by Taly et. al. [25] uses Smart Segmentation Knowledge Based 
Contouring, an auto-segmentation algorithm coupled with dose maps computed with the 
12 
Monte Carlo method to generate patient-specific organ dose estimates. The auto-
segmentation algorithm effectively combines atlas-based and feature-based segmentation 
methods. Another example of using an auto-segmentation algorithm to compute organ 
dose is the use of a volumetric CNN with 3D convolutional layers [26]. The computed 
left and right kidney segmentation masks are coupled with volumetric dose maps, which 
are previously computed from single photon emission computed tomography (SPECT) 
scans. This framework provides an effective way to estimate renal radiation dose in 
abdominal CT scans.  
2.1.2 Preoperative Planning 
 
 Preoperative planning, also known as surgical planning, is the process of 
visualizing surgical interventions prior to a surgery. Preoperative planning is important 
for surgeries that are more invasive or have higher risks. In orthopedic surgeries, CT 
segmentation is particularly important during the preoperative planning phase as it 
provides vital navigation information to the surgeons. For surgeries that aim to remove 
tumors from vital organs in the abdomen, CT segmentation is often used during 
preoperative planning to identify the position of the tumor [27]. Segmentation can also be 
used during surgical simulation of the preoperative planning phase. For example, a 
surgeon can simulate a resection plane on the hepatic lobe of a patient with metastases 
from colorectal cancer.  
2.2 Current State of Abdominal CT Organ Segmentation 
 
2.2.1 Pixel-wise Segmentation 
 
 Pixel-wise segmentation is the segmentation of 2D images. Pixel-wise organ 
segmentation of CT scans is well-studied, and many high-performing architectures have 
13 
been proposed in the past. A method frequently used by clinicians to produce 
segmentation masks for a given CT scan is atlas-based segmentation. A common goal of 
atlas-based segmentation methods is to use prior knowledge from one or more atlases to 
produce new segmentation masks. To understand how atlas-based segmentation works, 
one must understand the concept of image registration.  
 Image registration is simply the transformation of multiple sets of images from 
various angles into a consolidated coordinate plane. A commonly used image registration 
algorithm is linear transformation, where two images are aligned based on a set of affine 
transformations such as rotation and shifting. Similarly, if we are given an existing CT 
image from patient A with a manually labelled liver segmentation mask, we can then 
create an image registration between patient A’s CT image and an unseen CT image from 
patient B. Using the same transformation algorithm we used to transform the CT images, 
we can then transform the existing liver segmentation mask to produce patient B’s liver 
mask. In practice, multiple atlases from different patients are used to enrich prior 
knowledge since anatomical variabilities are high in certain organs.  
U-Net has gained tremendous popularity for its ability to accurately segment biomedical 
images. U-Net follows an encoder-decoder architecture, and different networks can be 




Figure 2.2 U-Net architecture. U-Net architecture is considered an encoder-decoder 
architecture which relies on multiple skip connections  
 
 
The encoder part of U-Net provides a contracting path that extracts the latent features in a 
given image (or voxel volume in 3D U-Net). The decoder part is an expansive path that 
transforms the latent features back to the original image dimensions through multiple 
convolutional layers. What is interesting about the U-Net architecture is that each layer in 
the encoder is concatenated to its corresponding layer in the decoder. These skip 
connections are commonly used in deep networks such as ResNet and make training very 
deep neural networks possible [28]. U-Net has inspired many other architectures for 2D 
CT organ segmentation, such as the dilated residual U-Net (DR U-Net) [29] and organ-
attention networks with reverse connections (OAN-RCs) [30]. OAN-RC in particular has 
achieved state-of-the-art segmentation performances for 13 organs in abdominal CT 
scans. 
 Context-encoder network (CE-Net) is a new variant of U-Net which uses dense 
atrous convolution (DAC) blocks to preserve spatial information [31]. CE-Net can 
simultaneously take in images from multiple modalities and encode them through a pre-
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trained feature encoder. Spatial information is preserved at the latent feature level using a 
DAC block and a residual multi-kernel pooling (RMP) block. Like the U-Net, the 
resulting features go through an expansion path in the decoder and segmentation masks 
for multiple modalities are produced. It is possible to perform multi-organ abdominal CT 
segmentation with CE-Net by treating organs as different modalities. 
2.2.2 Volumetric Segmentation 
 
 Volumetric segmentation with deep networks is made possible by advancements 
in computing hardware. In the past, various techniques have been used to approximate 
volumetric segmentation masks for multiple organs. One such technique is the use of 
prediction-based segmentation [32]. Canonical correlation analysis is first used to find the 
spatial interrelations among abdominal organs, and a statistical atlas is later added 
explicitly to improve segmentation accuracy. 
 Another non-deep learning volumetric segmentation method is multi-atlas label 
fusion (MALF) [33]. MALF relies on label atlases based on image registration. Joint 
label fusion (JLF) is then used to reduce the correlation error in organ atlases. However, 
this method is hard to perform in practice since it requires image registration between 
multiple subjects.  
 With the invention of U-Net came the invention of V-Net, a volumetric variant of 
the popular biomedical image segmentation algorithm. Volumetric convolutions are used 
in V-Net to extract features from image volumes and are used in place of pooling 
operations to reduce memory usage [34]. Originally used to perform prostate 
segmentation for 50 MRI volumes, V-Net has been modified to segment other types of 
medical images. One such architecture is Dense V-Net, which is essentially a FCN with 
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Figure 2.3 Dense V-Net architecture. The input image volume is downsampled via 
multiple dense feature stacks. Note that the original image volume is concatenated to the 
upsampled feature map 
 
 
Dense V-Net has a unique architecture in which a cascade of dense feature stacks is used 
to generate three separate activation maps. These activation maps are then normalized to 
the same resolution and concatenated with a spatial prior, which is generated by 
upsampling the original image volume.  
 Segmentation performance on abdominal organs depends on the availability of 
training images and other factors such as variability in shapes and sizes. For example, it 
is much harder to obtain a good segmentation performance for the uterus because the 
uterus has a huge anatomical variability. Most of the dCNN-based segmentation 
algorithms also require large amounts of data to train in order to capture the target data 
distributions well. Pediatric CT volumes are in practice quite hard to obtain, and hence 
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segmentation performance on pediatric organs has also been quite poor. Table 2.1 
summarizes the general applications of a few segmentation algorithms on different 
abdominal organs: 
 
Table 2.1 Organ segmentation applications of deep learning-based algorithms. Only 
two of the reported experiments include reproductive organ segmentation  
 




✓ ✓ ✓ ✓ ✕ ✕ ✓ ✕ 
3D-CNN 
[36] 




✓ ✓ ✓ ✓ ✕ ✕ ✓ ✕ 
3D-FCN 
[38, 39] 
✓ ✓ ✓ ✓ ✕ ✕ ✓ ✓ 
VoxRes
Net [40] 











✕ ✕ ✕ ✕ ✕ ✓ ✕ ✕ 
Dense 
V-Net 










 As mentioned in the end of the previous section, current segmentation algorithms 
are limited by two major factors: availability of medical images and anatomical 
variability of the organ. It is generally much harder to find images containing organs at 
risk that are more radiosensitive than other organs, such as the prostate and the uterus. In 
fact, only one of the algorithms reported in Table 2.1 have performed segmentation on 
the uterus. Segmentation performance on these hard-to-find organs are also highly 
dependent on the quality of the annotated mask by physicians. This makes a great use 
case for GANs or self-supervised dCNNs to work with organs that are generally 
underrepresented in training images.  
 As technology rapidly progresses, hardware limitation is becoming less of a 
problem. However, it remains a fact that medical images are often high-definition and 
consume a huge amount of disk space. Generalizability and practicality of the algorithms 
are also questionable as most hospital computer systems are quite archaic, and it will 
certainly take some time before deep learning algorithms are completely streamlined into 
CAD workflows in the field of medicine. As imaging devices and scanners become more 
advanced, medical images also increase significantly in their resolutions. This creates the 
need for more computing power, as algorithms such as U-Net tend to have an upper limit 
for their optimal resolutions.  
2.3 Generative Adversarial Networks (GANs) 
 
2.3.1 Data Augmentation with GANs 
 
 As mentioned in the previous section, class imbalance is a major issue when 
training deep learning algorithms to perform segmentation tasks on medical images. A 
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common technique to tackle class imbalance in training data is to geometrically augment 
existing images. Data augmentation is the use of geometric and other transformations to 
create new images from existing images. It has been a proven technique to improve the 
generalizability of the deep learning models. However, the optimal ways to augment 
training images are often unknown to researchers prior to training and hence extensive 
tuning is needed. Moreover, the number of ways to augment a given image is limited and 
it is impossible to create unlimited amounts of images simply using data augmentation.  
 This led to the invention of generative adversarial networks (GANs) [43]. GANs 
have gotten a lot of attention recently due to their ability to synthesize realistic images 
from white noise vectors. The originally proposed GAN architecture consists of two 
dCNNs competing against each other. Fig. 2.4 shows the architecture of a GAN in the 
most general sense: 
 
 
Figure 2.4 GAN architecture. A ‘fake’ image is generated by the generator from a 




From Fig. 2.4, the two competing dCNNs are: a generator network that generates 
synthetic images from noise and a discriminator network that discriminates real samples 
from fake ones. A common learning objective of GANs is for the generator to ‘fool’ the 
discriminator with fake images that increasingly become realistic. Mathematically, we 
can express this learning objective as a minimax loss: 
min)max*V(D, G) = 	𝔼+∼-!"#"(+)[logD(x)] + 𝔼0∼-$(0) 7log 81	 − 	D:G(z)<=>	     (2.1) 
From Equation 2.1, the training objective of the discriminator (denoted as D) is to 
maximize log(D(x)) + log(1-D(G(z))), the probability of assigning correct labels to both 
training images and synthetic (or 'fake') images generated by the generator network G. 
The generator is trained to minimize log(1-D(G(z))), the inverted log probability of the 
discriminator’s prediction of fake images. Minimization of the inverted probability is 
hard to implement and therefore we seek to maximize D(G(z)) instead.  
 The original GAN is capable of synthesizing realistic images. However, it can 
only synthesize them in a random fashion and is often susceptible to mode collapse. 
Mode collapse happens when the generator decides to pick the ‘easiest’ class in the 
dataset to successfully fool the discriminator. The resulting images lack diversity and 
usually they all belong to the same class. In practice, mode collapse happens very often 
due to class imbalance in training data. We will further discuss mode collapse in the 
following sections. One way to tackle mode collapse and to correct the problems 
appearing in unconditional image synthesis is to incorporate side information. 
Conditional GAN (cGAN) is a common type of GAN that uses a generator which 
conditionally generates images based on class labels [44].  Auxiliary classifier GAN 
(ACGAN) is a type of cGAN which uses an additional auxiliary classifier to assign the 
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correct class labels to synthesized images [45]. Fig. 2.5 shows the general architecture of 
ACGAN: 
 
Figure 2.5 ACGAN architecture. ACGAN uses additional class labels during image 




 Since ACGAN includes an additional auxiliary classifier in its discriminator, its 
objection functions are defined as the follows: 
L1 = E[logP(S = real|X2345)] 	+ 	E[logP(S = fake|X6473)]                 (2.2) 
L8 = E[logP(C = c|X2345)] 	+ 	E[logP(C = c|X6473)]             (2.3) 
Besides producing a probability distribution P(S|X) = D(X) over possible images sources, 
ACGAN’s discriminator also contains an auxiliary classifier that produces a probability 
distribution P(C|X) = D(X) over the class labels of the images. The objective functions 
2.2 and 2.3 are defined as the log-likelihood of the correct image source LS and the log-
likelihood of the correct class LC. 
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 Pix2pix is a popular variant of cGAN which is commonly used in image-to-image 
translation tasks. It is built upon the well-known segmentation network U-Net and uses 
adversarial learning to achieve modality transfer. In pix2pix, the generator is usually a U-
Net (or any other encoder-decoder networks) and the discriminator is a convolutional 
“PatchGAN” classifier. Unlike other cGANs, pix2pix uses a dual objective function 
which combines adversarial loss with L1 loss: 
G∗ = argmin)max*L8):;(G, D) + λL1                (2.4) 
The first term LcGAN represents the loss function of cGAN. This term can be substituted 
with any other cGAN loss functions, but Equation 2.1 is normally used. The second term, 
L1(G) represents the pixel-wise reconstruction loss measured by L1 loss (Mean Absolute 
Error) [46]. λ	is simply a tunable parameter which changes the ratio between the two loss 
functions. When λ	is set to be 0, the loss function G* becomes cGAN’s loss function.  
 It goes without saying that progressive growing of GANs (PGAN) is one of the 
most successful high-resolution image synthesis frameworks at the moment. Originally 
developed by Nvidia Research, PGAN is a scalable GAN architecture that is capable of 
synthesizing high-resolution images by progressively growing the resolution of both 
Generator and Discriminator layers [47]. Nvidia’s publication in ICLR 2018 indicates 
that PGAN is capable of synthesizing high-definition facial images up to 1024 × 1024. In 
general, PGAN’s generator aims to produce images starting from a lower resolution such 
as 4 × 4. Upon reaching convergence, the generator then scales up to a higher resolution 
with wider and deeper layers. PGAN scales up for each resolution by projecting network 
layers to higher resolutions using nearest neighbor interpolation. It also uses minibatch 
standard deviation to prevent mode collapse and equalized learning rates to stabilize 
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network training. One major drawback of PGAN, however, is its training time. Training 
PGAN on CelebA-HQ takes almost up to 2 days using 8 GPUs. Moreover, conditional 
synthesis is not available for PGAN and hence its generated images are sampled 
randomly. Fig. 2.6 shows the general idea of image synthesis with PGANs: 
 
 
Figure 2.6 PGAN architecture. Starting from the lowest possible resolution, GAN 
layers are progressively grown to increase the resolution of the synthesized images 
 
As technology advances and better computational hardware is available, more complex 
GAN architectures such as StarGAN and Dual generator GAN (G2GAN) where multiple 
generators and discriminators are present become available [48]. It is impossible to 
summarize all the available GANs in this thesis, but Table 2.2 provides a brief summary 
of some of the most commonly used GANs in research: 
 
Table 2.2 Common GAN architectures and their uses. This list is not exhaustive and 




DCGAN[49] • Unconditional image synthesis 
with deep convolutional layers 
Pix2Pix • Image-to-image translation 
Cluster-GAN[50] • Clustering in latent space 
CycleGAN • Image-to-image translation 
• Unpaired data 
DualGAN[51] • Image-to-image translation 
• Unsupervised dual learning 
WGAN[52] • Unconditional image synthesis 
• Wasserstein/ Earth-Mover 
distance metric 
ACGAN • Conditional image synthesis 
• Auxiliary classifier in 
discriminator 
DRAGAN[53] • Unconditional image synthesis 
• Gradient penalty scheme for 
training stabilization 
StarGAN[54] • Image-to-image translation 
• Multi-domain translation 
DiscoGAN[55] • Image-to-image translation 
• Unpaired data 




2.3.2 Existing Challenges in GAN Training 
 
 As mentioned in previous sections, one of the common challenges in GAN 
training is mode collapse. The problem of mode collapse has been well-studied and 
several methods including minibatch discrimination and guided latent spaces have been 
proposed to tackle it. In unconditional image synthesis with GAN, a variety of output is 
expected, and the synthesized images are expected to cover all of the original data 
distribution. However, if the generator decides to pick a specific class that is easiest to 
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learn it may ‘collapse’ and may only produce images from that class. Since the generator 
is focused on producing images from a single class, the quality of the produced images is 
extremely good but lacks diversity. On the other hand, the discriminator thinks that the 
generator is producing realistic images and the resulting losses from both networks will 








A new loss function, called the Wasserstein loss is proposed in order to tackle mode 
collapse. Wasserstein loss uses a set of formulas derived from earth-mover distance and 
is defined as follow: 
max<∈>𝔼+∼ℙ𝐫[f<(x)] − 𝔼0∼ℙ𝐳[f<(g@(z))]            (2.5) 
Unlike the original minimax loss defined in Equation 2.1, Wasserstein loss measures the 
earth-mover distance between real and fake data distributions. Its discriminator in fact 
does not classify whether a given image is real or fake, but rather outputs a value that is 
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maximized should the image be in fact real. It is interesting to mention that in 
Wasserstein GAN (WGAN) the discriminator is called a ‘critic’ instead of a discriminator 
since it does not perform classification. WGAN aims to solve mode collapse by training 
its critic to reject generator samples when a local minimum is not reached, thereby 
drastically reducing the possibility of mode collapse where the generator only produces 
one type of image.  
 Besides WGAN, another way to combat mode collapse is through the use of 
minibatch discrimination or minibatch standard deviation. The idea of minibatch 
discrimination [56] is simple: instead of discriminating between individual samples, we 
discriminate entire minibatches of samples. This simple change can massively dampen 
the effects of mode collapse, since the discriminator can easily detect low entropy 
(randomness) in generated images if it discriminates whole batches of samples. 
Minibatch standard deviation is usually used in PGANs, and it basically works the same 
way as minibatch discrimination does but instead calculates the standard deviation within 
each minibatch.  
 Another issue commonly encountered during GAN training is non-convergence. 
Little is known about non-convergence, but sometimes both the generator and 
discriminator networks simply fail to learn meaningful patterns in the training dataset and 
fail to converge. One of the more successful methods in getting GANs to converge is by 
adding instance noise sampled from a Gaussian distribution to discriminator inputs [57]. 
This technique aims to disrupt the lower bound in Jenshen-Shannon (JS) divergence 
during GAN-training, so the discriminator does not overfit. Besides the addition of 
instance noise, one-sided label smoothing is also used by the same authors where random 
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image labels are flipped during training. These methods aim to provide randomness to 
both the generator and the discriminator during training and ‘points’ them to the right 
direction to avoid non-convergence.  
 Gradient instability is also a major problem in GAN training. In short, gradient in 
deep learning is defined as a vector which gives the direction of steepest ascent/ descent 
of the loss function. The two possible cases when gradient is unstable are exploding 
gradient and vanishing gradient. When gradient explodes, derivatives are usually large 
and cause the gradient to accumulate throughout layers of the deep network. On the other 
hand, vanishing gradient happens when the calculated derivatives become infinitesimal. 
Both issues are related to poorly built models where each model update creates instability 
in the calculated loss. A common way to solve the problem of exploding gradients, 
proposed by the original creators of WGAN is to clip the gradients. On the other hand, 
using residual layers can help prevent vanishing gradients since skip connections allow 
gradients to be passed through multiple layers.  
 One challenging aspect of training GANs with volumetric layers, such as the 3D-
GAN is the imbalance between the generator and the discriminator [58]. Since the 
discriminator is assigned a much easier task (real vs. fake classification) compared to the 
generator (volumetric synthesis), it tends to have an edge over the generator and 
eventually wins out after several epochs. The authors of the 3D-GAN paper propose a 
useful way to balance out the two networks. In their paper, they suggest only training the 
discriminator when its accuracy falls below a given threshold (usually somewhere 
between 70% to 80%). This allows the generator to update more frequently and to have 
sufficient opportunities to learn from the feedback given by the discriminator.   
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 Finally, GANs are also extremely sensitive to their hyperparameters and often 
require extensive tuning to output ideal images. Learning rates between the generator and 
the discriminator often require balancing. Similar to other deep learning algorithms, there 
does not exist a ‘one-size-fits-all’ learning rate that works for any given dataset. 
However, one may find the use of Adam optimizers helpful since their adaptive 
momentum calculations eliminate the need for any learning rate scheduling and are hence 
less sensitive to their initial learning rates [59].   
2.4 Challenges in Building Deep Learning Models Using Clinical Data 
 
2.4.1 Scarcity of Pediatric Medical Images 
 
 Studies have shown that frequent visits to hospitals and clinics at a young age can 
lead to psychological trauma and emotional disorders in children [60]. Despite major 
advancements in modern medical technology, most medical imaging techniques remain 
quite invasive to children. Pediatric CT imaging is associated with radiation exposure 
risks and potential long-term damage such as the development of cancer later in life. It is 
a well-known fact that children are more susceptible to ionizing radiation than adults, and 
hence low doses of radiation are usually recommended for children. However, pediatric 
patients that require multiple scans may be exposed to unsafe amounts of radiation even 
at lower doses. Ultimately, it is important to understand that there is not an absolute dose 
which guarantees both the short-term and long-term safety of pediatric patients. A study 
done by the NIH (National Institutes of Health) have found that for a cumulative dose of 
anywhere between 50 to 60 mGy to the head, a 3-fold increase in brain tumor 
development risk is found in pediatric patients. The same study has also found that this 
critical cumulative dose level also increases the risk of developing leukemia by 3-fold. 
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Until better radiation-free imaging techniques are developed, clinicians will always 
consider the pediatric patient’s long-term safety as their number one priority when 
performing imaging techniques. Currently, there are a few methods proposed to reduce 
the level of radiation exposure in pediatric patients and they are summarized in Table 2.3: 
 
Table 2.3 Proposed methods to reduce radiation risks in pediatric patients [62]. Only 
X-Ray and CT are included in this table.  
 
Method Description 
X-Ray: Beam Filtration • Aluminum and copper 
filters in x-ray beams 
X-Ray: Anti-Scatter Grid • Produce less scattered 
radiation  
• Improvement in image 
quality 
X-Ray: Strict Protocols • Imaging staff must follow 
strict protocols to avoid 
errors leading to repeated 
radiation exposure 
X-Ray: Radiation shields • Breast shield 
• Thyroid shield 
• Gonadal shield 
• Fetal shield 
CT: Reduction in Scanning 
Parameters 
• Field of View (FoV) 
• Kilovolts 
• Rotation time 
• Detector coverage 
CT: Adequate Insulation • Blankets or warmers must 
be provided 
Head CT: Perform Only 
When Necessary 
• Head CT is only performed 
for trauma evaluation or as 
shunt protocol 
• All other neurological 
evaluations can be done 
using MRI 
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Abdominal CT: Perform 
Only When Necessary 
• Abdominal CT imaging is 
only performed following 
trauma or abnormalities in 
organs 
• Spiral CT techniques can 
be used to evaluate 
abdominal lesions 
• If possible, ultrasound can 
be used in place of CT 
scans 
• Other MR techniques can 
also be used in place of 
abdominal CT  
 
 
2.4.2 Logistical Difficulties in Implementation of Deep Learning Algorithms 
 
 There are quite a few logistical issues related to the implementation of deep 
learning algorithms in the medical field. Healthcare data is often not readily available for 
deep learning due to inconsistencies in data and formatting issues. For instance, it is hard 
to train and implement a segmentation algorithm if a hospital has a dataset where half the 
patients have missing DICOM (Digital Imaging and Communications in Medicine) 
headers. DICOM is the international medical imaging standard format which stores not 
only the images themselves but also the patients’ information. Fig. 2.8 shows an example 
of a typical DICOM header: 
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Figure 2.8 Example DICOM header. DICOM headers contain information about the 
patient and the details of the imaging study. Position, bit depth, pixel spacing, and other 
image data are included in the last section. 
 
 
As shown above, there are many items other than the actual image that are encoded 
within the header of the image. Since deep learning models that are highly generalizable 
often depend on multiple predictors such as a patient’s age or a patient’s disease history, 
32 
missing headers in images present a huge problem to deploying these algorithms in 
clinical settings.  
 Although many of the hospitals in the world are equipped with advanced imaging 
machines, most of their computer storage systems remain archaic and outdated. It is hard 
to justify the purchase of high-end machines with GPU clusters to run deep learning 
algorithms. This major hurdle has prompted a shift in deep learning to focus on the 
development of lightweight and highly deployable algorithms with few parameters, such 
as MobileNet and EfficientNet [63]. EfficientNet is a class of dCNN architectures which 
uses mobile inverted bottleneck convolutional (MBConv) layers along with squeeze-and-
excitation optimizations to achieve state-of-the-art classification accuracies. Moreover, 
the original creators of EfficientNet have shown its ability to scale vertically and in 
parallel without dramatically increasing the number of parameters. Ever since the 
invention of EfficientNet, its variants have been applied to solve various medical imaging 
problems such as diabetic retinopathy (DR) detection [64] and lung carcinoma 



















GENERATIVE ADVERSARIAL NETWORKS FOR  
ABDOMINAL CT SYNTHESIS 
 
 





 Before we start constructing a robust segmentation framework with a built-in 
GAN, we need to have a stable GAN architecture which synthesizes high quality and 
viable CT images. Moreover, the GAN must be able to handle images with high CT pixel 
resolutions up to 512 × 512. A good candidate for this task is the deep convolutional 
generative adversarial network (DCGAN). As suggested by its name, DCGAN is a GAN 
variant which uses convolutional and deconvolutional layers instead of fully connected 
layers in its generator and its discriminator. DCGAN was originally proposed to resolve 
common issues related to the vanilla GAN architecture such as mode collapse and non-
convergence. Unlike the original GAN, DCGAN has the following features: 
● No fully connected layers in both the generator and the discriminator 
● Batch Normalization in both the generator and the discriminator 
● Fractional strided convolutions in generator 
● Strided convolutions in discriminator 
● Generator uses rectifier activation function  
● Discriminator uses leaky rectifier activation function 
● Generator uses either a tanh or a sigmoid as its output activation function 
Note that the generator can use either a tanh or a sigmoid as its output function. This only 
affects the pixel intensity range in the synthesized image. However, it has been argued 
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that tanh provides a wider range of pixel intensity values for the generator's output and is 
therefore more ideal than sigmoid. Given all the beneficial aspects of DCGANs, we adapt 
a DCGAN with batch normalization and SELU (scaled exponential linear units) layers to 
perform unconditional abdominal CT synthesis. 
3.1.2 Batch Normalization 
 
 The discovery of batch normalization is groundbreaking in deep learning 
research. Batch normalization is one of the four major normalization techniques, along 
with instance normalization, layer normalization and group normalization. Batch 
normalization enables deep networks to train without having gradient issues. In fact, 
studies have found that it speeds up the training process as well [66]. By shifting and 
scaling pre-activation layers, batch normalization essentially reduces the covariance shift 
in hidden units. The implementation of batch normalization layers in a deep network is 
quite simple. Before each activation layer, the output from the previous layer is divided 
into batches where each batch is subtracted by its own mean and divided by its standard 
deviation. Batch normalization also takes in two trainable parameters γ and β since it is 
undesirable to have normalized values in a narrow range between 0 and 1. Upon 
normalization, the normalized layer is shifted by β and scaled by γ. Since these two 
parameters are trainable, it is possible to train a network purely consisting of batch 
normalization layers to learn image representations. In fact, a recent study has found that 
training BatchNorm (batch normalization) layers alone in residual networks (ResNet101, 
ResNet110) can achieve classification accuracy of as high as 60% on benchmark datasets 
such as CIFAR-10 [68]. This is why DCGAN’s architecture incorporates BatchNorm 
layers to stabilize and accelerate training. In general, DCGAN uses convolution blocks 
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(the name convolution blocks can be confusing since it contains other non-convolutional 
layers), which contains a single convolution layer followed by a BatchNorm and an 
activation layer.  
 The mathematical basis of BatchNorm is simple and consists of four steps. Given 
the shift parameter β, the scaling parameter γ and a mini-batch B with n values, we first 
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                 (3.3) 
Finally, we shift and scale with our two trainable parameters β and γ to get output y: 
y = γ ⋅ xCH2I + β                (3.4) 
Another important function of batch normalization is to regularize the network. 
Regularization is important when training deep networks since unregularized networks 
tend to overfit and hence fail to generalize on unseen data. Equation 2.8 creates a 
regularization effect by inducing sample noise through division and subtraction of batch 
mean and standard deviation.  
3.1.3 Scaled Exponential Linear Unit (SELU) 
 
 Activation function is an important component of deep neural networks which 
computes the weighted sum of a given artificial neuron. As suggested by its name, 
activation functions determine whether artificial neurons should be fired or not. One 
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simple implementation of activation function is a binary threshold function which gives a 
value of either 0 (no activation) or 1 (activated). However, in practice we often require 
our activations to have more flexibility in how activated artificial neurons are in order to 
easily generalize and adapt to different tasks. A good solution is to use a non-absolute 
threshold function such as the rectifier function: 
 
 
Figure 3.1 Rectifier activation function. All negative values are mapped to zero. 
 
 
Mathematically, the output of a rectifier function is defined as the maximum of 0 and the 
input x, i.e. max(0, x). Compared to traditional activation functions such as the sigmoid 
function, rectifier functions are generally better in propagating gradients and providing 
sparse activation in networks. However, it does not guarantee absolute stability in 
gradients and can lead to a problem known as the ‘dying ReLU’ problem. A ReLU that is 
considered ‘dead’ will always output a constant value regardless of its input and is 
extremely unlikely to recover from this state. In comparison, leaky rectifiers give more 








Leaky ReLU is controlled by a small slope α, which controls the magnitude of ‘leakage’ 
when the unit is inactive. This allows a small gradient to be leaked and thereby reducing 
the likelihood of dying linear units.  
 A new variant of ReLU called SELU (Scaled Exponential Linear Units) is 
proposed in self-normalizing networks (SNNs). A SNN is a type of FCN (fully 
convolutional network) which uses self-normalizing activation layers, where individual 
neuron activations are capable of normalizing themselves towards zero mean (μ = 0) and 
unit variance (σ2 = 1) via the following function: 
 
 





As shown in Figure 3.3, SELU uses two fixed parameters λ and α. Unlike batch 
normalization, these two parameters are not trainable and hence no backpropagation 
happens through them. Similar to leaky RELU, SELU controls gradient by providing 
internal normalization when a unit is not active. When the units are active, i.e. when x is 
positive it is scaled by a fixed parameter λ. The idea of SELU is to normalize each 
activation layer without explicitly adding additional normalization layers such as instance 
normalization layers or batch normalization layers. In stark contrast with ReLUs, SELUs 
are capable of stabilizing gradients and do not have a ‘dying’ problem when gradients 
become extremely negative. In fact, SNN architectures that have achieved state-of-the-art 
results in the past only consist of a few layers since the use of SELUs has tremendously 
increased the networks’ convergence speed and stability. 
3.1.4 BatchNorm-SELU (BS) Layers 
 
 It is an unusual idea to combine SELU and BatchNorm layers since SELU is an 
internal normalization layer whereas BatchNorm is an explicit normalization layer. 
However, past research has shown that using SELU and BatchNorm together can lead to 
even faster convergence speeds and stability in training deep generative neural networks 
[68]. Theoretically, SELU is supposed to keep individual activation means μactivation close 
to 0 and unit variances σ2activation close to 1. However, even the most advanced modern 
GPUs are prone to floating-point arithmetic errors and their computational results are not 
entirely reproducible [69]. More specifically, GPUs that are running neural network 
simulations may introduce rounding errors since there are multiple threads running 
multiple synapses in different orders. Therefore, batch normalization provides an 
additional normalization layer to keep the means and variances close to [0,1] respectively 
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and thereby alleviating the effects of random noises. This proposed combination of SELU 
and BatchNorm is theoretically sound and is empirically determined to increase 
convergence speed more than when they are used separately. 
3.1.5 Network Architecture 
 
 We adapt a deep convolutional generative adversarial network (DCGAN) with BS 
layers to generate high-definition medical images. The proposed BS-DCGAN generator 
architecture is shown below: 
 
 
Figure 3.4 BS-DCGAN generator architecture. There are 4 downsampling BS-layers 
before the final convolutional layer.  
 
 
No significant changes are made to the discriminator, and hence most discriminator 
layers are unchanged when compared to the original DCGAN except all leaky RELU 
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layers are replaced with SELU layers. Note that in our proposed BS-DCGAN generator 
architecture, an extra layer (layer 5) is added before the final tanh activation layer. We 
choose to use tanh instead of sigmoid for our output layer since it is capable of mapping a 
wider range of pixel intensity values. It is important to mention that our loss function is 
identical to that of both the vanilla and DCGAN’s, which is formulated as a minimax loss 
defined in Equation 2.1.  




 A major drawback of BS-DCGAN is its inability to conditionally synthesize 
images. Since BS-DCGAN is an unconditional GAN, it synthesizes a variety of images 
sampled across the input data distribution. To conditionally synthesize novel yet viable 
pediatric abdominal CTs, we propose a new conditional GAN (cGAN) architecture which 
conditions on a patient’s age. Specifically, we adapt an auxiliary classifier GAN 
(ACGAN) to accurately produce abdominal CT images of patients of young ages.  
3.2.2 Training Objectives 
 
 The training objective of Age-ACGAN is different from that of BS-DCGAN’s. 
Since ACGAN has an additional classifier attached to its discriminator, we have to take 
into account the classification accuracy of not only the real-fake images but their 
respective class labels as well [70]. In the original training objective of ACGAN, the 
discriminator not only produces a probability distribution P(S|X) 	= 	D(X) over possible 
images sources but also produces a probability distribution P(C|X) 	= 	D(X) over the 
class labels of the image. Recall from equations 2.2 and 2.3 that the overall objective 
function of ACGAN is defined as the log-likelihood of the correct source Ls and the log-
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likelihood of the correct class LC, we can now modify it as Age-ACGAN’s loss function, 
which computes the log-likelihoods of the source LS and the age class label LA being 
assigned correctly: 
L( = E[log(P(SNO = real|X2345))] 	+ 	E[log(P(SNO = fake|X6473))]      (3.5) 
L: = E[log(P(C4P3 = age|X2345))] 	+ 	E[log(P(C4P3 = age|X6473))]      (3.6) 
The training objective of Age-ACGAN’s discriminator is to maximize LS + LA. This 
ensures the discriminator always maximizes the log likelihood of assigning the correct 
source of a CT image and its respective age class.  On the other hand, Age-ACGAN’s 
generator tries to maximize LA - LS. This is because despite the idea of fooling the 
discriminator with fake images (minimization of LS), the classification accuracy of Age-
ACGAN’s auxiliary classifier has to be maintained (maximization of LA).  
3.2.3 Pixel Normalization  
 The concept of pixel normalization is used in PGANs (Progressive Growing of 
GANs) to normalize signal magnitudes. Unlike batch normalization, pixel normalization 
(PixelNorm) layers do not have trainable parameters and every pixel in pre-activation 
layers is normalized to unit length. PGAN only uses PixelNorm layers in its generator, 
whereas PixelNorm layers are used in both Age-ACGAN’s generator and discriminator 
along with SELU layers to form PixelNorm-SELU blocks. Below are the mathematical 
definitions of pixel-wise normalization: 









SET            (3.7) 
where i represents the input pre-activation with pixels at coordinates (x, y) and o 
represents the output layer. C is the number of channels (e.g. for a color image C=3: R, 
G, B and for grayscale image C=1).  The small term ε is used to prevent zero-division 
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and is used in other normalization methods such as batch normalization (Equation 3.3) as 
well.   
3.2.4 Minibatch Discrimination 
 
 An important feature of Age-ACGAN which contributed to its success is 
minibatch discrimination. Minibatch discrimination is an important heuristic used in 
other GAN architectures for maintaining stability and diversity in training. To understand 
how minibatch discrimination works, we first need to understand why mode collapse 
happens. As mentioned in previous sections, mode collapse happens when the generator 
‘collapses’ onto a single or a few classes in the data distribution to ‘fool’ the 
discriminator. The outputs produced by a collapsed generator are usually high-quality but 
are extremely limited in variety. Minibatch discrimination tackles this problem by 




Figure 3.5 How minibatch discrimination works. Feature maps are multiplied by a 
fixed tensor and the cross-sample distances of the resulting matrices are computed. 
 
 
Fig. 3.5 shows the implementation of minibatch discrimination. Minibatch discrimination 
is inspired by the success of batch normalization described in section 3.1.2. Each feature 
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map/ vector is multiplied by a fixed tensor T, and the resulting matrices are used to 
calculate cross-sample distance. Any distance metric can be used for cross-sample 
distance calculation, but the original authors choose to compute the L1-distance across 
each row of a given matrix M. Finally, the output of the mini-batch discrimination layer 
is computed as follows: 
o(xD)U4V8W = ∑ cU4V8W(xD, xS)CSEB ∈ ℜ           (3.8) 
where o represents the output, c represents the cross-sample distance metric and i, j 
represent row and column respectively. The outputs are finally concatenated to the 
original input feature maps and are passed on to the subsequent layers in the 
discriminator. Now the discriminator can distinguish and capture the side information of 
individual batches, and therefore able to identify and avoid low entropy solutions.  
 It may not seem obvious, but the addition of minibatch discrimination layers will 
not change the overall learning objective of any GAN. Recall the original training 
objective of GAN is to minimize the Kullback-Leibler (KL) divergence between two 
probability distributions P (training data) and Q (synthesized data), where: 
D$X#YDZ(p||q) 	= 	∫ p(x)log
-(+)
[(+)
dx		                (3.9) 
Observe that Equation 3.9 will yield DKL-div = 0 when the two distributions are exactly the 
same (log(1) = 0). We can now define new distributions Pn and Qn to represent minibatch 
discrimination with a common sample size n: 
PC = P(xB) 	 ⋅ P(x&) 	 ⋅	. . .⋅ P(xC) 	= 	∏ P(xD)CDEB                   (3.10) 
QC = Q(xB) 	 ⋅ Q(x&) 	 ⋅	. . .⋅ Q(xC) 	= 	∏ Q(xD)CDEB                   (3.11) 
and now we substitute the distributions back into Equation 3.9: 
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= n ⋅ ∫ p(x)		 log
'(+-)
](+-)
dx	 = n ⋅ D$X#YDZ(p||q)	       (3.12) 
and here we show that by changing the learning objective to accommodate minibatch 
discrimination, the overall learning objective to minimize KL-divergence is not modified 
at all.  
3.2.5 Residual Blocks 
 Residual blocks or residual connections in generate allow faster forward 
propagation through multiple layers of the network. Age-ACGAN uses residual blocks 
with a scalable parameter which determines the number of residual blocks. Below are two 
figures which show the differences between a regular block and a residual block:  
 
 






Figure 3.7 Schematic of a residual block. The input x is concatenated to the output f(x).  
 
 
Typically, multiple layers are grouped together as ‘blocks’ in dCNNs. A residual block, 
as suggested by its name, concatenates its input to its output such that a residual mapping 
is learned by the block. As shown in Figure 3.6, a typical convolution block takes in input 
x and produces an output f(x). On the other hand, a residual block concatenates its input x 
to its residual mapping f(x) to produce an output [f(x), x].  
3.2.6 Network Architecture 
Even though the training objectives of Age-ACGAN and the original ACGAN are 
similar to each other, Age-ACGAN’s network architecture has been heavily modified to 
adapt to medical image synthesis. Age-ACGAN’s generator consists of 11 total 
convolutional blocks plus 7 residual blocks. We choose to use wider convolutional layers 
(up to 700 channels) and smaller kernel sizes (3x3) than the original ACGAN 
architecture. One residual block consists of two convolutional layers, two normalization 




Figure 3.8 Age-ACGAN generator architecture. 7 residual blocks are used in addition 
to 11 convolutional blocks. 
 
 
As mentioned in the previous sections, residual blocks with skip connections allow the 
construction of deeper networks without any gradient degradation issues. Moreover, the 
combination of PixelNorm and SELU layers increases network convergence speed in a 




Figure 3.9 Age-ACGAN discriminator architecture. An additional auxiliary classifier 
is added to predict class labels along with the source of an input image 
 
 
In contrast, Age-ACGAN’s discriminator is like the original ACGAN’s discriminator 
except the addition of a single convolutional layer (with 512 filters) and the 
aforementioned minibatch discrimination layer. All batch normalization layers and ReLU 
















CFG-SEGNET: A FEATURE-GENERATING FRAMEWORK FOR PEDIATRIC 
ABDOMINAL CT SEGMENTATION 
 
 




 The main goal of CFG-SegNet is to provide a unified framework to 
simultaneously generate novel training images and to learn an organ segmentation task. 
The proposed framework is made up of two networks, namely an Age-ACP2P (Age 
Auxiliary Classifier Pix2Pix) network and a U-Net. While the U-Net is responsible for 
segmentation, Age-ACP2P generates an extra batch of ‘latent’ features at each training 
iteration. It is important to mention that both Age-ACP2P and U-Net are trained on the 
same loss function, in which we will describe in detail in the following sections.  
4.1.2 Loss Function 
 Age-ACP2P, the feature generation network of our proposed framework is 
considered to be one of the many conditional GAN (cGAN) variants. We choose to use 
the Pix2Pix network, a type of cGAN commonly used in image-to-image translation tasks 
as our baseline model. The loss function of Pix2Pix (Equation 2.4) is a combination of 
conditional adversarial and reconstruction losses. L1 loss is generally preferred over L2 
loss for image reconstruction tasks since L2 loss has quite a few poor implicit 
assumptions, such as assuming there is zero dependency between a given image and its 
noise.  Note that we are free to replace the first term, the conditional adversarial loss term 
LcGAN  with the adversarial loss proposed in auxiliary classifier GANs (ACGANs) to 
incorporate class information from the training images. Specifically, we can substitute 
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LcGAN with LAge-ACGAN,  the aforementioned Age-ACGAN’s conditional loss defined by 
Equation 3.5 and Equation 3.6: 
G∗ = argmin)max*L:P3#:N):;(G, D) + λL1               (4.1) 
Since our proposed CFG-SegNet jointly trains both a GAN and a U-Net, we have to 
incorporate the U-Net’s segmentation loss in Equation 4.1 as well. There are many 
segmentation losses available including binary cross-entropy loss and dice loss. In our 
empirical studies, we found binary cross-entropy (BCE) loss produces better qualitative 




∑ [yClog(h@(xC)) + (1 − yC)log(1) − h@yC];CEB        (4.2) 
where N is the size of the training data and h@ is the segmentation model h with weights 
θ. Input and target labels for a particular training sample are represented by xn and yn 
respectively. Now we can include the segmentation loss defined above as an additional 
loss term in Equation 4.1, and yield CFG-SegNet’s objective function: 
G∗ = argmin)max*L:P3#:N):;(G, D) + λXBL1	 +	λAN^LAN^                           (4.3) 
The two λs in the proposed objective function control the ratio between segmentation and 
image reconstruction losses. If λAN^ = 0, our training objective will become the same as 
Age-ACP2P’s training objective defined by Equation 4.1.  
4.2 Implementation of CFG-SegNet 
4.2.1 Channel-wise Concatenation of Age Class Labels 
 Age-ACP2P is the most important component of CFG-SegNet since it is 
responsible for generating novel training features in each iteration. As suggested by its 
name, Age-ACP2P is a combination of two conditional GANs: pix2pix and Age-
ACGAN. Similar to pix2pix, Age-ACP2P uses a U-Net as its generator and a 
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convolutional “PatchGAN” classifier as its discriminator. However, instead of 
conditioning only on an input image x, Age-ACP2P’s generator also takes in age class 
labels as additional side information. Age class labels are appended as an extra channel to 
single-channeled (grayscale) input images to create 2-channel images. Below is a figure 
to help illustrate the concept of channel-wise concatenation of age class labels: 
 
 
Figure 4.1 Channel-wise concatenation of age class labels. Age class labels are 
normalized as pixel intensity values and added as a second channel to a grayscale image 
to form 2-channel images.  
 
 
As illustrated in the figure above, the age class labels are normalized as pixel intensity 
values arrays. For example, a patient who falls within age class 1 (we will further define 
age classes in the following sections) will have a 512 × 512 × 1 matrix filled with the 
same pixel intensity value B
_
= 0.17 (b) concatenated to its original image (a) to form a 
512 × 512 × 2 image (c).  
4.2.2 Framework Design 
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 The proposed framework consists of two networks, a U-Net segmentation 
network and a feature-generating Age-ACP2P. During the initialization of training, the 
U-Net first generates a segmentation mask f(x) given an input image x. The segmentation 
mask is then translated back into its latent feature x’ by Age-ACP2P’s generator. Since 
the translated feature x’ is different from yet containing similar information as our 
original input image x, we can then retrain the U-Net to perform segmentation on x’ to  
 
 
Figure 4.2 Workflow of CFG-SegNet. The 3 loss terms in our custom loss function are 
highlighted in green.  
 
 
produce its respective segmentation mask f(x’). Moreover, since both networks are 
jointly trained by the same loss function, we expect the segmentation accuracy of U-Net 
to improve overtime as the quality of the translated features generated by ACP2P 
improves. Only the U-Net is needed for testing, and hence ACP2P can be viewed as an 
auxiliary trainer which aids U-Net during training. CFG-SegNet also works best when 
patches of CT images are used instead of the entire image. This is because unlike full 
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semantic maps, organ(s) segmentation masks only contain information about localized 
regions of the CT scan. Hence, center-cropping around the organ(s) being segmented is 
recommended for CFG-SegNet.  
4.2.3 Atlas-based Localization in Testing 
 We use an atlas-based localization method in testing to identify organ locations in 
unseen CT images. Assuming the organ locations are known in the training data and are 
unknown in testing data, we can create image registrations using affine transformations 
(affine registration) to map out the organ locations in testing volumes. Specifically, for 
each age class we use a single CT volume in our training data as an age-conditioned atlas 
to extract organ locations in testing CT volumes of the same age class. Figure 4.3 below 
illustrates the general workflow of atlas-based organ segmentation and localization. 
Using an existing Insight Toolkit (ITK)-based image registration toolbox such as 
SimpleElastix [71], image registration can be created for a target CT volume given a 
fixed atlas. Transformation of the atlas’s volumetric mask based on the image registration 
will produce an augmented mask of the target CT volume. Once the volumetric mask of 
the target CT volume is extracted, its center distance from the original atlas volumetric 




Figure 4.3 An Example of atlas-based organ segmentation and localization. Affine 
registration is used to transform an atlas mask to produce segmentation for the target 
volume. A smaller volume (highlighted in red) is cropped around the proposed organ 
location.   
 
 
the target and reference masks, we can determine whether the extraction is successful. It 
is important to note that affine registration is chosen for this atlas-based preprocessing 












EXPERIMENTS AND RESULTS 
 
 
5.1 Medical College of Wisconsin Pediatric Abdominal CT Dataset 
5.1.1 Overview 
 All of the experiments described in the following sections use a pediatric 
abdominal CT dataset collected by the Medical College of Wisconsin in 2017. 
Lightspeed VCT CT system, designed and manufactured by General Electric (GE) 
Healthcare [72] is used for all imaging in this study. The dataset contains a total of 120 
CT volumes representing 64 male and 56 female patients ranging from ages 1 to 17. 
Figure 5.1 summarizes the age distribution for both sexes, where both males and females 
have a median age of 8.  
 
 
Figure 5.1 Age distribution of MCW pediatric abdominal CT dataset. Both men and 
women have an equal distribution in age 
 
 
For each patient, there are 25 possible volumetric segmentation masks hand-drawn by 
radiologists at MCW.  Several organs such as the uterus, the prostate and the breasts are 
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specific to either the males or the females. Each patient has an average of 16 to 17 
available organ segmentation masks. 
● Adrenal glands (left and right) 
● Bladder 
● Breast (left and right) 
● Duodenum 
● Esophagus 




● Kidneys (left and right) 





● Small intestine 
● Spinal canal 
● Spleen 




Availability of hand-drawn organ segmentation masks for each organ is detailed in Figure 
5.2. Availability for reproductive/ gender-specific organs such as breasts, prostate and 
uterus are relatively low compared to common organs such as liver and heart.  
 
 
Figure 5.2 Organ availability of MCW pediatric abdominal CT dataset. The 
following organs have the lowest availabilities: breasts, gonads, prostate, thymus, uterus 
 
 
Most patient identifiers are removed via XNAT Edit Script [73]. However, certain header 
information such as the patient’s sex and birthdate are kept for research purposes. Other 
important unique identifiers and sensitive information such as patient ID, physician’s 
name, operator’s name and institution name are either jittered or removed from the file 
header.  
5.1.2 File Format 
 All images are stored as DICOM (Digital Imaging and Communications in 
Medicine) files and patient information is stored in DICOM headers (see section 2.4.2 for 
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more details about DICOM format and file headers). Each DICOM file represents a 
single-channel, 2-dimensional slice of the CT volume, and all images have the same 
dimensions (512 × 512 × 1). A given patient has a number of 2D slices ranging from 
anywhere between 500 to more than 1000 slices. These slices can be concatenated along 
the z-axis to form a single, 3D image volume. Image volumes can be parsed and shown in 
visualization interfaces such as MIPAV [74] or Slicer3D [75] as shown below: 
 
 
Figure 5.3 Visualization interfaces for medical images. Above is a screenshot from 
Slicer3D, which is commonly used to visualize DICOM/ NIfTI image volumes 
 
 
MCW pediatric abdominal CT dataset’s organ segmentation masks are stored in DICOM-
RTSTRUCT format [76]. RTSTRUCT stores a volume of RT dataset containing multiple 
contours and can be extracted with the aforementioned visualization tools. However, in 
order to conveniently extract desired organ segmentation masks a Python preprocessing 
script is written. 
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5.2 Unconditional Image Synthesis with BS-DCGAN 
5.2.1 Experimental Design 
 We use 20 pediatric abdominal CT volumes from the MCW dataset to train both a 
DCGAN and our proposed BS-DCGAN. The 20 randomly selected patients range from 
ages 2 to 4, and a total of 424 2D slices containing the liver region are extracted. Full 512 
× 512 CT images are used in this experiment to illustrate the ability of BS-DCGAN to 
synthesize viable, high-resolution CT images.  
 Both GAN architectures are trained for at least 200 epochs to ensure sufficient 
convergence in the generator and the discriminator. Each model’s generator and 
discriminator weights on the 200th epoch is saved and used to subsequently generate 16 
synthetic CT images from random noise. It is important to note that the same random 
noise vector is used in both architectures to eliminate possible confounding factors. 
 Multi-scale structural similarity index measure (MS-SSIM) score [77] is used as a 
metric to evaluate the quality of the images generated from both architectures. Structural 
similarity index measure (SSIM) is a quantitative measure which evaluates the similarity 
between two images. Both MS-SSIM and SSIM range from 0 to 1, and two given images 
are exactly the same when their MS-SSIM/ SSIM is 1. SSIM is defined as follows: 
SSIM(x, y) = (&J/J0%8+)(&L/0%8))
(J/)%J0)%8+)(L/)%L/)%8))
           (5.1) 
where µis the average, σ+Ris the covariance and c1 and c2 are constants. As suggested by 
its name, MS-SSIM evaluates the SSIM scores of two images at various scales via 
downsampling and applying a low-pass filter. MS-SSIM is defined as follows: 
SSIM`((x, y) = [l`(x, y)]a1 ⋅ ∏ [cS(x, y)]F2[sS(x, y)]b2`SEB        (5.2) 
59 
where lM(x,y) is the luminance comparison between two images x and y at the highest 
possible scale M. α, βand γare parameters which can be adjusted to tune the importance 
of various components in Equation 5.2. Since MS-SSIM is more generalizable compared 
to single-scale methods such as the original SSIM, we choose MS-SSIM as our 
evaluation metric.  
5.2.2 Results 
 Both models converge after 200 epochs. However, upon close examination of 
validation results during training mode collapse is found in DCGAN. Figure 5.4 shows an 
example of full-resolution synthetic CT generated by DCGAN and our proposed BS-
DCGAN. BS-DCGAN-generates images that are apparently higher in resolution, 
containing more complex features and are less noisy than DCGAN-generated images. 
Since DCGAN experiences mode collapse after training for 200 epochs, its generated 
images lack diversity and are almost identical.  
 
 
Figure 5.4 Synthetic images generated by DCGAN (middle) and BS-DCGAN (right) 
compared to a real CT image (left). The abdominal CT slice generated by BS-DCGAN 
seems more realistic than the one generated by DCGAN.  
 
 
 Besides being capable of generating high quality liver CT images of pediatric 
patients, BS-DCGAN is also capable of generating images that are structurally similar to 
the ground truth clinical images in the MCW abdominal CT dataset. Pairwise MS-SSIM 
scores are calculated between images generated by the two trained models and real 




Table 5.1 Average MS-SSIM of synthetic CT images. BS-DCGAN has a higher MS-






16 images, while DCGAN has 0.677. Statistical significance testing (two-sample t-test) 
confirms that BS-DCGAN indeed has a higher average MS-SSIM score in its generated 
images (p-value: 0.003, α: 0.05).  
5.3 Conditional Image Synthesis with Age-ACGAN 
5.3.1 Experimental Design 
 We design an experiment to generate 172 × 172 2D patches center-cropped 
around the pancreas along their segmentation labels with Age-ACGAN. 5 patients from 
each of the following 3 age-classes (15 patients total) are selected from the MCW 
pediatric abdominal CT dataset: 
● Infant class (age 1 to age 3) 
● Preschool class (age 4 to age 6) 
● Adolescent class (age 16 to 18) 
20 abdominal CT slices containing the pancreas are selected as training data for each of 
the 15 patients, and 172 × 172 patches are created via center-cropping around the 
pancreas in both the CT and its respective organ label. Original resolution is preserved in 
our training data since there is no downsampling, and patches are simply cropped from 
the original images. No additional localization is needed since the organ locations are 
known in our segmentation label map. To save time, CT patches and label patches are 
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zero-mean whitened and concatenated together as 344 × 172 input images to our 
proposed Age-ACGAN during preprocessing. In both training and testing phases, age 
class labels are concatenated to random Gaussian noise vectors z before inputting to both 
the generator and the discriminator of Age-ACGAN. Cross entropy is used in our 
implementation to calculate Age-ACGAN’s loss terms Ls and LA defined in Equations 
3.5 and 3.6. An arbitrary cutoff point α=0.5 is also used to binary threshold synthesized 
masks to pixel intensity values 0 and 1. Additionally, we train a DCGAN on the same set 
of images as baseline comparison. Image synthesis with DCGANs is unconditional and 
hence no additional age class labels are required. We train both networks with a fixed 
batch size of 16 for 3,000 epochs. 
 While examining the training images, we also observe the pancreas to vary 
anatomically as a patient’s age increases. Specifically, the pancreas becomes more 
elongated in shape as the patient grows older. Figure 5.5 are three images sampled from  
 
 
Figure 5.5 Sample training images From Infant class (left), Preschool class (middle) 




training dataset to illustrate this growth trend. As shown in Figure 5.5, the pancreas 
becomes more elongated as patients grow older. However, it is important to note that this 
trend is only observable in the MCW pediatric abdominal CT dataset and should not be 




 We study the convergence of generator loss during training. While Age-ACGAN 
quickly converges after 500 iterations during training, DCGAN fails to converge even 
after 1000 iterations of training and experiences constant increase in loss (Figure 5.6). 
Age-ACGAN also generates CT patches along with their pancreas masks in higher 
quality and contains finer details than those generated by the DCGAN.  While both 
networks do not experience mode collapse, many of the images generated by the 
DCGAN contain shape and streak artifacts (Figure 5.7). Images generated by the  
 
 
Figure 5.6 Generator loss of Age-ACGAN (blue) and DCGAN (red). Age-ACGAN 




Age-ACGAN do not have any streak artifacts yet contain a low level of natural CT noise 
and artifacts, such as ring artifacts and cone beam artifacts. More importantly, DCGAN is 
unable to capture the precise shape of the pancreas in patients of varying ages. Age-
ACGAN, on the other hand, is able to capture the aforementioned growth trend in its 
synthesized images due to age class label conditioning and minibatch discrimination 







Figure 5.7 Pancreas CT and organ label generated by (a) DCGAN and (b) Age-
ACGAN. Age-ACGAN is capable of generating high-quality CTs and pancreas labels. 
 
 
     Infant             Preschool                Adolescent 
 
Figure 5.8 Sample pancreas CT and organ label generated by Age-ACGAN from 




5.4 Organ Segmentation with CFG-SegNet 
5.4.1 Experimental Design 
 There are very few publicly available pediatric abdominal CT datasets containing 
reproductive organs such as the prostate and the uterus. To investigate the ability of our 
proposed CFG-SegNet to segment these hard-to-find organs, we design 2.5D 
segmentation experiments which use a total of 64 abdominal CT volumes from the MCW 
pediatric abdominal CT dataset. Out of the 64 patients’ image volumes, 24 volumes 
represent females containing the uterus and 40 volumes represent males containing the 
prostate. Each patient’s CT volume is preprocessed into batches of 2D slices normalized 
by the mean and the variance of the volume. The produced segmentation mask for each 
2D CT slice of a given patient is concatenated along the z-axis to form a single, 
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volumetric mask for evaluation. We carry out a total of 2 experiments: in the first 
experiment, CFG-SegNet, CE-Net (Context-Encoder Network) and U-Net are trained to 
perform 2.5D segmentation on 24 female CT volumes containing the uterus. A 4-fold 
cross-validation is used, with each fold containing a 75%-25% train-test split. Both 
training and testing volumes are preprocessed into 2D slices in the first experiment and 
are subsequently center cropped into 256 × 256 patches where the original image 
resolution is preserved.  
 In our second experiment, we perform segmentation of the prostate in a similar 
fashion as the first experiment for baseline analysis. We then incorporate an atlas-based 
localization technique using affine registration to extract the location of the prostate in 
testing images and re-test the trained networks. As mentioned in section 4.2.3, testing is 
performed under the assumption that the location of an organ in the CT image is 
unknown in clinical settings. SimpleElastix is used to extract organ locations in testing 
volumes via affine registration. Since there exists a huge variation in the prostate’s length 
along the z-direction, we sparingly set a 256 × 256 × 100 (x × y × z) bounding box 
around the center of mass of the proposed location of the prostate. Each bounding box is 
then subsampled into 100 256 × 256 2D slices as network input.  Since the testing 
volumes contain varying pixel spacings, they are resampled to have uniform spacing and 
direction before affine registration is performed. Similar to the first experiment, a 4-fold 
cross-validation is used with each fold containing a 75%-25% train-test split. We train 
our proposed CFG-SegNet, along with a U-Net and an Attention U-Net [78] to perform 
segmentation on the 40 patient CT volumes containing the prostate.  
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 In both experiments, segmentation performance is evaluated with 2 well-
established metrics: Dice Similarity Coefficient (DSC) and Hausdorff Distance (HD). 
Dice Similarity Coefficient, also known as the Sorensen-Dice Similarity Coefficient, is a 
statistic commonly used to measure the similarity of 2 images (or volumes) by computing 
their spatial overlap: 
DSC	 = 	 &|:∩A|
|:|	%	|A|
             (5.3)     
where A and B are 2D or 3D images, and A ∩ Brepresents their intersection. Similar to 
the similarity metric Intersection over Union (IoU), DSC ranges from 0 to 1 with 1 being 
a perfect match between the two images. On the other hand, Hausdorff Distance is the 
maximum distance of a set (or in our case, an organ segmentation label) to the nearest 
point in another set. In other words, two images with a shorter HD are more similar than 
two images with a higher HD. HD can be implemented with any distance metric, such as 
the Euclidean Distance. Since the calculation of HD requires two established sets, we 
only calculate the HD when a segmentation mask is available for a given CT image.  
 An important attribute of CFG-SegNet is the incorporation of age class labels. 
Similar to our previous experiment with the Age-ACGAN, we classify a patient’s age 
into one of the following classes: 
● Infant class (age 1 to age 3) 
● Preschool class (age 4 to age 6) 
● School age I (age 7 to age 9) 
● School age II (age 10 to age 12) 
● Adolescent I (age 13 to age 15) 
● Adolescent II (age 16 to age 17) 
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In both experiments, each age class is approximately represented by the same number of 
patients. However, the number of patients in the Infant class is relatively lower than the 
other classes because of a lack of available training volumes from the original dataset.  
5.4.2 Results 
 The first experiment benchmarks the proposed CFG-SegNet against two other 
segmentation networks, in particular the U-Net and the CE-Net. CE-Net has achieved 
state-of-the-art segmentation results on multiple medical imaging datasets including lung 
CT segmentation. Its success can be attributed to the addition of dense atrous convolution 
(DAC) and residual multi-kernel pooling (RMP) blocks, which aim to better preserve 
spatial information than the traditional U-Net. All 3 networks are trained for a total of 50 
epochs to ensure convergence, and the saved model weights of the final epoch are used 
for testing. The computed DSC and HD averaged across 4-fold cross-validation is 
reported below: 
 
Table 5.2 Mean uterus segmentation results with our proposed CFG-SegNet, CE-
Net and U-Net. Best results are highlighted in bold, and all values shown are the average 
result of a 4-fold cross-validation experiment.  
 
 DSC HD 
CFG-SegNet 0.724 ± 0.0413 0.709 ± 1.56 
CE-Net 0.706 ± 0.0415 1.08 ± 1.67 
U-Net 0.697 ± 0.0419 1.09 ± 1.92 
 
 
We qualitatively evaluate the results of our first 2.5D uterus segmentation experiment. As 
shown in Figure 5.9, CFG-SegNet is able to generate a more accurate uterus 
segmentation mask (though not perfect) for a 5-year-old patient than the other 2 
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networks. All 3 segmentation networks struggle to generate perfect uterus segmentation 
masks for patients in the Infant and Preschool classes. However, our proposed CFG-
SegNet is able to approximate the correct size of the mask and has fewer false positives 
than the other 2 networks. Both CFG-SegNet and CE-Net are able to accurately predict 
 
 
Figure 5.9 Sample uterus segmentation labels generated by CFG-SegNet, CE-Net 
and U-Net. Although none of the networks is able to produce a perfect segmentation for 
the uterus, CFG-SegNet appears to generate the closest approximation when compared to 
the ground truth.   
 
 
uterus segmentation labels slice-by-slice for patients in the Adolescent I and Adolescent 
II classes since there is an abundance of adolescent training volumes available. We 
attribute the success of CFG-SegNet on correctly predicting infant segmentation labels to 
age-class labelling and ACP2P’s feature-generating functionality. 
 For the second experiment, CFG-SegNet is benchmarked against the Attention U-
Net- an advanced variant of the U-Net which uses attention gates (AG) on a subset of 
image volumes containing the prostate. Attention U-Net is previously used to segment 
the pancreas in 150 abdominal CTs, where it outperforms several state-of-the-art 
pancreas segmentation algorithms such as the Multi-Model 2D FCN and Hierarchical 3D 
FCN. Similar to the first experiment, all 3 networks are trained for a total of 50 epochs 
where the model weights for the final epoch are saved for testing. Testing is performed 
slice-by-slice on 256 × 256 × 100 image volumes extracted from center cropping (Table 
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5.3) and atlas-based localization (Table 5.4).  Tables 5.3 and 5.4 summarize the computed 
DSC and HD values of our 4-fold cross-validation experiment with 40 CT volumes 
containing the pancreas with center cropping and atlas-based localization preprocessing. 
In both preprocessing methods, CFG-SegNet has the highest mean DSC and the lowest 
HD out of the 3 networks. We also examine the segmentation results for individual age 
classes, in particular the younger patients (i.e. patients that belong to the Infant, 
Preschool, School Age I and School Age II classes). 
 
 
Table 5.3 Mean prostate segmentation results with our proposed CFG-SegNet, 
Attention U-Net and U-Net (center cropping). Best results are highlighted in bold, and 
all values shown are the average result of a 4-fold cross-validation experiment.  
 
 DSC HD 
CFG-SegNet 0.929 ± 0.200 0.338 ± 0.965 
Attention U-Net 0.925 ± 0.195 0.414 ± 1.21 
U-Net 0.923 ± 0.167 0.390 ± 1.01 
 
 
Table 5.4 Mean prostate segmentation results with our proposed CFG-SegNet, 
Attention U-Net and U-Net (atlas-based localization). Best results are highlighted in 
bold, and all values shown are the average result of a 4-fold cross-validation experiment.  
 
 DSC HD 
CFG-SegNet 0.769 ± 0.353 2.462 ± 0.965 
Attention U-Net 0.754 ± 0.367 2.64 ± 1.15 





Figures 5.10 and 5.11 are paired class-wise boxplots which summarize the segmentation 
results (DSC) of our proposed CFG-SegNet and Attention U-Net. DSC values of 
background slices (negative samples that do not contain the prostate label) are excluded 
 
 
Figure 5.10 Paired class-wise boxplot of CFG-SegNet and Attention U-Net prostate 
segmentation results (center cropping). CFG-SegNet is better than Attention U-Net in 
all age classes.  
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Figure 5.11 Paired class-wise boxplot of CFG-SegNet and Attention U-Net prostate 
segmentation results (atlas-based localization). CFG-SegNet is more consistent in 
segmentation performance than Attention U-Net across multiple age classes.  
 
 
to make the results more meaningful. We suspect the large margin of error in our atlas-
based preprocessing step leads to lower segmentation performance in young pediatric 
patients due to high variability in organ locations. Regardless of what preprocessing 
method is used, CFG-SegNet is more consistent in its segmentation results across the 4 
age classes, whereas Attention U-Net struggles to produce segmentation masks for 
patients that belong to the Preschool class. 
 Finally, we evaluate the quality of the generated prostate masks via manual 
inspection. As shown in Figure 5.12, CFG-SegNet generates the closest approximation of 
the prostate mask when compared to the ground truth given the testing images are center-
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cropped.  A comparison of 3 prostate segmentations of a 5-year-old patient generated by 
CFG-SegNet, Attention U-Net and U-Net with atlas-based localization is provided in  
 
 
Figure 5.12 Sample prostate segmentations from CFG-SegNet, Attention U-Net and 
U-Net (center cropping). CFG-SegNet appears to generate the closest approximation 




Figure 5.13 Sample prostate segmentations from CFG-SegNet, Attention U-Net and 
U-Net (atlas-based localization). Ground truth contours are highlighted in red, while the 
contours of the proposed labels are highlighted in blue. 
 
 
Figure 5.13. Unlike Attention U-Net and U-Net, it is apparent that CFG-SegNet produces 
prostate segmentation masks for the 5-year-old patient with higher accuracy based on the 
highlighted contours. Besides being able to somewhat extract the prostate’s location, 
Attention U-Net produces a relatively small segmentation mask that is considerably 
worse than the U-Net’s segmentation. This is supported by the fact that Attention U-Net 




DISCUSSION AND CONCLUSION 
 
6.1 Summary of Major Contributions 
 In this thesis, we review the use of deep learning in medical image analysis. We 
examine the limitations with currently available methods in abdominal CT organ 
segmentation and propose 3 methods to overcome these limitations. A major roadblock in 
many organ segmentation algorithms is the lack of pediatric training data. Low 
availability of pediatric abdominal CTs leads to poor segmentation performance on 
organs that are either anatomically challenging or considered extremely radiosensitive 
(such as reproductive organs). Generative adversarial network (GAN) is a deep 
generative framework which makes use of two competing (adversarial) deep 
convolutional neural networks (dCNN) to generate realistic images from random noise.  
We propose the use of BS layers, which effectively combines batch normalization 
(BatchNorm) with scaled exponential linear units (SELU) in a deep convolutional 
generative adversarial network (DCGAN). Our proposed BS-DCGAN can generate 
abdominal CT images containing the liver at full resolution (512 × 512) and with high 
fidelity. Quantitative evaluation of the generated images with pairwise multi-scale 
structural similarity index measure (MS-SSIM) score show a high similarity between 
abdominal CTs generated by BS-DCGAN and ground truth CTs.  
Next, we examine the possibility of synthesizing abdominal CTs along with their 
pancreas labels via the use of an auxiliary classifier generative adversarial network 
(ACGAN). The proposed Age-ACGAN network adapts the previously proposed BS 
layers with pixel normalization to increase convergence speed and improve training 
stability. Age-ACGAN also uses residual layers to aid gradient propagation throughout 
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the generator network and uses minibatch discrimination to ensure diversity in generated 
images. Comparison of convergence speed shows a faster convergence in Age-ACGAN’s 
generator than DCGAN’s generator, in which Age-ACGAN converges after the first 500 
iterations of training. Age-ACGAN produces abdominal CT patches and pancreas labels 
of size 172 × 172, center-cropped around the pancreas from full-resolution (512 × 512) 
abdominal CTs. Unlike the images generated by the DCGAN, images generated by Age-
ACGAN are free of streak artifacts and effectively capture the growth trend of pancreas 
from younger to older patients.  
Finally, a unified segmentation framework which jointly trains a image-to-image 
translation GAN (Age-ACP2P) and a segmentation network (U-Net) is proposed. A new 
loss function is also proposed to combine adversarial loss with image reconstruction and 
segmentation losses. The proposed CFG-SegNet is tested with a subset of patient CT 
volumes of the MCW pediatric abdominal CT dataset which contains 2 reproductive 
organs: the prostate and the uterus. Both quantitative and qualitative results from our 
2.5D segmentation experiments on CT volumes of 24 female patients and 40 male 
patients indicate that CFG-SegNet produces uterus and prostate segmentations with 
higher accuracy, and its segmentation performance is more consistent across patients in 
multiple age classes.  
6.2 Progress of Current Work 
 All the work presented in this thesis is either published, under review or pending 
submission. BS-DCGAN is published as a one-page paper and poster presentation in 
2019 IEEE 41st Annual International Engineering in Medicine and Biology Conference 
(EMBC).  Age-ACGAN is published as a 4-page paper in the conference proceedings and 
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is selected for oral presentation at the 2020 IEEE 17th International Symposium on 
Biomedical Imaging (ISBI). CFG-SegNet is accepted to the 2020 Society of 
Photographic Instrumentation Engineers (SPIE) Medical Imaging Conference as a 
conference paper and is selected for oral presentation. A more detailed write-up of CFG-
SegNet will be submitted to the IEEE Transactions of Medical Imaging (TMI) journal by 
the end of this year. A paper detailing the synthesis of multi-channel 
electroencephalogram (EEG) in the form of Gramian Angular Field (GAF) images with a 
Gramian Temporal Generative Adversarial Network (GT-GAN) is submitted to the 
International Conference on Acoustics, Speech, and Signal Processing 2021 (ICASSP 
2021). Source code of BS-DCGAN is available at the author’s repository 
(https://github.com/chinokenochkan/bs-dcgan). The remaining source codes will be open-
sourced upon the publication of this thesis.    
6.3 Limitations and Future Work 
One of the fundamental assumptions of Age-ACGAN is that it assumes the 
availability of age information when it is often anonymized in real, clinical settings due 
to privacy issues related to electronic health records (EHRs). Moreover, there are other 
confounding factors such as race and underlying health conditions that may or may not 
affect the outcome of image synthesis. All 3 proposed networks in this thesis need to be 
further tested on a larger, publicly available pediatric dataset which contains multiple 
organ labels and accurate patient information. Such a dataset is currently not available, 
and thus the scope of our work is limited in this regard.  
Like other supervised segmentation methods, our proposed CFG-SegNet is 
limited by the quality of the manually annotated labels. The proposed atlas-based 
75 
localization method is also affected by the inconsistencies in reference frames, which 
renders the normalization of patient coordinate systems from 2 different patients 
impossible during the image registration. The frame of reference is chosen arbitrarily 
during each scan, and it can be as simple as a fixed point on a scanner relative to the table 
where the patient lies. If this is kept constant throughout multiple patients, then we can 
align CT volumes from 2 patients with their respective image origins (the coordinates of 
the center of the first voxel).  
In general, hardware limitation is trivial as we are provided with powerful deep 
learning workstations containing multiple RTX 2080 ti GPUs. Our proposed CFG-
SegNet also contains fewer parameters than Attention U-Net. This is in fact quite 
impressive considering CFG-SegNet uses a conditional version of Age-ACGAN, which 
contains a modest number of parameters in itself. However, scaling up our proposed 
CFG-SegNet to volumetric segmentation will require 3D convolutions which in turn 
requires higher computing power. 
One possible extension of this work is to combine CFG-SegNet with self-
supervised learning. Self-supervised learning has gained popularity in recent years due to 
the issue with manually annotated labels. Annotated data is in fact quite costly, even 
more so in the field of medical imaging. Successful self-supervised learning frameworks 
commonly use representation learning to learn mappings in unlabeled datasets [80]. 
Representation learning can be achieved via patch location prediction, reconstruction of 
distorted image, or any other methods that withhold a portion of information from 
unlabeled images. If CFG-SegNet can be further improved to self-supervise, then the use 
of age information is indeed trivial. In the meantime, patient attributes other than the 
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patient’s age can also be used to improve segmentation quality of CFG-SegNet. It will be 
interesting to modify our proposed Age-ACGAN or Age-ACP2P to generate CT slices 
conditioned on a patient’s gender or even genetic information. Moreover, Age-ACP2P 
can also be adapted to translate various imaging modalities such as the conversion of CT 
and MR images. An attempt has been made to convert Age-ACP2P into a volumetric 
synthesis network similar to Vox2Vox [81], but the synthesized volumes are barely 
recognizable due to a huge discrepancy in performance between the generator and the 
discriminator (the generator is given a much harder task than the discriminator).  
6.4 Conclusion 
 Accurately segmenting abdominal organs in CTs has always been a challenging 
task in medical image analysis. While many deep learning solutions exist for abdominal 
CT organ segmentation, their common requirement of large training datasets remains a 
challenge. More importantly, pediatric abdominal CT datasets are not readily and 
publicly available for training. In this thesis, we propose a total of 3 frameworks: BS-
DCGAN (BatchNorm-SELU deep convolutional generative adversarial network) for 
unconditional abdominal CT synthesis, Age-ACGAN (Age auxiliary classifier generative 
adversarial network) for age-conditioned abdominal CT patch synthesis and CFG-SegNet 
(conditional feature generation segmentation network) for 2.5D patch-based reproductive 
organ segmentation in abdominal CTs. All 3 of our proposed approaches are thoroughly 
validated with image volumes from the MCW pediatric abdominal CT dataset. 
Experimental results comparing our proposed methods with state-of-the-art segmentation 
and generative networks demonstrate the ability of our networks to capture underlying 
data distributions in pediatric organs. All the work presented in this thesis can be further 
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extended, such as training the proposed networks with augmented images. Self-
supervision can also be added to our proposed networks to eliminate or reduce the need 
for annotated organ labels. Additional ablation studies can also be performed to identify 
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Validation and Testing details of section 5.4. Patient numbers (de-identified) for each 
of the 4 folds are provided. Patients used as atlases in the prostate segmentation 
experiment are also provided.   
 
 Prostate Uterus 
 Validation Testing Atlas Validation Testing 
Fold 1 122, 125, 
116, 74, 63 
82, 140, 99, 
100, 174, 
184 
86, 136, 100 182, 179, 90 16, 167, 158 
Fold 2 172, 177, 
171, 88, 163 
159, 110, 
52, 89, 169 
89, 169, 8 80, 91, 142 147, 85, 157 
Fold 3 166, 151, 






176, 178, 87 16, 124, 98 


























Experimental results of sections 5.3 and 5.4. Average IoUs are computed but are not 
reported in this thesis since it is redundant to the reported DSCs. 
 





(b) Prostate segmentation (with atlas-based localization) results 
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