In a longitudinal study with response data collected during a hospital stay, observations may be missing because of the subject's discharge from the hospital prior to completion of the study or the death of the subject, resulting in non-ignorable missing data. In addition to non-ignorable missingness, there is left-censoring in the response measurements because of the inherent limit of detection. For analyzing non-ignorable missing and left-censored longitudinal data, we have proposed to extend the theory of random effects tobit regression model to weighted random effects tobit regression model. The weights are computed on the basis of inverse probability weighted augmented methodology. An extensive simulation study was performed to compare the performance of the proposed model with a number of competitive models. The simulation study shows that the estimates are consistent and that the root mean square errors of the estimates are minimal for the use of augmented inverse probability weights in the random effects tobit model. The proposed method is also applied to the non-ignorable missing and left-censored interleukin-6 biomarker data obtained from the Genetic and Inflammatory Markers of Sepsis study.
Introduction
Missing data are a persistent problem in longitudinal studies, presenting challenges at the analysis stage and resulting in a need for methodology to address these issues. The data may be missing because of subject dropout or death, failure to collect a subset of the data at follow-up for administrative reasons, or censoring. This loss of data can result in biased estimates and a reduction in precision. In addition, the relationship between the outcome and predictors may vary depending on the reason for missingness, and failure to account for this in an analysis can affect the results.
Many methods exist for the handling of missing data in longitudinal studies when the data are missing at random (MAR) and missing not at random (MNAR) including those based on imputation [1] and those based on weighting [2] . Using the method of weighting, greater weight is placed on those observations that are less likely to be observed. The attraction of both imputation and weighting is that standard methods can be used for analysis [3] . There are also likelihood-based methods, including selection, pattern mixture, and shared parameter models, for analyzing MNAR or non-ignorable missing longitudinal data [4, 5] . In these likelihood-based methods, joint models for the response and missingness indicator variables are formulated for a valid statistical inference. By combining the features of the selection model and the pattern-mixture model, Yuan and Little [6] developed a new class of models, called mixed-effects hybrid models (MEHM). In this new MEHM, the joint likelihood of the response and missingness indicator has been factored into three parts: the marginal distribution of random effects, the conditional distribution of the dropout process given the random effects, and the conditional distribution of the response given the random effects and dropout process. This class of model is also a generalization of shared parameter models and computationally easy to implement. The detail of the formulation of the likelihood function and the parameter estimation associated with the above likelihood-based MEHM can be found in Fitzmaurice et al. [7] and Yuan and Little [6] .
An alternative to the likelihood-based methods is the weighting-based methods that do not require joint modeling of the longitudinal response and missingness indicator vector. The weighting-based methods require two separate models, one for the response variable and the other for the response indicator variable. Weights are computed using the response indicator variable models at the first stage. Then these estimated weights are used in the response model to adjust for the non-response. Weighting-based methods have roots in the Horvitz-Thompson estimators in survey sampling where inverse probability weighting (IPW) has been used for the differential sampling rate problem to account for the fact that the data are not obtained from a random sample [8] . The idea of the IPW method is that if the probability of selecting a unit is i , then 1 i units in the population should be used in the estimation. Robins and Rotnitzky [9] introduced the 'augmented' IPW (IPWA) method for an incompletely observed response profile in both non-parametric and semi-parametric models. This IPWA estimator has a close connection with the difference and regression estimators of the population total and means in the survey sampling literature. The distinguishing feature of the IPWA estimator is that it provides an unbiased estimate when the missingness is due to the design. An efficient IPWA estimator can be obtained by an ingenious choice of the augmentation term compared with the non-augmented Horvitz-Thompson-type IPW estimators [2] . For the case of non-ignorable missing longitudinal data, the IPWA method has been used in these settings.
Because of inadequate instrument sensitivity, a large percentage of response measurements are often subject to a limit of detection (LOD) in many longitudinal studies. When the observed data fall below or above the LOD, these data will be referred to as censored data. Although a censored data value can be viewed as a type of missing data, the data are not actually missing because some information is available owing to the recording of the censoring limit. Censored data also satisfy the definition of non-ignorable missingness because the censoring is related to the unobserved values [10] . Because left-censored data arise in a variety of applications, there are many methods available to account for left-censoring in the outcome, with the tobit regression model being one of the first models developed for this problem [11] . The tobit regression model has been extended for use with longitudinal data by introducing random effects into the model [12] . Other approaches include imputation of the quantification limit, using half of the lower limit of detection, and using random imputation procedures. Hughes [13] proposed a more efficient Monte Carlo expectation-maximization (MCEM) algorithm for analyzing censored longitudinal data using a linear mixed model. This approach uses Gibbs sampling to implement a Monte Carlo expectation step in the expectation-maximization algorithm, and the resulting estimates are likely to give reasonable results in a wide range of situations. A more flexible approach has also been developed by formulating and maximizing the likelihood function for the observed and censored data directly [14] . In this approach, the contribution of the censored data to the likelihood function is obtained by using the multivariate conditional distribution of the censored response given the observed response. Censored data, as well as non-ignorable missing data, have been analyzed directly by maximizing the joint likelihood of the repeated measurements and time-to-dropouts data [15] . This approach avoided the MCEM algorithm, and the standard errors (SE) of the estimates were computed using the information matrix. Longitudinal response measurements with censoring and non-ignorable missingness have also been analyzed by the shared parameter approach in the joint modeling framework [16] . These two joint modeling approaches differ primarily in the choices of the dropout process models.
The goal of this work was to address the problem of non-ignorable missing longitudinal data when the outcome is subject to left-censoring. We are proposing to extend the theory of the random effects tobit regression model [12] to develop a weighted random effects tobit (WRT) model for analyzing nonignorable missing and left-censored longitudinal data. We will compare the performance of the WRT model with the random effects tobit (RT) model [12] as well as several versions of the weighted linear mixed model [17] . In this setting, the weighted linear mixed models (WMM) will be fit by replacing the censored values with either half of the detection limit or a randomly imputed value. In sample survey theory, the weights have been assumed to be fixed and known. Here we compute the weights from the observed data, and hence we will take into account their sampling variability in the inference. We will consider the weights as nuisance parameters in the WRT model and base our inference on pseudolikelihood (PL) theory to account for the uncertainty associated with the estimation of a large number of nuisance parameters [18] .
In Section 2, we will describe the random effects tobit model and our proposed weighted version of this model for analyzing non-ignorable missing and left-censored longitudinal data. In Section 3, we will demonstrate the performance of the proposed model using a simulation study. In Section 4, we will present an analysis of the interleukin-6(IL6) biomarker data from the Genetic and Inflammatory Markers of Sepsis (GenIMS) study and will also perform a sensitivity analysis of the presented results. In the final section, we will offer a discussion on the findings.
Notation and weighted random effects tobit model formulation
Let Y ij denote the measurement of a response variable from the ith subject at the j th wave of measurements at time t ij , i D 1; 2; : : : ; N, j D 1; 2; : : : ; n i and X ij D .X ij1 ; X ij 2 ; : : : ; X ijp / T denote a [19] 
; Y o i;j 1 / T , and assume that P .
; X ij / is bounded away from zero with probability 1 and that 1 is a response vector of 1s up to but not including time j . We further assume that Y i and Y i 0 .i ¤ i 0 / are independent and that the covariate vector X ij is fully observed. Let f .:/ and F .:/ denote the probability density function and cumulative density function, respectively.
Suppose we observe
In this scenario, we have left-censored observations because we do not observe any Y ij that is less than c. Let
The left-censored longitudinal data can be analyzed utilizing the following tobit model [11] :
whereˇis a p 1 parameter vector and " ij is the error component that is assumed to be independent and identically distributed as N. 
Epstein et al. [12] have developed a tobit model in the linear mixed model (LMM) frame work. We will refer to this new model as the RT model. A LMM for the ith subject can be written in the following form [17] :
where the vector Y i is distributed as multivariate normal with the following specification:
where, X i is the n i p design matrix for the fixed effects,ˇ; Z i is the n i q design matrix for the random effects, b i ; and D D Cov.b i / and † i D Cov." i / are the covariance matrices of the random effects and errors, respectively. If there is no left-censoring in the measurements, then it follows from (3) that the marginal distribution of Y i is normal with mean X iˇa nd covariance matrix
. So the inferences for the fixed parametersˇcan be based on the log-likelihood function, log L.ˇ/ / 0:5 log jV i j 0:5.
For the left-censored response measurements, the likelihood function for the RT model [12] can be written as
where Á denotes the vector of all parameters in the variance-covariance matrices D and † i . This likelihood function does not have an analytic or closed-form expression. Estimation ofˇin the presence of the nuisance parameters Á can be based on the pseudo-maximum likelihood method [18] . When applying the pseudo-maximum likelihood method, the likelihood function is maximized for the parameters of interest, and all other parameters are treated as nuisance parameters. These nuisance parameters are replaced by their consistent estimates in the likelihood function. Treating Á as a nuisance parameter vector, the pseudo-log-likelihood and the corresponding score function for the parameter vectorˇis as follows:
Equations (6) and (7) define the log-likelihood function and the score function corresponding to the RT model, respectively. If the missing data are ignorable, then we can base the inferences on the RT model's pseudo-log-likelihood function (6) and its score Equation (7). For left-censored longitudinal data subject to non-ignorable missingness, the likelihood function is complex [10] . It requires integrals not only for the censored observations but also for the random effects and the missing data distributions. These integrals do not have a closed form, further adding to the computational complexity of the problem. Hence, these often need numerical approximations with the uncertainty of the convergence in the estimation process. To simplify this likelihood, we implement the pseudo-likelihood method with weighting to account for missing data [20] . We incorporate these weights by multiplying (dot product) the pseudolog-likelihood function ( Equation 6) and the score function ( Equation 7) of the RT model by weights. Now, the weighted pseudo-log-likelihood function and weighted score function of the RT model can be defined as
; N g; i is the probability (vector) of observing the response from the ith subject and assuming that these probabilities are bounded away from zero. We assume that the estimate of i will be consistent. The probability of observing a response is modeled with a logit model; however, other models can be used to estimate these probabilities. We will fit the logistic regression model with the covariate vector X ij , the observed response (or outcome) vector prior to time t j , N Y o ij , and the unobserved response Y m ij at time t j as described by Rotnitzky et al. [19, p.1325] . Thus, we can write the logistic regression model as
Because Y m ij is not observable at time t j , we will adopt the IPWA method to compute ij . Initially, we will treat 3 , the augmented value, as a known constant and estimate the other coefficients by solving [19] 
In Equation (11), the set fr D .r 1 ; : : : ; r n i / W r j D 0; 1g and r .:/ is an arbitrary (p 1) vector function of the observed data, where p 1 is the number of unknown parameters to be estimated. Rotnitzky et al. [19] suggest considering a series of plausible fixed values for the augmented term, 3 , followed by an evaluation of the sensitivity of the inference for the parameters of interest. We will perform the sensitivity analysis in Section 4.2 and provide more details on the augmented value selection and evaluation of the inferences.
The inference for the pseudo-likelihood estimates obtained from the score Equation (9) is based on asymptotic PL theory. The asymptotic SE of the estimates accounts for the extra variability due to the use of the estimated weights in the estimation process [18] . We will obtain the asymptotic covariance matrix for the parameter of interest by using the following formula [20] :
where
Letting
where D g is the set of observations in the gth stratum or group, g D 1; 2; ; K. We have derived the variance formula (12) and its component Q V using the conditional variance of the scores conditioning on Y i , X i , and
On the basis of the formulation by Lawless et al. [20] of the weighted pseudo-likelihood theory, we have defined g strata or groups of subjects (e.g., subjects who completed the study, the dropouts from the study, and those who died during the study, etc.) in our analysis. Then we have computed the probability of missing an observation for each subject and modified the contribution of an observation to the likelihood function through the use of weights. We then compute the adjusted SEs of the estimates through the variance formulas (12)- (14) .
Equations (8) and (9) are the log-likelihood function and score equation of the proposed WRT model, respectively. We will compute the asymptotic SE of the WRT model's parameter estimate using formulas (12)- (14) . We will compare this SE with the SE based on the observed Fisher information matrix and the sandwich estimator. We compute the SE based on the observed Fisher information from OEI. Ǒ / 1 , where I. Ǒ / D @S.:/=@ˇ, and S.:/ represents score functions as defined previously. We compute the sandwich estimator by the following formula:
For comparison, we will fit a WMM to the non-ignorable missing and left-censored longitudinal data. In the WMM, we will use the IPWA method to address the non-ignorable missingness and will replace the censored values with half of the detection limit or a randomly imputed value. The score equation for the parameters of interest from the WMM will be as follows,
We will estimate the parameters of the WMM by the score Equation (15) and will compute the SEs of the estimated parameters by the variance formula in (12)- (14) .
We will compare the performance of the proposed WRT model with a number of different models. We denote each of these models with a subscript on both the left and right sides. The subscripts on the left side are i, a, and r denoting the estimation technique used to obtain the SE. In this case i, a, and r denote the estimate based on the Fisher information matrix, the asymptotic SE from the PL theory, and the robust SE, respectively. The subscripts on the right side are as follows: 1, ipw, ipwa, mis, and large denoting the type of weights used across the wave of measurements; y-mis denotes the response model is mis-specified; h and r denote that the left-censored response values are replaced by half of the detection limit and a randomly imputed value, respectively. In this case, 1, ipw, ipwa, mis, and large denote the use of a single weight, IPW, IPWA, mis-specified weights, and large weights in the model, respectively. The models that will be considered are the following (1) i MM: denotes a mixed-effects model with the SEs of the estimates computed using the Fisher information matrix. This mixed model is fitted using the complete simulated data, that is, there is no censoring, and there are no missing observations. (2) i RT: denotes a random effects tobit model with the SEs of the estimates computed using the Fisher information matrix. This model assumes that the missing data mechanism is MAR. (3) i WRT 1 : denotes a weighted random effects tobit model with the SEs of the estimates computed using the Fisher information. Single weights are computed using the baseline covariates and the first day's measurements. (4) a WRT 1 : denotes a weighted random effects tobit model with the SEs of the estimates computed using the asymptotic PL theory. Single weights are computed using the baseline covariates and the first day's measurements. (5) a WRT ipw : denotes an IPW random effects tobit model with the SEs of the estimates computed using the asymptotic PL theory. (6) a WRT ipwa : denotes an IPWA random effects tobit model with the SEs of the estimates computed using the asymptotic PL theory. (7) a WRT mis : denotes a weighted (IPWA) random effects tobit model with the SEs of the estimates computed using the asymptotic PL theory. In this model, a small perturbation of IPWA has been applied to 50% of randomly chosen weights, and hence, the weights are mis-specified. (8) r WRT mis : denotes a weighted (IPWA) random effects tobit model with the SEs of the estimates computed using the sandwich estimator. In this model, a small perturbation of IPWA has been applied to 50% of randomly chosen weights, and hence, the weights are mis-specified. (9) a WRT large : denotes a weighted (IPWA) random effects tobit model with the SEs of the estimates computed using the asymptotic PL theory. In this model, a large perturbation of IPWA has been applied to 10% of randomly chosen weights, and hence, some weights are large and mis-specified. (10) a WRT y-mis : denotes a weighted (IPWA) random effects tobit model with the SEs of the estimates computed using the asymptotic PL theory. In this model, the functional form of the WRT model has been mis-specified. 
Simulation study for non-ignorable missing and left-censored longitudinal data
To compare the performance of the proposed WRT model with the RT model and WMM, we conducted a simulation study that was designed to address the following issues: the handling of the missing data through the estimation of the weights used in the model, the definition of the censored outcome, the estimation of the variance of the estimators and the sensitivity of the model to mis-specification of the weights, and functional form of the response variable. We used several different approaches to compare methods for the estimation of the parameters and to examine the sensitivity of the estimates to several types of model mis-specifications. We compared the i WRT 1 , a WRT 1 , a WRT ipw , a WRT ipwa , a WRT mis , r WRT mis , r WRT large , and r WRT y-mis models, with the left subscripts i, a, and r indicating SEs based on information matrix, asymptotic pseudo-likelihood theory, and the sandwich estimator, respectively. The impact of the estimation of the variance was examined via the models i WRT 1 , a WRT 1 , a WRT mis , and r WRT mis , which are weighted random tobit models with the subscript i denoting the information matrix, a denoting the asymptotic variance based on the PL theory, and r denoting sandwich estimator. The right subscripts of 1 indicate that only one (or a constant) weight is used across the wave of measurements; ipw and ipwa indicate that the weights are estimated using IPW and IPWA methodology; mis and large indicate that the weights are mis-specified and large, respectively; and y-mis indicates that the functional form of the response variable model is mis-specified. Mis-specified IPWA weights are generated from a Bernoulli distribution with the parameter set equal to 0.5, resulting in 50% of the IPWA weights being perturbed. The perturbed IPWA weights are generated by adding p 1=u to the weight resulting in a range of 1.0 to 1.41 for the perturbations. Similarly, large weights are constructed by adding p 1=u.> 100/ to 10% of IPWA weights where u < 0:01 is a random number drawn from uniform.0; 1/ distribution. Thus, this scenario will examine the consequence of violation of missingness probability assumption, not away from zero. In the mis-specified response model, the observed covariate X is (defined in the model (16)) replaced by exp(X /2) to assess the impact of mis-specification of the functional form of the response variable [21] . We are not examining two other possible scenarios-the case where both (the response and missingness probability) models are correct and the case where both models are incorrect. It is known that when both models are correct, then the inference is an expected one. Also, it is known that when both models are incorrect, the estimates are severely biased and lead to an incorrect inference [22] . Finally, the impact of ignoring the left-censoring of the outcome was examined by replacing censored values either by half of the lower limit of detection or by a randomly imputed value with the models a WMM h and a WMM r , respectively. These two models will be considered as mis-specified models in the sense that censored values are replaced by ad hoc response values, and a standard mixed-effects model is then fitted to the data.
We generated outcome data from the following basic linear mixed model,
where, X i represents a fixed effects (covariate), Z ij takes values 1; : : : ; 7, (time in the study), b 0i N.0; 1/ is the random intercept, and 2 D 2. The covariate X i N. g ; 0:3627 2 /, where g represents strata (e.g., strata can be defined for the subjects who completed the study (0), dropped out from the study (1), or died during the study period (2) 
All simulations were run with three different sample sizes of 250, 500, and 1000 subjects and a followup period of 7 days. The results presented are based on 500 simulations (iterations) and three different scenarios (or design). The first scenario, S1, is constructed so that 60% of the subjects have complete observations, that is, data are present for all 7 days, and the remaining 40% of the subjects have missing data because of dropout. For the second scenario, S2, 60% of the subjects have complete data, 30% of the subjects have missing data because of dropout, and the remaining 10% have missing data because of death. Scenario 3, S3, consists of 30% of the subjects with complete data, 60% of the subjects with missing data because of dropout, and the remaining 10% missing because of death. In terms of the dropout categories, this third scenario resembles the GenIMS data set that motivated this work. Results associated with the covariate X are presented in the tables that follow, and the results associated with the intercept and the coefficient of the Z (time) are similar to those for the covariate X and have been omitted from the presentation. Table I presents the results obtained from scenario S1 where 60% of the subjects have complete observations. The first three columns in the table contain the percentages of censored data, non-ignorable missingness, and the fitted model, respectively. Results are presented for sample sizes of 250 and 1000 subjects with 25% and 40% of the outcomes subject to censoring. Examining Table I , we observe that the bias of the estimates depends on the model and weighting scheme used in the analysis. Clearly, the RT model underestimates the regression parameters. The WRT models that use constant weights across the course of measurements also produce a negative bias. Estimates from the two mixed models are also biased. The WRT model estimates that are based on IPWA method are unbiased. As expected from the theory for small sample sizes, the SE obtained from the asymptotic PL theory is slightly larger than the SE based on the Fisher information matrix. In most cases, the SE obtained from the asymptotic PL theory is slightly smaller than the SE based on the sandwich estimator. The SE of the estimate decreases with an increase in the sample size, and for large sample sizes they are approximately equal for all estimators, except for the mis-specified response model. Because of the rescaling of covariate (exp(X /2)), the mis-specified response model produces severely biased estimates with the SE of the estimate away from the SE of the estimate obtained in the mixed model. The IPWA estimate also has the smallest root mean square error (RMSE). For large samples, its coverage probabilities (CP) are very close to the nominal level of 95%. These findings are true even for large percentages of censored data (40%) and match the findings in [12] . Whereas the results for a sample size of 500 are not presented, the overall pattern was the same. Again, the estimates from the RT model and the WMM are biased and have larger RMSE. In our mis-specified model ( r WRT mis /, a small perturbation of the IPWA has little effect on the estimation and inference. The log-likelihood functions are well approximated by the quadratic functions, and the scores of the parameters from the IPWA and mis-specified models are normally distributed (ShapiroWilk tests, p > 0:05/. As an example, considering 40% censored and 25% missing observations with N D 250, the scores, S.ˇ1/, from the IPWA and mis-specified models are distributed as normal with mean zero and Fisher information 67.81 and 67.96, respectively. Because the log-likelihood functions are approximated by their maximum and the curvature at the maximum, it indicates that the likelihood functions are well behaved and have a regular shape.
We also studied the impact of large weights and a mis-specified functional form of the response model on the estimation and inference separately. In this exercise, we found that estimates based on large weights (even for large samples) are biased, and the coverage probabilities are low. For the misspecified functional form of the response model, the estimates are severely biased, and the coverage probabilities are zero irrespective of the sample sizes that have been considered.
Next, we examine the results of the analysis due to variations in the scenario, the percentage of censoring, and the missing compositions. In Table II , we have presented the simulation results for scenario S3, where 60% of the subjects have missing data because of dropout and 10% have missing data because of death. Again, there are biases associated with all of the parameter estimates with the exception of estimates from the model a WRT ipwa and its mis-specified version. The efficiency of the estimates increased approximately 50% as the sample size increased from 250 to 1000. The RMSE for the parameter estimate associated with the model a WRT ipwa is the smallest among all of the models considered. Simulation results obtained from scenario S2 (not presented), where 30% of the subjects have missing data because of dropout and 10% have missing data because of death, are similar to those obtained from the other two scenarios. When comparing the estimates across the three simulation scenarios (S1 with 40% dropouts; S2 with 30% dropouts and 10% deaths; S3 with 60% dropouts and 10% deaths), we found that the WRT model based on the IPWA provides unbiased estimates. We also found that for a given sample size, the RMSE and coverage probability of the parameter estimates are very similar across the scenarios. The models that accounted for the censoring through use of tobit regression performed better than models where censored observations were replaced by a randomly imputed value or by half of the lower limit of detection. Overall, the weighted random effects tobit model with IPWA weights produced the best estimates, even with large percentages of missing and censored observations, making this method of choice for analyzing non-ignorable missing and left-censored longitudinal data.
Application: analysis of left-censored and non-ignorable missing longitudinal IL6 biomarker data

Genetic and inflammatory markers of sepsis data, models and results
The GenIMS study was a longitudinal cohort study that was designed to gain an understanding into the role of both genetic and inflammatory biomarkers in the development of sepsis [24] . Because sepsis can result from multiple illnesses, the study focused on recruiting patients with community-acquired pneumonia in order to insure a relatively homogenous group with respect to susceptibility to sepsis. A total of 2320 patients were enrolled into the study through the emergency departments in 28 hospitals in Pennsylvania, Connecticut, Michigan, and Tennessee (2001) (2002) (2003) . The biomarkers were collected daily throughout the first 7 days of hospitalization and may be missing because of death in the hospital during the first 7 days, discharge from the hospital before day 7, or for administrative reasons. In these settings, it is likely that the pattern of any given biomarker will differ depending on the reason for the missing data. Note that there are some intermittent missing data because of administrative reasons, and we are assuming that these intermittently missing data are missing completely at random. One of the markers of greatest interest in the GenIMS was the pro-inflammatory marker interleukin-6 (IL6); however, the measurement of IL6 was limited because of the sensitivity of the assay resulting in left-censoring of the measure at the lower limit of detection. Figure 1 presents plots of IL6 over the 7 days of measurement for three groups of subjects; those with complete observations over days 1 to 7(completers), those who have incomplete observations because of hospital discharge (dropout), and those who have incomplete observations because of death during the first 7 days of hospitalization (death). This plot points to the differences in these groups and the need to account for this in the analysis as illustrated by the fact that subjects who died had the highest IL6 levels during the study. In this analysis, we have 598 subjects with complete IL6 measurements, 1119 subjects with incomplete IL6 measurements because of hospital discharge, and 32 subjects with incomplete data because of death during the first 7 days of hospitalization.
For the comparison of several models that we described in Section 2, we have considered the following random intercept and random slope linear mixed model:
The covariates considered in this analysis are day (time) in the study, age of participants, inpatient statin use (binary), and APACHE (acute physiologic and chronic health evaluation). Following Hogan et al. [25] , we have re-scaled the covariates day (day range(day)), age (age 10 years), and APACHE (APACHE range(APACHE)). After rescaling these covariates, the parameter estimates become more stable by increasing the SE away from zero. This rescaling also improves the interpretation of the estimates. The random effects . 2 /. The probability of an IL6 value being missing is computed from a logistic regression model that includes the following covariates: logarithm of IL6, age, statin use, pneumonia severity index (PSI), and APACHE, which is a measure of illness severity: we fitted all of the models that have been described in Section 2, with the exception of the complete data model i MM. Again, we have computed the SE of the estimates by using either the Fisher information matrix, the sandwich estimator, or the asymptotic PL theory. Table III presents the results obtained from the analysis of the non-ignorable missing and left-censored longitudinal IL6 biomarker data. The´-values for the intercept (> 6:53) and covariate day (> 17:42) are large, and because of the space limitations, we have omitted presenting these results. The estimates obtained from the RT models that ignore the non-ignorable missingness are different from the estimates based on the weighting methodology. For example, age and statin use are stronger predictors (p-value60.02) of IL6 when the estimation is based on the WRT model that uses IPWA weights. These predictors are either marginally significant (p-value D 0.07) or not significant (p-value D 0.22) when the estimation is based on the RT model. The estimates of the coefficients and their SEs using WRT models are generally larger than the estimates and SEs obtained from the RT model. This highlights how different models for non-ignorable missing and left-censored data can produce discernibly different, and possibly conflicting, estimates of the effects. Note that for this large data set the SE of the estimate computed by the PL theory is approximately equal to the SE of the estimate computed by the information matrix.
Sensitivity analysis
Analysis of non-ignorable missing GenIMS longitudinal data necessarily depends on unverifiable assumptions that cannot be tested using the data under analysis, and hence it is necessary to perform a sensitivity analysis. On the basis of simulation experience and subject matter expert's judgment in analyzing GenIMS data using the proposed IPWA-based WRT model, we have used an augmented value of 0.12 in the estimation of the continuation probability. This augmentation term is considered as fixed and known, and consequently the parameters in the missing data model and the response model are identified in the sense that the parameters in these models are uniquely determined by the choice of an augmented value (theorem 3, p.1332) [19] . If, for a given choice of augmented value, the parameters in the missing data model (18) are identified and hence the response model parameter estimates are approximately consistent, then the inference is stable. Thus, a sensible strategy is to perform a sensitivity analysis on the choice of the augmentation term, 3 . We will consider a series of plausible values, including zero, for the augmentation term in the missing data model to see the variation of the parameter estimates in the response model. Again, these augmented values are considered as fixed and known, and then estimation of all other 's in the missing data model (18) is based on IPWA estimating Equation (11) . If the parameter estimates in model (17) do not change substantially for a range of augmented values, then interpretation of the results would be straightforward. Otherwise, estimation and inference based on the proposed model is not. Note that an augmented value of zero leads to IPW estimation, and hence the missing data mechanism is considered ignorable. In the local influence diagnostic method, this model is called a null model and is used for assessing the influence of unobserved measurements in the analysis by a small perturbation around the null model. Varying the range of 3 locally around the value for ignorable missingness allows us to study whether small departures from ignorability result in large deviations. This is, broadly, related to local influence type approaches, as proposed by Verbeke et al [26] . Others, such as Copas and Eguchi [27] and Troxel and co-workers [28] , have also contributed to this body of research. Although beyond the scope of the current paper, such ideas can be used to develop formal sensitivity tools.
Results of the sensitivity analysis are presented in Figure 2 : solid and dash lines indicate the point estimate and confidence limit.ˇ˙SE. Ǒ //, respectively. Estimates of the fixed effects parameters related to time, age, statin use, and APACHE are presented for varying levels of augmented values, including zero. Because the elevated level of inflammation indicates sepsis and consequently staying in the hospital until resolving the inflammation or until death, a plausible association for the likelihood of observing a biomarker is positively associated with higher levels of IL6 which implies 3 > 0. Now, by considering the graph for 3 > 0:07, the estimate behaves stably. Although there is some variation in the estimates ofˇ2 andˇ3 for smaller augmented values, these estimates stabilize for 3 > 0:07. Note that there is no change in the estimation ofˇ1 because of the perturbation of the augmentation term. This supports the argument that the objective function which was used in estimating the parameters and making further inference was robust to small deviations in the selection bias or augmented values.
Discussion
We proposed an extension of current models to obtain the WRT model for analyzing non-ignorable missing and left-censored longitudinal data. In this study, we have incorporated the IPWA methodology into the likelihood-based inference via weighted pseudo-likelihood theory by taking advantage of the IPWA estimating function that provided a smooth parameter estimate (estimable at a rate of p N ) for the missing data mechanism [2] . In the weighted pseudo-likelihood-based estimation and inference, weights are considered as nuisance parameters and replaced by consistent estimates in the score function of the parameter of interest. The SEs of the parameter estimates are also corrected by pseudo-likelihood theory. By using the proposed WRT model, we identify the parameters and avoid the computational challenges that arise in the full likelihood-based inference of non-ignorable missing longitudinal data. Using simulation studies, we have shown that the random effect tobit model (assume MAR) and weighted mixed models (NMAR model) that are fitted by replacing the censored values with a half of the detection limit or randomly imputed values produce biased estimates in the presence of non-ignorable missing data. Our proposed WRT model based on the IPWA methodology produced consistently unbiased estimates, and its coverage probability also has the nominal level of 95%. This is true for the different scenarios and sample sizes and for different percentages of missing and censored data. In spite of these attractive features of the proposed WRT model, it should be noted that the proposed model for analyzing non-ignorable missing and left-censored longitudinal data does not resolve the issues of a mis-specified functional form of the outcome variable. The user needs to be very well aware of this, and future investigation should address such sensitivities.
We applied our methodology to the biomarker data obtained from the GenIMS study, a longitudinal cohort study. Analysis of the IL6 longitudinal biomarker data from the GenIMS study shows that the estimates of the coefficients and their SEs vary across the models. Depending on the model used, the inference can be substantially different and possibly conflicting for a covariate that has been used in the model. From the sensitivity analysis of the fitted model, we have seen that the estimates and inferences related to the parameters of interest are robust to the plausible range of augmented values of the missing data model. Finally, from our development and application, we can conclude that the proposed WRT model enjoys the features of the likelihood-based inference with computational simplicity. The model can also be implemented easily for the case of right or doubly censored longitudinal continuous data subject to non-ignorable missingness using standard statistical software.
