Summary: Expected-posterior priors (EPP) have been proved to be extremely useful for testing hypothesis on the regression coefficients of normal linear models. One of the advantages of using EPPs is that impropriety of baseline priors causes no indeterminacy. However, in regression problems, they based on one or more training samples, that could influence the resulting posterior distribution. The power-expected-posterior priors are minimally-informative priors that diminishing the effect of training samples on the EPP approach, by combining ideas from the power-prior and unit-information-prior methodologies. In this paper we show the consistency of the Bayes factors when using the power-expected-posterior priors, with the independence Jeffreys (or reference) prior as a baseline, for normal linear models under very mild conditions on the design matrix.
Introduction
developed priors for use in model comparison, through utilization of the device of "imaginary training samples" (Good, 2004 , Spiegelhalter and Smith, 1988 , Iwaki, 1997 . They defined the expected-posterior prior (EPP) as the posterior distribution of a parameter vector for the model under consideration, averaged over all possible imaginary samples y * coming from a "suitable" predictive distribution m * (y * ). Hence the EPP for the parameters of any model M ℓ ∈ M, with M denoting the model space, is
where π N ℓ (θ ℓ |y * ) is the posterior of θ ℓ for model M ℓ using a baseline prior π N ℓ (θ ℓ ) and data y * . An attractive option for m * arises from selecting a "reference" or "base" model M 0 for the training sample and defining m * (y * ) = m N 0 (y * ) ≡ f (y * |M 0 ) to be the prior predictive distribution, evaluated at y * , for the reference model M 0 under the baseline prior π variable-selection problem that we consider in this paper, following the skeptical-prior approach described by Spiegelhalter, Abrams and Myles (2004, Section 5.5 .2), the constant model (with no predictors) is a good reference model. This selection makes calculations simpler, and additionally makes the EPP approach essentially equivalent to the arithmetic intrinsic Bayes factor approach of Berger and Pericchi (1996) .
One of the advantages of using EPPs is that impropriety of baseline priors causes no indeterminacy. There is no problem with the use of an improper baseline prior π N ℓ (θ ℓ ) in (1); the arbitrary constants cancel out in the calculation of any Bayes factor. However, in regression problems, EPPs are based on one or more training samples, that could influence the resulting posterior distribution.
To diminish the effect of training samples on the EPP approach and simultaneously to produce a minimally-informative prior, Fouskakis, Ntzoufras and Draper (2013) introduce the powerexpected-posterior priors (PEP), by combining ideas from the power-prior approach of Ibrahim and Chen (2000) and the unit-information-prior approach of Kass and Wasserman (1995) . As a first step, the likelihoods involved in the EPP distribution are raised to the power 1 δ and density-normalized. This power parameter δ is set equal to the size of the training sample n * , to represent information equal to one data point. Regarding the size of the training sample, n * , this is set equal to the sample size n; in this way the selection of a training sample and its effects on the posterior model comparison is completely avoided.
In what follows, we examine variable-selection problems in Gaussian regression models. Thus, for any model M ℓ , with parameters θ ℓ = (β ℓ , σ 2 ℓ ), the likelihood is specified by
where Y = (Y 1 , . . . , Y n ) is a vector containing the (real-valued) responses for all subjects, X ℓ is an n×d ℓ design matrix containing the values of the explanatory variables in its columns, I n is the n×n identity matrix, β ℓ is a vector of length d ℓ summarizing the effects of the covariates in model M ℓ on the response Y and σ 2 ℓ is the error variance. Furthermore we denote the imaginary/training data set y * , their size by n * , and the corresponding imaginary design matrix by X * of size n * × (p + 1) , where p denotes the total number of available covariates. Following the PEP methodology we set n * = n and X * = X. For any M ℓ ∈ M, we denote by π 
where RSS * ℓ is the residual sum of squares given by RSS * ℓ = y * T P * ℓ y * . The J-PEP prior for the parameters of model M ℓ is given by
with the conditional J-PEP prior given by
where
T and 0 k being a vector of zeros of length k. The product of the two normal densities involved in the integrand is given by
Note that (8) was obtained from the property
with E = A −1
2 XΘ 2 . Expression (9) can be easily obtained using the identity:
with C a n × n lower triangular matrix (the Cholesky decomposition) with non zero elements in the diagonal such that E = CC T . Replacing (8) in (7), we obtain
We set
since the term ζ −n * /2 , coming from the Jacobian of the transformation, cancels out with the determinant of the variance, that is |E| 1/2 = ζ n * /2 . Moreover,
since X * ℓ T P * ℓ = P * ℓ X * ℓ = 0. Returning back to (10) we obtain
where K is idempotent and z ∼ N(0, I n ) and therefore zKz ∼ χ 2 r ; where r is the rank of K. Therefore (12) becomes
3 The J-PEP Bayes factor
The Bayes factor of any model M ℓ versus the reference model M 0 , under the J-PEP-prior approach, is given by
with the denominator given by
Using (12), the nominator is given by
Integrating out β ℓ , we obtain
The above expression was obtained using the following formula:
Moreover,
with X being a n × p matrix.
Substituting expression (13), we obtain
We now set r = σ (∂r 2 cos 2 φ) ∂φ ∂(r 2 sin 2 φ) ∂r (∂r 2 sin 2 φ) ∂φ = 2r cos 2 φ −2r 2 cos φ sin φ 2r sin 2 φ 2r 2 sin φ cos φ = 4r 3 sin φ cos φ(cos 2 φ + sin 2 φ) = 4r 3 sin φ cos φ .
Then, the matrix Σ ′ ℓ becomes equal to
with B(φ) being a n × n matrix given by
while A Σ can be rewritten as
being a d 0 × d 0 matrix. Moreover, we have that
with
being a scalar. Finally, the first three terms in the integrand of (14) can be written as
Using the transformation (15) and the corresponding Jacobian given by (16), as well as expressions (17), (20) and (22), the marginal likelihood (14) now becomes
We now set w = 1/r (⇔ r = w −1 and dr = (−1)w −2 dw), resulting in
where f R (w; s 2 ) is the density function of the Rayleigh distribution with scale parameter s 2 (which here is equal to D(φ) −1 ) and variance s 2 (4 − π)/2. Moreover, by E R (w k ; s 2 ) we denote the corresponding k th moment about zero which is given by s k 2 k/2 Γ(1 + k/2). Therefore we have:
Hence the Bayes factor of model M ℓ versus the reference model M 0 , under the J-PEP prior approach, is given by
Under the J-PEP approach we set X * ℓ T X * ℓ = X T ℓ X ℓ , n * = n and δ = n and thus
and
since H ℓ is idempotent and X T 0 H ℓ = X 0 for any model M 0 nested in M ℓ . This comes from the blockwize formula where for any X ℓ = [X 0 , X ℓ\0 ] we have For large n, we can write (n + sin 2 φ)
Discussion
Under the power-expected-posterior priors (PEP) approach, ideas from the power-prior and unitinformation-prior methodologies are combined. As a result the resulting priors are minimallyinformative and additionally the effect of training samples that is a big issue on the expectedposterior prior approach is diminishing. When using the independence Jeffreys (or reference) prior as a baseline prior for normal linear models we prove that PEP approach has the same asymptotic behavior as the BIC-based variable-selection procedure. Therefore under very mild conditions on the design matrix is a consistent variable selection technique.
