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1 はじめに
人間とロボットが対等なインタラクションをおこなうために
は，ロボット自身が相手のことを考え，行動を変化させる様な適
応的なインタラクションが重要となる [1, 2]．また，ロボットに
相手がどのような人間なのかを学習させる仕組みが必要となる．
本研究では，文学者の平野啓一郎が提唱した分人という概念
を HRIの分野に導入して，適応的なインタラクションを実現す
ることを検討している．分人は，環境や人間関係によって異な
る「自分」になるという概念である．これにより，コミュニケー
ションを一層深めることができる．この概念を基に，先行研究
では，機械学習の手法を用いることで，相手とのインタラクショ
ンを通して学習する分人モデルを構築している [3]．
本稿では，先行研究で構築した分人モデルにおける問題点を
解決するために，行動分析学の知見と行動決定レベルのアイディ
アを用いて拡張した分人モデルを示す．そして，計算機シミュ
レーションをおこない，拡張した分人モデルの有用性を述べる．
以降，第 2節では，分人の概念について更に詳しく紹介する．第
3節では，分人モデルについて説明する．第 4節では，計算機シ
ミュレーションとその結果の考察をおこなう．第 5 節では，本
研究のまとめと今後の課題について述べる．
2 分人
分人（dividual）とは，対面する人間によって接し方が変化す
るという概念である [4]．また，分人は相手との反復的なコミュ
ニケーションを通して自身の中に形成されていく人格であり，人
間関係ごとに定義される．人間は，この分人の概念を基に，人間
関係によって変化する分人の集合体となる．
分人には，図 1のように 3つの種類があると考えられている．
1つ目は，社会的な分人である．これは，知らない人やなじみの
薄い人とインタラクションをするための標準的な分人である．2
つ目は，グループ向けの分人である．これは，学校のクラスや
テニスクラブのような特定のグループに所属している人のため
の分人である．3つ目は，特定の相手に向けた分人である．これ
は，家族や親友のような特定の人のための分人である．社会的
な分人とグループ向けの分人を経て，最終的に生まれるのが，こ
の特定の相手に向けた分人である．なお，人間は人間関係の数
だけ分人を持っており，インタラクションの度にそれらを意識的
ではなく無意識的に切り替えている．つまり，分人は中央集権
型ではなく分散型のネットワークであると捉えることができる．
3 分人モデル
分人モデルは，分人の概念を基に，人間が持つ学習機構やイン
タラクション機構を数理的にモデル化したものである．
3.1 従来モデル
従来モデルは，枠組みとしてモジュール型ニューラルネット
ワーク（MNN）を採用している [5]．これを用いている理由は，
分人の構成を表現するためである．1 つのモジュールを 1 つの
分人と捉えることにより，分人の概念における特徴的な分散型
のネットワークを構築できると考えた．また，学習手法として
強化学習の Actor-Critic手法を採用している [6]．これを用いて
いる理由は，分人が環境や人間関係の中で形成されることを表
現するためである．強化学習のメカニズムは，人間をはじめと
する動物の脳内に存在することが明らかになってきており，分
人の学習をモデル化していく上で妥当であると考えた [7, 8]．そ
して，想定される入力情報をカテゴリー要素と行動要素として
定義し，分人モデルを構築した．しかし，当該モデルには，人間
図 1 分人の概念図
図 2 提案モデルの概念図
が教師となる系の強化学習が考慮できていない問題や行動決定
の枠組みについて 3.2節で述べる課題が残っており，検討の余地
があった [3]．
3.2 提案モデル
提案モデルは，従来モデルの拡張版である．概念図を図 2 に
示す．各モジュールで分人を学習するために，提案モデルでは
Actor-Critic型強化学習と教師付き学習を適応する．そして，以
下に示す拡張方針に沿って分人モデルの拡張をおこなう．
1．インタラクション的観点の導入：シェイピングの導入
　従来モデルにおいて，分人の概念のモデル化が不十分や学
習的観点のみの評価しかできない，といった問題点があっ
た．そこで，行動分析学におけるシェイピングという概念
を導入し，分人モデルの拡張をおこなう [9, 10]．
2．段階的行動決定機構の構築：行動決定レベルの導入
　従来モデルにおいて，行動決定の枠組みに関して検討の
余地があった．そこで，分人の種類に応じた行動決定を表
現するために，行動決定レベルというアイディアを導入す
ることで，行動決定機構の構築をおこなう [11, 12]．
上記の拡張をおこない構築した分人モデル（提案モデル）の概
念図を図 2 に示す．分人モデルでは，式 (1) と式 (2) に示すよ
うに，criticに相当する分人識別部と actorに相当する行動決定
部，それぞれの評価関数を定義する．
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ここで，rはノーマル報酬，rsはシェイピング報酬， は割引率，
sは入力ベクトル，V ()は状態価値関数である．また，ak は行
動値，f()は活性化関数，tk は教師信号である．ここで，N は
分人の集合を表す．そして，これらの評価関数を最適とするよ
うに，学習パラメータを更新していく．
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(a) 累積ノーマル報酬の推移 (b) 累積シェイピング報酬の推移 状態価値の推移
　　　　　　　　　　　　　図 3 　事前学習における分人の学習　　　　　　　　　　　　　　　　　図 4 　事後学習における分人選択
(a) インタラクションの序盤 (b) インタラクションの中盤 (c) インタラクションの終盤
図 5 　事後学習における行動決定レベル選択
学習パラメータとなるのは，中間ユニットにおけるガウス関
数の平均 cj と出力層に紐づいている critic の重み j と actor
の重み !jk である．なお，式 (3)と式 (4)，式 (5)に示す更新式
は勾配法に基づいて導出する．
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ここで，; ; は学習係数，2j は分散，f 0()は活性化関数の導
関数である．
4 計算機シミュレーション
前節にて構築した分人モデルの挙動を確認するために計算
機シミュレーションをおこなう．ここで，分人の集合は N =
fA;B;C;Dg とする．なお，本シミュレーションは，ロボット
の適応的なインタラクションの実現に向けた予備実験である．
4.1 シミュレーション設定
本研究では，日常生活での人間とロボットのインタラクショ
ンを次のように想定する．ある日，ロボットがある人と接した
とき，その彼/彼女に関する情報を得て，ある対応をとる．そし
て，次の日ロボットが同じ彼/彼女と接するとき，その人のこと
考え，行動を変化させるような対応をとる．このように，ロボッ
トが対面している人間に関する情報を学習することで，ロボッ
トは個々の対応を取ることができ，対等で適応的なインタラク
ションがおこなえると考える．それらを考慮し，本シミュレー
ションでは，1 人あたり 4 パターン，すなわちカテゴリー情報
は同じで行動情報が違う入力情報を 4 つ定義する．また，本シ
ミュレーションで最も重要なのは，報酬の設定である．報酬の
大きさは，各モジュールが適切に学習する見込み回数を考慮し
て設定する．また，報酬の与え方は，分人の概念と行動分析学に
おける知見（人間の行動法則）に基づいて設定する．なお，報酬
を含む各種パラメータ設定は，文献 [12]と同じである．
4.2 シミュレーション結果
図 3の (a)，(b)から，累積報酬がある値に収束していること
が確認できる．これより，各モジュールが強化と弱化を頻繁に
繰り返して分人の学習をおこなっていることが示唆される．図 4
から，対面している人間に関する状態価値が，対面している人に
関する状態価値が最も高い値を示すことが確認できる．これよ
り，複数ある分人の中から適切な分人選択がおこなわれている
ことが示唆される．図 5の (a)，(b)，(c)から，インタラクショ
ンを重ねるにつれて，行動決定レベルが Level 1から Level 3に
段階的に変化していることが確認できる．これより，適切な行
動決定レベル選択がおこなわれていることが示唆される．
5 おわりに
本研究では，分人の概念と行動分析学の知見（人間の行動法
則），行動決定レベルのアイディアに基づき，モジュール型ニュー
ラルネットワークと Actor-Critic 型シェイピング強化学習，教
師付き学習を用いて分人モデルの再構築をおこなった．そして，
予め設計した特定の人間の情報を入力情報とし，計算機シミュ
レーションをおこなった．シミュレーション結果より，各種累積
報酬と状態価値，行動決定レベル累積値の推移を確認した．こ
れらより，分人の学習と適切な分人選択，行動決定レベル選択が
おこなわれることが示唆された．なお，これらは，HRIにおい
てロボット自身が人間を分人として学習する仕組みを構築した
ことに相当する．
今後の課題としては，相手の意図を推定し行動決定をおこな
うといった，実際のインタラクションを考慮した分人モデルへ
の拡張があげられる．そして最終的には，分人モデルの有効性
を検証するために実機での実験をおこない，適応的なインタラ
クションの実現を目指す．
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