INTRODUCTION
Feature extraction is one of the most important tasks in an Automatic Fingerprint Identi cation System (AFIS), Mehtre and Chatterjee (3) . The characteristics to be extracted in a given ngerprint image can be divided into two main categories: global or highlevel features and local or low-level features. Cores and deltas are examples of global features, Henry (2) . Their number and location in the ngerprint are used to classify the ngerprint (given a previously dened set of possible classes). Local features (such as endings and/or bifurcations of ngerprint ridges) are used to obtain a unique characterization of the given ngerprint. These local features are commonly named minutiae. In order to establish comparisons between ngerprint images, AFIS's often rely on procedures based on local features. Global features are mainly employed to reduce the computational costs associated to the ngerprint comparison procedure. Unfortunately, an invalid identi cation result is likely to be produced due to a prior wrong ngerprint classi cation. The computational improvement that can be obtained using global features comes at the expense of the system reliability. In the proposed method, global features are not used at all, so, in this work, feature extraction in ngerprint images means minutiae extraction. Poor quality ngerprint images pose important problems in minutiae extraction, causing the disappearance of real ones and/or the presence of spurious (false) ones. For instance, true bifurcations very often disappear due to insu cient pressure of the nger. On the other hand, true endings disappear when the nger is pressed too hard producing a false ridge continuity. New false endings and bifurcations are likely to appear due to blurred or overinked zones in the image, Xiao and Raafat (9) . Moreover, the minutiae extraction stage (including image preprocessing) has to run as fast as possible, due to the real-time nature of most AFIS applications and to the computational costs of the subsequent ngerprint comparison algorithm. Next section contains a broad description of the proposed method. The di erent modules of the system are subsequently explained. The section about experiments shows some examples of the application of the method on real ngerprint images taken from two di erent databases. Finally, some conclusions are summarized.
DESCRIPTION OF THE METHOD
The model proposed for feature extraction in ngerprint images consists of three separate modules (see Figure 1 ). The rst module is Image Preprocessing. The goal of this module is to adequately lter, binarize and enhance the original gray-level image. Four di erent processes are sequentially applied to achieve this goal: segmentation and analysis of image noise, directional image computation, directional image smoothing and, nally, reconstruction and binarization of the image. The second module is Thinning. The input for this module is the enhanced and binarized ngerprint image. This image is thinned and some undesirable structures (such as small holes and spurs) are removed. The last module is Minutiae Extraction, which extracts the list of minutiae from the thinned ngerprint image. It performs several statistical and structural tests in order to di erentiate false from true minutiae.
FINGERPRINT IMAGE PREPROCESS-ING
Given a raw (source) ngerprint image which has been captured through a certain device (video camera or scanner) and coded into 256 gray levels, this module enhances, reconstructs and binarizes it through contextual lters, O'Gorman and Nickerson (5) . Four di erent but interrelated phases compose the whole preprocessing procedure.
Segmentation and analysis of image noise. In this phase, both the areas which do not belong to the ngerprint itself (background) and the areas with too high a \noise" level are removed as any information extracted from these areas would not be reliable. The removal of these areas makes further operations easier and contributes to speed up the whole feature extraction process. An image variance analysis, Mehtre and Chatterjee (4), is performed to determine the \noise map". The variance analysis is performed by dividing the image into independent areas (of the same size) and measuring the variance for each area. The variance for each area is subsequently normalized with regard to both, the maximum and the minimum variance. If the normalized variance for a given area is not greater than a given threshold, then this area is considered as background. Directional image computation. The goal of this phase is to compute the directional image for a later reconstruction of the ngerprint image using contextual lters, O'Gorman and Nickerson (5). Eight distinct directions separated by =8 radians have been considered (see Figure 2 ). The predominant direction of ngerprint ridges is calculated for every pixel of the image. The direction with the lowest variance of the grey values of the pixels in a straight line for a given direction (as in Mehtre and Chatterjee (4)) is chosen as the predominant direction. A pixel is considered no-direction whenever the di erence of values between the two lowest-variance directions is not greater than some threshold. Directional image smoothing. A recursive method similar to the one proposed in O'Gorman and Nickerson (5) is applied to the original directional image in order to obtain a lower resolution one. The original directional image is divided into di erent areas (75% overlapped); their size de ned by a constant. If the number of pixels with the same direction in some area is greater than some threshold, then the whole area is labelled with such direction; otherwise the initial area is divided into four parts, applying the same method recursively till the minimum recursion level, 4 (2 2) pixels, is reached. Each recursion level has a di erent threshold (determined through empirical tests). This method is applied twice: the rst time on the original directional image; the second time on the smoothed directional image. A substantial improvement of the results has been found when this second iteration is performed.
Reconstruction and binarization of the image. The method employed allows us to perform these two phases simultaneously. Therefore, the reconstruction of the ngerprint image yields a binarized image. This method is based on contextual lters which use the previously calculated information of ngerprint ridges, ie analysis of image noise and smoothed directional image. Once the lters have been calculated o -line (following criteria similar to those in O'Gorman and Nickerson (5)), they are applied on every pixel which has not been considered noisy or no-direction on the previous phases.
THINNING AND DELETION OF UNDE-SIRABLE STRUCTURES
In order to achieve the two objectives of this phase (the thinning proper and the elimination of undesiderable structures like small holes and spurs), it is divided in three steps:
First, the holes smaller than a certain number of pixels are \ lled".
The thinning is then performed.
Finally, spurs are deleted. Now, we describe these steps in detail.
Elimination of Small Holes
It is very common to see in large foreground areas the presence of small holes of pixels in background colour. Unfortunately, these holes produce loops in the thinned image (see Figure 3) . Although, in principle, it should be possible to eliminate them in a postprocessing phase, it has been found advisable to ll the holes before the thinning. This gives certain logical coherence (they are defects of the binarization process, so they should be taken care of early in the system, not in the minutiae detection module) and simpli es the work of the following modules. The algorithm to accomplish this lling is quite straightforward and conceptually similar to the one for obtaining the connected components (regions) of an image, Samet and Tamminen (6) . The lines of the image are scanned from top to bottom and the pixels in each line are scanned from left to right. Whenever a background pixel is found, its upper and left neighbours are considered. If both are foreground, a new region is started. If one of them is background, the pixel is placed in the corresponding region. If both of them are background, the pixel is added to the region of the upper neighbour and this region and that of the left neighbour are merged. Once a line has been scanned, the regions are tested. Those that have no new pixels added constitute a whole connected component (note that there is no possibility that new pixels can be added later due to the ordering of the scan). From these regions, the ones with a small enough number of pixels are \ lled" with the foreground colour. In fact, during this process, it is unnecessary to keep track of regions whose size has already exceeded this number of pixels. This method has been preferred to the classical MF-set implementation of the connected components extraction algorithm. This is due to the fact that, although the MF-set method is asymptotically faster, the overhead induced in this case makes it impractical given the small size of the sought structures. One can wonder whether a similar procedure should be used to eliminate small regions of foreground colour (the reversal of the considered situation). In our case this is not necessary. Note that the thinning of those regions would be a point or a short line 1 which is then eliminated in the third step of this phase. Thinning After the step described above, the thinning proper comes. The algorithm used is an adaptation of the one described in Wu and Tsai (8) . This algorithm has been chosen for its excellent computational performance. Nevertheless, given the speed requirements of the minutiae extraction task and its sequential implementation, it has been modi ed as described below. The basis of the algorithm is the detection of foreground points in the image that, together with their neighbours, satisfy one of a set of given patterns. The points satisfying those patterns are eliminated and the process is repeated in the new image. The cycle is continued until no point is deleted in an iteration. Although in the original description the entire image is scanned in each iteration, this is not necessary. The reason stems from a property of the patterns, which can only be satis ed by pixels lying in the border of the image. So in each iteration only the pixels in the border need to be examined. Further, since the algorithm is parallel, no ordering has to be assumed for the checking of the patterns, so the list of pixels in the border can be very e ciently maintained using a stack. Examining only the border pixels yields a large saving of time, but further reductions can be accomplished given the nature of the patterns. With two exceptions, each pattern is a con guration of foreground and background pixels around the pixel under consideration. Since there are only eight direct neighbours for each point, the complete con guration of the neighbourhood can be encoded into a single byte and the corresponding action for the pixel (delete or save) can be stored in a 256 entry table. In the entries corresponding to the two \extended" patterns, an indication (right or bottom) telling the neighbour to examine is stored. This way the work to do for matching the patterns is reduced to a table look-up with (possibly) a look to another pixel. And the data structure only needs to be updated in case of deletions.
Elimination of Spurs
During the thinning process some small spurs can appear. They can cause, if not properly eliminated, the extraction of false minutiae. To avoid this problem, a nal step is performed in this phase. The resulting skeleton is scanned and those branches with a length below a certain threshold are eliminated. The detection of the branches and its scanning is greatly facilitated by the use of the \neighbourhood map" that was kept during the thinning. Simultaneously, those pixels with no neighbours are eliminated.
MINUTIAE EXTRACTION
The automatic extraction of the minutiae in a ngerprint is the goal of this module. These minutiae are not global structures (arcs, whorls or loops) but local ones: endings and bifurcations of ngerprint ridges. Minutiae extraction should be performed as fast as possible, taking into account the main di culty we have to solve in this module: the detection of false minutiae. There is a tradeo between the speed and the accuracy of the extraction process. The accuracy in minutiae extraction (removing as many false minutiae as possible) is closely related to the matching algorithm which is to be used in order to identify a given ngerprint pattern. The more \permissive" the matching algorithm, the lower accuracy required and vice versa. The tradeo between these fundamental issues is established (in our algorithm) by a number of parameters which have to be empirically tuned up. The minutiae extraction algorithm developed is mainly based on the method proposed in Xiao and Raafat (9) . That paper presents a combined statistical and structural technique in order to adequately solve the problem posed by false minutiae structures. Fingerprint minutiae are described in a geometrical way, but the postprocessing procedures which remove false minutiae are mainly based on analyzing the structural relationships between the initially located minutiae. It should be pointed out that, unlike Xiao and Raafat (9), our algorithm does not perform ridge reconstruction and also, for the sake of computational e ciency, simultaneously performs several postprocessing procedures. An important concept, also used in Xiao and Raafat (9), which will help us nd the bifurcations and endings in the thinned image is the condition number (C N ). The following formula calculates the condition number for a given foreground pixel: If C N is 2, the pixel is an ending and, if C N is 6, the pixel is a bifurcation. All other values of C N are ignored. Initially, all the minutiae in the ngerprint are located through C N evaluation. The following data are considered for every minutia:
1. x and y coordinates. 2. Angle between the ridge(s) to which the located minutia belongs and the X axis. 3. Type of minutia (ending or bifurcation). 4. Set of facing minutiae. Following Xiao and Raafat (9) a facing minutia is one that makes an angle with the located minutia greater than a threshold and its Euclidean distance from the located minutia is lower than another threshold. Additionally, we impose a more restrictive condition: the average of the distances from each minutia to the straight line de ned by the other should be less than a constant. 5. Set of connected relations for the located minutia (only if it is a bifurcation). It is the number of minutiae which are connected with the located bifurcation in a radius lower than some constant.
Our method rst removes the minutiae whose Euclidean distance to noisy areas is lower than some constant. Following the general guidelines proposed in Xiao and Raafat (9), our method simultaneously removes all facing pairs and all bifurcation-ending connections. Additionally, our method removes all endings which are connected to other endings at a Euclidean distance lower than a given constant. More complex structural relations such as bridges, triangles and ladders are postprocessed (as in Xiao and Raafat (9)) using the information about bifurcationbifurcation connections previously gathered in adjacency lists, Aho et al (1) (one for each \survivor" bifurcation). Finally, our method performs a postprocessing procedure to remove false minutiae. Such a procedure consists on removing the minutiae that do not clearly follow the predominant direction of the area they are located in (see Tou and Gonzalez (7)) (ie the di erence between angles is greater than a threshold). This postprocessing stage can be performed using the smoothed directional image previously calculated in the image preprocessing stage. It is not necessary to distinguish between endings and bifurcations, since the change of a bifurcation into an ending and the converse is likely to be produced due to de cient image quality. Therefore, the information required for each minutia consists of the x and y coordinates and the angle . This information is inserted into a list containing the data of all the minutiae in a ngerprint. 
EXAMPLES AND RESULTS
Two experiments with ngerprint images belonging to di erent databases have been carried out to test the performance achieved by the proposed method. The rst experiment was performed using images belonging to the NIST Special Database 4. This database is distributed by the NIST (National Institute of Standards and Technology, USA) and contains 4000 rolled ngerprints. There are two di erent prints for each nger (ie 2000 ngers). The image size is 512 480 pixels with 19:685 points per millimetre resolution and 256 gray levels per pixel. The second experiment was performed using our own ngerprint database. This database contains 1050 ngerprint images directly acquired from 210 di erent ngers belonging to 21 persons (therefore ve di erent images for each nger have been acquired) through an electronic ngerprint reader. The image size is 480 448 pixels, with about 20 points per millimetre resolution and 256 gray levels per pixel. In Table 1 the measured running times for the experiments performed can be observed. It can be appreciated the adequateness of the proposed method for real-time ngerprint identi cation tasks. Moreover, the results of the minutiae extraction module are quite accurate as can be seen in the examples shown in Figure 4 . All the experiments have been carried out in a Pentium PC with a 100 MHz clock frequency. All the di erent modules have been implemented using the C programming language. A real-time feature extraction method for ngerprint images has been presented, which not only takes advantage of adapting some concepts found in the literature but also introduces new ideas and procedures. An adequate tradeo between the speed and the accuracy of the process can be obtained tuning up the parameters which control the operations performed in each of the implemented modules. Nowadays, the presented minutiae extraction method constitutes a core procedure in a commercial AFIS marketed by the Spanish company \Advanced Software Technologies" (AST). This system has demonstrated an excellent performance in several real world tasks.
CONCLUSIONS

