Abstract. Let A be the disk algebra, Ω be a compact Hausdorff space and µ be a Borel measure on Ω. It is shown that the dual of C(Ω, A) has the Dunford-Pettis property. This proved in particular that the spaces L 1 (µ, L
Introduction
Let E be a Banach space, Ω be a compact Hausdorff space and µ be a finite Borel measure on Ω. We denote by C(Ω, E) the space of all E-valued continuous functions from Ω and for 1 ≤ p < ∞, L p (µ, E)
stands for the space of all (class of) E-valued p-Bochner integrable functions with its usual norm. A Banach space E is said to have the Dunford-Pettis property if every weakly compact operator with domain are however some positive results. For instance, J. Bourgain showed (among other things) in [2] that C(Ω, L 1 ) and L 1 (µ, C(Ω)) both have the Dunford-Pettis property; K. Andrews [1] proved that if E * has the Schur property then L 1 (µ, E) has the Dunford-Pettis property. In [12] , E. Saab and P. Saab observed that if A is a C * -algebra with the Dunford-Pettis property then C(Ω, A) has the Dunford-Pettis property and they asked (see [12] Question 14, p.389) if a similar result holds if one considers the disk algebra A. In this note we provide a positive answer to the above question by showing that the dual of C(Ω, A) has the Dunford-Pettis property. This implies in particular that both
) and C(Ω, A) have the Dunford-Pettis property. Our approach is to study a "Random version" of the minimum norm lifting from
The notation and terminology used and not defined in this note can be found in [5] and [6] .
Minimum norm lifting
Let us beging by fixing some notations. Throughout, m denotes the normalized Haar measure on the circle T. The space H 1 0 stands for the space of integrable functions on T such thatf (n) = T f (θ)e −inθ dm(θ) = 0 for n ≤ 0. It is a well known fact that
is the space of singular measures on T (see for instance [10] ). Consider the quotient map q :
. This map has the following important property: for each x ∈ L 1 /H 1 0 , there exists a unique f ∈ L 1 so that q(f ) = x and f = x . This fact provides a well-defined map called the minimum norm lifting
One of the many important features of σ is that it preserves weakly compact subsets, namely the following was proved in [10] .
Our goal in this section is to extend the minimum norm lifting to certain classes of spaces that contains L 1 /H 1 0 . In particular we will introduce a random-version of the minimum norm lifting.
First we will extend the minimum norm lifting to A * .
We define a map γ :
Clearly γ defines a minimum norm lifting from A * into M(T).
In order to procede to the next extension, we need the following proposition:
Proposition 2. Let σ and γ as above then 
In fact, A is the intersection of the graph of q (which is closed) and the subset A 1 = {(f, x), f = x } which is also closed. Let π be the restriction on A of the second
The operator π is of course continuous and hence π(A) is analytic. By Theorem 8. Let (Ω, Σ, µ) be a probability space. For a measurable function f :
The mapσ is well defined and σ(
* is weak*-scalarly measurable, the function
is weak*-scalarly measurable . As above we defineγ as follows: for each measure G ∈ M(Ω, A * ), fix g : Ω → A * its weak*-density with respect to its variation |G|. We definẽ
Clearlyγ(G) is a measure and it is easy to check that ||γ(G)|| = ||G|| (in fact |γ(G)| = |G|). The rest of this section is devoted to the proof of the following result that extends the property of σ stated in Proposition 1 toσ.
We will need few general facts for the proof. In the sequel, we will identify (for a given Banach space F ) the dual of
of all map h from Ω to F * that are weak*-scalarly measurable and essentially bounded with the uniform norm (see [14] ).
Definition 1. Let E be a Banach space. A series
x n in E is said to be weakly unconditionally Cauchy (WUC) if for every x * ∈ E * , the
The following lemma is well known:
Lemma 1. If S is a relatively weakly compact subset of a Banach space E, then for every WUC series
The following proposition which was proved in [11] is the main ingredient for the proof of Theorem 1. For what follows (e n ) n denote the unit vector basis of c 0 and (Ω, Σ, µ) is a probability space.
Proposition 3.
[11] Let Z be a separable subspace of a real Banach space E and (f n ) n be a sequence of maps from Ω to E * that are weak*-
There exist a sequence
there exists k ∈ N so that for each infinite sequence of zeroes and ones Γ, there exists T ∈ L(c 0 , Z), T ≤ 1 such that for n ≥ k,
We will also make use of the following fact:
Lemma 3. There exists ψ n ∈ conv{ϕ n , ϕ n+1 , . . . } so that for a.e. ω ∈ Ω,
To prove the lemma, let (a(k), b(k)) k∈N be an enumeration of all pairs of rationals with a(k) < b(k). We will apply Proposition 3 successively starting from (ϕ n ) n for E = C(T) and Z = A. Note that Proposition 3 is valid only for real Banach spaces so we will separate the real part and the imaginary part.
Inductively, we construct sequences (ϕ
there exists ℓ ∈ N so that for each Γ infinite sequences of zeroes and ones, there exists T ∈ L(c 0 , A), T ≤ 1 such that if n ≥ ℓ,
Again this is just an application of Proposition 3 starting from the se-
. . } and let P = {k ∈ N, b(k) > 0} and N = {k ∈ N, a(k) < 0}. Clearly
Let us assume first that k ∈ P. Using (iii) with Γ = (1, 1, 1 
If k ∈ N , we repeat the same argument with Γ = (0, 0, 0, . . . ) to get that lim inf
To get the contradiction, let
Therefore there exists N ∈ N so that for each n ≥ N,
and we obtain that for each n ≥ N,
Notice that for every ω ∈ Ω, T (ω)e n ∈ A and h i(n) (ω) ∈ H ∞ (T) so the product T (ω)e n .h i(n) (ω) ∈ H ∞ (T) and therefore
For n ≥ N, fix
If we set φ n = 0 for n < N then the series
: to see this notice that for each ω ∈ Ω,
|T (·)e n |, |v| < ∞ . Now (2) is equivalent to: for each n ≥ N,
which is a contradiction since {f i , i ∈ N} ⊆ K is relatively weakly compact and
φ n is a W.U.C. series. The claim is proved.
To complete the proof of the lemma, let us fix a sequence (ξ n ) n so that ξ n ∈ conv{ϕ
n+1 , . . . , } for every k ∈ N, we get by (ii) that lim n→∞ Re ξ n (ω), T e n exists for every T ∈ L(c 0 , A); we repeat the same argument as above for the imaginary part (starting from (ξ n ) n ) to get a sequence (ψ n ) n with ψ n ∈ conv{ξ n , ξ n+1 , . . . } so that lim n→∞ Im ψ n (ω), T e n exists for every T ∈ L(c 0 , A). The lemma is proved.
To finish the proof of the theorem, we will show that for a.e. ω, the sequence (ψ n (ω)) n≥1 is uniformly integrable. If not, there would be a measurable subset Ω ′ of Ω with µ(Ω ′ ) > 0 and (ψ n (ω)) n≥1 is not uniformly integrable for each ω ∈ Ω ′ . Hence by Lemma 2, for each
So there would be increasing sequences (n j ) and (m j ) of integers, δ > 0 so that | ψ n j (ω), T e m j | > δ ∀ j ∈ N; choose an operator S : c 0 → c 0 so that Se n j = e m j ; we have | ψ n j (ω), T Se n j | > δ. But by Lemma 3,
shown that for each ω ∈ Ω ′ , there exists an operator T ∈ L(c 0 , A) so that lim n→∞ | ψ n (ω), T e n | > 0 and same as before, we can choose the operator T measurably, i.e., there exists T : Ω → L(c 0 , A), measurable for the strong operator topology so that:
These conditions imply that
and we can find measurable subsets (B n ) n so that lim inf n→∞ Bn
and one can get a contradiction using similar construction as in the proof of Lemma 3. We have just shown that for each sequence (f n ) n in K, there exists a sequence ψ n ∈ conv(|σ(f n )|, |σ(f n+1 )|, . . . ) so that for a.e ω ∈ Ω, the set {ψ n (ω), n ≥ 1} is relatively weakly compact in L 1 (T). By Ulger's criteria of weak compactness for Bochner space ( [15] ), the set
). This completes the proof. Theorem 1. can be extended to the case of spaces of measures.
Corollary 1. Let K be a relatively weakly compact subset of M(Ω, A * ).

The setγ(K) is relatively weakly compact in M(Ω, M(T)).
The following lemma will be used for the proof. Proof. For each n ∈ N and 1 ≤ k < 2 n , let D n,k = {e it ; To prove the corrolary, let K be a relatively weakly compact subset of M(Ω, A * ). There exists a measure µ in (Ω, Σ) so that K is uniformly continuous with respect to µ. For each G ∈ K, choose ω → g(ω)(Ω → A * ) a weak*-density of G with respect to µ.
. To see this, notice that the function ω → γ(g(ω)) = {σ(g 1 (ω)), g 2 (ω)} is a weak*-density ofγ(G) with respect to µ. By the above lemma, ω → Π(γ(g(ω))) =
) is norm measurable and the claim is proved. We get that g(ω) = {g 1 (ω), g 2 (ω)} where
and K 2 is a relatively weakly compact subset of M(Ω, M(T)). It is now easy to checkγ(K) = σ(K 1 ) + K 2 and an appeal to Theorem 2. completes the proof.
Remark 1. Hensgen initiated the study of possible existence and uniqueness of minimum norm lifting
He proved (see Theorem 3.6 of [9] ) that if X is reflexive then σ(K) is relatively weakly compact in L 1 (X) if and only if K is relatively weakly
The Dunford-Pettis Property
In this section we prove our main results concerning the spaces
) and C(Ω, A). Let us first recall some characterizations of the Dunford-Pettis property that are useful for our purpose. n (x n ) = 0; (ii) If (x n ) n is a weakly null sequence in X and (x * n ) n is a weakly Cauchy sequence in X * then lim
It is immediate from the above proposition that if X * has the DunfordPettis property then so does X.
We are now ready to present our main theorem.
Theorem 2.
Let Ω be a compact Hausdorff space, the dual of C(Ω, A) has the Dunford-Pettis property.
Proof. Let (G n ) n and (ξ n ) n be weakly null sequences of M(Ω, A * ) and M(Ω, A * ) * respectively and consider the inclusion map J : C(Ω, A) → C(Ω, C(T)). By Corrolary 1, the set {γ(G n ); n ∈ N} is relatively weakly compact in M(Ω, M(T)).
Claim: for each G ∈ M(Ω, A * ) and ξ ∈ M(Ω, A * ) * , G, ξ = γ(G), J * * (ξ) .
Notice that the claim is trivially true for G ∈ M(Ω, A * ) and f ∈ C(Ω, A). and the claim is proved.
To complete the proof of the theorem, we use the claim to get that for each n ∈ N, G n , ξ n = γ(G n ), J * * (ξ n ) .
Since (J * * (ξ n )) n is a weakly null sequence in M(Ω, M(T)) * and {γ(G n ); n ∈ N} is relatively weakly compact, we apply the fact that M(Ω, M(T)) has the Dunford-Pettis property (it is an L 1 -space) to conclude that the sequence ( γ(G n ), J * * (ξ n ) ) n converges to zero and so does the sequence ( G n , ξ n ) n . This completes the proof. For L 1 (µ, A * ), we use the fact that
is an L 1 -space, the space L 1 (µ, A * ) has the Dunford-Pettis property.
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