In this paper, we investigate the existence and stability of periodic orbits of the p-periodic difference equation with delays x n = f (n − 1, x n−k ). We show that the periodic orbits of this equation depend on the periodic orbits of p autonomous equations when p divides k. When p is not a divisor of k, the periodic orbits depend on the periodic orbits of gcd(p, k) nonautonomous p gcd(p,k)periodic difference equations. We give formulas for calculating the number of different periodic orbits under certain conditions. In addition, when p and k are relatively prime integers, we introduce what we call the pk-Sharkovsky's ordering of the positive integers, and extend Sharkovsky's theorem to periodic difference equations with delays. Finally, we characterize global stability and show that the period of a globally asymptotically stable orbit must divide p.
Introduction
Autonomous (time-invariant) difference equations with delays of the general form
x n = f (x n−1 , x n−2 , · · · , x n−k ) (1.1) where f n+p = f n for all n ∈ N and some integer p ≥ 2 (see Franke and Selgrade [14] , Franke and Yakubu [15] , Selgrade and Roberds [22] , and Henson [16] ). In those papers, the overriding consideration was to investigate populations with periodically fluctuating habitat. However, the study of periodic difference equations received great inputs by the publication of two conjectures by Cushing and Henson [5, 4] . In a series of papers, Elaydi and Sacker [11, 12] not only proved Cushing-Henson conjectures, but also laid the necessary machinery to study periodic difference equations. This was followed by the papers of Kocic [18] and Kon [17] who addresses the question of whether periodically fluctuating habitat would enhance the growth of the population (resonance) or would have an adverse effect on its growth (attenuance).
In [1] AlSharawi et al focused, among other things, on the extension of Sharkovsky's theorem to the periodic difference equation (1.4 ). Moreover, they were able to describe the combinatorial structure of the periodic orbits of equation (1.4) . In this paper, we extend our work in [1] to periodic difference equations with delays of the form
x n = f n−1 (x n−k ), f n+p = f n and x n ∈ X, for all n ∈ N, (1.5) P r e p r i n t A p r i l , 2 0 0 6
where X is a metric space, which will be restricted as needed, k > 1, p > 1, and k, p ∈ N. In Section 2, we study the case where the period p of the system divides the delay k. Using the Möbius inversion formula we provide a formula for counting the number of different periodic orbits of a given minimal period. In Section 3, we extend the results of Section 2 to the case where p does not divide k. In Section 4 we provide an extension of Sharkovsky's theorem [23] , [8] , [9] to equation (1.5) . Finally, in Section 5, we investigate the stability of the periodic orbits of equation (1.5) .
In the sequel, we use the following notations: Z + denotes the set of positive integers and N := Z + ∪ {0}. gcd (p, k) and lcm(p, k) denote the greatest common divisor and the least common multiple between p and k, respectively. A difference equation
x n+1 = f (n, x n ) = f n (x n ) is called p-periodic if p is the minimal positive integer for which f n+p = f n for all n ∈ N. Similarly, a periodic orbit (geometric cycle) {c 0 , c 1 , · · · , c r−1 } is called r-cycle if r is the minimal period. For a function f (x), f 2 (x) = f (f (x)) and inductively, f m (x) = f (f m−1 (x)). Finally, for our convenience, we write f mmodp (x) simply as f m (x).
The periodic orbits when p divides k
Throughout this section we assume p|k, i.e., k = mp for some m ∈ N. The orbit of (1.5) will be denoted by
and since p|k it can be partitioned into the k suborbits
where O + i is the orbit associated with the autonomous difference equation
This shows that the periodic orbits of equation (1.5) depend on periodic orbits of the p autonomous equations
A way to visualize these orbits is provided by the following array, where the initial elements x −k+1 , . . . , x 0 form the first row and subsequent rows are found by applying the maps f j , 0 ≤ j ≤ p − 1. P r e p r i n t A p r i l , 2 0 0 6
The following two lemmas describe when equation (1.5) has a periodic orbit as well as structural properties of the periodic orbit. Lemma 2.1. Let k = mp. Then each of the following holds true.
(i) Equation (1.5) has a periodic orbit if and only if each autonomous equation
x
has m periodic orbits S j , S j+p , . . . , S j+(m−1)p (not necessarily distinct) of minimal periods p j , p j+p , . . . , p j+(m−1)p , respectively. Then the initial conditions P r e p r i n t A p r i l , 2 0 0 6 (iv) If r = mk, m > 1 then for each 0 ≤ j ≤ k − 1, S j = c j , c j+k , . . . , c j+(m−1)k is a cycle of period m to the map f j . Furthermore, if the minimal period of S j is p j , then m = lcm (p 0 , p 1 , . . . , p k−1 ).
Proof. The proof of (i) is trivial. To prove (ii) and (iii), observe that r d · k = 0 mod r, then track the orbits O + (c 0 , . . . , c k−1modr ) and O + (c 0 , . . . , c k−1 ) respectively. For (iv), track the orbit O + (c 0 , c 1 , . . . , c k−1 ) and use Lemma 2.1.
We observe from Lemma 2.1 that periodic orbits of equation (1.5) are determined by the cycles of each of the maps f j , 0 ≤ j ≤ p − 1. Therefore, suppose
We assume throughout this section the initial conditions
It is convenient to observe that the first k · lcm (p 0 , p 1 , . . . , p k−1 ) points in the orbit O + (x −k+1 , x −k+1 , . . . , x 0 ) of equation (1.5) can be viewed as rows of q × k matrix, where q = lcm (p 0 , p 1 , . . . , p k−1 ). To see this we write the iterates x n as
and so the matrix is
Two questions now arise in understanding the nature of the periodic orbits of equation (1.5).
• What is the relation between the minimal periods p j and the minimal periods of the associated cycles of equation (1.5)?
• What is the relation between the numbers p j , 0 ≤ j ≤ k − 1, and the total number of associated distinct cycles of equation (1.5)?
We end this section with partial answers to these questions. The next lemma aids in answering the first question. We make use of the following sets used in [1] .
A k,q = n ∈ Z + : lcm (n, q) = kq .
Proof. By Lemma 2.1, (x −k+1 , x −k+2 , . . . , x 0 ) ∈ k−1 k=0 S i produces a periodic orbit of equation (1.5) with minimal period r with r|qk. We consider three cases. P r e p r i n t A p r i l , 2 0 0 6 (i) If r is a divisor of k, then Lemma 2.2 implies that each cycle S i is a fixed point.
Therefore q = 1 and since A k,1 contains the divisors of k, r ∈ A k,q .
(ii) If r is a multiple of k, then Lemma 2.2 implies r = qk ∈ A k,q .
(iii) If gcd(r, k) = d ∈ {r, k}, then Lemma 2.2 implies that each cycle S i has period equals to r d . This tells us that
and consequently kq divides lcm (r, k). However, by Lemma 2.1, r|kq, so lcm (r, k)|kq. Hence lcm (r, k) = kq, i.e., r ∈ A k,q .
Note that this lemma does not assure that r ∈ A k,q is a minimal period. The following lemma will be needed to clarify the relations between the elements of the sets A k,q , as well as, to determine when r is a minimal period.
Then each of the following holds true.
Proof. The proofs of (i)-(iii) are trivial. (iv) follows from the fact that k d is in the group of units, U(q), of the ring Z q . The proof of (v) follows from the following string of equivalences.
P r e p r i n t A p r i l , 2 0 0 6
The next theorem provides a necessary and sufficient condition for the period r ∈ A k,q to be minimal.
Theorem 2.1. Assume the conditions of Lemma 2.3 hold, and let
The proof will be complete by constructing an r-cycle. From (i) in Lemma 2.4, we have
Assume that for any r * ∈ A k,q , r * < r and d * = gcd(r * , k), the condition S i = S i+d * = · · · = S i+k−d * is not satisfied. Since r = qd, the construction is divided into two cases.
This initial condition provides an r-cycle. To see this, let equation (1.5) act on the first d components of the given initial vector.
Obviously, this implies f i (c 0,i ) = c 1,k , 0 ≤ i ≤ d − 1, which is the k d th d components of the orbit. On the other hand, the k d th d components under periodic assumption are
Consider the initial vector (
As in part (i), all that is necessary is to check that this initial condition preserves the orbit structure as in the matrix O qk . From the fact that k d ∈ U(q), the initial vector provides a periodic orbit of minimal period r = qd.
Second, assume there exists r * ∈ A kq , r * < r, r * |r, and d = gcd(r * , k) such that the condition S i = S i+d * = · · · = S i+k−d * , is satisfied and suppose that r * is the smallest such element. Then by Lemma 2.1, d * |d. Now define the initial vector by taking P r e p r i n t A p r i l , 2 0 0 6 the first d * components to be x −k+1+j = c 0,j , 0 ≤ j ≤ d * − 1 and consider that as a block. Then then replicate this block d d * times to obtain the first d components,
The proof is completed in the same fashion as the first case.
The converse is a direct result of the given assumptions and Lemma 2.2.
The following corollary is a direct consequence of Theorem 2.1. (1.5) . Furthermore, the total number of different periodic orbits provided by the given initial conditions is
S i can be occupied by p j choices; however, since S i = S d i then for each given cycle there are exactly qk p phase shifts. Thus the total number of different periodic orbits provided by the given initial conditions is
After the existence of r-cycles, r ∈ A k,q , is assured by Theorem 2.1, it remains to decide the number of different r-cycles generated by the given initial conditions. In the case where S := S i = S j , for all 0 ≤ i, j ≤ k − 1, even if some of the functions f i , 0 ≤ i ≤ k − 1 are different, the restrictions on S can be treated as an autonomous system. This has been extensively studied in [6, 7, 21] . We focus on the general case where the sets S i , 0 ≤ i ≤ k − 1, are not all equal.
Let r ∈ A k,q and define
Also, denote by P (r) the number of distinct r-cycles provided by the initial con-
is not satisfied, then P (r) = 0. Otherwise we a give a recurrence formula of P (r) in the following theorem.
2)
P r e p r i n t A p r i l , 2 0 0 6 andd is the smallest divisor of k for which S i = S i+d = ... = S i+k−d , 0 ≤ i <d holds true.
Proof. By Theorem 2.1 there exists an r-cycle of equation (1.5) provided by the given initial conditions. Consider r * to be the smallest divisor of r in A k,q , in which 
The following corollary is immediate from Theorem 2.2.
To give a more friendly version of formula (2.2), we need the Möbius µ-function and a special version of the Möbius inversion formula [24, 7] . 
Recall that P (r) = 0 when the condition
is not satisfied. Take that into consideration and invoke Lemma 2.5 to obtain
To clarify our developed theory, we give the following example:
Example 2.1. Suppose k = 360 = 2 3 3 2 5, and define
Observe the 3-cycles S 18j = {0, 1, 2}, for all j, 0 ≤ j < 20, and the 1- 
The periodic orbits when p does not divide k
In this section we assume p is not a divisor of the delay k, and we letd := gcd(k, p).
In this case, each orbit
where O + j (x j ) is associated with the nonautonomous p d -periodic difference equation
Denote by G f the set of functions {f 0 , f 1 , . . . , f p−1 }, with the operation defined as
Then (G f , ) is a group that is isomorphic to (Z p , +) (integers mod p under addition). As in the previous section, the orbit O + (x −k+1 , x −k+2 , . . . , x 0 ), the suborbits O + (x j ), and the k equations in (3.1) are visualized using the following diagram.
2)
From (3.2) we have the following lemma that is analogous to Lemma 2.1. The proof is similar.
Lemma 3.1. Each of the following holds true:
(i) Equation (1.5) has a periodic orbit if and only if for each j = 0, 1, ..., k − 1, the p dperiodic difference equation x kn+j+1 = f kn+j (x k(n−1)+j+1 ), n ∈ N, has a periodic orbit. 5) provides either no periodic orbit, or a periodic orbit of minimal period r ∈ A k,q , where q = lcm(p 0 , p 1 , ..., p k−1 ).
Next, assume each equation x kn+j+1 = f kn+j (x k(n−1)+j+1 ), n ∈ N, 0 ≤ j < k, has a p j -cycle S j := {c 0,j , c 1,j , ..., c p j −1,j }, and let d j = gcd(p j , p d ). Here, we stress that we are considering the value of j as the reference time for the jth equation. From the combinatorial structure of geometric cycles [1] , we define the non-ordered sets
3)
P r e p r i n t A p r i l , 2 0 0 6 and hence, the initial conditions
are the right candidates to provide periodic orbits of equation (1.5). Thus, we focus on these initial conditions. As in the previous section, we find the total number of periodic orbits and the minimal periods. The next theorem gives conditions about the existence of periodic orbits; although, not necessarily minimal. The proof of which is similar to that of Theorem 2.1.
There are two concerns raised by this theorem. First, when do the conditions hold and second, when is the period minimal? In the case of fixed points, i.e., f i (x * ) = x * , for all 0 ≤ i ≤ p − 1. A periodic orbit C r = {c 0 , c 1 , . . . , c r−1 } of minimal period r ∈ A k,1 exists if and only if fk r i+jk (c i ) = c i , for all 0 ≤ i ≤ r − 1 and 0 ≤ j ≤ p d − 1. We stress this case in the following remark.
provides one fixed point of equation (1.5) . If S 0 , ..., S k−1 are allowed to take any one of two fixed points {x * }, {y * }, then equation (1.5) has r-cycles for all r ∈ A k,1 .
Next, assume q = lcm(p 0 , p 1 , . . . , p k−1 ) > 1. Then condition (3.5) is a very strong condition; nevertheless, we can weaken this condition by restricting the relation between the period p and the delay k. P r e p r i n t A p r i l , 2 0 0 6
Finally, we are ready to prove the count formula. Since S * 0 contributes to the creation of d * cosets, then each existed r-cycle has r d * phase shifts. Also, if r 1 divides r then an r 1 -cycle is of period r, and the initial condition can be occupied in d * gcd(r,k) choices. Therefore,
Apply Möbius inversion formula to obtain 
Sharkovsky's theorem for periodic difference equations with delays
An extension of Sharkovsky's theorem to p-periodic difference equations is given in [1] . In this section, we generalize that to periodic difference equations with delays, particularly, when the period p and the delay k are relatively prime. To achieve this objective, we introduce what we call the pk-Sharkovsky's ordering of the positive integers, which in fact depends on the p-Sharkovsky's ordering given in [1] . The pk-Sharkovsky's ordering is given by
£A pk,2 n £ · · · £ A pk,2 2 £ A pk,2 £ A pk,1 .
It is easy to check that this ordering is well defined. Before we give the natural extension of Sharkovsky's theorem to periodic difference equations with delays, the following lemma is needed. 
where k 0 , . . . , k m 1 are the distinct prime factors of k, p 0 , . . . , p m 2 are the distinct prime factors of p, and r 0 , . . . , r m 3 are the distinct prime factors of r that are not in common with neither k nor p. Observer that
Hence ∪ q∈Ap,r A k,q = A pk,r . . Then each set A kp,q , such that A kp, £ A kp,q , q = 1, contains a subset A k,qm for some m, m|p, and each element r * ∈ A k,qm is a period of a cycle of x n = f n−1 (x n−k ). Furthermore, if x k(n+1) = f k(n+1)−1 (x kn ) has two fixed points, then the previous statement holds true for all A kp,q £ A kp, .
Proof. Suppose x k(n+1) = f k(n+1)−1 (x nk ) has an r-cycle. By Sharkovsky's theorem for periodic difference equations, each set A p,q , such that A p, ¤ A p,q , contains a period of some geometric cycle of x k(n+1) = f k(n+1)−1 (x kn ), say q * ∈ A p,q ; moreover, q * = qm for some positive integer m, m|p. By Theorem 3.2, this q * -cycle assures the existence of r-cycles of equation (1.5) for all r ∈ A k,q * , whenever q * = 1. To this end, we have verified that each collection ∪q ∈Ap,q A k,q , A p, ¤ A p,q contains a set A k,q * , q * = qm = 1, and m|p such that each element r * ∈ A k,q * is the minimal period of a cycle of x n = f n−1modp (x n−k ). But by Lemma 4.1, ∪ q∈Ap,r A k,q = A pk,r . Finally, the last statement follows from Remark 3.1 P r e p r i n t A p r i l , 2 0 0 6
Observe that when k = 1, Theorem 4.1 reduces to the extension in [1] , and when p = 1, it reduces to the extension given in [6] . Finally if p = k = 1 then it reduces to the original Sharkovsky's Theorem. Using Theorem 20 in [1] we obtain the converse of Sharkovsky's theorem for periodic difference equations with delays as given in the next corollary. . There exists a periodic difference equation x n+1 = f nmodp (x n−k ) that has an r-cycle, but has no r * -cycles for all r * ∈ A kp,q £ A kp, .
Stability Analysis
Again in this section, we divide the analysis into two parts according to the divisibility of the delay k by the periodicity p.
The period divides the delay
Assume the period p of equation (1.5) divides the delay k, and let C r := {c 0 , c 1 , . . . , c r−1 } be an r-cycle of equation (1.5). Then it follows from our analysis in Section 2 that each map f i , 0 ≤ i ≤ k − 1, has the periodic orbit S p i r := {c i mod r , c (i+k) mod r , . . . , c (i+(q−1)k) mod r }, of minimal period p i that divides q := lcm(r, k)/k. Thus S p i r has a period q (not necessarily minimal) under the map f i . (ii) unstable if for some i,
The circumstances under which global stability is assured is the subject of the following theorem. P r e p r i n t A p r i l , 2 0 0 6 Theorem 5.1. Suppose each map f j : X j → X j , 0 ≤ j ≤ p − 1 is continuous on a connected metric space X j . If C r = {c 0 , ..., c r−1 } is a GAS r-cycle of the pperiodic difference equation x n = f n−1 (x n−k ), then r ∈ A p,1 . Furthermore, for each 0 ≤ i ≤ r − 1, the maps f i , f i+r , . . . , f i+k−r have the same fixed point c i .
Proof. Suppose C r := {c 0 , c 1 , ..., c r−1 } is an r-cycle of equation (1.5). By Lemma 2.3, for each i ∈ {0, 1, ..., k − 1}, c i ∈ S i , where S i is a GAS cycle of f i . If the phase space X i is connected then S i must be of period one under f i [13] . Furthermore, since a map can not have more than one GAS fixed point, then r|p. Finally, the last statement comes directly from Lemma 2.2. P r e p r i n t A p r i l , 2 0 0 6
The period does not divide the delay
In this section we adapt Definition 7 in AlSharawi et al [1] with some obvious modifications. We define the operator Φ k n (f n 0 ) := f (n 0 +(n−1)k) • · · · • f n 0 +k • f n 0 , for 0 ≤ n 0 ≤ p − 1, and n ∈ Z + .
Let C r = {c 0 , c 1 , . . . , c r−1 } be an r-cycle of equation (1.5). Let q = lcm(r, k) k , s = lcm(p, k) k , and l = lcm(q, s). Then we have the following adaptation of Definition 7 in Alsharawi et al [1] .
Definition 5.2. The r-cycle C r is (i) uniformly stable if given ε > 0, there exists δ > 0 such that for any n 0 = 0, 1, . . . , k−1, and x ∈ X, |x−c n 0 mod r | < δ implies |Φ k n (f n 0 )x−Φ k n (f n 0 )c n 0 mod r | < ε, for all n ∈ Z + (ii) uniformly attracting if there exists η > 0 such that for any n 0 = 0, 1, . . . , k − 1, and x ∈ X, |x − c n 0 mod r | < η implies lim n→∞ Φ nl (f n 0 )x = c n 0 mod r , where l = lcm(q, s) as defined above.
(iii) uniformly asymptotically stable (UAS) if it is both uniformly stable and uniformly attracting.
(iv) GAS if it is UAS and η = ∞. Now, it is straight forward to prove the following stability criteria. This leads to the following generalization of a theorem due to Elaydi and Sacker, [11] .
