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Abstract 
Recent research has demonstrated the potential of high resolution airborne optical remote sensing technology for monitoring CO2 storage sites. 
This research shows that lower resolution spaceborne datasets can also be used. Unlike airborne data, which are normally acquired on-demand, 
satellite data are acquired periodically with relatively good spatial and temporal resolutions, and a much wider coverage. The detection 
performance for CO2 leakage related anomalies is shown to vary with the spatial and spectral resolutions of the data. This was established using 
an airborne hyperspectral dataset acquired over Latera, Italy, which is a natural analogue site for CO2 leakage. The data cube was 
systematically degraded using a Gaussian Point Spread Function (PSF), processed using an unsupervised geostatistical and probabilistic 
methodology and the detection performances were compared using the Area Under the Receiver Operating Characteristic curve (AUROC). The 
implications are positive in terms of the use of satellite imagery to monitor leakages. The use of spectral data from spaceborne imaging 
instruments such as the Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER), flying on Terra satellite as part of 
NASA’s Earth Observing System (EOS), was also investigated for the Latera site. The results obtained using ASTER data and those replicating 
the resolutions of spaceborne images (synthetic data) from degradation experiments were found to be promising.  
© 2010 Elsevier Ltd. All rights reserved 
Keywords: CO2 storage; Leakage detection; Remote sensing; Receiver Operating Characteristics; Self-Organising Maps 
1. Introduction 
Extensive studies have been conducted using data from both ground and airborne surveys over analogue sites to develop 
indirect techniques for monitoring of CO2 leakages on the surface [1, 2, 3, 4, 5, 6, 7]. The leakages are normally associated with 
surface indicators such as stressed vegetation and mineral alterations, so as to isolate those regions that are potentially affected by 
elevated CO2 levels. The recommended methodologies have been promising in terms of being able to locate known vents 
through various approaches of image analysis. 
Generally, the cost and effort involved in collecting data using current on-demand surveys are huge. However, Rouse et al. [7] 
argues that by using a field-based platform mounted imager, continuous and cost effective daytime operation can be achieved for
both clear and cloudy sky conditions, and avoids the need for any airborne or spaceborne monitoring. Although such data have 
very high spatial and temporal resolutions, there are two fundamental drawbacks: (a) a necessary compromise on the spatial 
coverage, and (b) a need for a priori knowledge of potential locations for leakage. These drawbacks lead to a risk that leakage 
occurring further afield than expected could go undetected. The use of satellite data can potentially surmount this problem and it 
is readily and cheaply available for environmental research today. Such data have reasonably good spatial and temporal 
resolution for detecting changes on the surface environment for a very large sweep. To this end, some work has been reported 
using data from DigitalGlobe’s Quickbird satellite acquired over Rangley enhanced oil recovery field, Colorado, USA, to study 
vegetation stress and soil mineralogy in a supervised manner [1]. It was found that the Spectral Angle Mapper (SAM) technique 
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was suitable for finely detailed mapping of local ecologies or admixtures of specific plant and soil types (meso-ecology 
mapping), enabling the detection of changes in surface patterns over time. 
In an earlier publication [4], the authors have demonstrated the effectiveness of an unsupervised methodology to indirectly 
detect CO2 leakages in order to minimise the effort spent in data interpretation and field work. This is achieved through the use 
of a geostatistical and probabilistic image processing methodology using high resolution airborne hyperspectral datasets acquired
over the Latera natural analogue site in Italy [8]. The underlying idea behind the methodology is to model the spatial correlations 
in the images and filter out redundancies (heterogeneity in image texture) using geostatistical methods, followed by the 
estimation of a hidden variable based on spectral correlations using Independent Component Analysis (ICA). The hidden 
variable, as a prior distribution, was fused with fuzzy evidence (likelihood) that conveys the surface effects due to CO2 leakage 
using the Dempster-Shafer (DS) theory of evidence combination to generate a posterior entropy-confidence map showing 
anomalous areas.  
This paper discusses the continued effort spent on the unsupervised detection analysis for lower resolution datasets, and 
assessing whether they can be used for monitoring purposes. The first study presented involves a systematic degradation of high
resolution airborne imagery acquired over Latera to generate several synthetic data cubes that could mimic relatively lower 
resolution spaceborne imagery. The data cubes were processed using a slightly modified version of the methodology proposed by 
Govindan et al. [4] and the results were individually validated with the available ground measurement data [2, 8]. Validation was 
performed by using the anomaly detection performance measure Area Under the Receiver Operating Characteristic curve 
(AUROC) [9], which is equivalent to the popular Signal to Clutter Ratio (SCR). Receiver Operating Characteristic curves (ROC) 
have long been used in signal detection theory to depict the trade-off between true and false detections [10, 11, 12]. Using 
AUROC, it was observed that the detection performance for data at lower resolution is comparable to that at higher resolution. 
The proposed methodology was validated in the second study using Advanced Spaceborne Thermal Emission and Reflection 
Radiometer (ASTER) instrument data, acquired over Latera by NASA’s Terra satellite. 
(a) (b) (c) 
Figure 1. (a) The region of Latera in Italy, highlighting features such as the caldera rim and local road networks, and indicating locations of the 
two study areas (b) Study area 1, indicating the ground measurement line and detected regions of high CO2 flux, for the degradation-validation 
study; (c) Study area 2, indicating all the known CO2 vents in the region, for testing the unsupervised methodology using satellite data. 
2. Study area and available data 
The dataset used for this study covers the region of Latera, a volcanic caldera located in the west-central part of the Italian
peninsula. A comprehensive assessment for the region can be found in various publications [2, 8, 13, 14, 15]. According to field
studies in Latera, crops and natural vegetation vary in growth height, leaf cover and relative stress during different seasons of the 
year. However, in the areas of constant gas leakage the vegetation appears continually stressed [2]. Soil analysis confirmed the
presence of useful indicators such as Iron (III) Oxide and Calcium Oxide [8]. Such oxides are reduced when the soil pH 
decreases at the surface due to seepage [16], which in turn is reflected as a diagnostic feature in the spectral signal. Figure 1(a) 
illustrates the location and extents of the two study areas dealt with in the analyses described in this paper. 
Study area 1, used for the resolution degradation study, consists of a relatively homogenous land cover, with the presence of 
CO2 vents verified by field measurements. The dataset for this analysis was acquired in July 2007 at 1 m resolution by the 
Instituto Nazionale di Oceanografia e di Geofisica Sperimentale (OGS), Trieste, Italy, using an AISA Eagle 1K hyperspectral 
pushbroom scanning system that uses a linear system of Charge-Coupled Device (CCD) detectors onboard an aircraft. This 
sensor records information in 63 bands ranging between visible and NIR (Near Infra-Red) energy (402.35 – 989.09 nm) of the 
electromagnetic spectrum. Ground measurements for CO2 flux and concentration are also available from the University of Roma 
“La Sapienza”, collected in 2006. Related results were published by Beaubien et al. [8] explaining the changes in soil chemistry
in the shallow subsurface region. Figure 1(b) shows the study area in more detail, indicating the ground measurement line and 
CO2 vent regions. 
Study area 2, shown in Figure 1(c), is larger and consists of diverse land cover types. This was used to test the methodology 
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for the detection of measured vents and other vents known from literature for the region, using spaceborne data. The dataset for
this analysis was acquired by the multispectral ASTER instrument, mounted on the Terra satellite, at 10:09:57 UTC on 13th May 
2006. The image was pre-processed from raw acquisition for geometric and radiometric correction, and distributed by the 
ASTER GDS, Japan. ASTER data are acquired with 15 m, 30 m and 90 m spatial resolutions in the visible and NIR (3 bands), 
Short Wave Infra-Red (SWIR) (6 bands) and Thermal Infra-Red (TIR) regions (5 bands) of the electromagnetic spectrum 
respectively (520 – 11650 nm). 
3. Methodology 
This section briefly reviews the methodology initially proposed by the authors [4], which is updated here for the purpose of 
screening out false detections. 
Geostatistical filter analysis: The spectral remote sensing data is considered as a 2D Random Function (RF) Z(p), linearly 
represented as the sum of a deterministic part referred to as the mean (trend) and the stochastic part referred to as the non-
stationary spatial variability. The variability is represented by an error model, such as a covariance function, that characterises
the heterogeneity in image texture. In order to avoid bias in parameter estimation due to the presence of such inherent 
heterogeneity, the Intrinsic Random Function (IRF) of order k [17] is used for kriging to obtain stationary residuals. Independent 
Component Analysis (ICA) [18, 19, 20, 21, 22] is then applied to linearly estimate hidden non-Gaussian variables (IC features) 
from these residuals. Non-Gaussian behaviour is assumed based on the fact that the presence of potential CO2 leakage anomalies 
(outlier pixels) in the images causes the data distributions to become positively skewed. 
Probabilistic image fusion for outlier pixel interpretation: In the Bayesian context, the prior distribution of residuals from the 
geostatistical filter analysis, is used to estimate a posterior distribution, called entropy of plausibility (or dissonance). The 
estimation is based on the DS theory of evidence combination [23, 24] using evidence from fuzzy classification that defines the
likelihood distribution of surface effects caused by CO2 leakage, such as vegetation stress or mineral alterations. Govindan et al. 
[4] used fuzzy c-means clustering [25] for generating the likelihood distribution. However, the basic problem lies in the fact that 
it requires input regarding the possible number of pixel classes (clusters). Instead, the Growing Hierarchical Self-Organising Map
(GHSOM) [26, 27] was used here as it enables automatic discovery of all natural clusters in a multivariate dataset, avoiding the
need for the user to randomly guess the number of clusters, which is usually a hard decision to make for the wider coverage 
spaceborne data. This also improves the likelihood function and lowers the rate of false detections. 
Fuzzy clustering using GHSOM: Soft classification was used to generate the likelihood distribution since it has the advantage 
of revealing a pixel’s membership to all predefined classes, particularly for the case of low resolution data where the problem of 
mixed pixels is plausible. This can be done by using fuzzy clustering based on Self-Organising Maps (SOM) [28]. The 
fundamental idea is to map a high dimensional dataset’s feature space onto a 2D representation space, by means of a neural 
network model, ensuring that the original topology of the data is maintained, i.e., similar pixels are grouped close to each other in 
the new space. However, owing to SOM’s fixed architecture (number of neurons) and its inability to maintain the inherent 
hierarchical structure of data, a dynamic version called GHSOM was used instead. 
3.1. The degradation-validation study 
Systematic degradation of the high resolution airborne dataset for Latera was performed in powers of 2 using spatial 
averaging to form synthetic data cubes of equivalent quality to images if captured from space by the AISA Eagle 1K 
hyperspectral sensor. The pixel values are modelled by a convolution operation between the incoming at-sensor radiance 
function and a sensor function called the Point Spread Function (PSF). The common function used to fit the PSF is a 2D 
Gaussian function [29]. The value of standard deviation of the PSF, taking into account factors such as the atmosphere, motion of
the object or sensor system and defocusing of the optics among others, is approximately 0.75 for unit pixel size in the case of a 
pushbroom scanner [30]. However, in the spectral domain, averaging was done by equally weighting the elements of a pixel 
vector to successively reduce the number of bands. Fifteen data cubes obtained for different spatial and spectral resolutions (at 1 
m, 2 m, 4 m, 8 m and 16 m, and containing 63, 32 and 16 bands each) were individually processed following the procedures 
discussed in the earlier paragraphs and the results were validated with ground measurement data using AUROC. 
For each pixel, given the ground truth data and the dissonance (confidence) map after processing, there are four possible 
outcomes of detection comprising the confusion matrix. The two commonly reported measures from this matrix are: (1) the True 
Positive Rate (TPR), which indicates the fraction of correct detections from the total number of anomalous pixels, and (2) the 
False Positive Rate (FPR), which indicates the fraction of incorrect detections from the total number of non-anomalous pixels. 
The ROC curve plots several (TPR, FPR) points to evaluate the overall performance of detection. When the plot contains points 
lying on the diagonal, it indicates that the method performs random guesses for anomaly detection. Points lying above the 
diagonal line indicate the operating region TPR > FPR and hence good detection. AUROC is a scalar representation of the ROC, 
whose value lies between 0 and 1, and is equivalent to the probability that the detection methodology will rank an anomalous 
pixel higher than a non-anomalous pixel [31]. An AUROC value > 0.5 generally indicates an acceptable detection performance. 
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3.2. The ASTER data study 
Based on the observations noted from the experiment described in Section 3.1, it was apparent that the methodology could be 
applied to process lower resolution datasets for anomaly detection. To confirm this, a validation test was carried out using real 
data from the ASTER instrument. According to the literature, there are more vents to be detected than those considered in the 
first study area (Figure 1(c)). ASTER data bands have been acquired at different spatial resolutions, unlike those in the airborne 
hyperspectral data. This posed an initial problem in processing the data since the methodology assumes that all bands have equal
spatial resolution. This was dealt with by considering the Nyquist-Shannon sampling theorem for signal restoration [32]. It was
assumed here that the image is bipartite, containing low and high frequency components. Using the IRF-k constraint implies that 
kriging filters out polynomials that correspond to low frequency heterogeneities, which occupy up to half the bandwidth in the 
image Fourier domain. It is then possible to estimate the residuals from half the number of samples taken along the x and y
dimensions of the image. For an image of size ‘N x N’, image sub-sampling to size ‘N/2 x N/2’ was performed before kriging to 
obtain the residuals. This also sped up the computations. In this manner it was possible to match NIR and SWIR bands for the 
analysis. NIR bands were first sub-sampled and grouped together with SWIR bands for co-defining the Generalised Covariance 
Function (GCF) model (cross-variogram) at 30 m resolution. Kriging was then performed to estimate the residuals on a new 15 
m grid. However, TIR bands were excluded from the analysis since daytime thermal images pose difficulty in isolating the 
anomalies. 
4. Results and Discussion 
The pre-processing steps using Maximum Noise Fraction (MNF) and Principal Component Analysis (PCA) [4] were applied 
prior to the geostatistical analysis for both study area data sets. These steps reduced the subsequent computations involved and
ensured the reliability of the results illustrated in this section. 
For the Study area 1, Figure 1(b), the original high resolution dataset, 1 m and 63 bands, was systematically degraded to 
generate 14 more cases with various combinations of spatial and spectral resolution. On applying the kriging filter and ICA, the
prior non-Gaussian detection estimate was obtained. It was observed that surface anomalies that may or may not be associated 
with CO2 leakage have been assigned as anomalies with some level of confidence. However, since pure statistical analysis does 
not inherently associate the anomalies with any specific physical phenomenon, it is necessary to incorporate additional 
knowledge to discriminate between various types of anomalies. For this purpose, the diagnostic features of surface effects caused
by CO2 leakage in the spectral signature were used to generate posterior confidence values that indicate the final detection 
results. This confirms that the methodology has the potential to generate a good posterior detection map for any kind of surface, 
provided that the prior detection map assigns some level of confidence for the truly anomalous pixels.  
To obtain the posterior detection map, cluster analysis was carried out using the GHSOM and Smooth Data Histograms 
(SDH) toolbox functions in MATLAB [33, 34] to generate the likelihood distribution. Five major clusters were obtained whose 
signatures (cluster centres) are shown in Figure 2. For stressed vegetation, an earlier study [35] used the phenomena of Red edge
shift within the Red and NIR region. Mineral alterations such as Red bleaching, corresponding to the reduction of Fe3+ (ferric) 
oxide in the soil, lead to weak absorption features in the NIR region with a gradual decrease in reflectance values towards lower
wavelengths [16]. Based on this knowledge, it can be seen that ‘cluster 3’ is the most appropriate to represent the likelihood 
because: (i) the high reflectance region between 600 and 700 nm, when compared to ‘cluster 1’ for healthy vegetation, shows that
the red edge has clearly shifted towards the lower wavelength, indicating constantly stressed vegetation; (ii) around 900 nm, 
there is a shallow dip in reflectance with a gradual decrease in reflectance towards lower wavelengths, indicating reduction of
ferric oxide, when compared to ‘cluster 2’ for soils where there is a sharp decrease in reflectance between 700 and 800 nm. 
Figure 2. Various cluster signatures obtained using GHSOM clustering of high resolution dataset; Cluster 3 is most appropriate for generating 
the likelihood distribution. 
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The pixel vectors were normalised prior to GHSOM training and clustering as it was only necessary to retain the shape of the 
spectrum to identify diagnostic features and absolute reflectance values were not needed. The prior and likelihood distributions
were then used in the DS theory to produce the final posterior detection result, shown in Figure 3(a). On comparing the prior and
posterior detection maps, it is shown that some known false detections have been removed. For example, a rectangle identified 
on the top right hand side of the prior map (see Figure 1(b)), which is believed to be a building rooftop, is screened out in the
posterior map. Likewise, a road network running from top to bottom of the image in the prior map (see Figure 1(b)) is not seen to
show any confidence in the posterior map. Such examples, among others, demonstrate the applicability of GHSOM for 
likelihood generation, and hence its increased potential for CO2 leakage detection.  
(a) (b) 
Figure 3. Posterior detection result obtained after the application of DS theory of evidence combination (a) for Study area 1; (b) for Study area 
2 using the ASTER data highlighting all known vents in the region. 
Table 1. Comparison of AUROC measures, average values and difference values between multispectral and hyperspectral synthetic data, for 
the different spatial resolutions analysed for Study area 1. 
Relative AUROC measure 
Spatial resolution 
1 m 2 m 4 m 8 m 16 m 
63 bands 0.8876 0.8675 0.8001 0.7925 0.6677 
32 bands 0.8931 1 0.7601 0.7209 0.6677 
16 bands 1 0.9471 1 1 1 
Average 0.9269 0.9382 0.8534 0.8378 0.7785 
Difference between 63 and 16 
band cases 
0.1133 0.1325 0.2399 0.2791 0.3323 
Validation was then performed for the final result based on the ground measurement line data (Figure 1(b)), using the 
AUROC measure. In order to compare the performance of the detection methodology, the whole processing chain (Section 3) 
was repeated for the remaining 14 cases by degrading spatial and spectral resolutions. Table 1 lists the relative AUROC values 
obtained for different spatial resolutions when the number of bands was reduced. On carefully inspecting the values, the 
following observations were made: 
 The average AUROC values show an expected decreasing trend as the spatial resolution decreases. This is attributed to 
the spatial averaging of reflectance values by the sensor PSF function. 
 At high resolutions, the difference in performance values, between multispectral (16 bands) and hyperspectral equivalent 
data (32 and 63 bands), were small. This has an important implication in terms of reducing the computation requirements 
for data processing. Hence it is recommended to summarise the spectral information (reduce the number of bands) as a 
pre-processing step for hyperspectral datasets, before applying the detection methodology. 
 As the resolution degrades, the difference in performance values becomes more evident. At the lowest spatial resolution 
of 16 m, where this difference is the highest, it is observed that detection using multispectral data outperforms that of 
hyperspectral data. This counterintuitive phenomenon can be explained based on the relation between the discriminatory 
power and Signal to Clutter Ratio (SCR) of the data. Since hyperspectral data has a higher discriminatory power, any 
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given pixel tends to exhibit lower correlation with its immediate neighbours owing to even smaller differences in their 
spectral signatures. This results in unwanted interference (clutter) masking the weaker anomalies (signal), hence reducing 
the AUROC and SCR. The converse is true for multispectral data, and hence better performance in detection is observed. 
The analysis demonstrates that the methodology has potential when applied to lower resolution spaceborne data, and this was 
tested using the ASTER data set for Study area 2 (Figure 1(c)), which covers an area of 1.5 x 1.5 km2. Figure 3(b) shows the 
detection map obtained after unsupervised processing, revealing all the known anomalies in the region. The high confidence 
areas in the map show a good match with the ground measurement line. Other vents that have been reported in literature are also
detected. This demonstrates the potential of the unsupervised methodology for detecting CO2 leakage related surface anomalies 
using the spaceborne data. However, it is also seen that other anomalies, particularly in the south and south-east side of the study 
area where ground measurements were not performed, have also been detected. According to the analysis, these are related to 
stressed vegetation or mineral alterations. Due to lack of comprehensive ground truthing it is not currently possible to verify
these anomalies. However, it is believed that they may represent other potential leakage points in Latera, which could be 
validated using ground surveys in the future. 
5. Conclusions 
This paper investigated the applicability of low resolution optical remote sensing data to monitor potential CO2 occurrences on 
the surface. The degradation-validation analysis carried out, which aimed to elucidate the relationship between resolution and 
detection performance, revealed that it is possible to use readily available multispectral spaceborne datasets for unsupervised
detection of CO2 emissions. The validation case study using ASTER data for Latera confirmed that the methodology developed 
is very promising.  
Considering the benefits of data fusion, the authors recognise that detection will depend to some extent on the duration of 
exposure of the surface to high subsurface CO2 flux and concentration. For instance, under intermittent flux conditions, it is 
known that vegetation has the capacity to recover from its temporary stressed state, mainly because CO2 also acts as a fertiliser 
for plants under low flux and concentration conditions. This also applies to soil mineral alterations which could be reversible
under specific conditions of temperature, pH and land use. Lateral movement of the CO2 plume in the shallow subsurface can 
also reduce the effective flux of CO2 at the surface, posing additional detection problems. For these cases, the sole use of indirect 
detection methods may be inadequate to identify anomalous signals. 
Based on the research reported here and their earlier work [4], the authors suggest that unsupervised detection and large sweep
analysis are the two most important criteria in CO2 anomaly detection. The tests performed so far focused on just one natural 
CO2 leakage site and it is acknowledged that the methodology developed will require more tests and subsequent enhancements 
on application to other natural analogue sites that differ from Latera. 
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