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In amorphous solids, a non-negligible part of thermal conductivity results from phonon scattering
on the structural disorder. The conversion of acoustic energy into thermal energy is often measured
by the Dynamical Structure Factor (DSF) thanks to inelastic neutron or X-Ray scattering. The
DSF is used to quantify the dispersion relation of phonons, together with their damping. However,
the connection of the dynamical structure factor with dynamical attenuation of wave packets in
glasses is still a matter of debate. We focus here on the analysis of wave packets propagation in
numerical models of amorphous silicon. We show that the DHO fits (Damped Harmonic Oscillator
model) of the dynamical structure factors give a good estimate of the wave packets mean-free path,
only below the Ioffe-Regel limit. Above the Ioffe-Regel limit and below the mobility edge, a pure
diffusive regime without a definite mean free path is observed. The high-frequency mobility edge is
characteristic of a transition to localized vibrations. Below the Ioffe-Regel criterion, a mixed regime
is evidenced at intermediate frequencies, with a coexistence of propagative and diffusive wave fronts.
The transition between these different regimes is analyzed in details and reveals a complex dynamics
for energy transportation, thus raising the question of the correct modeling of thermal transport in
amorphous materials.
PACS numbers: 61.43.Dq, 61.43.Fs, 63.50.-x, 65.60.+a, 62.20.-x
I. INTRODUCTION
It is today largely known that amorphous materials,
despite the lack of periodicity, can sustain collective vi-
brations remniscent of phonons in crystals. Such vi-
brations have however glassy-specific features, that arise
when their wavelength becomes comparable to the disor-
der lengthscale, which happens at frequencies of few THz.
Anomalous vibrations have so been observed by means
of inelastic X-Ray or Neutron scattering [1–3], or Raman
spectroscopy [4–6]. One specific property of amorphous
materials is an anomalous density of vibrational states
at frequencies of a few THz, the so-called “Boson Peak”:
an excess of modes with respect to the Debye prediction.
The structural origin of the Boson Peak was extensively
discussed [7–12], especially because it enhances the ther-
mal capacity in glasses [13], but the nature of the vibra-
tions composing the Boson peak, was never clearly iden-
tified [8, 12, 14, 15], nor was their diffusive or propaga-
tive” character”: it means, are they related to diffusive
or propagative transportation of an external excitation?
Such modes have been related to the low value of the
thermal conductivity in glasses and more specifically to
the characteristic plateau appearing in its temperature
dependence at low temperature (≈ 10 K) [13]. While
the thermal conductivity is easily computed in crystals,
it is far more difficult to compute it in glasses, due to the
lack of periodicity and the intricate nature of phonons
in this case, as well as the unknown attenuation mecha-
nisms at play in these materials [16–19]. Recently, it has
been shown that the thermal diffusivity in amorphous
materials is controlled by scattering processes [19–24].
Three regimes were first evidenced: a plane-wave dom-
inated regime with a low scattering of transverse and
longitudinal waves, then a regime of strong scattering
above the Ioffe-Regel criterion, and finally Anderson lo-
calization near the mobility edge [24]. In the present
paper, we focus on an already well-studied [22, 25, 26]
model amorphous material (ν-Si) to investigate the dif-
ferent modes of energy transfer for acoustic excitations
at different frequencies. We compare explicitly the mean-
free path inferred from the numerical measurement of the
Dynamical Structure Factor and the attenuation length
of the energy in a vibrational wave packet excitation, and
we study in details the long-term dynamics of the mate-
rials in response to an acoustic excitation.
The paper is organized as follows: in the next section
we present the numerical model of the material stud-
ied, and the efficient numerical method used to simul-
taneously compute wave packets propagation at all fre-
ar
X
iv
:1
80
3.
08
59
4v
1 
 [c
on
d-
ma
t.d
is-
nn
]  
22
 M
ar 
20
18
2quencies. Then we detail the different regimes of energy
transfer as a function of the frequency. A special focus
is done on the transition between the propagative and
the diffusive regime. The origin of the attenuation of
the maximum energy in the wave packets is discussed in
connection to coherent and incoherent excitation. The
results are finally compared to the analysis of the Dy-
namical Structure Factor.
II. NUMERICAL MODEL
A. Model material
We have studied the vibrational properties of a model
amorphous silicon (a-Si) system consisting of N =
262 144 atoms contained in a periodic cubic box of lengths
Lx = Ly = Lz ≈ 174 A˚, that are replicated three times
in x direction. The technical details of the prepara-
tion of the a-Si model have already been presented in
Ref. [24, 27]. The atomic configurations of ν-Si struc-
ture have been obtained using the open source LAMMPS
package [28] for classical Molecular Dynamics simula-
tions. The system is first prepared in a cubic diamond
crystalline state, then heated and equilibrated in the
liquid state, before rapid quench. The interactions are
tuned along the quenching protocol in order to ensure
a realistic percentage of coordination defects at rest, as
detailed in [27]. The Si-Si interaction in the system stud-
ied at rest is described by the empirical Stillinger-Weber
potential [26], including two-body and three-body direc-
tional interactions to account for the covalent nature of
the bonds. After the quenching, the system obtained is
fully amorphous, without any intrinsic structural length-
scale despite an interatomic distance of 2.34 A˚. In a
previous paper, we have studied in details the role of
the three-body interactions on the vibrational density of
states, on the phonons mean-free path and on the dif-
fusivity in such systems [24]. The mean-free path was
defined from the inverse phonon lifetime measured from
the Dynamical Structure Factor (DSF) and the phonons
group velocity, while the diffusivity was measured from
the diffusive energy transfer resulting from the incoherent
excitation of a central layer with a quasi-monochromatic
wave packet. One open question concerns the relation
between the mean free path measured from the DSF and
the attenuation length of a wave packet generated from a
coherent excitation. This is the focus of the present pa-
per. Coherent and incoherent wave packets excitations
(corresponding to ultrasonic or thermal excitations re-
spectively) will also be compared.
B. Dynamical Structure Factor
The dynamical structure factor is the self-correlation
function of the mass currents [29] in the system at ther-
mal equilibrium at a temperature T . At a small enough
temperature the structure factor can be calculated by
normal mode analysis as detailed in [24] for the same
system as the one studied in this paper. In order to
extract information on phonons in the low-frequency re-
gion, the structure factor Sη(q, ω) can be fitted using a
DHO (Damped Harmonic Oscillator) model.
Sη(q, ω) =
A
(ω2 − ω2η(q))2 + ω2Γ2
, η = L, T. (1)
where η denotes longitudinal (L) or transverse (T) com-
ponent. The phonon dispersion ωη(q) and inverse lifetime
Γ(q) can thus be obtained. They will be successively com-
pared to the dynamical characteristics extracted from the
wave packets propagation.
C. Excitation of wave packets
In order to study the wave packets propagation, we
apply a quasi-monochromatic external pulse to a thin
atomic layer around x = 0. The excitation is applied
along a cross-section with surface LyLz. Only the har-
monic response is studied here. In this case, the equation
of motion has the form
u¨iα(ω, t) +
∑
jβ
Miα,jβujβ(ω, t) = f
exc
iα (ω, t), (2)
where ui =
√
m(ri −Ri) is a scaled displacement of the
i-th atom from the equilibrium position Ri and Miα,jβ is
an element of the dynamical matrix M . The excitation
force f exciα (ω, t) is the α component of a complex excita-
tion force
f exci (ω, t) = fη exp
(
iωt− t
2
2τ2exc
− x
2
i
2w2
)
. (3)
The width of the excited layer is w = 1 A˚ and the du-
ration of the excitation is τexc = 0.36 ps. Such pulse du-
ration is smaller than a typical phonon lifetime and gives
a good enough frequency resolution δν ∼ 1/(2piτexc) =
0.4 THz. The direction of the applied force is defined by
fη, which is common for all atoms in the excited layer
when the excitation is coherent, and which is randomly
uniformly distributed in case of incoherent excitation.
The subscript η indicates the wave-packet polarization
in case of coherent excitation. In this case, we use fL in
x direction for the longitudinal polarization and fT in y
direction for the transverse one.
In order to study the wave packets propagation for dif-
ferent frequencies ω and both polarizations, we calculate
the kinetic energy density averaged over the cross-section
LyLz
Eη(ω, x, t) =
1
2LyLz
∑
i
|u˙ηi (ω, t)|2δ(x− xi). (4)
We consider the kinetic energy only because it can be
prescribed to atomic locations in a simple and unique
3FIG. 1: Atomic velocities during the action of the transverse excitation force (left column) and 1.5 ps after it (right column).
The length and the direction of the arrow show the atomic velocity in xy plane. Atoms within 0.5 nm slice in z direction are
shown. The frequency of the external force is shown on each panel. The real part of complex velocities is shown here.
way in contrast to the potential energy. The kinetic
energy continuously transforms to the potential energy
and backward with a frequency 2ω. In order to sup-
press these oscillations we applied the complex excitation
force f exci (ω, t) and used the notion of complex veloci-
ties u˙ηi (ω, t). The real and imaginary parts of f
exc
i (ω, t)
and u˙ηi (ω, t) have a natural phase shift pi/2. These parts
are summed up in the definition of Eη(ω, x, t). In order
to improve the efficiency of the numerical calculation it
is also possible to use an impulse δ(t) and to compute
the response to all the frequencies simultaneously. The
method used in this work is detailed in Appendix A.
III. DESCRIPTION OF WAVE PACKETS
PROPAGATION
Fig. 1 shows the real part of atomic velocities during
the action of the excitation force at different frequen-
cies (left column) and 1.5 ps after the excitation (right
column). We present the result for the transverse po-
larization and three different frequencies: 1.1 THz (top
row – a, b), 2.2 THz (middle row – c, d) and 6.5 THz
(bottom row – e, f). Since the Ioffe-Regel frequency for
transverse polarization is approximately νTIR ≈ 4 THz in
this sample [24], the frequencies 1.1 THz and 2.2 THz
are definitely below νTIR, whereas the frequency 6.5 THz
is definitely above νTIR.
In Fig. 1(a) one can see the initial transverse wave
packet, excited by the external force with a frequency
1.1 THz. This wave packet has a well recognizable plane-
wave structure. After 1.5 ps (Fig. 1(b)) we can see two
separate wave packets, which move in opposite direc-
tions. The background between these wave packets (for
−3 nm < x < 3 nm in the figure) originates from the
low amplitude scattering of the wave packets during their
propagation on the amorphous structure.
The wave packet in Fig. 1(c) is similar to Fig. 1(a)
but for a frequency 2.2 THz: one can see a plane-wave
structure with a smaller wavelength. However, after 1.5
ps (Fig. 1(d)) the plane-wave structure is mixed with
a random rotational motion with similar amplitude, left
behind the front. In this case, as will be shown in the next
part, the amplitude of the propagative planar excitation
decreases with time and is progressively exceeded by the
rotational one. In order to identify a correlation radius in
the vortex structures shown in Fig. 1, we have plotted in
Fig. 2 the correlation function of the displacements at t =
1.5 ps (Fig. 1, right column), that is when the wave front
is far from the excitation source. At low frequencies, the
correlation function vanishes at a distance of the order
of the wavelength of the main front (Fig. 2(a)): it is
dominated by the low scattering of the exciting wave and
the related displacements keep a trace of the incident
wavelength. However, a local minimum in the correlation
function can also be observed at 0.3 nm.
The behavior at 6.5 THz is totally different: we do
not see the plane wave structure even for the initial wave
4FIG. 2: (Color online) Spatial correlation function of the dis-
placements excited behind the transverse wave front (−3 nm
< x < 3 nm) for t = 1.5 ps as a function of the distance r.
Insets show the correlation function as a function of a rescaled
distance rν/cT .
packet (Fig. 1(e)). It means that the period of the exter-
nal force is larger than the lifetime of plane wave excita-
tions. It is the case of frequencies above the Ioffe-Regel
criterion. In this regime, the wave packet can spread
by means of diffusion only. Note in this case, that the
global minimum in the displacements correlation func-
tion (Fig. 2(b)) becomes progressively pinned at the very
small intrinsic length of 0.3 nm. Indeed, the local mini-
mum at 0.3 nm (and its counterpart at 0.6 nm) already
present at very low frequencies (Fig. 2(a)) becomes def-
initely dominant at higher frequencies. This very small
intrinsic length dominates the correlation function in the
studied model of amorphous silicon at all frequencies
above the Ioffe-Regel criterion, as already discussed in [6].
Finally, at frequencies above the mobility edge, we have
shown in a previous article [24] that vibrations are local-
ized, with a multi-fractal shape. In this frequency range,
we show here, that the vibrational response is very spe-
cific: it is related to a limitation of the excitations to
sparsed atomic oscillations in the initally excited layer at
x ≈ 0, and the vibrations are transmitted very partly to
FIG. 3: (Color online) Localized regime of the wave-packet
propagation. Black lines show the kinetic energy density
ET (ω, x, t) for transverse wave packets at 18 THz at different
times t: 0, 3, 12, 36, 90, 180, 360 ps. Red (gray) line shows
the envelope Pη(ω, x). The kinetic energy density ET (ω, x, t)
is symmetric over x so only x > 0 is shown. The inset shows
the vibrational density of states with 18 THz marked on it.
the rest of the solid (Fig. 3).
IV. ENVELOPE OF THE KINETIC ENERGY
A. Attenuation of the Kinetic Energy
In order to study the transportation of vibrational
energy in all the regimes previously identified, we cal-
culate the kinetic energy density Eη(ω, x, t) as a func-
tion of space and time. We report in Fig. 3 the spa-
tial dependence of the kinetic energy density at differ-
ent times t, for a frequency above the mobility edge,
ν = ω/2pi = 18 THz, and in 4 for the same polariza-
tion and the same frequencies, which were used in Fig. 1.
Fig. 3 is a clear example of a localized regime: if we take
the positions of the maxima of the kinetic energy density
at successive times, we find that it can be fitted by an
exponential decay P0 exp(−x/ξ) with some localization
length ξ. The transportation of energy is thus limited
5in this case to the characteristic distance ξ (ξ ≈ 1.0 nm
for ν = 18 THz in Fig. 3(b)). This behavior is similar to
the behavior of evanescent waves [30] and differs strongly
from the other regimes.
Fig. 4(a) is a clear example of a propagative regime.
The kinetic energy density has a maximum, whose posi-
tion moves right with the sound velocity. The maximum
of the kinetic energy gradually decreases with time due
to the scattering by the structural disorder.
Fig. 4(c) is a clear example of a diffusive regime. The
maximum of the kinetic energy density stays at x = 0
whereas the width increases with time. Indeed, as shown
in the inset of Fig. 4(c), the squared width
R2(t) =
∫∞
−∞ x
2Eη(ω, x, t) dx∫∞
−∞Eη(ω, x, t) dx
(5)
is proportional to t. The same holds true for all frequen-
cies up to the mobility edge (not shown here).
Fig. 4(b) shows that, at intermediate frequencies, the
propagative regime after some critical time t = t1 be-
comes diffusive. In the case illustrated in the figure, for
example, for t < 1 ps, the position of the maximum of the
kinetic energy moves to the right. However, for t > 1 ps,
the amplitude of the propagative part becomes smaller
than the amplitude of the diffusive part, inducing the
broadening of the kinetic energy density with a maxi-
mum located at x = 0.
In order to characterize quantitatively the aforemen-
tioned regimes, we calculate the envelope
Pη(ω, x) = max
t
Eη(ω, x, t). (6)
as reported in Fig. 4 by a red line (gray) line. In the
propagative regime, the kinetic energy density for x > 0
is described as
Eprop(x, t) =
E0√
piv2τ2exc
exp
(
−x
l
− (x− vt)
2
v2τ2exc
)
. (7)
where E0 = 2
∫∞
0
Eprop(0, t) v dt is the total kinetic en-
ergy delivered per unit surface to the system from the
excitation force. The envelope
Pprop(x) = Eprop(x, x/v) =
E0√
piv2τ2exc
e−x/l (8)
is similar to a Beer-Lambert law with a mean free path
l. In the diffusive regime the kinetic energy density can
be approximated by the Gaussian
Ediff(x, t) =
E0√
4piDt
exp
(
− x
2
4Dt
)
(9)
where the energy E0 per unit surface was the total en-
ergy already delivered to the system per unit surface
(E0 = 2
∫∞
0
Ediff(x, t) dx), and D is the diffusivity. The
kinetic energy Ediff(x, t) per unit surface, at the position
FIG. 4: (Color online) Different regimes of the wave-packet
propagation. Black lines show the kinetic energy density
ET (ω, x, t) for transverse wave packets at different times t for
three different frequencies: 1.1 THz (a), 2.2 THz (b), 6.5 THz
(c). Red (gray) line shows the envelope Pη(ω, x). Black dots
show the points, where the kinetic energy density ET (ω, x, t)
touches the envelope Pη(ω, x). The kinetic energy density
ET (ω, x, t) is symmetric over x so only x > 0 is shown. Inset
in the panel (c) shows the wave packet squared width R2(t)
for the corresponding frequency ν = 6.5 THz.
x will reach its maximum value at the time t∗ = x2/2D.
Consequently, the envelope has the form
Pdiff(x) = Ediff(x, t
∗) =
E0√
2pie
1
x
(10)
The envelopes for different frequencies ω and both po-
larizations η are shown in Fig. 5 in a logarithmic scale.
In this scale, the Beer-Lambert law observed in the prop-
agative regime is a straight line. It is worth underlying
that the curves should be considered only for x ≥ xmin
with xmin & vητexc bounding the region with an uncer-
tain regime due to the finite excitation time τexc. The
6FIG. 5: (Color online) Envelope of the attenuation of transverse (a) and longitudinal (b) wave packets with different frequencies.
Each fifth curve is colored by black and marked by the corresponding frequency on the right. Each n-th curve is multiplied by
0.9n to make an offset for a better visual effect. Thick red (grey) curved line shows the transition from the propagative regime
to the diffusive regime. Dashed green (grey) line shows L/x behaviour in the diffusive regime.
red (gray) curve indicates the transition from propagative
to diffusive regime (see the next section). An envelope
∼ 1/x, which is typical for the diffusive regime is shown
by a dashed line. One can see that there is no propagative
regime at all for frequencies above νηIR (corresponding to
3.5 THz and 10 THz for transverse and longitudinal po-
larization respectively), and that there is a coexistence
between propagative front and diffusive background at
intermediate frequencies below νηIR. The frequency range
of the coexistence regime is especially extended for lon-
gitudinal modes. Note that for transverse waves, this
regime coincides as well to the frequency interval where
the Boson Peak takes places [24]. The Boson peak cross-
over is thus compatible with the coexistence of diffusive
and propagative transverse vibrations. We will now pro-
pose an analytical estimate of the position at which the
diffusive part becomes dominant.
B. Analysis of the transition from Propagative to
Diffusive regime
For a given x coordinate the time dependence
Eη(ω, x, t) can reveal the coexistence of propagative and
diffusive energy transfer. Figure 6 shows such depen-
dence for transverse modes with ν = 2.2 THz. For
t < x/vg(ω) the energy density Eη(ω, x, t) is exponen-
tially small because no signal can be transferred with a
velocity faster than the group velocity vg(ω). At time
t = x/vg(ω) there is a narrow peak, which is an initial
(partially scattered) coherent plane wave moving at a
well-defined velocity coinciding with the group velocity
at that frequency. At time t  x/vg(ω) one can ob-
serve a second much broader peak of the energy density,
whose position is marked by the red line (see Fig. 6 for
x ≥ 5 nm). This second peak is formed by the diffusive
spreading of the scattered energy. From Eqs. 8 and 10,
one can expect E ∼ exp(−t/τ) for the first peak and
E ∼ t−1/2 for the second peak. Both dependencies co-
incide well with the measured peak position (see Fig. 6).
The scattered part of the energy contributes as an after-
shock. Sufficiently far from the excitation, its amplitude
dominates the propagative one. We have compared it
to the effect of an incoherent excitation (green dashed
lines in Fig. 6): the amplitudes of the scattered energy
and of the incoherent energy are very similar, especially
at a long time where they coincide perfectly. The only
difference is the delay to reach a given position, in case
of an incoherent excitation, resulting in a delayed purely
diffusive motion. In the opposite case of a coherent exci-
tation, part of the coherent energy still contributes to the
after-shock: the incoherent part is not completely sepa-
rated from the coherent front, and it is boosted by the
propagative plane wave.
For different coordinates x, the intensity ratio of coher-
ent to scattered peaks can be very different, progressively
7decreasing with increasing the distance from the excita-
tion. We can thus identify a critical distance xt, at which
the two peaks are equivalent, meaning an equal weigth
of propagative and diffusive contributions to the energy
density. As a result, for x < xt the energy transfer is
mostly propagative, while for x > xt it is mostly diffu-
sive. The xt position is shown by a solid thick red (gray)
line in Fig. 5 and a dotted line in Fig. 7, marking the
transition from a propagative to a diffusive regime.
For large frequencies (ν > 3.5 THz for transverse
modes and ν > 9.8 THz for longitudinal modes) there
is no distinguishable propagative peak and xt does not
exist (the end of solid thick red (gray) line in Fig. 5). As
a result, for these frequencies one can observe only the
diffusive regime. Interestingly, such frequencies are close
to the Ioffe-Regel limits found in [24].
A crude estimate of the position xt at which the tran-
sition between the dominantly propagative and the dom-
inantly diffusive regime occurs (thick red (gray) line in
Fig. 5) is given by Pprop(xt) = Pdiff(xt). This yields
xt = −lW−1
(
−vτexc
l
√
2e
)
(11)
whereW−1 is the lower branch of the two-valued Lambert
W function. Under the assumption vτexc  l we have
xt ≈ l ln l
vτexc
, (12)
which means that xt is proportional to the mean free path
l with a logarithmic correction. The diffusive regime thus
becomes the dominant way of energy transfer when x & l.
While this corresponds to the definition of the Ioffe-Regel
limit, it is worth noting that the coexistence between
the two regimes occurs far below the Ioffe-Regel limit,
and on a large intermediate frequency band, at least for
longitudinal waves. Especially, close to the Boson Peak
frequency, diffusive and propagative regimes coexist for
transverse as well as for longitudinal waves.
C. Mean-Free paths and Penetration Depth
From the measurement of the envelope of the kinetic
energy density, it is possible to estimate the mean-free
path l using the Beer-Lambert exponential fit (8) in the
propagative regime. The resulting values of l as a func-
tion of frequency ν are shown in Fig. 7 for transverse
and longitudinal waves. The results are compared to the
measurement of the mean-free path lDSF obtained from
the Dynamical Structure Factor as detailed in Ref. [24].
In the low-frequency range below the Ioffe-Regel crite-
rion (ν  νηIR), l and lDSF coincide with each other for
both transverse and longitudinal waves. However, near
the Ioffe-Regel criterion (ν ≈ νηIR) the mean free path l is
bigger than lDSF predicted by the Dynamical Structure
Factor analysis.
FIG. 6: (Color online) Time dependence of the kinetic en-
ergy density resulting from a coherent excitation of transverse
modes at 2.2 THz for different values of x coordinates. From
top to bottom: x = 0, 1, 2 . . . , 10 nm. Thick solid line shows
the fit as an exp(−t/τ) dependence (green) and a t−1/2 de-
pendence (red). Thin (green) dashed lines represent the time
dependence of the kinetic energy density for an incoherent
excitation with the same amplitude and same frequencies.
FIG. 7: (Color online) Result of the fits obtained from wave
packets propagation compared to mean-free paths obtained
from the analysis of S(q, ω) for transverse waves (black) and
longitudinal waves (red/gray). Points show the result from
the DHO fit of the Dynamical Structure Factor, lDSF. Solid
lines show the mean free path l obtained by the exponential
fit of the envelope below Ioffe-Regel criterion and above the
mobility edge. Dashed lines show the penetration length lpen.
Dotted lines show the transition length xt between propaga-
tive and diffusive regime.
For frequencies above the Ioffe-Regel criterion, only
the diffusive regime remains, so that we cannot use any-
more the Beer-Lambert law (8) for getting the mean free
path. However, we can define a penetration length lpen
such that Pη(ω, lpen) =
1
ePη(ω, 0), which characterizes
the energy transfer for any frequency independently on
the transport regime. The result is shown by dashed
8lines in Fig. 7. Below the Ioffe-Regel criterion lpen is
close to the mean free path l. One can see that trans-
verse waves have a dip in the penetration length near
ν ≈ 8 THz. In the same frequency region, the mean free
path of longitudinal waves (and the penetration length
as well) shows a peak. It is approximately the same fre-
quency region where crystalline silicon presents a gap in
the transverse density of states, namely between 7.5 THz
and 13.9 THz [31], while longitudinal phonons do not
have any gap. Due to the similarity of the local atomic
structure of crystalline and amorphous silicon, one can
deduce that the difficulty to excite transverse vibrations
for ν ≈ 8 THz leads to a dip in the transverse penetra-
tion length, simultaneously suppressing the scattering of
longitudinal waves on transverse waves.
For frequencies above the mobility edge, one can use
again the exponential fit (see solid lines above the mo-
bility edge in Fig. 7). In this case it will characterize
the localization length which diverges near the mobility
edge. The detailed analysis of the mobility edge and the
Anderson transition is out of the purpose of this paper
and will be presented elsewhere.
V. DISCUSSION AND CONCLUSION
We have shown in this paper that the transportation of
acoustic energy in an amorphous material shows well de-
fined separate regimes: 1) a pure propagative regime with
low Beer-Lambert attenuation at very low frequencies,
2) a mixed regime coupling propagative front and diffu-
sive after-shock at intermediate frequencies (in the Boson
Peak range), 3) a purely diffusive regime above the Ioffe-
Regel criterion, and finally, 4) a localized regime without
transportation of energy at high frequencies above the
mobility edge. This identification has been possible by
investigating the atomic response to a wave packets ex-
citation, relating the energy transfer to the spreading of
the initial excitation into coherent and incoherent vibra-
tions: the propagative part being the coherent contri-
bution to the transfer, and the diffusive one being the
incoherent part. The transition between a dominantly
propagative transfer to a dominantly diffusive one occurs
at a finite distance xt(ω) from the initial excitation, that
was shown to be related to the mean-free-path l(ω), as
obtained from the Beer-Lambert-like attenuation in the
propagative regime. The Boson Peak frequency range is
found to correspond to the coexistence between the two
regimes, thus validating both scenarios for propagative
and diffusive nature of the Boson Peak [8, 12, 14, 15].
The apparent attenuation of the energy maximum in the
purely diffusive regime was shown to vary as ∝ 1/x with-
out any intrinsic length scale (Eq. 10). Finally, in the
localization regime, already identified in [24], our study
confirms the absence of energy transfer and the transi-
tion to an acoustic insulator. Note that the system is
purely harmonic here, that is the dissipation of energy
is only an effective dissipation of energy resulting from
waves spreading: in the absence of a thermostat, the total
energy is conserved.
Concerning the detail of the atomic displacements in
the different regimes, we have found that at low fre-
quency, they show a correlation length which is the wave-
length of the propagative front. The diffusive after-shock
itself has the same correlation length, thus confirming a
low scattering process on structural disorder, as already
suggested in [23, 24, 32]. In the purely diffusive regime,
however, the correlation length appears to be controlled
by the interatomic distance with a characteristic length
of 3 A˚ close the size of the Eshelby cores in this sys-
tem [6, 33].
This study thus finally sheds light onto the mechanisms
of energy transfer in amorphous materials in connection
to their vibrational properties, and supports the scenario
of low to strong scattering of plane waves in amorphous
samples, with a coexistence of diffusive and propagative
energy transfer in the Boson peak frequency range. A
coherent acoustic excitation will thus be converted into
a completely incoherent one, comparable to heat, when
the exciting frequency is higher than the Ioffe-Regel fre-
quency.
Such results are of high relevance as they allow the
microscopic understanding of the transport of energy –
mechanical as well as thermal, and their intertwining –
in disordered systems, answering to an ever-growing in-
terest from the scientific community, face to the global
need of identifying mechanisms for limiting heat or sound
propagation.
To complete this work, it would be necessary to prop-
erly identify the effect of a thermostat on this energy
conversion, in order to infer the related temperature de-
pendence of the thermal conductivity. Another perspec-
tive is related to the additional role of interfaces resulting
from the addition of inclusions of different stiffness inside
the amorphous matrix, as proposed in many recent stud-
ies for modifying mechanical or thermal properties of the
system. In this case, acoustic dynamics can become even
more complex [34–37], calling thus for further deepened
studies.
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9Appendix A: Decomposition of the initial impulse
A standard approach to calculate the spreading of the
wave packet excited by the external force (3) consists
of the integration of the Newton equations (2) for each
frequency ω independently.
We can improve the performance of the integration a
lot using the linearity of the Newton equations (2). One
can integrate only one system of equations with an in-
stant impact of an external force
u¨iα(t) +
∑
jβ
Miα,jβujβ(t) = g
exc
iα (t), (A1)
where
gexci (t) = fη exp
(
− x
2
i
2w2
)
δ(t). (A2)
Then, in order to separate frequencies, we can apply the
convolution procedure
ui(ω, t) =
∫ ∞
−∞
ui(t
′) exp
(
iω(t− t′)− (t− t
′)2
2τ2exc
)
dt′.
(A3)
One can see that ui(ω, t) is the solution of the New-
ton equation (2) for a given ω and the excitation force
(3). For a better numerical performance, we use a finite-
window approximation
ui(ω, t) =
∫ t+τ
t−τ
ui(t
′)Wτ (t− t′)eiω(t−t′)dt′, (A4)
where Wτ (t′) is a smooth even window function with
the width 2τ such that Wτ (0) = 1 and Wτ (t′) = 0 for
|t′| ≥ τ . We use the Jackson window function, which is
close to the Gaussian with τexc = τ/pi [38].
[1] J.-P. Boon and S. Yip, Molecular hydrodynamics
(McGraw-Hill, 1980).
[2] G. Baldi, V. M. Giordano and G. Monaco, Phys. Rev. B
83, 174203 (2011).
[3] S.-H. Chen and P. Tartaglia, Scattering methods in com-
plex fluids (Cambridge University Press, 2015).
[4] E. Duval, A. Mermet and L. Saviot, Phys. Rev. B 75,
024201 (2007).
[5] G. Carini, G. Carini, G. D’Angelo, E. Gilioli, and C. Vasi,
Philos. Mag. 95, 2596 (2015).
[6] A. Tanguy, JOM 67, 1832 (2015).
[7] W. Schirmacher, G. Diezemann and C. Ganter, Phys.
Rev. Lett. 81, 136 (1998).
[8] S.N. Taraskin, Y.L. Loh, G. Natarajan and S.R. Elliott,
Phys. Rev. Lett. 86, 1255 (2001).
[9] F. Leonforte, A. Tanguy, J.P. Wittmer and J.-L. Barrat,
Phys. Rev. Lett. 97, 055501 (2006).
[10] D.A. Parshin, H.R. Schober and V.L. Gurevich, Phys.
Rev. B 76, 064206 (2007).
[11] G. Monaco and V.M. Giordano, PNAS 106, 3659 (2009).
[12] A.I. Chumakov et al., Phys. Rev. Lett. 106, 225501
(2011).
[13] R.C. Zeller and R.O. Pohl, Phys. Rev. B 4, 2029 (1971).
[14] B. Ruffle, D.A. Parshin, E. Courtens and R. Vacher,
Phys. Rev. Lett. 100, 015501 (2008).
[15] W. Schirmacher, G. Ruocco and T. Scopigno, Phys. Rev.
Lett. 98, 025501 (2007)
[16] P.B. Allen and J.L. Feldman, Phys. Rev. B 48, 12581
(1993).
[17] A. Tanguy, J. P. Wittmer, F. Leonforte and J.-L. Barrat,
Phys. Rev. B, 66 174205-1-17 (2002).
[18] V. Vitelli, N. Xu, M. Wyart, A.J. Liu and S.R. Nagel,
Phys. Rev. E 81, 021301 (2010).
[19] Y. M. Beltukov, V. I. Kozub and D. A. Parshin, Phys.
Rev. B 87, 134203 (2013).
[20] S. N. Taraskin and S. R. Elliott, J. Phys.: Condens. Mat-
ter 14, 3143 (2002).
[21] S. Faez, A. Strybulevych, J. H. Page, A. Lagendijk and
B. van Tiggelen, Phys. Rev. Lett. 109, 155703 (2009).
[22] J. M. Larkin and A. J. H. McGaughey, Phys. Rev. B 89,
144303 (2014).
[23] S. Gelin, H. Tanaka and A. Lemaitre, Nature Materials
15, 1177 (2016).
[24] Y. M. Beltukov, C. Fusco, D. A. Parshin, A. Tanguy,
Phys. Rev. E, 93, 023006, (2016).
[25] P. B. Allen, J. L. Feldman, J. Fabian and F. Wooten,
Phil. Mag. B 79, 1715 (1999).
[26] F. H. Stillinger, T. A. Weber, Phys. Rev. B 31, 5262
(1985).
[27] C. Fusco, T. Albaret and A. Tanguy, Phys. Rev. E 82
066116 (2010).
[28] S. J. Plimpton, J. Comput. Phys. 117,1 (1995). See also
http://lammps.sandia.gov.
[29] H. Shintani and H. Tanaka, Nat. Mat. 7, 870 (2008).
[30] Fundamentals of Acoustics, L.E. Kinsler, A.R. Austin,
A.B. Coppens, J.V. Sanders, Wiley (1999).
[31] R. Tubino, L. Piseri and G. Zerbi, J. Chem. Phys. 56,
1022 (1972).
[32] A. Tanguy, B. Mantisi and M. Tsamados, Europhys.
Lett. 90 16004 (2010).
[33] T Albaret, A. Tanguy, F. Boioli and D. Rodney, Physical
Review E 93, p.053002 (2016).
[34] D.P. Elford, PhD Thesis, Loughborough University
(2010)
[35] L. Yang and A.L. Minnich, Scientific Reports, DOI:
10.1038/srep44254 (2017)
[36] A. Tlili, S. Pailhe`s, R. Debord, B. Ruta, S. Gravier, J.-J.
Blandin, N. Blanchard, S. Gome`s, A. Assy, A. Tanguy
and V.M. Giordano Acta Materialia 136, 425 (2017).
[37] T. Damart, Y.M. Beltukov, A. Tlili, and A. Tan-
guy. Nanostructured Semiconductors: Amorphisation
and Thermal Properties, Chapter 9. Ed. by K. Ter-
mentzidis (Pan Stanford, 2016).
[38] A. Weiße et al. Rev. Mod. Phys. 78, 275 (2006).
