ゼロショット学習を用いた一般物体認識 by Hascoet Tristan Erwan Marie
 Kobe University Repository : Thesis  
学位論文題目
Tit le
Zero-Shot Recognit ion of Generic Objects(ゼロショット学習を用いた
一般物体認識)
氏名
Author Hascoet Tristan Erwan Marie
専攻分野
Degree 博士（学術）
学位授与の日付
Date of Degree 2019-09-25
公開日
Date of Publicat ion 2020-09-01
資源タイプ
Resource Type Thesis or Dissertat ion / 学位論文
報告番号
Report  Number 甲第7609号
権利
Rights
JaLCDOI
URL http://www.lib.kobe-u.ac.jp/handle_kernel/D1007609
※当コンテンツは神戸大学の学術成果です。無断複製・不正使用等を禁じます。著作権法で認められている範囲内で、適切にご利用ください。
PDF issue: 2020-09-04
博 士 論 文 
Zero-Shot Recognition of Generic Objects
（ゼロショット学習を用いた一般物体認識）
２０１９年７月 
神戸大学大学院システム情報学研究科 
HASCOET Tristan Erwan Marie 
Doctoral Thesis
Zero-Shot Recognition of Generic
Objects
HASCOET Tristan Erwan Marie
Graduate School of System Informatics
Kobe University
July 2019
Doctoral Thesis
Zero-Shot Recognition of
Generic Objects
HASCOET Tristan Erwan Marie
Image classification is a foundational task for computer vision. Within the
past decade, Convolutional Neural Networks (CNN) have allowed for unprece-
dented progress in image classification. Since their early success in the ILSVRC
classification challenge [1, 2], CNNs have become the backbone of modern com-
puter vision as more complex vision systems, including semantic segmentation,
object detection and visual question answering models, have been built on top of
the original image classification architectures.
ZSL models generalize traditional image classifiers to recognize unknown classes,
for which no image sample is available for training. The idea behind ZSL has
largely been inspired by the human ability to define and recognize new object
categories given a description: For example, a young child can recognize a zebra
for the first time he sees one after his mother explains to him that a zebra looks
like a horse with black and white stripes. Following this analogy, ZSL models use
semantic representations of visual classes, i.e.; descriptions of the visual classes
in a non-visual modality to transfer the discriminative knowledge learned from
training classes to a set of unknown test classes.
The promise of ZSL for generic object recognition is huge: to scale up the
recognition capacity of image classifiers beyond the set of annotated training
classes. Hence ZSL has the potential to be of great practical impact as they
would considerably ease the deployment of image classification models by elim-
inating the need for expensive task-specific data collection and fine-tuning pro-
cesses. Furthermore, classification is a core building block of most vision systems
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including semantic segmentation and object detection models. As such, success-
fully generalizing classification to unknown classes would not only affect image
classification systems, but also impact a wide array of computer vision systems
relying on a classification functionality.
Despite its great promise, and after a decade of active research, the accuracy
of ZSL models on the standard Imagenet dataset remains far too low to be con-
sidered for practical applications. In this thesis, we question several foundational
elements of the current practice of ZSL for generic object recognition to shed
some light on this apparent lack of progress:
We start by discussing the role of semantic representations in ZSL: we ques-
tion the relevance and the limitations of word embeddings that have been widely
adopted as the standard semantic representation for Zero-Shot Learning. We
highlight several important limitations of defining large scale visual concepts with
words and quantify the impact of these limitations on the accuracy of ZSL sys-
tems. We argue that instead of words, visual classes can be defined by explicit
descriptions in the form of text documents and structured data, and propose to
use Semantic Web technologies to automate the acquisition of such descriptions.
We show that knowledge graph embeddings significantly improve the accuracy of
existing ZSL models on the standard ImageNet ZSL benchmark.
We then question the current ZSL problem formulation: We argue that ZSL
research should focus on the goal of combinatorial generalization of object recog-
nition across classes. We show that the current standard benchmark is ill-defined
in this regard, and introduce the notion of structural bias to back and quantify our
claim. We show that structural bias in the standard benchmark has impacted the
development of ZSL by favoring solutions based on a simple similarity search in
semantic space and demonstrate that a trivial solution explicitly designed to take
maximal advantage of structural bias outperforms almost all existing ZSL mod-
els. We conclude our analysis by proposing a new evaluation protocol explicitly
designed to minimize the impact of structural bias.
In the final section, we investigate the application of invertible transformations
to reduce the memory usage of large CNN. We analyze the memory bottleneck in
training existing revertible networks and propose a layer-wise invertible architec-
ture to alleviate these bottlenecks. We characterize the memory consumption and
iii
numerical errors arising in long chain of invertible transformations and, based on
our analysis, propose an architecture with minimal memory footprint.
Together, we hope that the contributions presented in this thesis provide
a solid foundation for future research into the Zero-Shot recognition of generic
objects.
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Chapter 1
Introduction
1.1 Background
Image classification has been a foundational task of computer vision. Given an
input image, image classifiers output a unique class label corresponding to the
object depicted in the image. Image classification provides the problem with
minimal functional definition to study the ability of algorithm to recognize ob-
jects from complex pixel patterns. For its minimal problem structure, image
classification has been an important test bed for algorithmic development.
In the past decade, Convolutional Neural Networks (CNN) have allowed for
unprecedented progress in image classification. Since their early success in the
ILSVRC classification challenge [1, 2], CNNs have become the backbone of mod-
ern computer vision as more complex vision systems have been built on top of the
original image classification architectures: Semantic segmentation models [6, 7, 8]
extend the base CNN architecture of image classifiers with an expanding path to
perform pixel-wise classification; object detection models [9, 10, 11] combine a
classification module with region proposal and bounding box regression mod-
ules, and early image captioning models [12, 13] have successfully combined CNN
classifiers with language models in an end-to-end architecture.
ZSL models extend traditional image classifiers to recognize unknown classes,
for which no image sample is available for training. The idea behind ZSL has
largely been inspired by the human ability to define and recognize new object
categories given a description: For example, a children can recognize a zebra for
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the first time he sees one after his mother explains to him that a zebra looks
like a horse with black and white stripes. Following this analogy, ZSL models
use descriptions of visual classes, i.e.; representations of the visual classes in a
non-visual modality to generalize the classification ability learned from training
classes to a set of test classes.
1.1.1 Practical significance
Recent progress in computer vision has largely been driven by the successful appli-
cation of Convolutional Neural Networks (CNN) trained in a supervised manner
on large image datasets. One main drawback of these approaches is that they re-
quire a large amount of annotated data to successfully generalize to unseen image
samples. The collection and annotation of such dataset for custom applications
can be prohibitively complex and/or expensive, which hinders their applications
to many real world practical scenarios. To reduce the sample complexity of CNN
training, several research axis are being actively investigated, including unsuper-
vised pretraining, semi-supervised learning, transfer learning, domain adaptation,
and few-shot learning algorithms.
ZSL differs from these approaches, which rely at east on a few annotated sam-
ples of the target classes, as it represents the extreme case of few-shot learning in
which classification among the target classes is performed without any training
sample to learn from. The promise of ZSL for generic object recognition is huge:
to scale up the recognition capacity of image classifiers beyond the set of anno-
tated training classes. Hence ZSL has the potential to be of great practical impact
as it would considerably ease the deployment of image classification models by
eliminating the need for expensive task-specific data collection and fine-tuning
processes.
Furthermore, classification is a core building block of most vision systems in-
cluding semantic segmentation and object detection models. As such, successfully
generalizing classification to unknown classes would not only affect image classi-
fication systems, but also impact down-stream systems relying on a classification
module.
2
1.1 Background
1.1.2 Theoretical significance
In addition to its potential practical impacts, ZSL provides an interesting setting
for the investigation of several theoretical questions:
The first concerns the interaction between Computer Vision (CV) and Nat-
ural Language Processing (NLP): Recent years have seen an increasing amount
of work sitting at the intersection of CV and NLP including image captioning,
visual dialog and visual question answering tasks. State of the art models ad-
dressing these problems are typically made of vision and language models trained
in an end-to-end manner, which hinders the interpretation of their processing and
makes the investigation of their error cases difficult. Just as image classification
has provided a minimal functional definition for the study of object recognition,
ZSL provides a minimal problem structure to investigate the interactions between
visual features and high-level abstractions as provided by feature representations
from NLP. Hence, insights gained from ZSL research has the potential to benefit
research at the intersection of CV and NLP.
The second, more conceptual, concerns the development of artificial intelli-
gence: A key feature of human intelligence is the ability to make infinite use of
finite means [14, 15]. For instance, natural languages allow for a small set of
elements (words) to be composed in limitless ways (i.e.; new sentences). This re-
flects the principle of combinatorial generalization: constructing new inferences,
predictions, and behaviors from known building blocks. Hence, combinatorial
generalization has been considered a key challenge for the development of artifi-
cial intelligence [15]. In computer vision, object recognition is framed as a classifi-
cation problem which explicitly defines a close world assumption: CV models can
only recognize a finite set of image classes defined by the set of annotated sample
available to learn from. This is in stark contrast with biological visual systems:
humans can define and recognize a possibly infinite set of visual categories by
combining known visual features (i.e. a zebra is a black and white striped horse-
looking mammal). ZSL explicitly studies the ability to combine visual features
learned from known classes to define and recognize unknown classes. Hence, ZSL
provides the ideal setting to study the combinatorial generalization ability of ob-
ject recognition models across visual classes. In chapter 3, we will argue that
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combinatorial generalization should be a defining goal of ZSL and propose a new
evaluation protocol in this direction.
1.2 Approaches
ZSL models aim to recognize unseen classes, for which no image sample is available
to learn from. To do so, ZSL models use descriptions of the visual classes, i.e.,
representations of the visual classes in a semantic space shared by both training
and test classes. To evaluate the out-of-sample recognition ability of models, ZSL
datasets split the full set of classes C into disjoint training and test sets. ZSL
datasets are fully defined by three components: a set of training and test classes
(Ctr, Cte), a set of labeled images X, and a set of semantic representations Y :
Ctr ∪ Cte ⊂ C (1.1a)
Ctr ∩ Cte = ∅ (1.1b)
Y = {yc ∈ Rd ∀c ∈ C} (1.1c)
X = {(x, c) ∈ R3×h×w × C} (1.1d)
Tr = {(x, yc) | c ∈ Ctr} (1.1e)
Te = {(x, yc) | c ∈ Cte} (1.1f)
ZSL models are typically trained to minimize a loss function L over a similarity
score E between image and semantic features of the training sample set with
respect to the model parameters θ.
θ∗ = argminθE(x,y)∈TrL(Eθ(x, y) + Ω(θ)) (1.2)
In the standard ZSL setting, test samples xte are classified among the set of unseen
test classes by retrieving the class description y of highest similarity score:
c = argmaxc∈CteE(xte, yc) (1.3)
In the generalized ZSL setting, test samples are classified among the full set of
training and test classes:
c = argmaxc∈CE(xte, yc) (1.4)
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The general architecture of ZSL models can be seen as the combination of three
modules {V, S,E}, as illustrated in Figure 1.1. The visual module V extracts
high-level visual features V (x) from raw input images x; the semantic module S
extracts semantic features S(y) from raw descriptions y of the visual classes and
the core ZSL module E computes a similarity score sc = E(V (x), S(y)) between
semantic and visual features. In the following subsections, we describe different
existing frameworks for the core ZSL module.
Figure 1.1: Illustration of ZSL model architecture
1.2.1 Regression
A number of existing models [16] frame ZSL as a regression problem. Given a
visual features space X and semantic features Y, such models learn a projection
fθ, parameterized by a set of parameters θ, from visual to semantic space so as
to minimize a distance d between the semantic features and the visual feature
projections from the set of training sample:
fθ :X→ Y (1.5a)
θ∗ =argminθE(x,y)∈Trd(fθ(x), y) (1.5b)
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At inference time, test images x are projected to the semantic space using the
learned regression model. Classification is performed by selecting the semantic
feature with minimal distance to the projected visual feature:
c∗ = argminc∈Cted(fθ(x), yc) (1.6)
1.2.2 Energy-based models
Energy-based models learn the unnormalized joint distribution of visual and se-
mantic features. As such, energy-based models directly learn the similarity func-
tion Eθ, parameterized by a set of parameters θ, by maximizing the energy asso-
ciated between matching pairs of visual and semantic features and minimizing it
for non-matching pairs.
Eθ : X× Y→ R (1.7a)
θ∗ =argmaxθE(x,y)∈TrE(x, y)− λE(x,y)∈X×Y\TrE(x, y) (1.7b)
At inference time, test images x are classified into the visual class whose
semantic representation yields maximal energy:
c∗ = argmaxc∈CteEθ(x, yc) (1.8)
1.2.3 Model averaging
Model averaging approaches compute similarity scores with the set of test classes
as a weighted sum of a probability distribution over the training classes. The
training step consists in training a regular classifier fθ over the set of training
classes.
fθ : x→ p(c|x), c ∈ Ctr (1.9)
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At inference time, given a test image x, and a weight matrix W , similarity
scores with the test classes are computed as a weighted sum of the training class
probabilities.
W = R|Ctr|×|Cte| (1.10a)
p(cj|x) : x→
|Ctr|∑
i=0
p(ci|x)×Wi,j (1.10b)
1.3 Purpose and Novelties of This Thesis
Despite its great promise, and after a decade of active research, the accuracy of
ZSL models on the standard Imagenet dataset remains far too low to be consid-
ered for practical applications.
The vast majority of concurrent research on ZSL focuses on the ZSL core mod-
ule of the architecture presented in Figure 1.1, proposing different architectures,
loss function, or regularization parameters. While these approaches have brought
several incremental progresses on the standard benchmark, we believe that more
fundamental key insights are missing to achieve significant improvement.
In this thesis, we question several foundational elements of the current practice
of ZSL for generic object recognition:
We start by discussing the role of semantic representations in ZSL: we question
the relevance and limitations of word embeddings that have been widely adopted
as the standard semantic representation for Zero-Shot Learning. We highlight
several important limitations of defining large scale visual concepts with words
and quantify the impact of these limitations on the accuracy of ZSL systems. We
argue that instead of words, visual classes can be defined by explicit descriptions
in the form of text documents and structured data, and propose to use Semantic
Web technologies to automate the acquisition of such descriptions. We show that
knowledge graph embeddings significantly improve the accuracy of existing ZSL
models on the standard ImageNet ZSL benchmark.
We then question the current ZSL problem formulation: We argue that ZSL
research should focus on the goal of combinatorial generalization of object recog-
nition across classes. We show that the current standard benchmark is ill-defined
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in this regard, and introduce the notion of structural bias to back and quantify our
claim. We show that structural bias in the standard benchmark has impacted the
development of ZSL by favoring solutions based on a simple similarity search in
semantic space and demonstrate that a trivial solution explicitly designed to take
maximal advantage of structural bias outperforms almost all existing ZSL mod-
els. We conclude our analysis by proposing a new evaluation protocol explicitly
designed to minimize the impact of structural bias.
Finally, we investigate the application of invertible transformations to reduce
the memory usage of large CNN. We analyze the memory bottleneck in training
existing revertible networks and propose a layer-wise invertible architecture to
alleviate these bottlenecks. We characterize the memory consumption and nu-
merical errors arising in long chain of invertible transformations and, based on
our analysis, propose an architecture with minimal memory footprint.
1.4 Outline
To structure our discussion, we analyze the different axes presented above in
different chapters: Chapter 2 focuses on the semantic branch of the architecture
depicted in Figure 1.1. Chapter 3 discusses the problem definition for the Zero-
Shot recognition of generic object task, and the last chapter focuses on the visual
feature extraction module.
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Chapter 2
Semantic Feature Extraction
The related publications for this chapter are [17, 18, 19, 20, 21, 22].
2.1 Introduction
To recognize unseen classes, ZSL models use descriptions of the visual classes, i.e.,
representations of the visual classes in a non-visual modality. Research in ZSL
has been driven by relatively small scale benchmarks [23, 24] for which human-
annotated visual attributes are available as visual class descriptions. In the case
of generic object recognition, however, manually annotating each and every pos-
sible visual class of interest with a set of visual attributes is impractical. Hence,
generalizing the zero-shot learning approaches developed on such benchmarks to
the more practical case of generic object recognition comes with the additional
challenge of collecting suitable descriptions of the visual classes.
Finding such description presents two challenges: first, the collection of these
descriptions must be automated so as to not require an expensive human anno-
tation process. Second, the collected descriptions must be visually discriminative
enough to enable the zero-shot recognition of generic objects. Word embeddings
are learned in an unsupervised manner from large text corpora so that they can
be collected in a large scale without human supervision. Furthermore, their suc-
cessful application to a number of Natural Language Processing (NLP) tasks
have shown that word embedding representations encode a number of desirable
semantic features, which have been naturally assumed to generalize to vision
9
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tasks. For these desirable properties, word embeddings have become the stan-
dard visual class descriptions used by recent zero-shot generic object recognition
models([3, 4, 25, 26, 27]).
In Section 2.4, we first question the current consensus on using word embed-
dings for zero-shot recognition of visual classes and discuss the relevance and
limitations of the application of word embeddings to vision tasks. We then argue
that generic objects can also be described by either text documents or knowledge
graph data that satisfy our requirements: these descriptions both contain visu-
ally discriminative information and are automatically collectible from the web in
a large scale, without requiring human intervention. In the remainder or this
chapter, we refer to the descriptions of visual classes in different modalities as
different levels of descriptions: either as word-, document-, or graph-level descrip-
tions. We then present state of the art methods to learn feature representations
from each level of descriptions and evaluate the visually discriminative power of
these representations on the zero-shot generic object recognition task.
Our investigation highlights large differences in the ZSL accuracy of our base-
line model using different embeddings. First, we find all word embedding models
to not be equal: using GloVe [28] representations instead of the Word2vec [29]
vectors used by previous works almost doubles the accuracy of our baseline model
on the test split proposed by [3]. effectively outperforming state-of-the-art results
obtained by more sophisticated ZSL models. However, we highlight several limi-
tations to word embeddings that limit their applicability to specific classes.
Second, we find that different levels of descriptions are better suited to differ-
ent application settings: graph embeddings tend to outperform word and docu-
ment embeddings for datasets with strong structural bias as graph embeddings
explicitly encode hierarchical relationships. In fact, we show that embedding a
simple taxonomy of visual classes with a recently proposed model [30] slightly
outperforms the best performing word embeddings. Embedding the full Wordnet
knowledge graph doubles the accuracy of the best performing ZSL model using
word2vec semantic features.
Finally, we find that simple document embedding schemes of large Wikipedia
articles perform favorably compared to state-of-the art embeddings of smaller
documents drawn from Wordnet definitions.
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2.2 Related work
While the majority of works on zero-shot generic object recognition have used
word embeddings as semantic features, some works have explored the use of dif-
ferent semantic features, which we present in this section. In [31], the authors use
different linguistic resources to derive semantic similarity scores between classes,
between classes and attributes, and to automatically mine attribute-classes corre-
spondence. Similar to our work, they automate the acquisition of semantic data
from knowledge bases, but they focus on deriving semantic similarity scores and
part attributes while we evaluate graph embedding models. [32] uses visual class
co-occurrence statistics to perform ZSL. Given a training set of multi-labeled
images and similarity scores between known and unknown labels, they use the
co-occurrence distribution of known labels to predict the occurrence of unknown
labels in test images. Their multi-label classification setting differs from the ZSL
setting in which input images are classified into a unique class. [33] questions the
limits of using a single data point (word embedding vectors) as semantic repre-
sentations of visual classes because this setting does not allow the representation
of intra-class variance of semantic concepts. They used Gaussian distributions to
model both semantic and visual feature distributions of the visual classes. More
related to our work, [34] investigates different semantic representations for zero-
shot action recognition. They compare different representations of documents
and videos, while we investigate the application of word, document and knowl-
edge graph embeddings to zero-shot recognition of generic objects. A series of
works of [35, 36, 37] compares the zero-shot classification accuracy obtained with
semantic representations derived from words, taxonomy and manual attribute an-
notations on fine-grain or small scale ZSL benchmarks. Our investigation differs
in that we are concerned with the more practical task of generic object recognition
and we investigate a broader class of semantic features.
2.3 Method
The general architecture of ZSL models can be seen as the combination of three
modules {V, S,E}, as formalized in Chapter 1 and illustrated in Figure 1.1 .
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The visual and semantic modules can either be learned jointly with the core
ZSL module in an end-to-end procedure by back-propagation of the error signal
from the core ZSL module to the two lower modules, or they can be learned
independently on unsupervised or auxiliary supervised tasks (e.g., pretraining
the visual module on the ILSVRC classification task and pretraining the semantic
module as an unsupervised word embedding model).
This chapter focuses exclusively on the semantic module: we question what
raw descriptions y and embedding module S provide semantic features S(y) that
are most visually discriminative so as to enable zero-shot recognition of generic
objects. We restrict our study to embedding models S learned independently
from other modules, without visual supervision from the ZSL module.
We use the top layer activations of a pretrained ResNet50 as visual feature
representations V (x). We investigate different embedding models S and raw
semantic descriptions y in the form of words, text documents and knowledge
graphs as semantic features S(y). Our ZSL module consists of a ridge regression
from the visual feature space to the semantic feature space:
Let us denote by (X, Y ) the matrix representation of stacked visual and se-
mantic features of the training set, we learn a projection matrix W from visual
feature space to semantic feature space as:
W ∗ = minW (||XW − Y ||2 + λ||W ||2) (2.1a)
W = (XXT + λI)−1XY T (2.1b)
At test time, similarity scores are given by the Euclidean distance between the
projection of test images x in semantic space and the test class semantic features.
c∗ = argminc∈Ctest ||V (x)W − S(yc)|| (2.2)
We use the simplest ZSL module possible for interpretability, to emphasize
the importance of the semantic features, although we found qualitatively similar
results with more sophisticated models. Previous works [38, 39] have shown that
the Hubness problem negatively impact the ZSL accuracy of the ridge regression
12
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Figure 2.1: Illustration of the different description levels of generic ob-
ject classes. ImageNet classes are indexed by Wordnet concepts which are defined
by their lemmas (word level, in blue), definition (document level, in red) and struc-
tured data (graph level, in black)
model. We found this to be a non-problem as normalizing semantic features to
unit norm solves the distance concentration in semantic space.
To conduct our study, we are heavily dependent on the data available to us
in the form of image-description pairs (x, y). We use the ImageNet dataset as
our starting point: In ImageNet, visual classes are indexed by Wordnet concepts,
which are defined by three components that correspond to the three levels of
representations we investigate: their lemmas (a set of synonym words that refer
to the concept), a definition in natural language, and a node connected by a set of
predicate edges to other concept nodes of the Wordnet knowledge graph. Figure
2.1 illustrates the different levels of descriptions provided by Wordnet.
In section 2.5, we will show how the semantic web can be used to automatically
collect document- and graph-level descriptions of visual classes that are order of
magnitudes larger than the descriptions provided by Wordnet. We first discuss
the relevance and limitations of word embeddings in the following section.
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2.4 Word Embeddings
2.4.1 Overview
Distributional Semantic Models (DSM) and neural word embeddings are two re-
lated classes of models that learn continuous distributed representations of words.
These models implement the distributional hypothesis that states that the mean-
ing of words can be defined by the context in which they occur. DSMs explicitly
factorize matrices of word co-occurrence statistics while neural word embedding
models learn word representations by stochastic optimization methods. The lat-
ter typically sample individual words and their context from large text corpora,
maximizing a similarity score between co-occurring words. These approaches
have been extensively studied both theoretically [40] and practically [41]. In
[40], the authors show that the skip-gram word2vec model with negative sam-
pling implicitly factorizes a shifted PMI matrix, suggesting that both approaches
are qualitatively similar. For the sake of the following discussion, we consider
that word embedding models do implicitly factorize matrices derived from word
co-occurrence statistics following [40]. While qualitatively similar, the empirical
study of [41] showed that neural embedding approaches tend to outperform DSM
models on standard benchmarks. In Section 2.8, we evaluate three state-of-the-
art embedding models on our ZSL benchmark: GloVe [28], FastText [42] and
word2vec [29].
2.4.2 Relevance
Word embeddings have been shown to efficiently encode lexical and semantic sim-
ilarities between words. Their successful application to NLP tasks has prompted
word embeddings as standard semantic representations for zero-shot learning,
while there has been little discussion as to the relevance and limitations of their
application to vision task.
Slightly different from the original distributional hypothesis, ZSL models using
word embeddings as semantic features make the assumption that the appearance
of generic objects can be characterized by the context in which their lemmas
occur. Table 2.1 shows the co-occurrence frequency of a few common visual class
14
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Table 2.1: Lemmas co-occurrence with visually discriminative words
car truck bird cassowary
wheel 1.3× 10−4 1.6× 10−4 2.0× 10−6 0.0
drive 1.0× 10−3 1.0× 10−3 2.2× 10−5 2.4× 10−3
wings 4.0× 10−6 0.0 1.6× 10−4 0.0
beak 0.0 0.0 5.2× 10−5 0.0
occ. 4.7× 105 7.8× 104 1.4× 105 7.9× 102
Statistics presented in this table were gathered from the English Wikipedia corpus
with a context window size of 5 words. Columns correspond to visual class lemmas
and rows correspond to visually discriminative words. The last row shows the number
of occurrence of the visual class lemmas in the corpus. Upper rows show the
frequency of occurrence of visually discriminative words within the context of visual
class lemmas. For example, the upper left value denotes p(wheel|car).
lemmas with words that explicitly characterize visual attributes. This table shows
that visual class lemmas tend to share high co-occurrence frequency with either
their part attributes (i.e., both car and truck co-occur more frequently with wheel
than bird and cassowary do) or action verbs that implicitly impacts the shape of
these objects (i.e. both cars and trucks are “drivable” vehicles). This suggests
that the co-occurrence patterns of words in large text corpora indeed contain
information regarding distinctive visual features shared among classes. Hence, the
latent space learned by the implicit factorization of such matrix embeds visually
discriminative information so that word embeddings provide suitable semantic
representations for zero-shot learning applications. A particular exception that
stands out from Table 3.1 is the word cassowary, which we discuss in the following
section.
2.4.3 Limitations
Consider describing a small set of naturally occurring generic objects such as
the “car”, “truck” and “bird” classes presented in Table 2.1. Coarse-grain vi-
sual classes seem to be well defined by such common words, for which rich co-
occurrence statistics can be easily collected from large text corpora. However,
humans can identify categories well beyond the limited scope of such coarse-grain
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visual classes. As one considers larger visual class sets of finer grain, several
complications arise, which we describe in the following subsections.
2.4.3.1 N-grams.
Different from coarse grain concepts, fine-grain concepts are often not best de-
scribed by single words but by composition of words (e.g. n-grams such as “polar
bear” or “blue jeans” vs. their unigram parent class “bear” and “trousers”). We
found that 54.2% of ImageNet class lemmas are not single words but n-grams.
N-grams representations can be computed (e.g., by averaging of their individual
words) but we question whether n-gram embeddings can be as visually discrimi-
native as single word embeddings.
We split the ImageNet dataset into unigram and n-gram lemmas class sets.
N-gram representations were computed as the mean of their individual word em-
beddings. As lemma scarcity might be correlated to their being n-gram or uni-
gram, we only used classes whose lemmas appear between 1000 and 100,000 times
within the English Wikipedia corpus to reduce the influence of lemma scarcity.
Figure 2.2 shows the top-1 accuracy of each split, following the evaluation pro-
tocol described for the lemma scarcity evaluation. Surprisingly, ZSL accuracy
does not seem to suffer from the “n-gram-ness” of visual class lemmas as n-gram
lemmas even outperform single word lemmas by an average of 2%.
2.4.3.2 Word occurence frequency
We found that fine-grain visual classes that are correctly defined by a single word
tend to be defined by rare words (e.g. the rare lemma “cassowary” vs. the
common lemma “bird” of its parent class). As discussed in the previous section,
word embeddings are learned from their co-occurrence statistics in large text
corpora. While visual clues are embedded in words co-occurrence patterns, a
considerable amount of noise (i.e. non visually discriminative information) stems
from random word co-occurrences. The example of Cassowary is illustrated in
Table 2.1. The word “cassowary” only occurs 792 times in the English Wikipedia
corpus in which it does not co-occur once with the visual bird-like attributes
“wings” or “beak”. Instead, “cassowary” randomly co-occurs once with the word
16
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Figure 2.2: Evaluation of ZSL accuracy of n-gram classes vs. unigram
classes. Left: n-gram vs. unigram class lemmas distribution. Right: classification
accuracy per lemmas type.
“drive”. We conjecture that frequently occurring words provide more visually
discriminative representations than rare words because of the higher “visual signal
to noise ratio” of their co-occurrence statistics. We found that 39% of ImageNet
lemmas appear less than 100 times in Wikipedia.
Figure 2.3 shows the distribution of occurrence counts of the visual class
lemmas in the full Wikipedia English corpus. To investiagate the impact of word
occurence frequency on ZSL, we evaluate a baseline linear model on different test
splits of 100 classes: we split the Imagenet classes into different subsets based
on the occurrence frequency of their label word. We independently evaluate the
accuracy of our model on each of these splits and report the ZSL accuracy with
respect to the average occurrence frequency of the visual class labels.
Our results highlight a strong correlation (r = 0.89) between word frequency
and ZSL accuracy as test splits made of rare words strikingly under-perform test
splits made of more common words, although accuracy remains well above chance
(1%), even for test sets of very rare words.
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Figure 2.3: Evaluation of ZSL accuracy by test class lemmas occurrence
frequency. Left: visual class lemmas occurrence count distribution in the English
Wikipedia corpus. Right: classification accuracy per occurrence count.
2.4.3.3 Polysemy
Natural languages contain many polysemous words, which makes it difficult to
uniquely identify visual classes with a single word. For example, a “(river) bank”
and a “(financial) bank” share similar representations in a word embedding space
while being two different visual concepts. The consequences of homonymy are
two folds: first, the semantic representation of homonym classes is learned from
the co-occurrence statistics of the different meanings of the lemma which results
in noisy embeddings. Second, a mechanism to break ties between homonym
visual classes must be given, which we describe below. We found that 13% of the
ImageNet lemmas are shared with at least one other class and 38% of ImageNet
classes share a lexical form with at least one other class.
Figure 2.4: Illustration of two Wordnet concepts sharing the same label Queen.
Figure 2.4 gives an example of polysemous visual classes of the Imagenet
dataset. To deal with polysemy, we want to assign a unique visual class to
18
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polysemous words. To do so, we define a similarity score s(w, c) between words
w and their visual classes c. Given a polysemous word w, we assign w to its visual
class c of highest similarity score:
s : W × C → R (2.3a)
c∗ = argmaxc∈Cs(w, c) (2.3b)
As a similarity score, we use the cosine similarity between word embeddings
and the average word embedding of visual class parent and children concepts.
Consider the example of the word Queen illustrated in Figure 2.4. There are
9 visual classes associated with the word Queen in the Imagenet dataset. For
brievity, we only consider two of the Queen visual classes: one as an Aristocrat,
and one as a chesspiece The similarity score between Queen and its Aristocrat
visual class is given by:
s(c, w) = cos(wQueen,×(wAristocrat + wFemale + wEngland)/3) (2.4a)
s(c, w) = 0.23 (2.4b)
The similarity score between Queen and its Chess visual class is given by:
s(c, w) = cos(wQueen, wChessman) (2.5a)
s(c, w) = −0.04 (2.5b)
So we assign the word Queen to the visual class of highest similarity score:
The one corresponding to the Aristocrat meaning. Repeating this process for
each polysemous word, we define a unique mapping between words and visual
classes.
We conduct an experiment to assess both the impact of polysemy on ZSL ac-
curacy and the efficiency of our solution. As in the previous section, we evaluate
our ZSL models on different test splits of 100 classes: We separately evaluate
test classes identified as the primary meaning of their word label and test classes
corresponding to the secondary meaning of their word label. Figure 2.5 reports
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Figure 2.5: Evaluation of ZSL accuracy on primary vs. secondary meaning labels.
the accuracy obtained on these different test splits. We can see a significant boost
in the ZSL accuracy of test classes whose word labels are identified as primary
meanings. In comparison, test splits made exclusively of secondary meanings
performed poorly. This confirms that polysemy does indeed impact ZSL accu-
racy, and suggests that our solution for primary meaning identification allows
addressing this problem.
2.5 Data Augmentation
Table 2.2: Comparison of knowledge base statistics
Documents Graphs
doc w/doc nodes edges triples
Wordnet 117k 10 117k 20 372k
Babelnet - - 15M 2.3k 1.3G
Wikipedia 5.6M 630 - - -
(left) Number of document and average size (word per documents) of Wordnet
definitions vs. Wikipedia articles. (right) number of nodes, edge types and
triples of Wordnet vs. Babelnet knowledge graphs
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The limitations of word-level representations highlighted in the previous sec-
tion motivate us to investigate graph- and document-level descriptions. In this
section, we focus on the automated acquisition of raw descriptions y to augment
the Wordnet definitions and knowledge graph.
Figure 2.6: Illustration of our proposed linking process. ImageNet classes
are indexed by Wordnet concepts. Wordnet concepts are linked to Babelnet con-
cepts. Babelnet concepts are linked to DBPedia concepts. Each concept in DBPe-
dia is linked to a Wikipedia article. Following links between Linked Open datasets
allow us to collect rich descriptions of ImageNet visual classes. Our evaluation fo-
cused on Babelnet graph embeddings and Wikipedia articles embeddings but other
knowledge bases such as Freebase or YAGO may be used interchangeably.
An interesting feature of WordNet is its integration to the Linked Open Data
(LOD) cloud. Linked Data [43] refers to a set of best practices for publishers to
integrate their data into a web of data; i.e, the semantic web. The LOD cloud
references openly published datasets that follow the Linked Data best practices.
Datasets of the LOD cloud contain links from their resources to resources of other
LOD datasets. These links define equivalences between Wordnet concepts and
resources of larger, richer knowledge bases. In particular, Wordnet concepts have
been fully mapped to entities of the Babelnet [44] knowledge graph. Babelnet
entities are also linked to external knowledge bases such as DBPedia or Freebase.
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Following the links of the LOD cloud, as illustrated in Figure 2.6, we are able to
collect descriptions of ImageNet classes orders of magnitude larger than the graph
and document descriptions provided by Wordnet in a fully automated process. In
our experiments, we used the Babelnet knowledge graph as augmented graph-level
descriptions and Wikipedia articles as augmented document-level descriptions.
Table 2.2 summarizes statistics of these datasets to illustrate the scale of this
data augmentation.
2.6 Graph Embeddings
A knowledge graph can be formalized as a set of facts G = {(s, p, o) ∈ E×R×E}.
Each fact in the graph consists of a predicate (edge) p ∈ R and two entities
(nodes) s, o ∈ E×E, respectively referred to as the subject and object of the triple.
Each triple denotes a relationship of type p between the subject s and the object
o. Learning distributed representations of knowledge graph nodes and edges
has been extensively studied in the framework of Statistical Relational Learning
(SRL) [45]. SRL models are concerned with knowledge base completion tasks in
which models aim to recover missing facts from large and incomplete knowledge
graphs. In the following subsection, we review a subset of the literature on
knowledge graph embeddings and, in Section 2.8, we evaluate the representations
learned by these models on our ZSL benchmark. We refer the reader to [46] for
more in-depth coverage of state-of-the-art models.
In addition to knowledge graph embeddings we consider methods from net-
work embeddings; i.e., embeddings of non-typed edge graphs. Recently, two
concurrent works ([47], [30]) have shown the benefits of hyperbolic space prop-
erties for embedding tree-like hierarchical data. In particular, [30] has shown
impressively low reconstruction errors of hyperbolic embeddings of the Wordnet
hierarchy. Follow-up work [48] have shown that the Wordnet hierarchy can be
embedded perfectly (i.e. with zero reconstruction error) in a two-dimensional
Poincarre disk. Because of their impressive success, we include the model intro-
duced in [30] in our evaluation in section 2.8. We briefly present this work in
Section 2.6. At the time of this writing, hyperbolic embedding models have not
yet been extended to graph structures with typed edges like knowledge graphs.
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Hence, we apply [30] to the Wordnet hierarchy (the subset of G considering only
the Hypernym-Hyponym predicates).
2.6.1 Knowledge graph embeddings
Knowledge graph embedding models include tensor decomposition and neural
embedding models. In [49], the authors show that simple neural embedding
baselines such as DistMult [50] tend to outperform more sophisticated approaches
on several benchmark knowledge base completion tasks, which leads us to focus on
baseline neural embedding models. Neural embedding models learn d-dimensional
vector representations of entities {ei ∈ Rd,∀i ∈ E} and relations {ri ∈ Rd,∀i ∈ R}
by maximizing a scoring function ψ(es, rp, eo) for triples (s, p, o) ∈ G. Learning
is performed stochastically by minimizing a loss function L over the score of
randomly sampled triples:
e∗, r∗ = argmin
(
E(s,p,o)∈GL
(
ψ(es, rp, eo)
))
(2.6)
Different embedding models differ in their choice of scoring function ψ(es, rp, eo)
and loss function L used for training. Table 2.3 summarizes the scoring function
of popular models we evaluate in section 2.8.
Table 2.3: Neural embedding scoring and loss functions
Model ψ(es, rp, eo) L
TransE [51] ‖es + rp − eo‖ L2
DistMult [50] 〈es, rp, eo〉 Ranking
ConvE [52] f(vec(f([es; rp] ∗ w))W )eo BCE
TransE∗ 〈es + rp, eo〉 Triplet
TransE [51] proposes to model relations r as translations in a Euclidean space,
and considers the standard euclidean distance between translated subject and ob-
ject embeddings as scoring function. DistMult [50] uses the trilinear dot product
〈x, y, z〉 = ∑i xiyizi scoring function with a margin-based ranking loss function.
ConvE [52] introduces depth in the scoring function. Their model consists of a
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convolution layer over the concatenation [es, rr] of the subject and predicate rep-
resentations followed by a linear layer with ReLu activations. They use the dot
product between the output of the network and the object embedding eo as simi-
larity score and the Binary Cross Entropy as loss function. While experimenting
with these models, we found that representing relations as translations (similar to
TransE) with a sigmoid dot product similarity score (similar to DistMult) yield
highest accuracy. We also found the triplet margin loss to improve the quality of
our embeddings. This variation is shown as TransE∗ in Table 2.3 and evaluated
together with other baselines in the Experiment section.
2.6.2 Hyperbolic taxonomy embedding
The work of [30] proposed an original method called Poincarre embeddings to
learn continuous embedding of symbols organized in a latent hierarchy. Instead of
considering distances in a Euclidean space, the Poincarre model embeds symbols
in a hyperbolic space in which the distance from data point u to v can be expressed
as:
d(u, v) = arcosh
(
1 + 2
‖u− v‖2
(1− ‖u‖2)(1− ‖v‖2)
)
(2.7)
Given a set of untyped edges D = {(u, v)}, embeddings are learned by stochastic
gradient descent so as to minimize the following loss function:
L(D) =
∑
(u,v)∈D
log
e(−d(u,v))∑
v′∈N(u) e
−d(u,v′) (2.8)
Where v′ ∈ N(u) represents a set of negative sample nodes v′ that are not con-
nected by an edge to u. The representations learned by this model have shown
to better capture the hierarchical structure of taxonomies.
2.7 Document Embeddings
In this section, we review the literature for learning embeddings from text doc-
uments. Different models are concerned with documents of different scale, so
we separately present embedding models for short, sentence-like documents (i.e.
Wordnet definitions) and models concerned with full-text documents (i.e. Wikipedia
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articles). Sentence-level embeddings have been extensively studied for NLP ap-
plications, such as natural language inference or sentiment analysis, whereas full-
text document embeddings have mainly been studied for information retrieval
applications.
2.7.1 Sentence level embedding
The spectrum of different meanings that can be expressed by sentences is com-
binatorially more complex than the spectrum of meaning covered by individual
words so that there is no agreed-upon universal sentence embedding model as
there are for word embeddings. Instead, different models have been shown to be
better suited to different NLP tasks.
Learning sentence embedding has been a very active topic of research over the
last few years which has lead to a variety of architectures and training procedures.
In this section, we discuss most relevant works, that we evaluate in Section 2.8.
Let S = [w0, w1, ..., wT ] be a sentence of T words. Sentence embedding mod-
els produce a fixed-length representation f(S) from variable-length sequences of
words S. Different models differ in the choice of architecture and training signal
used by the model.
2.7.1.1 Architectures
Most state-of-the-art models use either bag of words (BoW) or recurrent (Rec)
architectures. BoW architectures represent sentences as the mean of transforma-
tions g(wi) applied to their individual words wi ∈ S.
BoW (S) =
1
T
T∑
i=1
g(wi) (2.9)
The BoW models we investigate use either the identity function g(x) = x or
linear projections gW (x) = Wx. We respectively refer to these models as BoWid
and BoWlin. Recurrent architectures sequentially process the words of a sentence
by maintaining an internal state vector st at each step t of the processing, fol-
lowing equations (5). The exact formulation of functions g and f depends on the
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particular architecture used (LSTM, GRU or RNN).
st = g(st−1, wt) (2.10a)
ot = f(st, wt) (2.10b)
Rec(S) = oT = f(sT , wT ) (2.10c)
2.7.1.2 Training signals
Sentence embedding models can either be trained on supervised or unsupervised
tasks. Supervised models are trained on corpora of labeled sentences, and use
sentence labels as training signal. Unsupervised models either use the context
information of neighboring sentences (inter-sentence objectives) in a corpus of
ordered sentences as training signal or only use the information of their own
words (intra-sentence objectives).
Supervised objectives. In [53], the authors argue that models trained on
the task of natural language inference (NLI) learn universal representations of
sentences that generalize well to other NLP tasks. Their model, InferSent, uses
recurrent architectures trained on the MultiNLI dataset.
DictRep [54] is trained to map dictionary definitions of words to their word
embeddings. They investigate both BoWlin and LSTM architectures.
Using similar architectures, the same work proposes CaptRep to learn visually
grounded sentence representations by mapping image captions to image features.
They use the MS-COCO dataset and extract visual features using a CNN.
Unsupervised inter-sentence objectives. The SkipThought model [55]
uses a LSTM sequence-to-sequence architecture. Given a corpus of ordered sen-
tences [S0, S1, ..., SN ], the model is trained to predict neighboring sentences Si−1,
Si+1 from a sentence Si.
The FastSent model [56] uses adjacent sentences as prediction target similar
to SkipThought. Unlike SkipThought, they use a BoWid model with a log bilinear
objective function to speed up the training process.
Unsupervised intra-sentence objectives. The Paragraph2vec model [57]
extends the original word2vec model to sentences and document. To do so, [57]
proposes to jointly learn sentence (or paragraph) representations as context words
together with the word embeddings.
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The Sent2vec [58] model proposes a different extension of the word2vec model:
different from Paragrah2vec, the Sent2vec does not explicitly learn sentence repre-
sentations. Instead, they model sentences with the BoWid architecture. Sent2vec
is trained to predict each individual word of a sentence given the BoW represen-
tation of the other words of the sentence.
Similar to SkipThought, Sequential Denoising Autoencoder (SDAE, [56]) uses
a recurrent sequence-to-sequence architecture. Different from Skipthough, SDAE
injects noise in the input sentences and uses the reconstruction loss of the output
as training signal.
2.7.2 Full document embedding
Embedding full-length document has mainly been studied for document retrieval
applications for which two of the most popular methods are Latent Semantic
Indexing [59] and Latent Dirichlet Allocation [60]. Latent Semantic Indexing
performs singular value decomposition on a matrix of term/document occurrence
matrix. The TF-IDF model was introduced as a weighting factor to reduce the
impact of frequently occurring words and has been shown to improve search
results on document retrieval tasks. In section 2.8, we evaluate the TF-IDF
representations of Wikipedia articles on our ZSL benchmark.
In addition to image retrieval, the processing of full-text documents has re-
cently attracted the attention of the machine learning community for problems
including abstractive text summarization [61] and open question answering [62].
These models typically use attention mechanisms to attend to specific segments
of the document relevant to the task at hand. However, these models are not con-
cerned with extracting fixed-length representations of the document content so
that their integration to ZSL models is not straightforward. Integration of such
models to the ZSL pipeline using the Wikipedia articles we provide represents
one interesting direction for future research.
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2.8 Experiments & Results
2.8.1 Methodology
In the following experiments, we used the 1,000 classes of the ILSVRC2012 image
classification dataset as a training set. We use a ResNet-50 [63] as the visual
module to extract 2048-dimension feature vectors from raw images. We use a
ridge regression model as the core ZSL module. We evaluate the classification
accuracy of our model using different semantic modules on different test splits as
described in the following subsections.
2.8.2 Standard evaluation
Table 2.4 presents the results of our evaluation on standard test splits used in
previous works [3, 4, 25, 26, 27].
General Observations. The bottom section of the table presents the state-
of-the art results obtained using word2vec embeddings as reported in [4]. Note
that the result they report for the ESZSL model using word2vec semantic vectors
slightly underperform ours, which is could be due either to the different visual
features we use or to the different preprocessing of the semantic features we
performed.
Word embeddings. Table 2.4 highlights striking differences in performance
between the word2vec embeddings used in previous works ([3, 4, 25, 26, 27]) and
both GloVe and FastText embeddings. Using GloVe embeddings (13.47% top-
1 accuracy on the hop-2 split), we are able to improve on the state-of-the-art
(SYNC, 9.26%) by an absolute 4.21% on the top-1 accuracy of the hop-2 split.
Sentence embeddings. We expected sentence embedding to provide strong
representations as they contain explicit references to fine-grain visual features of
visual classes as illustrated by the definition of Cassowary given in Figure 2.1. De-
spite being a very active research topics, sentence embedding models performed
surprisingly poorly on the hop-2 test split. We observe that models trained
with supervised training signals tend to perform better than modes trained in an
unsupervised manner. Among unsupervised models, models trained with intra-
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Table 2.4: Results on the standard ImageNet ZSL test split proposed in [3].
2-hop 3-hop All
ZSL module description semantic module top-1 top-5 top-10 top-1 top-5 top-10 top-1 top-5 top-10
Ridge Reg. Wordnet lemmas
word2vec 7.66 21.00 29.90 3.08 9.35 13.78 0.89 2.70 4.23
FastText 12.98 32.35 41.68 2.96 9.01 13.20 1.30 4.00 6.01
Glove 13.47 32.96 42.99 3.08 9.35 13.78 1.34 4.15 6.30
Ridge Reg. Wordnet graph
TransE 5.77 8.73 10.16 1.07 1.71 1.99 0.42 0.65 0.76
DistMult 16.94 37.61 43.85 3.28 9.57 12.39 1.35 3.91 5.08
TransE∗ 20.13 48.32 58.06 3.65 11.84 17.05 1.51 4.90 7.21
ConvE 3.23 9.12 12.46 1.30 2.14 3.26 0.42 1.72 3.10
Poincarre 11.81 28.86 37.53 2.02 5.93 8.79 0.79 2.32 3.46
Ridge Reg. Babelnet graph
TransE 2.82 5.11 7.16 1.03 1.41 1.75 0.37 0.88 1.01
DistMult 8.42 20.31 27.33 1.82 5.14 7.64 0.78 2.23 3.40
TransE∗ 17.76 42.46 53.47 3.62 10.82 15.65 1.53 4.69 6.97
Ridge Reg. Wordnet definitions
InferSent 4.06 12.37 18.52 1.18 3.91 6.15 0.49 1.66 2.67
DictRep 6.06 18.74 27.28 1.52 5.58 9.05 0.63 2.32 3.84
CapRep 3.45 10.86 16.37 1.13 2.97 4.35 0.21 0.56 1.01
Sent2vec 5.93 17.57 25.57 1.65 5.60 8.92 0.67 2.36 3.85
FastSent 1.82 5.31 9.86 0.82 2.11 3.21 0.19 0.43 0.75
SkipThought 0.50 1.38 2.11 0.17 0.46 0.67 0.06 0.17 0.26
Ridge Reg. Wikipedia articles TFIDF 9.03 26.53 37.31 - - - - - -
State-of-the-art
SYNC [26]
Wordnet lemmas word2vec
9.26
- -
2.29
- -
0.96
- -
CONSE [27] 7.63 2.18 0.95
ESZSL [16] 6.35 1.51 0.62
ALE [37] 5.38 1.32 0.5
LATEM [36] 5.45 1.32 0.5
SJE [35] 5.31 1.33 0.52
DEVISE[3] 5.25 1.29 0.49
CMT [64] 2.88 0.67 0.29
GCNZ [65]
Lemmas & graph Glove&GCN
19.8 53.2 65.4 4.1 14.2 20.2 1.8 6.3 9.1
ADGPM [5] 26.6 60.3 72.3 6.3 19.3 27.7 3.0 9.3 13.9
The upper part of the table shows our results using a ridge regression model with
different semantic representations. The bottom part of the table shows
state-of-the-art results as reported in [4], with the additional entries of [5, 65].
sentence signals like Sent2vec seem to perform better than SkipThought or Fast-
Sent that use inter-sentence training signal.
Graph embeddings. Graph embeddings performed remarkably well on the
hop-2 dataset. In particular, the TransE model with our proposed modifications
outperformed the best performing word embedding model by an absolute 6.66%
in top-1 accuracy (20.13% vs. 13.47%).
The Poincarre embeddings are learned from the Wordnet hierarchy alone so
that they do not embed explicit visual information such as object part attributes.
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It is remarkable that such embeddings performed on par with the best performing
word embeddings.
ConvE embeddings performed poorly in contrast. This result seems to make
sense: the ConvE model uses a non-linear similarity function which is not designed
to learn linearly separable embeddings whereas we use a linear model as similarity
measure between visual and semantic features.
Data augmentation. Wikipedia documents performed better than sentence
embeddings which is encouraging. However, one major limitation of this approach
is that many links between Wordnet concepts and Wikipedia articles could not be
recovered from LOD data. Only 60% of visual classes were successfully matched
to a Wikipedia article. Hence, we manually recovered the missing links for the
hop-2 set (623 missing classes), but we did not recover the missing links for classes
of larger test splits as manual linking is very time consuming.
Surprisingly, augmenting the Wordnet knowledge graph with Babelnet did
not improve on the model’s accuracy. The Babelnet knowledge graph is orders
of magnitude larger than both Wordnet and standard SRL benchmarks against
which knowledge graph embedding models are usually evaluated. This leads us
to believe that models of greater capacity than the linear baselines we evaluated
might be needed to extract more discriminative representations from such large
knowledge bases.
2.9 Chapter Conclusion
In this chapter, we stressed out the importance of the semantic module on the
accuracy of ZSL models. We discussed the relevance of word embeddings for
ZSL and highlighted some limitations that lead us to believe that other levels of
descriptions might be needed to achieve zero-shot recognition of generic objects.
We argued that, in addition to words, visual classes can be defined by text
documents in natural language, which we referred to as document level descrip-
tions, or by structured data as made available by large knowledge graphs, which
we referred to as graph-level descriptions.
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We showed that rich descriptions of visual concepts can be automatically
scrapped from the web using linked open data and made this data openly avail-
able. We then reviewed the literature concerned with learning representations
from such data and found that representations learned from explicit descriptions
as made available by documents and knowledge graphs can indeed further outper-
form the best performing word embeddings on some zero-shot object recognition
benchmark.
Architectures for the processing of graphs and documents are being actively
researched. As research on graph and document embedding gains momentum,
and given the limitations of word-level descriptions we outlined in Section 2.4,
we expect semantic modules defined at the document and graph level to prove
increasingly more efficient and we hope that the data we provide can prove useful
for future research.
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Chapter 3
Problem Definition
The related publications for this chapter are [66].
3.1 Introduction
Datasets play a leading role in computer vision research as they provide the
framework on which algorithmic development is built. Perhaps the most striking
example of the impact a dataset can have on research has been the introduction
of Imagenet [2]. The new scale and granularity of Imagenet’s coverage of the
visual world has paved the way for the success and wide spread adoption of CNN
[1, 67] that have revolutionized generic object recognition.
Despite its great promise, and after a decade of active research [68], the accu-
racy of ZSL models on the standard Imagenet benchmark [3] remain far too low
for practical applications. In this chapter, we analyze the errors of several ZSL
baselines on this benchmark to better understand this apparent lack of progress.
Our analysis leads us to identify two main factors impacting the accuracy of ZSL
models: structural flaws in the standard evaluation protocol and poor quality of
both semantic and visual samples. On the bright side of things, we show that once
these flaws are taken into account, the actual accuracy of existing ZSL models is
much higher than was previously thought.
On the other hand, we show that a trivial solution outperforms most existing
ZSL models by a large margin, which is upsetting. To explain this phenomenon,
we introduce the notion of structural bias in ZSL datasets. We argue that the
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true promise of ZSL lies in the development of compositional reasoning abilities
to achieve combinatorial generalization across classes. However, the presence of
structural bias in the Imagenet benchmark favors solutions based on a trivial one
to one mapping between training and test classes. We come to the conclusion
that a new benchmark is needed to address the different problems identified by
our analysis and, in the last section of this chapter, we detail the semi-automated
construction of the new benchmark we propose.
To structure our discussion, we first briefly review related work in the next
section. Section 3.3 details our analysis of the different factors impacting the
accuracy of ZSL models on the standard benchmark. In Section 3.4, we introduce
the notions of structural bias. We formalize this notion by proposing a measure
to quantify the amount of structural bias for any training and test split drawn
from the Imagenet dataset. Finally, Section 3.5 summarizes the construction
of our proposed benchmark. This benchmark is explicitly designed to minimize
structural bias and avoid the pitfalls of existing datasets.
3.2 Related Work
3.2.1 ZSL datasets
Early research on ZSL has been carried out on relatively small scale or domain
specific benchmarks [24, 69, 70], for which human-annotated visual attributes
are proposed as semantic representations of the visual classes. On the one hand,
these benchmarks have provided a controlled setup for the development of theo-
retical models and the accurate tracking of ZSL progress. On the other hand, it
is unclear whether approaches developed on such datasets would generalize to the
more practical setting of zero-shot recognition of generic objects. For instance,
in generic object recognition, manually annotating each and every possible visual
class of interest with a set of visual attributes is impractical due to the diversity
and complexity of the visual world. Hence, generalizing the zero-shot learning
approaches developed on such benchmarks to the more practical case of generic
object recognition comes with the additional challenge of collecting suitable de-
scriptions of the visual classes.
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The Imagenet dataset [2] consists of more than 13 million images scattered
among 21,845 visual classes. Imagenet relies on Wordnet [71] to structure its
classes: each visual class in Imagenet corresponds to a concept in Wordnet. Frome
et al.[3] proposed a benchmark for ZS generic object recognition based on the
Imagenet dataset, which has been widely adopted as the standard evaluation
benchmark by recent works [4, 5, 16, 26, 27, 36, 65]. Using word embeddings
as semantic representations, they use the 1000 classes of the ILSVRC dataset as
training classes and propose different test splits drawn from the remaining 20,845
classes of the Imagenet dataset based on their distance to the training classes
within the Wordnet hierarchy: the 2-hops, 3-hops and all test splits.
Careful inspection of these test splits revealed a confusion in their name:
The 2-hops test split actually consists of the set of 1589 test classes directly
connected to the training set classes in Wordnet, i.e; within 1 hop of the training
set. Similarly, the 3-hops test set actually corresponds to the test classes within
2-hops. In this paper, we will refer to the standard test splits by the name of
their true configuration: 1-hop, 2-hops and all, as illustrated in Figure 3.1.
3.2.2 Dataset bias
Bias in datasets can take many forms, depending on the specific target task.
Torralba et al.[72] investigates bias in generic object recognition. The notion
of structural bias we introduce in Section 3.5 is closely related to the notion of
negative set bias they analyze.
As more complex tasks are being considered, more insidious forms of bias
sneak into our datasets. In VQA, the impressive results of early baseline mod-
els have later been shown to be largely due to statistical biases in the ques-
tion/answers pairs [73, 74, 75]. Similar to these works, we will show that a trivial
solution leveraging structural bias in the Imagenet ZSL benchmark outperforms
early ZSL baselines.
Xian et al.[4] identify structural incoherences in small-scale ZSL benchmarks
and proposes new test splits to remedy them. Closely related to our work, they
also observe a correlation between test class sample population and classification
accuracy in the Imagenet ZSL benchmark. However, their analysis mainly focuses
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on small-scale benchmarks and the comparison of existing ZSL models, while we
analyze the ZSL benchmark for generic object recognition in more depth.
3.3 Error analysis
In the introduction of this thesis, we have mentioned that ZSL benchmarks are
fully defined by three components: a set of labeled images X, a set of seman-
tic representations Y , and the set of training and test classes (Ctr, Cte). In this
section, we analyze each of the standard benchmark components individually:
We first highlight inconsistencies in the configuration of the different test splits
and show that these inconsistencies lead to many false negatives in the reported
evaluation of ZSL models outputs. Next, we identify a number of factors impact-
ing the quality of the word embeddings of visual classes and argue that visual
classes with poor semantic representations should be excluded from ZSL bench-
marks. We then observe that the Imagenet dataset contains many ambiguous
image samples. We define what a good image sample means in the context of
ZSL and propose a method to automatically select such images.
3.3.1 Structural flaws
Figure 3.1 illustrates the configuration of test classes of the standard test splits
within the Wordnet hierarchy. This configuration leads to an obvious contradic-
tion: test sets include visual classes of both parents and their children concepts.
Consider the problem of classifying images of birds within the hop-1 test split
as in Figure 3.1. The standard test splits give rise to two possibly inconsistent
scenarios:
A ZSL model may classify an image of the children class Cathartid as its par-
ent class Raptor. The standard benchmark considers such cases as classification
errors, while the classification is semantically correct.
A ZSL model may classify an image of the parent class Raptor as one of its
children class: Cathartid. Classification may be semantically correct or incorrect,
depending on the specific breed of raptor in the image, but we have no way to
automatically assess it without additional annotation. The standard benchmark
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Figure 3.1: Illustration of the standard test splits configuration
considers such cases as classification errors, while the classification is semantically
undefined.
We refer to both of the above cases as false negatives. Figure 3.2 illustrates the
distribution of ZSL classification outputs among these different scenarios on the
1-hop test split. On the standard ZSL task for instance, the reported accuracy of
the GCN model is 21.8% while the actual (semantically correct) accuracy should
be somewhere in between 27.8% and 40.4%.
The ratio of false negatives per accuracy increases dramatically in the gen-
eralized ZSL setting. The linear baseline reported accuracy is only 1.9%, while
the actual (semantically correct) accuracy lies between 16.0% and 41.1%. This
is due to the fact that ZSL models tend to classify test images into their parent
or children training class: for example, Cathartid images tend to be classified as
Vulture.
Figure 3.3 and 3.4 illustrate the distribution of ZSL classification outputs on
the 2-hops and all test splits respectively. On the 2-hops standard ZSL test set,
3.6% of test images were correctly classified by the Linear baseline model.
Table 3.1 summarizes the ratio of false negative per true positive on each of
the standard test split: ratio = FN/TP . This table shows two interesting trends:
First, the ratio is much higher in the Generalized ZSL setting due to the fact that
ZSL models tend to classify test images as their parent or children training class.
Second, in the standard ZSL setting, the ratio tends to increase with larger test
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Figure 3.2: Distribution of the classification outputs of different ZSL models on
the 1-hop test split. An image x can be either be classified into its actual label c,
the parent class of c, one of its children class, or an unrelated class. Only the latter
case constitutes a definitive error.
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Figure 3.3: Distribution of classification outputs on the 2-hops test split.
sets: the GCN model ratios are 2.3, 3.8 and 4.1 on the 1-hop, 2-hops and all test
splits respectively. We believe this is due to larger overlaps within the Wordnet
hierarchy: In the 1-hop test set, the only FN classes for Cathartid images is
Raptor. In the 2-hops test set, Buzzard, Condor, Raptor and Bird are all FN
classification outputs for Cathartid images. This trend, however, does not hold
for the Linear model in the Generalized ZSL setting.
3.3.2 Word embeddings
In Chapter 2, we highlighted two major limitations of word embeddings: scarce
occurence and polysemy. These problems naturally arise in the definition of
large scale object categories so they are inherent problems of ZS recognition
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Figure 3.4: Distribution of classification outputs on the all test split.
Table 3.1: Ratio of false negatives (FN) per true positives (TP).
1-hop 2-hops all
Model Task TP FN ratio TP FN. ratio TP FN ratio
Linear
ZSL 14.7 10.2 0.7 3.6 6.0 1.7 1.6 2.8 1.7
GZSL 1.9 39.2 20.6 0.8 10.23 12.7 0.4 4.27 10.7
GCN
ZSL 21.8 18.6 0.8 4.4 7.6 1.7 1.8 3.6 2.0
GZSL 10.3 34.2 2.3 2.6 10.0 3.8 1.1 4.5 4.1
of generic objects. However, we argue that ZSL benchmarks should provide a
curated environment with high quality, unambiguous, semantic representations
and that solutions to tackle the special case of polysemous and rare words should
be separately investigated in the future.
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Figure 3.5 summarizes the impact of both factors on the accuracy of our
baseline linear model and a state-of-the-art GCN model. First, results highlight
a strong correlation (r = 0.89) between word frequency and ZSL accuracy as
test splits made of rare words strikingly under-perform test splits made of more
common words, although accuracy remains well above chance (1%), even for test
sets of very rare words. Results are more nuanced for the GCN model (correlation
coefficient r = 0.74), which can be explained by the fact that GCN uses the
Wordnet hierarchy information in addition to word embeddings. Second, we can
see a significant boost in the ZSL accuracy of test classes whose word labels
are identified as primary meanings. In comparison, test splits made exclusively
of secondary meanings performed poorly. This suggests that the solution for
primary meaning identification laid out in Chapter 2 addresses the problem of
polysemy.
Figure 3.5: Impact of lemma scarcity and polysemy on ZSL accuracy.
Based on these results, we will rely on our primary meaning identification so-
lution for the construction of a new dataset in Section 3.5. and only select classes
whose word label are common enough to provide strong semantic representations.
3.3.3 Image samples
The ILSVRC dataset consists of a high-quality curated subset of the Imagenet
dataset. The current ZSL benchmark uses ILSVRC classes as training classes and
classes drawn from the remainder of the Imagenet dataset as test sets, assuming
similar standards of quality from these test classes. Upon closer inspection, we
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found these test classes to contain many inconsistencies and ambiguities. In this
section, we detail a solution to automatically filter out ambiguous samples so as
to only select quality samples for our proposed benchmark.
3.3.3.1 Class-wise selection
Xian et al.[36] have first identified a correlation between the sample population of
visual classes and their classification accuracy. They conjecture that small popu-
lation classes are harder to classify because they correspond to fine-grained visual
concepts, while large population classes correspond to easier, coarse-grained con-
cepts. Manual inspection of these classes lead us to a different interpretation:
Figure 3.6: Average sample population per visual class with respect to their
”granularity”.
First, we found no significant correlation between sample population and con-
cept granularity: Figure 3.6 shows the average sample population of visual classes
with respect to their distance to the root node in the Wordnet hierarchy. We pro-
pose to use the distance of visual classes to the root node within the Wordnet
hierarchys a measure of their ”granularity” as fine-grain classes are lower in the
Wordnet hierarchy, hence further away from the root node than coarse-grain
classes. This figure illustrates no clear correlation between visual class granular-
ity and their sample population. For instance, visual classes within 6 hops of the
root node have an average sample population of 490 images, while visual classes
within 10 hops of the root node have an average sample population of 700 images.
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On the other hand, we found many visually ambiguous concepts such as
”ringer”, ”covering” or ”chair of state” to have low sample populations. Such
visually ambiguous concepts are harder for crowd-sourced annotators to reach
consensus on labeling, resulting in lower population counts. Hence, the sample
population of visual classes seems to offer a proxy value to the ambiguity of visual
classes rather than their granularity.
In Figure 3.7, we report the ZSL accuracy of our models on different test
splits with respect to their average population counts. This figure shows a clear
correlation between the sample population and the accuracy of both models, with
low accuracy for low sample population classes. We use the sample population as
a rough indicator to quickly filter out ambiguous visual classes and only consider
classes with sample population superior to 300 images as valid candidate classes
in our proposed dataset.
Figure 3.7: ZSL accuracy with respect to sample population sizes. Left: Distri-
bution of Imagenet class population size. 6.1% of Imagenet classes have less than
10 samples, 21.1% have less than 100 samples. Right: ZSL accuracy of different
test splits with respect to their mean sample population size.
3.3.3.2 Sample-wise selection
Even among the selected classes, we found many inconsistent and ambiguous
images to remain (Appendix C), so we would like to further filter quality test im-
ages sample-wise. But what makes a good candidate image for a ZSL benchmark?
How can we measure the quality of a sample? We argue that ZSL benchmarks
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should only reflect the zero-shot ability of models: ZSL benchmarks should eval-
uate the accuracy of ZSL models relatively to the accuracy of standard non-ZSL
models. Hence, we define a good ZSL sample as an image unambiguous enough
to be correctly classified by standard image classifiers trained in a supervised
manner.
To automatically filter such quality samples, we fine-tune and evaluate a stan-
dard CNN in a supervised manner on the set of candidate test classes. We con-
sider consistently miss-classified samples to be too ambiguous for ZSL and only
select samples that were correctly classified by the CNN Specifically, we define
our filtering procedure as follows:
Given a set of labeled samples X = {(x, c)}, our procedure returns a subset
X ′ ⊂ X of high-quality images. This selection process is formalized in Algorithm
1, and proceeds as follows:
First, we randomly sample subsets of 1000 visual classes C ′ ⊂ C from the full
Imagenet dataset. Classes are sampled so as to contain no overlap in the Wordnet
hierarchy: random splits C ′ do not contain both parent and their children classes.
Second, we randomly sample 250 images per class as training samples, and use
the remaining images as test samples. We fine-tune the last layer of a pretrained
Resent-50 on the set of training samples, and evaluate the classification output
of the model on the test samples.
We consider correctly classified image samples as high-quality test samples
for our benchmark and discard the incorrectly classified images. We repeat this
operation until all samples x ∈ X have been evaluated. The output X ′ of this
procedure is a subset of high-quality image samples that were correctly classified
by the model.
3.3.4 Dataset Summary
Figure 3.8 summarizes the impact of the different factors we analyzed on the top-
1 classification error of both our baseline models on the ”1-hop” test split. The
error rate of the Linear model on the standard ZSL setting drops from 86% to
61% after removing ambiguous images, semantic samples, and structural flaws.
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Input:
Imagenet Dataset: X = {(x, c) ∈ R3×h×w × C}
ILSVRC-pretrained ResNet: BaseModel : R3×h×w → C
Output:
High-quality Imagenet subset: X ′ ⊂ X
Init:
Initialize an empty error set Err = ∅ and accurate set: Acc = ∅
while Err ∪ Acc 6= X do
C ′ = SampleClass(C, 1000)
XC′ = {(x, c)|c ∈ C ′}
Xtrain, Xtest = SampleSplit(XC′ , 250)
Model = FineTune(BaseModel,Xtrain)
for (x, c) ∈ Xtest do
if Model(x) == c then
Acc = Acc ∪ {(x, c)}
else
Err = Err ∪ {(x, c)}
end
end
end
X ′ = Acc
end
Algorithm 1: Sample-wise selection procedure. SampleSplit(C, n) is a sam-
pling procedure that returns a subset C ′ of n non-overlapping classes (i.e.; no
children classes and their parents are contained in C ′) from the class set C.
SampleSplit(X,n) is a sampling procedure that returns a training set Xtrain of
n training samples for each class in X, and the remaining samples as a test set
Xtest. FineTune(M,X) is a procedure that fine-tunes a model M on the input
training set X.
The error rate of the GCN model on the generalized ZSL setting drops from 90%
to 47%.
The GCN model is particularly sensitive to the structural flaws of the standard
benchmark, but less sensitive to noisy word embeddings than the linear baseline.
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Figure 3.8: Estimation of the impact of different factors on the reported error of
existing models on the 1-hop test split
This can be easily explained by the fact that GCN models rely on the explicit
Wordnet hierarchy information as semantic data in addition to word embeddings.
3.4 Structural bias
ZSL models are inspired by the human ability to recognize unknown objects from
a mere description, as it is often illustrated by the following example: Without
having ever seen a zebra, a person would be able to recognize one, knowing that
zebras look like horses covered in black and white stripes. This example illustrates
the human capacity to compose visual features of different known objects to define
and recognize previously unknown object categories.
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Standard image classifiers encode class labels as local representations (one-
hot embeddings), in which each dimension represents a different visual class, as
illustrated in Figure 3.10 As such, no information is shared among classes in the
label space: visual class embeddings are equally distant and orthogonal to each
other. The main idea behind ZSL models is to instead embed visual classes into
distributed representations : In label space, visual classes are defined by multiple
visual features (horse-ish shape, stripes, colors) shared among classes. Distributed
representations allow to define and recognize unknown classes by composition of
visual features shared with known classes, in a similar manner as the human
ability described above.
The embedding of visual classes into distributed feature representations is es-
pecially powerful since it allows to define a combinatorial number of test classes
by composition of a possibly small set of features learned from a given set of
training classes. Hence, we argue that the key challenge behind ZSL is to achieve
ZS recognition of unknown classes by composition of known visual features, fol-
lowing their original inspiration of the human ability, and as made possible by
distributed feature representations. In this section, we will see that not all ZSL
problems require such kind of compositional ability. On the standard benchmark,
we show that a trivial solution based on local representations of visual classes out-
perform existing approaches based on word embeddings. We show that this trivial
solution is made possible by the specific configuration of the standard test splits
and introduce the notion of structural bias to refer to the existence of such trivial
solutions in ZSL datasets.
3.4.1 Toy example
Figure 3.9 illustrates a toy ZSL problem in which, given a training set of Horse
and TV monitor images, the goal is to classify images of Zebra and PC laptop.
Let’s consider training an image classifier on the training set and directly applying
it to images from the test set. We can safely assume that most zebra images will
be classified as horses, and most laptop samples as TV monitors. Hence, a trivial
solution to this problem consists in defining a one to one mapping between test
classes and their closest training class: Horse=Zebra and TV monitor=PC laptop.
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This example makes it fairly obvious that not all ZSL problems require the ability
to compose visual features to solve.
Figure 3.9: Illustration of the toy example. Left: Wordnet-like class hierarchy.
Training classes are shown in red and test class in green. Right: Illustration of
image samples. The black captions represent the distance between classes as their
shortest path length.
Classification problems define a close-world assumption: As all test samples
are known to belong to one of the test classes, classifying an image x into a given
test class c means that x is more likely to belong to c than other classes of the
test set. In other words, classification is performed relatively to a negative set of
classes [72].
What made this trivial ZSL solution possible is the fact that test classes of
our toy example are very similar to one of the training class, relatively to their
negative set. This allowed us to identify a one-to-one mapping by similarity
between training and test classes. We refer to this trivial solution as a similarity-
based solution, in opposition to solutions based on the composition of visual
features.
As illustrated in Figure 3.10, the similarity mapping between test and training
classes can be directly embedded in the semantic space using local representa-
tions. The trivial solution consists in assigning to test classes the exact same
semantic representation as their most similar training class. Consider applying
these semantic embeddings within a ZSL framework to our toy problem: classi-
fying a test image x as a Horse relatively to the negative set of TV within the
training set becomes strictly equivalent to classifying x as Zebra relatively to its
negative set PC within the test set. Hence, any existing ZSL model using these
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Figure 3.10: Illustration of local (one-hot, on the left) and distributed (right)
representations of visual classes. The similarity-based solution encodes both train-
ing and test classes as local representations. Composition-based solutions need
distributed representations.
local embeddings instead of distributed representations like word embeddings Y
would converge to the same solution.
3.4.2 Standard benchmark
Besides our toy example, how well would this trivial solution perform on the
standard benchmark?
To apply the trivial solution of the toy example to the standard benchmark,
we need a similarity mapping f between training and test classes. To define
such mapping, we used the shortest path length between nodes of the Wordnet
hierarchy as a measure of distance d. We assign to test classes the semantic
embedding of their closest training class, as formalized in equations (4.):
f : Cte → Ctr (3.1a)
f : c→ argminc′∈Ctrd(c, c′) (3.1b)
yc = yf(c) + e,∀c ∈ Cte (3.1c)
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However, this procedure leads to many test classes sharing the exact same
semantic representations. Consider the example of Cathartid and Aegypiidae
classes in Figure 3.1. Both classes are closest to the Vulture training classes so
they share the same semantic vector yV oluture This leads to undefined behaviors
in the classification process. To differentiate between such classes, we add a small
Gaussian noise e to the semantic embeddings of test classes, following equation
(3.1).
The trivial solution can be implemented by any existing ZSL model using these
semantic embeddings. The results reported in Table 3.2 were computed using
the Linear baseline model [16]. This table compares the accuracy of this trivial
solution to state of the art models as reported in [4, 5]. The trivial similarity-
based solution outperforms existing ZSL models by a significant margin. Only
GCN-based models [5], which we discuss in the next section, seem to outperform
our trivial solution.
Table 3.2: Top-1 accuracy on the standard test splits (top) as reported for linear
baselines in [4], (middle) as reported for GCN-based models in [5] and (down)
obtained by our trivial solution
model 1-hop 2-hops all
SYNC [26] 9.26 2.29 0.96
CONSE [27] 7.63 2.18 0.95
ESZSL [16] 6.35 1.51 0.62
LATEM [36] 5.45 1.32 0.5
DEVISE[3] 5.25 1.29 0.49
CMT [64] 2.88 0.67 0.29
GCNZ [65] 19.8 4.1 1.8
ADGPM [5] 26.6 6.3 3.0
Trivial 20.27 3.59 1.53
Comparison of the Trivial solution accuracy to state of the art on the standard
benchmark. Top: baseline models as reported in [4]. Middle: s.o.a GCN-based
models as reported in [5]
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Why does such a simple solution outperform a decade of development effort
in ZSL? In the next section, we argue that the standard benchmark has a strong
structural bias that favors similarity-based ZSL models.
3.4.3 Measuring structural bias
In our toy example, we have hinted at the fact that structural bias emerges for
test sets in which test classes are relatively similar to training classes, while being
comparably more dissimilar to each other (to their negative set). To confirm this
intuition, we define the following structural ratio:
r(c) =
minc′∈Ctrd(c, c
′)
minc′∈Cted(c, c′)
(3.2a)
R(Cte) =
1
|Cte|
∑
c∈Cte
r(c) (3.2b)
In which c represents a visual class, Cte and Ctr represent test and training
sets respectively, and d is a distance reflecting similarity between two classes.
Here, r(c) represents the ratio of the distance between c and its closest training
class to the distance between c and its closest test class. In our experiments, we
use the the shortest path length between two classes in the Wordnet hierarchy
as a measure of distance d, although different metrics would be interesting to
investigate as well. We compute the structural ratio of a test set R(Cte) as the
mean structural ratio of its individual classes.
Figure 3.11 shows the top-1 accuracy achieved by baseline models on different
test sets with respect to their structural ratio R. As for previous experiments,
we report our results on test splits of 100 classes.
On test splits of low structural ratio, the trivial solution performs remarkably
well, on par with the state of the art GCN model. Such test splits are similar
to the toy example in which each test class is closely related to a training class
while being far away from other test classes in the Wordnet hierarchy. As an
example, the structural ratio of the test split in our toy example is R(Cte) =
1/2 × (2/4 + 2/4) = 0.5, which corresponds to the highest accuracies achieved
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Figure 3.11: ZSL accuracy on different test sets with respect to their structural
ratio R(Cte).
by the trivial solution. We say that such test split is structurally biased towards
similarity-based trivial solutions.
However, the accuracy of the similarity-based trivial solution decreases sharply
with the structural ratio until it reaches near chance accuracy for the highest
ratios. Hence maximizing the structural ratio of test splits seems to be an efficient
way to minimize structural bias. Although their accuracy decrease with larger
structural ratios, both GCN and Linear models remain well above chance. These
results suggest that ZSL models based on word embeddings are indeed capable
of compositional reasoning. At the very least, they are able to perform more
complex ZSL tasks than the trivial similarity-based solution. Interestingly, as
the trivial solution converges towards chance accuracy, the GCN model accuracy
seems to converge towards the accuracy of the ZSL baseline. This suggests that
the main reason behind the success of GCN models is that they efficiently leverage
the Wordnet hierarchy to exploit structural bias.
The 1-hop and 2-hops test splits of the standard benchmark consist of the set
of test classes closest to the training classes within the Wordnet hierarchy. This
leads to test splits of very low structural ratio, similar to our toy example. For
instance, the 1-hop test split has a structural ratio of 0.55. It is an example of
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structural bias even more extreme than our toy example as test classes are either
children or parent classes of a training class. In the next section, we propose a
new benchmark with maximal structural ratio in order to minimize structural
bias.
3.5 New Benchmark
3.5.1 Proposed Benchmark
In this section, we briefly detail the semi-automated construction of a new bench-
mark designed to fix the different flaws of the current benchmark highlighted by
our analysis. The selection of this new test set proceeds in two steps:
In a first step, we select a subset of candidate test classes C ′ ⊂ C from the
remaining 20,845 Imagenet classes based on the statistics of image samples and
word labels: We first filter out semantic samples Y ′ ⊂ Y corresponding to rare
or polysemous words of secondary meaning (see Section 2.3). We then discard
visual classes of low sample population and filter out ambiguous image samples
using supervised learning to select X ′ ⊂ X. The set of candidate test classes is
the subset of visual classes C ′ ⊂ C for which sufficiently high quality image and
semantic samples were selected.
In a second step, we define the test split Cte ⊂ C ′ as a structurally consistent
set of minimal structural bias : The test set was carefully selected so as to contain
no overlap among its own classes nor with the training classes in order to pro-
vide a structurally consistent test set for the generalized ZSL setting. This test
set consists of 500 classes of maximal structural ratio R(Cte) so as to minimize
structural bias.
Table 3.3 summarizes the different steps of the creation of our benchmark and
details their level of automation, parameters, and the approximate ratio of visual
classes selected within each of these steps.
The majority of the visual classes filtered out from our benchmark were auto-
matically discarded based on their weak semantic features, low sample population
or structural constraints to avoid both parents and children classes be included
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Table 3.3: Summary of the benchmark construction steps
Step Automation Parameters Filter ratio
Semantic
Frequency Auto f > 500 82%
Polysemy Auto - 91%
Visual
Class-wise Auto n > 300 63%
Sample-wise Auto nC = 1000, ntr = 250 100%
Shape Manual - 95-99%
Scale Manual - 99%
Structural
Hierarchy Auto - 82%
Mutual Exclusivity Manual - 95-99%
in the test set. Only the semantic and visual sample selection steps are parame-
terized. We select word labels occurring at least 500 times within the Wikipedia
corpus to avoid rare words. We only select visual classes with a sample population
superior to 300 images.
3.5.2 Evaluation
Table 3.4: Evaluation on the proposed benchmark. Accuracy in the general-
ized ZSL setting are reported as harmonic means over training and test accuracy
following [4]
Model
ZSL G-ZSL
@1 @5 @1 @5
Trivial 1.2 3.9 0 0
CONSE [27] 10.65 25.10 0.12 19.34
DEVISE [3] 11.15 29.52 7.87 26.10
ESZSL [16] 13.54 32.61 4.59 25.53
GCN-6 [65] 9.58 27.19 4.81 23.35
GCN-2 [5] 14.09 35.12 4.96 30.35
ADGPM [5] 14.10 36.03 4.90 29.96
Table 3.4 presents the evaluation of a number of baseline models on the newly
proposed benchmarks. A few notable results stand out from this table: First, dif-
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ferent from the standard benchmark, CONSE [27] performs worse than DEVISE
[3]. The relatively high accuracy reported by the CONSE model on the standard
benchmark is most likely due to the fact that word embeddings of test classes are
statistically close to the word embedding of their parent/children test classes so
that CONSE results more closely fit the trivial similarity-based trivial solution.
We expect model averaging methods to benefit the most from the structural bias
in the standard benchmark.
Second, the impressive improvements reported by GCN-based models over
linear baselines are significantly reduced, although GCN models still outperform
linear baselines. This result corroborates the observation, in Section 3.4, that
GCN models tend to converge towards the results of linear baseline models for
high structural ratio.
3.6 Chapter Conclusion
Datasets are the substrat on which algorithmic progress is built. A flawed and
biased benchmark will invariably lead to biased algorithmic development. In this
section, we have shown major flaws in the standard generic object ZSL benchmark
and proposed a new benchmark to address these flaws.
More importantly, we propose that ZSL models should aim to develop the
ability to compose visual features to define and recognize new classes. This com-
pisition ability is a requirement to achieve combinatorial generalization across
visual classes. We introduced the notion of structural bias in ZSL dataset that
allows for zero-shot recognition of visual classes without the need for composi-
tional abilities. We showed that the current standard benchmark presents high
structural bias, favoring solutions based on simple similarity matching in seman-
tic space and showed that the current benchmark has favored the development
of models maximally exploiting structural bias.
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Chapter 4
Visual Feature Extraction
The related publications for this chapter are [76].
4.1 Motivation
In this final chapter, we turn our attention to the visual feature extraction mod-
ule of the architecture depicted in Figure 1.1. CNNs have become the de-facto
architecture for visual feature extraction. However, one major disadvantage of
CNN for visual feature extraction is their resource consumption: Training deep
models within a reasonable amount of time requires special Graphical Processing
Units (GPU) with numerous cores and large memory capacity. In this chapter,
we focus on a particular aspect of resource efficiency: optimizing the memory
cost of training CNNs.
Beyond its application for ZSL research, we envision several additional benefits
from the ability to train large neural networks within limited memory:
Democratization of Deep Learning research: Training large CNN re-
quires special GPUs with large memory capacity. Typical desktop GPUs mem-
ory capacity is too small for training large CNNs. As a result, getting into deep
learning research comes with the barrier cost of either buying specialized hard-
ware or renting live instances from cloud service providers. Reducing the memory
cost of deep model training would allow training deep nets on standard graphic
cards without the need for specialized hardware, effectively removing this barrier
cost. In this paper, we demonstrate efficient training of a CNN on the CIFAR10
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dataset (93.3% accuracy within 67 minutes) on an Nvidia GTX750 with only
1GB of memory.
On-device training: With mobile applications, a lot of attention has been
given to optimize inference on edge devices with limited computation resources.
Training state-of-the-art CNN on embedded devices, however, has still received
little attention. Efficient on-device training is a challenging task for the underly-
ing power efficiency, computation and memory optimization challenges it involves.
As such, CNN training has thus far been relegated to large cloud servers, and
trained CNNs are typically deployed to embedded device fleets over the network.
On-device training would allow bypassing these server-client interactions over
the network. We can think of several potential applications of on-device training,
including:
• Life-long learning: Autonomous systems deployed in evolving environments
like drones, robots or sensor networks might benefit from continuous life-
long learning to adapt to their changing environment. On-device training
would enable such application without the expensive communication burden
of having edge devices continuously sending their data to remote servers over
the network. It would also provide resilience to network failures in critical
application scenarios.
• In privacy-critical applications such as biometric mobile phone authentica-
tion, users might not want to have their data sent over the network. On-
device training would allow fine-tuning recognition models on local data
without sending sensitive data over the network.
In this work, we propose an architecture with minimal training memory cost
requirements which enables training within the tight memory constraints of em-
bedded devices.
Research in optimization: Recent works on stochastic optimization algo-
rithms have highlighted the benefits of large batch training [77, 78]. For example,
in Imagenet, linear speed-ups in training have been observed with increasing batch
sizes up to tens of thousands of samples [78]. Optimizing the memory cost of CNN
training may allow further research on the optimization trade-offs of large batch
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training. For small datasets like MNIST or CIFAR10, we are able to process
the full dataset in 14 and 18 GB of memory respectively. Although large batch
training on such small dataset is very computationally inefficient with current
stochastic optimization algorithms [78], the ability to process the full dataset in
one pass allows to easily train CNNs on the true gradient of the error. Memory
optimization techniques have the potential to facilitate research on optimization
techniques outside the realm of Stochastic Gradient Descent to be investigated.
In this section, we build on recent works on reversible networks [79, 80] and ask
the question: how far can we reduce CNN training memory cost using reversible
designs with minimal impact on the accuracy and computational cost? To do so,
we analyze the memory cost reduction of different CNN architectures and iden-
tify their memory bottleneck, which leads us to introduce a layer-wise invertible
architecture. However, we observe that layer-wise invertible networks accumulate
numerical errors across their layers, which leads to numerical instabilities impact-
ing model accuracy. We characterize the accumulation of numerical errors within
long chains of revertible operations and investigate their effect on model accu-
racy. To mitigate the impact of these numerical errors on the model accuracy,
we propose both a reparameterization of invertible layers and a hybrid architec-
ture combining the benefits of layer-wise and residual-block-wise reversibility to
stabilize training. We present a new architecture that allows to efficiently train
a CNN with the minimal memory cost of 352 bytes per pixel.
4.2 Related Work
4.2.1 Reversibility
Reversible network designs have been proposed for various purposes including
generative modeling, visualization, solving inverse problems, or theoretical anal-
ysis of hidden representations.
Flow-based generative models use analytically invertible transformations to
compute the change of variable formula. Invertibility is either achieved through
channel partitioning schemes (NICE [81] Real-NVP [82]), weight matrix factoriza-
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tion (GLOW [83]) or constraining layer architectures to easily invertible unitary
operations (Normalization flows [84])
Neural ODEs [85] take a drastically different take on invertibility: They lever-
age the analogy between residual networks and the Euler method to define con-
tinuous hidden state systems. The conceptual shift from a finite set of discrete
transformations to a continuous regime gives them invertibility for free. The
computational efficiency of this approach, however, remains to be demonstrated.
The RevNet model [79] was inspired by the Real-NVP generative model. They
adapt the idea of channel partitioning and propose an efficient architecture for dis-
criminative learning. The iRevNet [80] model builds on the RevNet architecture:
they propose to replace the irreversible max-pooling operation with an invertible
operation that reshapes the hidden activation states so as to compensate the loss
of spatial resolution by an increase in the channel dimension. By preserving the
volume of activations, their pooling operation allows for exact reconstruction of
the inverse. In their original work, the authors focus on the analysis of the rep-
resentations learned by invertible models rather than resource efficiency. From
a resource optimization point of view, one downside of their method is that the
proposed invertible pooling scheme drastically increases the number of channels
in upper layers. As the size of the convolution kernel weights grows quadratically
in the number of channels, the memory cost associated with storing the model
weights becomes a major memory bottleneck. We address this issue in our pro-
posed architecture. In [86], the authors use these reversible architectures to study
undesirable invariances in feature space.
In [87], the authors propose a unified architecture performing well on both
generative and discriminative tasks. They enforce invertibility by regularizing
the weights of residual blocks so as to guarantee the existence of an inverse oper-
ation. However, the computation of the inverse operation is performed with power
iteration methods which are not optimal from a computational perspective.
Finally, [88] propose to reconstruct the input activations of normalization and
activation layers using their inverse function during the backward pass. We pro-
pose a similar method for layer-wise invertible networks. However, as their model
does not invert convolution layers, it does not feature long chains of invertible op-
erations so that they do not need to account for numerical instabilities. Instead,
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our proposed model features long chains of invertible operations so that we need
to characterize numerical errors in order to stabilize training.
4.2.2 Resource efficiency
Research into resource optimization of CNNs covers a wide array of techniques,
most of which are orthogonal to our work. We briefly present some of these works:
On the architectural side, Squeezenet [89] was first proposed as an efficient
neural architecture reducing the number of model parameters while maintaining
high classification accuracy. MobileNet [90] uses depth-wise separable convolu-
tions to further reduce the computational cost of inference for embedded device
applications.
Network pruning [91] is a set of techniques developed to decrease the model
weight size and computational complexity. Network pruning works by removing
the network weights that contribute the least to the model output. Pruning deep
models has been shown to drastically reduce the memory cost and computational
cost of inference without significantly hurting model accuracy. Although prun-
ing has been concerned with optimization of the resource inference, the recently
proposed lottery ticket hypothesis [92] has shown that specifically pruned net-
works could be trained from scratch to high accuracy. This may be an interesting
and complementary line of work to investigate in the future to reduce training
memory costs.
Low precision arithmetic has been proposed as a mean to reduce both mem-
ory consumption and computation time of deep learning models. Mixed precision
training [93] combines float16 with float32 operations to avoid numerical insta-
bilities due to either overflow or underflow. For inference, integer quantization
[94, 95] has been shown to drastically improve the computation and memory effi-
ciency and has been successfully deployed on both edge devices and data centers.
Integrating mixed-precision training to our proposed architecture would allow us
to further reduce training memory costs.
Most related to our work, gradient checkpointing was introduced as a mean to
reduce the memory cost of deep neural network training. Gradient checkpointing,
first introduced in [96], trades off memory for computational complexity by storing
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only a subset of the activations during the forward pass. During the backward
pass, missing activations are recomputed from the stored activations as needed
by the backpropagation algorithm. Follow-up work [97] has since built on the
original gradient checkpointing algorithm to improve this memory/computation
trade-off. However, reversible models like RevNet have been shown to offer better
computational complexity than gradient checkpointing, at the cost of constraining
the model architecture to invertible residual blocks.
4.3 Preliminaries
In this section, we analyze the memory footprint of training architectures with dif-
ferent reversibility patterns. We start by introducing some notations and briefly
review the backpropagation algorithm in order to characterize the training mem-
ory consumption of deep neural networks. In our analysis, we use a Resnet-18 as
a reference baseline and analyze its training memory footprint. We then gradu-
ally augment the baseline architecture with reversible designs and analyze their
impact on computation and memory consumption.
4.3.1 Backpropagation & Notations
Let us consider a model F made of N sequential layers trained to minimize the
error e defined by a loss function L for an input x and ground-truth label y¯:
F : x→ y (4.1a)
y = fN ◦ ... ◦ f2 ◦ f1(x) (4.1b)
e = L(y, y¯) (4.1c)
During the forward pass, each layer fi takes as input the activations zi−1 from
the previous layer and outputs activation features zi = fi(zi−1), with z0 = x and
zN = y being the input and output of the network respectively.
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During the backward pass, the gradient of the loss with respect to the hidden
activations are propagated backward through the layers of the networks using the
chain rule as:
δL
δzi−1
=
δL
δzi
× δzi
δzi−1
(4.2)
Before propagating the loss gradient with respect to its input to the previous
layer, each parameterized layer computes the gradient of the loss with respect to
its parameters. In vanilla SGD, for a given learning rate η, the weight gradients
are subsequently used to update the weight values as:
δL
δθi
=
δL
δzi
× δzi
δθi
(4.3a)
θi ← θi − η × δL
δθi
(4.3b)
However, the analytical form of the weight gradients are functions of the layer’s
input activations zi−1. In convolution layers, for instance, the weight gradients can
be computed as the convolution of the input activation by the output’s gradient:
δL
δθi
= zi−1 ?
δL
δzi
(4.4)
Hence, computing the derivative of the loss with respect to each layer’s param-
eters θi requires knowledge of the input activation values zi−1. In the standard
backpropagation algorithm, hidden layers activations are stored in memory upon
computation during the forward pass. Activations accumulate in live memory
buffers until used for the weight gradients computation in the backward pass.
Once the weight gradients computed in the backward pass, the hidden activation
buffers can be freed from live memory. However, the accumulation of activation
values stored within each parameterized layer along the forward pass creates a
major bottleneck in GPU memory.
The idea behind reversible designs is to constrain the network architecture to
feature invertible transformations. Doing so, activations zi in lower layers can be
recomputed through inverse operations from the activations zj>i of higher layers.
In such architectures, activation do not need to be kept in memory during the
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forward pass as they can be recomputed from higher layer activations during the
backward pass, effectively freeing up the GPU live memory.
4.3.2 Memory footprint
We denote the memory footprint of training a neural network as a value M
in bytes. Given an input x and ground truth label y¯, the memory footprint
represents the peak memory consumption during an iteration of training including
the forward and backward pass. We divide the total training memory footprint
M into several memory cost factors: the cost Mθ of storing the model weights,
the hidden activations Mz, and the gradients Mg:
M = Mθ +Mz +Mg (4.5)
In the following subsections, we detail the memory footprint of existing archi-
tectures with different reversibility patterns. To help us formalize these memory
costs, we further introduce the following notations: let n(x) denote the number
of elements in a tensor x, i.e.; if x is an h×w matrix, then n(x) = h×w. Let bpe
be the memory cost in bytes per elements of a given precision so that the actual
memory cost for storing an h × w matrix is n(x) × bpe. For instance, float32
tensors have a memory cost per element bpe = 4. We use bs to denote the batch
size, and ci to denote the number of channels at layer i.
4.3.3 Vanilla ResNet
The architecture of a vanilla ResNet-18 is shown in Figure 4.1. Vanilla ResNets
do not use reversible computations so that the input activations of all parame-
terized layers need to be accumulated in memory during the forward pass for the
computation of the weight gradients to be done in the backward pass.
Hence the peak memory footprint of training a vanilla ResNet happens at the
beginning of the backward pass when the top layer’s activation gradients need to
be stored in memory in addition to the full stack of hidden activation values.
Let us denote by P ⊂ N the subset of parameterized layers of a network F (i.e.;
convolutions and batch normalization layers, excluding activation functions and
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Figure 4.1: Illustration of the ResNet-18 architecture and its memory require-
ments. Modules contributing to the peak memory consumption are shown in red.
These modules contribute to the memory cost by storing their input in memory.
The green annotation represents the extra memory cost of storing the gradient in
memory. The peak memory consumption happens in the backward pass through
the last convolution so that this layer is annotated with an additional gradient
memory cost. At this step of the computation, all lower parameterized layers have
stored their input in memory, which constitutes the memory bottleneck.
pooling layers). The memory cost associated with storing the hidden activation
values is given by:
Mz =
∑
i∈P
n(zi)× bpe (4.6a)
=
∑
i∈P
bs× ci × hi × wi × bpe (4.6b)
Where hi and wi represent the spatial dimensions of the activation values at
layer i. hi and wi are determined by the input image size h× w and the pooling
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factor pi of layer i, so we can factor out both the spatial dimensions and the batch
size from this equation, yielding a memory cost per input pixel M ′z:
Mz =
∑
i∈P
bs× h× w × pi × ci × bpe (4.7a)
= bs× h× w ×
∑
i∈P
pi × ci × bpe (4.7b)
M ′z =
Mz
bs× h× w (4.7c)
=
∑
i∈P
pi × ci × bpe (4.7d)
The memory footprint of the weights is given by:
Mθ =
∑
i∈P
n(θi)× bpe (4.8)
The memory footprint of the gradients correspond to the size of the gradient
buffers at the time of peak memory usage. In a vanilla ResNet18 model, this peak
memory usage happens during the backward pass through the last convolution
of the network. Hence, the memory footprint of the gradients correspond to
the memory cost of storing the gradients with respect to either the input or the
output of this layer, which also depends on the input pixel size:
Mg = max(n(gi−1), n(gi))× bpe (4.9a)
= h× w × bs× pi ×max(ci−1, ci)× bpe (4.9b)
M ′g = pi ×max(ci−1, ci)× bpe (4.9c)
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Figure 4.1 illustrates the peak memory consumption of a ResNet-like archi-
tecture. For a ResNet parameterized following Table 1, the peak memory con-
sumption can then be computed as:
M = Mθ +Mz +Mg (4.10a)
= Mθ + (M
′
z +M
′
g)× (h× w × bs) (4.10b)
= 12.5 ∗ 106 + 1928× (h× w × bs) (4.10c)
(4.10d)
For example, a training iteration over a typical batch of 32 images of resolution
240 × 240 requires 12.5 MB of memory to store the model weights and 3.8 GB
of memory to store the hidden layers activations and gradients for a total of
M = 3.81 GB of VRAM. The memory cost of the hidden activations is thus the
main memory bottleneck of CNN training as the cost associated with the model
weights is negligible in comparison.
4.3.4 RevNet
The RevNet architecture introduces reversible blocks as drop-in replacements of
the residual blocks of the ResNet architecture. Reversible blocks have analytical
inverses that allow for the computation of both their input and hidden activation
values from the value of their output activations. Two factors create memory
bottlenecks in training RevNet architectures, which we refer to as the local and
global bottlenecks.
First, the RevNet architecture features non-volume preserving max-pooling
layers, for which the inverse cannot be computed. As these layers do not have
analytical inverses, their input must be stored in memory during the forward
pass for the reconstruction of lower layer’s activations to be computed during the
backward pass. We refer to the memory cost associated with storing these acti-
vations as the global bottleneck, since these activations need to be accumulated
during the forward pass through the full architecture.
The local memory bottleneck has to do with the synchronization of the re-
versible block computations: While activations values are computed by a forward
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pass through the reversible block modules, gradients computations flow back-
ward through these modules so that the activations and gradient computations
cannot be performed simultaneously. Figure 4.2 illustrates the process of back-
propagating through a reversible block: First, the input activation values of the
parameterized hidden layers within the reversible blocks are recomputed from the
output. Once the full set of activation have been computed and stored in GPU
memory, the backpropagation of the gradients through the reversible block can
begin. We refer to the accumulation of the hidden activation values within the
reversible block as the local memory bottleneck.
Figure 4.2: Illustration of the backpropagation process through a reversible block.
In the forward pass (left), activations are propagated forward from top to bottom.
The activations are not kept in live memory as they are to be recomputed in the
backward pass so no memory bottleneck occurs. The backward pass is made of two
phases: First the hidden and input activations are recomputed from the output
through an additional forward pass through both modules (middle). Once the
activations recomputed, the activations gradient are propagated backward through
both modules of the reversible blocks (right). Because the activation and gradient
computations flow in opposite directions through both modules, both computations
cannot be efficiently overlapped, which results in the local memory bottleneck
of storing all hidden activations within the reversible block before the gradient
backpropagation step.
For a typical parameterization of a RevNet, as summarized in Table 1, the
local bottleneck of lower layers actually outweighs the global memory bottleneck
introduced by non-reversible pooling layers. Indeed, as the spatial resolution
decreases with pooling operations, the cost associated with storing the input
activations of higher layers becomes negligible compared to the cost of storing
activation values in lower layers.
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Figure 4.3: Illustration of the Revnet architecture and its memory consumption.
Modules contributing to the peak memory consumption are shown in red. The
peak memory consumption happens during the backward pass through the first
reversible block. At this step of the computations, all hidden activations within
the reversible block are stored in memory simultaneously.
Hence, surprisingly, the peak memory consumption of the RevNet architec-
ture, as illustrated in Figure 4.3, happens in the backward pass through the first
reversible block, in which the local memory bottleneck is maximum. For the ar-
chitecture described in Table 1, the peak memory consumption can be computed
as:
M = Mθ +Mz +Mg (4.11a)
= (Mθ + (M
′
z +M
′
g)× (h× w × bs) (4.11b)
= 12.7× 106 + 640× (h× w × bs) (4.11c)
Following our previous example, a RevNet architecture closely mimicking the
ResNet-18 architecture requires M = 1.19 GB of VRAM for a training iteration
over batch of 32 images of resolution 240× 240.
Finally, the memory savings allowed by the reversible block come with the
additional computational cost of computing the hidden activations during the
69
4. VISUAL FEATURE EXTRACTION
backward pass. As noted in the original paper, this computational cost is equiv-
alent to performing one additional forward pass.
4.3.5 iRevNet
The iRevNet model builds on the RevNet architecture: they replace the irre-
versible max-pooling operation with an invertible operation that reshapes the
hidden activation states so as to compensate for the loss of spatial resolution
by an increase in the channel dimension. As such, the iRevNet architecture is
fully invertible, which alleviates the global memory bottleneck of the RevNet
architecture.
This pooling operation works by stacking the neighboring elements of the
pooling regions along the channel dimension, i.e.; for a 2D pooling operation with
2×2 pooling window, the number of output channels is four times the number of
input channels. Unfortunately, the size of a volume-preserving convolution kernel
grows quadratically in the number of input channels:
M(θ) = cin × cout × kh × kw (4.12a)
= c2 × kh × kw (4.12b)
Consider an iRevNet network with initial channel size 32. After three levels
of 2 × 2 pooling, the effective channel size becomes 32 × 43 = 2048. A typical
3×3 convolution layer kernel for higher layers of such network would have n(θ) =
20482× 3× 3 = 37M parameters. At this point, the memory cost of the network
weights Mθ becomes an additional memory bottleneck.
Furthermore, the iRevNet architecture does not address the local memory
bottleneck of the reversible blocks. Figure 4.4 illustrates such architecture. For
an initial channel size of 32, as summarized in Table 1, the peak memory con-
sumption is given by:
M = Mθ +Mz +Mg (4.13a)
= Mθ + (M
′
z +M
′
g)× (h× w × bs) (4.13b)
= 171× 106 + 640× (h× w × bs) (4.13c)
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Figure 4.4: Illustration of the i-Revnet architecture and its memory consumption.
The peak memory consumption happens during the backward pass through the top
reversible block. In addition to this local memory bottleneck, the cost of storing
the top layers weights (in orange) becomes a new memory bottleneck as the weight
kernel size grows quadratically in the number of channels.
Training such an architecture for an iteration over batches of 32 images of
resolution 240×240 would require M = 1.35GB of VRAM. In the next section, we
introduce both layer-wise reversibility and a variant on this pooling operations to
address the local memory bottleneck of reversible blocks and the weight memory
bottleneck respectively.
4.4 Method
RevNet and iRevNet architectures implement reversible transformations at the
level of residual blocks. As we have seen in the previous section, the design of
these reversible blocks create a local memory bottleneck as all hidden activations
within a reversible block need to be computed before the gradients are back-
propagated through the block. In order to circumvent this local bottleneck, we
introduce layer-wise invertible operations. However, these invertible operations
introduce numerical error, which we characterize in the following subsections.
In Section 5, we will show that these numerical errors lead to instabilities that
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degrade the model accuracy. Hence, in section 4.2, we propose a hybrid model
combining layer-wise and residual block-wise reversible operations to stabilize
training while resolving the local memory bottleneck at the cost of a small addi-
tional computational cost.
4.4.1 Layer-wise Invertibility
In this section, we present invertible layers that act as drop-in replacement for
convolution, batch normalization, pooling and non-linearity layers. We then char-
acterize the numerical instabilities arising from the invertible batch normalization
and non-linearities.
4.4.1.1 Invertible batch normalization
As batch normalization is not a bijective operation, it does admit an analytical
inverse. However, the inverse reconstruction of a batch normalization layer can
be realized with minimal memory cost. Given first and second order moment
parameters β and γ, the forward f and inverse f−1 operation of an invertible
batch normalization layer can be computed as follows:
y = f(x) = γ × x− xˆ√
x˙+ 
+ β (4.14a)
x = f−1(y, xˆ, x˙) = (
√
x˙+ )× y − β
γ
+ xˆ (4.14b)
Where xˆ and x˙ represent the mean and variance of x respectively. Hence, the
input activation x can be recovered from y through f−1 at the minimal memory
cost of storing the input activation statistics xˆ and x˙.
Let us consider the accumulation of numerical errors arising from the in-
verse computation of an invertible batch normalization layer. During the back-
ward pass, the invertible batch norm layer is supposed to compute its input
x = f−1(y, xˆ, x˙) from the output y. In reality, however, the output recovered by
upstream invertible layers is a noisy estimate yˆ = y+ y of the true output due to
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numerical errors introduced by upstream layers. Let us define the signal to noise
ratio (SNR) of the input and output signal as follows:
snro =
|y|2
|y|2 (4.15a)
snri =
|x|2
|x|2 (4.15b)
We are interested in characterizing the factor α of reduction of the SNR
through the inverse reconstruction:
α =
snri
snro
(4.16)
To illustrate the mechanism through which the batch normalization inverse
operation reduces the SNR, let us consider a toy layer with only two channels
and parameters β = [0, 0] and γ = [1, ρ]. For simplicity, let us consider an input
signal x independently and identically distributed across both channels with zero
mean and standard deviation 1 so that, in the forward pass, we have:
y =[y0, y1] (4.17a)
=[x0, x1 × ρ] (4.17b)
|y|2 =|x0|2 + |x1|2 × ρ2 (4.17c)
=
1
2
× |x|2 + 1
2
× |x|2 × ρ2 (4.17d)
=
|x|2
2
× (1 + ρ2) (4.17e)
In which we used the assumption that x is independently and identically
distributed across both channels to factorize |x0|2 = |x1|2 = 12 × |x|2 in equation
(17d).
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During the backward pass, the noisy estimate y˜ = y+y is fed back as input to
the inverse operation. Similarly, let us suppose a noise y identically distributed
across both channels so that we have:
y˜ =[y˜0, y˜1] (4.18a)
=[x0 + 
y
0, x1 × ρ+ y1] (4.18b)
x˜ =[y˜0,
y˜1
ρ
] (4.18c)
=[x0 + 
y
0, x1 +
y1
ρ
] (4.18d)
x =x˜− x (4.18e)
=[y0,
y1
ρ
] (4.18f)
|x|2 =|y0|2 +
|y1|2
ρ2
(4.18g)
=
1
2
× |y|2 + 1
2
× |
y|2
ρ2
(4.18h)
=
|y|2
2
× (1 + 1
ρ2
) (4.18i)
Using the above formulation, the SNR reduction factor α can be expressed
as:
α =
snri
snro
(4.19a)
=
|x|2
|x|2 ×
|y|2
|y|2 (4.19b)
=
4
(1 + 1
ρ2
)× (1 + ρ2) (4.19c)
Figure 4.5 shows the expected evolution of α through our toy layer for different
values of the factor ρ. To validate our formula, we empirically evaluate α for
normal Gaussian inputs x and output noise y and find it to closely match the
theoretical results given by equation 19.
In essence, numerical instabilities in the inverse computation of the batch
normalization layer arise from the fact that the signal across different channels i
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Figure 4.5: Illustration of the numerical errors arising from batch normalization
layers. Comparison of the theoretical and empirical evolution of the α ratio for dif-
ferent ρ values in our toy example. Empirical values were computed for a Gaussian
input signal with zero mean and standard deviation 1 and a white Gaussian noise
of standard deviation 10−5.
and j are amplified by different factors γi and γj. While the signal amplification
in the forward and inverse path cancel out each other (x = f−1(f(x))), the noise
only gets amplified in the backward pass.
In the above demonstration, we have used a toy parameterization of the in-
vertible batch normalization layer to illustrate the mechanism behind the SNR
degradation. For arbitrarily parameterized batch normalization layers, the SNR
degradation factor becomes:
α =
snri
snro
(4.20a)
=
|x|2
|x|2 ×
|y|2
|y|2 (4.20b)
=
|x|2
|y|2 ×
|y|2
|x|2 (4.20c)
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Assuming a noise y, equally distributed across all channels, the noise ratio
can be computed as follows:
y˜i =γi × xi − xˆi√
x˙i + 
+ βi + 
y
i (4.21a)
x˜i =(
√
x˙i + )× y˜i − βi
γi
+ xˆi (4.21b)
=xi +
√
x˙i + 
γi
× yi (4.21c)
xi =x˜i − xi (4.21d)
=
√
x˙i + 
γi
× yi (4.21e)
|y|2
|x|2 =
|y|2
|y |2
c
×∑i x˙i2γ2i (4.21f)
=
c∑
i
√
x˙i+
γi
(4.21g)
Assuming input x following a Gaussian distribution with channel-wise mean
xˆi and variance x˙i, the SNR reduction factor α becomes:
|x|2
|y|2 =
∑
i |xi|2∑
i |yi|2
(4.22a)
=
∑
i(xˆ
2
i + x˙i)∑
i(γ
2
i + β
2
i )
(4.22b)
α =
|x|2
|y|2 ×
|y|2
|x|2 (4.22c)
=
∑
i(xˆ
2
i + x˙i)∑
i(γ
2
i + β
2
i )
× c∑
i
√
x˙i+
γi
(4.22d)
Finally, we propose the following modification, introducing the hyperparam-
eter i, to the invertible batch normalization layer:
y = f(x) = |γ + i| × x− xˆ√
x˙+ 
+ β (4.23a)
x = f−1(y) = (
√
x˙+ )× y − β|γ + i| + xˆ (4.23b)
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The introduction of the i hyper parameter serves two purposes: First, it
stabilizes the numerical errors described above by lower bounding the smallest
γ parameters. Second, it prevents numerical instabilities that would otherwise
arise from the inverse computation as γ parameters tend towards zero.
4.4.1.2 Invertible activation function
A good invertible activation function must be bijective (to guarantee the existence
of an inverse function) and non-saturating (for numerical stability). For these
properties, we focus our attention on Leaky ReLUs whose forward f and inverse
f−1 computations are defined, for a negative slope parameter n, as follow:
y = f(x) =
{
x, if x > 0
x/n, otherwise
(4.24a)
x = f−1(y) =
{
y, if y > 0
y × n, otherwise (4.24b)
The analysis of the numerical errors yielded by the invertible Leaky ReLU
follows a similar reasoning as the toy batch normalization example with an addi-
tional subtlety: Similar to the toy batch normalization example, we can think of
the leaky ReLU as artificially splitting the input x across two different channels,
one channel leaving the output unchanged and one channel that divides the in-
put by a factor n during the forward pass and multiplies its output by a factor n
during the backward pass.
However, these artificial channels are defined by the sign of the input and
output during the forward and backward pass respectively. Hence, we need to
consider the cases in which the noise flips the sign of the output activations, which
leads to different behaviors of the invertible Leaky ReLU across four cases:
y =

ynn if yˆ < 0 and y < 0
ynp if yˆ >= 0 and y < 0
ypp if yˆ >= 0 and y >= 0
ypn if yˆ < 0 and y >= 1
(4.25a)
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Where the index np, for instance, represents negative activations whose re-
constructions have become positive due to the added noise. The signal to noise
ratio of the input and outputs can be expressed respectively as:
In the case where y >> y, the probability of sign flips (ynp, ypn) is negligible,
so that the output signal y is evenly split along ypp and ynn. In this regime, the
degradation of the SNR obeys a formula similar to the toy batch normalization
example:
y =[ypp, ynn] (4.26a)
=[xpp,
xnn
n
] (4.26b)
|y|2 =1
2
× |x|2 + 1
2
× |x|
2
n2
(4.26c)
=
|x|2
2
× (1 + 1
n2
) (4.26d)
y˜ =[y˜pp, y˜nn] (4.27a)
=[xpp + 
y
pp,
xnn
n
+ ynn] (4.27b)
x˜ =[y˜pp, y˜nn × n] (4.27c)
=[xpp + 
y
pp, xnn + 
y
nn × n] (4.27d)
x =x˜− x (4.27e)
=[ypp, 
y
nn × n] (4.27f)
|x|2 =1
2
× |y|2 + 1
2
× |y|2 × n2 (4.27g)
=
|y|2
2
× (1 + n2) (4.27h)
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Using the above formulation, the signal to noise ration reduction factor α can
be expressed as:
α =
snri
snro
(4.28a)
=
|x|2
|x|2 ×
|y|2
|y|2 (4.28b)
=
4
(1 + 1
n2
)× (1 + n2) (4.28c)
Hence numerical errors can be controlled by setting the value of the nega-
tive slope n. As n tends towards 1, α converges to 1, yielding minimum signal
degradation. However, as n tends towards 1, the network tends toward a linear
behavior, which hurts the model expressivity. Figure 4.6 shows the evolution of
the SNR degradation α for different negative slopes n; and, in Section 5.1, we
investigate the impact of the negative slope parameter on the model accuracy.
Figure 4.6: Illustration of the numerical errors arising from invertible activation
layers. Comparison of the theoretical and empirical evolution of the α ratio for
different negative slopes n. Empirical values were computed for a Gaussian input
signal with zero mean and standard deviation 1 and a white Gaussian noise of
standard deviation 10−5.
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When the noise reaches an amplitude similar to or greater than the activation
signal, the effects of sign flips complicate the equation. However, in this regime,
the signal to noise ratio becomes too low for training to converge, as numerical
errors prevent any useful weight update, so we leave the problem of characterizing
this regime open.
4.4.1.3 Invertible convolutions
Invertible convolution layers can be defined in several ways. The inverse operation
of a convolution is often referred to as deconvolution, and is defined for a subspace
of the kernel weight space.
However, deconvolutions are computationally expensive and subject to nu-
merical errors. Instead, we choose to implement invertible convolutions using the
channel partitioning scheme as the reversible block design for its simplicity, nu-
merical stability and computational efficiency. Hence, invertible convolutions, in
our architecture, can be seen as minimal reversible blocks in which both modules
consist of a single convolution. Gomez et al.[79] found the numerical errors intro-
duced by reversible blocks to have no impact on the model accuracy. Similarly,
we found reversible blocks extremely stable yielding negligible numerical errors
compared to the invertible batch normalization and Leaky ReLU layers.
4.4.1.4 Pooling
In [80], the authors propose an invertible pooling operation that operates by stack-
ing the neighboring elements of the pooling regions along the channel dimension.
As noted in Section 3.5, the increase in channel size at each pooling level induces
a quadratic increase in the number of parameters of upstream convolution, which
creates a new memory bottleneck.
To circumvent this quadratic increase in the memory cost of the weight, we
propose a new pooling layer that stacks the elements of neighboring pooling
regions along the batch size instead of the channel size. We refer to both kind
of pooling as channel pooling Pc and batch pooling Pb respectively, depending
on the dimension along which activation features are stacked. Given a 2 × 2
pooling region and an input activation tensor x of dimensions bs × c × h × w,
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where bs refers to the batch size, c to the number of channels and h × w to the
spatial resolution, the reshaping operation performed by both pooling layers can
be formalized as follows:
Pc :x→ y (4.29a)
:Rbs×c×h×w → Rbs×4c×h2×w2 (4.29b)
Pb :x→ y (4.29c)
:Rbs×c×h×w → R4bs×c×h2×w2 (4.29d)
Channel pooling gives us a way to perform volume-preserving pooling opera-
tions while increasing the number of channels at a given layer of the architecture,
while batch pooling gives us a way to perform volume-preserving pooling op-
erations while keeping the number of channel constant, By alternating between
channel and batch pooling, we can control the number of channels at each pooling
level of the model’s architecture.
4.4.1.5 Layer-wise invertible architecture
Putting together the above building blocks, Figure 4.7 illustrates a layer-wise
invertible architecture. The peak memory usage for a training iteration of this
architecture, as parameterized in Table 1, can be computed as follows:
M = Mθ +Mz +Mg (4.30a)
= Mθ + (M
′
z +M
′
g)× (h× w × bs) (4.30b)
= 29.6× 106 + 320× (h× w × bs) (4.30c)
Training an iteration over a typical batch of 32 images with resolution 240×240
would require M = 590MB of VRAM. Similar to the RevNet architecture, the
reconstruction of the hidden activations by inverse transformations during the
backward pass comes with an additional computational cost similar to a forward
pass.
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Figure 4.7: Illustration of a layer-wise invertible architecture and its memory
consumption.
4.4.2 Hybrid architecture
In section 3, we saw that layer-wise activation and normalization layers degrade
the signal to noise ratio of the reconstructed activations. In section 5.1, we will
quantify the accumulation of numerical errors through long chains of layer-wise
invertible operations and show that numerical errors negatively impact model
accuracy.
To prevent these numerical instabilities, we introduce a hybrid architecture,
illustrated in Figure 4.8, combining reversible residual blocks with layer-wise in-
vertible functions. Conceptually, the role of the residual level reversible block is
to reconstruct the input activation of residual blocks with minimal errors, while
the role of the layer-wise invertible layers is to efficiently recompute the hidden
activations within the reversible residual blocks at the same time as the gradient
propagates to circumvent the local memory bottleneck of the reversible module.
The backward pass through these hybrid reversible blocks is illustrated in
Figure 4.9 and proceeds as follows: First, the input x is computed from the output
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Figure 4.8: Illustration of a hybrid architecture and its peak memory consump-
tion.
y through the analytical inverse of the reversible block. These computations are
made without storing the hidden activation values of the sub-modules. Second,
the gradient of the activations are propagated backward through the reversible of
the block modules. As each layer within these modules is invertible, the hidden
activation values are computed using the layer-wise inverse along the gradient.
The analytical inverse of the residual level reversible blocks is used to propa-
gate hidden activations with minimal reconstruction error to the lower modules,
while layer-wise inversion allows us to alleviate the local bottleneck of the re-
versible block by computing the hidden activation values together with the back-
ward flow of the gradients. As layer-wise inverses are only used for hidden feature
computations within the scope of the reversible block, and reversible blocks are
made of relatively short chains of operations, numerical errors do not accumulate
up to a damaging degree.
The peak memory consumption of our proposed architecture, as illustrated in
Figure 4.8 and parameterized in Table 1, can be computed as
M = Mθ +Mz +Mg (4.31a)
= Mθ + (M
′
z +M
′
g)× (h× w × bs) (4.31b)
= 14.8× 106 + 352× (h× w × bs) (4.31c)
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Figure 4.9: Illustration of the backpropagation process through a reversible block
of our proposed hybrid architecture. In the forward pass (left), activations are
propagated forward from top to bottom. The activations are not kept in live
memory as they are to be recomputed in the backward pass so that no memory
bottleneck occurs. The backward pass is made of two phases: First the input
activations are recomputed from the output using the Reversible block analytical
inverse (middle). This step allows to reconstruct the input activations with minimal
reconstruction error. During this step, hidden activations are not kept in live
memory so as to avoid the local memory bottleneck of the reversible block. Once
the input activation recomputed, the gradients are propagated backward through
both modules of the reversible blocks (right). During this second phase, hidden
activations are recomputed backward through each module using the layer-wise
inverse operations, yielding minimal memory footprint
Training an iteration over batch of 32 images of resolution 240 × 240 would
require M = 648MB of VRAM.
It should be noted, however, that this architecture adds an extra computa-
tional cost as both the reversible block inverse and layer-wise inverse need to be
computed. Hence, instead of one additional forward pass, as in the RevNet and
layer-wise architectures, our hybrid architecture comes with a computational cost
equivalent to performing two additional forward passes during the backward pass.
4.5 Results and Discussion
We use the CIFAR10 dataset as a benchmark for our experiments. The CIFAR10
dataset is complex enough to require efficient architectures to reach high accu-
racy, yet small enough to enable us to rapidly iterate over different architectural
designs. We start by analyzing numerical errors arising in layer-wise invertible
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and hybrid architectures, and outline their impact on accuracy. This analysis mo-
tivates our choice of architecture and hyperparameter. We then summarize the
benefits and drawbacks of our proposed architecture in comparison to different
baseline architectures.
4.5.1 Impact of Numerical stability
4.5.1.1 Layer-wise Invertible Architecture
In this section, we quantify the accumulation of numerical errors in layer-wise
invertible architectures and analyze their impact on the accuracy. The architec-
ture of these models is illustrated in Figure 4.7. We investigate the evolution of
numerical errors, and their impact on accuracy, for networks of different depth
and different hyper-parameter values. Figure 4.10 illustrates the degradation of
the signal-to-noise ration along the layers of one such model.
Figure 4.10: Evolution of the SNR through the layers of a layer-wise invertible
model. Color boxes illustrate the span of two consecutive convolutional blocks
(Convolution-normalization-activation layers). The SNR gets continuously de-
graded throughout each block of the network, resulting in numerical instabilities.
We found the two most impacting parameters to be the depth N of the net-
work and the negative slope n of the activation function. Figure 4.11 shows the
evolution of the numerical errors with both of these parameters.
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Figure 4.11: Illustration of the impact of depth (in number of layers N) and
negative slope n on the numerical errors. Both figure shows the evolution of the
SNR at the lowest layer of a layer-wise invertible network with increasing depth
and negative slopes. The lower the SNR is, the more important numerical errors
of the inverse reconstructions are. (Left): The SNR decreases exponentially with
depth until it reaches an SNR value of 1. At this point, the noise is of the same
scale as the signal, and no learning can happen. These results were computed with
a negative slope of n = 2 (Right) This figure shows the evolution of the SNR with
different negative slopes n for a layer-wise reversible model of depth 3. On a log-log
scale, this figure shows an almost linear relationship between negative slope and
SNR. It is impressive that with only three layer depth, a negative slope of n = 10−3
reaches a SNR superior to 1. With such parameterization, even the most shallow
models are not capable of learning.
Next, we investigate the impact of numerical errors on the accuracy. In order
to isolate the impact of the numerical errors, we compare the accuracy reached by
the same architecture with and without inverse reconstruction of the hidden layers
activations. Without reconstruction, the hidden activation values are stored along
the forward pass and the gradient updates are computed from the true, noiseless
activation values, so that the only difference between both settings is the noise
introduced by the inverse reconstructions.
In Figure 4.12, we compare the evolution of the accuracy in both settings for
different depth and negative slopes. For small depths (or high negative slopes),
in which the numerical errors are minimum, both models yield similar accuracy.
However, as the numerical errors grow, the accuracy of the model goes down,
while the accuracy of the ideal baseline keeps increasing, which can be seen with
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Figure 4.12: Impact of the numerical errors on the accuracy of layer-wise in-
vertible models. (Left): Evolution of a 6-layer model accuracy with and without
inverse reconstructions with the negative slope. Without reconstruction, the model
accuracy benefits from smaller negative slopes. With inverse reconstructions, the
model similarly benefits from smaller negative slopes as n decreases from 1 to 0.1.
For smaller negative slopes, however, the accuracy sharply decreases toward lower
values due to numerical errors. (Right) Evolution of the accuracy with depth for a
negative slope n = 0.2 with and without inverse reconstructions. Without recon-
struction, the model accuracy benefits from depth. With inverse reconstructions,
the model similarly benefits from depth as the number of layers grow from 3 to 7.
For N > 7, however, the accuracy sharply decreases toward lower values due to
numerical errors.
both depth and negative slopes. This loss in accuracy is the direct result of
numerical errors, which prevent the model from converging to higher accuracies.
4.5.1.2 Hybrid Invertible Architecture
In section 4.2, we introduced a hybrid architecture, illustrated in Figure 4.8, to
prevent the impact of numerical errors on accuracy. Figure 4.13 shows the prop-
agation of the signal to noise ratio through the layers of such hybrid architecture.
As can be seen in this figure, the hybrid architecture is much more robust to nu-
merical errors as activations are propagated from one reversible block to the other
using the reversible block inverse computations instead of layer-wise inversions.
Figure 4.14 shows the evolution of the SNR with increasing depth N and
for different values of negative slope n. This figure shows a much more stable
evolution of the signal to noise ratio than the layer-wise architecture.
87
4. VISUAL FEATURE EXTRACTION
Figure 4.13: Evolution of the SNR through the layers of a hybrid architecture
model. The span of two consecutive reversible blocks are shown with color boxes.
Within reversible blocks, the SNR quickly degrades due to the numerical errors
introduced by invertible layers. However, the signal propagated to the input of
each reversible block is recomputed using the reversible block inverse, which is
much more stable. Hence, we can see a sharp decline of the SNR within the
reversible blocks, but the SNR almost raises back to its original level at the input
of each reversible block.
Figure 4.15 compares the evolution of the accuracy reached by this hybrid
architecture with noisy activations and noiseless ideal activations as depth and
negative slope increase. The negative impacts of numerical errors observed in the
layer-wise architecture are gone, confirming that the numerical stability brought
by the hybrid architecture effectively stabilizes training.
4.5.2 Model comparison
Table 1 summarizes our main results. In this table, we compare architectures with
different patterns of reversibility. To allow for a fair comparison, we have tweaked
each architecture to keep the number of parameters as close as possible, with the
notable exception of the i-RevNet architecture. The i-Revnet pooling scheme
enforces a quadratic growth of its parameters with each level of pooling. In order
to keep the number of parameters of the i-RevNet close to the other baselines, we
would have to drastically reduce the number of channels of lower layers, which
we found yield poor performance. Furthermore, it should be noted that the i-
RevNet architecture we present slightly differs from the original i-Revnet model
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Figure 4.14: Illustration of the impact of depth (in number of layers N) and
negative slope n on the numerical errors. Both figure shows the evolution of the
SNR at the lowest layer of our hybrid architecture with increasing depth and neg-
ative slopes. Our hybrid architecture greatly reduce the impact of both depth and
negative slopes on the numerical errors
Figure 4.15: Impact of the numerical errors on the accuracy of layer-wise in-
vertible models. Our proposed hybrid architecture greatly stabilizes the numerical
errors, which results in smaller effects of the depth and negative slope on accuracy.
as our implementation uses RevNet-like reversible modules with one module per
channel split for similarity with the other architecture we evaluate instead of the
single module used in the original architecture.
All models were trained for 50 epochs of stochastic gradient descent with
cyclical learning rate and momentum [98] with minimal image augmentation.
The parameters of our proposed architecture are given in Table 1. This ar-
chitecture was selected as the best performing architecture from an extensive
architecture search on a constrained weight budget. Compared to the original
ResNet architecture, our model drastically cuts the memory cost of training.
These drastic memory cuts come at the cost of a small degradation in accuracy.
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Model Accuracy #Params Channels Pooling Mθ M
′
z +M
′
g M
Resnet 94.7% 3.1M 32− 64− 128− 256 Max Pooling 12.5M 1928 1.01G
RevNet 94.5% 3.1M 40− 80− 256− 320 Max Pooling 12.7M 640 348M
i-RevNet 93.8% 42.8M 32− 128− 512− 2048 Pc − Pc − Pc 171M 640 500M
Ours 93.3% 3.7M 32− 128− 512− 512 [Pc,Pc,Pb] 14.8M 352 200M
Table 4.1: Summary of architectures with different levels of reversibility
GPU Accuracy Time
GTX750 93.3% 67min.
GTX 1080Ti 93.3% 35min.
Table 4.2: Training statistics on different hardware
Furthermore, our hybrid architecture requires the computational equivalent
of two additional forward passes within each backward pass. The computational
complexity, however, remains reasonable: In Table 2, we compare the time of
training our proposed architecture to 93.3% on a high-end Nvidia GTX 1080Ti
and a low-end Nvidia GTX750. The GTX750 only has 1GB of VRAM, which
results in roughly 400MB of available memory after the initialization of various
frameworks. Training a vanilla ResNet with large batch sizes on such limited
memory resources is impractical, while our architecture allows for efficient train-
ing.
4.5.3 ZSL Benchmark
Finally, we integrate our proposed visual module to the ZSL pipeline described
in Figure 1.1 and evaluate the accuracy of the our model on the ZSL benchmark
proposed in Chapter 3. Table 3 summarizes our results for different core ZSL
modules
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Table 4.3: Evaluation on the proposed benchmark. Accuracy in the general-
ized ZSL setting are reported as harmonic means over training and test accuracy
following [4]
Model
ZSL G-ZSL
@1 @5 @1 @5
CONSE [27] 8.7 18.7 0.15 16.7
DEVISE [3] 9.8 26.8 6.8 23.3
ESZSL [16] 12.6 29.0 3.5 22.1
GCN-6 [65] 8.9 23.1 3.71 19.2
GCN-2 [5] 12.9 31.8 3.82 26.9
ADGPM [5] 13.10 32.03 4.06 26.2
4.6 Chapter conclusion
Convolutional Neural Networks form the backbone of modern computer vision
systems. However, the accuracy of these models come at the cost of resource
intensive training and inference procedures. While tremendous efforts have been
put into the optimization of the inference step on resource-limited device, rela-
tively little work have focused on algorithmic solutions for limited resource train-
ing. In this paper, we have presented an architecture able to yield high accuracy
classifications within very tight memory constraints. We highlighted several po-
tential applications of memory-efficient training procedures, such as on-device
training, and illustrated the efficiency of our approach by training a CNN to
93.3% accuracy on a low-end GPU with only 1GB of memory.
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Chapter 5
Conclusions
ZSL has the potential to be of great impact, for both practical applications and
theoretical investigation. Despite its great promises and after a decade of active
research, the accuracy of ZSL models on the standard benchmark remain too low
for practical applications.
In this thesis, we questioned some fundamental elements of Zero-Shot recogni-
tion of generic objects. We first proposed a definition of the goal of ZSL: combina-
torial generalization accross classes by composition of visual features. We showed
that the current benchmark was ill-suited to track progress towards this goal,
and introduced the notion of structural bias to formalize and quantify this claim.
Structural bias in the standard benchmark has influenced the development of ZSL
models by encouraging models that maximally exploit similarity-based matching
in semantic space.
We have discussed the relevance and limitations of word embeddings for ZSL
and proposed to automatically collect graph and text documents as alternative
descriptions of visual concepts. Finally, we discussed the role of texture and shape
bias in ZSL and proposed a new architecture for memory constrained extraction
of visual features.
We questioned the relevance and limitations of word embeddings as semantic
representation of visual classes. We highlight several important limitations of
defining large scale visual concepts with words and quantify the impact of these
limitations on the accuracy of ZSL systems. Instead of words, we proposed that
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visual classes be defined by explicit descriptions in the form of text documents
and structured data, and automated the acquisition of such descriptions.
We have investigated the application of invertible transformations to reduce
the memory usage of training large CNN. We analyzed the memory bottlenecks
in training existing revertible networks and propose a layer-wise invertible archi-
tecture to alleviate these bottleneck. We characterized the memory consumption
and numerical errors arising in long chain of invertible transformations and, based
on our analysis, propose an architecture with minimal memory footprint.
Finally, we believe that a deeper discussion on the goals and definition of
ZSL is still very much needed. There is a risk in developing complex models to
address poorly characterized problems: Mathematical complexity can act as a
smokescreen of complexity that obfuscates the real problems and key challenges
behind ZSL. We believe that practical considerations grounded in common sense
are still very much needed at this stage of ZSL research. Taken together, we
hope that the contributions presented in this thesis provide a solid base for the
development of future ZSL research.
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