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CONVOLUTION INVARIANT LINEAR FUNCTIONALS AND
APPLICATIONS TO SUMMABILITY METHODS
RYOICHI KUNISADA
Abstract. We study topologically invariant means on L∞(R), the set of all essen-
tially bounded functions on the real line, and prove that invariance with respect to a
single convolution operator is sufficient for a mean to be topologically invariant. We
also consider some applications of this result to summability methods. In particular,
the notion of almost convergence is introduced for a function in L∞(R), and a Taube-
rian theorem concerning almost convergence and a summability method defined by a
Wiener kernel is obtained. Further, for the C∞ summability method, which is defined
by the limit of Ho¨lder summability methods, we provide a necessary and sufficient
condition for a given function to be C∞ summable.
1. Introduction
The Amenability of locally compact groups is of great importance for many branches
of mathematics, including representation theory, operator algebras, and group theory
([17]). Herein, since we are mainly interested in the application of such amenability to
summability methods, we exclusively work with the special groups R and R× = (0,∞),
which are the additive group of the real field and the positive multiplicative group of R,
respectively. However, we remark that most of our results are valid for general locally
compact abelian groups.
We give several definitions for the amenability of R. Let L∞(R) be the set of all
essentially bounded functions on R, and let L1(R) be the group algebra of R. Further,
let L1♭ (R) be the set of functions f ∈ L
1(R) such that f ≥ 0 and fˆ(0) = 1. In the
present study, we exclusively consider real-valued functions.
Let us define the action of R on L∞(R) by
Ts : L
∞(R)→ L∞(R), (Tsφ)(x) = φ(x+ s) (s ∈ R),
where s ∈ R and φ ∈ L∞(R). For simplicity, for each s ∈ R, we occasionally denote by
fs(x) the translate f(x+ s) of a function f(x) of a variable x ∈ R. We further define
its dual action on L∞(R)∗, the dual space of L∞(R), by T ∗s ϕ(φ) = ϕ(Tsφ), where
ϕ ∈ L∞(R)∗. For ϕ in L∞(R)∗, ϕ is said to be a mean on L∞(R) if ϕ is positive, i.e.,
ϕ(φ) ≥ 0 if φ ≥ 0, and ‖ϕ‖ = 1. Note that this is equivalent to the condition that
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ϕ(1) = ‖ϕ‖ = 1. A mean ϕ on L∞(R) is called an invariant mean if T ∗s ϕ = ϕ holds
for every s ∈ R. Let I(R) be the set of all invariant means on L∞(R). It is well known
that the additive group R is amenable, that is, there exist invariant means on L∞(R).
Next, we introduce another notion concerning amenability. Let us define an action of
L1(R) on L∞(R). For any f ∈ L1(R), the symbol F denotes the convolution operator
on L∞(R) defined as follows:
F : L∞(R)→ L∞(R), (Fφ)(x) = (f ∗ φ)(x), φ ∈ L∞(R),
where ∗ is the convolution defined by
(f ∗ φ)(x) =
∫ ∞
−∞
φ(x− t)f(t)dt =
∫ ∞
−∞
φ(t)f(x− t)dt, x ∈ R.
Then, with the mapping L1(R) × L∞(R) → L∞(R), (f, φ) 7→ Fφ, L∞(R) becomes
an L1(R)-modulo. We also consider the dual action on L∞(R)∗ defined by F ∗ϕ(φ) =
ϕ(Fφ), where ϕ ∈ L∞(R). The following notion is closely related to our main objective.
Definition. A mean ϕ on L∞(R) is said to be topologically invariant if
F ∗ϕ = ϕ
for every f ∈ L1♭ (R).
Let T(R) be the set of all topologically invariant means on L∞(R). We know that
for ϕ ∈ T(R), ϕ(φs) = ϕ(f ∗ φs) = ϕ(fs ∗ φ) = ϕ(φ). Hence, T(R) ⊆ I(R) immediately
follows. It is also straightforward to establish that for discrete amenable groups, such
as the additive group of integers Z, the invariant means and topologically invariant
means coincide. However, in contrast to discrete groups, it is known that T(R) ( I(R)
(see [17]). Topologically invariant means are more manageable than simple invariant
means and well suited to harmonic analysis.
Our main objective of this paper is means on L∞(R) invariant with respect to a single
convolution operator, which turn out to be equal to topologically invariant means. That
is, means ϕ on L∞(R) for which F ∗ϕ = ϕ for a fixed F . Let us denote the set of all
F -invariant linear functionals on L∞(R) by MF . MF is obviously a closed subspace of
L∞(R)∗. We denote by MF the subset of MF that consists of all F -invariant means.
Note thatMF is a weak*-compact convex subset of L
∞(R)∗. By definition, if f ∈ L1♭ (R)
then T(R) ⊆MF holds true since T(R) = ∩f∈L1
♭
(R)MF .
Note that our study includes, as a special case, the invariant means with respect to
the Hardy operator, which has been studied in the literature ([3, 15, 21]). We provide
simpler proofs of some of the results in these papers.
The property of a convolution operator F depends on the behavior of the Fourier
transform fˆ of f , where fˆ is defined by
fˆ(ξ) =
∫ ∞
−∞
f(x)e−iξxdx, ξ ∈ R.
Let L1∗(R) be the set of functions f in L
1(R) such that fˆ(ξ) = 1 only at the point ξ = 0.
Further, we define L1♯ (R) as the set of functions f in L
1(R) such that f ≥ 0, fˆ(0) = 1,
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and |fˆ(ξ)| = 1 only at the point ξ = 0. By definition, it is clear that L1♯ (R) ⊆ L
1
∗(R)
and L1♯ (R) ⊆ L
1
♭ (R). We will show in the next section that, in fact, L
1
♭ (R) = L
1
♯ (R)
holds. Thus, it follows that f ∈ L1♭ (R) if and only if f ∈ L
1
∗(R) and f ≥ 0.
The first main result of this study is an analytic expression for the sublinear func-
tional
pF (φ) = sup
ϕ∈MF
ϕ(φ), φ ∈ L∞(R).
Note that the functional pF yields the maximal value of the elements of MF for each
fixed φ ∈ L∞(R). As will be explained in Section 2, the functional pF plays an impor-
tant role in the study of MF . More precisely, our result reads as follows. Let us define
the sublinear functional P on L∞(R) by
P (φ) = lim
θ→∞
lim sup
x→∞
1
θ
∫ x+θ
x
φ(t)dt, φ ∈ L∞(R).
Then, for any F induced by f ∈ L1∗(R), we will show that
pF (φ) = P (φ)
holds for every φ ∈ L∞(R). In particular, this result implies that each set of F -
invariant means are equal to one another for convolution operators F induced by f ∈
L1♭ (R); thus, MF = T(R) holds true. This means that the invariance with respect to
a single convolution operator F with f ∈ L1♭ (R) is sufficient for a mean m on L
∞(R)
to be topologically invariant. This result forms a basis of the remainder of this paper.
Moreover, this result is considered to be a refined characterization of topologically
invariant means on L∞(R) and may be valuable for the theory of amenability.
Furthermore, for an operator F induced by f ∈ L1♭ (R), we show that each ϕ ∈ MF
can be expressed uniquely as
ϕ = αϕ+ − βϕ−, ‖ϕ‖ = α‖ϕ+‖+ β‖ϕ−‖,
where ϕ+, ϕ− ∈ MF and α, β ≥ 0. In other words, the elements of MF admit the
Jordan decomposition.
We also consider an interesting representation of the sublinear functional P as an
infinite iteration of a sublinear functional related to F . Let F : L∞(R)→ R be defined
by
F (φ) = lim sup
x→∞
(Fφ)(x) = lim sup
x→∞
∫ ∞
−∞
φ(x− t)f(t)dt, φ ∈ L∞(R).
We now consider the sublinear functionals F k, k = 1, 2, . . . defined by the iteration of
F . For k ≥ 1, we define F k : L
∞(R)→ R inductively as follows:
F k(φ) := F k−1(Fφ) = lim sup
x→∞
(F kφ)(x).
Note that one can write F k(φ) = lim supx→∞(f
∗k ∗ φ)(x), where f ∗k is the k-th power
of f with respect to the convolution product. For an operator F induced by f ∈ L1♭ (R),
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we can easily verify that
F (φ) = F 1(φ) ≥ F 2(φ) ≥ · · · ≥ F k(φ) ≥ · · ·
for every φ ∈ L∞(R). Thus, we can define the sublinear functional F∞ : L
∞(R) → R
as
F∞(φ) = lim
k→∞
F k(φ), φ ∈ L
∞(R).
Let F be an operator induced by f ∈ L1♭ (R). Then, for every φ ∈ L
∞(R), we have
F∞(φ) = P (φ),
which is the second main result of this study. From the viewpoint of summability
methods, this result can be interpreted as a representation of the relationship between
a summability method defined by a convolution operator and the summability method
defined by topologically invariant means. As will be described in Section 5, the sublin-
ear functionals F and P give rise to summability methods for functions on R, which we
call the F summability method and P summability method, respectively. In particular,
the class of F summability methods includes most of the classical methods, including
the Cesa`ro, Abel, and Lambert methods (see [14]). We show that for a function φ
in L∞(R), the F summability of φ implies the P summability of φ. We also provide
a Tauberian condition under which the converse implication holds. This is the third
main result of this study.
The remainder of this paper is organized as follows. In Section 2, we present some
preliminary results from the theory of topological linear spaces and the Fourier analysis
of the Banach algebra L1(R). A continuous analogue of Banach limits is introduced.
Further, we establish elementary results concerning the Fourier transforms of elements
in L1♭ (R).
In Section 3, we prove the first main result. That is, we obtain a characterization of
convolution invariant functionals. In Section 4, we prove the second main result con-
cerning the infinite iteration of sublinear functionals induced by convolution operators.
For this purpose, we use a theorem of Katznelson and Tzafriri from operator theory.
In Section 5, we present an application to summability methods. By applying the
results in Section 4, we present a Tauberian theorem involving P and F summability
methods.
In Section 6, we deal with a multiplicative version of the results in Sections 3, 4, and
5. Herein, the proofs goes as the additive case. Accordingly, we occasionally present
only results without their proofs.
In Section 7, we consider Cesa`ro invariant functionals. They can be viewed as a
discrete analogue of Hardy invariant functionals, from which similar results can be
obtained thorough elementary arguments. We also present some results on the C∞
summability method.
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2. Preliminaries
Since we are concerned with weak*-compact convex subsets of dual spaces of L∞-
spaces, the following version of the Krein-Milman theorem plays an important role (see
[1]).
Proposition 2.1. Let X be a Banach space and X∗ be its dual space. Further, let C
be a weak*-compact convex subset of X∗ and S ⊆ C. The following assertions are then
equivalent:
(1) supϕ∈S ϕ(x) = supϕ∈C ϕ(x) holds for each x ∈ X.
(2) C = co(S), where C is the closed convex hull of S.
(3) The closure S of S contains all extreme points of C.
Let (Ω,F, µ) be a measure space and L∞(µ) be the set of essentially bounded func-
tions on Ω. Further, let C be the set of all weak*-compact convex subsets of the positive
part of the unit sphere S+L∞(µ)∗ = {ϕ ∈ L
∞(µ)∗ : ϕ ≥ 0, ‖ϕ‖ = 1} of L∞(µ)∗, the dual
space of L∞(µ). Let S be the set of all sublinear functionals q on L∞(µ) such that q ≥ 0
and q(1) = 1. Consider the partially ordered sets (C,⊆) and (S,≤), where ⊆ denotes
the inclusion of subsets and ≤ denotes the pointwise order of functionals. Based on
the above proposition, we have the isomorphism between these partially ordered sets
defined by
C ∋ C → q(x) = sup
ϕ∈C
ϕ(x) ∈ S.
The inverse mapping is given by
S ∋ q → C := {ϕ : ϕ(x) ≤ q(x) for each x ∈ L∞(µ)} ∈ C.
This fact illustrates the importance of the study of the sublinear functional supϕ∈C ϕ(x)
for a given class C of linear functionals since it represents the size of C in S+L∞(µ)∗ . Fur-
thermore, owing to the equivalence of (1) and (3), it can be used to obtain some
information about the extreme points ex(C) of C. Additionally, according to the equiv-
alence of (1) and (2), one may obtain a set of functionals A in C with a simple form
such that they generate all the elements of C by taking its closed convex hull, i.e.,
C = co(A).
Note that one can obtain the minimal values of C from the maximal value functional
q(x) = supϕ∈C ϕ(x) of C. In fact, since ϕ(−x) ≤ q(−x), we have q(x) := −q(−x) ≤
ϕ(x). Hence, we obtain the range of ϕ ∈ C for each fixed x ∈ L∞(µ):
q(x) ≤ ϕ(x) ≤ q(x).
These inequalities are strict in the sense that for any real number α ∈ [q(x), q(x)],
there exists a ϕ ∈ C such that ϕ(x) = α. This is a consequence of the Hahn-Banach
theorem.
In particular, for the set of means M(R) on L∞(R), we obtain the following result.
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Proposition 2.2. For an element n ∈ L∞(R)∗, n is in M(R) if and only if
n(φ) ≤ ess sup
x∈R
φ(x)
holds for every φ ∈ L∞(R). In particular, for a mean m and φ ∈ L∞(R), we have
ess inf
x∈R
φ(x) ≤ m(φ) ≤ ess sup
x∈R
m(φ).
Let Cbu(R) be the set of all bounded, uniformly continuous functions on R and
Cbu(R)
∗ be its dual space. Clearly, Cbu(R) is a closed subalgebra of L
∞(R). We now
study translation-invariant linear functionals on Cbu(R), which play an important role
in the study of convolution-invariant linear functionals on L∞(R).
Let MT be the set of all continuous linear functionals ϕ on Cbu(R) that are invariant
under translations on R, i.e., ϕ ∈ Cbu(R)
∗, for which T ∗s ϕ = ϕ holds for every s ∈ R,
where T ∗s is the adjoint operator of Ts. Let MT be the set of invariant means, i.e.,
the subset of MT , the elements ϕ of which satisfy the conditions ϕ ≥ 0 and ‖ϕ‖ = 1.
MT is a weak*-compact convex subset of Cbu(R)
∗. We then obtain the following result
readily from Banach lattice theory.
Theorem 2.1. Let ϕ ∈MT . There exist ϕ+ and ϕ− in MT such that
ϕ = αϕ+ − βϕ−, ‖ϕ‖ = α‖ϕ+‖+ β‖ϕ−‖
holds for some constants α, β ≥ 0.
Hence, MT is generated by MT . Thus, it is sufficient to consider MT for the study of
MT . The following result provides a necessary and sufficient condition that ϕ ∈ Cbu(R)
∗
belongs to MT (see [15] for the proof). Let the sublinear functional P : L
∞(R) → R
be that defined in the introduction.
Theorem 2.2. For ϕ ∈ Cbu(R)
∗, ϕ ∈MT if and only if
ϕ(φ) ≤ P (φ)
holds for every φ ∈ Cbu(R).
We remark that the functional P is equal to the following one:
P 1(φ) = lim
θ→∞
sup
x≥0
1
θ
∫ x+θ
x
φ(t)dt, φ ∈ L∞(R),
where lim supx→∞ is replaced by supx≥0 in the definition P . This functional was
adopted in [21], where an assertion equivalent to Theorem 2.2 was proved.
We mention that the class MT of linear functionals can be viewed as a continuous
analogue of the classical notion of Banach limits. Recall that a Banach limit is a
continuous linear functional ϕ on l∞ such that ϕ ≥ 0, ‖ϕ‖ = 1, and ϕ invariant with
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respect to the translation operator T : l∞ → l∞, Tφ(n) = φ(n + 1). Let B be the
sublinear functional on l∞ defined by
B(φ) = lim
k→∞
lim sup
n→∞
1
k
n+k−1∑
i=n
φ(i), φ ∈ l∞.
The following result was reported in [12]: for ϕ ∈ l∗∞, ϕ is a Banach limit if and only
if ϕ(φ) ≤ B(φ) holds for every φ ∈ l∞ (see also [20]). Notice that the functional
P is a continuous analogue of B obtained by replacing the discrete summation with
integration. For a more detailed exposition of translation-invariant linear functionals
on Cbu(R) (or L
∞(R)), see [3, 15, 21].
We use some results from the theory of Fourier analysis on L1(R) and L∞(R). We
refer the reader to [18] for details. Recall that the group algebra L1(R) is a Banach
algebra, the product of which is the convolution ∗. Let I be a closed ideal of L1(R).
The zero set Z(I) of an ideal I is defined by Z(I) = {ξ ∈ R : fˆ(ξ) = 0 ∀f ∈ I}. Z(I)
is always closed and for each closed set E of R, there exists a closed ideal I such that
Z(I) = E. In particular, a closed set E, which is the zero set of a unique ideal I of
L1(R), is referred to as a spectral synthesis set. In other words, E ⊂ R is a spectral
synthesis set if and only if I = J holds for any closed ideals I and J of L1(R) with
Z(I) = Z(J) = E. The following is a sufficient condition for a closed set E of R to be
a spectral synthesis set (see [18]).
Theorem 2.3. Let E be a closed set of R, the boundary of which contains no perfect
set. Then, E is a spectral synthesis set.
Note that the celebrated Wiener’s Tauberian theorem can be viewed as a special
case of this result for E = ∅.
Theorem 2.4. Let I be a closed ideal of L1(R) and Z(I) = ∅. Then, I = L1(R) holds.
In this paper, we also need a special case of this result in which E is the singleton
{0}.
Now, recall that L∞(R) is a dual space of L1(R). For any closed ideal I of L1(R), its
annihilator Φ = I⊥ = {φ ∈ L∞(R) : 〈f, φ〉 = 0 for every f ∈ I} in L∞(R) is a weak*-
closed translation invariant subspace. Conversely, the annihilator I = Φ⊥ of each
weak*-closed translation subspace Φ is a closed ideal of L1(R). By using the duality
between these classes of subspaces of L1(R) and L∞(R), the above result on closed
ideals of L1(R) can be transferred to the context of weak*-closed invariant subspaces
of L∞(R), which play an important role in our study. For a weak*-closed invariant
subspace Φ of L∞(R), its spectrum σ(Φ) in the sense of spectral synthesis is defined by
σ(Φ) = {λ ∈ C : eiλx ∈ Φ}, i.e., the continuous characters of R contained in Φ. σ(Φ) is
always closed, and for each closed set E of R, there exists a weak*-closed translation
invariant subspace of L∞(R) such that σ(Φ) = E. A closed subset E, which is the
spectrum σ(Φ) of the unique Φ, is called a spectral synthesis set. This definition of
spectral synthesis sets is equivalent to the aforementioned one, as can be verified by
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the relation σ(Φ) = Z(I) for I = Φ⊥. Suppose that σ(Φ) is a spectral synthesis set.
Let us consider the weak*-closed translation-invariant subspace Φ1 generated by σ(Φ).
Then, Φ = Φ1 holds. These facts, in conjunction with Theorem 2.3, imply the following
result.
Theorem 2.5. Let Φ be a weak*-closed translation-invariant subspace of L∞(R) such
that the boundary of its spectrum σ(Φ) contains no perfect set. Then, Φ is equal to the
weak*-closed translation-invariant subspace generated by σ(Φ).
In particular, we need the following special case of the above theorem, where the
spectrum is the singleton {0}.
Corollary 2.1. Let Φ be a weak*-closed invariant subspace of L∞(R) with σ(Φ) = {0}.
Then, Φ is the subspace of L∞(R) consisting of the constant functions.
Now, we prove the assertion that L1♭ (R) = L
1
♯ (R).
Theorem 2.6. L1♭ (R) = L
1
♯ (R) holds.
Proof . It is known by definition that L1♯ (R) ⊆ L
1
♭ (R). Thus, it is sufficient to show
the opposite inclusion. Suppose that f ∈ L1♭ (R). First, we show that fˆ(ξ) = 1 only at
the point ξ = 0. In fact, suppose that for a ξ ∈ R \ {0},
fˆ(ξ) =
∫ ∞
−∞
f(x)e−iξxdx =
∫ ∞
−∞
f(x) cos(ξx)dx− i
∫ ∞
−∞
f(x) sin(ξx)dx = 1.
It follows immediately that the first term is 1 and the second term is 0. From the
assumption that fˆ(0) = 1 and f ≥ 0, if∫ ∞
−∞
f(x) cos(ξx)dx = 1
holds, then it is necessary that f = 0 on the subset of R at which cos(ξx) is negative,
i.e., {x ∈ R : cos(ξx) < 0} = ∪∞n=−∞(
π
2ξ
+ 2nπ
ξ
, 3
2ξ
pi + 2nπ
ξ
). Assume that this condition
is satisfied. Then we have∫ ∞
−∞
f(x) cos(ξx)dx =
∞∑
n=−∞
∫ π
2ξ
+ 2nπ
ξ
− π
2ξ
+ 2nπ
ξ
f(x) cos(ξx)dx
<
∞∑
n=−∞
∫ π
2ξ
+ 2nπ
ξ
− π
2ξ
+ 2nπ
ξ
f(x)dx = 1
since the Lebesgue measure of the set of points at which cos(ξx) = 1 is 0. This
contradicts the assumption. Since the space L1♭ (R) is translation invariant, we can
generalize the above result to the case of absolute values of fˆ(ξ) through the following
argument. Suppose that for a ξ0 ∈ R \ {0},
|fˆ(ξ0)| =
∣∣∣∣
∫ ∞
−∞
f(x)e−iξ0xdx
∣∣∣∣ = 1.
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Let the argument of fˆ(ξ0) be θ0. Hence, we have
e−iθ0 fˆ(ξ0) = 1⇐⇒ e
−iθ0
∫ ∞
−∞
f(x)e−iξ0xdx = 1
⇐⇒
∫ ∞
−∞
f(x)e−i(ξ0x+θ0)dx = 1.
By using x = y − θ0/ξ0 and integration by substitution, we have∫ ∞
−∞
f(x)e−i(ξ0x+θ0)dx =
∫ ∞
−∞
f
(
y −
θ0
ξ0
)
e−iξ0ydy = 1.
This means that (f−θ0/ξ0) ˆ (ξ0) = 1. However, it is obvious that f−θ0/ξ0 ∈ L
1
♭ (R).
Since we have assumed ξ0 6= 0, this result contradicts the result presented above. This
completes the proof.
3. Convolution-invariant functionals on L∞(R)
In this section, we characterize F -invariant functionals, where the convolution oper-
ator F is induced by the elements f in L1∗(R). First, we obtain a characterization of
F -invariant functionals on Cbu(R), which in turn is used to derive that of F -invariant
functionals on L∞(R).
Theorem 3.1. For any φ ∈ Cbu(R) and ϕ ∈ L
∞(R)∗,
(F ∗ϕ)(φ) =
∫ ∞
−∞
ϕ(φt)f(−t)dt
holds true.
Proof . Since the function Tsφ : (−∞,∞)→ Cbu(R) is continuous, it is Cbu(R)-valued
Bochner f(x)dx-integrable. Thus, from Corollary 2 of [20, p.134], we have
(F ∗ϕ)(φ) = ϕ(Fφ) = ϕ
(∫ ∞
−∞
φ(x− t)f(t)dt
)
= ϕ
(∫ ∞
−∞
φ−t(x)f(t)dt
)
=
∫ ∞
−∞
ϕ(φ−t)f(t)dt.
The proof is thus complete.
The following corollary follows immediately.
Corollary 3.1. For any φ ∈ Cbu(R) and ϕ ∈ L
∞(R)∗, let ψ(s) = ϕ(φs), where s ∈ R.
Then, we have
(F ∗ϕ)(φs) =
∫ ∞
−∞
ϕ(φt)f(s− t)dt = (ψ ∗ f)(s).
Note that ψ is in Cbu(R). Hence, if ϕ ∈ L
∞(R)∗ is F -invariant, then for any φ ∈
Cbu(R), we have
ψ(x) = Fψ(x),
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where ψ(x) = ϕ(φx) with x ∈ R. This implies that ψ is an eigenfunction of the
convolution operator F with an eigenvalue one.
Now, we study some basic properties of convolution operators F on L∞(R):
F : L∞(R)→ L∞(R), (Fφ)(x) = (f ∗ φ)(x).
First, we show the weak* continuity of convolution operators.
Theorem 3.2. F is a weak*-continuous linear operator on L∞(R).
Proof . Suppose that φα, φ ∈ L
∞(R), and w∗- limα φα = φ, i.e., the net {φα} converges
to φ in the weak* sense. It is sufficient to show that w∗- limα f ∗ φα = f ∗ φ. In other
words, for every g ∈ L1(R), we show that
lim
α
∫ ∞
−∞
(φα ∗ f)(x)g(−x)dx =
∫ ∞
−∞
(φ ∗ f)(x)g(−x)dx.
Notice that this equality is equal to
lim
α
∫ ∞
−∞
φα(x)(f ∗ g)(−x)dx =
∫ ∞
−∞
φ(x)(f ∗ g)(−x)dx.
From the assumption that φα converges φ in the weak* sense, we obtain the theorem.
We can now determine the spectrum of F . From [11] of Theorem 13.2, we have the
following result.
Theorem 3.3. For any convolution operator F , its spectrum σ(F ) is {0} ∪ {λ ∈ C :
fˆ(x) = λ for some x ∈ R}. In particular, σ(F ) \ {0} consists of point spectra of F .
We now consider the space of eigenfunctions of a convolution operator F . Let λ ∈
σp(F ) be an eigenvalue of F and Eλ(F ) = {φ ∈ L
∞(R) : Fφ = λφ} be the eigenfunction
space of F with respect to the eigenvalue λ. The following results concerning the space
Eλ(F ) are now obtained.
Theorem 3.4. Eλ(F ) is a weak*-closed invariant subspace of L
∞(R).
Proof . Suppose that φ ∈ Eλ(F ), i.e., (f ∗ φ)(x) = λφ(x) for every x ∈ R. Then, we
have (f ∗φs)(x) = (f ∗φ)(x+ s) = λφ(x+ s) = λφs(x) for every s ∈ R. Thus, Eλ(F ) is
translation invariant. The assertion that Eλ(F ) is weak*-closed is clear from Theorem
3.2.
Theorem 3.5. The spectrum of Eλ(F ) in the sense of spectral synthesis is {ξ ∈ R :
fˆ(ξ) = λ}.
Proof . For any ξ ∈ R, eiξx ∈ Eλ(F ) if and only if f ∗ eξ = λeξ. This implies that
fˆ(ξ)eξ = λeξ, from which we obtain the result immediately.
Based on these results, we can deduce the following characterization of F -invariant
functionals on Cbu(R).
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Theorem 3.6. Let f ∈ L1∗(R) and ϕ ∈ Cbu(R)
∗. Then, ϕ is F -invariant if and only if
ϕ is translation invariant.
Proof . Let us assume that ϕ is F -invariant. We show that ϕ(Tsφ) = ϕ(φ) for every
φ ∈ Cbu(R) and s ∈ R. From Corollary 3.1, for any φ ∈ Cbu(R), we have
ϕ(φs) =
∫ ∞
−∞
ϕ(φt)f(s− t)dt.
Thus, we obtain ψ(s) = ϕ(φs) ∈ E1(F ). However, σ(E1(F )) = {0} from Theorem 3.5
and the assumption on f . This implies that E1(F ) = R from Corollary 2.1, i.e., that
they are constant functions. Hence, we have ϕ(φs) = ψ(s) = ψ(0) = ϕ(φ) for every
φ ∈ Cbu(R) and s ∈ R. Hence, ϕ is translation invariant on Cbu(R).
Suppose that ϕ is in MT , that is, translation invariant. We show that ϕ is F -
invariant. As indicated in Theorem 3.1, we have
(F ∗ϕ)(φ) =
∫ ∞
−∞
ϕ(φt)f(−t)dt =
∫ ∞
−∞
ϕ(φ)f(−t)
= ϕ(φ)
∫ ∞
−∞
f(−t)dt = ϕ(φ),
which shows that ϕ is F-invariant. This completes the proof.
The lemma below is necessary to obtain the characterization of MF .
Lemma 3.1. For any φ ∈ L∞(R) and f ∈ L1(R) with fˆ(0) = 1, P (f ∗ φ − φ) = 0
holds.
Proof . First, through direct computation, we can obtain
P (φ− f ∗ φ) = lim
θ→∞
lim sup
x→∞
1
θ
∫ x+θ
x
(φ− f ∗ φ)(t)dt
= lim
θ→∞
lim sup
x→∞
1
θ
∫ x+θ
x
{
φ(t)−
∫ ∞
−∞
φ(t− s)f(s)ds
}
dt
= lim
θ→∞
lim sup
x→∞
1
θ
∫ x+θ
x
∫ ∞
−∞
{φ(t)− φ(t− s)}f(s)dsdt
= lim
θ→∞
lim sup
x→∞
1
θ
∫ x+θ
x
{φ(t)− φ(t− s)}dt
∫ ∞
−∞
f(s)ds.
For any ε > 0, we can choose R > 0 such that
∫ R
−R
f(s)ds > 1− ε. Observe that∣∣∣∣1θ
∫ x+θ
x
{φ(t)− φ(t− s)}dt
∣∣∣∣ =
∣∣∣∣1θ
∫ x
x−s
φ(t)dt+
1
θ
∫ x+θ
x+θ−s
φ(t)dt
∣∣∣∣
≤
2‖φ‖∞s
θ
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and ∣∣∣∣1θ
∫ x+θ
x
{φ(t)− φ(t− s)}dt
∣∣∣∣ ≤ 1θ · 2‖φ‖∞θ = 2‖φ‖∞.
Hence, we have ∣∣∣∣1θ
∫ x+θ
x
{φ(t)− φ(t− s)}dt
∫ ∞
−∞
f(s)ds
∣∣∣∣
≤
∣∣∣∣1θ
∫ x+θ
x
{φ(t)− φ(t− s)}dt
∫ R
−R
f(s)ds
∣∣∣∣
+
∣∣∣∣1θ
∫ x+θ
x
{φ(t)− φ(t− s)}dt
∫
(−∞,−R]∪[R,∞)
f(s)ds
∣∣∣∣
≤
2‖φ‖∞R
θ
+ 2‖φ‖∞ε,
which tends to 0 as θ tends to ∞. Thus, we obtain the lemma.
Corollary 3.2. For any φ ∈ L∞(R) and f ∈ L1(R) with fˆ(0) = 1, P (f ∗ φ) = P (φ)
holds.
We provide a characterization of F -invariant means MF for a convolution operator
induced by an element in L1∗(R).
Theorem 3.7. Let f ∈ L1∗(R) and F be the induced convolution operator. For ϕ ∈
L∞(R)∗, ϕ ∈MF if and only if
ϕ(φ) ≤ P (φ)
holds for every φ ∈ L∞(R).
Proof . Suppose that ϕ is in MF . From Theorem 3.6, ϕ is translation invariant on
Cbu(R) and is thus in MT . Then, from Theorem 2.2,
ϕ(φ) ≤ P (φ)
holds for every φ ∈ Cbu(R). For φ ∈ L
∞(R), from Corollary 3.2 and the F -invariance
of ϕ, we have
ϕ(φ) = ϕ(f ∗ φ) ≤ P (f ∗ φ) = P (φ),
which proves the necessity. Conversely, if
ϕ(φ) ≤ P (φ)
holds for every φ ∈ L∞(R), then it is valid that
P (φ− f ∗ φ) ≤ ϕ(φ− f ∗ φ) ≤ P (φ− f ∗ φ).
From the proof of Lemma 3.1, it is easy to see that P (φ − f ∗ φ) = 0 is also valid.
Thus, we have
ϕ(φ− f ∗ φ) = 0.
Hence,
F ∗ϕ(φ) = ϕ(φ)
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holds for every φ ∈ L∞(R), which implies that ϕ is F -invariant.
Corollary 3.3. Let f ∈ L♭(R). Then, MF = T(R) holds. In other words, a mean m
is L1♭ (R)-invariant if and only if it is F -invariant.
Moreover, under the additional assumption on f that f ≥ 0, we have the following
theorem concerning general F -invariant functionals MF .
Theorem 3.8. Let F be a convolution operator induced by an element f of L1♭ (R).
Then, for any ϕ ∈ MF , ϕ admits the Jordan decomposition in MF , i.e., there exist
some positive elements ϕ+ and ϕ− in MF such that
ϕ = ϕ+ − ϕ−, ‖ϕ‖ = ‖ϕ+‖+ ‖ϕ−‖
hold.
Proof . Let us denote by ϕ0 the restriction of ϕ to Cbu(R). Since ϕ0 is translation
invariant on Cbu(R) as per Theorem 3.6, ϕ0 can be decomposed using Theorem 2.1 as
ϕ0 = ϕ0,+ − ϕ0,−,
where ϕ0,+, ϕ0,− ∈MT are positive and ‖ϕ0‖ = ‖ϕ0,+‖+ ‖ϕ0,−‖. We define continuous
linear functionals ϕ0,+ and ϕ0,− on L
∞(R), which are positive and F -invariant, as
ϕ0,+(φ) = ϕ0,+(Fφ), ϕ0,−(φ) = ϕ0,−(Fφ).
The positivity of ϕ0,+ and ϕ0,− follows from the positivity of ϕ0,+, ϕ0,−, and F . The
F -invariance of ϕ0,+ and ϕ0,− is straightforward from their definitions. Furthermore,
note that both ϕ0,+ and ϕ0,− are extensions of ϕ0,+ and ϕ0,−, respectively. In fact,
since ϕ0,+ and ϕ0,− are in MT , they are also F -invariant on Cbu(R). Thus, for any
φ ∈ Cbu(R), we have ϕ0,+(φ) = ϕ0,+(Fφ) = ϕ0,+(φ). In the same way, we can show
that ϕ0,−(φ) = ϕ0,−(φ) for every φ ∈ Cbu(R). Observe that
|ϕ0,+(φ)| = |ϕ0,+(f ∗ φ)| ≤ ‖ϕ0,+‖ · ‖f ∗ φ‖∞ ≤ ‖ϕ0,+‖ · ‖φ‖∞,
which implies that ‖ϕ0,+‖ ≤ ‖ϕ0,+‖. Note that ‖ϕ0,+‖ ≥ ‖ϕ0,+‖ follows because ϕ0,+
is an extension of ϕ0,+. Thus, we obtain ‖ϕ0,+‖ = ‖ϕ0,+‖. In the same way, we have
‖ϕ0,−‖ = ‖ϕ0,−‖.
We set ϕ0 = ϕ0,+ − ϕ0,−. Then, ϕ0 is clearly F -invariant. Note that ϕ0 = ϕ on
Cbu(R), which implies that ϕ0 = ϕ from the F -invariance of ϕ0 and ϕ. We also note
that ‖ϕ0‖ = ‖ϕ0‖ can be proved as above. Thus, we obtain
‖ϕ‖ = ‖ϕ0‖ = ‖ϕ0‖ = ‖ϕ0,+‖+ ‖ϕ0,−‖ = ‖ϕ0,+‖+ ‖ϕ0,−‖.
Therefore, by setting ϕ+ := ϕ0,+ and ϕ− := ϕ0,−, we obtain the desired decomposition
of ϕ.
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4. Iteration of sublinear functional F
In this section, we deal with sublinear functionals F∞ induced by a functional F
through infinite iteration. We need the following result from operator theory (see [13]):
for any contraction U on a Banach space X , we put
Γ(U) = σ(U) ∩ Γ,
where σ(U) denotes the spectrum of U and Γ denotes the unit circle {z ∈ C : |z| = 1}.
Here, Γ(U) is called the peripheral spectrum of U .
Theorem 4.1. Let U be a linear contraction on a Banach spaceX. Then, limn→∞ ‖U
n−
Un+1‖ = 0 if and only if the peripheral spectrum Γ(U) of U consists of at most the
point z = 1.
By using this theorem and the results in Section 3, we can obtain the following result.
Theorem 4.2. Let f ∈ L1♭ (R) and F be the induced convolution operator. Then,
F∞(φ) = P (φ)
holds for every φ ∈ L∞(R).
Proof . First, note that the convolution operator F induced by f ∈ L1♭ (R) satisfies
‖F‖ = 1 from the assumption that fˆ(0) = 1 and f ≥ 0. Thus, F is a contraction on
L∞(R). Furthermore, from Theorems 2.6 and 3.3, Γ(F ) = 1 holds. Thus, consideration
of Theorem 4.1 yields
lim
n→∞
‖F n − F n+1‖ = 0.
Thus, for any φ ∈ L∞(R), we have
lim
n→∞
‖F nφ− F n+1φ‖∞ = 0.
Additionally, for each φ ∈ L∞(R),
F∞(φ− Fφ) = lim
n→∞
F n(φ− Fφ) = lim
n→∞
lim sup
x→∞
F n(φ(x)− Fφ(x))
= lim
n→∞
lim sup
x→∞
(F nφ(x)− F n+1φ(x))
≤ lim
n→∞
‖F nφ− F n+1φ‖∞ = 0.
Note that, in the same way, F∞(φ − f ∗ φ) = 0 can also be proved. Let P and F∞
be the weak*-closed convex subsets of L∞(R)∗; they are defined by ϕ ∈ P if and only
if ϕ(φ) ≤ P (φ) for all φ ∈ L∞(R) and ϕ ∈ F∞ if and only if ϕ(φ) ≤ F∞(φ) for all
φ ∈ L∞(R), respectively. Since
F∞(φ− f ∗ φ) ≤ ϕ(φ− f ∗ φ) ≤ F∞(φ− f ∗ φ)
holds for each ϕ ∈ F∞, for any ϕ ∈ F∞, ϕ is F -invariant. Therefore, from Theorem
3.7, ϕ ∈ P holds. Hence, we have
F∞(φ) = sup
ϕ∈F∞
ϕ(φ) ≤ sup
ϕ∈P
ϕ(φ) = P (φ)
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for every φ ∈ L∞(R). Conversely, from Corollary 3.2, note that the sublinear functional
P (φ) is F -invariant, i.e., P (φ) = P (Fφ) = P (F 2φ) = · · · = P (F kφ) = · · · holds for
every φ ∈ L∞(R). Hence, for each k ≥ 1, we have
P (φ) = P (F kφ) ≤ lim sup
x→∞
F kφ(x) = F k(φ).
Thus, we obtain
P (φ) ≤ lim
k→∞
F k(φ) = F∞(φ).
Hence, we have obtained the desired equation
F∞(φ) = P (φ)
for each φ ∈ L∞(R).
In conjunction with Theorems 3.7 and 3.8, we obtain the following.
Theorem 4.3. Let f ∈ L1♭ (R) and F be the induced convolution operator. Then, for
ϕ ∈ L∞(R)∗, ϕ ∈MF if and only if
ϕ(φ) ≤ P (φ)
holds for every φ ∈ L∞(R). For ϕ ∈ MF , there exists unique elements ϕ+ and ϕ− in
MF and nonnegative numbers α and β such that
ϕ = αϕ+ − βϕ−, ‖ϕ‖ = α‖ϕ+‖+ β‖ϕ−‖.
Furthermore, for every φ ∈ L∞(R), the formula
F∞(φ) = P (φ)
holds.
5. Relationship between Wiener’s Tauberian theorem and almost
convergence
In this section, we deal with the relationship between two summability methods on
L∞(R), i.e., summability methods defined via a convolution operator F and a contin-
uous analogue of almost convergence. For any f ∈ L1(R), let us define a summability
method F by
F (φ) = lim
x→∞
∫ ∞
−∞
φ(x− t)f(t)dt,
provided that the limit exists. Note that the functional F (φ) := −F (−φ) on L∞(R)
can be expressed by
F (φ) = lim inf
x→∞
∫ ∞
−∞
φ(x− t)f(t)dt.
It is then obvious that F (φ) = α if and only if F (φ) = F (φ) = α. A particularly
important case is when f ∈ L1(R) is a Wiener kernel, i.e., the zero set Z(f) of the
Fourier transform of f is empty. The importance of Wiener kernels is illustrated by
Wiener’s Tauberian theorem, which is formulated as follows.
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Theorem 5.1. Let f ∈ L1(R) be a Wiener kernel with fˆ(0) = 1. Let g ∈ L1(R) with
gˆ(0) = 1. Then, for any φ ∈ L∞(R), if
lim
x→∞
∫ ∞
−∞
φ(x− t)f(t)dt = α,
then
lim
x→∞
∫ ∞
−∞
φ(x− t)g(t)dt = α.
We now refer to the following simple observation that yields a simpler formulation
of Wiener’s Tauberian theorem.
Theorem 5.2. Let f ∈ L1(R) be a Wiener kernel with fˆ(0) = 1. Then, for any
φ ∈ L∞(R), if
lim
x→∞
∫ ∞
−∞
φ(x− t)f(t)dt = α,
then
w∗- lim
s
φs(x) = α,
where the symbol w∗- lim denotes the limit in the weak*-topology of L∞(R).
Proof . Since a limit is translation invariant, for any s ∈ R, we have
lim
x→∞
∫ ∞
−∞
φ(x− t)f(t)dt = 0⇐⇒ lim
x→∞
∫ ∞
−∞
φx(−t)f(t)dt = 0
⇐⇒ lim
x→∞
∫ ∞
−∞
φx(t + s)f(−t)dt = 0
⇐⇒ lim
x→∞
∫ ∞
−∞
φx(t)f(s− t)dt = 0.
Hence, for any element h in the closed linear hull of the translates {fs(−t)}s∈R, we
have
lim
x→∞
∫ ∞
−∞
φx(t)h(t)dt = 0.
From the assumption that f is a Wiener kernel and fromTheorem 2.4, the functions h
consist of all functions in L1(R), and the result follows immediately.
This theorem implies that any summability method F induced by a Wiener ker-
nel f ∈ L1(R) with fˆ(0) = 1 is equivalent to the summability method W defined by
W (φ) = α if and only if w∗- lims φs(x) = α. Since the expression of W has the advan-
tage of being independent of specific Wiener kernels, we use it occasionally thereafter.
Now, we define a summability method via the functional P . Note that the functional
P (φ) := −P (−φ) can be expressed by
P (φ) = lim
θ→∞
lim inf
x→∞
1
θ
∫ x+θ
x
φ(t)dt.
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Then, for φ ∈ L∞(R), we define P (φ) = α if and only if P (φ) = P (φ) = α. As the
following theorems illustrate, this can be viewed as a continuous version of the classical
notion of almost convergence introduced by Lorentz ([16]).
Theorem 5.3. Let φ ∈ L∞(R). Then, P (φ) = α if and only if there exists a constant
R ≥ 0 for every ε > 0 such that if θ ≥ R, then∣∣∣∣1θ
∫ x+θ
x
φ(t)dt− α
∣∣∣∣ ≤ ε
for a sufficiently large x ≥ 0.
Proof . First, we prove the sufficiency. Suppose that the above assertion holds. We
show that P (φ) = P (φ) = α. For any fixed ε > 0, there exists R ≥ 0 such that if
θ ≥ R, then
α− ε ≤
1
θ
∫ x+θ
x
φ(t)dt ≤ α + ε
for a sufficiently large x ≥ 0. This implies that
α− ε ≤ lim inf
x→∞
1
θ
∫ x+θ
x
φ(t)dt ≤ lim sup
x→∞
∫ x+θ
x
φ(t)dt ≤ α + ε
whenever θ ≥ R. Since ε > 0 is arbitrary, we have
lim
θ→∞
lim inf
x→∞
1
θ
∫ x+θ
x
φ(t)dt = lim
θ→∞
lim sup
x→∞
∫ x+θ
x
φ(t)dt = α.
The desired result is thus obtained.
Next, we prove the necessity. Suppose that P (φ) = α, i.e., P (φ) = P (φ) = α. Then,
for any ε > 0, there exists a constant R ≥ 0 such that
lim inf
x→∞
1
θ
∫ x+θ
x
φ(t)dt ≥ α−
ε
2
and
lim sup
x→∞
1
θ
∫ x+θ
x
φ(t)dt ≤ α +
ε
2
whenever θ ≥ R. Furthermore, we can choose a constant Rθ ≥ 0 such that
α− ε ≤
1
θ
∫ x+θ
x
φ(t)dt ≤ α + ε
whenever x ≥ Rθ. Hence, for any ε > 0, there exists R ≥ 0 such that if θ ≥ R, then∣∣∣∣1θ
∫ x+θ
x
φ(t)dt− α
∣∣∣∣ ≤ ε
for x ≥ Rθ. The proof is now complete.
We note that this assertion is equivalent to the following apparently stronger condi-
tion.
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Theorem 5.4. Let φ ∈ L∞(R). Then, P (φ) = α if and only if
lim
θ→∞
1
θ
∫ x+θ
x
φ(t)dt = α
holds uniformly in x ≥ 0.
The proof is the same as the proof of Theorem 14 in [21], where the assertion is
proved for the elements of Cbu(R).
Now, we direct attention to the relationship between the summability methods F
and P . First, we show an Abelian theorem. The following result shows that almost
convergence P is stronger than any summability method F induced by f ∈ L1(R) with
fˆ(0) = 1.
Theorem 5.5. Let φ ∈ L∞(R). Further, let f ∈ L1(R) satisfy fˆ(0) = 1. If
lim
x→∞
∫ ∞
−∞
φ(t)f(x− t)dt = α,
then
P (φ) = α.
Proof . Let φ ∈ L∞(R). From Corollary 3.2, we have
P (φ) = P (f ∗ φ) ≤ lim sup
x→∞
(f ∗ φ)(x) = F (φ).
Further, we have
P (φ) = −P (−φ) = −P (−f ∗ φ) ≥ lim inf
x→∞
(f ∗ φ)(x) = F (φ).
Thus, we obtain the following relation:
F (φ) ≤ P (φ) ≤ P (φ) ≤ F (φ).
This implies the required result.
Next, we consider a Tauberian theorem, i.e., we show that under a certain condition,
P (φ) = α implies F (φ) = α. We begin with the following lemma.
Lemma 5.1. Let φ ∈ L∞(R). Then, the following conditions are equivalent:
(1) For every s ∈ R, w∗- limx(φx+s − φx) = 0, i.e., W (φs − φ) = 0;
(2)
∫∞
−∞
φ(x− t)f(t)dt = 0 for an f ∈ L1(R) with Z(f) = {0}.
Proof . (1) ⇒ (2): Let f ∈ L1(R) be such that Z(f) = ∅, and let s be a real number.
Then, from assumption (1), we have
lim
x→∞
∫ ∞
−∞
{φx+s(t)− φx(t)}f(−t)dt = 0
⇐⇒ lim
x→∞
∫ ∞
−∞
φx(t){f(s− t)− f(−t)}dt = 0
⇐⇒ lim
x→∞
∫ ∞
−∞
φ(x− t){fs(t)− f(t)}dt = 0.
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Substitute gs = fs − f and then gˆs(ξ) = (e
isξ − 1)fˆ(ξ). Since we have assumed that
Z(f) = ∅ and that s is arbitrary, the zero set of the closed linear hull of the translates
of functions {gs}s∈R is {0}. Since {0} is a spectral synthesis set, for any h ∈ L
1(R)
with Z(h) = {0}, we have H(φ) = 0; thus, (2) holds.
(2) ⇒ (1): This can be proved in the same way as above.
Theorem 5.6. Let φ ∈ L∞(R). Then W (φ) = α if and only if P (φ) = α and one of
the two conditions in Lemma 5.1 holds. In other words, either condition of Lemma 5.1
is a Tauberian condition under which P summability implies F summability.
Proof . The necessity is self-evident. Thus, we prove the sufficiency. Note that from
Theorem 5.1, without loss of generality, we can assume that the Wiener kernel f is in
L1♭ (R). Observe that∫ ∞
−∞
{φ(t)− (Fφ)(t)}f(x− t)dt =
∫ ∞
−∞
φ(t){f(x− t)− f ∗2(x− t)}dt.
Substitute g = f − f ∗2. Then, we have gˆ(ξ) = fˆ(ξ)(1 − fˆ(ξ)). Thus, we obtain
Z(g) = {0}. From the assumption, the right-hand side of the above equation is 0.
Hence, we have F (φ − Fφ) = 0, which implies that F (F kφ − F k+1φ) = 0 for every
k ≥ 1. From Theorem 4.2, we have
F (φ) = F (φ− Fφ+ Fφ− F 2φ+ F 2φ− · · · − F kφ+ F kφ)
= F (φ− Fφ) + F (Fφ− F 2φ) + · · ·F (F k−1φ− F kφ) + F (F kφ)
= F (F kφ) = F k+1(φ)
for every k ≥ 1. Hence, we obtain
F (φ) = lim
k→∞
F k(φ) = P (φ) = α.
In the same way, we have
F (φ) = lim
k→∞
F k(φ) = P (φ) = α.
Therefore, we obtain the result F (φ) = F (φ) = F (φ) = α.
6. Mellin convolution-invariant functionals on L∞(R×)
In this section, we deal with a multiplicative version of the results in the preceding
sections. Let L∞(R×) be the set of all essentially bounded functions on R× and let
L1(R×) be the group algebra of R×. Note that the Haar measure of the positive
multiplicative group R× is dt
t
. For any g ∈ L1(R×), let the symbol G denote the
convolution operator as follows:
G : L∞(R×)→ L∞(R×), (Gφ)(x) = (g
M
∗ φ)(x), φ ∈ L∞(R×),
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where the Mellin convolution
M
∗ of φ ∈ L∞(R×) and g ∈ L1(R×) is defined by
(g
M
∗ φ)(x) =
∫ ∞
0
φ(x/t)g(t)
dt
t
=
∫ ∞
0
φ(t)g(x/t)
dt
t
.
Let L1∗(R
×) be the set of functions g in L1(R×) such that gˆ(ξ) = 1 only at the point
ξ = 0. Here, gˆ is the Fourier transform of g and is defined by
gˆ(x) =
∫ ∞
0
g(t)tix
dt
t
,
where tix = eix log t. Let L1♭ (R
×) be the set of functions g in L1(R×) such that g ≥ 0 and
gˆ(0) = 1. Further, we define L1♯ (R
×) as the set of functions g in L1(R×) such that g ≥ 0,
gˆ(0) = 1, and |gˆ(ξ)| = 1 only at the point ξ = 0. The relation L1♯ (R
×) ⊆ L1∗(R
×) follows
immediately from the definitions. Further, we have L1♭ (R
×) = L1♯ (R
×), the proof of
which is the same as that of Theorem 2.6. Thus, we can also show that g ∈ L1♭ (R
×) if
and only if g ∈ L1∗(R
×) and g ≥ 0.
Let L∞(R×)∗ be the dual space of L∞(R×) and G∗ be the adjoint operator of G:
G∗ : L∞(R×)∗ → L∞(R×)∗, (G∗ϕ)(φ) = ϕ(Gφ).
Now, we consider G-invariant linear functionals, i.e., ϕ ∈ L∞(R×)∗ with G∗ϕ = ϕ,
which vanish on L∞(R×)0,+. Let us denote byMG the set of all G-invariant functionals
and by MG the set of all G-invariant means, which is the subset of MG with elements
that satisfy the conditions ϕ ≥ 0 and ‖ϕ‖ = 1.
An important fact is that through the results on the additive group of R, we can
obtain analogous results for Sections 3, 4, and 5 in the multiplicative setting.
Let us define the isometry W of L∞(R×) onto L∞(R) as follows:
W : L∞(R×)→ L∞(R), (Wφ)(x) = φ(ex).
Let W ∗ : L∞(R)∗ → L∞(R×)∗ be its adjoint operator. For any f ∈ L1(R), let us define
a function g in L1(R×) by g(x) = f(log x). The following commutative diagram is then
obtained and can be proved easily through integration by substitution:
L∞(R×)
G
−−−→ L∞(R×)
W
y yW
L∞(R)
F
−−−→ L∞(R)
Notice that the mapping L1(R) ∋ f(x) 7→ g = f(log x) ∈ L1(R×) preserves the order
and spectral properties, that is, f ∈ L1∗(R) if and only if g ∈ L
1
∗(R
×), f ∈ L1♯ (R) if and
only if g ∈ L1♯ (R
×), and f ∈ L1♭ (R) if and only if g ∈ L
1
♭ (R
×).
Assume that ϕ ∈ L∞(R)∗ is F -invariant. Then, W ∗ϕ is G-invariant. In fact, since
G =W−1FW from the above diagram, we have
(G∗(W ∗ϕ))(φ) = (W ∗ϕ)(Gφ) = ϕ(WGφ) = ϕ(FWφ) = ϕ(Wφ) = (W ∗ϕ)(φ)
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for every φ ∈ L∞(R×). Thus, G∗W ∗ϕ = W ∗ϕ, and W ∗ϕ is G-invariant. Consequently,
we have proved the following result: the restriction of W ∗ to MF ,
W ∗ :MF →MG,
is a linear isomorphism between MF and MG. It is also clear that the restriction of
W ∗ to MF ,
W ∗ : MF →MG,
is an affine isomorphism between MF and MG.
Let Q : L∞(R×)→ R be the sublinear functional defined by
Q(φ) = lim
θ→∞
lim sup
x→∞
1
log θ
∫ θx
x
φ(t)
dt
t
, φ ∈ L∞(R×).
We can then easily confirm the following result through direct computation (integration
by substitution).
Lemma 6.1. For every φ ∈ L∞(R×),
P (Wφ) = Q(φ)
holds.
We provide a multiplicative version of Theorems 3.7, 3.8, and 4.2 as follows:
Theorem 6.1. Let g ∈ L1∗(R
×) and G be the induced operator. Then, for ϕ ∈
L∞(R×)∗, ϕ ∈MG if and only if
ϕ(φ) ≤ Q(φ)
holds for every φ ∈ L∞(R×).
Proof . It is sufficient to prove that supψ∈MG ψ(φ) = Q(φ) for every φ ∈ L
∞(R×).
Note that for any ψ ∈ MG, there exists a ϕ ∈ MF such that W
∗ϕ = ψ from the fact
mentioned above. Thus, from Theorem 3.7 and Lemma 6.1, for any φ ∈ L∞(R×), we
have
sup
ψ∈MG
ψ(φ) = sup
ϕ∈MF
(W ∗ϕ)(φ) = sup
ϕ∈MF
ϕ(Wφ) = P (Wφ) = Q(φ).
The following is a corresponding expression for Theorem 3.8 that can be easily de-
duced via the isomorphism W ∗ of MF onto MG.
Theorem 6.2. Let G be a convolution operator induced by an element g of L1♭ (R
×).
Then, for any ϕ ∈ MG, ϕ admits the Jordan decomposition in MG, i.e., there exist
positive elements ϕ+ and ϕ− in MG such that
ϕ = ϕ+ − ϕ−, ‖ϕ‖ = ‖ϕ+‖+ ‖ϕ−‖.
The corresponding result for Theorem 4.2 is as follows.
Theorem 6.3. Let g ∈ L1♭ (R
×) and G be the induced convolution operator . Then,
G∞(φ) = Q(φ)
holds for every φ ∈ L∞(R×).
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Proof . We only show that G∞(φ − Gφ) = 0 for every φ ∈ L
∞(R×). The remainder
of the proof is similar to that for Theorem 4.2 and is left to the reader. Observe that
G∞(φ−Gφ) = lim
n→∞
Gn(φ−Gφ) = lim
n→∞
lim sup
x→∞
(Gnφ(x)−Gn+1φ(x))
= lim
n→∞
lim sup
x→∞
((W−1F nWφ)(x)− (W−1F n+1Wφ)(x))
= lim
n→∞
lim sup
x→∞
((F nWφ)(log x)− (F n+1Wφ)(logx))
≤ lim
n→∞
‖F nWφ− F n+1Wφ‖∞ = 0.
Note that in the last equation, we use a result from the proof of Theorem 4.2.
In conjunction with Theorems 6.1 and 6.2, we have the following.
Theorem 6.4. Let g ∈ L1♭ (R
×) and G be the induced convolution operator. Then, for
ϕ ∈ L∞(R×)∗, ϕ ∈MG if and only if
ϕ(φ) ≤ Q(φ)
holds for every φ ∈ L∞(R∞). For ϕ ∈MG, there exists unique elements ϕ+ and ϕ− in
MG and nonnegative numbers α and β such that
ϕ = αϕ+ − βϕ−, ‖ϕ‖ = α‖ϕ+‖+ β‖ϕ−‖.
Further, for every φ ∈ L∞(R×), the equation
G∞(φ) = Q(φ)
holds.
Now, let us consider an example. For r > 0, let us define gr(x) ∈ L
1
♭ (R
×) by
gr(x) =
{
rx−r if x ≥ 1,
0 if x < 1.
The corresponding convolution operator Gr : L
∞(R×)→ L∞(R×) is given as follows:
(Grφ)(x) =
∫ ∞
0
φ(t)r
(x
t
)−r dt
t
=
r
xr
∫ x
0
φ(t)tr−1dt,
where φ ∈ L∞(R×). In particular, for r = 1, we have the Hardy operator G1 = H .
From Theorem 6.4, we obtain the following result, which includes the main theorems
of [15] as a special case.
Theorem 6.5. For ϕ ∈ L∞(R×)∗, ϕ is a Gr-invariant mean if and only if
ϕ(φ) ≤ Q(φ)
holds for every φ ∈ L∞(R×). Further,
Gr,∞(φ) = Q(φ)
for every φ ∈ L∞(R×).
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Finally, we present an application to summability methods. In what follows, we
present only assertions without proofs since they are similar to those in Section 5. For
any g ∈ L1(R×), let us define the summability method G by
G(φ) = lim
x→∞
∫ ∞
0
φ(x/t)g(t)
dt
t
,
provided that the limit exists. For φ ∈ L∞(R×) and r > 0, let us define φ∗r(x) = φ(rx).
The multiplicative analogue of Theorem 5.2 is as follows.
Theorem 6.6. Let g ∈ L1(R×) satisfy Z(g) = ∅ and gˆ(0) = 1. Then, if
lim
x→∞
∫ ∞
0
φ(x/t)g(t)
dt
t
= α
for any φ ∈ L∞(R×), then
w∗- lim
r
φ∗r(x) = α,
where the symbol w∗- lim denotes the limit in the weak*-topology of L∞(R×).
Let W ∗ be the summability method on L∞(R×) defined by W ∗(φ) = α if and only
if w∗- limr φ
∗
r(x) = α. Further, let us define the summability method Q on L
∞(R×) by
Q(φ) = α if and only if Q(φ) = Q(φ) = α, where Q(φ) = −Q(−φ). Then, the following
result, which corresponds to Theorem 5.4, is obtained.
Theorem 6.7. Let φ ∈ L∞(R×). Then, Q(φ) = α if and only if
lim
θ→∞
1
log θ
∫ θx
x
φ(t)
dt
t
= α
holds uniformly in x ≥ 1.
Subsequently, we address Abelian and Tauberian theorems between summability
methods G and Q. Note that the following results are counterparts of Theorem 5.5,
Lemma 5.1, and Theorem 5.6, respectively.
Theorem 6.8. Let φ ∈ L∞(R×). Further, let g ∈ L1(R×) satisfy gˆ(0) = 1. If
lim
x→∞
∫ ∞
0
φ(t)g(x/t)
dt
t
= α,
then
Q(φ) = α.
Lemma 6.2. Let φ ∈ L∞(R×). Then, the following conditions are equivalent:
(1) For every r > 0, w∗- limx(φ
∗
rx − φ
∗
x) = 0, i.e., W
∗(φ∗r − φ) = 0;
(2)
∫∞
0
φ(x/t)g(t)dt = 0 for a g ∈ L1(R×) with Z(g) = {0}.
Theorem 6.9. Let φ ∈ L∞(R×). Then, W ∗(φ) = α if and only if Q(φ) = α and one
of the two conditions in Lemma 6.2 holds. In other words, either condition of Lemma
6.2 is a Tauberian condition under which Q summability implies G summability.
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7. Applications to Cesa`ro operators
In this section, we consider the means on l∞ of bounded functions on natural numbers
N invariant with respect to the Cesa`ro operator and their application to summability
methods on functions on N. Recall that the Cesa`ro operator is defined as follows:
C : l∞ → l∞, (Cφ)(n) =
1
n
n∑
i=1
φ(i),
where φ ∈ l∞. Cesa`ro invariant means are defined as the elements ϕ of l
∗
∞ of the dual
space of l∞ that satisfy ϕ ≥ 0, ‖ϕ‖ = 1, and C
∗ϕ = ϕ, where C∗ is the adjoint operator
of C. It is obvious that the Cesa`ro operator can be viewed as a discrete version of the
Hardy operator H on L∞(R×), which is defined as follows:
H : L∞(R×)→ L∞(R×), (Hφ)(x) =
1
x
∫ x
0
φ(t)dt.
We now consider the relationship between Cesa`ro-invariant functionals MC and
Hardy-invariant functionals MH . Specifically, we show that MC and MH are isomor-
phic, and based on this result, we obtain results similar to Theorem 6.5 pertaining to
the Cesa`ro-invariant means, which provide another proof of the results in [15, 19]. We
also present an application of these results to the C∞ summability method, which is a
generalization of the Cesa`ro or Ho¨lder summability methods.
For a function φ on N, recall that its Cesa`ro mean C(φ) is defined by the limit
C(φ) := lim
n→∞
1
n
n∑
i=1
φ(i),
provided that the limit exists. This is a summability method of the simplest type. One
of the simplest generalizations of the Cesa`ro mean is its iteration, i.e., by using the
Cesa`ro operator, the summability methods C1, C2, . . . Ck, . . . are defined by
C1(φ) := C(φ), C2(φ) := C(Cφ), . . . , Ck(φ) := Ck−1(Cφ), . . . .
These classical methods are called Ho¨lder summability methods (see [10]). Further-
more, we can define the C∞ summability method, which was originally introduced by
[9], by the limit of the sequence {Ck}k≥1 of the Ho¨lder summability methods. Let us
define the sublinear functionals {Ck}k≥1 on l∞ as
C1(φ) := C(φ) := lim sup
n→∞
1
n
n∑
i=1
φ(i),
and for k = 2, 3, · · · ,
Ck(φ) := Ck−1(Cφ) = C(C
k−1φ).
Further, we define the lower version Ck of Ck by
C1(φ) := C(φ) := lim inf
n→∞
1
n
n∑
i=1
φ(i),
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and for k = 2, 3, · · · ,
Ck(φ) := Ck−1(Cφ) = C(C
k−1φ).
It is obvious that for every φ ∈ l∞,
C(φ) ≥ C2(φ) ≥ . . . ≥ Cn(φ) ≥ . . . ≥ Cn(φ) ≥ . . . C2(φ) ≥ C(φ).
Thus, let us define the functionals C∞ and C∞ by
C∞(φ) = lim
k→∞
Ck(φ), C∞(φ) = lim
k→∞
Ck(φ),
respectively. The C∞ summability method is then defined as follows: for a function φ
on N, C∞(φ) = α if and only if C∞(φ) = C∞(φ) = α.
This summability method was studied by several researchers [4, 5, 6, 7, 8, 9]. [19] also
dealt with the sublinear functional C∞, though not from the perspective of summability
methods but rather from Cesa`ro-invariant means.
We obtain an analytic expression of the sublinear functional C∞, from which we can
deduce some of the properties of the C∞ summability method, including a necessary
and sufficient condition that a given φ ∈ l∞ is C∞ summable.
In what follows, the terms H-invariant and C-invariant mean Hardy invariant and
Cesa`ro invariant, respectively. We first show that MH and MC are isomorphic. Let us
define the linear operator V as follows:
V : l∞ → L
∞(R×), (V φ)(x) = φ([x+ 1]), x > 0.
Let us consider its adjoint operator V ∗ : L∞(R×)∗ → l∗∞ and show that V
∗ is a one-to-
one and onto mapping from MH to MC .
First, we show that if ϕ ∈ L∞(R×)∗ isH-invariant, then V ∗ϕ is C-invariant. Suppose
that ϕ ∈ MH . We show that C
∗V ∗ϕ(φ) = V ∗ϕ(φ) for every φ ∈ l∞. Note that
C∗V ∗ϕ(φ) = V ∗ϕ(Cφ) = ϕ(V Cφ), and
(V Cφ)(x) = (Cφ)([x+ 1]) =
1
[x+ 1]
[x+1]∑
i=1
φ(i)
=
1
[x+ 1]
∫ [x+1]
0
(V φ)(t)dt = (HV φ)([x+ 1])
holds. Observe that
|(HV φ)(x)− (HV φ)([x+ 1])| → 0 as x→∞.
Then, from the assumption that ϕ vanishes on L∞0,+(R), we have
C∗V ∗ϕ(φ) = ϕ(V Cφ) = ϕ(HV φ) = ϕ(V φ) = V ∗ϕ(φ).
Thus, we have proved that V ∗ maps MH into MC .
Next, we show that V ∗ : MH → MC is surjective. Let us define the linear operator
V1 as
V1 : L
∞(R×)→ l∞, (V1φ)(n) =
∫ n
n−1
φ(x)dx, n ≥ 1.
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Let V ∗1 : l
∗
∞ → L
∞(R×)∗ be its adjoint operator. We show that if ψ ∈ l∗∞ is C-invariant,
then V ∗1 ψ is H-invariant. Note that H
∗V ∗1 ψ(φ) = V
∗
1 ψ(Hφ) = ψ(V1Hφ). First, observe
that
CV1φ(n) =
1
n
n∑
i=1
(V1φ)(i) =
1
n
n∑
i=1
∫ i
i−1
φ(x)dx
=
1
n
∫ n
0
φ(t)dt = (Hφ)(n).
Note that
|(V1Hφ)(n)− (Hφ)(n)| =
∣∣∣∣
∫ n
n−1
(Hφ)(t)dt− (Hφ)(n)
∣∣∣∣
=
∣∣∣∣
∫ n
n−1
{(Hφ)(t)− (Hφ)(n)}dt
∣∣∣∣
≤ sup
x∈[n−1,n]
|(Hφ)(x)− (Hφ)(n)|
≤ sup
x∈[n−1,n]
1
n
|Hφ(x)|+
1
n
‖φ‖∞,
which tends to 0 as n→∞. Thus, we have
|(CV1φ)(n)− (V1Hφ)(n)| ≤ |(CV1φ)(n)− (Hφ)(n)|+ |(Hφ)(n)− (V1Hφ)(n)|
≤ sup
x∈[n−1,n]
1
n
|Hφ(x)|+
1
n
‖φ‖∞.
Since the last term tends to 0 as n → ∞, CV1φ(n)− V1Hφ(n) tends to 0 as n → ∞.
Therefore, we have
H∗V ∗1 ψ(φ) = ψ(V1Hφ) = ψ(CV1φ) = ψ(V1φ) = (V
∗
1 ψ)(φ).
We have shown that V ∗1 ψ is H-invariant if ψ is C-invariant. Moreover, notice that
V ∗(V ∗1 ψ) = ψ for every ψ ∈ l
∗
∞. In fact, for any φ ∈ l∞, we have
(V1V φ)(n) =
∫ n
n−1
(V φ)(t)dt =
∫ n
n−1
φ([t+ 1])dt
=
∫ n
n−1
φ(n)dt = φ(n).
This implies the required result immediately.
Now, given any ψ ∈ MC , ϕ = V
∗
1 ψ is in MH and V
∗ϕ = V ∗V ∗1 ψ = ψ. Thus,
V ∗ :MH →MC is surjective.
Finally, we show that V ∗ : MH → MC is injective. Suppose that V
∗ϕ = V ∗ϕ1
for ϕ, ϕ1 ∈ MH . It is sufficient to show that for any φ ∈ L
∞(R×), there exists a
ψ ∈ l∞ such that limx→∞ |(Hφ)(x) − (HV ψ)(x)| = 0. In fact, if this holds, we have
ϕ(φ) = ϕ(Hφ) = ϕ(HV ψ) = ϕ(V ψ) = V ∗ϕ(ψ) and, similarly, ϕ1(φ) = V
∗ϕ1(ψ). From
the assumption, we have ϕ(φ) = ϕ1(φ) for any φ ∈ L
∞(R×), and we obtain ϕ = ϕ1.
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If we set
ψ(n) :=
∫ n
n−1
φ(t)dt, n ≥ 1,
we have
(HV ψ)(x) =
1
x
∫ x
0
(V ψ)(t)dt =
1
x
[x]∑
i=1
∫ i
i−1
(V ψ)(t)dt+
1
x
∫ x
[x]
(V ψ)(t)dt
=
1
x
[x]∑
i=1
ψ(i) +
1
x
∫ x
[x]
ψ([x] + 1)dt
=
1
x
∫ [x]
0
φ(t)dt+
x− [x]
x
· ψ([x] + 1)
= (Hφ)(x)−
1
x
∫ x
[x]
φ(t)dt+
x− [x]
x
· ψ([x] + 1).
Since the second and third terms of the last expression tend to 0 as x → ∞, ψ is the
desired function. This completes the proof.
In particular, the restriction of V ∗ to MH is an affine isomorphism between MH
and MC , where MH and MC are the sets of H-invariant and HC-invariant means,
respectively. Now, we consider the maximal value attained by MC for any fixed φ ∈ l∞:
pC(φ) := sup
ψ∈MC
ψ(φ).
According to the above observation and Theorem 6.5, we have
sup
ψ∈MC
ψ(φ) = sup
ϕ∈MH
(V ∗ϕ)(φ) = sup
ϕ∈MH
ϕ(V φ)
= lim
θ→∞
lim sup
x→∞
1
log θ
∫ θx
x
(V φ)(t)
dt
t
= lim
θ→∞
lim sup
n→∞
1
log θ
∫ θn
n
(V φ)(t)
dt
t
.
Notice that (V φ)(t) = φ([t+ 1]). Then, we have
∫ θn
n
(V φ)(t)
dt
t
=
[θn]−1∑
i=n
φ(i+ 1)
∫ i+1
i
dt
t
+
∫ θn
[θn]
φ([θn] + 1)
dt
t
.
27
It is obvious that the second term tends to 0 as n→∞. Further, observe that∣∣∣∣∣
[θn]−1∑
i=n
φ(i+ 1)
∫ i+1
i
dt
t
−
∑
i∈[n,θn]
φ(i+ 1)
i
∣∣∣∣∣
≤
∣∣∣∣∣φ(n+ 1) ·
(
1
n
− log
(
1 +
1
n
))
+ φ(n+ 2) ·
(
1
n+ 1
− log
(
1 +
1
n + 1
))
+ · · ·
+ φ([θn]) ·
(
1
[θn]− 1
− log
(
1 +
1
[θn]− 1
))∣∣∣∣∣ +
∣∣∣∣φ([θn] + 1)[θn]
∣∣∣∣
≤ |φ(n+ 1)| ·
1
2
·
1
n2
+ |φ(n+ 2)| ·
1
2
·
1
(n+ 1)2
+ · · ·
+ |φ([θn])| ·
1
2
·
1
([θn]− 1)2
+
∣∣∣∣φ([θn] + 1)[θn]
∣∣∣∣
≤
‖φ‖∞
2
(
1
n2
+
1
(n + 1)2
+ . . .
1
([θn]− 1)2
)
+
‖φ‖∞
[θn]
.
The last expression tends to 0 as n→∞. Furthermore, observe that the difference∣∣∣∣∣∣
∑
i∈[n,θn]
φ(i)
i
−
∑
i∈[n,θn]
φ(i+ 1)
i
∣∣∣∣∣∣
tends to 0 as n→∞. Hence, we obtain the following:
pC(φ) = sup
ψ∈MC
ψ(φ) = lim
θ→∞
lim sup
n→∞
1
log θ
∑
i∈[n,θn]
φ(i)
i
.
We now consider the functional C∞. Note that for φ ∈ l∞,
Cφ(n) =
1
n
n∑
i=1
φ(i) =
1
n
∫ n
0
(V φ)(t)dt = (HV φ)(n).
Then, we have
C(φ) = lim sup
n→∞
(Cφ)(n) = lim sup
n→∞
(HV φ)(n) = H(V φ).
Hence, for each k ≥ 2, we have
Ck(φ) = Ck−1(Cφ) = Hk−1(HV φ) = Hk(V φ).
Therefore, we obtain
C∞(φ) = lim
k→∞
Ck(φ) = lim
k→∞
Hk(V φ) = Q(V φ) = pC(φ)
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from the above computation. We have obtained the analytic expression of C∞(φ):
C∞(φ) = lim
θ→∞
lim sup
n→∞
1
log θ
∑
i∈[n,θn]
φ(i)
i
, φ ∈ l∞.
The proof of the following characterization of C∞ summability is similar to that of
Theorem 6.7. Therefore, the proof is omitted.
Theorem 7.1. For φ ∈ l∞, φ is C∞ summable to the number α if and only if
lim
θ→∞
1
log θ
∑
i∈[n,θn]
φ(i)
i
= α
uniformly in n ∈ N.
It is apparent that this summability method has relation to the logarithmic method,
which is defined as follows. For a function φ on N, we say that φ is summable to α by
the logarithmic method if
lim
n→∞
1
log n
n∑
i=1
φ(i)
i
= α.
The following result, which was given in [5], is an immediate consequence of Theorem
7.1.
Theorem 7.2. For φ ∈ l∞, if φ is C∞ summable, then φ is logarithmic summable.
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