The use of standard deviation as a measure of line broadening in the Scherrer equation is justified on the grounds that, for commonly used approximating curves which can be fitted to X-ray line profiles, the line breadth at half intensity is directly proportional to the standard deviation of the fitted curve.
Introduction
In 1956, Tournarie (1956a, b) showed how variance could be used to determine crystallite size if account were taken of the range. Since that time there has been sporadic interest in this method of X-ray line profile analysis. Pitts & Willets (1961) 
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tion. Pitts & Willets obtained good agreement with measured particle sizes for silver bromide crystals if K has a value of 1.44, but did not develop an explanation justifying the use of standard deviation and this value for K in the Scherrer equation. Wilson (1962 Wilson ( , 1963a in a series of important papers expanded and generalized Tournarie's theoretical groundwork, but questioned the theoretical justification of using the standard deviation of a line in the Scherrer equation. Wilson showed how strain and mistake information as well as particle size could be extracted from the variance of X-ray profiles, and Grimes (1968) and Grimes, Hilleard, Waters & Yerkess (1968) used Tournarie and Wilson's theory as a basis for a practical study of the Mg-Fe spinels. The variances of functions have the particularly attractive property of being additive in convolution, thus enabling instrumental contributions to an X-ray line profile to be simply subtracted out. Furthermore, it can be shown that this property is independent of the function describing the line profile (Spencer, 1949) . The use of variance in line-profile analysis also has an advantage over Fourier analysis in that it is less sensitive to background level and noise. However, the computation of variance as a function of range over a number of background decrements requires automatic computing facilities and the programs have long running times. Hilleard & Webster (1969) published such a program in Algol for the Atlas computer which has typical running times of something less than •20 sec.
Estimates of the parameters for a chosen curve form, say Gaussian, by the usual moment equations are inherently dependent on the range of data, and approach true values as the range increases without limit.Estimates by the curve-fitting method we have used do not have this inherent range dependence. Good accuracy requires, nevertheless, that the range to standard devition ratio be 5 or,greater, but this is an accuracy and reliability criterion, not an inherent bias in the method. The fitting method does become range dependent to some extent when the data depart from the form of the chosen curve, but to a much smaller extent than the moment methods.
In many instances crystallite size is the only important information to be obtained from an X-ray line profile, and the relationship of variance to range is of little interest. In such cases the diffraction line can be fitted to an appropriate function form, and the variance of the line due to pure diffraction determined by simply subtracting the variance of a line broadened only by the instrumental aberrations. The variance (or standard deviation) can then be used in the Scherrer equation as was done by Pitts & Willets (1961) .
The use of standard deviationin the Scherrer equation is justified on two counts. (1) The half-height breadth fl of the usual curve functions is related to the standard deviation s by a constant. This is the basis of Warren & Biscoe's (1938) relationship in which fl=(B2-bZ) I/2 where B is the observed broadening and b is the broadening due to instrumental aberrations. In other terms, fl= W(S2-s2) ~/2, where S and s are the standard deviations of the observed and instrumental diffraction profiles respectively, and W is the constant of proportionality relating standard deviation to profile breadth. (2) Tournarie (1956a) has criticized the use of half-height width and integral breadth on the grounds that they are not measures of the entire curve whereas variance is; derivation of fl from the variance overcomes this objection to the use of the Scherrer equation.
It is likely that the profile curve describing the pure diffraction profile will be in large measure a function of the particle-size distribution and indirectly a function of the mean size. As the mean size is inversely proportional to the variance, the Scherrer equation can be written K2 Dnkz = f(s)s cos 0
(2) where s, the standard deviation, is the square root of the variance of the pure diffraction profile andf(s)= W for a particular mean crystallite size. This is a special case of Tournarie's (1956b) equation as generalized by Wilson (1962) :
K~(20)
Dtzkz = s227~2 cos 0 where s 2, the variance or mean square breadth, is dependant on the range, A(20).
Equation (2) is defined for a range from -c~ to c~, but for practical purposes, the range is infinite if it extends to more than + 4(s) on either side of the centroid of the diffraction profile. As long as the distribution law remains the same, f(s) will be a constant.
For a Gaussian curve, W=2.355, and for a curve of form 1/(1 + x2k2) 2, which we shall call a Cauchy-squared curve, W= 1.287. Experimentally, f(s) can be evaluated by determining the mean size directly or by Fourier analysis and plotting s versus W. If this is done, the value off(s) suggests how closely the pure diffraction profile approaches a Gaussian or 'Cauchy-squared' curve form. Ideally, the entire curve f(0) is desired. Fourier methods are often used to obtain points on this curve. Fourier techniques, however, fail miserably when data are noisy, broadening small and data points few~ Fourier methods also require extensive computation.
Background for the program
Smoothing techniques can be applied, but these destroy some of the information desired and the degree of information loss is difficult to assess.
An alternative approach to the Fourier method was desired, and a method was preferred which minimized the data needed for the prescribed accuracy. Fitting of curves to test results is an empirical but an efficient approach.
Various functional forms have been used to approximate profile curves. We tried two basic curve forms, a Gaussian form and a 'Cauchy squared' form. The Gaussian form was found to fit the data better in general, as measured by least-square residuals. Also, Gaussian curves have the useful property that the convolution of two Gaussian curves is Gaussian. This property and the variance-addition property of the convolution form the mathematical foundation for the deconvolution method presented.
Data from the standard and from the sample are approximated by the same curve form, but with different parameters. It is convenient to consider 0 to be rescaled by the linear transformation x = (20-20 oen,er)/a(20)
where 20center is the c6nter of the prone range and A(20) is the sample interval. In practice, the rescaling need not be done if widths are stated in A(20) units. The curve form chosen is
The first two terms of the expression are included to represent a background line. The two Gaussian terms approximate the contribution to the profile of the K,t and K,E lines. For these, the coefficient r is 0.49 and the difference h = b-a can be calculated a priori using the formula (Bartram, 1967) 360 2,2-2,1 h -rcA(20) " 2,~ tan 0av.
There are five parameters in the curve form to be, fitted to each data set, B, C, D, a and s. The leastsquares method of curve fitting was chosen as the fit criterion. Fitting of moments was considered and discarded because it excessively emphasizes the fit to tails of the data. Formula fitting from calculation of mean and variance of the data after removal of a background base line also was tried, but the accuracy was poor.
The least-squares method sets up a residual sum of squares which is differentiated with respect to each of the five parameters, and the derivatives equated to zero. If values of a and s are chosen and the sums in the equations are calculated, three of the equations can be solved for B, C and D. The equations resulting from the differentiation with respect to B, C and D were chosen after some experimenting. The last two equations can be simplified using the first three equations and analytical properties of Gaussian curves. They are then arranged with right member zero. The has a mean, left members of these equations effectively can be considered as functions of a and s, symbolically represented by F(a, s) and G(a, s). The equations F= 0 and G = 0 cannot be solved explicity for a and s, but F and G can be driven to zero by an iterative method which 'homes in' a and s. A nested-secant method was chosen.
To obtain some idea of the behavior of F and G, a scan was run on a and s, and curves F= 0 and G = 0 were obtained (Fig. 1) . The nature of these indicated that G should be used to home in a, and F to home in s. (A first try in the other order didn't converge.) The outer secant runs s to drive F to zero, and the inner secant runs a to drive G to zero at the value ofs defined by the outer secant. The nested secant converges rapidly to a tolerance which gives at least three significant figures in the value of s, averaging less than 12 iterations for function evaluation.
The secant method must be given initial values of a and s before starting it. The expression These formulas were tried as a basis for estimation of a and s and proved to be inaccurate on our data, probably because background estimation is not exact, the data depart somewhat from the Gaussian form assumed and the estimation of S z is range dependent. No better basis for estimating a was found, but an estimate of s based on half-height width of the profile, scaled down by the factor 0.975, was better in general. A quadratic interpolation procedure was tried in order to improve the initial estimate before applying the secant. The interpolation procedure was found to be very accurate, with maximum error in calculated widths less than 0.3 % relative to secant results on the data. Including a preliminary secant on a, about 7 function evaluation iterations were made for the quadratic interpolation procedure without following secant. Because of its relative efficiency, this procedure may be preferred by some users. With the quadratic procedure preceding the secant, two or three more function evaluation iterations were made on the average for identical results with the secant alone; thus use of the quadratic procedure preceding the secant requires excess calculation and is not recommended in general.
The accuracy of the method was verified by calculations on defined profiles of the same form as the curves to be fitted.
The coefficients of B, C and D in the system of least-squares equations can be approximated analytically. However, better accuracy was obtained when these were calculated by summing in the same manner as is done on the test data.
When the empirical curves have been fitted to data from the standard and from the sample, the variance of the unknown curve, f(O)assumed to be a simple Gaussian curve -is obtained by subtracting the variance estimate of the curve fitted to the standard data, so z, from that of the curve from the sample, sh z,
Half-height width is proportional to the standard Meviation s~,, /~=2.355 s s .
The width depends on a difference in values from standard and sample. Parallel procedures are used for each of these; the substraction offsets, at least in part, common errors inherent in the fitting, especially in the assumption of the pattern of the fitted curves. The scale coefficient 2.355 applied by us to convert standard deviation to half-height width was obtained from the Gaussian curve. The widths calculated were in general larger than those obtained by other methods and used for comparison. We judge our methods to be as good or better than the others, especially for small broadening.
Since the entire curve.fitting approach is an empirical one and this coefficient is chosen by an assumption that the deconvoluted curve is Gaussian, the user of this method should feel free to choose the width-scaling coefficient for consistency of results with those obtained by other methods which he desires to consider as his standard.
The program
Following is an outline of the program, assuming a single standard data set and any number of data sets of samples.
Main program
Read in data Reverse order if appropriate in order to place the the Kcq peak before the Ke2 peak Calculate sums which depend on data only Initial estimates a from first moment s from half-height width The program is easily modified by inserting one card to change from one standard data set with any number of sample data sets to paired sets, each pair containing a standard data set and a sample data set.
Notes on application of the method
Removal of a background line before curve fittings is theoretically preferable, especially for initial estimates of s. A ti'ial quadratic interpolation with background removed was not sufficiently better to justify the additional computation. Practically, scaling down the initial estimate from half-height width of the data as read in by a factor 0.975 gave satisfactory initial estimates. The error in these initial estimates of s did not exceed 5 % of the final value calculated. For some purposes, these initial estimates can be and have been used for width calculations without resort to a computer. However, when the sample data have widths not much larger than those of the standard data, errors can be excessive. Errors approaching 20 % were found in calculations based on initial estimates only. A scan of residuals suggested the possibility of an h error (which was not found). In checking out this possibility, width values were found to be very insensitive to changes in h. Increase or decreases in h by a factor of about 2 in both standard and sample fitting caused changes of less than 4 % in the calculated width.
Tests were made on the effect of range R on convergence using reference problem data. For R/s> 5, there is an extraneous solution of the least-squares equ- ations with an s value larger than the proper solution, but it is so much larger that it causes no difficulty.
For R/s< 3, an extraneous solution smaller than the proper solution exists. For R/s near 4, the solutions are close and the method does not give assurance that the proper solution has been obtained.
The least-squares fitting method is range independent if the profile is exactly of the form assumed for the curve to be fitted. In this respect it is preferred to the usual statistical methods for estimating mean and variance; the latter are less accurate in our present application. Profiles are not exactly Gaussian, however, and width values are dependent to some extent on the range of data points. We found a reduction in calculated width as the tails were cut off the data range. Our worst example was a width reduction by about 25 %. In this example the right tail minimum was more than ¼ of the peak height and the left tail minimum more than ~.
The above results indicate that the range of data should be broad enough for the tails of the profile to drop down practically to background level, say R/s > 5, both for consistency in results and for assurance of convergence to the proper solution of the least-squares equations. Results will be biased, of course, if tails are extended to a range including a rise into an adjacent line profile.
Tests were also made on the effect of reduction of the number of data points by successively omitting alternate points while retaining essentially the same range. The data sets used initially contained 241 points each. With 61 points remaining, the maximum difference in s was about 1% and the maximum width difference about 2.5 %. With 31 data points the maximum difference in s was about 12% and maximum width difference about 50%, the largest differences occurring on narrow sample profiles. For a rough rule, about 50 data points would usually be adequate, but if the profile width of the sample is much larger than that of the standard, say by a factor of 2 or more, 25 data points may give satisfactory results.
Compile and execute time (not including input/output time) for a run having one standard data set and seven sample data sets was 32 seconds on an IBM 360-44 (1 /tsec cycle time). Duration of run was 84 sec, including interference by spool operations.
Experimental results
Data of Renault & Brower (1971) , from which crystallite size and r.m.s, strain in the BaSO4-SrSO4 solidsolution series were determined by the Fourier analysis method of Mitra & Misra (1967) , have been reprocessed in order to test the use of standard deviation in the Scherrer equation. Crystallite size is the major component of broadening in these sulfate profiles, r.m.s. strain being of the order of 0.15 % at 150 A. and diminishing with increasing distance.
R.m.s. residuals in fitting the observed diffraction profiles to a Gaussian distribution are of the order of 5 %. A significant part of the residuals is caused by the stochastic noise in the data; little advantage would accrue by using another fitting function. Results are summarized in Table 1 . Columns one and two respectively give crystallite sizes in 5.ngstroms as determined by Fourier analysis (Mitra & Misra, 1967) and graphically in conjunction with equation (1) as outlined by Bartram (1967) . In columns three, four and five, the crystallite sizes are given as determined by the Scherrer equation (2) using the standard deviation of the pure diffraction profile. In columns four and five Gaussian and 'Cauchy-squared' profiles are assumed respectively. In column three, W is taken to be a linear function of crystallite size with W calculated at 150 A and at 950 A from the variance of the pure diffraction profiles of BasoSrsoSO4 and BaSO4. These sizes at these compositions were chosen because of the close correspondence between the Fourier determination of crystallite size and the graphical method. In column 6 is given the value off(s) used in calculation of the sizes in column (3).
Columns 4 and 5 show that assumption of a Gaussian profile gives best results in the lower mean size ranges and that a 'Cauchy-squared' distribution gives better results in the higher range of mean size relative to results of the Fourier and graphical methods. Comparison of columns 1, 2 and 3 shows that a linear variation of Wwith s gives excellent correspondence up to about 1000 A, but that sizes determined from the standard deviation are significantly lower than those determined by Fourier analysis and the graphical method at sizes greater than I000 A. The low standard deviation sizes at the upper end of the size range may in fact be better than Fourier and graphic sizes because the latter methods tend to be inaccurate when B 2 and b 2 are small numbers of about the same order.
In column 6 the variation in W throughout the size range suggests that the profile shape varies from Gaussian at the smallest sizes to nearly 'Cauchy-squared' at the large sizes. This is reasonable, for as the breadth of the pure diffraction line decreases, residual instrumental effects, in particular the emission profile, would dominate the line shape; whereas, in broad diffraction lines, the profile would approach more closely a normal error function.
Pitts & Willets (1961) used double the standard deviation in place of fl in equation (1) and used an empirically determined K= 1.44. One can solve for s from their data and determine W using K= 1.0. The W's calculated from their data are given in Table 2 . They vary from 1.344 to 1.478, and as do our data, suggest that the distribution function describing the diffraction profile is between Gaussian and 'Cauchy-squared'.
Conclusions
For most profile-approximating functions, the standard deviation of an X-ray diffraction line is directly proportional to its width at half intensity. For such functions, the half-height breadth can be calculated from the standard deviation and this breadth used in the Scherrer equation. This procedure has an advantage over using measured half-height breadths in that the standard deviation and consequently the breadth is determined by the whole distribution. If the mean sizes are known from independent information, the constant of proportionality can be calculated and can provide insight into the nature oftheapproximating function. Determinations of crystallite size by this method compare well with determinations by graphical and Fourier-analysis methods. A computer program separates the sample and intrumental contributions by fitting the observed profiles to a Gaussian form with a least-squares residual of the order of 5 %. The leastsquares fitting permits problems in estimating background to be largely overcome. Although the profile shape is assumed to be invariant for approximation purposes in the curve-fitting method, profiles obtained by Fourier methods indicate that shape is variable, even though strain is essentially absent. Broadening of the profile is a result of multiple effects and the profile is thus a composite of more than one curve form. Further study in this area will yield better understanding of the causes of the spread of W values.
