In this paper we implement a Fourier method to estimate high frequency correlation matrices from small data sets. The Fourier estimates are shown to be considerably less noisy than the standard Pearson correlation measure and thus capable of detecting subtle changes in correlation matrices with just a month of data. The evolution of correlation at different time scales is analysed from the full correlation matrix and its Minimum Spanning Tree representation. The analysis is performed by implementing measures from the theory of random weighted networks.
Introduction
Robust correlation measures are important for derivatives pricing, risk management, portfolio optimisation and for understanding market microstructure effects.
The conventional method of computing correlation is the Pearson coefficient. This method requires homogeneous time series and in order to apply it to high frequency data, the time series need to be homogenised and synchronised first through an interpolation scheme.
An alternative, non parametric approach has been suggested in [1] where the variancecovariance matrix estimator of a multivariate process is computed via Fourier analysis. Previous applications of the method can be found in [2, 3, 4, 5, 6, 7] .
In this paper we compare the performance of the Pearson and Fourier methods by computing returns cross-correlation matrices at different time scales using one month (September 2002) of high frequency trades in the member stocks of the S&P100 1 index.
The selected stocks are grouped into twelve different industry sectors 2 : Technology (16 stocks), Basic Materials (7 stocks), Financial (13 stocks), Capital Goods (3 stocks), Conglomerates (5 stocks), Energy (4 stocks), Services (16 stocks), Transport (4 stocks), Utilities (7 stocks), Health Care (10 stocks), Non-Cyclical Consumer Goods (11 stocks), Cyclical Consumer Goods (4 stocks).
The estimation of intra-day correlations over short periods of time (eg. a month) is of high practical value for day trading and hedging purposes. In fact, such estimates are more sensitive to short timescale economic changes than correlation measures obtained from averaging over several months. Thus, we choose to investigate a month of tick-by-tick data aiming to compare the quality of the information that can be derived by applying each of the two methods on limited statistics. The Fourier estimates reproduce the structural changes on filtered correlation matrices observed in previous studies [8, 9, 10, 11, 12, 13, 14, 15, 16] with much larger data sets. Moreover, we show that the Fourier estimates are sufficiently accurate to reveal further structural changes in the full, unfiltered, correlation matrices.
Fourier Correlation Measure
The Fourier method is model independent, produces very accurate, smooth estimates and handles the time series in their original form without imputation or discarding of data. A rigorous proof of the method is given in the original paper by Malliavin and Mancino [1] and only the main results are summarized below. The method works as follows. Let S i (t) be the price of asset i at time t and p i (t) = ln S i (t). The physical time interval of the asset price series is re-scaled to [0, 2π]. The variance/covariance matrix Σ ij of log returns is derived from its Fourier coefficient a 0 (Σ ij ) which is obtained from the Fourier coefficients of dp i : a k (dp i ) = 1 π 2π 0 cos(kt)dp i (t), b k (dp i ) = 1 π 2π 0 sin(kt)dp i (t), k≥1.
In practice, the coefficients are computed through integration by parts. As p i (t) is not observed continuously but given by unevenly spaced tick-by-tick observations of trades prices, the actual implementation requires the integrals in (1) to be in discrete form:
where
In (2), N corresponds to the number of trades in the re-scaled interval and we set the price p i (t) = p i (t n−1 ) to compute the integrals between two consecutive trading times [t n−1 , t n ].
The Fourier coefficient of the pointwise variance/covariance matrix Σ ij is :
[a k (dp i )a k (dp j ) + b k (dp i )b k (dp j )].
The highest wave harmonic (T/2τ ) that can be analysed is determined by the lower bound of τ (time gap between two consecutive trades) which is 1 second for all S&P100 price series.
The integrated value of Σ ij over the time window is defined asσ 2 ij = 2πa 0 (Σ ij ) which leads to the Fourier correlation matrix ρ ij =σ 2 ij /(σ ii ·σ jj ). 
Network Analysis
The correlation matrix can be represented as a network of vertices (stocks) and weighted links (correlations). Following [17, 18] we define the degree of a vertex in the network as k i = j∈V(i) 1 ij where the sum runs over the set V(i) of neighbours of i and 1 ij is an indicator function for whether there is a connection between i and j. The strength of a vertex is defined as s i = j∈V(i) c ij where c ij is the correlation between vertices (stocks) i and j. We use the degree k i as a measure of stock centrality for MSTs and the strength s i as a measure of stock centrality in the overall correlation matrices. For the weighted clustering coefficient we use the definition suggested in [19] ,
This definition reduces to the standard clustering coefficient in the binary case and retains the property 0 ≤ C W i ≤ 1. For our analysis we only consider the positive elements of the correlation matrices. Even with this choice the correlation matrix is almost fully connected.
When analysing intra-day data, the choice of time scale on which to measure correlations becomes crucial. In Figure 1 we plot the average correlation at different time scales, from three minutes to two hours. The average correlation increases with the time scale, a result known as the Epps effect [20] 3 . Not only does the average correlation increase with time scale, but it is also accompanied by a structural change in the correlation matrix as shown in [8, 9, 10, 11, 12, 13] and more recently, using the Planar Maximally Filtered Graph method in [14, 15, 16] . The above mentioned studies demonstrate that the shape of the MST changes substantially with the time scale. On very short time scales the MSTs are centralised graphs with a few vertices that collect a large number of connections. On longer time scales the graph structure becomes significantly more dispersed with no obvious hubs. We recover this result as shown in figure 2 . On the left we plot the MST, obtained with Fourier, at the scales of 10 minutes and on the right at time scales of 90 minutes. To quantify the structural change of the MST in figure 3 (left) we plot the evolution, up to a two hours time scales, of the degree of the most connected vertex in the MST derived from both Pearson(red) and Fourier(black) correlation estimates. We notice that while the Pearson estimate gives very noisy results on this small data set (also visible in Figure 1 ), the Fourier estimator provides much more consistent results across different time scales. In Table  1 we list the five most connected stocks in the MST generated with the two methods. In [15] General Electric (GE) and Wal-Mart (WMT) are reported as the most connected stocks in 2002. When averaging up to time scales of 30 minutes, we find WMT to be the stock with the highest average degree for September 2002. This result is not affected by the method used to estimate correlations. Nonetheless, the Fourier and Pearson methods results differ when it comes to identifying the remaining most connected stocks in the MST. For example while Fourier identifies GE to be the second most connected stock, Pearson ranks GE as the eighth most connected one. Figure 3 (right) shows the evolution of the maximum degree for WMT and GE obtained from the Fourier MST matrix. For both stocks the degree rises quickly and remains high at time scales between 10 and 20 minutes. Nonetheless at time scales longer than 20 minutes, and up to two hours, WMT is the most connected stock in the MST.
To analyze the full correlation matrix we implement the measures of strengths and clustering defined above. While some analysis in this direction has been performed in previous studies, this was based on filtered correlation matrix (either planary filtered graphs [14, 15, 16] or graphs constructed by including only the strongest N − 1 links, with N the number of stocks [11] ).
In Figure 4 (left) we plot the evolution, across time scales, of the normalised strength of the most connected vertex in the full correlation matrix calculated both with Pearson (red) and Fourier (black). The normalised strength, at any time scale τ is defined ass i (τ ) = s i (τ )/ĉ(τ ), whereĉ(τ ) is the scale τ total correlation. Without this normalisation the strength would trivially increase with time scale as a result of the Epps effect. By normalising we can quantify the way the most correlated stock is central to the network, in terms of proportional contribution to the total correlation. We notice again (Figure 4 (left) ) that the Pearson estimator is very noisy while the Fourier estimator is significantly smoother. The Fourier estimator also indicates a rise in the most correlated stocks relative strengths, at time scales shorter than 20 minutes, analogous to the increasing degree of the most connected stock in the MST on short time scales.
The stocks that contribute the most, on average, to the total correlation on time scales shorter than 30 minutes, are again WMT and GE, as shown in Table 2 . We also show, in Figure 4 (right), that while GE is central to the correlation matrix only at short time scales, WMT is the most central stock at all time scales up to two hours. Table 2 : Vertex with highest average normalised strength at time scales shorter than 30 minutes
In Figure 5 (left) we plot the evolution, across time scales, of the the relative weighted clustering coefficient of the most clustered stock in the full correlation matrix calculated both with Pearson (red) and Fourier (black). The relative weighted clustering coefficient is defined
, whereC w (τ ) is the scale τ average clustering coefficient. The normalisation is also necessary in this case as the clustering coefficient, defined in eq. 1, would trivially increase with the time scale purely as a consequence of the correlation rise. Again the Fourier method provides smooth results which reveal that the relative clustering coefficient of the most clustered stock increases as the time scale falls below 20 minutes. Here, instead of identifying the stock with the highest clustering coefficient, we shift the analysis to the industrial sectors. In Table 3 we report the average of the intra-sector relative strength and intra-sector relative clustering on time scales shorter than 30 minutes. A relative clustering (strength) larger than one implies that that intra-sector clustering (strength) is larger than the average clustering (strength) in the network. We first note that for some sectors there is a significant difference between intra-sector strength and clustering revealing that not all the stocks in that sector are highly correlated with each other. This effect is particularly evident for the Cyclical Consumer Goods and the Capital Goods sectors. The most clustered sector at all time scales, up to two hours, is the Financial one. At short time scales this is followed by Services, Technology, Energy, and Non-Cyclical Consumer Goods. The study in [15] uses the same sector classification but a different selection of stocks (100 highly capitalised stocks instead of the member stocks of the S&P100) and finds that the Financial and the Energy sectors have the highest intra-sectors cluestering, on planary filtered graphs, on a daily time scale. This is in agreement with our results, even though we only include 13 stocks in the Financial sector while in [15] Table 3 : Intra-sector relative strength and clustering coefficients at time scales shorter than 30 minutes.
Nonetheless our analysis leads to clearly different results for the Service sector (which includes Wal-Mart) which [15] report as being poorly intra-connected. A possible reason for this disagreement could be that the composition of this sector is very different in the two studies (in [15] this sector is composed of 20 stocks while in our study only 7 stocks are Figure 6 we plot the relative clustering coefficient for the 7 most clustered sectors as a function of the time scale. We can see that the ranking of sectors in terms of their relative clustering coefficients changes considerably over time, and in particular the Services sector, which is the second most clustered at short time scale, becomes only the fourth most clustered on two hours time scales. It may well be that that the relative clustering of this sector decreases even further on daily time scales.
The high clustering coefficient of some sectors is reflected in the MST. For example, the MST at 10 minutes in figure 2 (left), identifies very clearly the clusters associated to the Financial (red), Services (orange), Non-cyclical consumer good (green), and Technology (turquoise) sectors. On the contrary at 90 minutes both the Service and Non-Cyclical Consumer Good clusters are broken while in addition to the the Financial and technology, also the Basic Material sector (the second most clustered sector at this time scale) is perfectly identified.
Conclusions
The analysis carried out in this paper provides further evidence that the Fourier method of computing the correlation matrix from high-frequency data is better than the traditional Pearson alternative in terms of generating smooth, robust estimates from small sample data sets.
The Fourier MST representation of the correlation matrix exhibits similar characteristics to those found in previous studies. The graph is centralised on a very short time scale and becomes more dispersed on longer time scales. The analysis of the entire correlation matrix provides additional evidence of the structural changes that affect the correlation matrix at different time scales. As a result of our analysis we find that Wal-Mart Stores and General Electric are the two most central stocks both in the MST and in the full correlation network on time scales shorter than 20 minutes. Furthermore, Wal-Mart has the highest centrality score at all time scales up to two hours. At aggregate level we have identified the Financial, Energy and Services sectors as the most intra-connected at short time scales with the Financial the most intra-connected at all time scales up to two hours.
