Abstract. Let H be a Hilbert space with inner-product (x, y), and let R be a bounded positive operator on H which determines an inner-product, x, y =
Introduction
Throughout this paper, H is a Hilbert space with inner-product (x, y) and norm x H = (x, x) 1/2 . Assume that x, y is a bounded inner-product on H, so there exists c > 0 such that for all x, y ∈ H : | x, y | ≤ c x H y H . Let x = x, x 1/2 , and let H − be the completion of H with respect to the norm x . Since the innerproduct x, y is bounded, it is well-known that there exists a positive operator R ∈ B(H) such that x, y = (Rx, y) for all x, y ∈ H.
For future reference we note that
Early work in this setting centered on operators of the form T = SR where S = S * ∈ B(H); see Chapters 15-17 of [Z] . For such T , T x, y = (RSRx, y) = (Rx, SRy) = x, T y for all x, y ∈ H. An operator T is symmetrizable with respect to an innerproduct x, y , if T x, y = x, T y for all x, y ∈ H. Thus the operator T = SR above is symmetrizable.
The concept of a symmetrizable operator makes sense whenever there is a bounded inner-product on a Banach space. P. Lax studied symmetrizable operators in this more general setting in [L] . He proved that when T is symmetrizable, then T has an extension T − ∈ B(H − ) and σ(T ) ⊇ σ(T − ). Istratescu's book [I, Chapter 11 ] is a good source of information about symmetrizable operators and related ideas.
Here we restrict attention to the case where the underlying space is the Hilbert space H. Our main results concern operators of the form T = SR 1/2 where S is an arbitrary operator in B(H). It is shown that T = SR 1/2 has an extension to an operator T − ∈ B(H − ), and that T and T − have essentially the same basic operator properties (for example, they have the same spectrum).
Results
We use the notation from the Introduction in what follows. In particular, R is the positive operator determined by the bounded inner-product x, y . We use the fact that R(R 1/2 ) is dense in H (here, and in what follows, R(S) denotes the range of the operator S).
Theorem. (1)-(4) are equivalent for T ∈ B(H):
(
Proof. Clearly, (3)⇒(1). Suppose that (1) holds. Let S denote the bounded extension of RT R −1 to all of H. It follows that RT = SR. Therefore (3) holds. Assume that (2) holds. Then (RT x, y) = (Rx, Sy) = (S * Rx, y) for all x, y ∈ H. Therefore, RT = S * R, so (3) holds. Conversely, if RT = S * R, then reversing the argument above, we have that (2) is true.
That (3)⇒ (4) is clear. Now assume that T * (R(R)) ⊆ R(R). Then R(T * R) ⊆ R(R), so by the Douglas Range Inclusion Theorem [D] , it follows that T * R = RS for some operator S ∈ B(H). Taking adjoints, we have RT = S * R, and thus (3) holds.
Assume that (5) holds. Then there exists M > 0 such that
Thus by (*), T x ≤ M x for all x ∈ H, and this implies (6). Also, this argument is reversible, so (6)⇒(5). Again, assume that (5) holds. Let S be the bounded extension of
). Again, applying the Range Inclusion Theorem, we have T * R 1/2 = R 1/2 S for some operator S ∈ B(H). Taking adjoints in this equality we see that (7) is true.
Assume that (9) holds. Then there exists M > 0 such that
Thus by (*), T x H ≤ M x for all x ∈ H, and this implies (10). Also, this argument is reversible, so (10)⇒(9).
Again, assume that (9) holds. Let S be the bounded extension of T R −1/2 on H. Then T = ST 1/2 . Clearly (11)⇒(9). Finally, making use of the Range Inclusion Theorem as before, it is straightforward to check that (11)⇔(12).
Corollary. Assume T = SR
1/2 , where S ∈ B(H).
(a) The operator T has a bounded extension T − ∈ B(H − ) with the property that (10) of the Theorem. Then
Proof. Since R 1/2 T = (R 1/2 S)R 1/2 , the operator T satisfies (7) in the Theorem. Then by (7)⇒(6), T has a bounded extension T − on H − . Also by hypothesis, T satisfies (11), so by (10), T has a bounded extension In what follows, R, T, T − , and T ∼ are as in the Corollary. and J has an extension J − on H − which is also compact. By
Consequences. In I-III below, assume T = SR 1/2 , where S ∈ B(H).

I. By part (a) of the Corollary, T
− (H − ) ⊆ H. Applying [B1, Theorem 4(2)], we have: (i) σ(T ) = σ(T − ); (ii) σ F (T ) = σ F (T − ); (iii) σ W (T ) = σ W (T − ). Also: (iv) when λ = 0, N(λ − T ) = N(λ − T − );I (iii), σ W (T ) = σ W (T − ). It follows from [B2, Theorem 8] that (i) σ(T + J) = σ(T − + J − ) for all J ∈ K.
IV. Now assume that T = SR where S = S * ∈ B(H).
Operators of this form are common in applications. As noted in the Introduction, T x, y = x, T y for all x, y ∈ H. Since T = (SR 1/2 )R 1/2 , consequences I-III hold for T and T − , and in this case, T − is selfadjoint.
Example 1.
We give an example of a common situation in analysis where the results of this paper apply. Let µ be a measure defined on some σ-algebra of subsets of a set Ω. Let w be a weight function,
Let R be the multiplication operator defined by:
Then consequences I-III apply to the operator T = SR,
When in addition S = S * , then IV also applies to the operator T .
Example 2. There exist symmetrizable operators T for which σ(T ) and σ(T − ) can be very different. Now we modify an example due to J. Nieto in [N] to verify this in our particular setting. Let H be the weighted l 2 -space of sequences {a k } k≥1 such that
Consider the inner-product on H defined by:
It is easy to check that this inner-product is bounded on H, and that the positive
Let S and B be the shift and backward shift on H, so S(a 1 , a 2 , a 3 , . . . ) = (0, a 1 , a 2 , . . . ); B(a 1 , a 2 , a 3 
We note that in contrast, the weighted shift and weighted backward shift, SR 
