Biomedical systems produce biosignals that arise from interaction mechanisms. In a general form, those mechanisms occur across multiple scales, both spatial and temporal, and contain linear and non-linear information. In this framework, entropy measures are good candidates in order provide useful evidence about disorder in the system, lack of information in time-series and/or irregularity of the signals. The most common movement disorder is essential tremor (ET), which occurs 20 times more than Parkinson's disease. Interestingly, about 50%-70% of the cases of ET have a genetic origin. One of the most used standard tests for clinical diagnosis of ET is Archimedes' spiral drawing. This work focuses on the selection of non-linear biomarkers from such drawings and handwriting, and it is part of a wider cross study on the diagnosis of essential tremor, where our piece of research presents the selection of entropy features for early ET diagnosis. Classic entropy features are compared with features based on permutation entropy. Automatic analysis system settled on several Machine Learning paradigms is performed, while automatic features selection is implemented by means of ANOVA (analysis of variance) test. The obtained results for early detection are promising and appear applicable to real environments.
Introduction
Biomedical systems produce biosignals that arise from interaction mechanisms. In a general form, those mechanisms occur across multiple scales, both spatial and temporal, and contain linear and non-linear information. Complex fluctuations are habitually present in the output variables of real systems. These fluctuations are due to noise but also contain information about the dynamics of the system. Linear methods can capture global aspects of the dynamics, but the different approaches are not able to discern all the relevant physical details [1, 2] . In this framework, the measurement 
Database of Individuals
The database BIODARW consists of 21 healthy subjects (control group, CR) and 29 patients diagnosed with ET (ET group) with identified genetics loci. For all patients, register of electrophysiological test (EPT) and functional magnetic resonance imaging (fMRI) are also available. Both hands are considered in order to perform the handwritten test. Therefore, the total number of samples is 2 × (21 + 29) = 100. The handwriting test consists of drawing a line, drawing the Archimedes' spiral and handwriting with dominant hand and non-dominant hand. In this work only Archimedes' spiral is used. The database has variability with regard to: tremor frequency, amplitude and pattern, rating scale values, and demographic data (age and gender). Subjects were recruited from patients of a previous descriptive study that considers familiar and sporadic ET cases and controls from the Movement Disorders Unit at the Donostia University Hospital (San Sebastian, Spain). Written informed consent, fully approved by the local ethics committee at the Donostia University Hospital, was obtained from all participants in this new study. Table 1 summarizes the features of the group with ET with regard to EPT, diagnosis and demography [13, 14] . In addition to the standard clinical exploration (Neuropsychological and Electrophysiological Studies), evaluation of ET was carried out by recording the drawing of an Archimedes' spiral. The Montreal Cognitive Assessment [16] with the Fahn-Tolosa-Marin (FTM) tremor rating scale, which assesses different cognitive domains, was used to determine possible cognitive dysfunction; and criteria from the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV) of the American Psychiatric Association (APA) were used for the diagnosis of depression and anxiety disorders. Surface electromyography (EMG) was recorded from wrist extensor and flexor muscles using surface electrodes placed over the muscle bellies 3 cm apart. The filters were set with a band-pass of 10-1000 Hz. A triaxial accelerometer was placed over the first dorsal interossei muscle of the hand. 
The database BIODARW consists of 21 healthy subjects (control group, CR) and 29 patients diagnosed with ET (ET group) with identified genetics loci. For all patients, register of electrophysiological test (EPT) and functional magnetic resonance imaging (fMRI) are also available. Both hands are considered in order to perform the handwritten test. Therefore, the total number of samples is 2ˆp21`29q " 100. The handwriting test consists of drawing a line, drawing the Archimedes' spiral and handwriting with dominant hand and non-dominant hand. In this work only Archimedes' spiral is used. The database has variability with regard to: tremor frequency, amplitude and pattern, rating scale values, and demographic data (age and gender). Subjects were recruited from patients of a previous descriptive study that considers familiar and sporadic ET cases and controls from the Movement Disorders Unit at the Donostia University Hospital (San Sebastian, Spain). Written informed consent, fully approved by the local ethics committee at the Donostia University Hospital, was obtained from all participants in this new study. Table 1 summarizes the features of the group with ET with regard to EPT, diagnosis and demography [13, 14] . In addition to the standard clinical exploration (Neuropsychological and Electrophysiological Studies), evaluation of ET was carried out by recording the drawing of an Archimedes' spiral. The Montreal Cognitive Assessment [16] with the Fahn-Tolosa-Marin (FTM) tremor rating scale, which assesses different cognitive domains, was used to determine possible cognitive dysfunction; and criteria from the Diagnostic and Statistical Manual of Mental Disorders (DSM-IV) of the American Psychiatric Association (APA) were used for the diagnosis of depression and anxiety disorders. Surface electromyography (EMG) was recorded from wrist extensor and flexor muscles using surface electrodes placed over the muscle bellies 3 cm apart. The filters were set with a band-pass of 10-1000 Hz. A triaxial accelerometer was placed over the first dorsal interossei muscle of the hand. 
Individuals Selected for the Study
From the original database of 100 samples, a subset of the samples of Archimedes' spiral is selected. The team of medical doctors carried out this selection. For the control group, the best sample (usually the dominant hand) is kept, but in some small number of cases the non-dominant hand is used as well. For the ET group, only the sample with the best quality is chosen (one hand), but five subjects are discarded due to the poor quality of the samples. Thus, this sub-database BIODARWO consists of 51 samples: 27 samples for the control group and 24 samples for the ET group.
Methods

Online Drawing Applied to Health Analysis
In the medical field, the study of handwriting has proved to be an aid to diagnosing and tracking some diseases of the nervous system. For instance, handwriting skill degradation and Alzheimer's disease (AD) appear to be significantly correlated [17, 18] , and some aspects of handwriting can be good indicators for its diagnosis [6, 17, 18] or help to differentiate between mild Alzheimer's disease and mild cognitive impairment [17, 18] . Additionally, the analysis of handwriting has proved useful to assess the effects of substances such as alcohol [19] , marijuana [20] or caffeine [21] . Thanks to modern acquisition devices, the field of psychology has also benefited from the analysis of handwriting. Rosenblum et al. [22] link the proficiency of the writers to the length of the in-air trajectories of their handwritings. The visual inspection of the pen-down image suggests a progressive degree of impairment when drawing becomes more disorganized, and only ET patients in mild states can achieve the three dimensional effect. The visual information provided by the pen-up drawing of pathological individuals also indicates a progressive impairment and disorganization when the individuals try to plan the drawing. It is also important to note that the comparison of pen-up drawings between people with disease and the control group shows noticeable differences as well. In addition to the increased time in-air, there is a higher number of hand movements before putting the pen on the surface to draw. We consider that these graph-motor measures applied to the analysis of drawing and writing functions may be a useful alternative to study the precise nature and progression of the drawing and writing disorders associated with several neurodegenerative diseases.
Pressure Derived Measures and in-Air Analysis
One of the major advantages of online drawing is the possibility of evaluating the handwriting pressure quantitatively. For instance, people diagnosed with AD produce softer and simpler strokes, and people with ET are less stable. ET and Parkinson's disease are other examples [13, 14, [23] [24] [25] . For example, in [18] , they have reported the proficiency of writers with regard to the length of the in-air trajectories and the pressure of their handwritings [26] . A very interesting aspect of modern online analysis of handwriting is that it can take into account information gathered when the writing device was not exerting pressure on the writing surface. As an example Figure 2 shows the acquisition of the word INEXPUGNABLE: the pen-up (in-air) movement information is represented in red, while the pen-down (on-surface) movement is represented in blue. Our previous experiments on biometric recognition of people revealed that these two kinds of information are complementary [12] , and in fact have a similar discriminating capability, even when using a database of 370 users [15, 25, 26] . Figure 3 shows an example of the Archimedes' spiral performed by a control subject ( Figure 3a ) and a subject with ET ( Figure 3b ). The blue line corresponds to pen-down (on surface drawing), and the red line to pen-up (in-air drawing). The drawing is very regular in the case of the control subject ( Figure 3a) , and with clear irregularities in the case of the ET subject ( Figure 3b ) not only with regard to Cartesian components but also to the control of the pressure level. was not exerting pressure on the writing surface. As an example Figure 2 shows the acquisition of the word INEXPUGNABLE: the pen-up (in-air) movement information is represented in red, while the pen-down (on-surface) movement is represented in blue. Our previous experiments on biometric recognition of people revealed that these two kinds of information are complementary [12] , and in fact have a similar discriminating capability, even when using a database of 370 users [15, 25, 26] . Figure 3 shows an example of the Archimedes' spiral performed by a control subject ( Figure 3a ) and a subject with ET ( Figure 3b ). The blue line corresponds to pen-down (on surface drawing), and the red line to pen-up (in-air drawing). The drawing is very regular in the case of the control subject ( Figure 3a) , and with clear irregularities in the case of the ET subject ( Figure 3b ) not only with regard to Cartesian components but also to the control of the pressure level. 
Features Extraction
The research presented here has a preliminary nature; its aim is to define thresholds for a number of biomarkers related to handwriting. It is part of a wider study focused on early ET detection. Feature search in this work aims at preclinical evaluation in order to define useful tests for ET diagnosis [5, 13, 14] .
Linear Features
In this study, the aim is to automatically distinguish handwriting of ET patients from healthy subjects by means of the analysis of different linear features (LF) and their variants (max, min, mean and median) in handwriting, i.e., the following.
1. Time related measures: Time in-air, time on-surface and total time (in-air plus on-surface). Time has been measured as number of samples.
Spatial components and their variants:
and Cartesian coordinates, altitude ( ) and azimuth ( ) angles, and angle and modulus polar components ( and , respectively) and their projections over a horizontal axis for both pen-down and pen-up signal (see Figure 4 for an example of the distortion of the polar components in the sample of the ET patient). 3. Pressure and its variants. 4. Dynamic features and their variants: Speed and acceleration for both pen-down and pen-up signals. 5. Zero crossing rate: The rate which evaluates the sign-changes along a signal. 6. Frequency domain: Spectral components for both pen-down and pen-up signals ( Figure 5 ). Cartesian coordinates X (cm), Y (cm) and Pressure level P (l). The blue line corresponds to pen-down (on surface drawing), and the red line to pen-up (in-air drawing). The drawing is very regular in the case of the control subject (a); and with clear irregularities in the case of the ET subject (b) not only with regard to Cartesian components but also to the control of the pressure level.
Features Extraction
Linear Features
1.
Time related measures: Time in-air, time on-surface and total time (in-air plus on-surface). Time has been measured as number of samples.
2.
Spatial components and their variants: X and Y Cartesian coordinates, altitude (O) and azimuth (A) angles, and angle and modulus polar components (Z and R, respectively) and their projections over a horizontal axis for both pen-down and pen-up signal (see Figure 4 for an example of the distortion of the polar components in the sample of the ET patient).
3.
Pressure and its variants.
4.
Dynamic features and their variants: Speed and acceleration for both pen-down and pen-up signals.
5.
Zero crossing rate: The rate which evaluates the sign-changes along a signal. 6.
Frequency domain: Spectral components for both pen-down and pen-up signals ( Figure 5 ). Figure 5 . Spectrum of the X component of the pen-down (on-surface) signal for a control subject (a); and a subject with essential tremor (b). The spectrum has more components for the subject with ET: it shows many peaks along the whole spectrum, not only in the low frequencies.
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Non-Linear Features: Entropy
Entropy is a measure of disorder in physical systems and also a basic quantity with multiple field-specific interpretations. It has been associated with disorder, state-space volume, or lack of information [1, 2, 27, 28] . Shannon entropy is often considered as the classic and most natural way to measure the expected value (average) of the information in a signal [3, 4, 29, 30] . Richman et al. analyze that entropy, and in relation to dynamic systems is the rate of information production [31] . On the one hand, some authors point out that calculation of entropy usually requires very long data sets that in the case of biomedical signals can be difficult or impossible to obtain. On the other hand, methods for entropy estimation of a system represented by a time series are not suitable for analyzing the short and noisy data sets of biomedical studies [1, 31] . In the following subsections, we present several proposals for calculating entropy used in this work.
Shannon Entropy
The entropy H pXq of a single discrete random variable X is a measure of its average uncertainty. Shannon entropy [29, 30] is calculated by the equation:
where X represents a random variable with a set of values Θ and probability mass function p px i q " P r tX " x i u , x i P Θ, and E represents the expectation operator. Note that p logp " 0 if p " 0. For a time series that represents the output of a stochastic process, that is, an indexed sequence of n random variables, tX i u " tX 1 , . . . , X n u, with a set of values θ 1 , . . . , θ n , respectively, and X i θ i , the joint entropy is defined by:
where p px 1 , ...x n q " P tX 1 " x 1 , . . . , X n " x n u is the joint probability for the n variables X 1 , . . . , X n . By applying the chain rule to Equation (2), the joint entropy can be written as the addition of conditional entropies, where each of them is a non-negative quantity:
Therefore, as a conclusion, the joint entropy is an increasing function of n. The rate at which the joint entropy grows with n, i.e., the entropy rate h, is defined as:
Approximate Entropy versus Sample Entropy
The approximate entropy is a statistical measure that smoothens transient interference and can suppress the influence of noise by properly setting the parameters of the algorithm. It can be used in the analysis of both stochastic and deterministic signals [32, 33] . This is crucial in the case of biological signals, which are outputs of complex biological networks and may be deterministic, stochastic, or both. Approximate entropy provides a model-independent measure of the irregularity of the signals. The algorithm summarizes a time series into a non-negative number, where higher values represent more irregular systems [32, 33] .
The method examines time series for similar epochs [34] : more frequent and more similar epochs lead to lower values of approximate entropy. ApEn pm, r, nq measures the conditional probability that two sequences of length n which are similar for m points remain similar at the next sample point, within a tolerance r. Thus, a low value of approximate entropy reflects a high degree of regularity. Approximate entropy algorithm counts each sequence as matching itself to reduce bias; sample entropy SmEn pm, r, nq was developed in order not to count self-matches.
The sample entropy is defined for a time series of n points. We first define the n´m`1 vectors x m piq " tu pi`kq : 0 ď k ď m´1u as the vectors of m data points from u piq to u pi`m´1q. The distance between two such vectors is defined as d rx m piq , x m pjqs " max k t|u pi`kq´u pj`kq| : 0 ď k ď m´1u , i.e., the maximum difference of their scalar components.
The sample entropy SmEn pm, r, nq is defined as:
and
B m prq is the probability that two sequences match for m points:
where B m i prq is pn´m´1q´1 times the number of vectors x m pjq within a tolerance r of x m piq. Similarly, A m prq is the probability that two sequences match for m`1 points:
where A m i prq is pn´m´1q´1 times the number of vectors x m`1 pjq within a tolerance r of x m`1 piq. The scalar r is the tolerance for accepting matches. In the present investigation we used the parameters recommended in [35] : m " 2 and r " 0.2, and standard deviation of the sources is normalized to 1. Sample entropy is a robust quantifier of complexity for instance for electroencephalography (EEG) signals [36] , and can be used as a marker for the presence of artifacts in EEG recordings [37] . The quantity A/B is the conditional probability that two sequences within a tolerance r points remain within r of each other at the next point. In contrast to approximate entropy, which calculates probabilities in a template-wise fashion, sample entropy calculates the negative logarithm of a probability associated with the time series as a whole.
Multivariate Multiscale Permutation Entropy
Permutation entropy (PE) directly analyzes the temporal information contained in the time series; furthermore, it has the quality of simplicity, robustness and very low computational cost [1, 3, 4] . Bandt and Pompe [38] introduce a simple and robust method based on the Shannon entropy measurement that takes into account time causality by comparing neighboring values in a time series. The appropriate symbol sequence arises naturally from the time series with no prior knowledge assumed [1] .
Permutation entropy is calculated for a given time series tx 1 , x 2 , . . . , x n u as a function of the scale factor . In order to be able to compute the permutation of a new time vectorX j , S t " rX t , X t`1 , . . . , X t`m´1 s is generated with the embedding dimension m and then arranged in increasing order:
Given m different values, there will be m! possible patterns π, also known as permutations. If f pπq represents its frequency in the time series, its relative frequency is p pπq " f pπq { pL{s´m`1q. The permutation entropy is then defined as:
Summing up, permutation entropy refers to the local order structure of the time series, which can give a quantitative measure of complexity for dynamic time series. This calculation depends on the selection of the m parameter, which is strictly related to the length n of the analyzed signal. For example, Bandt and Pompe [38] suggested the use of m " 3, . . . , 7 following always this rule:
If m is too small (smaller than 3), the algorithm will work incorrectly because it will only have few different states for recording, but it depends on the data. When using long signals a larger value of m is preferable but it would require larger computational times.
Multiscale Entropy (MSE) was proposed by Costa et al. [4] and has been shown to be a robust method for analyzing structural effects at multiple time scales present in complex real data. As Morabito et al. explain in their application to EEG signal processing [2] , usual coarse-graining procedure can be implemented as follows:
(i) From the original time series, multiple successive coarse-grained versions are extracted by y j pεq,
where ε is the scale factor. Each element of the coarse-grained time series is calculated as:
(ii) For each scaled series, the PE is calculated.
In Morabito et al. [2] , multivariate multiscale permutation entropy (MMSPE) is used as a methodology that can integrate information loss related to relevant cross-channel variability and to channel correlation. These authors refer to Keller and Laufer [39] that didn't take into account variation over multiple scales. In previous works, Ahmed and Mandic [40] analyzed a similar proposal, multivariate multiscale entropy (MMSE), for sample entropy.
Thus the cross-channel complexity with f s " 1 T , representing the multivariate PE (MPE), can be calculated for all time s P r f s T´ms as the permutation entropy (PE) of p j :
And the MMSPE algorithm is implemented according to the two following steps:
(i) Different time scales of increasing length are defined by coarse-graining the original multivariate time series, i.e., {x i ,t}, for i " 1, . . . , c (where c is the number of channels) and for t " 1, . . . , n (where n is number of samples in each time series). For a scale factor ε, the elements of the multivariate coarse-grained time series can be derived as:
x i,t for i " 1, . . . , c, and, 1 ď j ď n ε .
(ii) Calculate the multivariate permutation entropy, MPE, for each coarse-grained multivariate y i,j pεq and all variants of average.
Feature Sets
In the experimentation, the following feature sets will be used (see Abbreviations Section for a complete list of acronyms and their meanings):
1.
Linear features set (LF), the set described in Section 3.3.1 2.
Non-linear features sets (NLF) that consist of LF and the features described in Section 3. 
Automatic Selection of Features by ANOVA
In a next stage the feature set will be optimized and the best feature with regard to common significance level will be selected automatically. Thus, automatic feature selection is performed by an ANOVA one-way test [41] . This test analyzes the p-value under the null hypothesis that all samples in a matrix X are drawn from populations with the same mean. If p is near zero, it casts doubt on the null hypothesis, and suggests that at least one mean is significantly different from the others. Common significance level will be less than 0.05 to select a feature as discriminative. In the box-plot graphic the columns of X suggests the size of the F-statistic and the p-value. Large differences in the centre lines of the boxes correspond to large values of F and correspondingly small values of p and therefore useful feature for discrimination tasks. Then, in order to confirm the selection, a multiple comparison test of the means of the group is performed by the MATLAB (R2014) [41] function multcompare.
Modeling and Automatic Classification
The main goal of the present work comprises feature search in handwriting aiming at preclinical evaluation in order to define tests for ET diagnosis. These features will define the control group (CR group) and the essential tremor group (ET group). A secondary goal is the optimization of computational cost (measured as execution time of the algorithms) with the aim of making these techniques useful for real-time applications in real environments. Thus, automatic classification will be modeled taking this into consideration. We used three different classifiers based on WEKA (3.7) software suite [42]:
1.
A Support Vector Machine (SVM) with polynomial kernel; 2.
A Multi Layer Perceptron (MLP) with number of units in the hidden layer given (NNHL) by = max (Attribute/Number + Classes/Number) and training step (TS) = NNHL¨10; and 3.
A k Nearest Neighbor (k-NN) k-NN algorithm.
The results were evaluated using Accuracy (Acc, in %) and Classification Error Rate (CER, in %) [7, [42] [43] [44] . For training and validation steps, we used k-fold cross-validation with k = 10, where accuracy will be the average of the k iterations. Cross-validation is a robust validation method for variable selection [43] . Repeated cross-validation (as calculated by the WEKA environment) allows robust statistical tests. We also use the measurement automatically provided by WEKA "Coverage of cases" (0.95 level); that is, the confidence interval at 95% level. Despite the small sample size that could point to the use of Leave One Out Cross-Validation (LOOC), we were oriented to the selected k-fold cross-validation by the model number, the sample richness and previous works [14, 22] .
General Procedure of the Experimentation
In previous works, both linear and non-linear features (fractal dimension and Shannon entropy) have been used with good results [22] . However, the system was not able to detect subtle changes in the case of level tremor. Therefore, the main goal of these experiments was to examine the potential of other entropy algorithms, and to select the optimum entropy based features for automatic measurement of the degradation of the drawing of Archimedes' spiral with ET. All experiments will be oriented to subtle changes and prodromal stages.
In this work, the general procedure of the experimentation is divided into two phases: a feature selection phase and an optimization phase ( Figure 6 ). Firstly, an entropy feature selection is carried out following the next four steps:
(1) Analysis of classic linear features. An automatic classification is carried out in order to obtain the reference rates (LF) for linear features. Firstly, an entropy feature selection is carried out following the next four steps:
(1) Analysis of classic linear features. An automatic classification is carried out in order to obtain the reference rates (LF) for linear features. Then, an optimization phase is carried out across two steps:
(1) Automatic feature selection. An automatic feature selection is carried out based on statistical-medical criteria by ANOVA and a multiple comparisons test of the group means. Thus, only the linear and non-linear features with a p-value under a fixed threshold are selected and an optimum feature set is obtained. 
Results and Discussion
The experimentation has been carried out with the balanced subset BIODARWO. In this section, we have used the automatic classification and modeling, the general procedure of experimentation and the feature sets described in Section 3.3.
Phase of Entropy Feature Selection
In a first stage the reference rates are calculated for both linear features (LF, 186 features) and a non-linear proposal that consist of linear features and Shannon entropy (SE, 198 features). Thus, integration of Shannon entropy outperforms LF reference for MLP and k-NN with similar results for SVM paradigm but with an increase in the number of features of around 7% (Table 2 ). Then, an analysis of classic entropy features has been carried out. ApEn and SmEn are used and compared in order to adjust and select the optimum parameters (m and r). For both algorithms, m " 2, 3 and tolerance r " 0.2 have been evaluated. Figure 7 shows the obtained CER (%) values for the three paradigms with regard to the references LF and SE. ApEn cannot improve SE, but promising results are obtained for SmEn and m " 3, outperforming the rates for MLP and SVM. However, there is not a clear improvement in performance in the case of k-NN, the option with less computational cost with regard to the model generation and to the classification process.
Secondly, the integration of classic entropy based features is compared with permutation entropy features (PE) for different orders (m) and time delays (t). In our particular case and due to the length of the signals that have a mean of 3497 samples, m parameter was fixed up to m " 7. In this step, the previous best option, SmEn with m " 3, is evaluated with the references and different options of PE. Figure 8 shows the obtained CER (%) values for the three paradigms. PE based features improve the CER (%) rates in most of the cases. The best results are obtained for m " 7 and t " 7; this configuration improves the previous references with 198 features for MLP (15.69%) and SVM (17.65%) and it maintains a similar rate for k-NN. Good results are achieved also with k-NN with less computational cost (21.57%).
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Optimization Phase
In the next stage, during the optimization phase an automatic feature selection is carried out based on statistical-medical criteria by ANOVA and multiple comparison test of the group means. In this automatic process medical and statistical criteria are combined and only the linear and non-linear features with -value < 0.05 are selected. Thus, the number of features is reduced by around 60% and an optimum feature set is obtained. Table 2 summarizes the results for the references and the previous best options. In order to show the values considered for the parameters of the algorithms, a number is added after the letter that identifies each parameter. Figure 9 shows an example of the statistical comparison for pen-up (in air) time. This feature is relevant with < 0.05 as it can be seen in the analysis of the means of the groups CR and ET, which are significantly different. The graphic presents CER (%) value for the three paradigms. The PE based features improve the CER (%) rates in most of the cases. The best results are obtained for m " 7 and t " 7, which improve the previous references for MLP and SVM and are equal to the k-NN system [14] .
In the next stage, during the optimization phase an automatic feature selection is carried out based on statistical-medical criteria by ANOVA and multiple comparison test of the group means. In this automatic process medical and statistical criteria are combined and only the linear and non-linear features with p-value < 0.05 are selected. Thus, the number of features is reduced by around 60% and an optimum feature set is obtained. Table 2 summarizes the results for the references and the previous best options. In order to show the values considered for the parameters of the algorithms, a number is added after the letter that identifies each parameter. Figure 9 shows an example of the statistical comparison for pen-up (in air) time. This feature is relevant with p < 0.05 as it can be seen in the analysis of the means of the groups CR and ET, which are significantly different. After the optimization, an automatic classification is carried out with the selected feature sets in order to analyze the robustness of the generated sets. Figure 10 shows CER (%) for the references and the three paradigms (MLP, SVM and k-NN). There is a clear improved performance of the models after feature optimization for all the options. The best option is clearly MLP with the SPE-mt7t set (3.93%), and also SVM (7.85%) and k-NN obtain promising results for future real time developments (Table 3) . Moreover, permutation entropy seems to be a powerful non-linear feature for modeling the non-linear dynamic of the system. After the optimization, an automatic classification is carried out with the selected feature sets in order to analyze the robustness of the generated sets. Figure 10 shows CER (%) for the references and the three paradigms (MLP, SVM and k-NN). There is a clear improved performance of the models after feature optimization for all the options. The best option is clearly MLP with the SPE-mt7t set (3.93%), and also SVM (7.85%) and k-NN obtain promising results for future real time developments (Table 3) . Moreover, permutation entropy seems to be a powerful non-linear feature for modeling the non-linear dynamic of the system. After the optimization, an automatic classification is carried out with the selected feature sets in order to analyze the robustness of the generated sets. Figure 10 shows CER (%) for the references and the three paradigms (MLP, SVM and k-NN). There is a clear improved performance of the models after feature optimization for all the options. The best option is clearly MLP with the SPE-mt7t set (3.93%), and also SVM (7.85%) and k-NN obtain promising results for future real time developments (Table 3) . Moreover, permutation entropy seems to be a powerful non-linear feature for modeling the non-linear dynamic of the system. On the other hand, an analysis for classes has also been carried out. Figure 11 shows in detail the Accumulative Classification Error Rate (%, ACCERR) for CR and ET as a measure of optimization impact by class. It can be seen that the optimization and the integration of the novel entropy algorithms improve the ACCERR in all the cases. The best option is SPE-m7t7 for the three paradigms, even for k-NN, which yields appropriate rates for both classes with less computational cost in modeling and classification phases. The computational cost is also reduced in both phases with regard to the original feature sets. SPE-m7t7 improves not only the global rates, but also the class rate even for the less powerful model: k-NN. Figure 12 shows the analysis for classes with regard to Acc (%) with similar results. SPE-m7t7 is confirmed as the best option. On the other hand, an analysis for classes has also been carried out. Figure 11 shows in detail the Accumulative Classification Error Rate (%, ACCERR) for CR and ET as a measure of optimization impact by class. It can be seen that the optimization and the integration of the novel entropy algorithms improve the ACCERR in all the cases. The best option is SPE-m7t7 for the three paradigms, even for k-NN, which yields appropriate rates for both classes with less computational cost in modeling and classification phases. The computational cost is also reduced in both phases with regard to the original feature sets. SPE-m7t7 improves not only the global rates, but also the class rate even for the less powerful model: k-NN. Figure 12 shows the analysis for classes with regard to Acc (%) with similar results. SPE-m7t7 is confirmed as the best option. Figure 11 . Analysis of the entropy based feature sets and impact on classes by Accumulative Classification Error Rate (%, ACCERR). The optimization and the integration of the novel entropy algorithms improve the ACCERR in all the cases. The best option is SPE-m7t7 for the three paradigms even for k-NN, which presents appropriate rates for both classes. Figure 11 . Analysis of the entropy based feature sets and impact on classes by Accumulative Classification Error Rate (%, ACCERR). The optimization and the integration of the novel entropy algorithms improve the ACCERR in all the cases. The best option is SPE-m7t7 for the three paradigms even for k-NN, which presents appropriate rates for both classes.
In the final stage, an optimization analysis of the PE is carried out. This analysis is based on the signal scale decomposition (MPE) and the integration of signals (X, Y, pressure) by the novel MMSPE algorithms. This last step is oriented to integrating signal correlations and to further reducing the number of features for real-time system purposes. Figure 13 shows the effect of the introduction of different scales in the PE calculation. These differences in the scales could contribute to the detection of subtle changes in the signal that could be very useful for early ET detection. In the final stage, an optimization analysis of the PE is carried out. This analysis is based on the signal scale decomposition (MPE) and the integration of signals ( , , pressure) by the novel MMSPE algorithms. This last step is oriented to integrating signal correlations and to further reducing the number of features for real-time system purposes. Figure 13 shows the effect of the introduction of different scales in the PE calculation. These differences in the scales could contribute to the detection of subtle changes in the signal that could be very useful for early ET detection. These novel approaches provide very promising results. Figure 14 shows the obtained results. On the one hand, the SMPE approach with = 3, = 7 and = 7, which includes three scales, outperforms SPE-m7t7 with MLP, and obtains similar rates to the ones of the other two paradigms but with an increase in the number of features (84). On the other hand, the option that integrates three signals with = 3, = 7 and = 7, SMMSPE (76 features) set, decreases the number of features around 10% with regard to SMPE and 6% with regard to SPE-m7p7, but with similar CER for most of the paradigms. Only for MLP the results are worse due to a reduction in the relevant In the final stage, an optimization analysis of the PE is carried out. This analysis is based on the signal scale decomposition (MPE) and the integration of signals ( , , pressure) by the novel MMSPE algorithms. This last step is oriented to integrating signal correlations and to further reducing the number of features for real-time system purposes. Figure 13 shows the effect of the introduction of different scales in the PE calculation. These differences in the scales could contribute to the detection of subtle changes in the signal that could be very useful for early ET detection. These novel approaches provide very promising results. Figure 14 shows the obtained results. On the one hand, the SMPE approach with = 3, = 7 and = 7, which includes three scales, outperforms SPE-m7t7 with MLP, and obtains similar rates to the ones of the other two paradigms but with an increase in the number of features (84). On the other hand, the option that integrates three signals with = 3, = 7 and = 7, SMMSPE (76 features) set, decreases the number of features around 10% with regard to SMPE and 6% with regard to SPE-m7p7, but with similar CER for most of the paradigms. Only for MLP the results are worse due to a reduction in the relevant These novel approaches provide very promising results. Figure 14 shows the obtained results. On the one hand, the SMPE approach with ε " 3, p " 7 and t " 7, which includes three scales, outperforms SPE-m7t7 with MLP, and obtains similar rates to the ones of the other two paradigms but with an increase in the number of features (84). On the other hand, the option that integrates three signals with ε " 3, p " 7 and t " 7, SMMSPE (76 features) set, decreases the number of features around 10% with regard to SMPE and 6% with regard to SPE-m7p7, but with similar CER for most of the paradigms. Only for MLP the results are worse due to a reduction in the relevant information of independent signals. Moreover, the computational cost decreases with regard to SPE not only in the training phase, but also during the classification process. The SMMSPE methodology seems to be very promising to analyze both interaction between different signals and subtle changes in ET subjects. information of independent signals. Moreover, the computational cost decreases with regard to SPE not only in the training phase, but also during the classification process. The SMMSPE methodology seems to be very promising to analyze both interaction between different signals and subtle changes in ET subjects.
Finally, the health specialists have noticed the relevance and usefulness of the system for selection of handwriting biomarkers for early diagnosis of ET. 
Conclusions
This work focused on the selection of non-linear biomarkers from drawings and handwriting is part of a wider cross study on the diagnosis of essential tremor, which is developed in the Biodonostia Health Institute. Specifically, the main goal of the present work is the analysis of features in Archimedes' spiral drawing, one of the most used standard tests for clinical diagnosis of ET. In this sense, entropy based features have been added to a set of classic linear features (static and dynamic). Several entropy algorithms have been evaluated: Shannon entropy, approximate entropy, sample entropy and permutation entropy. The automatic analysis system consists of several Machine Learning paradigms, automatic features selection by ANOVA, and multiple comparison test (multcompare). The results are optimal even with a reduction of around 60% in the number of features after the selection process. The best option is MLP with permutation entropy. However, for real-time applications, MMSPE appears to be a promising methodology to analyze with less computational cost, both interactions between different signals and subtle changes in ET subjects. In future works, new non-linear features, entropy algorithms and automatic selection methodologies will be evaluated. Finally, the health specialists have noticed the relevance and usefulness of the system for selection of handwriting biomarkers for early diagnosis of ET.
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