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CHAPI'ER I 
INTRODU::TION AND BACKGROUND SURVEY 
A. Introduct ion 
In recent years, a number of major developments have been 
associated with problems in both theoretical and experimental 
optics. One of the most useful of these developments has been 
the introduction of Communication and Information Theory con-
cepts to optics which has accounted for much of the progress 
made in the diffraction theory of :image formation. The impetus 
for this renewed interest stems from attempts to apply the well-
developed techniques of these theories to the study of optical 
systems. However, in proceeding blindly in this way, a number 
of concepts, which are not well defined, have been carried 
over into the field of optics. In addition, because of the 
rapid development of these advancements, problems concerning 
interpretations of certain results have arisen and been left 
unanswered or incorrectly answered. Finally, certain rules of 
thumb used daily by researchers in this field are without 
rigorous theoretical founding based upon certain fundamental phy-
sical properties. It is the purpose of this dissertation, then, 
to reveal these misconceptions and incorrect interpretations of 
results, and to derive rigor ousl y the proper concepts from 
fundamental physical principles. In addition, these results will 
- 1 -
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be extended whenever possible to physical situations which have 
not already been discussed in the literature of the field. Pro-
ceeding along these lines, we now investigate the necessary 
background material which we need to discuss these problems. 
B. Comprehensive Survey 
It is well known that many optical systems can be treated 
as devices which perform a linear transformation of an object 
plane distribution into an image plane distribution. (26 ) The 
quantity which the system treats as linear depends upon the co-
herence properties of the illuminating radiation; indeed, for 
an incoherently illuminated object, it is the intensity which 
adds up linearly :f'rom point to point in the image plane. This 
is the two-dimensional spatial equivalent of the time transfer-
mation performed by a linear electrical filter; hence, one 
easily sees why it is so tempting to apply all of the techniques 
of linear filter theory directly to optical systems. However, 
two systems, one of which is linear in intensity, the other 
linear in amplitude, have a number of interesting points of dif-
ference. To give a thorough and comprehensive treatment of the 
differences between time and spatial filters here, is to go too 
far astray for our purposes; instead, we make reference to the 
treatment presented in Reference (26). Because of this analogy, 
the concepts of Green's function and transfer function have be-
come a permanent fixture in the field1~of optics. It is easy to 
show that the transfer function of an optical system in 
incoherent illumination is the Fourier transform of the Green's 
function which is the point image intensity distribution, i.e., 
j(~) sJ -oo = 
· r.-+ ~) 
s(x,y) eJ.\UJ • r dxdy 
J r s(x,y) dxdy 
-00 
where~(~) is the transfer function, and s(x,y) is the 
Green's function of the instrument. ~cause of the knowledge 
gained by knowing the transfer function, it has been calculated 
for many optical systems with various degrees and types of 
amplitudes and phase-errors. (5) . One publication has appeared 
in the literature in which the transfer function was calculated 
for an antisymmetric phase-error, and which indicated the ex-
istence of both continuous and discrete nonlinear phase jumps 
for'J(~). One result of this dissertation has been to inves-
tigate this case in both one and two dimensions, and to show 
that no such phase jumps occur. It is well known that the pheno-
menon of ''spurious resolution" produces abrupt phase jumps. In 
an attempt to observe nonlinear phase shifts with abrupt jumps, 
the combination of symmetric and antisymmetric phase-errors was 
analyzed in detail with the result that no abrupt phase jumps 
occur. (l7) These results are then compared to results already 
published in the literature for both physical and geometrical 
optics calculations. Finally, the problem of the least 
3 
ambiguous method of' representing phase shifts :for the transfer 
:function has not been resolved at this time. Thus, one such 
method :for presenting such information in the literature, and 
resolving this problem, is given in this work. 
Once the Fourier approach became :firmly established in 
optics, and transfer :functions :for systems became available, it 
seemed likely to turn to considerations concerning the assess-
ment of' optical images; however, the problem of' picking quality 
:factors which measure image quality is very difficult. The 
reason :for this is that the choice of' a quality :factor should 
include, among other things, the parameters governing the sys-
tem, thft statistics of' the object scene, and the use to which 
the sys.tem is to be put. It is obvious, then, that no single 
quality :factor can be obtained which will measure both the 
"sharpness n and the object-image alignment. (20 ) A. Mar/chal 
has examined the total wavefront deformation from a reference 
sphere for small phase errors, and has obtained tolerances on 
the mean-square wavefront deformation based upon placing a 
tolerance on the classical Strehl definition. In a thorough and 
comprehensive examination of this problem Marlchal assumed that 
appreciable deterioration of the image will not be noticeable 
as long as the Strehl definition was greater than .8, i.e., 
4 
D = s(o,o) s (o,o) 
0 
= 
2 
> .8 
where a is the area of' the aperture, and ~(13, 'If ) is the f'unction 
which describes the deviation of' the actual wavefront from a 
ref'erence sphere; in addition, he showed that the mean-square 
wavefront def'ormation def'ined by 
where 
was related to the Strehl def'inition by 
2 
As a result, he was successful in relating certain averages 
of' the optical path dif'f'erence from a ref'erence sphere, obtained 
purely from geometrical optics, to the more precise physical 
optics estimates of the light distribution. For the case of' 
large phase-errors, i.e., where dif'f'raction effects are neg-
ligible, the more appropriate ray density method has been sug-
gested in the literature; however, a rigorous method for 
5 
calculating an image assessing factor in this region has not yet 
been justified. Clearly, if such a method were known, the true 
limits of physical optics and geometrical optics would be known. 
' -
(ll) With this ~oal in sight, a rigorous proof is given for the 
justification of the ray density technique, and the method is 
then applied to averages taken over the image plane, i.e., 
JJ 
-CD 
' . 
2 2 (x +y ) I (x,y) dx dy g 
where I (x,y), the geometrical intensity distribution in the g 
· 1 i d · d (21 ' 22 ) The result is the same as ~mage p ane, s er~ve . 
that published by K. Miyamoto. Using this radius of gyration as 
a measure, the ray density method of averaging over the image 
plane is shown to be equivalent to the simpler and more phy-
sical process of averaging over the exit pupil, i.e., 
Finally, these results are compared with the results of the 
physical optics calculation already mentioned for various combi-
nations of phase-errors. (B, l3) In addition, previous results 
published in the literature and obtained by various methods are 
compared with these two limits, and the results clearly indicate 
for what values of the aberration coefficients the two limiting 
6 
7 
cases are valid; also, the transition region between the two 
limits can be ascertained. we conclude, then, by adding that a 
method for finding a quality factor for image evaluation in the 
large phase-error region has been obtained, and in the process 
certain problems have been made rigorous. 
At this point, however, we have not exhausted all previous 
attempts to obtain quality factors for image evaluation. 
(l6 ) Indeed, E. H. Linfoot asserts, "Information theory becomes 
relevant to the design of optical systems as soon as we pass be-
yond the first crude approximation in which an optical image is 
regarded simply as a magnified or diminished reproduction of the 
object; that is to say, as soon as optical theory is made to 
take account of aberrations and of diffraction". Thus, we find 
that Linfoot is able to attain a number of quality factors which 
describe, on the average, how well the system reproduces the ob-
ject or how well sharpness is maintained. Two of these quality 
factors are given as follows: 
1) Relative Structural Content 
J111' (~)I 2 ~00 (l3) d-f\.. 
T -oo = 
' JJ ~()0 (~) d...!\. 
-oo 
2) Correlation Quality 
d.f\.. 
Q = 
s1 
-oo 
..:, 
where ~ (uu) is the power spectrum of the object. 
-oo 
(8) Results 
of calculations made by using these quality factors are compared 
with the results obtained in the previous section. However, be-
yond just applying these results, there exists a problem with a 
basic concept of Entropy theory. (28 ' 29) This problem has 
been overlooked by some authors since its introduction by c. 
Shannon. In addition, it was not turned up when the techniques 
of this field were applied to optics because of people proceeding 
blindly to use them without investigating the physical basis of 
the basic ideas of the theory. This is a. point we have already 
emphasized in connection with using the techniques of 
Communication Theory in optics • Before proceeding to outline 
this problem, we should point out that another possible method 
8 
for evaluating optical images is the entropy loss of such optical 
systems. (27) This method, although not used a.s such in this dis-
sertation, has been investigated by O'Neill a.nd Asa.kura.. 
The problem is, simply, that c. Shannon has defined the 
concept of continuous entropy by 
= -
00 Jl p(x) log p(x) dx • 
-CD 
However, at a glance, we can see that this definition possesses 
certain undesirable characteristics. These are that the entropy 
involves taking the logarithm of a dimensional quantity, it de-
pends upon the coordinate representation, and it can be negative. 
In contradiction, his definition of discrete entropy, i.e., 
H = - L Pi log Pi 
i 
f th h t . ti (10, 28, 29, 33)Sh possesses none o ese c arac er~s cs. annon 
and others have circumvented these difficulties because all quan-
tities which they have calculated depend only upon differences in 
entropy. The final result of this dissertation is to clarity 
these difficulties inherent in the definition of continuous 
9 
entropy since no one doubts that the passage from discrete to con-
tinuous entropy is possible and should make sense physically. 
Based upon the assumption that even in classical physics one does 
not obtain an infinite amount of information upon measurement, 
this goal is achieved. (32 ) The resulting formalism is based 
upon the basic definition of information associated with a 
measurement as defined by N. Wiener, and the entire development 
is based upon a simple laboratory experiment in which a length 
is to be measured. Finally, the resulting formalism is applied 
to the case of the entropy of a Gaussian distribution, and the 
10 
result is given a physical interpretation. 
we can easily summarize by stating that the purpose of 
this dissertation is to solve rigorously the three problems 
discussed, and in the process correct and clarify misconceptions 
appearing in the literature. 
CHAPTER II 
NONLINEAR PHASE SHIFI'S IN LINEAR OPI'ICAL SYSTEMS 
I. The Frequency Response Function 
A. Development 
In the general diffraction theory of optical image 
formation it is well known that optical instruments can be 
treated as filters of spatial frequencies (26 ). The diffrac-
tion problem reduces to the evaluation of the light-intensity 
distribution in the point image from a knowledge of the ampli-
tude and phase distribution over the exit pupil. For the case 
of self-luminous or incoherently illuminated objects, it is 
the intensity which adds in the image; therefore, we focus 
our attention on the Green's function of the instrument 
s(x,y) * = u(x,y) u (x,y). 
The normalized frequency response function is then given by ('t'P . ( .... ~) 
. uJ s(x,y) e1 w ·r dx dy 
J(W)=J(UJx,Wy) = __ -oo __ oo _____ _ 
J'S s(x,y) dx dy 
-co 
where 
U(x,y) =the Green's function of the instrument in 
coherent light; 
s(x,y) = the Green's function of the instrument in 
incoherent light. 
If we now make use of the fact that 
- 11 -
12 
00 
U(x,y) = A J S F({3, )() e -i(f3x + )( y) d{3 d y 
-00 
where 
A - constant 
F(f3, ~ ) - complex amplitude distribution over the 
exit pupil of the instrument 
and invoke the convolution theorem (here we are really using the 
complex multiplication theorem), one obtains 
-oo 
= fr 
-00 
The form of F(f3, ~ ) is 
= 0 
where I F({3, 't) I describes the absorption in the instrument, and 
.6({3, Q ) is a function which expresses the deviation of the actual 
wavefront from the reference sphere. 
B. Importance of J' (i3) 
The result obtained for J (lD) is important for the 
following three different reasons: 
13 
i. J (\:i3) can be completely determined from a knowledge 
of information over the exit pupil without investi-
gating in detail the diffraction pattern; 
ii. the influence of the wavefront deformation on the 
spatial frequencies is described directly; 
iii.because of the smoothing operation involved in the 
convolution process, J (W) is of'ten a better 
measurement of the quality and performance of the 
instrument. 
Before closing this section, it should be pointed out that the 
expression for J"" (~) depends upon the Fourier transform rela-
tionship of U (x,y) and F(j3, o) and the idea that the optical 
system can be treated as a linear filter for spatial frequencies; 
these are two very different conditions. 
C . Properties 
Certain properties of the transfer function will be of 
interest to recall: 
i. The cross-symmetry relationship 
but 
and 
or 
14 
This property which can be derived very simply from 
the expression for 'J'"' (W) gives rise to three very 
usefUl and further properties which are as follows: 
ii. The Fourier transform of J" ( ~), which is s ( x, y) , is 
real. This must always be true since s(x,y) is 
really the intensity distribution in the image of a 
point source. 
iii. The magnitude of J ( W) is an even function, i.e. , 
= 
This is important since only half of the curve need 
be calculated and reported. 
iv. The phase of J ('it) is an odd function, i.e., 
No attempt at detail has been made in this very brief summary 
of the frequency response function because of the familiarity of 
15 
present day_researchers with the subject. 
II. The Purely Asymmetrical Case 
A. Introduction 
Since it is not the purpose of this report to give a 
thorough comprehensive survey of studies of the optical frequency 
response fUnction we shall restrict ourselves here to those publi-
cations which lead to an exact statement of the problem to be 
solved. The problem of calculating the transfer function in one-
dimension in the presence of a purely asymmetric wavefront devia-
tion from a reference sphere over the exit pupil has been 
reported by O'Neill (25) and Miyamoto (27), and in two-dimensions 
by De and Nath (5), Ma.rathay and Goodbody (l7), and O'Neill. 
B. One-Dimensional Asymmetrical Case 
There is very good agreement between the calculations of 
Miyamoto and O'Neill for the magnitude of the transfer function for 
a diffraction calculation. As for the _ pha~e curves, there is 
agreement between the two as far as the Miyamoto curves have been 
calculated; however, the important factor is that both sets of 
curves indicate that the phase curves are increasing continuously 
as the spatial frequency increases, and that neither exhibits 
abrupt phase shifts (see Figure II-1). 
In addition to the diffraction calculation, Miyamoto has in-
eluded curves for the geometrical calculation. Here, we notice 
l6 
a marked difference between the two calculations for the phase. 
The phase curves, while agreeing at very low spatial. frequencies 
(Figure II-1), disagree radically at intermediate and higher 
spatial frequencies; indeed, the geometrical treatment shows the 
phase curve fluctuating about Q = ~/2 as a mean for intermediate 
and higher spatial frequencies. The agreement between the two 
cases for I 1' (~) I is very good for such a small value of 
aberration coefficient; however, the phase curves for both 
intermediate and high spatial. frequencies are exceptionally mis-
leading, and are indeed incorrect. 
Finally, as support for the agreement at very low fre-
* quencies one can appeal to the work of H. H. Hopkins (1955) in 
which he suggests that geometrical. optics might be valid in the 
range s ~ .1. This work, of course, was based upon the case of 
pure defect of focus . While on the subject of the val.idi ty of 
geometrical optics, one should be very careful of the often-
quoted statement that for fine detail (high frequencies) and 
small aberrations, geometrical optics is not valid. Indeed, in a 
later publication (l4) (l957), Hopkins gives a case with large 
aberrations for which geometrical optics should give a more 
nearly valid result, but which gives an inferior result. This 
subject is perhaps best summarized by quoting H. H. Hopkins (l957): 
* All of the l955 papers of H. H. Hopkins are completely 
referenced in the 1957 paper given in Reference (14). 
"For this reason an earlier suggestion, that geometrical 
optics might be reasonably valid for spatial frequencies 
for which s C::: 0.10 (Hopkins, 1955), should be treated 
with some reserve, because thi s tentative conclusion 
was based on a comparison of rrumerical results of ray 
17 
and diffraction treatments of pure defect of focus. Never-
theless, the contention that geometrical optics may be used 
when only low spatial frequencies are in question, rather 
than for large aberrations, is supported by the present 
work, as is easily seen from a comparison of (8) and 
(10) above." 
One can conclude from this that a note of caution is to be ob-
served when interpreting the phase cu_~e resulting from a geo-
metrical optical calculation, and that one must use discretion 
in deciding to make the calculation to begin with. 
C. Two-Dimensional Asymmetrical case 
In a publication on calculating the frequency response 
tS] . 
for systems suffering from primary coma, De and Nath have for 
the first time indicated that it is possible to obtain both 
continuous and abrupt phase shifts in an optical system. In 
Figure II-2, we have reproduced one such curve from their paper. 
A thorough analysis of their publication shows a mistake in their 
lengthy calculation. Their cu_~es represent a choice of a parti-
cular spatial frequency which is conceptually misleading; in fact, 
by picking the frequency as they have done, they obtai n expres-
sions for the phase shift which are no l onger cubic as one ex-
pects for primary coma. In a private communicat ion, this was 
brought to the attention of one of the authors, and a later commu-
nication from him verified this . 
~ 
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To check this r esult f~ther, the two- dimensional case for 
w31 = 1.26 ')\ * was computed by 0 'Neill, and the results are shown 
in Figures II-3A and II-3B· The cll!"'ves show good agreement be-
tween t he geometr ical and diffraction cal culations for the magni-
tude of the transfer function. The phase curve for the Goodbody 
dif fraction calculation is in excellent agreement with that of 
0 'Neill for as far as it ia calculated. On the other hand, the 
geometrical calculation of Marathay is once again bending over 
and is incorrect. Finally, comparison with Figure II-2 shows no 
abrupt phase jumps confirming our belief. De and Nath have by 
their work created the intriguing question of obtaining both the 
abrupt and continuous nonlinear phase shifts in an optical system 
with primary coma which can later be pursued further. 
We are now in a position to compare the remaining publica-
tions on this subject. Figure II-4 shows the comparison of the 
:M9.rathay (geometrical calculation) results with that of O'Neill 
for w31 = 1 ~ , ~ = lC/4. We should point out at this time that 
"the Goodbody results were published in the Mu'athay report. we 
notice that for the case of the magnitude of the transfer function 
the two curves exhibit the ty:pe of agreement expected. This 
figure also shows that the geometrical treatment gives an 
* Here c = w31 is the antisymmetric and b = w20 the symmetric 
coefficient in units of A . 
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overestimation of the low frequency response; however, this 
result is expected becau$e the slope of the geometrical optical 
contrast function is zero at s = 0, but is ~2/~ according to dif-
fraction theory (lB). Figure II-5 shows that the Goodbody 
( dif:f'.raction calculation) result :for w31 = .63 'A and w31 = 1.26 'A 
lie on either side of the 0 'Neill result for w31 = 1\. This is 
a very goqd agreement, and is certainly to be expected. 
Figure II-6 shows the comparison of the phase for the 
Ma.rathay geometrical calculation and the O'Neill dif:t'raction 
calculation for w31 = 1 ~' 'Y = ~/4. Here, once again, we see 
the very good agreement at low frequencies, but at higher fre-
quencies a very poor agreement. In fact, for the geometrical 
calculation the phase curve is turning over and could possibly 
have gone negative had the calculation been completed. This re-
sult is definitely incorrect, and points out the deficiency of 
the geometrical calculation. Figure II-7 shows the comparison of 
the phase for the Goodbody diffrac~ion calculation and the 
O'Neill diffraction calculation. The Goodbody results, once 
again made for w31 = .63 ~ and w31 = 1.26 A lie on either si~ 
of the O'Neill result made :for w31 = 1~. This again gives ex-
cellent, agreement , and eve.n though the Goodbody curves are in-
complete, they do not appear to be bending oyer, and indeed, 
appear to be following the O'Neill result very closely. 
25 
D. Summary 
We shall conclude this section by summarizing our 
results as follows: 
i. The geometrical calculation and the diffraction 
calculation give very good agreement for the 
magnitude of the transfer function at low spatial 
frequencies, and are not totally misleading at 
higher frequencies; 
ii. the geometrical calculation and the diffraction 
calculation give very good agreement for the phase 
at very low spatial frequencies, but the geometrical 
results are totally incorrect for higher frequencies; 
iii. the results of 0 'Neill and Goodbody appear in ex-
cellent agreement as they should since both are 
diffraction calculations; 
iv. it is not possible to obtain abrupt phase jumps for 
optical systems with only purely asymmetric terms 
describing the wavefront deformation. 
E. Additional Problema 
It is well known that for an ideal lens out of focus, one 
can observe abrupt phase jumps, i.e., the phenomenon of "spurious 
resolution" (25, 26 ) In addition, the calculation of the spatial 
frequency response of an optical instrument has been. done for 
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single isolated phase-errors except for some special cases. we 
now ask the following questions: 
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i. Is it possible to obtain continuous and abrupt 
nonlinear ~hase shifts for the case of symmetric and 
asymmetric terms describing the wavefront 
deformation? 
ii. In the presence of ~re than one aberration coef-
ficient, is there any test for determining the 
form of the phase shift curve at critical points? 
iii. In the light of the difficulties of the phase problem, 
is there an unambiguous way of presenting the phase 
in the literature? 
III. The Presence of $ymmetric and As~tric Terms 
The one-dimensional problem of the calculation of the spatial 
frequency response for the case of both co~ and defocusing has not 
been presented in the literature. We shall in this section calcu-
late various cases in one dimension and use them as a guide in in-
terpreting the two-dimensional cases. One expects good agreement 
between the two eases; however, one does not expect a one-to-one 
correspondence. This is easily understandable if one considers 
the nature of the convolution ·process; in fact, one should expect 
to see a great deal more smoothing in two dimensions than in the 
corresponding one-dimensional case because of the greater 
averaging effect over the common area of two circles when 
convolved with each other. 
A. One-Dimensional Case 
The transfer function for the case is given by 
00 
J(W) = s * F(13 )F (13- \IJ)df3 • 
-oo 
we now choose IF(13) I = 1, and ~(13) = (bf32 + c133). Thus, we 
have 
F(13) ** = e:i.6(13) 
and 
we now make a change of variable to the axis of symmetry \.U /2 
(see Figure II-8). Let 
** For convenience, we absorb k into b and c in units of ~ • 
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~ = ~ -~ 
. 2 
~ 2 = UJ 1 ... -2 
~ -UJ = ~ 
Now, let s = UJ /2, then 
or 
uJ 
= -- 1 2 
w 
- 2 . 
31 
Y. B 2 3 B2 B 2 
= ( ·~ o+ - ) +2cs - 4A =(fA"-+--) +a(s) 
2 Vi.' 2'{1! 
where 
A = 6cs 
B = 4bs 
B2 
Ji:A= 
o:(s) = 
we now make the change of variable 
ffu = VA' 
dU = f~A\ 
and we have 
J(s) = 
e -a(6) 
where 
B 
+--
2{A' 
d~ 
• 1C~2 ~~ 
e dU 
f2Al [B :1 u2 = ~ -;r 2A + (1-s)J 
The Fresnel Integral is defined by 
Jz i~ F(z) = e dU = C(z) + iS(z). 
0 
Thus, we can obtain 
32 
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J(s) 
ia(s) 
[ F(U2 ) -F(l\ J e = ~;A' 
res) 
ia(s) ~c2-cl)+i(s2-s1~ e = ~ 
or 
2 2 ei~(s)+G(sD 'J (s) (c2-cl) +(s2-sl) = gA 
-3( 
where 
Q(s) -1 
8 2-sl 
=tan 
c2-cl 
These expressions can now be readily evaluated for special 
cases. Four cases were calculated to see the effect of defect 
of focus on the system with coma. Figure II-9 shows the compa.ri-
son of the transfer function for these three cases: 
case 1: b =2).. = w2o; c =W 31 = 1~ 
case 2: b = 3 ~ = w2o; c = w31 =1~ 
case 3: b = 4 ~ = w20; c = w31 = 1 x. 
Figure II-10 shows the phase -curves for these same three cases. 
The fourth case, which is given by 
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will be discussed in detail here, and also later when comparing 
to the corresponding two-dimensional case. We can now argue to 
the form which the phase curve has taken for this case; in par-
ticular, we attempt to show why it has gone negative. 
As has been shown, the phase always enters as the sum of 
two terms, one of which comes from the Fresnel integral, while 
the other term is taken from under the integral resulting from 
the change of variable. The term a( s) contains both a cubic and 
a linear term, i.e., 
a(s) 2 1 = 1361s(s - :3) . 
From Figure II-llA we see that it is the linear term in s which 
causes the phase to be negative. In fact, the phase is first 
positive because the cubic term plus the Fresnel term is greater 
than the linear term; it then becomes negative because of the 
linear term predominating; and finally, it goes positive again 
when the cubic term begins to predominate for higher spatial fre-
quencies. we also notice that at the edge the Fresnel and linear 
terms just cancel giving a purely cubic phase shift. Thus, we see 
how the symmetric term (defoc~ing) which gives rise to the linear 
term in the phase shift has caused the purely cubic phase shift 
term to become negative. A second example of this is shown in 
Figure II~llB for the case of w31 = l~and w20 = 2 A· Once ag!3-in, 
we obtain the same explanation for the form of the phase curve. 
B. Two-Dimensional case 
The case of w31 = w20 = 1.89 'x has been calculated by 
O'Neill and reported in the literature by Goodbody in the 
Ma.rathay paper. Figure II-12 shows the comparison of the two . 
diffraction calculations by O'Neill and Goodbody and the geo-
metrical calculation of Marathay. we notice the excellent agree -
ment of the diffraction calculations; however, the Goodbody re-
sult comes to an abrupt stop at a. very crucial point. Indeed, it 
is at this point that one must go to an analysis of the slope of 
the phase curve to detect its direction. If the curve had not 
gone negative at this point, an abrupt phase jump would have ap-
peared; however, slope analysis in terms of the real and 
imaginary parts of the transfer function gives the curve as shown 
by O'Neill. Furthermore, as Figure II-13 shows, there is then ex-
cellent agreement with the corresponding one-dimensional case. 
Once again, we notice that the geometrical treatment gives the 
phase curve as turning over, but because it is incomplete there_ is 
no way of determining if it will become positive again. Figure 
II-14 . shows a comparison of the magnitude of the transfer function 
for the diffraction calculations of Goodbody. and 0 'Neill. Once 
again, for as far as the Goodbody result is given, they are in 
excellent agreement. Finally, Figure II-15 gives a comparison of 
the magnitude of the transfer function for the one- and two-
dimensional cases. Here, we notice that there is a good 
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correspondence between the two, and the smoothing effect of the 
two-dimensional case mentioned earlier becomes obvious. 
Figure II-16 compares I J( W) I for one- and two-dimensions 
for w20 = 2 'A, w31 = 1 \; Figure II-17 compares the corresponding 
phase curves. Once again, we notice the good agreement between the 
two transfer functions if one considers the smoothing effect. The 
one point of disagreement for the phase curves is not understood, 
and may be due to a lack of points in the two-dimensional case. 
Figures II-18 and II-19 show the comparison of the phase for 
the one- and two-dimensional cases for w20 = 4 A and w3~ = 1 A. 
Once again, there is good agreement between the two. Here, the 
curve for the one-dimensional case has been calculated in great 
detail choosing very small increments for the spatial frequency. 
The result, as plotted in Figure II-18, shows the manner in which 
the phase curve wiggles • Superimposed on this curve is the 
smoothed-over curve which best fits it (the method of presentation 
used in this paper). Compari son of the one- and two-dimensional 
cases for the phase, although they are not plotted on the same 
graph, is still straightforward, and it is easy to verify the good 
. agreement between the two curves. Figure II-20 compares the magni-
! 
tude of the transfer function for the same case. It is very in-
teresting to note that even in the two-dimensional case as we 
introduce enough defocusing the wiggles appear in the magnitude of 
the transfer function. 
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c. Independence of the Sign of the Symmetric Coefficient 
we shall now show that the results obtained are valid 
even if the sign of the defocuss:Ipg term were negative, i.e., the 
results are the same independent of the direction of shift of the 
focal plane. Again we have to evaluate 
00 
J (W) = s F(f3)F*(f3-UJ)dt) 
-oo 
we choose 
F(f3) 
and 
Making the same change of variable as previously, we obtain 
and 
or 
r-l 
l!\ 
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I 2 
B 3 
---==) + 2cs 
2(Ar 
where 
A = 6cs 
I 
B = -4bs 
B '2 2 b2s 
n = 3 -c 
t2 
o{(s) = 2cs3 - B . 
-u 
If' we now ma.ke the change of' variable 
B 
2'lA' 
we obtain 
J (s) = eia(s) 
v2:, 
u 
J2 i!fif e 2 . dU 
ul 
where 
ul = -f? [ ~ + (1-s ~ 
u2 = - ~~~ (~ - (1-s~ 
53 
but B = - B; therefore, 
ul = W [~- (l-s~ 
u2 = ~ ~1 [~ + (l-s~ 
and 
3 B2 r2 cx(s) = 2cs - 1j:j\ = 2cs3 - B4A 
Hence, we have exactly the same result as previously, and we have 
shown the independence of the sign of the symmetric term. 
D. S'UIIIID8ry 
The very important result of this section is that it is 
not possible to obtain both continuous and abrupt phase shifts by 
combining both symmetric and asymmetric wavefront deformations 
over the exit pupil of an instrument. 
IV. Representation of Phase 
A. The Derivative of the Phase 
we recall that the optical contrast transfer function 
can be written as 
where 
2 2 J"'R + JI 
Q(w) = 
The problem which presents itself is that of plotting the phase 
curve from a calculation which essentially uses the method de-
veloped by H. H. Hopkins. In doing this, one is faced with a 
hodgepodge of data which at a number of very crucial points 
could very easily be misinterpreted. Indeed, if one is not care-
ful, it is quite possible to obtain nonlinear phase shift curves 
with abrupt phase jumps. However, if one is careful and uses 
some additional information, these difficulties can be circum-
vented. If we inquire into the slope of the phase, we obtain the 
expression 
It is clear then that if one knows not only the phase, but the 
real and imaginary parts of the transfer function, one can plot 
these results and make an analysis of slope to determine the sign 
of the slope of the phase curve. This can be applied at the 
crucial points of uncertainty, and often need only be a brief 
sketch and not a detailed analysis. In cases where it is not 
clear cut, a more detailed analysis may be performed. This 
information, in addition to our knowledge of the corresponding 
one-dimensional analysis, led to the very strong and important 
conclusion of the :previous section. The reader should be 
cautioned here not to misinterpret this statement. In reality, 
of course, knowledge of the one-dimensional case is not neces-
sary to interpret the two-dimensional case; indeed, the method 
outlined is inclusive within any given case. However, the im-
portant role of the one-dimensional calculation in this report 
must not be underestimated. It should also be emphasized here, 
once again, that in the :previous work of Marathay and Goodbody 
it was exactly at the points where such further information was 
necessary that the curves came to an abrupt end. 
As an example of. these ideas, we present a two-dimensional 
calculation by O'Neill with both 3rd and 5th order aberration 
coefficients present. At the two crucial points, the following 
analysis was obtained from the JR and ']"I data: 
case I s/2 = .215 
JR)o 
J I')o 
g < 0 from ( + )( -) - ( + )( +) . 
' j"'R)O 
' JI ~o 
55 
case II s/2 = .275 
J R) 0 
'J'IL.O 
9 ) 0 from ( + )( +) - ( - )( +) 
56 
I j R >o 
I 
JI )0 
Figure II -21 shows the resulting phase curve. From our previous 
phase curves, it is easy to note the influence of the symmetric 
and asymmetric terms on the final form of the curve. Table II-1 
gives all the data pertinent to this case. 
B. Summary 
The results of this section can now be summarized as 
follows: 
i. There is an unambiguous method of plotting the phase 
of the optical contrast transfer function, and it in-
volves an analysis of the slope of the curve in 
terms of the real and imaginary parts of the function. 
ii. The phase can be unambiguously presented by including 
the data for the phase itself as well as the data for 
the real and imaginary parts of the transfer function. 
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FIGURE ll- 2~ 
PHASE CURVE IN TWO- DEMENSIONS FOR ALL THIRD AND FIFTH- ORDER 
ABERRATIONS 
PHASE CURVE~O'NEILL (TWO-DIMENS I.ONAL) DIFFRACTION CALCULATION 
(THIRD AND FIFTH ORDER ABERRATIONS) 
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TABLE II · I 
DATA FOR CURVE OF FIGURE XXI 
s R I 9( s) ( OEGR EES) 
0.00 1.000 0.000 0.000 
.10 .396 .394 45 
.20 .091 .292 73 
.30 ... CXJ7 .125 93 
.40 .004 .022 ·eo 
.50 .037 - .011 344 
.60 .060 ~ .006 354 
.70 .063 .026 23 
.80 . .035 .052 56 
.90 
-
.004 .058 94 
1.0 . .037 .031 140 
I. ., 
... 030 .. .012 201 
1.2 . Oil - .026 293 
1.3 .029 .016 29 
1.4 - .014 .029 115 
1.5 •. 021 - • 012 211 
1.6 .012 - .009 322 
1.7 ... 004 .009 114 
1.8 .001 ... 002 288 
CHA.P.rER III 
A COMPARISON OF METHODS FOR IMAGE EVALUATION 
I. The Diffraction Limit (Small Phase-Errors) 
(l9)For the case of small phase-errors, Mar~hal has 
suggested that any tolerances placed on an optical system be im-
posed on the complete wavefront over the exit pupil taken as a 
whole, and not on each aberration term separately. Using this 
idea as his starting point, he was able to relate certain 
averages of the optical path difference from a reference sphere, 
obtained purely from geometrical optics, to the more precise 
physical optics estimates of the light distribution. 
A. Strehl Definition 
(3) A very important and useful quantity from the 
standpoint of physical optics is the Strehl definition which is 
defined by 
2 
(3-1) 
a 
where 
a = JJ dt3d '6 = the area of the aperture; 
s(x,y)= Green's function of the J.nstrument in incoherent light;and 
b.(t3,l)= a function which describes the deviation of the actual 
wavefront over the exit pupil from a reference sphere. 
- 59 -
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Thus, we see that physically the Strehl definition is the ratio 
of the light intensity at the maximum of the diffraction pattern 
to that of the same instrument without phase-errors. It should be 
emphasized here that we are dealing solely with phase variations 
and not with amplitude variations, i.e., jF(t), '6)1 2 = l; in 
addition, for this case 
(3-2) 
where 
f J F(~, 't )F*(~-~' -~)dt>d ~ 
-oo 
= (3-3) 
is the optical frequency response of the instrument, and 
F(t), ~ ) is the complex amplitude over the exit pupil of the 
instrument. Thus, the effect of pure phase-errors is always 
to produce a loss in the optical contrast transfer function 
at all frequencies! 
B. Relation of Strehl Definition to Marlchal Tolerance and 
the J ( W) Function 
Marlchal defined a g_uantity called the mean-square 
wavefront deformation, E , as follows: 
0 
E 
0 
(3-4) 
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where 
(3-5) 
I Prior to the work of Marechal, a number of physically 
meaningful quantities for evaluating image quality in the 
presence of small phase-errors had been introduced, e.g., the 
Rayleigh criterion, which states that appreciable deteriora-
tion of the image will not be noticeable as long as the wave-
front deformation from a reference sphere does not exceed ~/4. 
Using the fact that no serious deterioration takes place in 
the image if D ) 0. 80, Mar/chal was able to show from 
that E 
0 
L.. "2 184 , or in terms of the rms wavef'ront error, 
,('";1 ~ 
~ .c.o -
(3-6) 
Because of this relationship (Equation (3-6)) deri ved by 
Mar~hal, we are able to determine a classical tolerance factor 
from simple geometrical averaging. 
Finally, because we can treat an optical system in in-
coherent light as a linear low-pass spatial filter, we have 
the result that the Green's function of the instrument and the 
optical frequency response function are Fourier transforms of 
each other. we can now write the Strehl definition as 
D = 
dUJ y 
dW y 
which is the normalized volume under the transfer function. 
C. Ma.rlchal Method of Phase-Error Balancing 
We will now attempt to give a brief outline of this 
method which centers about the mean-square wavefront deforma-
tion as defined by Equations (3-4) and (3-5). (l2)We start 
with the wave-aberration function 6(~ ,¢) as seen from the 
Gaussian image point with the necessary condition that 
6(0,0) = o. We now form the function 
or 
I f) 
6 (~ ,¢) = 1r + T.fcos ¢ + 6(8 ,¢) 
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(3-7) 
(3-8) 
by displacements along and perpendicular to the principal ray. 
(l2 ) These displacements are easily shown to be given by 
2 
'&z r>J a L = 
-2 
and (3-9) 
T rJ - a~x - sin a 0 x = = 
where a is the semi-aperture angle, and where the coefficients 
in Equation (3-8) are listed in Table III-1 taken from 
-, 
Reference (26 ). We can now proceed to calculate 6 from 
Equation (3-5) and E0 from Equation (3-4). We should point 
out at this point that E will, in general, be a function of 
0 
L, T, h, and all third and fifth-order aberration coefficients. 
We now minimize E by setting 
0 
(3-10) 
...::t 
\!) 
* TABLE m-J 
TABLE OF ABERRATION COEFFIC1 ENTS 
r 
l I L ... c3 } 
r' I T + c 4 . *~ 
c, I c 1 T d2 h2 
c2 I c2 h2+ de h4 
c3 c h2+ d h4 3 3 
c4 c4 h3+ d6 hs 
c5 c5 htd5 h3 
D, · d I 
D4 d4 h 
D7 d h
2 
7 
Dsl d h
3 
9 
:t TAKEN FROM TABLE 4-1 OF REFEREN_CE ~ (~6) 
-l..,_IT SHOULD BE POINTED OUT HERE THAT THESE TWO COEFFICIENTS ARE · INCORRECT 
IN THE PUBLICATJON CITED 
The solutions to Equation (3-10) yield 
(3-ll) 
which, through ,Equation (3-9), define a surface in image space. 
Thus, we have been able to find a surface in image space over 
which the mean-square deformation from a reference sphere is a 
minimum. By simply using the re~ult of the previous section 
here, we are now in a position to define the limits within 
/ 
which the Marechal tolerance can be satisfied, i.e., 
2..,2 2 D ~ 0.80 > _(1 - " E ) • 2 0 (3-6) 
we shall now use this method to derive some important results 
for a number of cases of interest. 
D. Examples 
1. Tb,ird-:Order Sperhical Aberration and Defocussing 
we take .6.( g ,¢) to b'e of the following form 
We now find E to be 
0 . 
(3-12) 
(3-13) 
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We minimize with respect to b1 , and obtain 
'QEo 
0 
bl cl 
bl 
ob1 = = b+b or = -cl. (3-14) 
It is an easy matter to show that 
f ~f 
bl 1 
= = 
- 2c1 
= 2 bL (3-15) 
where jL describes the position of the receiving plane. 
Thus, the mean-square vavefront deformation is a minimum from 
a position midway between the paraxial and marginal foci . 
2. Third and Fifth-Order Spherical Aberration 
and Defocussing 
For this case, we have the following form 
for ~c Jl ,¢), 
~( f ,¢) 
we obtain E as 
0 
E 
0 
Minimizing with respect to b1 , yields 
(3-16) 
(3 -17) 
(3-18) 
Substitution back into E , gives 
0 
(E ) 
0 • 
m~n. 
cl 
Minimizing with respect to 1\. = d , yields 
1 
and, from Equation (3-18), we get 
It can easily be shown that 
~L 
3 
- 2 
We now find~ L( f ) = o, and obtain 
0 
Thus, the zone S = S is the place where the \vavefront can 
0 
be bent back to bring the rays back to paraxial focus. De-
pending on whether ~0 is greater than, equal to, or less 
than unity, the system is said to be under-, fully-, or 
over-corrected. Finally, we can easi ly determine the 
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(3-19) 
(3-20) 
(3-21) 
(3-22) 
(3-23) 
position of the receiving plane as 
Thus, to achieve a minimum mean-square wavefront deformat i on, 
we should just fully-correct, and then focus 4/5 of the dis-
tance from the paraxial focus to the maximum zonal focus. 
3· General Case 
Starting with Equation (3-8), we find that 
using Equation (3-10), yields 
68 
1 L = - (cl+2 c2 
Dl D7 
+ c3 + 91o + 2 ) (3-25) 
T 
- (C4 2 
D4 ~ 
= + 3 c5 +-+ 2 ) 2 
where L, T, c1 and D1 are the coefficients of sf cosn¢ in 
t 
the expression for~ given by Equation (3-8). Mathematical 
detail has been purposely avoided to conserve space; however, 
these cases have been worked out in detail in the literature, 
e.g., Reference (26). As a check, we notice that L depends 
only upon even powers of the field height, and T depends only 
upon the odd powers of the field height. we shall now 
demonstrate the use of this general case to make a third 
special case. 
4. Coma and Defocussing 
Choosing ~ of the form 
From Equation (3-25), we find that 
T 2 
= c5 3 
From ]}:;J.uation (3-9), we find that 
T = - sin a ~X = - ~ ~ X 
and from the equation of the coma flare in the image plane 
we have that the maximum extent of the symmetric axis of 
the flare is given by 
~. 
= 3RCd 
a 
Thus, substituting Equations (3-28) and (3-29) into 
Equation (3-27), yields 
Hence, the point in the coma flare from which the mean-
square wavefront deformation is a minimum is 2/9 of the 
distance from the Gaussian image point along the symmetric 
69 
(3-26) 
(3-27) 
(3-28) 
(3-29) 
(3-30) 
axis of the pattern. To get an idea as to where this point 
lies on the rigorous diffraction pattern for primary coma, 
we consider the curve shown in Figure III-1 whic;h is taken 
from (23)Nienhuis and Nijboer. 
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r-1 
. ~ FIGURE ID-J 
DIFFRACTION PATTERN OF PRIMARY COMA (TAKEN 
FROM REFERENCE :tt~3) 
\1\i DOT REPRESENTS THE 
POSITION FROM WHICH THE MEAN-
SQUARE WAVE- FRONT IS A MIN· 
I MUM ,AND CORRESPONDS TO THE 
VALUE CALCULATE'D. 
THE BOUNDARY OF THE GEOMETRICALLY DETERMINED 
COMA FLARE IS ALSO SHOWN 
we will do the case of Field Curvature and Astigmatism in a 
later section because of its interesting result. 
II. The Geometrical Limi.t (Large Phase-Errors) 
A. Ray Density Method 
1. Definition a.nd Discussion 
We have already shown how one can define a 
meaningful average for evaluating the overall performance of an 
optical instrument in the classical diffraction limit; however, 
for the case where diffraction effects can be neglected, we 
must introduce a new method for evaluating puch instruments. 
(ll) Such a method was proposed by M. Herzberger, and it was 
found to yield very good information about the light distribu-
tion in the optical image. This method yields a pattern of 
points formed in the image plane by a system of rays emanating 
from a single object point and uniformly distributed over the 
entrance pupil. This uni.form distribution is necessary if one 
is to have each ray representing the same amount of light 
energy. This approximati.on which associates energy flux with 
ray density appears to be valid on the basis that it leads to 
results verified by actual observation. Such results have 
been published by many researchers in the past, and are too 
well-known in the optical field today to be reproduced in any 
greater detail here. (ll) These results are best sUilllllB.I'ized by 
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Herzberger in his original paper, "The intersection points were 
plotted, representing each ray by a small dot. The figures show 
that these plots are very similar to photographs of the image of 
a point light source ". To complete our discussion of this 
method, we shall now attempt to show when the approximation 
which associates energy flux with ray density is valid. 
2. Proof for Ju::;tification 
One way to do this is to start with the 
Maxwell equations for a charge and current-free region 
p . ( ~) ik t._ ( r) (j = ..1 = 0), assume a so.Lution of the formE = e r e o , 
0 
substitute it into the time-independent Maxwell equations, and 
obtain the Eikonal equation of geometrical optics for the limit 
of very large k , i.e., 
0 
= n 
2 
If we now define the light intensity (I) as the time average 
of the Poynting vector, WE! obtain 
\7· (Is ) = o . 
(3) For a tube of rays terminating in infinitesimal 
areas ds1 and ds2, this result leads to the intensity law 
of geometrical optics, i.e., 
= 
(3-31) 
(3 -32) 
(3 -33) 
which states that the product Ids remains constant along a tube 
of rays. Clearly then, we can reduce our infinitesimal area 
such that it only has one ray, and we will have associated an 
energy conservation law with each ray. Thus, if we have a 
uniform distribution of rays as in the ray density method, each 
ray will represent the same amount of light energy. 
(l) A second method :for deducing this same result was 
given in a paper by A. Arakengy. By investigating Liouville'~ 
theorem and precisely def:ining the intensity, he is able to 
show that the phase space for light is (~,f). He then draws the 
analogy that the Eikonal equation of geometrical optics is 
equivalent to the Hamilton-Jacobi equation for particles, and 
that there exists a set of equations mathematically equivalent 
to the Eikonal equation much the same way as Hamilton's equa-
tions of motion are equiva.lent to the Hamilton-Jacobi equation. 
These equations are given by 
k oUJ 'bW (3-34) = 
- ()x·' X = i>k . X 
X 
Having completed the analogy, it is a simple matter to show 
that the radiant energy density in phase space as given by 
(3-35) 
where U is the radiant energy, obeys Liouville's equation, i.e., 
W = ~~ + (,a,w] = o 
where the conservation of energy is implied, and where the 
bracket is the Poisson Bracket. Finally, because 
he can prove that for a steady-state situation ( [,u,,H] = o), 
for which I will be a constant with respect to time every-
where, that the only effect of mirrors, lenses, etc., is to 
bend and distort the trajectory without changing the value 
of the intensity. He refer::; to this as the "brightness 
theorem", and it is clear t hat it is physically equivalent 
to our intensity law of geometrical optics. It should be 
emphasized here that the result as proven by Arakengy is 
quite general and applies equally well to any conservative 
force field in which partic.les move classically or to any 
dispersive region where radiation travels according to the 
laws of geometrical optics. Thus, we have justified the 
approximation made in the Herzberger formalism. 
B. Miyamoto Expression for the Intensity Distribution 
1. Expression for the Intensity Distribution 
In order to investigate the ray density 
method quantitatively, it is necessary to have a formula for 
75 
(3-36) 
(3-37) 
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the geometrical intensity distribution in the image plane. By 
considering that the energy flux through an infinitesimal area 
of the exit pupil (da = du dv) is converged on an infinitesimal 
area of the image plane (do = dx dy), and using the result of 
the previous section, we are now able to prove that 
-1 
(3-38) 
where 
= 1 . 
Using the "geometrical law e>f intensity" or the ''brightness 
theorem", and making the te1•ms as defined in Figure II-2, 
we have that 
or 
= 
I da 
1 do 
we now choose a uniform distribution over the exit pupil, 
i.e., r1 = 1; therefore, we obtain 
da 
= do 
By transforming the infinitesimal area da, we get 
(3-39) 
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dx dy 
However, we can now write this in a different form since we 
know that 
IJ(u'v)l = x,y 
1 
if the mapping is one-to-one~ . we know that this i s true 
because of the analogy to H€mdlton-Jacobi theory which 
guarantees that the two points which are connected by a 
trajectory solution to the Hamilton-Jacobi equation are 
unique. This is true because a canonical transformation re-
presents a one-to-one mapping. Now, if we define the inten-
sity distribution in the imE~ge plane such that it satisfies 
Equation (3-39), we have 
1 I 
-1 
J(x'y) 
u,v = --a 
You now use Bluation (3-41) _; this becomes 
-1 
1?~ 11-~ 2 2 l - (<':1 ~) I = - llu2 'Ov2 ~uOv g a 
which is exactly the result obtained by Miyamoto. 
2. Relationship o1~ I to the wKBJ Approximation for the 
--------~~---g:------~~~~~~----~~~~~ 
Diffraction Integral 
t ( ,2 w2Ig) -1 I is interesting to note that A = 0 
is exactly the condition necessary to obtain the asymptoti? 
limit of the integral representing the transfer function. we 
recall that for the case of incoherent illumination, the 
transfer function and the Green's function are Fourier transform 
pairs because the optical instrument can be treated as a low-pass 
linear filter; hence, we can write the transfer function for the 
geometrical limit as 
(3-40) 
Substituting Equation (3-38 ) into (3-40), and using the equa-
tions for the ray intercepts in the image plane, i.e., 
we obtain 
R (s,t) g = 
_1 Joo -21ti(s}_+~L)6 
a . J e ~u v du dv. 
-oo 
It should be pointed out that this equation can be obtained 
(3-41) 
(3-42) 
from the more general expression for the transfer function in 
79 
the wave optics limit. If •re use Equation (3-3) and assume pure 
phase variations, we can expand the argument of the exponential 
under the convolution integral into a Taylor series about the 
point (u,v) and obtain 
R (s,t)= ~ JJ [ 2n:.~ AS 0 >.t ...... 2 )..s ""''. \.t ~ 3 exp. - -J. 2(- - + - ..J.L).6+ r(- ...JL + a.:::. --'L) .6+ ~ 2 )u 2 ~v · o 2 -au 2 ?Jr 
CD 
2 (.>.s () )\t 0 2m-l 
• .... + 2(m-l)! 21,v + 2 'av) .6+. • .. · 
It is evident that only the first term in the above expansion 
is independent of ~j hence, in the limit ~~0, only the first 
term exists, and it gives rise to R (s,t) as given by g 
Equation (3~~2). Now, when the variation of the argument in 
Equation (3-42) is large in the domain of integration, the ex-
ponential factor oscillates very rapidly, and the main contri-
(3-43) 
bution from the integral comes from the neighborhood of certain 
points where the function is constant. These points, referred 
to as "critical points ", satisfy the relations: 
i (s116 + t ""b.6) () U 'bU "bV = 0 = ..:l. (s 'b .6 + t "b.6) ()V )U ()V (3-44) 
for the critical points of the first kind, and similar but 
higher-order expressions for critical points of the second 
and third kind. The condition on the existence of non-
trivial solutions to Equation (3-44) i s that 
0 
CD 
FIGURE m -2 
TUBE OF RAYS FROM EXIT PUPIL TO IMAGE PLANE 
EXIT PUPJL IMAGE PLANE 
-do= dx dy 
11 da =du dv 
X 
u 
V · y 
1 
= 0 
where we have assumed that there exists a finite constant 
·· Wo UJ 
0 
such that \ s\ , J tl)ur , and thus that there exists a 
very small region over which the argument of the exponent 
is constant. (2l) At this point, we can best summarize by 
quoting Miyamoto, "Consequently, when the geometric-optical 
intensity distribution .does not become infinite, both 
r , will tend to zero in the high frequency region g 
For the case where I becomes in-g 
finite, the high frequency region cannot be neglected. 
(24) This case has been worked out and published in a 
le~ter by I. Ogura with similar results. 
C • Averaging in the Image Plane 
As a result of the introduction of the ray density 
method by Herzberger and the subsequent derivation of a 
quantitative expression for "the geometrical intensity dis-
tribution in the image plane, we are now in a position to 
perform certain averages over the image plane to obtain 
quantities which measure the image quality. One such 
quality factor, which has been suggested· as useful, cbries from i:he 
ray density method of ray tracing. For such a factor, we 
define the averaging in the. image plane by 
81 
• 
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2 22 JJCD r = x +y = 2 2 (x +y )I (x,y)dxdy . g (3-46) 
-oo 
Clearly, we are using the intensity distribution in the image 
plane as a weighting factor in computing this quality factor. 
From the form of I (x,y) as given earlier, it is obvious that g 
such averages are indeed going to be mathematically cumbersome 
to carry out; however, it will b~ shown later how this prob-
lem can be circumvented. To do this, we shall now proceed 
to define another possible method of averaging to produce an 
image evaluating criterion • 
. D. Averaging OVer the Ji!xi t Pupil 
1. Definition 
we now define a.n average for the radius of 
gyration over the exit pupil by: 
2 1 
r = (3-47) 
where ( ~ ,¢) are the polar coordinates of the exit pupil. It 
is obvious at a glance that t his method of averaging is 
simpler than that defined by Equation (3-46). 
2. Physical Interp:C'etation 
It is easy to give the physical reason for 
taking the average over the •exi t pupil. Since there are more 
rays at the outer edges of the exit pupil than about the 
center, it seems likely that some weighting fUnction should 
be used to take this into account. The simplest and the most 
likely function is the radius of the exit pupil. Hence, we 
have defined an average in Equation (3-47) which weighs the 
rays increasingly from the center to the edge of the exit 
pupil by using the radius of' the exit pupil as a weighting 
factor. we are now in a pos:ition to prove an interesting re-
sult concerning these two averaging processes. 
E. Proof that Averaging in the Exit Pupil is Equivalent 
to Averaging in the Image PLahe 
To obtain this res1ut, we transform the average 
given in Equation (3-46) ov1~r the image plane to an average 
over the exit pupil. This :involves taking each x andy andre-
placing them by functions of J and ¢, and in transforming the 
element of area under the integral by finding the proper 
Jacobian, i.e., 
(3-48) 
(26 ) It is well known that the ray intercept equations are 
84 
given by 
X = R. ( n(~L1 sin¢ o6 ) c,osl" ~ - -~- )13' (3-49) 
R ( . n( ~,6 css¢ oli ) y = s~n)l' d~ + 1>13' . 
we now proceed to calculate the Jacobian of the transformation, 
ox ()X 
J(x'y) ~~ 
)~· ox "')y Ox ()y 
= = ~~ "W - ~ )3 g (3-50) 
oY )Y 
"if ~-
we obtain, as a result,that 
which, for the case of axiaJ. symmetry' i.e.' 6 = .6( r ) ' reduces 
to 
Tfle now obtain the expression for I . We recall that g 
I (x,y) g 
we now transform to polar coordinates over the exit pupil by 
using 
and 
2 2 
= u + v 
' 
v = f sin ¢ 
¢ -1 v = tan - . 
u 
Using Equations (3-53) and (3-54), we get 
(£t.) = cos ¢ )u 
v 
(~) · = s:in ¢ 
u 
(3-53) 
(3-54) 
(3-55) 
Now, since b. is a function of J and ¢, i.e., b. = 6(:, ¢), we 
nrust use 
(3-56) 
Using Equations (3-55) and (3-56), we obtain 
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2 2 ~ 2 ~ . ~ 2 2 2 ]__ _ i 2,c 1\ 2sinl"cos¢ (J _2cosl"sl.nY' 0 cos ¢ (I cos ¢ ~
£) V2 - S n w + J d~W g2 ~ + r ~~ I _92 ()YJ 
2 I ) 
(sin ¢-cos'1) ?> _ sin¢cos¢ l 
+ ~ w ~ )~ (3-57) 
Before calculating the gene:l."al case, we just calculate the 
axially symmetric case, i.e., 6. = 6. ( J). This gives 
(3 -58) 
Substitution of Equations (:3-52) and (3-58) into (3 -48), 
yields 
or 
2 
which, except for the constant factor R , is exactly 
Equation (3-47). Returning now to the general case, i.e., 
6. = 6. ( ~ , ¢) , we obtain 
2 2 2 2 (?> ~ C>~)-(~6. ) 
()v ou ou-ov-
(3-59) 
Substitution of Equations (3-51) and (3-59) into (3-48), gives 
This, once again, is the averaging over the exit pupil and 
completes our proof for the general case. We have chosen to 
proceed from Equation (3-46 ) to (3-47) to complete this 
proof j however, it should "be noted that proceeding in the 
opposite direction is just e•s valid and likely. Indeed, we 
could have started by writir~ Equation (3-47) in terms of 
the cartesian coordinate (u~,v) of the exit pupil as 
we now recall that 
= IJ(~)I 
a 
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Substitution into r 2, yields 
(3-47) 
which is exactly the result desired. 
F. Second Moment Relationship of Fourier Transforms 
At this point in our development, one might be 
tempted to state the reciprocal relation for second moments 
which come from Fourier theory, and deduce that the radius of 
gyration was a poor choice for a quality factor. The purpose 
of this section is to insert a note of caution concerning 
the relationship 
{ JF( u )1
2 
dv 
2 
= ~ (3-60) 
-CD 
where F(u) and f(x) are any two Fourier transform pairs which 
are given by 
f(x) 1 Jf' F(u)e-iux du (3 -61) = 
f2,? 
-co 
and 
00 
F(u) 1 ~r f(x)eiux dx :::;: p;' 
-co 
and which are said to exist. The second moments are defined by 
co 
tsx2 == J x2 ff(x12 dx 
-oo 
= 
and the first moments are zero, i.e., 
The problem arises when one chooses exit pupil distributions 
which are pure phase-errors, i.e., 
Then, since the Fourier transform of a rectangular function 
is a sine function, we find that the second moment becomes 
infinite. This would imply that the choice of the radius 
of gyration was a poor one because it would always yield 
the same infinite result; however, a closer investigation 
into the derivat ion of' Equation (3-60) shows that for the 
case of JF(u)l = 1 that it i.s not true. (30) In the deri-
vation of' Equation (3 -60 ) it. is necessary to show that 
(3-62) 
(3-64) 
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/' 
-oo 
d2 * F(u) 2 F (u)du du 
du . (3-65) 
For Equation (3-65) to be true, it is necessary that a term 
'* of the form F(u) F (u) be zero at the two end points set by 
the rectangular function; however, this will not be true 
because the rectangular function is not zero at the end 
points and its derivative is unknown at the end points. It 
must be pointed out that here we are defining the deriva-
tive in the usual sense, i.e., 
' g (x) = lim. 
6X-}0 
=-g (,__xii1X~)'---g ( x) > 
- 6X for bX , 0. (3-66) 
Thus, the sufficient condit.ion for Equation (3-60) to be 
true is that the function be zero at the end points and its 
slope be zero or finite at the end points. we conclude that 
for the case of sharply bandlimited functions that the 
second moment will not be reciprocally related to ~u2 , and it 
can still be used as a criterion for evaluating images. 
Finally, it should be pointed out that there exists a 
mathematical artifice for defining the derivative which will 
render Equation (3-60) trivially true. If we had chosen to 
define the derivative as 
' g (x) =~·fD+D ] 2 L '"") ... (3-67) 
where D~ is the limit taken from the right, and D~ is the 
limit taken from the left, then it is a simple matter to show 
that the slope i s zero at the : end points. Actually, we have 
two different sequences which come from 
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~a g(x) = lim g{a+£L-g{a~ t. (3-68) ~ .. ~o 
E)O 
and 
i..- g(x) = lim g{a2-g{a-{) 
E~O <t 
(3-69) ;;. 
£.<0 
The resulting sequences give 
I ~ [o + o] g (x) = = 0 . (3-70) 
Thus, if we define the derivative in this way, Equation 
(3-60) is trivially true because it says that infinity is 
greater than or equal to some constant. 
G. Examples 
Using the radius of gyration as our quality factor, 
we will now proceed to do a number of cases of interest. 
1. Third-Order Spherical Aberration and Defocussing 
Using Equs.tion (3-12) for ~( S ,¢), we obtain 
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(3-72) 
Equation (3-47) becomes 
2 1 21{ ·~ G 2 R s J '?>b. ·- 2 2 2 8 l 
r = -;- ('C>j ) j d~d¢=2R c1 'Yl- 3''\ + 2 J 
0 0 
where 
we now minimize r 2 with respect toil, obtaining, 
or 
(3-73) 
Using Equation (3 -15) for f , we obtain 
2 f = 3 . (3-74) 
Thus, the radius of gyratiort of the geometrical pattern in 
the image plane will be a minimum when we focus two-thirds 
of the way from the para.xiaJ. to marginal focus • 
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2. Third and Fifth·-Order Spherical Aberration and 
Defocus sing 
Using Equation (3-16) for 6( f ,¢), we obtain 
Once again, Equation (3-47) "become s 
r2 ~ ~ J J 
0 0 
or 
we now minimize thi s with respect to b1 , and obtain 
Substit uting Equation (3-77) back into Equation (3-76), we 
obt ain 
2 2[4 2 3 2 8 1 
r . = R 9 c1 + 2 ~ + 5 c1 ~ · 
nu.n . 
c1 
we now minimize Equation (3 -78) wi th respect to 1\.= d , and 
1 
obtain 
(3-76) 
(3-77) 
(3-78) 
Substituting (3-79) into (3-77), yields 
Substituting (3-79) into (3-23), yields 
Hence, for 
l = 1.095 
J = 1.095 the rays will be bent back to 
0 
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(3-79) 
(3-Bo) 
(3-81) 
paraxial focus, and the system is said to be under-corrected. 
Substituting Equations (3-80) and(3-81) into Equation (3-24), 
we obtain 
f = .835 • 
Thus, to achieve a minimum radius of gyration for the 
geometrical patt~rn in the j_mage plane, we should first 
nnder-correct ( J 
0 
= 1. 095) J' and then focus • 835 of the 
distance from the paraxial focus to the maximum zonal focus • 
(6) In support of this resw.t, we have the work of T. 
di Francia for which the opi;imum value of third- and fifth-
order spherical aberration needed to minimize his "disk of 
confusion" leads to an under-corrected system. 
(3-82) 
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3· Coma 
Using the following form for the wave 
aberration function 
(3-83) 
we obtain the intercepts in the Gaussian image plane (z=O), 
as 
X = 
RC5hf [cos 2¢ + 2] 
0 d.. 
yo 
= RC5hl sin 2¢ . 
a 
(3-84) 
Equation (3-84) is the set of parametric equations which 
yield the well-known geometrical coma-flare pattern in the 
Gaussian image plane. We shall now find the center of 
gravity of this geometrical pattern by using 
1 2:n: 
~ = ~ J J xJ dfd¢ and (3-85) 
0 0 
The result is 
(3-86) 
However, from the parametrie equations for the coma-flare, we 
have that the maximum extent of the pattern is given by 
X = 3RhC5 • omax (3-87) 
Hence, we can easily obtain ihe ratio 
Xo max 
. X 
, as 
(3-88) 
Thus, if we were to ask at w'hat point in the image plane 
we should place a photo-detector for maximum output, the 
answer would be one-third of the distance from the Gaussian 
i~~ point along the symmetric axis of the pattern. 
4. Astigmatism ancl Field Curvature 
AJ3 noted earlier, we have saved this special 
case until now because of i·cs interesting result. The pattern 
resulting from such aberrat:ions has been studied in detail, and 
yields an ellipse which at eertain points degenerates into two 
lines and the so-called "circle of least confusion". The 
nature of these aberrations is that they deform the wavefront 
from a reference sphere in such a way that at the plane 
corresponding to the "circle of least confusion" the wavefront 
is again a sphere although not centered at the Gaussian image 
point. However, if we now purposely add a defocussing term, 
and we calculate the minimum mean- square wavefront deformation 
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with respect to this term, we should find it to be zero. In 
addition, we expect that the radius of gyration of the image 
pattern will be a minimum with respect to this same focal 
adjustment. It will now be proven that both of these expected 
results are correct. 
We begin with A(~,¢) in. the form 
2 -2 . 
and we calculate A and A to be 
and 
Using Equation (3-4), we ea::lily find E to be 
0 
Minimizing wit~ respect to ·b1, we obtain 
(3-89) 
.(3-91) 
(3-93) 
Now, substitution of Equaticm (3-93) into Equation (3-92), 
yields 
(E ) = 0 • 0 . 
nun. 
All that remains to be done now is to show that Equation 
( 3-93) locates the "c ircle of least confusion". ( 26 ) It :is a 
simple matter to show that 
Then, Equation (3-93), yielcis 
which is exactly the position of the surface where the. 
pattern degenerates to the "circle of least confusion 11 , and 
it is easily shown to be mi(iway between the sagittal and 
tangential focal surfaces. 
we are now ready to prove that the radius of gyration 
is a. minimum with respect to the same value of the de-
focussing coefficient. Using Equation (3~49) for the ray 
intercepts, we find the radi us of the pattern in the image 
plane to be 
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(3-94) 
(3-95) 
(3-96) 
99 
(3-97) 
Performing the average yields the following result 
(3-98) 
Minimizing with :respect to the de focussing coefficient, yields 
(3-93) 
which is exactly the result obtained in Equation (3-93)· 
Substitution of Equation (3-93) into Equation (3-98) 
yields the minimum value of the radius of gyration to be 
2 (r ) . = 0 • 
mJ.n. 
Thus, by both methods of aVE!raging, the optimum focal 
position is at the "circle of least confusion". 
5 . General case 
we will now derive the results for the 
general case, and show that the previous results can be 
obtained as special cases. Using the equation for the ray 
intercepts, once again, we f ind that 
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2 _ R2 \(:'66)2 ..!._ (~'6)2l 
r - · ~ ~ ~ + ~2 '1~ J · (3-99) 
Without putting in the very rnessy mathematical details, we 
I 
now again use Equation (3-8) for the general form of 6 (~,¢), 
calculate r 2 from Equation (3-99), find r 2 , and minimize the 
result with respect to L and T as before, to obtain the 
following final forms: 
(3-100) 
and 
To prove that these equationt3 yield all the previous results, 
we consider the following th:!:-ee cases: 
1. Let all coefficient:3 except L and c1 be zero, then 
Equation (3-100) yields 
= 
4 
3 (3-73) 
which is exactly the previou:s result given by Equation (3-73)· 
2. Let all coefficients except L, c1 , and D1 be zero, 
then Equation (3-100) yields 
4 3 
b1 = - 3 c1 + 2 d1 
vrhich is exactly the previous result given by Equation (3-73). 
3. Let all coeffic ientB except L, c2 , and C 3 be zero, 
then Equation (3-100) yields 
lOl 
bl = - h2 (~2 + c3l (3-93) 
which is exactly the previous result given by Equation 
(3-93). We have verified th1e general results of Equation 
(3-lOO) which can now be used for any future special cases 
to be analyzed. 
III. Comparison of the Two Limits 
A. Comparison of Geometrical and Physical Optics Limits 
Now that we have discussed both the physical optics 
limit and the geometrical optics limit, we are prepared to 
compare these two image evaluating limits for some special 
cases. This comparison is most easily seen from Table III-2, 
and we shall now mention comparisons with previous works. 
B. Comparison with Published Results 
(25, B)For the case of third-order spherical 
aberration and defocussing, a number of quality factors has 
been calculated by K. Fukui. (l5)For quality factors, he 
chose those proposed by E. H. Linfoot which describe how 
well the image reproduces the object or how well sharpness is 
ma.intai;ned. These factors, expressed in the spatial fre-
quency domain, are as follows: 
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1. Relative Structllra.l Content 
T = (3-101) 
2. Correlation Quality 
(3-102) 
In the absence of knowledge concerning the statistical re-
presentation of scenes, one assumes that the object spectrum 
is flat over the spatial fre~quency domain of the instrument, 
and the quality factors given above reduce to simple forms. 
(25, B) Using these simple j~orms, K. Fukui calculated a. 
number of curves for varioue; wavelengths up to a. maximum of 
two ( 2) for various focal se!ttings. For the case of third-
order spherical aberration and defocussing, we find that for 
values of c1 L 2). that the qua.li ty factors calculated by 
Fukui are in excellent agreE!ment with the limit calculated by 
/ 
the Ma.rechal tolerance. The result for this case in the 
geometrical limit,. ca.lcula.tE~d in this report, gives the ratio 
of the two aberration coeff:Lcients for optimum focussing to be 
~ = - 4/3 (Equation (3-73)). (l3) This is exactly the end 
point as calculated by H. K. Hopkins by putting a tolerance · on 
t() 
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TABLE :DI-l. 
'fl ( '5 '¢ ) 
fl (~ '~) = b r2 + c r4 I I 
2 4 6 
f:l ( 1 , t ) = b11 + C 11·+ d I 1' 
PHYSICAL OPTICS 
fl (f ,t) = Tf COSt +C5 h'f
3 
cos• 
GEOMETRICAL OPTICS 
ll(f,t> = c5 h:r3cost 
2 2 2 2 
l:l'(f,t)=b1 +C2 h :f· •. cos • 
+ c h2:.f2 3 
ll'(f,t> = r-tcos• + LS' 2 + 
fl (1,t) 
PHYSICAL OPTICS LIMIT 
A~ 1/2 
.A= 0 PAROXIAL FOCUS 
A= I MARGINAL FOCUS 
A= 4/5 ~. 800 
FULLY- CORRECTED 
(1 0 ~ J ) 
Xo 
x;m;;; = 2/9 
ClRCLE OF LEAST 
CONFUSION 
2! =-R 2 h2 < c 2 +-2~> 
( Eo)min • 0 
L = - ( C t- J. c + c + 9Da + D7 ) I 2 2 3 10 2 
T=- (C4+~Cs+~4 + 9.() 
GEOMETRICAL OPTICS LIMIT 
.A= 2/3 
.A= 0 PARAXIAL FOCUS 
A = I MARGINAL FOCUS 
A= . 835 
UNDER- CORRECTED 
( :f 0 ~I. 095) 
2L = 1/3 =3/9 
Xo max 
y=O 
CIRCLE OF LEAST CONFUSION 
2 2 l =- R h {C 2+~C3) 
4 I 3 2 
L=-( 3 C + 2C2+ C3+2 D + 307) 
T=- ( c4 tC5+ 04 -t- 3 Dg) 
the Strehl definition. This point, a.nd others have been taken 
from H. H. Hopkins and plotted with the lower limit obtained 
from Fukui in Figure III-3· The result of this is a very in-
teresting curve which shows how the optimal focal position 
shifts smoothly from the lower physical optics limit to the 
upper geometrical optics limit. It should be pointed out that 
the points taken from H. H. Hopkins are for spatial frequencies 
less than two-tenths to insure greater accuracy. 
For the case of third- and fifth-order spherical aberra-
tion with defocussing we get from both K. Fukui and H. H. 
Hopkins that the geometrical end point is JL = .835. Figure 
III-4 shows points taken from the results published by these 
two people for the upper limit, and the dotted curve for the 
lower limit is the predicted result for a future calculation. 
Unfortunately, curves from which the lower limit might be ob-
tained have not been published to the knowledge of this 
author. (6) In a paper by T. di Francia, as we have already 
pointed out, his result agrees very well with the calculation 
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for third- and fifth-order spherical aberration with defocussing 
which results in an under-corrected system. Finally, we point 
out once again that both methods yield the same result for 
astigmatism and field curvature ("circle of least confusion"). 
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IV • SUIIJIDa.ry 
we have succeeded in finding a good quality factor which 
can be used to evaluate optical images in the geometrical limit 
of large phase-errors. In addition, we have been able to show 
how the more complicated averages over the image plane can be 
related to a simpler average over the exit pupil; also, this 
exit pupil averaging has been given a simple physical interpre-
tation. A comparison with the physical optics limit for a 
number of cases was carried out culminating with the prediction 
that both averages should give the same result for the case of 
astigmatism and field curvature which was then proven to be 
correct. Finally, comparisons with other works were made, and 
the results of the comparison were good. 
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CHAPI'ER IV 
ON THE TRANSITION FROM DISCRETE TO CONTINUOUS ENTROPY 
I. Definitions of' Probabilistic Entropy 
A. Discrete Case 
c. E. Shannon (28) has introduced the concept of 
discrete entropy as a quantity which will measure the degree of 
11choice" associated with the advent of a series of events whose 
probabilities of occurrence are P1 ,P2 .••.•. Pn. We demand of 
such a measure H(P1 ... Pn) the following requirements: 
1.) 
2.) 1 In the event all of the pi are equal, pi = n' then 
H should be a monotonic increasing function of n, and 
a maximum. 
3.) H should be a weighted s~ for the case of successive 
choices. 
The following t heorem can now be proven: 
Theorem: "The only H satisfying these three assumptions is of 
the form 
n 
H = - K ~ Pi log Pi 
i=l 
where K is a positive constant depending upon the 
choice of a unit of measure ." (28) 
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(4-1) 
We refer to this form of H as the entropy of the discrete 
set of probabilities P1 .... pn. In addition to the above 
properties, we recognize that H will be zero if and only if 
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all P. except one are zero, and that one is equal to unity, i.e., 
~ 
= P = 0 except P. = 1. 
n ~ 
It will be a maximum if all Pi are equal .to 1/n. These two 
results which define the upper and lower bounds of H also 
satisfy our intuitive feeling as to the uncertainty 
(or disorder) of a series of events with probabilities 
P1 ...• Pn. This concept may now be applied to various physical 
systems without difficulty because of the manner in which it 
was obtained. 
B. Continuous Case 
In contrast to the manner by means of which the dis-
crete entropy was derived, Shannon (29) defines the entropy of 
a continuous distribution with the probability density function 
Jll(x) as: 
H = Jco p(x) log p(x) dx • 
-oo 
The extension to the case of more than one variable is 
obvious. 
(4-2) 
A word concerning notation is necessary at this point. 
Often, H will appear as H(x) or H(i). This can be mis-
leading since H is not a function of x or i. The notation 
H(x) refers to the entropy associated with the continuous 
. probability density p(x), and H(i) refers to the entropy as-
sociated with the discrete set of probabilities P1 •• P .•• P. ~ n 
In reality, His a func~of p; therefore, to avoid 
ambigUity, we shall adopt the notation H [ l?tx)] or H [~(ij] • 
II. Properties of Entropy 
A. Discrete Entropy (Entropy of a Discrete Distribution) 
Because of the nature of the arguments upon which the 
discrete entropy is based, it measures the uncertainty of the 
events whose probabilities are given. 
llO 
B. Continuous Entropy (Entropy of a Continuous ProbabiLity 
Density Distribution) 
Unlike the discrete case, the continuous case as 
existing in the current literature possesses certain undesirable 
characteristics. These may be listed as follows: 
1. Since the probability density fUnction p(x) has the 
dimension of (x)-1 , the entropy H [p(x)] involves 
taking the logarithm of a dimensional quantity. 
but 
then 
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2. H (p(x)] can be negative because one sets an 
arbitrary zero corresponding to a uniform dis-
tribution over a unit volume. 
3· H (p(x)] depends upon the coordinate repre-
sentation. If we change to new coordinates 
(y . ), by means of a one-to-one linear trans-
J. 
formation, then we obtain: 
= p(y.) log p(y.) dy. ]. ]. ]. 
-oo 
= p(x.) ]. 
' 
Thus, the new entropy is the entropy in the old 
representation less the average value of the log 
of the Jacobian from the old to the new represen-
tation. At this point, it is important to note 
that this result, obtained by many authors, stems 
from a misconception concerning the transforma-
tion law for the entropy. This result was ob-
tained because the emphasis was placed upon the 
transformat ion pr oper t ies of the individual 
probability dens i t y f unctions rather than on 
the transformati on p~y of the entropy 
itself . In f act, it i s j ust this point which 
will be used later as a basis for rectifying 
this misconception. 
Shannon (29 ) circumvents the last two difficulties because his 
derived concepts of channel capac ity and information rate de-
pend upon the difference of two entropies which is positive and 
independent of the coordinate representation. 
As an example of the difficulty which can arise from these 
undesirable properties and misconceptions, let us consider the 
following exercise from S. Goldman ( 10 ) 
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"Using the proba."'pility distributions of\.L\\, ¢, a,and b show 
that 
What is the significance of this result?" 
This is exactly the problem of a change of coordinate represen-
tation by means of a linear one-t o-one t ransformation. The sig-
nificance of this result is obvi ous if we consider the two 
equivalent representations of a complex number, i.e . , 
\-fl\eN¢ = a + ib • 
If one chooses a mo.dulus and phase representati?n, and calcu-
lates the entropy in such a representation, it differs from 
that of the choice of two real numbers for the representation. 
ll3 
This leads, of course, to an incorrect result; certainly, such 
a definition cannot be used in any physical theory. 
The problem now reduces to finding a definition of con-
tinuous probabilistic entropy which eliminates these undesirable 
properties, and apply the new form to physical situations. 
III. Resolution of the Problem 
A. Transition from Discrete to Continuous Entropy 
up to this point, we have discussed dertain properties 
of probabilistic entropy which were well known to many people. 
In the following two sections (A and B), we will attempt to show 
how some authors have attempted to resolve these difficulties, 
and in the remaining sections set out to resolve these diffi-
culties from an entirely different point of view. Some authors 
have attempted to correct Shannon's (29) definition of the 
entropy of a continuous probability density by starting from 
the definition of discrete entropy which possesses none of 
these undesirable properties and proceeding to the continuous 
case by a conventional mat hematical limiting process (lO) Let 
us consider Equation (4-1) 
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- ~ P. log Pi 
i ~ 
(4-1) 
we now define the entropy of the continuous distribution 
as follows: 
where we have divided the range between -oo and +ro into small 
increments t:Jei. We now can write 
or 
GO 
H &ontinuous] = - J P(x)logdx)dx -lim ~2P(X. )lo~ . ·t:Jei} . \1' 6)(~0 i ~ ~ 
-oo ~ 
The second term on the right-hand side, i.e., 
approaches infinity as t:JC:..:,o, If we l et all t:JC. 1s be equal, we 
~ . ~ 
can obtain the rate at which it becomes infinite. It is obvious 
now that Shannon has taken advant age of such a limiting procedure 
in his definition of continuous entropy. It is clear that a 
rigorous transition from the discr ete entropy to t he continuous 
entropy a.s defined by Shannon i s not possible; however, this 
ll5 
limiting procedure does allow some insight into the problem, 
namely, that the difficulty lies in allowing ~.~0. This 
~ 
factor will play an important role in what is to follow. 
P. M. Woodward (33) points out that the discrete distribu-
tion cannot be immediately applied to the continuous case because 
the limiting process leads to a divergent sum; however, he then 
proceeds to convert the expression 
- zP(x) ~(x) log LP(x) ~(xU (over all ~x) 
into 
00 
-J P(x) log[ P(x) ~ (x0 dx • 
-00 
However, at this point he makes the following statement: 
"The entropy C?f p(x) is now defined by adopting an 
arbitrary standard of accuracy in x and putting x = 1, 
thus 
00 
H = -_£ p(x) log p(x) dx • 
The arbitrary fixing of ~ x is equivalent to the addition 
of an arbitrary constant dependent on the degree of preci-
sion assumed. It is therefore only the difference of two 
entropies, each evaluated. :1n tresame coordinate system (x in 
this case) which can have any absolute significance. " 
Thus, we shall see that although Woodward had a correct form for 
continuous entropy at one point in his development, he avoids the 
real crux of the problem when he sets ~x = 1 to obtain the 
Shannon result for the entropy of a continuous probability density. 
B. Resolution by A. D. DuMosch 
A. D. DuMOsch (7) points out that, because of 
physical limitations, only a finite part of x-space of m 
variables can be observed. He then divides this part of 
x-space into subspaces S. with probability 
~ 
= 
and the uncertainty of (x1 .•• xm) being in Si is given by 
where the summation extends over all possible subspaces. If 
we can now find a way of dividing x-space into the 11Cells" 
S., then we shall have a measure of the average uncertainty 
~ 
of the continuous distribution. The ,only difficulty which one 
encounters here is that of an arbitrary starting point for the 
116 
subdivision t::,.xi; however, DuMosch has shown that a shift from 
the starting point x to (x +~) where m is an integer produces 
0 0 
the same value of H. Thus, we restrict ourselves to shifts 
(x
0 
+ s1 ) where Si lies between 0 and~' and we obtain Has a 
function of x , periodic in 6,. We now define, over the cell 
0 
volume 6., an average of H, as 
= 
1 
6. dx 
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where this is also the average value of Hover the whole space. 
we thus have 
00 
1 J P(X. )log P(X. )d.X . • 1 1 1 =-6 
-00 
This equation does not possess any of the undesirable 
fea t ures of the Shannon definition because P(Xi) is the 
probability of the cell having its origin at X. and not a 
1 
probability density. van Soest (3l) has shown that if 
6. ·p(X.) <::< 1, P(X.) approaching 6,•p(Xi) is <:::__<1, then 
1 1 
CD 
(4-4) 
H [P(Xi)]-=,- J p(X1 )log{6.·p(Xi~ d.xi =H{P(x)] -lo~. (4-5) Shannon 
-oo 
He concludes with the following statement: 
"If 6. • p (Xi) is not everywhere LC::::: 1, the whole problem 
is more involved and perhaps needs further investigation." 
In any practical case one performs a series of observa-
tions to obtain H ~(Xi~ • For 1"\ series of observations, we 
have that 
where 
H[P(X1 • • • .x.m )] = - ~P . logP . 
... i 1 l. 
(4-6) 
(4-7) 
ll8 
where the P. are obtained for each series of observations. Thus, 
~ 
we see that DuMosch(7) treats the continuous case as the dis-
crete case with highest possible resolution. 
we abandon this method in favor of developing a method 
which allo~ us to integrate rather than sum, and which gives 
rise to both discrete and continuous cases from the same basis. 
To do this, we must investigate our basic notions and defini-
tions of information. 
C. Resolution by .Analysis of Entropy Density 
We now know the various difficulties which arise from 
defining the entropy as Shannon has done; in addition, we see 
that in transforming the entropy this way it is not an in-
variant. The reason for this is that one must not demand the 
equality of the probability densities before and after transfor-
mation. Thus, in performing the transformations, the 
Jacobian should never enter under the argument of the logarithm, 
and should only appear in transforming the infinitesimal ele-
ments under the integral. We should begin by defining an en-
tropy density, H, which, for example, is the entropy per unit 
length in one-dimension, i.e., 
00 
H [P(x)J = J -/f~(x~ dx • (4-8) 
-OD 
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Now, instead of transforming the entropy, we will transform the 
entropy density and demand on the basis of the same physical 
argument given earlier that for y = f (x), the entropy density 
transform 
00 
H[p(x)1 = H [p(f-1 (y) a= J-lf&(f-1 (y)JJ(~)dy. (4-9) 
-oo 
As is now indicated, we have performed the transformation on 
the entropy density and not on the probability density. we 
now define our entropy density by: 
- p(x) log _pJxl 
"P,]X) 
0 
(4--10) 
where p (x) can be a constant or some fUnction of x, and will 
0 
be given full significance later. For now, we satisfy our-
selves that it has the same dimensions as p(x), and thus 
renders the argument of the logarithm dimensionless. We 
thus have that 
co 
-J p(x)log(p(x) ) dx P (x) 
0 
-co 
and if we transform to a function of y by using Equation 
(4-9), we obtain 
(4-11) 
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00 00 
! p(x)log( Pf~~ )dx= -Jp(f-1(y))1og(61J~)d;y(4-12) Po . Po Y 
-oo oo 
where p has been treated as a constant. 
0 
If p had been a 
0 
function of x, then we would have transformed it by 
p (x) ~ p (f-1 (y)). 
0 ---r 0 
Thus, we see that the entropy is independent of the state space 
label if we transform the entropy density and ignore the manner 
by which the probability density transforms, i.e., the entropy 
density transforms in a prescribed manner which is independent of 
the manner by which the probability density transforms. Thus, 
for example, if we were to make the transformation from 
cartesian to polar coordinates, as done earlier, our result 
would now be as follows: 
00 
=J 
0 
00 
sin~,r cosG~ = r p p(x,y)log(p(x,y1dxdy JJ PoxPoy 
-oo 
21( 
J . (t.Cr sinG r p(rs1nG}r cosG)log ' Po~oy 
0 
cosQ) )rdrdG • 
we see. now that because we have demanded that the entropy 
density transform properly, that the entropy has remained 
invariant. 
( 4-13) 
To obtain some insight into the parameter p , let us now 
0 
calculate the entropy of a Gaussian distribution in two 
dimensions by using Equation (4-11). Leaving out the messy 
mathematical details, we obtain 
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for the case where x and y are independent Gaussian variables, 
and 
for the case where x and yare dependent Gaussian variables. 
Now, because the dimensions of 6'are those of a length, the 
dimensions of p
0
x and p
0
y must be of an inverse length if 
the entropy is to be dimensionless. Hence, we now have some 
information·· concerning the parameter p . which is fundamental 
0 
in our definition of entropy density. We must now proceed 
to s~ow rigorously how we can develop our form for the entropy 
density, and clearly point out the role which p must play in 
0 
this theory. 
D. Development of the Entropy Density From Wiener 
Definition of Information 
* In this development , we take as our starting point 
the following definition of amount of information as given by 
N. Wiener (32) 
"We know a priori that a variable lies between 0 and 1, 
and a posteriori that it lies on the interval (a,b) 
inside (0,1). Then the amount of information we have 
from our a poster~ori knowledge is 
11 
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1 . measure of (a,b) 
og2 measure of ( 0,-1) • (4-14) 
Using similar reasoning, we now define the amount of 
information associated with a given measurement to be 
I = 
where we define PA and PB as follows: 
* 
P = a posteriori probability of finding the variable 
A 
in the interval (a,b) contained in the larger 
interval ( c ,D) • 
PB = a priori probability of finding the variable in the 
interval ( C ,D) . 
An approach ~~)formula similar t o this is given by 
L. Brillouin \ · . 
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The problem at this point for a series of N measurements falls 
into two distinct cases: 
1) N is small leading to a discrete case, and 
2) N is large leading to an approximate continuous case. 
Clearly, both cases yield a histogram of discrete character, and 
the problem is to find a method by means of which one can handle 
both cases such that fUrther work or calculation can be per-
formed. 
We can obtain an expression for PA and PB by realizing 
that no measurement is able to give results of infinite 
accuracy. In Information Theory, this is sometimes referred to 
as the principle of finiteness of information, and it has been 
discussed by many authors, e.g., D. Gabor (9). For our purposes, 
let's consider the measurement on a physical system by some 
measuring apparatus in a laboratory. Once the measuring device 
has been chosen, e.g., the ruler, the voltmeter, etc., the 
interval (a, b)~ is clearly determined. The most one can say 
concerning the variable after the measurement in this interval 
is that it is uniformly distributed over the interval. This 
implies then that the minimum interval 6X is specified by the 
choice of the measuring apparatus because even under ideal con-
ditions with a .calibrated instrument the scale is necessarily 
subdivided into finite intervals . Orie should not confuse this 
minimum uncertainty determined solely by the scale division with 
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other additional sources of error. we are stating here only what 
the minimum interval will be in the absence of all other sources 
of error, e.g., observer skill, voltage fluctuations, vibrations, 
background noise, etc. We are not ruling out other sources of 
error which must certainly be accounted for in stating the error 
associated with any series of measurements. On this basis, in 
the absence of additional errors, we have 
which states that the a posteriori probability of finding 
the variable in the interval (a,b) contained in the larger 
interval (C,D) is certainty. Thus, Equation (4-15) becomes 
I = 1 - log 
PB 
we recall now that after our experiment is performed we have 
a series of N measurements from which we contruct our 
histogram of discrete character. Let us now define a quan-
(4-16) 
(4-17) 
tity which will serve as a measure of the average uncertainty 
taken over the N measurements by 
1 
= log-
PB 
and call this quantity the entropy as a fUnctional of the 
probability P • The bar indicates an averaging process. 
B 
(4-18) 
For the case where N is relatively small, we have the 
series of discrete probabilities PB =Pi (fori= l .•••. N); 
therefore, the entropy becomes 
N 
- ~ P. log Pi 
i=l l 
which is exactly the form as given by Shannon. Obviously, 
H(P.) possesses all of the same desirable properties as the 
l. 
Shannon entropy outlined earlier. 
For the case where N is large, we still have a discrete 
histogram, but summing to obtain the entropy will now be 
awkward. The problem, as was stated earlier, is to reduce 
the form of the large number of observations such that 
further calculations will be possible. To this end, we 
shall not consider the actual discrete histogram of the 
large series of measurements, but will analyze the situation 
in relation to a well-defined Gaussian curve of area unity 
which best approximates the given histogram. The result of 
this step is perhaps best summed up by D. C. Baird (2 ). 
"We do not pretend that all physical qbservations 
actually follow this curve but many carefully-made 
observations may be adequately close. Furthermore, 
the procedure will assign a definite numerical sig-
nificance to quantities such as the standard devia-
tion and also permit deductive work like the theory 
of sampling to have a definite numerical significance." 
From the histogram for ' large N (see Figure IV-1), we obtain 
that 
125 
(4-19) 
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n. J. 
N 
and from our decision to go over to the continuous probability 
density function p(x), we have 
n. 
PB = NJ. ~ p(x)6.X 
where 6.X represents the minimum interval resulting from the 
choice of measuring apparatus. we can now write Equation 
(4-18) as 
where it is now clear that the entropy density is given by 
-p(x)logp(x)6.X. At this point, we can now give an interesting 
interpretation to this equation. Let's rewrite it in the 
following form 
1 
'6.X 
= log 6.X=,.......,~­p(x) •6.X 
In this form, we have the average value of the logarithm of 
the ratio of two probability densities. The numerator re-
presents the uniform distribution over the minimum interval 
after measurement, and the denominator represents the pro-
bability of finding x in the range (x,x+dx) for the well-defined 
continuous probability density fUnction. This can now be 
interpreted as a measure of the uncertainty of the collapse 
of the continuous probability density to the uniform distri-
bution after measurement. 
For our purposes, we now perform the indicated average 
over the well-defined probability density fUnction p(x), and 
we obtain 
00 J p(x) log[p(x)~J dx 
-oo 
where 
Let us now investigate the properties of H [p(x)]. Since 
the product (p(x) ·~) is dimensionless, H [ p(x)] is 
dimensionless. Also, we note that the product (p(x)·~) is 
a probability and has the range of values 0 < p(x) ·/:iX. ~lj 
therefore, the average value of the log of the reciprocal of 
this quantity is always positive, i.e., H[p(x)] is always 
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(4-20) 
positive. Finally, because we have demanded that the entropy 
density transform properly by Equation (4-9), we have sur-
mounted the transformation problem. Hence, we see that the 
entropy thus defined does not depend upon the coordinate re-
presentation. By .analogy to Equation (4-10), we have that 
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1 t::;x. plays the role of p
0 
in our definition of entropy density. 
In summarizing this section, .we state that we have 
utilized a consistent method for developing expressions for 
both discrete and continuous entropy starting from the same 
basic definition of the information associat ed with a measure-
ment; furthermore, these derived expressions have none of the 
undesirable properties mentioned earlier. 
We can now answer the question posed by Van Soest for the 
case where p(x)t::;x is not ~~1. Since we have not made any as-
sumption about the magnitude of the product (p(x) '.6.X), Equation 
(4-10) holds for its entire range of values. Comparison of 
Equation (4-20) with (4-5) shows that we obtain the same result, 
and there is no need to make any assumption concerning the 
magnitude of this product. We therefore conclude that even for 
the entire range of this product that 
00 
J p(x)loD'r.6.X·p(x~dx = Hfp(xU - log .6.X • or Shannon 
-ro 
The extension of Equations (4-19) and (4-20) to more than 
one variable is obvious. Let us now proceed to apply these 
results. 
IV. Entropy of a Gaussian Distribution 
c. E. Shannon (29) and others (lo, 33) have calculated 
the entropy of the one-dimensional Gaussian distribution 
l 
p(x)= ( 2 I 
21(5" 
e 
2 
X 
- 2tl-
where 
co J p(x)dx = l 
-oo 
and 
where 612 is the variance of the distribution. The result 
they obtained is 
H[P(x)] 
Shannon 
,( 2 I 
= log V 21(eE> 
e 
where e is the base of the natural logarithm.. Examination 
of this quantity indicates that it is dimensional, i.e., it 
possesses the dimensions of6. This is not too surprising 
since it was calculated from a dimensionally incorrect ex-
pression. 
(4-2l) 
Let us now calculate this entropy using Equation (4-20). 
we have: 
but 
2 
X 
00 - 2 2 2 1 J X d.x 1 e 2i = 2 ; {2rci 1 -oo 
thus we obtain 
(4-22) 
as the entropy of the given Gaussian distribution. We 
notice that Equation (4-22) is dimensionless as it should be. 
We can now investigate this result in further detail. To do 
this, let us consider the simple, but very illustrative, 
example of the measurement of a length in a laboratory ex-
periment. In taking the series of measurements, we shall not 
be allowed to use any marking device to note the previous 
position of our measuring apparatus, i.e., our ruler. As 
pointed out earlier, once we have chosen our measuring de-
vice, we specify our minimum interval (a,b) as t:;x.. Clearly, 
if we choose a different measuring device, we shall have a 
different minimum interval (a,b) = 6X· Since we have intro-
duced random error by not allowing a marking device, the un-
certainty associated with our series of measurements will, in 
general, be greater than t:;x.. From our data, we can now con-
struct our histogram from which we form a Gaussian curve which 
~ approximates it, i.e., we form a Gaussian distribution of 
area unity. we now investigate what happens when all the 
measurements fall into a t:;x. centered about the origin. Let's 
consider Figure IV-2. For this 6X, we approximate it by the 
Gaussian curve such that the area of the uniform distribution 
be equal to that of the Gaussian distribution, i.e., 
00 
1 J 
-co 
Now, at the origin 
2 
X 
e - 2 ; dx = 1 1 = 6X (-). 6X 
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p(o )6X = (4.;.23) 
But, this is a probability and cannot be greater than unity, 
i . e . , p ( o )6X ~ 1. Thus, we see f'or the case where all of the 
measurements fall into one interval that the minimum value of 
fJ', L e • , if there is not other uncertainty other than that 
due to the measuring device, is given by: 
C) 
min 
We can now write Equation (4-22) in the form 
0 log 
Omin. 
1 
+-2 
(4-24) 
(4-25) 
where, except for the obvious mathematical answer, the full 
significance of the ~' if there is one, is not known, i.e., 
it may be a form factor which would be different for various 
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types of distributions. Thus, the condition that the value 
of 6" = 6. which reduces H to a minimum is the same condi-
mn 
tion that demands that p ( o) D;x ~ l. Now, from our data, we 
2 
can calculate 6 by 
2 
6 
but xi = o, then 
= l xi2 c:i) 
or 
2 
6 
N 2 
= '2: X. p(x)t:;x 
. 1 l. l.= 
i=l 
00 
~J 2 X p(x)dx • 
-oo 
Now, because of' the random error, i.e. , other tnart that due to 
the uncertainty of the measuring device, we can state that 
2 62 
6 ?min. or (4-26) 
where K is a positive constant greater than or equal to unity. 
We thus have that 
1 
= log K + 2 
we see, therefore, that K depends upon sources of error 
(4-27) 
135 
other than the minimum set by the measuring apparatus, and 
that K = l if, and only if, the only error i s that set by the 
scale division. Thus, as K increases from unity to higher 
values, the entropy increases from its minimum value to a higher 
value; hence, i t satisfies our intuitive notions about unc~r-
tainty, i.e. , 
a) as the distribution becomes more concentrated, the 
entropy decreases (less uncertainty), and 
b) as the distribution becomes broader, the entropy 
increases (more uncertainty) (see Figure IV-3)· 
Let's turn now to an interpretation of the first term 
appearing on the right in Equation (4-25)· We have 
log 
b min. 
which can be written as 
log 
1 
~6min. 
1 
76 
because after the measurement the most we can possibly say 
is that the variable will be uniformly distributed over a 
uniform distribution 1 2omin. , and due to sources of error 
other than the minimum set by scale division the variable is 
uniformly distributed over 1/26'. This is shown by Figure 
rv-4. Let us mult:i,.ply and divide the argument of the 
(4-28) 
logarithm in E>:a.uation (4-28) by 26' min 26 min 
20 min 1 26min log 2omin = log Omin 
26" -o· 
then, we have 
. 
The numerator is now the area under the 6 . uniform 
- mJ.n 
distribution of Figure IV-4. The denominator is that area 
common to both t he uniform 6min distribution and the uniform 
odistribution (see Figure IV-5); therefore, it is the frac-
tion of the total number of observations under the uniform ~ 
distribution which lie under the uniform 6" . distribution. 
mn 
Thus, after measurement, we can write the entropy as 
1 1 log - + -p 2 
where P is given by 
number of observations falling in the minimum interval p = total number of observations 
and we again have an expression containing the logarithm of the 
reciprocal of a probability which is of the form of Equation 
( 4-18). 
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V. Sample Experiment 
Now that we have established the relationship between the 
theory, experiment, and the i l terpretation, we can apply these 
ideas to a typical laboratory experiment for the measurement of 
the acceleration of gravity. 
* Statement of Procedure: "The path of a ball shot from a spring 
gun is photographed against a black 
bac~ound with light flashes of short 
duration occurring at equally-spaced 
time intervals . The gun is fired f'rom 
floor level with an initial velocity 
such that both the maximum height and 
the l ange are approximately six feet. 
After the ball j_s photographed, a nylon 
threi d grid is placed in the plane of 
the frajectory and photographed onto 
the same film. we then have a record 
I 
of • t out forty positions of the ball. 
The x and y coordinates. of the ball I . 
are r ead ;from the graph made by the 
nylor grid." 
The data of Table IV-l have bl en obtained, and the differences 
6Xi and 6Yi have been calcular ed. The time interval chosen was 
l/30~ of a second. The equa~ion for the average acceleration is 
*These data were obtained f'ro~ an experiment performed in the 
general physics laboratory at Boston University. 
' a average = 
(Y.+2n 
~ 
2 
n 
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I 
- y )-(Y - y ) i+n i+n i 
we now calculate g from di:f:fe~ent sets o:f three points in 
our data, and we obtain Table 1rr. From this we calcli;Late 
gaverage as 
gaverage = 975.44 
I 2 
em/sec • 
From this value and from the values o:f g in Table IV-2, we can 
I 
calculate the average deviation from the average value o:f g, and 
I 
we obtain 
g = 44 + 8 em 975· 3-0 - 1-2 where (; = 3.08 em. 
sec 
I 
We now calculate the standard deviation (propagator) based upon 
the 6. x & 6.Y o:f this experime~t. For this experiment 6. x & 6.Y 
from the grid are both equal io .10 inchj hence, 
I 6'min = minimum standard deviation = .lO inches = .10 em 
6 . = 2.25 em mn propagator. 
I 
I 
{U 
We can now interpret these data with respect to the theory 
I 
outlined in Section IV. The data obviously lead to a discrete 
I 
histogram which, when we a.ppr6ximate by a continuous Gaussian 
I 
distribution, must have a 6 1 1 = 2.25 em in the absence o:f all mn 
errors other than the minimum set by the measuring apparatus. 
However, since the data were aken under normal laboratory 
conditions, we approximate the histogram 'by a Gaussian dis-
tribution of standard deviati j n e~ual to 3.08 em. Thus, we 
! 
see that the random errors ha~e the effect of broadening the 
I 
continuous distribution which jwe use for our calculations. 
; 
In addition, we now have a measure for the parameter K as: 
K = 3.08 em 1 = ·37· 2.25 em 
Thus, we see that K measures ~he error in the experiment above 
that due to the minimum set bJ ~~e measuring apparatus; also, 
I 
I 
we see that this experiment has been performed with little 
I 
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error beyond the minimum value. From thi.s we can now calculate 
the entropy as: 
1 
lo e 1.37 + 2 = 0.815. 
If we were to perform the exp1riment now a number of times, 
we could calculate H in this ~ay for each experiment, and then 
plot H versus K to see how thl entropy changes as a function 
of the random error for these . experiments. 
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T.ABIE IV-1 
DATA FOR TEE MEASUREMENT ~F TEE ACCElERATION OF GRAVITY 
i Xi .6Xi Yi .6Yi i Xi .6Xi Yi ,.6Yi 
1 0 2.2 17.1 6.5 16 33·1 2.2 68.2 0 
2 3.2 2.3 23.6 5·9 17 35·4 2.2 68.2 -.4 
3 4.5 2.2 29.5 5·6 18 37.6 2.1 67.8 -·9 
4 6.5 2.2 35-1 4.8 19 39·7 2.3 66.9 -1.3 
5 8.9 2.2 40.3 4.6 20 J+a.o 2.2 65.6 -1.7 
6 11.1 2.3 44.9 4.3 21 l+4.2 2.1 63.9 -1.9 
7 13.4 2.1 49.2 3.8 22 }+6.3 2.3 61.8 . -2.6 
8 15·5 2.3 53·0 3.4 23 48.6 2'.2 59.2 -3.0 
9 17.8 2.2 56.4 3.0 24 50.8 2.2 56.2 -3.4 
10 . 20.0 1.9 59-4 2.6 25 53-0 2.2 52.8 -3·9 
11 22.1 2.3 62. 0 2.0 26 ~55· 2 2.2 48.9 -4.4 
12 24.4 2.2 64.0 1.6 27 ~57 .4 2.2 44.5 -4.6 
13 26.6 2.2 65.6 1.4 28 59.6 2.2 39·9 -5.2 
14 28.8 ~.2 67.0 .8 29 61.8 2.3 34·7 -5.6 
15 31.0 2.2 67.8 .4 30 64.1 2.2 29.1 -6.0 
31 66.3 23.1 
ALL DA IN INCHES 
PTS. CHOSEN 
1, 11, 21 
2, 12, 22 
3, 13, 23 
4, 14, 24 
5, 15, 25 
6, 16, 26 
7, 17, 27 
8, 18, 28 
9, 19, 29 
10, 20, 30 
I 
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I 
I· 
I 
TABlE IV-2 
I 
CM/ G IS EXPRESSED IN SEC2 IN THIS TABlE 
CAICUIATED 
I 
VALUES OF G 
I 
I 
I 
. 982.48 AVERAGE VALUE OF G CALCUlATED 
= 975.44 
973.84 
971.55 STANDARD DEVIATION FROM AVERAGE 
VALUE = 3.08 
976.12 
971-55 QUOT!m RESULT=9_75.4~3.o8 
973.84 
976.12 
976.12 CAICUIATED MINIMUM STANDARD 
(PROPAGATOR) DEVIATION=2.25 
976.12 
976.121 
l. 
2. 
3· 
4. 
5· 
6 •. 
7· 
8. 
9· 
10. 
ll. 
12. 
13. 
I 
I 
I 
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~TRACT 
It is well known that thj performance of ap 
is completely determined from /either a knowledge 
I 
optical system 
of the system's 
Green's function or its Fourier transform, the, frequency response, 
these quantities being calculated from a knowledge of the amplitude 
and phase over the exit pupil of the system. Of particular 
interest is the fact that primary coma introduces a nonlinear 
phase shift; however, there lias appeared. in the literature some 
I 
ambiguity concerning the nat~e of this phase shift. Nonlinear 
phase curves with and without
1
abrupt phase jumps have been 
I 
reported in the literature fo~ the case of pure primary coma. 
' 
One result of this report has /been to investigate this case in 
both one and two dimensions, and to show that no abrupt phase 
jumps occur. It is also well /known that for an ideal lens out 
I 
of focus, one can observe abrupt phase jumps; i.e. , the 
I 
phenomenon of "spwious resolution n. In an attempt to observe 
I 
nonlinear phase shifts with abrupt jumps , the case of coma and 
defocussing was analyzed in dl tail. The second result of this 
report, once again, indicates /that no abrupt phase shifts occur. 
Fin~lly, although much resear~h work has been performed on both 
measuring and calculating the frequency response of optical 
\ 
systems, the problem of the least ambiguous method of 
I 
representing the phase of thii function l1as not been resolved. 
The final purpose of this se~ is, then, to present one such 
method. I 
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The problem of image evaluation in the range of physical 
optics (small phase-errors) by means of curves representing the 
/ general Seidel aberrations is well known, e .g., the Marechal 
method of phase-error balancing. For the case of large 
phase-errors, the more appropriate ray density method has been 
suggested in the literature; however, a rigorous method for 
calculating a quality factor for image evaluation in this region 
is not known. Using the radius of gyration as a measure, the 
I 
ray density method of averaging over the image plane is shown to 
be equivalent to the .simpler and more physical process of 
I 
averaging over the exit pupil using the radius as a weighting 
factor. In addition, a proof for the j ustification of the ray 
density method is given along with the geometrical intensity law. 
This proof stems from an analysis of Li ouville's Theorem. 
. I Finally, the two limits are compared with each other and with 
results published in the liter~ture for various combinations of 
aberrations. 
Any attempt to observe the physical world will invariably 
result in the compilation of data from ser ies of observations •. 
The subsequent analysis and report of ·Ghese data must 
necessarily be accompanied by t he quotation of some degree of 
I 
confidence. This usually takes the form of an error which 
I 
specifies the precision of our observations, and there are many 
ways to represent this. One such measure has been introduced in 
I 
the field of Information Theory, and it is referred to as. 
I 
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probabilistic entropy. The purpose of thi s sect:irn is to clarify 
I 
certain inherent difficulties associated >vith the definition of 
I 
the entropy of a continuous probability density distribution 
I 
by returning to the basic definition of information associated 
with a measurementJ and developing a formalism which eliminates· 
these difficulties. The resulting formalism is then applied to 
the entropy of a. Gaussian distribution. The application is 
. I 
described in terms of a simple1 laboratory experiment in which a 
length is measured. 
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