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Abstract—We propose some approximate methods to explore
the nonlinear regime of the stochastic resonance phenomenon.
These approximations correspond to different truncation schemes
of cumulants. We compare the theoretical results for the sig-
nal power amplification, obtained by using ordinary cumulant
truncation schemes, that is Gaussian and excess approximations,
the modified two-state approximation with those obtained by
numerical simulations of the Langevin equation describing the
dynamics of the system.
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I. INTRODUCTION
The stochastic resonance phenomenon, discovered in the
beginning of eighties of last century, found its theoretical
solution after one decade (see the review of Ref. [1] and
references therein). In particular, during the last twenty-five
years the number of publications on this noise-induced effect
had an exponential growth because of several applications in
different areas of science [2]-[4]. Stochastic resonance (SR)
manifests itself as an enhancement of the system response for
certain finite values of the noise strength. In particular, the
signal-to-noise ratio (SNR) shows a maximum as a function
of the noise intensity [3]. A statistical synchronization of the
random transitions between the two metastable states of the
nonlinear system takes place in the presence of an external
weak periodic force and noise. Theoretical and experimental
investigations have been mainly focused on the linear regime
of SR, using two state approximation [5] and linear response
theory [6]. However, for a complete description of the SR
phenomenon it is also important to investigate the nonlinear-
response regime of SR. Few papers have analyzed the nonlin-
ear regime of SR, experimentally [3] and theoretically [7]-[10].
In this regime, sometimes called weak-noise limit, the product
of the amplitude of the periodic signal times the maximum
value of the output signal is not much less than the noise
intensity and the linear-response theory or the perturbation
theory is no longer valid. Moreover, many peculiar behaviors
appear in the nonlinear regime of SR [3], [7].
II. CUMULANT TRUNCATION SCHEMES AND MODIFIED
TWO-STATE APPROXIMATION
We consider the classical case of stochastic resonance
phenomenon in the form of an overdamped Brownian motion
in the symmetric quartic bistable potential under the action
of external harmonic field, whose dynamics is given by the
following Langevin equation
dx
dt
=  x3 + x+ (t) +A sin
t; (1)
where x(t) is the displacement of the Brownian particle, (t) is
the white Gaussian noise with zero mean and intensity 2D, A
and 
 are the magnitude and the frequency of external signal,
respectively. The Fokker-Planck equation corresponding to
Eq. (1) for the probability density function P (x; t) of the
particle coordinate reads
@P
@t
=
@
@x
 
x3   x A sin
tP +D @2P
@x2
: (2)
Moreover, we use the general equations for the cumulants
n(t) of Markovian process x(t) (see Ref. [11])
dn
dt
=
nX
j=1
Cjn
D
x[n j];Kn(x; t)
E
; (3)
where Cjn is the binomial coefficient,


x[n j];Kn(x; t)

is the
cumulant bracket and Kn(x; t) are the kinetic coefficients. In
the case of a continuous Markovian process only the two first
kinetic coefficients are nonzero, and Eqs. (3) take the following
form
dn
dt
= n
D
x[n 1];K1(x; t)
E
+
n (n  1)
2
D
x[n 2];K2(x; t)
E
:
(4)
Substituting in Eqs. (4), in accordance with Eq. (2),K1(x; t) =
x  x3 +A sin
t, K2(x; t) = 2D and splitting the cumulant
brackets, we obtain the following infinite set of equations
d1
dt
= 1   3   321   31 +A sin
t ;
d2
dt
= 2
 
2   4   313   322   3212 +D

;
d3
dt
= 3
 
3   5   314   923   3213   6122

;
Fig. 1. The dependence of the signal power amplification (SPA)  on the
noise intensity D for different values of the signal magnitude A in Gaussian
approximation (Eqs. (8)). The frequency of input signal is 
 = 0:1.
d4
dt
= 4(4   6   315   1224   3214   923
  18123   632); (5)
: : : : : : : : : : : : : : : : : :
Our main goal is to investigate the signal power amplification
(SPA)
 =
P1
P0
; (6)
where P1 =
 
A21 +B
2
1

=2 is the power of the first harmonic
of the mean value hx(t)i
hx(t)i = A0
2
+
1X
n=1
An cos (n
t) +Bn sin (n
t) (7)
and P0 = A2=2 is the power of the input signal. Moreover, in
order to find the first cumulant 1(t) from the system (5) we
use the cumulant truncation scheme. Considering in Eqs. (5)
only the first two cumulants, we obtain the Gaussian approx-
imation
d1
dt
= 1   321   31 +A sin
t;
d2
dt
= 22   622   6212 + 2D : (8)
To solve the system (8) and find the signal power amplification
(6) we use the Fast Fourier Transform (FFT) program and
the program ODE45 from MathLab package. As a result, the
dependence of the signal power amplification on the noise
intensity, obtained for different values of signal magnitude
in the framework of Gaussian approximation, is shown in
Fig. 1. Here it is possible to note a nonmonotonic behaviour,
characterized by a maximum, of the SPA as a function of the
noise intensity. We also observe that the maximum is enhanced
for increasing values of the amplitude of the periodic signal.
In the successive truncation scheme, known as excess ap-
Fig. 2. The dependence of the signal power amplification (SPA)  on the
noise intensity D for different values of the signal magnitude A in the excess
approximation (Eqs. (9)). The frequency of input signal is 
 = 0:1.
proximation, we limit our analysis to the first four cumulants.
As a result, from Eqs. (5) we get
d1
dt
= 1   3   312   31 +A sin
t ;
d2
dt
= 22   24   613   622   6212 + 2D ;
d3
dt
= 33   914   2723   9213   18122 ;
d4
dt
= 44   4824   12214   3623 (9)
  72123   2432 :
The dependence of the signal power amplification on the noise
intensity, for different values of the signal amplitude, in the
framework of approximation (9) is shown in Fig. 2.
Finally, we present a third approximation scheme, known as
modified two-state approximation, which consists in replacing
the real probability distribution P (x; t) with the following one
P (x; t) = p(t) (x  a(t)) + q(t) (x  b(t)) ; (10)
whose form is that of two delta-functions, according to the
two-state approximation in Ref. [5], but with varying positions
of the two maxima. Thus, according to Eq. (10) and using
the normalization condition p(t) + q(t) = 1, the power
amplification factor (6) is characterized by three different
parameters.
As shown in Ref. [12], an arbitrary probability density
function W (x) generates a sequence of orthonormalized poly-
nomials Pn(x), which satisfy the following equations
xPn (x) = Sn Pn (x) +
p
Rn+1 Pn+1 (x) +
p
Rn Pn 1 (x) ;
(11)
where  1 < Sn < +1, Rn  0. The generating function
of the parameters Sn and Rn can be represented in the form
of continuous fraction
h (z) =

1
   z

=
1
S0   z   R1
S1 z  R2S2 z :::
; (12)
corresponding to the probability density function W (x). For
the discrete probability distribution (10), from Eq. (12) we find
the generating function
h (z; t) =

1
x(t)  z

=
p(t)
a(t)  z +
q(t)
b(t)  z ; (13)
which corresponds to the following truncated continuous frac-
tion (12)
h (z; t) =
1
S0(t)  z   R1(t)S1(t) z
: (14)
By comparison of Eqs. (13) and (14) we obtain the following
set of equations for the parameters S0(t), S1(t) and R1(t)
S1 (t) = p(t) b(t) + q(t) a(t) ;
S0 (t) + S1 (t) = a(t) + b(t) ; (15)
S0 (t)S1 (t) R1 (t) = a(t) b(t) :
The solution of the system (15) reads
S0 (t) = p(t) a(t) + q(t) b(t) = 1(t) ;
S1 (t) = p(t) b(t) + q(t) a(t) ; (16)
R1 (t) = p(t) q(t) [a(t)  b(t)]2 = 2(t) :
From the Langevin equation (1) and formula (10) for the
probability density function one can obtain the following
closed set of nonlinear equations for the first two cumulants:
mean value 1(t) = hx(t)i and variance 2(t), and the
parameter S1(t)
d1
dt
= 1   31   2 (21 + S1) +A sin
t ;
d2
dt
= 22
 
1  2   21   1 S1   S21

+ 2D ;
dS1
dt
= S1   S31   2 (1 + 2S1) +A sin
t (17)
  2D
2
(S1   1) :
By solving the set of equations (17) we can check the
validity of the inequality a(t) < b(t) for all times inside the
observation interval. According to Eq. (15), a(t) and b(t) are
two roots of the following quadratic equation
Y 2   [1(t) + S1(t)]Y + 1(t)S1(t)  2(t) = 0 : (18)
In Fig. 3 SPA versus noise intensity is shown for the modified
two-state approximation. Here the maxima are smaller than
those found within the two previous truncation schemes. This
result is due to the fact that Eqs. (17) corresponds to a
truncation scheme in which the first three cumulants are
considered, which is in contrast with the symmetry of the
potential considered in this work (see Eq. (1)).
Finally, by integrating the Langevin equation (1) and av-
eraging over 104 numerical realizations, we obtain the SPA
as a function of the noise intensity. The results are shown in
Fig. 4. To conclude our analysis, in Fig. 5 we compare the
behavior of SPA versus noise intensity obtained within the
three different approximation schemes, i.e. Eqs. (8), (9) and
Fig. 3. The dependence of signal power amplification (SPA)  on noise
intensity D for different values of signal magnitude A in the modified two-
state approximation (Eqs. (17)). The frequency of input signal is 
 = 0:1.
Fig. 4. The dependence of signal power amplification (SPA)  on noise inten-
sityD for different values of signal magnitude A obtained by direct numerical
integration of the Langevin equation (expression (1)). The frequency of input
signal is 
 = 0:1.
(17) with the ”exact” result obtained by numerical integrating
the initial Langevin equation (1). As one can see from Fig. 5,
the results obtained within the Gaussian and excess truncation
schemes are those in the best agreement with the ”exact” result
obtained by Eq. (1).
III. CONCLUSIONS
We presented here three different approximation schemes,
i.e. the Gaussian and excess approximations for cumulants and
the modified two-state approximation scheme, to investigate
the nonlinear regime of the stochastic resonance. In particular,
we focused on the calculation of the signal power amplifi-
cation (SPA) as a function of the noise intensity, comparing
the results obtained within the three different approximation
schemes with those obtained by direct numerical integration
of the original Langevin equation. We found that the two
cumulant truncation schemes, i.e. the Gaussian and excess
Fig. 5. A comparison of Gaussian approximation, excess approximation and
modified two-state approximation with the numerical results for the signal
power amplification (SPA). The parameters are A = 0:2, 
 = 0:1.
approximations, provide for SPA vs noise intensity results
which agree with the ”exact” ones better than those obtained
within the modified two-state approximation. These findings
indicate that the stochastic resonance phenomenon can be
better described by calculating SPA at different values of the
noise intensity by using the first two truncation schemes.
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