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We develop a Markovian master equation in the Lindblad form that enables the efficient study
of a wide range of open quantum many-body systems that would be inaccessible with existing
methods. The validity of the master equation is based entirely on properties of the bath and the
system-bath coupling, without any requirements on the level structure within the system itself. The
master equation is derived using a Markov approximation that is distinct from that used in earlier
approaches. We provide a rigorous bound for the error induced by this Markov approximation; the
error is controlled by a dimensionless combination of intrinsic correlation and relaxation timescales
of the bath. Our master equation is accurate on the same level of approximation as the Bloch-
Redfield equation. In contrast to the Bloch-Redfield approach, our approach ensures preservation of
the positivity of the density matrix. As a result, our method is robust, and can be solved efficiently
using stochastic evolution of pure states (rather than density matrices). We discuss how our method
can be applied to static or driven quantum many-body systems, and illustrate its power through
numerical simulation of a spin chain that would be challenging to treat by existing methods.
The theoretical description of a quantum system in-
teracting with an environment is an important problem
of both fundamental and practical interest. The prob-
lem arises in a diverse array of settings, from chemistry
to atomic, molecular and optical physics, as well as con-
densed matter physics, high-energy physics, and quan-
tum information processing [1–8]. Due to the importance
and long history of the problem, there exists a wide range
of well-established approaches for describing the dynam-
ics of open quantum systems, see, e.g. Refs. [9–17].
The Nakajima-Zwanzig (NZ) approach [11, 12] pro-
vides a systematic framework for describing the evolu-
tion of open quantum systems. Although formally ex-
act in its most general form, in practice there are many
challenges associated with application of the NZ equa-
tion, even in approximate form. For example, the Bloch-
Redfield (BR) equation, which emerges as a lowest-order
approximation to the time-convolutionless NZ equation,
is not guaranteed to preserve positivity of the density
matrix of the system and may therefore yield unphys-
ical solutions for long time evolution, with negative or
diverging probabilities. Moreover, solving these (NZ or
BR) equations requires working with the density matrix
of the system, whose dimension is the square of that of
the system’s Hilbert space. This requirement may make
their numerical solution prohibitively expensive, even for
moderately-sized quantum systems [9].
For Markovian systems where the correlation (or
“memory”) time of the bath is sufficiently short,
Lindblad-form master equations provide an alternative to
the NZ approach [9]. The Lindblad form is the most gen-
eral form of a time-local evolution equation that is guar-
anteed to preserve the trace and positivity of the den-
sity matrix [18, 19]. Importantly, the Lindblad form also
admits efficient numerical solution via stochastic evolu-
tion of pure states [9, 20–22], thus avoiding the compu-
tational cost of working with density matrices. However,
derivations of Lindbladian master equations, such as the
quantum optical master equation [15], typically require
stringent conditions on the level spacing of the system it-
self, thus limiting their applicability to specific classes of
systems. In particular, the quantum optical master equa-
tion relies on the rotating wave approximation (RWA),
and hence is only valid when the level-broadening arising
from bath-induced transitions is small compared with the
smallest level spacing in the system. While this condition
is well-satisfied in many important cases, for example in
atomic physics and quantum optics, many types of sys-
tems (including many-body systems with dense spectra)
and physical phenomena (such as Fano resonances) can
not be described through this approach.
Our motivation in the present work is based on the fol-
lowing notion: when the correlation time of the bath is
much shorter than a characteristic timescale of system-
bath interactions, we heuristically expect that the evolu-
tion of the system should be generated by a Markovian
master equation. Hence, Markovianity should be a prop-
erty of environment alone, independent of details of the
system itself. Noting that a Markovian master equation
for the density matrix must be in the Lindblad form, we
thus seek to systematically derive a Lindbladian master
equation without reference to any details of the system
other than the operator(s) through which it couples to
its environment.
The main result of this paper is the derivation of a
“universal Lindblad equation” (ULE) that can be applied
to any open quantum system whose bath satisfies a par-
ticular Markovianity condition that is defined in terms
of the bath spectral function and the system-bath cou-
pling strength. In particular, the derivation of the ULE
does not rely on the rotating wave approximation or any
other assumption about the energy level spacings of the
system. We provide explicit expressions for the jump op-
erators, and discuss their evaluation for static, Floquet,
and arbitrarily driven many-body systems. Importantly,
the number of jump operators is equal to the number of
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2independent terms (referred to as quantum noise chan-
nels) that couple the system and bath, independent of
the details of the system. As a result, for many cases,
the ULE features only one or a few jump operators. The
jump operators are straightforward to compute, either
through exact diagonalization, or controlled expansions.
The principle underlying our derivation of the ULE is
that there is no unique way of implementing a Markov
approximation in the evolution of the density matrix. In-
stead there exists a continuous family of distinct approxi-
mations that result in Markovian dynamics of the system,
all with error bounds of the same order in a dimension-
less Markovianity parameter (see below). One particular
choice out of this family of comparable Markov approx-
imations leads to the Bloch-Redfield equation. In this
paper we employ a different Markov approximation from
within this family which directly leads to a Lindblad-form
master equation without any further assumptions about
the nature of the system.
We provide rigorous bounds on the relative error in-
duced by making the Markovian approximation that re-
sults in the ULE. The error is controlled by a dimen-
sionless “Markovianity” parameter, defined from a com-
bination of correlation and relaxation timescales that we
identify from the bath and its coupling to the system.
We show that this error is of the same order as that in-
curred in deriving the Bloch-Redfield equation. Unlike
the BR equation, however, the ULE preserves the phys-
icality (i.e., positivity and normalization) of the density
matrix. Hence it is intrinsically robust and amenable to
solution using efficient stochastic methods [9, 20–22].
The universal Lindblad equation that we present here
can be used for a wide range of physical situations. In
particular, it can be used to efficiently simulate the dy-
namics of open and noisy quantum many-body systems
(i.e., systems with large Hilbert space dimension and
small level spacing). In addition, it provides a straight-
forward, general approach for describing the dynamics of
driven systems coupled to Markovian baths.
A master equation of the same form as we derive here
was previously employed with phenomenological justifi-
cation in Ref. [23]. More recently, a similar master equa-
tion was also heuristically obtained in Ref. [24]. Here
we provide a systematic, rigorous derivation of the uni-
versal Lindblad equation, and in particular show that it
captures the dynamics of the system at the same level
of error as the Bloch-Redfield equation. (Some of our
arguments appeared in a preliminary, heuristic deriva-
tion in the PhD thesis of one the present authors [25].)
The ansatz in Ref. [23] applies to systems coupled to in-
dependent bath observables, with static or weakly time-
dependent Hamiltonians, such that the jump operators
can be computed within a quasistatic approximation for
the system Hamiltonian. Our approach covers systems
with arbitrary time-dependence and system-bath cou-
plings, and in particular applies beyond the regime where
the quasistatic approximation is valid.
Recently, another group of authors has also obtained
a Lindblad-form master equation for open quantum sys-
tems whose validity is independent of the details of the
system [17]. The master equation of Ref. [17] is distinct
from the ULE that we obtain, and was derived using a
time-coarse graining approach that is of a fundamentally
different nature from the novel Markov approximation
that we employ here. Interestingly, the error bounds ob-
tained by the authors of Ref. [17] were defined in terms
of a closely related Markovianity parameter to the one
we identify here (see Appendix B). The ULE we derive
is thus valid on an equivalent level of approximation as
the master equation of Ref. [17]. The simultaneous va-
lidity of these two distinct master equations reflects the
non-uniqueness of the Markov approximation discussed
above.
The rest of this paper is organized as follows. In the
main text we discuss the essential ideas of our work, while
we provide technical details and derivations in several ap-
pendices. In Sec. I we provide a summary of our main re-
sults. In Sec. II we formally introduce the general model
of open quantum systems that we study, review exist-
ing approaches to analyzing the dynamics of this class of
systems, and present important auxiliary results that are
used to derive the ULE. In Sec. III we derive the ULE, al-
lowing for multiple baths and arbitrarily time-dependent
system Hamiltonians. In Sec. IV, we discuss how to cal-
culate and implement the jump operators of the ULE
for a range of relevant special cases, including systems
with time-independent Hamiltonians, periodically driven
systems, and systems where exact diagonalization of the
Hamiltonian is not feasible. In Sec. V we demonstrate
our approach via numerical simulations of a spin chain
coupled to two baths at different temperatures. We con-
clude with a discussion in Sec. VI.
I. SUMMARY OF RESULTS
In this section, we summarize the main ideas and re-
sults of this paper. We investigate the dynamics of a
quantum system S connected to an external environment
(bath) B. For simplicity, in this section we illustrate our
results for the case where the system’s Hamiltonian HS
is time-independent, and the system and bath are con-
nected through a single term Hint =
√
γXB in the com-
bined system-environment Hamiltonian. Here X and B
are observables of the system and bath, respectively, and
the energy γ denotes the system-bath coupling strength,
normalized such that X has unit spectral norm [26, 27].
The results we present below for this system are derived
and discussed in detail in Secs. II-III, where we also ex-
tend our results to general system-bath couplings and
time-dependent system Hamiltonians HS(t).
In Sec. III, we seek conditions on the bath under which
the time-evolution of the reduced density matrix of the
system ρ takes the Lindblad form [18, 19, 28]:
∂tρ = −i[HS + Λ, ρ]− 1
2
{L†L, ρ}+ LρL†. (1)
3In the above, L is known as the jump operator, and de-
termines the dissipative component of the system’s evolu-
tion, while the Hermitian Lamb shift Λ accounts for the
renormalization of the Hamiltonian due to the system-
bath coupling. Note that we set ~ = 1 throughout.
Importantly, the conditions for the Lindblad-form mas-
ter equation that we identify in Sec. III are formulated
purely in terms of properties of the bath and the system-
bath coupling strength. This situation stands in contrast
to the quantum optical master equation, which is also a
Lindblad-form master equation but is only valid under
additional stringent requirements on the level spacing of
the system itself [9].
In a wide range of situations, all information of the
bath B required to determine the evolution of ρ is con-
tained in the bath spectral function J(ω) [9] (see Sec. II A
for definition). The conditions we obtain in Sec. III for
the Lindblad-form master equation are also expressed in
terms of this function: from J(ω) we identify an energy
scale Γ and timescale τ whose dimensionless product Γτ
serves as a measure of Markovianity. As the main result
of this paper, we show that, when Γτ  1, the time-
evolution of ρ is accurately described by a (Markovian)
master equation in the Lindblad form [Eq. (1)], with the
single jump operator
L =
∑
mn
√
2piγJ(En − Em)Xmn|m〉〈n|. (2)
Here {|n〉} and {En} denote the eigenstates and energies
of the system Hamiltonian HS (not including the Lamb
shift), respectively, while Xmn ≡ 〈m|X|n〉. The Lamb
shift Λ is proportional to γ and is defined from X and
the bath spectral function in Eq. (34) below. Stated more
precisely, as we show in Sec. III, the time-derivative of
ρ is given by Eqs. (1)-(2), up to a correction of order
Γ2τ . In comparison, the magnitude of the right-hand
side of Eq. (1) is typically well-estimated by Γ (hence the
correction is smaller by a factor Γτ). Due to its system-
independent applicability, we refer to the master equation
in Eqs. (1)-(2), along with its generalizations in Sec. IV,
as the universal Lindblad equation.
The two quantities Γ and τ that determine the ac-
curacy of the universal Lindblad equation [Eqs. (1)-(2)]
are associated with the bath spectral function J(ω) and
system-bath coupling γ. Specifically, Γ and τ are derived
from a related function, g(t), that we call the “jump cor-
relator.” The jump correlator is defined via its Fourier
transform, g(ω), as the square root of the spectral func-
tion: J(ω) = 2pi[g(ω)]2. In time domain, this gives
g(t) =
1√
2pi
∫ ∞
−∞
dω
√
J(ω)e−iωt. (3)
From this jump correlator, Γ and τ are given by
Γ = 4γ
[∫ ∞
−∞
dt |g(t)|
]2
, τ =
∫∞
−∞dt |g(t)t|∫∞
−∞dt |g(t)|
, (4)
where γ denotes the system-bath coupling strength. As
we explain in Sec. II B, the timescale τ can be seen as a
measure of the characteristic correlation time of the bath
observable B, while Γ sets an upper bound for the rate
of bath-induced evolution of the system, independent of
any approximation. In the limit Γτ  1, where the ULE
is valid, the correlations of the bath decay rapidly on the
characteristic timescale of system-bath interactions Γ−1.
In this case, the standard heuristic arguments behind the
Markov-Born approximation suggest that the dynamics
of the system should be effectively Markovian [9]. The
results we obtain here hence put this intuition on rigorous
footing, independent of properties of the system itself.
We note that the bath-induced terms in Eq. (1) scale
linearly with the system-bath coupling strength γ. In
contrast, the correction to Eqs. [(1)-(2)] we identified
above is of order Γ2τ , and thus scales as γ2. Hence,
when the coupling-independent quantities Γ/γ and τ are
finite, a small enough value of γ can in principle al-
ways be found such the system’s dynamics are Markovian
and well-described by the universal Lindblad equation in
Eq. (1). In this way, the condition Γτ  1 gives a well-
defined notion of the weak-coupling limit.
We demonstrate in Sec. II A 2 that the Bloch-Redfield
equation is also valid up to a correction of order Γ2τ .
In this sense, the ULE is valid on an equivalent level of
approximation as the Bloch-Redfield equation.
The universal Lindblad equation in Eqs. (1)-(2) is
consistent with existing results for open quantum sys-
tems [9]. In particular, the ULE naturally reduces to the
quantum optical master equation in the limit where the
latter is valid, namely when the rate of system-bath inter-
actions Γ is much smaller than any energy level spacing
of the Hamiltonian HS (i.e., when the rotating wave ap-
proximation is valid). However, in contrast to the quan-
tum optical master equation, the derivation of the ULE
does not rely on the rotating wave approximation (or any
other assumptions about the energy levels of the system);
hence it can also be applied beyond the regime where the
quantum optical master equation is valid. In addition to
being consistent with the quantum optical master equa-
tion as explained above, Eqs. (1)-(2) reproduce Fermi’s
golden rule: Fermi’s golden rule states that the transi-
tion rate between two energy levels of the Hamiltonian,
m and n, is given by Γn→m = 2pi|Xmn|2J(En − Em).
This result follows from Eqs. (1) and (2) by identifying
Γn→m = 〈m|∂tρ(t)|m〉|t=0 when taking ρ(0) = |n〉〈n|.
We note that the expression for the jump operator
L in Eq. (2) was previously hypothesized in Ref. [23].
Ref. [23] showed that the master equation in Eqs. (1)-(2)
was consistent with Fermi’s golden rule, and reproduced
the quantum optical master equation in the regime γ → 0
where the latter is valid. Based on these results and nu-
merical demonstrations, Ref. [23] conjectured that the
master equation in Eqs. (1)-(2) could accurately describe
the evolution of open quantum systems. In this work, by
rigorous derivation we recover the hypothesis of Ref. [23],
and identify the precise conditions under which the uni-
4versal Lindblad equation [Eqs. (1)-(2)] holds. Crucially,
the conditions we identify rely solely on the properties of
the bath and system-bath coupling, and hold well beyond
the regime where the quantum optical master equation is
valid. In addition, our results generalize the hypothesized
master equation from Ref. [23] to arbitrary system-bath
couplings and time-dependent Hamiltonians.
II. OPEN SYSTEM DYNAMICS:
FORMULATION AND CHARACTERISTIC
TIMESCALES
We now set out to derive the universal Lindblad equa-
tion by rigorous means, for general open quantum sys-
tems. As a first step, in this section we define the model
we study and review standard theory for open quantum
systems. We moreover present two auxiliary results that
play an important role for the derivation of the ULE: we
establish a rigorous upper bound for the correction to the
Bloch-Redfield equation (Sec. II A 2, see also Ref. [17]),
and obtain an upper bound for the rate of bath-induced
quantum evolution (a so-called “quantum speed limit”)
[Eq. (13)]. These results, which may also be of interest
on their own, are derived in Appendix A. The concepts
and basic assumptions described in this section will form
the foundation for the derivation of the ULE in the next
section.
The system we consider in this paper consists of a
quantum (sub)system S which is connected to an exter-
nal system, referred to as the bath B. The subsystem S
may be anything from a two-level spin to a many-body
system, while the bath B is typically a large system with
a dense energy spectrum, such as a phononic or elec-
tromagnetic environment, or the fermionic modes in an
electronic lead. The bath B can also consist of several
“sub-baths” with distinct physical origins and proper-
ties. Without loss of generality, the Hamiltonian H of
the full system SB (including the bath) takes the form
H = HS +HB +Hint, (5)
where HS and HB are the Hamiltonians of the subsystem
and bath, respectively, while Hint contains all terms in
the Hamiltonian that couple the two. In the following,
we allow HS to depend on time, while we assume HB and
Hint to be time-independent.
It is useful to decompose Hint as follows:
Hint =
√
γ
∑
α
XαBα, (6)
where, for each α, Xα is a dimensionless Hermitian op-
erator on the subsystem S, Bα is a Hermitian operator
acting on the bath B, with units of [Energy]1/2, and the
energy γ parametrizes the system-bath coupling strength
(see footnote 27). We normalize γ and Bα such that Xα
has unit spectral norm for each α [26]. While γ can still
be absorbed into the operators {Bα}, and thus in prin-
ciple remains arbitrary, we include it in Eq. (6) to high-
light the scaling of various quantities with respect to the
system-bath coupling in the discussion below. We note
that the decomposition above is always possible with a
sufficiently high, but finite, number of terms in the sum
N . We refer to each such term as a (quantum) noise
channel in the following.
For simplicity, in the remainder of this section, and in
the derivation of the ULE in Sec. III A, we consider the
case where the sum in Eq. (6) consists of a single term,
and refer to the system and bath operators as X and
B, respectively. In Sec. III C, we generalize our results
to the case where the sum in Eq. (6) contains multiple
terms.
To describe the dynamics of observables in the system
S, it is sufficient to know the evolution of the reduced
density matrix of S,
ρ(t) ≡ TrB [ρSB(t)] . (7)
Here TrB traces out all the degrees of freedom in B, and
ρSB(t) denotes the density matrix of the combined sys-
tem SB. Crucially, it is possible to obtain an equation of
motion for ρ(t) which depends only on HS , X, and the
statistical properties of the bath. Such an equation of
motion is known as a master equation. There exists sev-
eral approximation schemes for obtaining master equa-
tions for ρ (see, for example, Refs. 9–15). While useful
in their respective regimes of applicability, each of these
methods has its limitations on which cases they may be
applied (either due to physical limitations on the regime
of applicability, or practical issues associated with numer-
ical implementation). The goal of our paper is to derive
a new Markovian master equation that can be applied to
a wider range of cases, which unifies and extends some
of these previous approaches.
A. Born-Markov approximation
Before deriving the universal Lindblad equation, we re-
view one of the existing approaches to obtaining a master
equation for ρ, namely the Born-Markov approximation.
This standard approach leads to a master equation for
ρ known as the Bloch-Redfield (BR) equation. The con-
cepts introduced here will be used in the derivation of
the Universal Lindblad equation in Sec. III.
1. Derivation of Bloch-Redfield equation
To derive the BR equation, we assume that the bath
was in a steady state at some arbitrary time t0 in the
remote past. Specifically, we assume that ρSB(t0) =
ρS(t0) ⊗ ρB, where ρB describes a steady state of the
bath: [HB, ρB] = 0. The bath state ρB can for example
describe a thermal equilibrium state with a specific tem-
perature and chemical potential. If B consists of several
5sub-baths, ρB can also be a direct product of thermal
states out of equilibrium with each other. Due to its
macroscopic size, the state of the bath remains practi-
cally unaffected by the system S at later times, except
for short-lived fluctuations arising from the system’s evo-
lution in the recent past. Without loss of generality, we
may assume that each bath operator Bα has vanishing
expectation value in the bath state ρB: TrB(BαρB) = 0,
since nonzero expectation values can be eliminated by ap-
propriate redefinition of HS and Bα in Eqs. (5) and (6).
We note that, due to the finite memory and relaxation
times of the bath and of the system, respectively, the
evolution of ρ(t) should be independent of the details of
the initialization in the remote past. Supporting this, in
Appendix A 6 we show that the evolution of the system
is independent of the details of the state ρS(t0) and the
exact value of t0, when t0 is sufficiently far in the past.
The BR equation is most easily derived in the interac-
tion picture. We transform the problem to the interac-
tion picture by applying a rotating frame transformation
generated by the Hamiltonian HS(t) + HB. After this
transformation, the Hamiltonian of the combined system
SB in the interaction picture is given by:
H˜(t) =
√
γX˜(t)B˜(t). (8)
Here X˜(t) ≡ U†(t)XU(t), and B˜(t) ≡ eiHBtBe−iHBt,
where U(t) ≡ T e−i
∫ t
0
dt′HS(t′) is the time-evolution oper-
ator of the subsystem S relative to an arbitrary origin of
time, and T is the time-ordering operation. We let ρ˜(t)
denote the reduced density matrix of S in the interaction
picture. Specifically, ρ˜(t) ≡ TrB[ρ˜SB(t)], where ρ˜SB(t)
denotes the state of the combined system SB when time-
evolved with H˜(t) from the state ρ˜SB(0) = ρSB(0). From
ρ˜(t), one can straightforwardly obtain the time-evolution
of the system in the Schro¨dinger picture through the re-
lation ρ(t) = U(t)ρ˜(t)U†(t).
After transforming to the interaction picture, the sys-
tem’s dynamics occur on a timescale which is set by the
system-bath coupling γ. When this coupling is suffi-
ciently weak, ρ˜(t) can be assumed static on the intrin-
sic correlation timescale of the bath (see Sec. I). This
so-called weak-coupling limit forms the basis for the
derivation of the BR equation, using the Born-Markov
approximation [9]. To employ the Born-Markov ap-
proximation, we integrate the von Neumann equation
∂tρ˜SB(t) = −i[H˜(t), ρ˜SB(t)] once, obtaining ∂tρ˜SB(t) =
− ∫ t
t0
dt′ [H˜(t), [H˜(t′), ρ˜SB(t′)]]. (Here we exploited the
fact that TrB(B˜(t0)ρSB) = TrB(BρSB) vanishes by as-
sumption as described above, to eliminate the term aris-
ing from the boundary term of the integration). The
Born approximation amounts to setting ρ˜SB(t′) ≈ ρ˜(t′)⊗
ρB inside the integral. The next step is to take the
partial trace over the bath, to obtain an equation of
motion for the reduced density matrix of the system,
ρ˜(t). Using the fact that X˜(t) acts only on the system,
while B˜(t) acts only on the bath, we obtain ∂tρ˜(t) ≈
−γ ∫ t
t0
dt′J(t− t′)[X˜(t), X˜(t′)ρ˜(t′)]+H.c., where we in-
troduced the (two-point) bath correlation function
J(t− t′) ≡ TrB
(
B˜(t)B˜(t′)ρB
)
. (9)
Finally, the Markov approximation is implemented by
assuming that ρ˜(t′) is stationary over the character-
istic decay time of the bath correlation function J(t)
(see below for discussion). By making the replacement
ρ˜(t′) ≈ ρ˜(t) inside the integral over the history of the sys-
tem (t′), and taking the limit t0 → −∞, we obtain [9]:
∂tρ˜(t) = DR(t)[ρ˜(t)] + ξ(t), (10)
where
DR(t)[ρ] ≡ −γ
∫ t
−∞
dt′J(t− t′)[X˜(t), X˜(t′)ρ]+H.c., (11)
and ξ(t) denotes the correction arising from the Born
and Markov approximations above. The Bloch-Redfield
equation is obtained by assuming the error induced by
the Born-Markov approximation, ξ(t), to be negligible in
Eq. (10). In Appendix A, we derive an upper bound for
this correction, thus obtaining rigorous conditions for the
validity of the BR equation. See Sec. II A 2 for a further
discussion.
Note that the last approximation in the above deriva-
tion resulted in an equation of motion for ρ˜(t) which is
Markovian: in Eq. (10), the time derivative ∂tρ˜(t) de-
pends only on the value of ρ˜(t) at the the same time,
t. As we demonstrate in Sec. III (see Sec. III B for dis-
cussion), the Born-Markov approximation above is not
the only way of approximating ∂tρ˜ by a Markovian mas-
ter equation in the weak-coupling limit. In Sec. III, we
will develop a different Markovian approximation for ∂tρ˜
which is valid under the same conditions as the standard
Markov-Born approximation above, but, unlike the for-
mer, leads to a master equation in the Lindblad form.
The bath correlation function in Eq. (9), or equiva-
lently its Fourier transform J(ω) ≡ 12pi
∫∞
−∞ dt J(t)e
iωt,
known as the bath spectral function, plays a crucial role
for describing the dynamics of the system S: in the BR
equation [Eq. (10)], J(t) contains all information of the
bath required to determine the evolution of ρ˜. Impor-
tantly, even without the Born-Markov approximation, a
wide class of baths (so-called Gaussian baths) are fully
characterized by the two-point correlation function J(t).
This situation for instance arises if the bath consists of
a large collection of decoupled subsystems, such as con-
tinua of independent fermionic or bosonic modes. While
we note that our approach below can also be applied to
cases where higher-order bath correlations are relevant,
in this paper, we assume for simplicity that the bath is
Gaussian.
The spectral function J(ω), which is real and non-
negative, can in many cases be computed or phenomeno-
logically assumed [9] (see for example Sec. V, where we
calculate J(ω) for a bath of bosonic modes). While in
the above B˜(t) emerged as a time-evolved observable in
6a quantum mechanical bath, the results in this paper also
apply to the case where B˜(t) is a classical noise signal,
and the bath trace is replaced by the statistical average
over noise realizations. In this case, J(ω) is symmetric
in ω and gives the spectral density of the classical noise
signal.
2. Correction to Bloch-Redfield equation
As an important secondary result, in this paper we
derive a rigorous upper bound for the correction to the
Bloch-Redfield equation, ξ(t), which is independent of
the details of the system Hamiltonian, HS . This error
bound is used in the next section, where we derive the
ULE.
To derive the error bound, we assume that the bath is
Gaussian, and that the bath and system were decoupled
at some point in the remote past (see beginning of this
subsection). Using these assumptions, in Appendix A we
systematically expand the time-derivative of ρ˜ in pow-
ers of the dimensionless “Markovianity parameter” Γτ ,
where the bath timescales Γ−1 and τ were defined from
the bath spectral function and the system-bath coupling
strength, γ, in Eqs. (3) and (4) (in Sec. II B, we further
discuss the physical meaning of these timescales). As we
show in Appendix A, truncation of the expansion of ∂tρ˜
to leading order in Γτ yields DR[ρ˜(t)]. This truncation
is thus is equivalent to making the Born and Markov
approximations, while the correction ξ(t) corresponds to
the sum of all subleading terms in the expansion. In
Appendix A we obtain a bound for this subleading cor-
rection:
‖ξ(t)‖ ≤ Γ2τ, (12)
where (here and in the following) ‖·‖ refers to the spectral
norm (see footnote [26]).
Note that consistent correction bounds for the BR
equation were recently obtained elsewhere [17, 29]. Our
derivation of Eq. (12) holds in the general case where the
system and bath are connected through multiple noise
channels, with the generalized definitions Γ and τ given
in Eq. (26) below (see Ref. [9] or Appendix A for the
multi-channel generalization of the BR equation).
In Eq. (13) below, we also show that the spectral norm
of ∂tρ˜ on the left-hand side of Eq. (10) is bounded by Γ/2.
Comparing this bound with Eq. (12) above, we conclude
that Γτ  1 is a necessary condition for the Born-Markov
approximation to be justified by our arguments.
B. Characteristic timescales of the bath
Above we found that the validity of the Born-Markov
approximation is determined from the characteristic
timescales Γ−1 and τ , which are intrinsic to the bath
(and its coupling to the system). In Sec. III, we show
0.01
1
100
Time [(kBT)
-1]-0.1 0
Value [(kBT)
2/ω0]
0.1
FIG. 1. Absolute value of the jump correlator g(t) (solid)
and bath correlation function J(t) (black dashed line) for the
Ohmic bath studied in Sec. II B. Red line indicates the fit used
to obtain the exponential decay constant for g (see Sec. II B).
that Γ and τ also determine the accuracy of the uni-
versal Lindblad equation. Here, we briefly discuss the
nature of these quantities. As a demonstration, we more-
over explicitly calculate the jump correlator g(t) and the
correlation time τ for the case of an Ohmic bath.
To highlight the physical meaning of the time scale
Γ−1, in Appendix A 3 we show that Γ provides a strict
bound on the rate of change of ρ˜,
‖∂tρ˜‖ ≤ Γ/2. (13)
Note that Eq. (13) is exact, and is derived without any
approximations, other than the assumption of a Gaussian
bath. In this way, the rate Γ/2 can be seen as a “quantum
speed limit” for dissipative quantum evolution [30, 31].
Heuristically, Γ−1 thus characterizes the (shortest) typi-
cal interval between real or virtual system-bath interac-
tion events, such as, e.g., photon emission or absorption.
Note that the inequality in Eq. (13) extends to the case
of multiple noise channels, with Γ as defined in Eq. (26)
below (see Appendix A 3).
The timescale τ captures the characteristic decay time
of correlations in the bath. To see this, note from Eq. (4)
that τ gives the mean value of |t| associated with the nor-
malized distribution |g(t)|/C, where C ≡ ∫∞−∞dt |g(t)|.
The existence of a finite value of τ requires that g(t) ef-
fectively decays faster than Cτ/t2 for |t|  τ [32]. Not-
ing from Eq. (3) that the bath correlation function J(t)
is given by the convolution of the jump correlator with
itself, J(t − t′) = ∫∞−∞ ds g(t − s)g(s − t′), the bath cor-
relation function hence must also decay on a timescale
of magnitude τ . The conditions described above hold
under the assumption that τ takes a finite value; a di-
vergent value of τ indicates that long-term memory is
present in the bath; in this case, the system cannot be
well-described by a Markovian master equation.
To illustrate the above relationship between J(t), g(t),
and the correlation time τ , we explicitly compute J(t),
g(t), and τ , for an Ohmic bath. The Ohmic bath con-
sists of a continuum of bosonic modes with Hamiltonian
HB =
∫∞
0
dω ωb†(ω)b(ω), where b(ω) denotes the anni-
hilation operator of modes with frequency ω, satisfying
[b(ω), b†(ω′)] = δ(ω − ω′) and δ(ω) denotes the Dirac
7delta function. In the framework of Eqs. (5) and (6),
the bath operator B is given by the bosonic field op-
erator
∫∞
0
dω
√
S(ω)[b(ω) + b†(ω)], where S(ω) denotes
the effective spectral density of the bath, including the
frequency-dependence of the system-bath coupling. The
class of models above is commonly used in the litera-
ture [9, 10], and can for example describe a phononic or
electromagnetic environment of an electronic system.
We consider the Ohmic spectral density S(ω) =
ωe−ω
2/2Λ2/ω0, with an ultraviolet energy cutoff set by
the scale Λ. The energy scale ω0 is introduced to keep
S(ω) dimensionless. Assuming the bath is in equilibrium
at temperature T , a straightforward calculation [9, 10]
yields the bath spectral function
J(ω) =
1
ω0
ωe−
ω2
2Λ2
1− e−ω/T , (14)
where we work in units where kB = 1.
Using Eq. (3), we numerically compute the jump cor-
relator g(t) from the spectral function in Eq. (14), for
the case where Λ = 50T . By explicit computation [see
Eq. (4)], we find for this case τ ≈ 0.007T−1. In Fig. 1,
we plot |g(t)| on a logarithmic scale (solid line), along
with the bath correlation function |J(t)| (dashed line).
As Fig. 1 shows, both J(t) and g(t) decay exponentially,
at approximately the same rate, after a sharp initial drop
at short times. We confirm numerically (data not shown
here) that the short-time peak arises from high-energy
modes in the bath, and is controlled by the cutoff, Λ. By
linear regression (red dashed line in Fig. 1) we find the
slope of log g(t) outside this initial decrease to be given
by approximately 0.023T−1. The difference between the
exponential decay constant from τ is caused by the short-
time peak of g(t), and is thus controlled by Λ.
III. UNIVERSAL LINDBLAD EQUATION
While useful, the standard Born-Markov approxima-
tion discussed in Sec. II A has some shortcomings. In
particular, the Bloch-Redfield equation in Eq. (10) is not
in the Lindblad form. As a result, as was explained in the
introduction, integration of the BR equation may yield
negative or diverging probabilities, and can be impracti-
cal to implement numerically even for moderately sized
quantum systems. In this section, we derive a master
equation for ρ˜ which is valid under the same conditions
as the BR equation, but will be in the Lindblad form and
thus free of the limitations above. Specifically, our new
master equation is accurate up to a correction of the same
magnitude as the correction bound Γ2τ we identified for
the BR equation in Sec. II A 2. The new master equation,
which we term the universal Lindblad equation (ULE),
constitutes the main result of our paper. Crucially, the
ULE does not require any special conditions on the sys-
tem to be valid; rather, its validity relies solely on the
properties of the bath itself (along with its coupling to
the system).
To make the physical basis for the ULE most transpar-
ent, in Sec. III A, we derive the ULE on an intuitive level
of argumentation, focusing on the case where the system
and bath are coupled through a single noise channel. In
Appendix C we provide a rigorous derivation of these re-
sults that also holds for general system-bath couplings.
In Sec. III B, we comment on the principle underlying our
derivation; namely, the existence of distinct, but equiv-
alently valid, Markov approximations. The results for
general system-bath couplings are given in Sec. III C, and
expressed in the Schro¨dinger picture in Sec. III D.
A. Single noise channel
In this subsection we heuristically derive the univer-
sal Lindblad equation for the case of a single quantum
noise channel. As a first step in our derivation, we iden-
tify an alternative form of Markov approximation, which
is valid at the same level of approximation as the stan-
dard Born-Markov approximation (i.e., up to a correc-
tion of order Γ2τ). Subsequently, we demonstrate that
this Markov approximation results in a master equation
in the Lindblad form (in contrast, the standard Born-
Markov approximation does not lead to a Lindblad-form
master equation).
The starting point for our derivation is the BR equa-
tion [Eq. (10)], whose error bounds we obtained in
Sec. II A 2 above. Below, we apply additional manipula-
tions to the BR equation, which induce errors of the same
magnitude as those inherent in the Born-Markov approxi-
mation used in deriving Eq. (10). These additional steps
hence lead to a new master equation that is different
from the BR equation, but is valid on the same level of
approximation. Unlike the BR equation, our new master
equation is crucially in the Lindblad form. Our modi-
fication procedure is equivalent to employing a distinct
Markovian approximation from the standard Markov ap-
proximation (reviewed in Sec. II A) that is used to obtain
the BR equation [note that our derivation still makes use
of the “conventional” Born approximation, as described
in the paragraph above Eq. (9)]. In Sec. III B below, we
discuss the diversity of possible Markov approximations
in more detail.
As the first step of our derivation, we decompose the
bath correlation function J(t − t′) [Eq. (9)] as a convo-
lution using “jump correlator” g(t) defined in Eq. (3):
J(t − t′) = ∫∞−∞ ds g(t − s)g(s − t′). Using this decom-
position, the BR equation [Eq. (10)] can be (exactly)
rewritten as:
∂tρ˜(t) ≈
∫ ∞
−∞
dt′
∫ ∞
−∞
dsF(t, s, t′)[ρ˜(t)], (15)
where
F(t, s, t′)[ρ˜] = γθ(t−t′)g(t−s)g(s−t′)[X˜(t), ρ˜X˜(t′)]+H.c..
(16)
8The approximate equality in Eqs. (10) and (15) cap-
tures the correction to the BR equation, ξ(t), whose
bound (with respect to the spectral norm) we identified
in Sec. II A 2. For brevity, we do not include this cor-
rection in the derivation below. Note that F(t, s, t′) is a
linear operator acting on system operators.
Next, we integrate Eq. (15) with respect to t to com-
pute the change of ρ˜ over a finite time interval from t1 to
t2, that we will choose much longer than τ :
ρ˜(t2)− ρ˜(t1) ≈
∫ t2
t1
dt
∫ ∞
−∞
dt′
∫ ∞
−∞
dsF(t, s, t′)[ρ˜(t)]. (17)
We now argue that the weak-coupling limit Γτ  1
allows us to apply two approximations to the right-hand
side above, which yield a new expression that is valid
on an equivalent level of approximation as the standard
Bloch-Redfield equation in Eq. (10).
To make the first approximation, we note that, in the
limit Γτ  1, the condition ‖∂tρ˜‖ ≤ Γ/2 in Eq. (13) en-
sures that ρ˜(t) = ρ˜(s) +O(Γτ) for |t− s| . τ . Addition-
ally, since g(t) decays on the timescale τ (see Sec. II B),
F(t, s, t′) is suppressed when the difference between any
two of its time-arguments is much larger than τ [see
Eq. (16)] (in particular, note that g(t − s)g(s − t′), and
thus F(t, s, t′), must be small when t−t′  τ). These two
results suggest that we may replace ρ˜(t) by ρ˜(s) in the
right-hand side of Eq. (17) when Γτ  1. In Appendix C,
we implement this substitution in a systematic way, and
prove that replacing ρ˜(t) by ρ˜(s) in Eqs. (15) and (17)
results in a correction to ∂tρ˜ of order Γ
2τ .
To make our second approximation, we again use
the fact that F(t, s, t′) decays when the difference be-
tween any of its time-arguments exceeds τ . Thus, since
τ  t2 − t1 by assumption, most of the contribution to
the integral in Eq. (17) comes from the region where all
three integration variables t, s, t′ are located in the inter-
val [t1, t2]. As a result, the right-hand side of Eq. (17) is
approximately unaffected if we change the integration do-
main from −∞ < (s, t′) <∞, t1 ≤ t ≤ t2 to the domain
−∞ < (t, t′) < ∞, t1 ≤ s ≤ t2. Indeed, in Appendix C,
we show that this change of integration domain results
in a correction to ρ˜ which is bounded by Γτ .
After making the two approximations described above
[i.e., setting ρ(t) ≈ ρ(s) in Eq. (17), and subsequently
changing the domain of integration], we obtain
ρ˜(t2)− ρ˜(t1) ≈
∫ t2
t1
ds
∫ ∞
−∞
dt
∫ ∞
−∞
dt′ F(t, s, t′)[ρ˜(s)]. (18)
By taking the derivative with respect to t2, and renaming
the variables of integration, we obtain the (time-local)
master equation
∂tρ˜(t) ≈ L(t)[ρ˜(t)], L(t) =
∫ ∞
−∞
ds
∫ ∞
−∞
ds′ F(s, t, s′). (19)
In Appendix C we put the above line of arguments
on rigorous footing: we identify a slightly modified den-
sity matrix ρ′(t) whose norm-distance to ρ˜(t) remains
bounded by Γτ at all times. Assuming that the bath is
Gaussian, and that the bath and system were decoupled
at some point in the remote past, we show that ρ′ evolves
according to the master equation
∂tρ
′(t) = L(t)[ρ′(t)] + ξ′(t), (20)
where L(t) is defined by Eqs. (16) and (19), and ‖ξ′(t)‖ ≤
2Γ2τ for all times, t. In the Markovian limit Γτ  1, ρ′(t)
is nearly identical to ρ˜(t), and the evolution of the system
is thus well-described by ρ′(t). The same condition Γτ 
1 is already required for the BR equation to be valid
by our arguments (see Sec. II A 2) and hence does not
impose additional constraints on the system. Consistent
with Eq. (13), we show in Appendix C that ‖L(t)[ρ]‖ ≤
Γ/2. Hence, by the same arguments as in Sec. II A 2,
Γτ  1 is also a necessary condition for error ξ′ above to
be negligible.
As a final step, we verify that the master equation
in Eq. (19) is in the Lindblad form. By decomposing
the step function θ(t − t′) in Eq. (16) into its symmet-
ric and antisymmetric components, θ(t) = 12 +
1
2 sgn(t),
we find through a straightforward computation (see Ap-
pendix C 3 for details) that
L(t)[ρ˜] = −i[Λ˜(t), ρ˜]− 1
2
{L˜†(t)L˜(t), ρ˜}+ L˜(t)ρ˜L˜†(t),
(21)
where the jump operator L˜(t) is given by
L˜(t) =
√
γ
∫ ∞
−∞
ds g(t− s)X˜(s) (22)
and
Λ˜(t) =
γ
2i
∫ ∞
−∞
dsds′X˜(s)g(s− t)g(t−s′)X˜(s′) sgn(s−s′).
(23)
The Lamb shift Λ˜(t) is by construction Hermitian, due
to the symmetry of the jump correlator g(t) = g∗(−t),
which results from its definition in Eq. (3).
Comparing with the BR equation [Eq. (10)], we see
that the universal Lindblad equation [Eqs. (20)-(23) with
ξ′(t) neglected] yields an expression for ∂tρ′(t) which is
accurate up to a correction bounded by the same value
as the correction for the BR equation (up to a factor of
2). In this sense, the ULE and the BR equation are valid
on an equivalent level of approximation [33].
To summarize this section, we showed that, in the
weak-coupling limit Γτ  1, the interaction picture den-
sity matrix of the subsystem S, ρ˜(t), evolves according
to the Lindblad-form master equation in Eqs. (19)-(21).
At each time t, the error in ∂tρ˜ is of the same magni-
tude as that of the Bloch-Redfield equation. Thus the
ULE is valid over the same regimes as previously devel-
oped Markovian master equations, while offering impor-
tant gains in usability and applicability.
9B. Equivalence of Markov approximations
Above, we derived a time-local master equation for ρ˜(t)
that is distinct from the Bloch-Redfield equation, but is
valid on an equivalent level of approximation. As we
explain here, the existence of distinct but equivalently
valid time-local master equations reflects the existence
of a class of distinct but equivalently valid Markov ap-
proximations. We refer to two approximations as being
“equivalently valid” if they are both valid up to an error
of the same order in the Markovianity parameter Γτ .
We demonstrate the existence of equivalently valid
Markov approximations by means of a simple exam-
ple. Consider the master equation for ρ˜(t) that results
from the Born approximation [see text above Eq. (9)]:
∂tρ˜(t) = −
∫ t
t0
dt′ J(t− t′)[X(t), [X(t′), ρ˜(t′)]] + H.c.. As
explained in Sec. II A, the standard Markov approxima-
tion amounts to approximating ρ˜(t′) ≈ ρ(t) in this ex-
pression. This approximation is justified when the bath
correlation time τ is much shorter than the characteris-
tic timescale of system-bath interactions, Γ−1. By the
same arguments, however, instead of setting ρ˜(t′) ≈ ρ˜(t),
we just as well could have approximated ρ˜(t′) by any
weighted average of ρ˜(s) within a window of times s near
s = t′, as long as the width of the time-window is much
smaller than Γ−1. These different choices of weight func-
tions result in distinct, but equivalently valid, time-local
master equations. The infinite family of suitable weight-
functions can thus be seen as generating a class of distinct
Markov approximations.
As we show in Appendix C, there are also other classes
of equivalent Markov approximations of more subtle ori-
gin than the simple example above. These other classes of
equivalent approximations can be identified using similar
approaches as above. The approximations in Eq. (15)-
(19) constitute such an alternative Markov approxima-
tion. A rigorous definition and discussion of this approx-
imation is given in Appendix C.
C. General system-bath couplings
In Sec. III A, we derived the universal Lindblad equa-
tion for the case where the system-bath coupling Hint in
Eq. (6) holds a single noise channel. In this subsection
we extend our results to the most general case of system-
bath couplings, namely the case where Hint contains an
arbitrarily high (but finite) number of noise channels N :
Hint =
√
γ
∑N
α=1XαBα. Here, for each α, Xα and Bα
are observables of the system S and bath B, respectively.
These are normalized such that ‖Xα‖ = 1, while the bath
operators {Bα} may have different scales of magnitude.
For general system-bath coupling, the ULE can be
derived through straightforward generalization of the
single-channel case in Sec. III A. Because of this, the
derivation of the ULE in Appendix C that we quoted in
Sec. III A considers the case of multiple noise channels.
Here, we present the results from Appendix C.
As for the single-channel case, the validity of the ULE
is determined solely by properties of the bath correlation
(or, equivalently, spectral) functions. In the case where
the system and bath are connected through N quantum
noise channels, the bath correlation function introduced
in Eq. (9) takes values as an N × N matrix J(t) with
matrix elements
Jαβ(t− s) ≡ TrB[B˜α(t)B˜β(s)ρB]. (24)
Here B˜α(t) ≡ eiHBtBαe−iHBt denotes the interaction pic-
ture version of the bath operator Bα, and the indices α
and β label the noise channels, taking values 1 . . . N . Us-
ing the definition above, one can verify that the bath
spectral function J(ω) ≡ 12pi
∫∞
−∞dtJ(t)e
iωt forms a
positive-semidefinite matrix for all ω. The fact that J
is positive-semidefinite generalizes the single-channel re-
sult that the scalar-valued bath spectral function J(ω) is
non-negative (see Sec. II A).
To establish the conditions under which the ULE holds,
we generalize the jump correlator g(t) from Eq. (3) to
the multiple-channel case. Using the fact that J(ω) is
positive-semidefinite, we define the matrix-valued jump
correlator g(t) as follows:
g(t) =
∫ ∞
−∞
dω g(ω)e−iωt, g(ω) =
√
J(ω)/2pi. (25)
Here the square root in the second equation denotes the
matrix square root; i.e., Jαβ(ω) =
1
2pi
∑
λ gαλ(ω)gλβ(ω),
where {gαβ(ω)} denote the matrix-elements of g(ω).
Since J(ω) is positive-semidefinite, the Fourier trans-
form of the jump correlator g(ω) is itself a well-defined
positive-semidefinite matrix for all values of ω.
From the multi-channel jump-correlator g(t), we de-
fine the quantities Γ and τ from the multi-channel jump
correlator g(t) as follows:
Γ = 4γ
[∫ ∞
−∞
dt‖g(t)‖2,1
]2
, τ =
∫∞
−∞ dt‖g(t)t‖2,1∫∞
−∞ dt‖g(t)‖2,1
.
(26)
Here for any matrix M with elements Mαλ, ‖M‖2,1 ≡∑
λ(
∑
α |Mαλ|2)1/2. The matrix norm ‖·‖2,1 is also
known as the L2,1 matrix norm [34], and is identical to
the trace norm for diagonal matrices. As we require, for
the special case of a single noise channel (N = 1), the def-
initions of Γ and τ above are identical to the definitions
in Eq. (4).
In Appendix C, we show that when Γτ  1 [with Γ
and τ as defined in Eq. (26)], the system’s dynamics are
effectively Markovian, and ρ˜ evolves according to the fol-
lowing Lindblad-form master equation:
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∂tρ˜(t) = −i[Λ˜(t), ρ˜(t)] +
N∑
λ=1
(
L˜λ(t)ρ˜(t)L˜
†
λ(t)−
1
2
{L˜†λ(t)L˜λ(t), ρ˜(t)}
)
+ ξ′(t), (27)
where ‖ξ′(t)‖ ≤ 2Γ2τ , and L˜λ(t) is the jump operator
associated with the emergent noise channel λ (which may
involve operators from multiple baths). Explicitly, L˜λ(t)
is given by
L˜λ(t) =
√
γ
∑
α
∫ ∞
−∞
ds gλα(t− s)X˜α(s), (28)
while the multiple-channel Lamb shift Λ˜(t) is given by
Λ˜(t) =
γ
2i
∫ ∞
−∞
ds
∫ ∞
−∞
ds′
∑
αβ
X˜α(s)X˜β(s
′)φαβ(s− t, s′ − t).
(29)
Here {φαβ(t, s)} denote the matrix elements of the N×N
matrix φ(t, s) ≡ g(t)g(−s)sgn(t− s). The above expres-
sions for L˜λ(t) and Λ˜(t) simplify further in the case of
independent noise channels (i.e., when the bath spectral
function J(ω) is diagonal), since g(t) in this case is di-
agonal.
Analogous to the single-channel case, Eqs. (27)-(29)
hold up to a correction of order 2Γ2τ for a density matrix
ρ′ whose norm-distance to ρ˜ remains bounded by Γτ at all
times. Hence, we expect Eq. (27) to accurately describe
the evolution of ρ˜ in the weak-coupling limit Γτ  1 (see
discussion in Sec. III A).
D. Schro¨dinger picture
We conclude this section by expressing the universal
Lindblad equation [Eqs. (27)-(29)] in the Schrodinger pic-
ture. Using the transformation between the interaction
and Schro¨dinger pictures below Eq. (8), we obtain the
master equation for the reduced density matrix of the
system in the Schro¨dinger picture, ρ:
∂tρ(t) = −i[HS(t) + Λ(t), ρ(t)] +
N∑
λ=1
Dλ[ρ(t), t], (30)
where we suppressed the correction of order Γ2τ from
Eq. (27). In the above, Dλ denotes the dissipator associ-
ated with emergent noise channel λ, and is given by
Dλ[ρ, t] ≡ Lλ(t)ρL†λ(t)−
1
2
{L†λ(t)Lλ(t), ρ}. (31)
Here the Schro¨dinger picture jump operators and Lamb
shift are given by Lλ(t) = U(t)L˜λ(t)U
†(t) and Λ(t) =
U(t)Λ˜(t)U†(t), where U(t) denotes the unitary evolution
operator of the system S, while Λ˜(t) and L˜λ(t) were given
in Sec. III C above. By direct computation, we find, in
particular
Lλ(t) =
√
γ
∑
α
∫ ∞
−∞
ds gλα(t− s)U(t, s)XαU†(t, s), (32)
where U(t, s) ≡ T e−i
∫ t
s
dt′HS(t′) denotes the time-
evolution operator of the system from time s to time
t, defined such that U(s, t) = U†(t, s). An analogous
expression can be obtained for Λ(t). As we show in
Sec. IV A, the jump operators {Lλ(t)} and Lamb shift
Λ(t) above are time-independent when the system Hamil-
tonian HS(t) is time-independent.
IV. PRACTICAL IMPLEMENTATION
In this section, we discuss how to implement the uni-
versal Lindblad equation [Eq. (32)] in practice. We sep-
arate our discussion into three often-arising cases: in
Sec. IV A, we consider systems with time-independent
Hamiltonians, in Sec. IV B, we consider systems with
time-dependent Hamiltonians, and in Sec. IV C, we
demonstrate how the ULE can be implemented in cases
where exact diagonalization of the system Hamiltonian is
not feasible (such as, e.g., quantum many-body systems).
A. Systems with time-independent Hamiltonians
We first consider the case of time-independent Hamil-
tonians. We moreover assume that the system’s Hamil-
tonian can be efficiently diagonalized, either analytically
or numerically. In this case the jump operators and
Lamb shift can be easily computed from the Hamilto-
nian’s eigenstates and energies. In Sec. IV C we discuss
an efficient approximate implementation for cases where
exact diagonalization is not practically possible.
When the system S has a time-independent Hamilto-
nian HS , the time-evolution operator of the system is
given by U(t, s) =
∑
n |n〉〈n|e−iEn(t−s) where {|n〉} and{En} denote the eigenstates and energy spectrum of HS .
Inserting this result into Eq. (32), we obtain the following
simple expression for the system’s jump operators:
Lλ = 2pi
√
γ
∑
m,n,α
gλα(En − Em)X(α)mn|m〉〈n|, (33)
where X
(α)
mn ≡ 〈m|Xα|n〉. The result above holds for
an arbitrary number of quantum noise channels, and was
quoted in Sec. I for the single-channel case. Note that the
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jump operators are time-independent, as required by the
time-translation symmetry in this case of the problem.
The Lamb shift Λ can be expressed in similar terms as
above, and also inherits the time-independence of HS : in
Appendix D, we find
Λ =
∑
l,m,n
fαβ(Em − El, En − El)X(α)ml X(β)ln |m〉〈n|. (34)
Here the functions {fαβ(E1, E2)} denote the elements of
the matrix f(E1, E2) ≡ 2piγ P
∫∞
−∞dω ω
−1g(ω−E1)g(ω+
E2), with P
∫
denoting the Cauchy principal value inte-
gral.
We confirm that the master equation above reproduces
previous results for open quantum systems in the limit
of large level spacing and weak γ (i.e., in the regime
where the quantum optical master equation is valid) [9]:
in this limit, standard arguments [9] show that the ro-
tating wave approximation can be applied to Eq. (31).
Using the jump operator in Eq. (33), this approximation
reduces Eq. (30) to the quantum optical master equation.
Similarly, to first order in γ, the Lamb shift Λ renormal-
izes each energy level of the system En by the amount
δEn = 〈n|Λ|n〉. Using g(ω)2 = 2piJ(ω) in Eq. (34), one
can verify that δEn is identical to previous expressions
for the Lamb-shift renormalization of energy levels in the
small-γ limit [9].
B. Systems with time-dependent Hamiltonians
We now consider the situation where the system’s
Hamiltonian HS(t) varies with time. While in this case
one can always obtain the jump operators from Eq. (32),
here we obtain more convenient expressions in two im-
portant situations of wide applicability.
The first case we consider arises when the time-
dependence of HS is slow on the bath correlation
timescale, τ . In this case, HS(t) may be assumed con-
stant in Eq. (32), and the jump operators {Lλ(t)} and
Lamb shift Λ(t) can be calculated from the energies
and eigenstates of the instantaneous Hamiltonian HS(t).
Specifically, as we show in Appendix E, calculating the
jump operator from the instantaneous Hamiltonian as
above yields a correction of order up to
√
Γτ2‖∂tHS‖ (re-
call that Lλ(t) has units of [Energy]
1/2). See Appendix E
for further details. The above result confirms that Lλ(t)
may be calculated from the eigenstates and energies of
the instantaneous Hamiltonian when its time-derivative
∂tHS is sufficiently small compared to 1/τ2. The ap-
proach in Appendix E can also be used to identify similar
corrections for the Lamb shift.
The second situation where the universal Lindblad
equation simplifies is the special case of periodically
driven systems, where HS(t) = HS(t+ T ) for some driv-
ing period T . In this case, Lλ(t) and Λ(t) can be ex-
actly computed from the time-periodic Floquet states
|φn(t)〉 = |φn(t + T )〉 and quasienergies of the sys-
tem [35], εn: for periodically driven systems, the evo-
lution operator of the system is given by U(t, s) =∑
n |φn(t)〉〈φn(s)|e−iεn(t−s). Using this in Eq. (32), one
can verify by straightforward computation that
Lλ(t) =
∑
m,n
∞∑
z=−∞
L(λ)mn;z|φm(t)〉〈φn(t)|e−iΩzt,
where
L(λ)mn;z ≡
∑
α
∫ T
0
dt
T
〈φm(t)|Xα|φn(t)〉eiΩztgαλ(εznm).
(35)
Here Ω ≡ 2pi/T , while εznm ≡ εn−εm+zΩ. Note that the
jump operators inherit the time-periodicity of the Hamil-
tonian, as required by discrete time-translation symme-
try: Lλ(t) = Lλ(t+T ). The Lamb shift Λ(t) has a similar
expression in terms of the Floquet states and also satisfies
Λ(t+T ) = Λ(t). Interestingly, when the time-dependence
of HS(t) is slow compared to the bath correlation time τ
(which may be very short), the results above show that
the jump operators in Eqs. (35) are equivalent to the
jump operators generated from the instantaneous eigen-
state basis of the Hamiltonian HS(t) through Eq. (33).
The above form of the jump operators was used by the
one of the authors to numerically simulate the dynamics
of a driven-dissipative quantum cavity in Ref. [36].
The results above reproduce the generalization of the
quantum optical master equation to periodically driven
systems, for example derived in Refs. [37–39]. In these
works, a Lindblad-form master equation is obtained for
the system using a rotating wave approximation (RWA)
which assumes the relaxation rate (Γ) much smaller
than the smallest possible level spacing in the system’s
quasienergy spectrum δεmin = minm 6=n(εn − εm + zΩ).
The approaches we present above do not rely on such a
rotating wave approximation, and hence are valid for a
wider class of systems. We note that both approaches
presented here are equivalent to the above RWA master
equations in the limit Γ δε where the latter are valid.
In this limit, one can verify that the steady-state of the
system is diagonal in the Floquet state basis.
C. Obtaining jump operators without
diagonalization
We finally show how the universal Lindblad equation
can be implemented in cases where diagonalization of the
system Hamiltonian HS is not feasible, such as for large
quantum many-body systems. In this case, the jump op-
erators and Lamb shift of the ULE cannot be obtained
from the eigenstate decompositions presented above. In-
stead, as we show here, these operators can be easily
obtained through a systematic, convergent expansion of
Eq. (32) in powers of τ/τX , where τ is the bath corre-
lation time, and τX denotes the characteristic time-scale
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for the dynamics of the system observables {Xα} (see
below for definition).
For simplicity we consider here the time-independent
single-channel case. The approach we present below gen-
eralizes straightforwardly to time-dependent Hamiltoni-
ans and multiple noise channels. We moreover focus on
computing the jump operator L (we suppress λ since we
consider the single-channel case); the Lamb shift can be
obtained through a similar approach.
To compute the jump operator L, we note that,
for a time-independent Hamiltonian HS , U(t, s) =
e−i(t−s)HS . Next, we note that eiHStXe−iHSt =∑∞
n=0 (it)
n(adHS )
n[X]/n! where adHS denotes the com-
mutation operation by HS , i.e., adHS [O] = [HS ,O]. Us-
ing these results in Eq. (32), we obtain
L =
√
γ
∞∑
n=0
cn (adHS )
n[X], cn ≡ i
n
n!
∫ ∞
−∞
dt g(t)tn.
(36)
Crucially, the coefficients {cn} are system-independent,
and can be easily computed from the jump correlator.
The convergence of the series in Eq. (36) can be en-
sured by introducing a temporal cutoff τmax, such that
g(t) is set to zero for |t| ≥ τmax. The error in L result-
ing from this approximation is bounded by 2
∫∞
τmax
dt|g(t)|
[see Eq. (32)], and can thus be made arbitrarily small by
choosing τmax sufficiently large [40]. In particular, we ex-
pect the error to be negligible when τmax  τ . With the
temporal cutoff imposed, cn ∼ τnmax/n! for large n. As a
result, the series in Eq. (36) converges at order τmax/τX ,
where τX denotes the typical timescale associated with
the dynamics of X, such that ‖(adHS )n[X]‖ ∼ 1/τnX .
The expansion of the jump operator simplifies fur-
ther when the Hamiltonian HS is composed of an eas-
ily diagonalizable term H0 (such as a quadratic term)
and a weak non-integrable perturbation V (such as an
interaction term): HS = H0 + V . By transforming
to the interaction picture with respect to H0, we find
e−iHSt = e−iH0tU ′(t), where U ′(t) ≡ T e−i
∫ t
0
dt′V˜ (t′), and
V˜ (t) = eiH0tV e−iH0t. Using this result in Eq. (32),
and expanding U ′(t)X[U ′(t)]† in powers of V˜ (t) as above
Eq. (36), we obtain a series expansion, where the nth or-
der term is bounded by (τmax/τ˜X)
n/n!, where τ˜X denotes
the time-scale for the dynamics of X induced by the per-
turbation V˜ , such that ‖adn
V˜
X‖ . τ˜−nX . As a result, only
terms up to order τmax/τ˜X contribute in the expansion
of the jump operator. Importantly, τ˜X is inversely pro-
portional to the strength of the perturbation V . Thus,
in the limit of weak perturbations, where τmax  τ˜X , the
expansion above can be truncated at order zero. In this
case, we may thus ignore the non-integrable perturba-
tion in the calculation of the jump operator, and obtain
L from the spectrum and eigenstates of the integrable
Hamiltonian H0. In the case where V is small, but not
completely negligible, the jump operator may still be ef-
ficiently approximated by including the first few terms of
the expansion discussed above.
V. NUMERICAL DEMONSTRATION:
HEISENBERG SPIN CHAIN
In this section, we demonstrate how the universal Lind-
blad equation can be used in a numerical simulation. We
consider a ferromagnetic spin-1/2 Heisenberg chain cou-
pled to two Ohmic baths that are out of equilibrium with
each other, as schematically depicted in Fig. 2a. By
numerically solving the ULE, we obtain the nontrivial
steady states and transport properties of the spin chain,
along with its transient relaxation dynamics.
The system we consider cannot be easily simulated
by current master equation techniques, and hence our
demonstration highlights the utility of the ULE. For in-
stance, the quantum optical master equation can only be
employed when the system’s relaxation rate is small com-
pared to the level spacing of the system Hamiltonian. For
the spin chain we consider, this level spacing is exponen-
tially suppressed in the number of spins N , and hence,
even for moderately-sized chains, the quantum optical
master equation only works for extremely weak system-
bath couplings. In contrast, the validity of the ULE is
independent of the level spacing in the system. Thus the
ULE is valid for system-bath couplings many orders of
magnitude larger than allowed by the quantum optical
master equation.
Another common master equation approach, the Bloch
Redfield equation, is also ill-suited for the spin chain we
consider: the BR equation is often not stable, and may
yield unphysical results, as discussed in the beginning of
Sec. III. In contrast, the ULE is in the Lindblad form,
and thus inherently robust. Even without instabilities,
integration of the BR equation is numerically expensive,
since it requires evolving the D × D density matrix of
the system ρ, where D = 2N is the Hilbert space dimen-
sion of the system. On the other hand, Lindblad-form
master equations can be integrated with the stochastic-
Schro¨dinger equation, which only requires evolving a D-
component state vector. This significantly reduces the
computational cost, with the relative gain scaling expo-
nentially with the size of the system.
The spin chain Hamiltonian is given by
HS = −Bz
N∑
n=1
Szn − η
N−1∑
n=1
Sn · Sn+1, (37)
where Bz denotes the strength of a uniform Zeeman field,
η is the nearest-neighbor coupling strength, and Sn =
(Sxn, S
y
n, S
z
n), where S
µ
n denotes the spin-µ operator on
site n in the chain.
For the simulations below, we take N = 12 sites. The
system is connected to two baths, B1 and B2, via spins
S1 and SN at the opposite ends of the chain, as schemat-
ically depicted in Fig. 2a. For demonstration, we couple
the baths to the spins through their x-components, Sx1
and SxN , with coupling strengths γ1 and γ2. The baths B1
and B2 are modeled as Ohmic baths in thermal equilib-
rium, with spectral functions given in Eq. (14). For the
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FIG. 2. Simulation of the open Heisenberg spin chain model in Sec. V (see main text for further details): (a) Schematic
depiction of the system. (b) Average z-magnetization in the chain, as a function of time, for the cases where the chain is
connected to bath 2 (red), to bath 1 (blue), and to both baths (purple). Grey lines: expectation values of the z-magnetization
in the Gibbs states at the temperatures of baths 1 (lower) and 2 (upper). Shaded areas surrounding curves (only visible for
purple curve) indicates the uncertainty due to the finite number of sampling states. (c) Average z-magnetization in the chain
〈Szn〉 for the final duration 150η−1 of the simulation, as a function of site index n (using same coloring scheme as in panel (b)).
Error bars indicate the uncertainty due to the finite number of sampling states in the simulation.
simulations below we take the baths to have the same
values of the cutoff Λ and ω0, but distinct temperatures,
T1 and T2. The system-bath coupling of the system is
hence given by
Hint =
√
γ1S
x
1B
′
1 +
√
γ2S
x
NB
′
2, (38)
where, for α = 1, 2, B′α is a bosonic field operator in the
Ohmic bath Bα with spectral function Jα(ω) given by
Eq. (14) with T = Tα.
To obtain the master equation for the system, we cast
the above system-bath coupling into the form given in
Eq. (6). Within this framework, the bath consists of two
noise channels with X1 = S
x
1 and X2 = S
x
N . The cor-
responding bath operators are given by Bα =
√
γ˜αB
′
α
for α = 1, 2, where γ˜α ≡ γα/γ denotes the relative
system-bath coupling strength, and γ denotes the redun-
dant energy scale we introduced in Eq. (6) to parameter-
ize the overall system-bath coupling [see discussion be-
low Eq. (6)]. Straightforward calculations [9] show that
the elements of the 2 × 2 spectral function matrix J(ω)
are given by Jαβ(ω) = δαβ γ˜αJα(ω), where δαβ denotes
the Kronecker symbol and Jα(ω) denotes the spectral
function of bath operator B′α (see above). Note that
the coefficients γ˜α appear in the spectral function due
the parametrization of Hint in Eq. (6), in which a single
common coupling scale γ is factored out of the coupling
Hamiltonian.
A. Relaxation to thermal steady state
We first seek to verify that, when connected only to
bath 2, the system relaxes to a steady-state in ther-
mal equilibrium with the bath, as we expect from ba-
sic thermodynamics. In our simulation, we therefore set
γ1 = 0, γ2 = 0.02η. The remaining parameters are set
to Bz = 8η, Λ = 100η, ω0 = 2η (for both baths), while
T2 = 20η, and T1 = 2η. All parameters except for γ1 and
γ2 are given by the same values throughout this section.
As a first step, we compute the characteristic bath
timescales Γ−1 and τ , which define the regime of ap-
plicability of the universal Lindblad equation. Using
Eq. (26), we find Γ = 0.41η and τ = 0.00013/η, result-
ing in Γτ = 0.00053. Thus, following the discussion in
Sec. III, we expect the ULE to be valid. In particular,
the ULE correctly describes the rate of change of the
system’s density matrix, ∂tρ, up to a correction bounded
by 2Γ2τ = 0.0043η. This error bound is several orders
of magnitude smaller than the other energy scales of the
model, and we thus expect the ULE to faithfully capture
the systems evolution and steady states [33].
To solve the ULE, we computed the system’s jump
operators {Lλ} by exact diagonalization of HS , using
Eq. (33). Note that Eq. (36) can be used if diagonaliza-
tion is not feasible. We excluded the Lamb shift from
the simulation, since this term only weakly perturbs HS ;
thus we do not expect it to affect the system’s dynamics
significantly [9]. In contrast, the jump operators, no mat-
ter how weak, break the unitarity of time-evolution, and
hence cannot be neglected in the master equation. We
initialized the system in the state with all spins aligned
against the uniform field Bz, and integrated the ULE nu-
merically using the stochastic Schro¨dinger equation, with
an ensemble of 100 states [20–22].
In Fig. 2b, we plot the expectation value of the aver-
age z-magnetization in the chain, M = 1N
∑N
n=1 S
z
n, as
a function of time (red line). The uncertainty of the ex-
pectation value 〈M〉 ≡ Tr[ρ(t)M ] arising from the finite
number of ensemble states is smaller than the thickness
of the line. As Fig. 2b shows, 〈M〉 reaches a stationary
value after a transient relaxation period of approximate
duration 50η−1. The steady-state value of 〈M〉 is iden-
tical to the expectation value of M in a Gibbs state at
temperature T2 (upper grey line), up to the accuracy of
the simulation. A similar result arises in the case where
the chain is connected only to bath B1: γ1 = 0.1η and
γ2 = 0 (blue curve in Fig. 2b). Thus, we confirm that
the universal Lindblad equation reproduces the expected
equilibrium steady-states, further supporting its validity.
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B. Nonequilibrium steady state with two baths
We now consider the case where the spin chain is si-
multaneously connected to both baths, B1 and B2, with
γ1 = 0.1η and γ2 = 0.02η. In this case, due to the
temperature difference between the baths, we expect the
system to reach a non-equilibrium steady state charac-
terized by nonzero transport of energy and magnetiza-
tion between the baths. With the parameters above, the
characteristic timescales as defined in Eqs. (4) evaluate
to Γ ≈ 3.6η and τ ≈ 0.0032η−1. Thus, Γτ ≈ 0.011 and
2Γ2τ ≈ 0.079η, indicating that the universal Lindblad
equation should accurately describe the system’s dynam-
ics.
In Fig. 2b, we plot the the magnetization in the chain,
〈M〉, as a function of time (purple), obtained with the
universal Lindblad equation. Similar to the two equi-
librium cases, the magnetization settles to a steady-
state value after a transient relaxation period of duration
∼ 50η−1. However, the relaxed system is not in a Gibbs
state, but rather a more complicated non-equilibrium
steady state: to demonstrate this, in Fig. 2c we show
the site-resolved magnetization 〈Szn(t)〉, averaged over a
time-window of length 150η−1 at the end of the simula-
tion. As Fig. 2c clearly shows, the local magnetization of
the system is not uniform, but gradually increases from
the left to the right end of the chain, indicative of a non-
equilibrium steady state. In contrast, for the two cases
where only a single bath is connected to the chain (red
and blue), the local magnetization is uniform throughout
the chain, consistent with a thermal Gibbs state at tem-
peratures T2 and T1 of the connected baths (horizontal
grey lines in Fig. 2c). The skewed magnetization pro-
file in the non-equilibrium case above reflects a nonzero
transport of heat and magnetization (magnons) between
the two baths through the chain. By direct computation
(see Appendix F for details), we compute the average rate
of heat transfer I¯E and magnetization transfer I¯M from
bath 2 to bath 1 over a time-window of duration 75η−1
at the end of the simulation, finding I¯E = 2.1η
2 ± 0.2η2
and I¯M = 0.33η ± 0.02η.
VI. DISCUSSION
In this paper we derived a Lindblad-form master equa-
tion for open quantum many-body systems: the uni-
versal Lindblad equation (ULE). We identified rigorous
upper bounds for the correction to the ULE, expressed
in terms of the intrinsic timescales of the bath and the
system-bath coupling. Crucially, the correction bounds
we obtained for the ULE are independent of the details of
the system, and are of the same magnitude as the error
bounds we obtained for the Bloch-Redfield (BR) equa-
tion, which is not in the Lindblad form. In this sense,
the ULE is valid on an equivalent level of approximation
as the BR equation.
The universal Lindblad equation opens up new possi-
bilities for systematically studying a wide class of open
quantum systems. These classes of systems include quan-
tum many-body systems, and general driven quantum
systems with dense energy spectra, for which the strin-
gent conditions of the quantum optical master equation
are not met. In addition, the ULE can be implemented
with lower computational cost and greater stability than
the BR equation, since by construction it preserves the
positivity and trace of the reduced density matrix of the
system.
We have demonstrated the utility of the ULE in nu-
merical simulations of an open Heisenberg spin chain,
where we used it to extract the transport characteris-
tic of the system’s steady state in a nonequilibrium set-
ting. We expect the ULE can be used to easily infer
other non-equilibrium characteristics of the chain, such
as, e.g., the correlations of magnetization or heat current
fluctuations, without adding any additional cost in the
simulation. In addition to the spin chain model we con-
sidered here for demonstration, the universal Lindblad
was recently used by one of the authors to simulate the
dynamics of a periodically-driven cavity-spin system in
Ref. [36], and by our collaborators to study readout of
topological qubits in Ref. [41]. The universal Lindblad
equation was also implemented in numerical simulations
in Ref. [23], in order to support the hypothesized master
equation there (see Sec. I).
The principle underlying our derivation of the ULE is
that there does not exist a unique Markov approxima-
tion in the Markovian regime Γτ  1. Rather there
exists an infinite family of Markov approximations yield-
ing distinct time-local master equations for the system
that each are valid on an equivalent level of approxima-
tion. From this family of equivalent master equations,
we identified a master equation in the Lindblad form,
the ULE.
An interesting avenue of future studies is the mathe-
matical exploration of this equivalence class of Markov
approximations; in particular, it will be interesting to in-
vestigate whether the above freedom of choice can be ex-
ploited further, to obtain master equations that are even
more efficient or accurate, or perhaps explicitly respect
desired symmetries or conservation laws. Another rele-
vant question along this direction of research is whether
higher-order bath correlations and non-Markovian cor-
rections can also be incorporated in the framework we de-
velop here, and yield efficient and accurate master equa-
tions for the system.
As stimulus for another direction of future work, we
speculate that the correction bounds we obtained can be
improved further. In particular, while we do not show it
here, for Ohmic baths, the energy scale Γ scales linearly
with the high-energy cutoff of the bath (see Sec. II B).
However, this divergence arises from ultra-short (i.e., ef-
fectively time-local) correlations and reflects a divergent
renormalization of the Hamiltonian through the Lamb
shift. Hence, adding a correction to the bare system
Hamiltonian to compensate the divergent terms, we spec-
15
ulate that much better bounds can be obtained for the
correction the ULE. Often, such a correcting counterterm
is physically well-motivated. We believe further analysis
of the problem using this principle can lead to significant
improvement of the error bounds for the ULE.
As important secondary results, in this work, we ob-
tained rigorous error bounds for the Bloch-Redfield equa-
tion, and established a “quantum speed limit” for the
rate of bath-induced evolution of open quantum systems.
These results may also be relevant for future work. The
results were established using a perturbative approach in
Appendix A, in which the time-derivative of the reduced
density matrix of the system is systematically expanded
in orders of the dimensionless number Γτ . We speculate
that this approach may be used in the future to obtain
master equations that are valid at higher orders in Γτ .
In summary, we have rigorously derived a Lindblad-
form master equation for open quantum systems that
offers several advantages over previously existing meth-
ods. We expect that the efficiency, wide applicability,
and simplicity of our method opens up new possibilities
for future studies of open quantum systems.
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Appendix A: Correction to the Bloch-Redfield
equation
Here we derive the rigorous upper bounds for the cor-
rection to the Bloch-Redfield (BR) equation that were
quoted in Sec. II A 2 in the main text. We derive the
bounds for the general case where multiple noise channels
connect the system and the bath. As a part of our deriva-
tion, in Sec. A 3 below we establish the upper bound for
the rate of bath-induced evolution in the system, ‖∂tρ˜‖,
that we quoted in Sec. II B of the main text.
In this Appendix we work exclusively in the interaction
picture (see Sec. II A). To avoid cumbersome notation,
we therefore use different notation here than in the main
text, and neglect the ·˜ accent on all interaction picture
operators. Thus, throughout this Appendix, ρ(t), ρSB(t),
H(t), Xα(t), and Bα(t) denote the interaction picture
operators ρ˜(t), ρ˜SB(t), H˜(t), X˜α(t), and B˜α(t) from the
main text, respectively.
1. Superoperator formalism
Our derivation of error bounds for the BR equation
exploits the fact that linear operators on a Hilbert space
(such as density matrices) can themselves be seen as vec-
tors, or “kets”. To make this vector nature of operators
explicit, in the following we use double brackets |·〉〉 to
indicate operators acting on the Hilbert spaces HS ,HB,
and HSB of the system S, bath B, or the combined sys-
tem SB. In this way, any operator which is denoted by
O in standard notation is denoted by the ket |O〉〉 in the
derivation below. The vector space of operator kets that
act on Hilbert space Hi (with i = {S,B,SB}) defines an
operator Hilbert space H2i , defined with the inner prod-
uct 〈〈R|S〉〉 ≡ Tr(R†S). This notation is commonly used
in the literature, see, e.g., Ref. [43] for a recent example.
Note that the operator space of the combined system SB,
H2SB, inherits the tensor product structure of the stan-
dard Hilbert space of SB, HSB: H2SB ∼= H2S ⊗H2B, where
H2S and H2B denote the operator spaces of the system S
and bath B, respectively.
In the superoperator notation above, the von-
Neumann equation for the density matrix of the com-
bined system (in the interaction picture), ∂tρSB(t) =
−i[H(t), ρSB(t)] translates to a linear Schro¨dinger-type
equation:
∂t|ρSB(t)〉〉 = −i Hˆ(t)|ρSB(t)〉〉, (A1)
where Hˆ(t) denotes the commutator with H(t):
Hˆ(t)|O〉〉 = | [H(t),O] 〉〉. Note that Hˆ(t) acts linearly
on |ρSB〉〉, and hence it can be represented as a matrix
acting on the operator space H2SB. Below we furthermore
show that Hˆ(t) is Hermitian, and hence can be seen as
a “Hamiltonian” acting on H2SB. We refer to Hˆ(t), and
other linear transformations on operator kets, as superop-
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erators. To make notation unambiguous, in the following
we use the “hat” accent (ˆ ) to indicate superoperators.
A useful class of superoperators which we employ ex-
tensively in the following is left and right multiplica-
tion by some given operator: for any operator |A〉〉 in
H2i (for i = {S,B,SB}), we define the left- and right-
multiplication superoperators Aˆl and Aˆr as
Aˆl|O〉〉 = |AO〉〉, Aˆr|O〉〉 = |OA〉〉. (A2)
From the above definition, one can verify that the su-
peroperator Hˆ(t) in Eq. (A1) is given by Hˆ l(t)− Hˆr(t),
where, for any time-dependent operator A(t), and for
m = {l, r}, we use Aˆm(t) as shorthand for Â(t)m to avoid
cumbersome notation. The right- and left-multiplication
superoperators have a few useful properties that we use
below: firstly, we note that, by associativity, AˆlBˆl =
(ÂB)l, while AˆrBˆr = (B̂A)r. Moreover, the Hermi-
tian conjugate of the superoperator Aˆm [i.e., (Aˆm)†] is
given by ˆ(A†)m. This follows from Eq. (A2), along with
the definition of the inner product 〈〈·|·〉〉: 〈〈O1|Al|O2〉〉 =
〈〈O1|AO2〉〉 = 〈〈A†O1|O2〉〉. For this reason, in the fol-
lowing, we let Aˆm† simply refer to (Aˆm)† = (Aˆ†)m.
From these results, it follows that Hˆ(t) is Hermitian:
Hˆ(t) = Hˆ†(t), as we claimed above.
In deriving the error bounds for the Bloch-Redfield
equation, we will make use of the norms of superoper-
ators. We define the norm of the superoperator Aˆ acting
on H2i as
‖Aˆ‖ ≡ sup
|O〉〉∈H2i
‖Aˆ|O〉〉‖
‖|O〉〉‖ , (A3)
where, here and in the following, ‖|O〉〉‖ denotes the spec-
tral norm of the operator |O〉〉. Note that ‖|O〉〉‖ is not
identical to
√〈〈O|O〉〉; rather, √〈〈O|O〉〉 gives the Frobe-
nius norm of |O〉〉. From the definition above, it fol-
lows that the superoperator norm is submultiplicative:
‖AˆBˆ‖ ≤ ‖Aˆ‖‖Bˆ‖. Moreover, using the submultiplica-
tivity of the spectral norm along with the definitions in
Eq. (A2), we conclude that, for any operator |O〉〉 and for
m = {l, r}, ‖Oˆm‖ = ‖|O〉〉‖.
Using the superoperator notation above, we now con-
sider the evolution of the reduced density matrix of the
system in the interaction picture, |ρ(t)〉〉. Recalling that
the superoperator Hˆ(t) in Eq. (A1) is Hermitian, the
“Schro¨dinger equation” for the density matrix of the
combined system, Eq. (A1), has the well-known solution
|ρSB(t)〉〉 = Uˆ(t, s)|ρSB(s)〉〉, (A4)
where Uˆ(t, s) denotes the unitary evolution superop-
erator of the combined system, given by Uˆ(t, s) =
T e−i
∫ t
s
dt′ Hˆ(t′). By taking the time-derivative, one
can verify that Uˆ(t, s) = Uˆ lSB(t, s)Uˆr†SB(t, s), where
USB(t, s) = T e−i
∫ t
s
dt′H(t′) denotes the (ordinary) time-
evolution operator of the combined system. Thus
|ρSB(t)〉〉 = |USB(t, s)ρSB(s)U†SB(t, s) 〉〉. Using the prop-
erties of the superoperator norm below Eq. (A3), we con-
clude that that ‖Uˆ(t, s)‖ = 1.
In the superoperator notation, the partial trace TrB
over the bath degrees of freedom can be expressed as
the dual vector (bra) of the bath identity operator
|IB〉〉. Here, as for ordinary bra-ket notation, 〈〈YB| is
understood as the linear mapping H2SB → H2S , such
that, for |MSB〉〉 =
∑
a,bMab|aS〉〉|bB〉〉, 〈〈YB|MSB〉〉 =∑
a,bMab|aS〉〉〈〈YB|bB〉〉, where a and b label orthonormal
bases for the operator spaces on S and B, respectively.
(Recall that the operator space H2SB inherits the tensor
product structure of HSB.) As a result, we may write
the reduced density matrix of the system S as |ρ(t)〉〉 =
〈〈IB|ρSB(t)〉〉. Inserting the above result into Eq. (A4),
and using our assumption that |ρSB(t0)〉〉 = |ρ0〉〉|ρB〉〉 for
some time t0 in the remote past (see Sec. II in the main
text), we find
|ρ(t)〉〉 = 〈〈IB|Uˆ(t, t0)|ρB〉〉|ρ0〉〉. (A5)
To obtain a master equation for |ρ(t)〉〉, we explicitly
take the time-derivative in Eq. (A5), obtaining
∂t|ρ(t)〉〉 = −i〈〈IB|Hˆ(t)Uˆ(t, t0)|ρB〉〉|ρ0〉〉. (A6)
Using the decomposition H(t) =
√
γ
∑
αXα(t)Bα(t)
[Eq. (6) in the main text, translated to the interaction
picture], we find Hˆ(t) = √γ∑m,α νmXˆmα (t)Bˆmα (t), where
m = {l, r}, with νl = 1 and νr = −1. Recalling that (for
each α) Xα(t) acts trivially on the bath degrees of free-
dom, we obtain
∂t|ρ(t)〉〉 = −i√γ
∑
m,α
νmXˆ
m
α (t)〈〈IB|Bˆmα (t)Uˆ(t, t0)|ρB〉〉|ρ0〉〉.
(A7)
2. Statistical properties of the bath
To obtain a convenient expression for the bath expec-
tation value 〈〈IB|Bˆmα (t)Uˆ(t, t0)|ρB〉〉 in Eq. (A7), we make
use of our assumption that the bath is Gaussian. For sim-
plicity, in this section we assume that all bath operators
are bosonic. Similar considerations can be applied for
fermionic bath operators.
For a Gaussian bath, the expectation value of any bath
operator can be computed from the two-point correlation
function using Wick’s theorem. In the superoperator no-
tation we use, with Bˆj ≡ Bˆmjαj (tj) (where mj = {l, r},
while αj refers to the noise channel index), Wick’s the-
orem applied to a product of k bath operators takes the
form:
〈〈Bˆ1 . . . Bˆk〉〉 =
k∑
j=2
〈〈Bˆ1Bˆj〉〉〈〈Aˆ2,j−1Aˆj+1,k〉〉, (A8)
where Aˆi,j =
∏j
n=i Bˆn for j ≥ i, Aˆi,j = 1 for j < i,
and we introduced the shorthand 〈〈Oˆ〉〉 ≡ 〈〈IB |Oˆ|ρB〉〉 to
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simplify notation. Wick’s theorem for superoperators,
as stated in Eq. (A8), can be proven by direct compu-
tation using the definitions of the superoperators {Bˆj},
along with Wick’s theorem for the (non-super) operators
{Bαj (tj)} [9, 10].
By iteration of Wick’s theorem [Eq. (A8)], it is
straightforward to show that the expectation value 〈〈·〉〉
of any polynomial functional of the bath superoperators
{Bˆα(t)} can be expressed fully in terms of the (two-point)
bath superoperator correlation functions
Jmnαβ (t− t′) ≡ 〈〈Bˆmα (t)Bˆnβ (t′)〉〉. (A9)
The bath superoperator correlation functions hold the
same information as the ordinary bath correlation func-
tion J(t − s) [see Eq. (24) in the main text]: letting
Jmn(t) denote the matrix with elements {Jmnαβ (t)}, and
using the cyclic property of the trace, one can verify that,
for m = {l, r}, Jml(t) = J(t), while Jmr(t) = J†(t).
Importantly, the unitary evolution superoperator of the combined system SB, Uˆ(t, s), is analytic, and hence can be
expanded as a polynomial of the bath superoperators {Bˆmα (t)}. By using this expansion along with Wick’s theorem
[Eq. (A8)], one can then verify that
〈〈Bˆmα (t)Uˆ(t, s)〉〉 =
∫ ∞
−∞
dt′
∑
β,n
Jmnαβ (t− t′)
〈
δUˆ(t, s)
δBˆnβ (t
′)
〉
, (A10)
where δ/δBˆnβ (t
′) denotes the functional derivative with respect to Bˆnβ (t
′). Specifically, δBˆmα (t)/δBˆ
n
β (t
′) = δαβδmnδ(t−
t′), where δij denotes the Kronecker symbol, and δ(t) the Dirac delta function.
Using the Trotter decomposition of Uˆ(t, s) along with Hˆ(t) = −i√γ∑m,α νmXˆmα (t)Bˆmα (t), one can verify that, for
t′ in the interval between s and t,
δUˆ(t, s)
δBˆnβ (t
′)
= −i√γνnU(t, t′)Xˆnβ (t′)Uˆ(t′, s), (A11)
while δUˆ(t, s)/δBˆnβ (t′) = 0 when t′ is outside the interval between s and t. Inserting Eqs. (A10) and (A11) into
Eq. (A7) gives
∂t|ρ(t)〉〉 = −γ
∑
m,n;α,β
νmνnXˆ
m
α (t)
∫ t
t0
ds Jmnαβ (t− s)〈〈IB|Uˆ(t, s)Xˆnβ (s)Uˆ(s, t0)|ρB〉〉 |ρ0〉〉. (A12)
Eq. (A12) is a crucial result, and forms the basis for
the derivation below. Importantly, the result is exact
for Gaussian baths, and does not rely on any other ap-
proximations or assumptions. Eq. (A12) can be general-
ized to non-Gaussian baths by expanding the left hand
side of Eq. (A10) in terms of the (nonvanishing) higher-
order correlation functions of the bath. While such an
extension to non-Gaussian baths is in principle straight-
forward, in this Appendix we restrict ourselves for sim-
plicity to the case of Gaussian baths.
3. Upper bound for rate of bath-induced evolution
While Eq. (A12) looks somewhat complicated, we may
already use it in its present form to infer important facts
about the evolution of the system. Specifically, in this
subsection, using Eq. (A12), we identify an upper limit
for the rate of bath-induced evolution in the system,
‖∂t|ρ〉〉‖. This result was quoted in Sec. II B of the main
text (recall that |ρ(t)〉〉 in this Appendix is identical to
ρ˜(t) in the main text). The arguments and concepts we
use here will also be used in the following subsections,
when we derive error bounds for the Bloch-Redfield equa-
tion.
To derive an upper bound for ‖∂t|ρ〉〉‖, we take the
(spectral) norm on both sides in Eq. (A12). Using the tri-
angle inequality along with ‖Xˆmα (t)|O〉〉‖ ≤ ‖|O〉〉‖ (this
follows from the properties of the superoperator norm
listed in Sec. A 1 and the fact that the operators Xα are
assumed to have unit spectral norm), we thereby obtain
‖∂t|ρ(t)〉〉‖ ≤ γ
∑
m,n;α,β
∫ t
t0
ds |Jmnαβ (t− s)|knβ (t, s), (A13)
where knβ (t, s) ≡ ‖〈〈IB|Uˆ(t, s)Xˆnβ (s)Uˆ(s, t0)|ρB〉〉|ρ0〉〉‖.
We now prove that knβ (t, s) ≤ 1. To establish this bound,
it is simplest to consider the cases n = l and n = r sep-
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arately. Specifically, below we prove that klβ(t, s) ≤ 1.
The proof for krβ(t, s) ≤ 1 proceeds along the same lines.
To establish that klβ(t, s) ≤ 1, we write klβ(t, s) =
‖|Q〉〉‖, where
|Q〉〉 ≡ 〈〈IB|Uˆ(t, s)Xˆ lβ(s)Uˆ(s, t0)|ρB〉〉|ρ0〉〉 (A14)
represents an operator on the system S. We now note
that Uˆ(s, t0)|ρB〉〉|ρ0〉〉 = |ρSB(s)〉〉, since |ρSB(t0)〉〉 =
|ρB〉〉|ρ0〉〉. Thus |Q〉〉 = 〈〈IB|Uˆ(t, s)Xˆ lβ(s)|ρSB(s)〉〉.
We now convert the above expression for |Q〉〉 into stan-
dard (non-superoperator) notation for the corresponding
operator Q that acts on system S:
Q = TrB
[
USB(t, s)Xβ(s)ρSB(s)U
†
SB(t, s)
]
, (A15)
where USB(t, s) = T e−i
∫ t
s
dt′H(t′) denotes the standard
(i.e, non-super) unitary evolution operator of the com-
bined system in the interaction picture [see discussion
below Eq. (A4)]. We recall that the spectral norm of
Q, also denoted ‖|Q〉〉‖, is given by the maximal value of
|〈φ|Q|ψ〉| for any two normalized states |ψ〉, |φ〉 in the
system Hilbert space HS . To bound this number, we ex-
ploit the cyclic property of the trace along with Eq. (A15)
to write
〈φ|Q|ψ〉 = TrSB [CρSB(s)] , (A16)
where C ≡ U†SB(t, s)(|ψ〉〈φ| ⊗ IB)USB(t, s)Xβ(s), with
IB denoting the identify operator on the bath Hilbert
space, HB. Next, we use the spectral decomposition of
ρSB(s), ρSB(s) =
∑
i |ni〉〈ni|pi, where {|ni〉} form an or-
thonormal basis for the Hilbert space of the combined
system, HSB, and the eigenvalues {pi} are non-negative
and have unit sum. Inserting this into Eq. (A16), we find
〈φ|Q|ψ〉 = ∑i〈ni|C|ni〉pi. Using the triangle inequality,
along with |〈ni|C|ni〉| ≤ ‖C‖, where ‖·‖ denotes the spec-
tral norm, we find
|〈φ|Q|ψ〉| ≤ ‖C‖, (A17)
where we also exploited the non-negativity and unit sum
of the eigenvalues {pi}. Using the submultiplicativity of
the spectral norm and the fact that ‖|ψ〉〈φ| ⊗ IB‖ ≤ 1
when |ψ〉 and |φ〉 are normalized, one can verify that
‖C‖ ≤ 1. Thus, for any normalized states |ψ〉 and |φ〉,
|〈ψ|Q|φ〉| ≤ 1. We thus conclude that ‖|Q〉〉‖ = klβ(t, s),
must be smaller than or equal to 1. The same line of ar-
guments shows that krβ(t, s) ≤ 1. Recalling that knβ (t, s)
by construction cannot be negative, we thus conclude
0 ≤ knβ (t, s) ≤ 1. (A18)
We now use Eq. (A18) in Eq. (A13) to obtain
‖∂t|ρ(t)〉〉‖ ≤ γ
∑
m,n;α,β
∫ t
t0
ds |Jmnαβ (t− s)|. (A19)
Evaluating the sum, using the results below Eq. (A9), we
obtain
‖∂t|ρ(t)〉〉‖ ≤ 4γ
∫ t
t0
ds ‖J(t− s)‖1, (A20)
where ‖·‖1 denotes the entrywise matrix 1-norm, such
that for any matrix M with elements {Mαβ}, ‖M‖1 ≡∑
αβ |Mαβ |. To obtain Eq. (A20), we used the relation
‖M‖1 = ‖M †‖1, which follows from the definition above.
Extending the lower limit of integration in Eq. (A20) to
−∞ and changing integration variables, we finally obtain
‖∂t|ρ(t)〉〉‖ ≤ Γ0, Γ0 ≡ 4γ
∫ ∞
0
dt ‖J(t)‖1. (A21)
Thus, the energy scale Γ0 sets an upper bound for the
rate of bath-induced evolution in the system, ‖|∂tρ(t)〉〉‖.
This timescale was also identified in Ref. [17] (see main
text and Appendix B for further discussion). In Ap-
pendix B we further show that Γ0 ≤ Γ/2, where Γ was
given in Eq. (26) in the main text [see Eq. (4) for the
special case of a single noise channel]. Thus, recalling
that |ρ(t)〉〉 corresponds to ρ˜(t) in the main text, we have
shown that
‖∂tρ˜(t)‖ ≤ Γ/2. (A22)
This was the result quoted in Sec. II B of the main text.
4. Error induced by the Born approximation
Until now, our derivation has been exact, with our only
assumptions being that the bath is Gaussian, and that
the system and bath were decoupled at some point t0 in
the remote past (see Sec. II A in the main text). At this
point, exact manipulations cannot take us further, and
we thus need make our first approximation: the Born
approximation.
To make the Born approximation, we integrate the
equation of motion for the evolution superoperator of the
combined system, ∂tUˆ(t, s) = −iHˆ(t)Uˆ(t, s):
Uˆ(t, s) = 1− i
∫ t
s
dt′ Hˆ(t′)Uˆ(t′, s). (A23)
By directly substituting this expression in for the factor
of Uˆ(t, s) in Eq. (A12), we obtain
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∂t|ρ(t)〉〉 = −γ
∑
m,n;α,β
νmνn
∫ t
t0
ds Xˆmα (t)J
mn
αβ (t− s)
(
Xˆnβ (s)|ρ(s)〉〉 − i
∫ t
s
dt′ 〈〈IB|Hˆ(t′)Uˆ(t′, s)Xˆnβ (s)Uˆ(s, t0)|ρB〉〉|ρ0〉〉
)
.
(A24)
For the first term in the parentheses above we used that Xˆnβ (t) acts trivially on the bath, along with Uˆ(s, t0)|ρ0〉〉|ρB〉〉 =
|ρSB(s)〉〉 and 〈〈IB|ρSB(s)〉〉 = |ρ(s)〉〉, such that 〈〈IB|Xˆnβ (s)Uˆ(s, t0)|ρB〉〉|ρ0〉〉 = Xˆnβ (s)|ρ(s)〉〉.
Next, we separate the two terms in the parentheses in Eq. (A24). Referring to the second term in the resulting
expression as |ξB(t)〉〉 (we discuss this term in further detail below), we find
∂t|ρ(t)〉〉 = −γ
∫ t
t0
ds ∆ˆB(t, s)|ρ(s)〉〉+ |ξB(t)〉〉, where ∆ˆB(t, s) ≡ −γ
∑
m,n;α,β
νmνnXˆ
m
α (t)Xˆ
n
β (s)J
mn
αβ (t− s). (A25)
By applying the definitions of the quantities Xˆmα (t), νm and J
mn
αβ (t), one can verify that the first term in the right-
hand side of Eq. (A25) is identical to the master equation for |ρ(t)〉〉 in the Born approximation [9] [see text above
Eq. (9) in the main text for the single-channel case]. Hence, the Born approximation is equivalent to neglecting
the term |ξB(t)〉〉 in the above, and we identify |ξB(t)〉〉 as the error induced by the Born approximation. Note that
the Born-approximated master equation for |ρ(t)〉〉 [Eq. (A25) with the correction |ξB(t)〉〉 neglected] can also be
obtained through other approaches than the one we use here. For example, this result may also be obtained using
the Nakajima-Zwanzig equation (see, e.g., Refs. [9, 44]).
We now seek a bound for the norm of |ξB(t)〉〉, i.e., the norm of the error in ∂t|ρ(t)〉〉 induced by the Born-
approximation. Matching Eqs. (A24) and (A25), we see that
|ξB(t)〉〉 = iγ
∑
m,n;α,β
νmνn
∫ t
t0
ds Jmnαβ (t− s)Xˆmα (t)
∫ t
s
dt′ 〈〈IB|Hˆ(t′)Uˆ(t′, s)Xˆnβ (s)Uˆ(s, t0)|ρB〉〉|ρ0〉〉. (A26)
To obtain a bound for ‖|ξB(t)〉〉‖, we take the norm
on both sides of Eq. (A26) above. Using the triangle
inequality and submultiplicativity of the superoperator
norm, along with ‖Xˆmα (t)‖ = 1, we find
‖|ξB(t)〉〉‖ ≤ γ
∑
m,n;α,β
∫ t
t0
ds |Jmnαβ (t− s)|
∫ t
s
dt′ qnβ (t, t
′, s),
(A27)
where
qnβ (t, t
′, s) ≡ ‖〈〈IB|Hˆ(t′)Uˆ(t′, s)Xˆnβ (s)Uˆ(s, t0)|ρB〉〉|ρ0〉〉‖.
Following the same line of arguments that showed that
the number knβ (t, s) in Sec. A 3 was bounded by 1, one
can verify that
0 ≤ qnβ (t, t′, s) ≤ Γ0, (A28)
where Γ0 was defined in Eq. (A21). Substituting this
result into Eq. (A27) and evaluating the integral over t′,
we find
‖|ξB(t)〉〉‖ ≤ 4γΓ0
∫ t
t0
ds ‖J(t− s)‖1 · |t− s|, (A29)
where the matrix norm ‖·‖1 was defined in Sec. A 3. Ex-
tending the lower limit of integration to −∞ and using
the definition of Γ0 in Eq. (A21), we obtain
‖|ξB(t)〉〉‖ ≤ Γ20τ0, τ0 ≡
∫∞
0
dt t‖J(t)‖1∫∞
0
dt ‖J(t)‖1
. (A30)
The timescale τ0, which was also identified in Ref. [17],
can be seen as a measure for the characteristic decay
timescale of correlations in the bath, and we expect it
to typically be comparable to the timescale τ from the
main text (see Appendix B and Sec. II B in the main text
for further discussion). Importantly, in Appendix B we
show that Γ0τ0 ≤ Γτ .
Using the above results, along with Γ0 ≤ Γ/2 (see
Sec. A 3), we conclude that
‖|ξB(t)〉〉‖ ≤ Γ2τ/2. (A31)
Recalling that |ξB(t)〉〉 gives the correction to the
Born-approximated master equation for the system
[Eq. (A25)], we conclude that the Born approximation
induces an error in the expression for ∂tρ˜(t) whose spec-
tral norm is no greater than Γ2τ/2.
5. Error induced by the Markov approximation
We now implement the Markov approximation, which
is the second approximation necessary to derive the
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Bloch-Redfield equation. Below, we show that Markov
approximation induces an error in the expression for
|∂tρ(t)〉〉 (i.e., ∂tρ˜(t) in the main text) whose spectral
norm is bounded by Γ2τ/2. This bound is identical to
the error bound we obtained for the Born approximation
in Sec. A 4. In this sense, the Markov approximation is
valid on an equivalent level of approximation as the Born
approximation: the validity of one approximation by our
arguments implies the validity of the other.
To implement the Markov approximation, we insert
|ρ(s)〉〉 = |ρ(t)〉〉+(|ρ(s)〉〉−|ρ(t)〉〉) into Eq. (A25), thereby
obtaining
∂t|ρ(t)〉〉 =
∫ t
t0
ds ∆ˆB(t, s)|ρ(t)〉〉+ |ξM(t)〉〉+ |ξB(t)〉〉,
(A32)
where
|ξM(t)〉〉 =
∫ t
t0
ds ∆ˆB(t, s)
(|ρ(s)〉〉 − |ρ(t)〉〉). (A33)
We note that neglecting the terms |ξB(t)〉〉 and |ξM(t)〉〉
in Eq. (A32) results in a Markovian master equation for
the system. Recalling that |ξB(t)〉〉 arises from the Born
approximation, we hence identify |ξM(t)〉〉 as the error in-
duced by the Markov approximation. The Bloch-Redfield
equation [9] [see Eq. (10) in the main text for the single-
channel case] is obtained by neglecting these two terms,
and subsequently taking the limit t0 → −∞, i.e., us-
ing our assumption that t0 was in the remote past. In
Sec. A 6 we discuss the physical justification for this as-
sumption, and provide a bound for the correction that
arises when this limit is not taken.
To obtain an upper bound for the error induced by the
Markov approximation, |ξM(t)〉〉, we take the norm on
both sides in Eq. (A33) and use the triangle inequality.
Recalling from Sec. A 3 that ‖∂t|ρ(t)〉〉‖ ≤ Γ0, we have
‖|ρ(s)〉〉 − |ρ(t)〉〉‖ ≤ Γ0|t − s|, where Γ0 was defined in
Eq. (A21). Moreover, we note ‖∆ˆB(t, s)‖ ≤ 4γ‖J(t −
s)‖1; this can be shown using the triangle inequality in
Eq. (A25). Combining these inequalities, we find
‖|ξM(t)〉〉‖ ≤ 4Γ0γ
∫ t
t0
ds ‖J(t− s)‖1|t− s|. (A34)
Extending the lower limit of integration to −∞, and us-
ing the definitions of Γ0 and τ0 in Eqs. (A21) and (A30),
we conclude that ‖|ξM(t)〉〉‖ ≤ Γ20τ0. Recalling that
Γ20τ0 ≤ Γ2τ/2 (see Sec. A 4 and Appendix B), we thus
find
‖|ξM(t)〉〉‖ ≤ Γ2τ/2. (A35)
The result in Eq. (A35) shows that the error in the ex-
pression for ∂t|ρ(t)〉〉 (corresponding to ∂tρ˜(t) in the main
text) induced by the Markov approximation, |ξM(t)〉〉, has
spectral norm no greater than Γ2τ/2, as we claimed.
Based on the derivation above, we conclude that the
density matrix of the system evolves according to the
Markovian master equation
∂t|ρ(t)〉〉 =
∫ t
t0
ds ∆ˆB(t, s)|ρ(t)〉〉+ |ξ(t)〉〉, (A36)
where ∆ˆB(t, s) is given in Eq. (A25), and |ξ(t)〉〉 ≡
|ξB(t)〉〉+ |ξM(t)〉〉 denotes the error induced by the Born-
Markov approximation. From our results above that
|ξB(t)〉〉, |ξM(t)〉〉 ≤ Γ2τ/2, we hence conclude that the
total error induced by the Markov and Born approxima-
tions is bounded by Γ2τ , as we claimed in the main text.
6. Transient correction from initialization at t0
As a final step in our derivation, here we show that
when t0 is in the remote past, the error induced by ex-
tending t0 to −∞ in Eq. (A36) is negligible compared
to the error induced by the Born-Markov approximation,
|ξ(t)〉〉 ∼ O(Γ2τ). Specifically, we show that the spectral
norm of this error is bounded by Γτ/(t− t0), and hence
is negligible when t− t0  Γ−1. By setting t0 → −∞ in
Eq. (A36), we obtain
∂t|ρ(t)〉〉 = DˆR(t)|ρ(t)〉〉+ |ξ(t)〉〉, (A37)
where DˆR(t) ≡
∫ t
−∞ ds ∆ˆB(t, s). This is the Bloch-
Redfield equation [9] [including the error induced by the
Born-Markov approximation, see Eq. (10) in the main
text for the single-channel case].
To establish a bound for the error induced by setting
t0 → −∞ in Eq. (A36), we rewrite Eq. (A36) as follows:
∂t|ρ(t)〉〉 =
[
DˆR(t) + DˆT(t)
]
|ρ(t)〉〉+ |ξ(t)〉〉, (A38)
where DˆT(t) ≡ −
∫ t0
−∞ds ∆ˆB(t, s). This term can be seen
as the transient correction to the BR equation induced by
the absence of system-bath correlations in our assumed
initial state at time t0, |ρSB(t0)〉〉 = |ρ0〉〉|ρB〉〉. This “cor-
rection” is thus an artifact of our choice of initial state
(see Sec. II A). Below, we show that ‖DˆT(t)|ρ(t)〉〉‖ ≤
Γτ/(t − t0). Thus, when t − t0  Γ−1, i.e., after a time
long enough for weak correlations to be established be-
tween the system and the bath, the transient correction
DˆT(t) is negligible compared to the bound we obtained
for the error induced by the Born-Markov approximation,
Γ2τ . As a result, the BR equation [Eq. (A37)] accurately
describes the system’s evolution in this limit.
To show that ‖DˆT(t)|ρ(t)〉〉‖ ≤ Γτ/(t− t0), we consider
the superoperator norm of DˆT(t) [see Eq. (A3)]. Noting
that ‖∆ˆB(t, s)‖ ≤ 4γ‖J(t−s)‖1 [this can be shown using
the triangle inequality in Eq. (A25)], we find
‖DˆT(t)‖ ≤ 4γ
∫ t0
−∞
ds ‖J(t− s)‖1. (A39)
Using the fact that t > t0, we have that |t− s| ≥ |t− t0|
for all s ≤ t0. Thus,
‖DˆT(t)‖ ≤ 4γ
∫ t
−∞
ds ‖J(t− s)‖1 |t− s||t− t0| . (A40)
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Changing variables of integration and using the defini-
tions of Γ0 and τ0 in Eqs. (A21) and (A30), we conclude
‖DˆT(t)‖ ≤ τ0Γ0
t− t0 . (A41)
Using the fact that that Γ0τ0 ≤ Γτ (see Appendix B)
along with the definition of the superoperator norm, we
conclude that ‖DˆT(t)|ρ(t)〉〉‖ ≤ Γτt−t0 , as we claimed.
Appendix B: Relationship between bath timescales
In this Appendix we discuss the relationship between
the bath timescales Γ and τ introduced in Eq. (26) of
the main text, and the timescales Γ−10 , τ0 identified in
Eqs. (A21) and (A30) of Appendix A:
Γ0 = 4γ
∫ ∞
0
dt ‖J(t)‖1, τ0 =
∫∞
0
dt t‖J(t)‖1∫∞
0
dt ‖J(t)‖1
, (B1)
where J(t) denotes the matrix-valued bath correlation
function (see Sec. III C), and ‖M‖1 ≡
∑
αβ |Mαβ | refers
to the entrywise matrix 1-norm of a matrix M with el-
ements {Mαβ} (see Appendix A). The above timescales
Γ−10 and τ0 were also identified in Ref. [17].
Like the timescales Γ−1 and τ , Γ−10 and τ0 serve
as measures for the characteristic timescales for bath-
induced evolution, and the decay bath correlations, re-
spectively. In contrast to Γ−1 and τ , which are defined in
terms of the “jump correlator” g(t) [see Eqs. (3) and (25)
of the main text], the timescales Γ−10 and τ
−1
0 above are
defined directly from the bath correlation function J(t).
However, as discussed in Sec. II B and demonstrated in
Fig. 1, we expect these two distinct ways of characteriz-
ing the timescales of the bath to give comparable results
in most cases. Further supporting this point, in this Ap-
pendix, we rigorously prove the following inequalities be-
tween the timescales {Γ−10 , τ0} and {Γ, τ}:
Γ0 ≤ Γ/2 and Γ0τ0 ≤ Γτ. (B2)
These inequalities were used in Appendix A.
We first show that Γ0 ≤ Γ/2. We note from the def-
inition of J(t) in Eq. (24) that J(t) = J†(−t). Using
‖M‖1 = ‖M †‖1, we thus have ‖J(t)‖1 = ‖J(−t)‖1. Us-
ing this result in Eq. (B1), we find
Γ0 = 2γ
∫ ∞
−∞
dt ‖J(t)‖1. (B3)
To obtain a bound for ‖J(t)‖1 we note that J(t) is re-
lated to the jump correlator g(t) through the convolution
J(t) =
∫∞
−∞ ds g(t− s)g(s). This result follows from the
definition of g(t) in Sec. III C, and is the multi-channel
generalization of the result quoted above Eq. (15) in the
main text. Using the triangle inequality, we obtain
‖J(t)‖1 ≤
∫ ∞
−∞
ds ‖g(t− s)g(s)‖1. (B4)
To rewrite the integrand above, we now prove that, for
any two matrices A and B,
‖AB‖1 ≤ ‖A†‖2,1‖B‖2,1, (B5)
where the matrix norm ‖·‖2,1 was defined below Eq. (26)
in the main text: ‖M‖2,1 ≡
∑
β(
∑
α |Mαβ |2)1/2 for a
matrix M with elements {Mαβ}. To prove Eq. (B5), we
recall that ‖AB‖1 =
∑
αβγ |AαβBβγ |. We consider the
sum over the index β first. Using the Cauchy-Schwartz
inequality, we find∑
β
|AαβBβγ | ≤
(∑
β
|Aαβ |2
)1/2(∑
β′
|Bβ′γ |2
)1/2
. (B6)
Using this inequality in the expression for ‖AB‖1 in
Eq. (B5), we conclude ‖AB‖1 ≤ cAcB , where cA =∑
α
(∑
β |Aαβ |2
)
1/2 and cB =
∑
γ
(∑
β′ |Bβ′γ |2
)
1/2. Re-
calling the definition of the norm ‖·‖2,1, we identify
cA = ‖A†‖2,1 and cB = ‖B‖2,1. Thus Eq. (B5) holds.
Combining Eqs. (B3)-(B5), we obtain
Γ0 ≤ 2γ
∫ ∞
−∞
ds
∫ ∞
−∞
dt ‖g†(t− s)‖2,1‖g(s)‖2,1. (B7)
The hermiticity of g(ω) implies that g(t) = g†(−t) (see
Sec. III C). Using this result in the above and shifting the
variables of integration, we obtain
Γ0 ≤ 2γ
[∫ ∞
−∞
dt ‖g(t)‖2,1
]2
. (B8)
Comparing this result with the definition of Γ in Eq. (26)
in the main text, we conclude that Γ0 ≤ Γ/2.
We now prove the second inequality in Eq. (B2),
Γ0τ0 ≤ Γτ . Using the fact that ‖J(t)‖1 = ‖J(−t)‖1
[see text above Eq. (B3)], along with the definitions of
Γ0 and τ0 in Eq. (B1), we have
Γ0τ0 = 2γ
∫ ∞
−∞
dt |t| · ‖J(t)‖1. (B9)
Using Eqs. (B4)-(B5) along with g(t) = g†(−t) [see text
above Eq. (B8)], we obtain
Γ0τ0 ≤ 2γ
∫ ∞
−∞
dt
∫ ∞
−∞
ds |t|k(s− t)k(s), (B10)
where we introduced the shorthand k(t) ≡ ‖g(t)‖2,1.
Using that |t| ≤ |s − t| + |s| and shifting vari-
ables of integration, one can then verify that Γ0τ0 ≤
2γ
∫∞
−∞ dt
′ ∫∞
−∞ ds (|t′|+|s|)k(t′)k(s). Exploiting the sym-
metry of this expression under exchange of t′ and s, we
find
Γ0τ0 ≤ 4γ
∫ ∞
−∞
dt′
∫ ∞
−∞
ds |t′|k(t′)k(s). (B11)
Recalling that k(t) ≡ ‖g(t)‖2,1, and comparing with the
definitions of Γ and τ in Eq. (26), we identify the right-
hand side above as Γτ . Thus, Γ0τ0 ≤ Γτ , and Eq. (B2)
holds. This was what we wanted to prove and concludes
this Appendix.
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Appendix C: Derivation of the ULE
In this Appendix, we rigorously derive the univer-
sal Lindblad equation (ULE) in the interaction picture
[Eq. (27) of the main text].
As in Appendices A and B, we consider here the case of
arbitrary system-bath coupling Hint, such that the sys-
tem and bath are connected through multiple noise chan-
nels (see Sec. II in the main text). In the main text, we
heuristically derived the ULE for the case of a single noise
channel [Eq. (21)]. This result is a special case of the
more general result that we rigorously prove here, and
hence this Appendix also serves as a proof of Eq. (21).
As discussed in the main text, the ULE [Eq. (27)] holds
for a modified density matrix ρ′(t) whose spectral norm-
distance to the exact density matrix ρ˜(t) (in the interac-
tion picture) remains bounded by Γτ at all times. Here
the bath timescales Γ−1 and τ were defined in Eq. (26) in
the main text. In the Markovian limit, Γτ  1, which is
required for the ULE to be valid (see Secs. II A 2 and III A
in the main text), the modified density matrix ρ′ is thus
nearly identical to the true density matrix ρ˜, and accu-
rately describes the state of the system.
Our derivation below proceeds in three steps. In
Sec. C 1, we define the modified density matrix ρ′(t) [see
Eq. (C8)] and prove that its spectral norm-distance to
ρ˜(t) remains bounded by Γτ at all times. Subsequently,
in Sec. C 2, we show that ρ′(t) evolves according to the
master equation
∂tρ
′(t) = L(t)[ρ′(t)] + ξ′(t), L(t) ≡
∫ ∞
−∞
ds
∫ ∞
−∞
ds′ F(s, t, s′), (C1)
where the spectral norm of ξ′(t) is bounded by 2Γ2τ , and, for any operator A, we have defined
F(s, t, s′)[A] = γ
∑
α,β,λ
θ(s− s′)
(
gαλ(s− t)gλβ(t− s′)[X˜α(s), AX˜β(s′)] + g∗αλ(s− t)g∗λβ(t− s′)[X˜β(s′)A, X˜α(s)]
)
. (C2)
Note that the definitions above generalize the superop-
erators L(t) and F(s, t, s′) in Sec. III A to cases with
multiple noise channels [45]. As the third and final step
of our derivation, in Sec. C 3 we show that the superoper-
ator L(t) takes the Lindblad form in Eq. (27). Thereby
we reach the goal of this Appendix, proving that ρ′(t)
evolves according to the Lindblad-form master equation
in Eq. (27) of the main text.
1. Modified density matrix
Here we define the modified density matrix ρ′(t), and
prove that ‖ρ′(t)− ρ˜(t)‖ ≤ Γτ at all times. Our approach
is to identify a transformation ρ′(t) ≡ [1 + M(t)]ρ˜(t)
such that, if ρ˜(t) satisfies the Bloch-Redfield equation
[Eq. (A36)], then, up to an error of order Γ2τ , ρ′(t)
evolves according to Eq. (C1) (which can then be ex-
pressed in Lindblad form). We will bound the norm-
distance between ρ′(t) and ρ˜(t) using the explicit form of
this transformation.
To motivate our definition of ρ′(t), we note that the
multi-channel Bloch-Redfield (BR) equation [Eq. (A36)
in Appendix A] can be written as
∂tρ˜(t) =
∫ ∞
−∞
ds′
∫ ∞
−∞
dsF(t, s, s′)[ρ˜(t)] + ξ(t), (C3)
where ξ(t) denotes the error induced by the Born-Markov
approximation, with norm bounded by Γ2τ . The ex-
pression above generalizes the single-channel result in
Eq. (15) in the main text to the case of multiple noise
channels. It is convenient to rewrite the right-hand side
above in terms of the superoperator
G(t, s) ≡
∫ ∞
−∞
ds′ F(t, s, s′). (C4)
Specifically, we express the BR equation [Eq. (C3)] as
∂tρ˜(t) =
∫ ∞
−∞
dsG(t, s)[ρ˜(t)] + ξ(t). (C5)
Similarly, we may rewrite Eq. (C1) (our target equation
of motion for the modified density matrix ρ′) as
∂tρ
′(t) =
∫ ∞
−∞
dsG(s, t)[ρ′(t)] + ξ′(t). (C6)
We will identify the precise form of the correction ξ′(t)
in the derivation below.
Note that, when neglecting the corrections ξ(t) and
ξ′(t), the only difference between Eqs. (C5) and (C6) is
the order of the arguments in the superoperator G. The
modified density matrix ρ′(t) is obtained from a (time-
local) linear operation on ρ˜(t) that transforms Eq. (C5)
into Eq. (C6). As we show in Sec. C 2 below, such a
linear transformation is generated by the superoperator
[1 +M(t)], where
M(t) ≡
∫ ∞
t
ds
∫ t
−∞
ds′ [G(s, s′)− G(s′, s)]. (C7)
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Specifically, we define ρ′(t) as follows:
ρ′(t) = [1 +M(t)] [ρ˜(t)]. (C8)
In Sec C 2, we show that ρ′(t), as defined above, evolves
according to Eq. (C6). Before proving this, we show here
that ρ′ deviates from ρ˜ by a correction whose spectral
norm is bounded by Γτ at all times: ‖ρ′(t)− ρ˜(t)‖ ≤ Γτ .
To show that ‖ρ′(t)− ρ˜(t)‖ ≤ Γτ , we prove below that,
for any operator A,
‖M(t)[A]‖ ≤ Γτ‖A‖. (C9)
By the definition of ρ′(t) in Eq. (C8), this result in par-
ticular implies that ‖ρ′(t)− ρ˜(t)‖ ≤ Γτ , since ‖ρ˜(t)‖ ≤ 1.
We will also use Eq. (C9) for other purposes in Sec. C 2.
To prove Eq. (C9), we use the triangle inequality in
Eq. (C7) to obtain
‖M(t)[A]‖ ≤
∫ ∞
t
ds
∫ t
−∞
ds′
(
‖G(s, s′)[A]‖+‖G(s′, s)[A]‖
)
.
(C10)
Using the triangle inequality in Eq. (C4), we have
‖G(t, s)[A]‖ ≤
∫ ∞
−∞
ds′ ‖F(t, s, s′)[A]‖. (C11)
From the definition of F in Eq. (C2), using the trian-
gle inequality and the submultiplicativity of the spectral
norm, one can verify that ‖F(t, s, s′)[A]‖ ≤ 4γ‖g(t −
s)g(s − s′)‖1‖A‖θ(t − s), where the 1-matrix norm ‖·‖1
is defined in Sec. A 3, and we used that ‖X˜α(t)‖ ≤
1. In Appendix B, we established that ‖g(t)g(s)‖1 ≤
‖g(−t)‖2,1‖g(s)‖2,1, where the matrix norm ‖·‖2,1 is de-
fined in Sec. III C. Thus,
‖F(t, s, s′)[A]‖ ≤ 4γ‖g(s−t)‖2,1‖g(s−s′)‖2,1θ(t−s′)‖A‖.
Using this result in Eq. (C11), we find
‖G(t, s)[A]‖ ≤ G(t− s)‖A‖, (C12)
where
G(t) ≡ 4γ‖g(−t)‖2,1
∫ t
−∞
ds ‖g(−s)‖2,1. (C13)
Using Eq. (C12) in Eq. (C10), we obtain
‖M(t)[A]‖ ≤
∫ ∞
t
ds
∫ t
−∞
ds′[G(s− s′) +G(s′ − s)]‖A‖.
(C14)
To rewrite Eq. (C14), we note that, for any function
f(s),
∫∞
t
ds
∫ t
−∞ ds
′f(s − s′) = ∫∞
0
ds sf(s) (this can be
verified by change of integration variables). Using this
result in Eq. (C14), we obtain
‖M(t)[A]‖ ≤
∫ ∞
−∞
dt |t|G(t)‖A‖. (C15)
We now seek a convenient bound for G(t). Extending the
upper limit of integration in Eq. (C13) to ∞, and using
the definition of Γ in Eq. (26), we obtain
G(t) ≤
√
4γΓ‖g(−t)‖2,1. (C16)
Using this result in Eq. (C15) along with the definitions of
Γ and τ in Eq. (26), we conclude that the right-hand side
of Eq. (C15) is bounded by Γτ‖A‖. Thus, Eq. (C9) holds.
By the arguments below Eq. (C9), we hence conclude
‖ρ′(t)− ρ˜(t)‖ ≤ Γτ . This was what we wanted to show.
2. Master equation for modified density matrix
We now show that ρ′(t), as defined in Eq. (C8), evolves
according to the master equation in Eq. (C1). To estab-
lish this result, we explicitly take the time-derivative of
ρ′(t) in Eq. (C8), obtaining
∂tρ
′(t) = ∂tρ˜(t) + ∂tM(t)[ρ˜(t)] +M(t)[∂tρ˜(t)], (C17)
where we exploited the linear dependence of M(t)[ρ˜] on
ρ˜. We consider the second term first in the above. Using
the definition of M(t) in Eq. (C7), one can verify by
explicit computation that
∂tM(t) =
∫ ∞
−∞
dsG(s, t)−
∫ ∞
−∞
dsG(t, s), (C18)
Inserting this result into Eq. (C17), and using Eq. (C5)
along with L(t) = ∫∞−∞dsG(s, t) [see Eqs. (C1) and (C4)],
we obtain
∂tρ
′(t) = L(t)[ρ˜(t)] + ξ′1(t) + ξ(t), (C19)
where ξ′1(t) ≡ M(t)[∂tρ˜(t)]. Noting that ‖∂tρ˜(t)‖ ≤ Γ/2
(see Sec. II B), and that ‖M(t)[A]‖ ≤ Γτ‖A‖ [Eq. (C9)],
we conclude that ‖ξ′1(t)‖ ≤ Γ2τ/2.
As the final step in our derivation, we show that we
may replace the argument ρ˜(t) of L(t) in Eq. (C19) by
ρ′(t), at the cost of a correction ξ′2(t) whose spectral norm
is bounded by Γ2τ/2. To show this, we exploit the lin-
earity of L(t) to write
L(t)[ρ˜(t)] = L(t)[ρ′(t)] + L(t)[∆ρ(t)], (C20)
where ∆ρ(t) ≡ ρ˜(t) − ρ′(t). We now show that
‖L(t)[A]‖ ≤ Γ‖A‖/2, such that the second term in
Eq. (C20) is bounded by Γ2τ/2 (recall that ‖∆ρ(t)‖ ≤
Γτ , see Sec. C 1). To prove this result, we use L(t) =∫∞
−∞dsG(s, t) along with Eq. (C12) to obtain
‖L(t)[A]‖ ≤
∫ ∞
−∞
dtG(t)‖A‖, (C21)
where G(t) was defined in Eq. (C13). By explicit compu-
tation, using the definition of Γ in Eq. (26), one can verify
that
∫∞
−∞dtG(t) ≤ Γ/2. Thus ‖L(t)[A]‖ ≤ Γ‖A‖/2. We
conclude that
L(t)[ρ˜(t)] = L(t)[ρ′(t)] + ξ′2(t), (C22)
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where ‖ξ′2(t)‖ ≤ Γ2τ/2.
Using the relation in Eq. (C22) in Eq. (C19), we con-
clude that ρ′(t), as defined in Eq. (C8), evolves according
to Eq. (C1), with ξ′(t) = ξ′1(t) + ξ
′
2(t) + ξ(t). Since the
spectral norm of ξ(t) is bounded by Γ2τ , while the spec-
tral norms of ξ′1(t) and ξ
′
2(t) are both bounded by Γ
2τ/2,
we conclude that ‖ξ′(t)‖ ≤ 2Γ2τ . Note that the bound
for the error ξ′1(t)+ξ
′
2(t) induced by the modified Markov
approximation described above is identical to the bound
for the error induced by the Born-Markov approximation,
ξ(t).
3. Lindblad form of master equation
As the final step in our derivation, we now show that
the right-hand side of the master equation for ρ′ in
Eq. (C1) is identical to the right-hand side of the uni-
versal Lindblad equation [Eq. (27) in the main text]. To
prove this result, we first modify the expression for the
superoperator L(t) that was defined in Eq. (C1)-(C2).
By decomposing the step function in Eq. (C2) into its
symmetric and antisymmetric components: θ(s − s′) =
1
2 (1 + sgn(s− s′)), we find
L(t) = LS(t) + LA(t), Li(t) ≡
∫ ∞
−∞
ds′
∫ ∞
−∞
dsFi(s, t, s′), i = {S,A}. (C23)
For any density matrix ρ, we have defined
FS(s, t, s′)[ρ] = −γ
2
∑
α,β,λ
[gαλ(s− t)X˜α(s), gλβ(t− s′)X˜β(s′)ρ] +H.c., (C24)
FA(s, t, s′)[ρ] = −γ
2
∑
α,β
φαβ(s− t, s′ − t)[X˜α(s), X˜β(s′)ρ] +H.c., (C25)
where {φαβ(s, t)} denote the matrix elements of the N ×
N matrix φ(t, s) ≡ g(t)g(−s)sgn(t− s) that was defined
below Eq. (29) the main text. Below, we show that the
superoperator LS in Eq. (C23) generates the dissipative
component of the ULE, while LA generates the Lamb
shift.
We consider the term LS first. By direct computation,
one can verify that
LS(t)[ρ] = −1
2
∑
λ
[L˜†λ(t), L˜λ(t)ρ] +H.c., (C26)
where L˜λ(t) denotes the interaction picture jump opera-
tor defined in Eq. (28) in the main text. Here we used
that L˜†λ(t) =
√
γ
∫∞
−∞ds
′ gαλ(s − t)X˜α(s), which follows
from the relation g(t) = g†(−t), along with the definition
of L˜λ(t). Writing out all terms in Eq. (C26), we obtain
LS(t)[ρ] =
∑
λ
[
L˜λ(t)ρL˜
†
λ(t)−
1
2
{L˜†λ(t)L˜λ(t), ρ}
]
. (C27)
Hence LS(t) is in the Lindblad form and generates the
dissipative part of the ULE.
Next, we consider the term LA in Eq. (C23). By
expanding the commutator in Eq. (C25), we obtain
FA(s, t, s′)[ρ] = T1(s, t, s′)− T2(s, t, s′) +H.c., where
T1(s, t, s
′) ≡ γ2
∑
α,β φαβ(s− t, s′ − t)X˜β(s′)ρX˜α(s),
T2(s, t, s
′) ≡ γ2
∑
α,β φαβ(s− t, s′ − t)X˜α(s)X˜β(s′)ρ.
We now show that T1(s, t, s
′) = −T †1 (s′, t, s).
This implies that the net contribution to LA(t)
from T1 and its Hermitian conjugate vanishes:∫∞
−∞ds
′ ∫∞
−∞ds [T1(s, t, s
′) + T †1 (s, t, s
′)] = 0, and
hence [see Eq. (C23)]
LA(t)[ρ] = −
∫ ∞
−∞
ds′ds [T2(s, t, s′) + T
†
2 (s, t, s
′)]. (C28)
To prove that T1(s, t, s
′) = −T †1 (s′, t, s), we note that
φ(t, s) = −φ†(s, t) [this follows from the definition of φ
below Eq. (C25) along with g(t) = g†(−t)]. Using this
identity in the definition of T1 above, we find, after a
relabelling of summation variables,
T1(s, t, s
′) = −γ
2
∑
α,β
φ∗αβ(s
′ − t, s− t)X˜α(s′)ρX˜β(s).
We identify the right-hand side as −T †1 (s′, t, s) (see defi-
nition of T1 above). Thus, T1(s, t, s
′) = −T †1 (s′, t, s), and
hence Eq. (C28) holds.
We finally note that
∫∞
−∞ ds
′ ∫∞
−∞ ds T2(s, t, s
′) =
iΛ˜(t)ρ, where
Λ˜(t) =
γ
2i
∫ ∞
−∞
ds
∫ ∞
−∞
ds′
∑
αβ
X˜α(s)X˜β(s
′)φαβ(s− t, s′− t)
(C29)
denotes the Lamb shift from Eq. (23) in the main text.
Hence the anti-symmetric component LA generates the
Lamb shift in the ULE, as we claimed:
LA(t)[ρ] = −i[Λ˜(t), ρ]. (C30)
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Combining Eqs. (C23), (C27), and (C30), we obtain
L(t)[ρ] =− i[Λ˜(t), ρ˜(t)] (C31)
+
∑
λ
[
L˜λ(t)ρ˜(t)L˜
†
λ(t)−
1
2
{L˜†λ(t)L˜λ(t), ρ˜(t)}
]
.
Thus, the superoperator L(t) is in the Lindblad form.
Using this result in Eq. (C1), we conclude that the mod-
ified density matrix ρ′(t), as defined in Eq. (C8), evolves
according to the ULE in Eq. (27), with the correction
term ξ′(t) being bounded by 2Γ2τ . Proving this was the
goal of this appendix.
Appendix D: Lamb shift for static Hamiltonians
In this appendix we derive the expression for the Lamb
shift in Eq. (34) of the main text, which holds for cases
where the system Hamiltonian HS is time-independent.
Eq. (34) is most conveniently derived in the interaction
picture. We recall from Eq. (23) that, in the interaction
picture, the Lamb shift is given by
Λ˜(t) =
γ
2i
∫ ∞
−∞
ds′
∫ ∞
−∞
ds
∑
αβ
X˜α(s)X˜β(s
′)φαβ(s− t, s′ − t),
(D1)
where {φαβ(s, s′)} denote the elements of the matrix
φ(t, s) ≡ g(t)g(−s)sgn(t − s), and g(t) denotes the
matrix-valued jump correlator defined in Eq. (25) in the
main text.
As a first step in our derivation, we decompose the
time-evolved system operator X˜α(t) in terms of the eigen-
states {|n〉} and energies {En} of the system Hamiltonian
HS :
X˜α(t) =
∑
m,n
X(α)mne
−iEnmt|m〉〈n|, (D2)
where, as in the main text, X
(α)
mn ≡ 〈m|Xα|n〉, while
Enm ≡ En−Em. Inserting Eq. (D2) into Eq. (D1), shift-
ing variables of integration, and using Elm +Enl = Enm
along with the definition of φαβ(t, s), we obtain
Λ˜(t) =
∑
mnl;αβ
X
(α)
ml X
(β)
ln fαβ(Elm, Enl)e
−iEnmt|m〉〈n|, (D3)
where {fαβ(p, q)} denote the elements of the matrix
f(p, q) =
γ
2i
∫ ∞
−∞
dt
∫ ∞
−∞
ds sgn(s− t)e−i(pt+qs)g(t)g(−s).
(D4)
Note that f(p, q) is the Fourier transform of φ(t, s), up
to a constant prefactor.
We now express the jump correlator in terms of its
Fourier transform: g(t) =
∫∞
−∞dω e
−iωtg(ω). After fac-
toring out the integrals over t and s, we obtain
f(p, q) =
γ
2i
∫ ∞
−∞
dω
∫ ∞
−∞
dω′ g(ω)g(ω′)k(p+ ω, q − ω′),
(D5)
where k(p, q) ≡ ∫∞−∞ds′ ∫∞−∞ds sgn(s− s′)e−i(ps+qs′). By
explicit computation, one can verify that
k(p, q) = −4piiδ(p+ q)Re
(
1
p− i0+
)
, (D6)
where δ(x) denotes the Dirac delta function. Using this
result in Eq. (D5), integrating out ω′, and subsequently
shifting variables of integration, we find
f(p, q) = −2piγ
∫ ∞
−∞
dω g(ω − p)g(ω + q)Re
(
1
ω − i0+
)
.
We can rewrite this to the following:
f(p, q) = −2piγ P
∫ ∞
−∞
dω
g(ω − p)g(ω + q)
ω
, (D7)
where P denotes the Cauchy principal value.
As a final step in our derivation, we use the expres-
sion for Λ˜ in Eqs. (D7) and (D3) to compute the Lamb
shift in the Schrodinger picture, Λ. We recall that
Λ = U(t)Λ˜(t)U†(t) [see below Eq. (31) in the main
text], where U(t) = e−iHSt denotes the unitary evolu-
tion operator generated by the system Hamiltonian HS .
Noting that for time-independent system Hamiltonians,
U(t)|m〉〈n|U†(t) = eiEnmt|m〉〈n|, this implies that
Λ =
∑
m,n,l
∑
αβ
X(α)mnX
(β)
nl fαβ(Emn, Enl)|m〉〈l|, (D8)
where the matrix f(p, q) is defined in Eq. (D7). This was
the result quoted in the main text.
We note that the above line of arguments can be gen-
eralized to periodically driven systems with a few mod-
ifications. However, for the sake of brevity, we do not
provide such a derivation here.
Appendix E: Conditions for slow time-dependence
In this Appendix we identify the conditions on the
time-dependence of the system Hamiltonian, HS(t),
under which the Schro¨dinger picture jump operators
{Lλ(t)} and Lamb shift Λ(t) can be computed from the
eigenstates and energies of the instantaneous Hamilto-
nian HS(t), using Eq. (33) of the main text.
To show this explicitly for the jump operator Lλ(t), we
note that U(t, s) = e−i(t−s)HS(t) + O(v(t − s)2), where
v = sups≤t′≤t‖∂tHS(t′)‖ denotes the maximal rate of
change of HS [46]. Using this form of U(t, s) in Eq. (32)
of the main text, along with the results from Sec. IV A,
we conclude that Lλ(t) can be computed from the spec-
trum and eigenstates of HS(t) through Eq. (34), up to
a correction of order
√
Γv(τ2)
2 [note from Eq. (1) that
the jump operators have units of (Energy)1/2]. Here
(τ2)
2 ≡ ∫∞−∞dt ‖g(t)t2‖2,1/N , where N ≡ √Γ/4γ (see
Sec. III C in the main text for the definition of the ma-
trix norm ‖·‖2,1). The timescale τ2 gives the square
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root of the second moment of the normalized distribu-
tion ‖g(t)‖2,1/N [see definition of Γ in Eq. (26)], and we
expect it to typically be comparable to the first moment
τ . Thus, when HS(t) changes slowly on the correlation
timescale of the bath τ , i.e., ∂tHS(t)(τ2)2  1, the jump
operators of the system {Lλ(t)} can be computed from
the instantaneous Hamiltonian HS(t) using Eq. (33). A
similar result holds for the Lamb shift Λ(t).
Appendix F: Calculation of transport properties
Here we define the heat and magnetization currents
computed for the non-equilibrium spin chain in Sec. V.
The average heat current I¯E can be identified from the
equation of motion for the energy in the spin chain:
∂t〈E(t)〉 = Tr[H∂tρ]. Using the universal Lindblad
equation [Eqs. (30)-(31)], along with [H,H] = 0, we
find ∂t〈E(t)〉 =
∑
λ〈I(λ)E 〉, where I(λ)E = L†λHLλ −
1
2{L†λLλ, H}. For λ = 1, 2, we identify I(λ)E as the heat
current flowing into the system from bath λ. Since the
energy of the chain is bounded, the time-averaged heat
current from bath 1 must exactly compensate the av-
erage heat current from bath 2. Hence, we identify I¯E
as the time-averaged expectation value of −I(1)E . The
magnetization current I¯M can be obtained similarly from
the equation of motion for the magnetization M , using
[H,M ] = 0.
