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Abstract
LI CHEN: Model Checking and Prediction with Censored Data
(Under the direction of Dr. Danyu Lin and Dr. Donglin Zeng)
The class of semiparametric transformation models provides a very general frame-
work for studying the effects of (possibly time-dependent) covariates on survival time
and recurrent event times. Although many theoretical and methodological advances
have been made for transformation models, the methods for assessing the adequacy of
these models have not been formally studied. In the first part of this dissertation, we
introduce appropriate residuals for these models and consider the cumulative sums of the
residuals. Under the assumed model, the cumulative-sum processes converge weakly to
zero-mean Gaussian processes whose distributions can be approximated through Monte
Carlo simulation. These results enable one to assess, both visually and numerically, how
unusual the observed residual patterns are in reference to their null distributions. The
residual patterns can also be used to determine the nature of model misspecification.
Extensive simulation studies demonstrate that the proposed methods perform well in
practical situations. A colon cancer study is provided for illustration.
Attributable fractions are commonly used to measure the impact of risk factors on
disease incidence in the population. These static measures can be extended to func-
tions of time when the time to disease occurrence or event time is of interest. In the
second part of this dissertation, we deal with nonparametric and semiparametric estima-
tion of attributable fraction functions for cohort studies with potentially censored event
time data. The semiparametric models include the familiar proportional hazards model
and a broad class of transformation models. The proposed estimators are shown to
be consistent, asymptotically normal and asymptotically efficient. Extensive simulation
iii
studies demonstrate that the proposed methods perform well in practical situations. A
cardiovascular health study is provided.
There is a tremendous current interest in using multiple clinical and/or genetic factors
to predict progression of disease. To determine which set of factors is most predictive,
the predictive accuracy of multiple factors must be quantified. The existing measures
are focused on the proportion of variation explained by the factors. These measures are
not easily interpreted and have rarely been used in clinical practice. In the third part
of this dissertation, we develop measures of predictive accuracy based on the survival
curves associated with different sets of predictors. Such measures extend positive and
negative predictive values to time-to-event outcomes and multiple factors and have di-
rect clinical relevance. We develop estimators for these measures under flexible censoring
mechanisms. The proposed estimators are shown to be consistent and asymptotically
normal. Simple Monte Carlo methods are developed to approximate the asymptotic dis-
tributions. Simulation studies show that the proposed methods perform well in practical
situations. The Mayo primary biliary cirrhosis (PBC) study is provided for illustration.
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Chapter 1
Introduction
1.1 Transformation Models for Event Time Data
The proportional hazards model (Cox 1972) has been extensively used to analyze survival
data. However, the proportional hazards assumption may be violated in practice. For
instance, in many long-term studies of chronic diseases, the hazard ratio between two sets
of covariate values converges to 1, rather than staying constant, as time increases. To
deal with this situation, the proportional odds model was proposed by Bennett (1983).
The maximum likelihood estimation for this model was studied by Murphy et al. (1997).
Both the proportional hazards and proportional odds models belong to the class of
linear transformation models, under which an unknown transformation of the survival
time is linearly related to the covariates with a specified error distribution (Dabrowska
and Doksum 1988; Kalbfleisch and Prentice 2002, p. 241). This class of semipara-
metric regression models provides many useful alternatives to the proportional hazards
model. Estimation and inference for this class of models have been studied extensively.
Dabrowska and Doksum (1988) proposed partial likelihood estimation for transforma-
tion models. Cheng et al. (1995, 1997) proposed estimating equations using the inverse
probability of censoring weighting (Robins and Rotnitzky, 1992) approach. Chen, Jin
and Ying (2002) proposed martingale-based estimating equations. None of these esti-
mators are asymptotically efficient. There is also an increasing interest in extending
the linear transformation models to more complicated time to event data. For example,
Cai, Cheng and Wei (2002) considered the linear transformations with random effects to
analyze clustered time-to event data; Lu and Ying (2004) considered the semiparametric
transformation cure models for the analysis of survival data with long-term survivors.
Though it generalizes the proportional hazards model to non-proportional hazards mod-
els, the class of linear transformation models can only handle survival time (i.e., single
event) with time-independent covariates.
To accommodate time-dependent covariates and recurrent events, Zeng and Lin
(2006) proposed a general class of transformation models for counting processes, which
encompasses the linear transformation models. They further proposed nonparametric
maximum likelihood estimators (NPMLEs) for these models, and established the con-
sistency, asymptotic normality and asymptotic efficiency of these estimators. Based on
this class of transformation models for counting processes, Zeng and Lin (2007) discussed
several extensions, which include the heteroscedastic version of transformation models in
order to capture the phenomenon of crossing hazards and the incorporation of random
effects to deal with dependent failure time data.
Although many theoretical and methodological advances have been made in trans-
formation models, model adequacy and selection have not been formally studied. In
Chapter 2, we introduce residuals for the general class of transformation models (Zeng
and Lin 2006) and construct graphical and numerical procedures for model assessment
based on the cumulative sums of the residuals. To aid the selection of appropriate mod-
els, we also explore the use of residual patterns in determining the nature of model
misspecification.
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1.2 Attributable Fraction Functions for Event Time
Data
An important task in public health research is to evaluate the impact of risk factors
on the occurrence of disease in the population. The population attributable fraction,
PAF, is commonly used for this purpose. First proposed by Levin (1953), the PAF is
defined as “the reduction in incidence that would be achieved if the population had been
entirely unexposed, compared with its current (actual) exposure pattern” (Rothman &
Greenland, 1998). Unlike relative risk, the PAF takes into account the prevalence of risk
factors in the population and thus quantifies the population impact of risk factors. A
related concept is the adjusted attributable fraction, which is the reduction in incidence
if a subset of risk factors is eliminated from the population while the other risk factors
retain their actual levels. These measures have received considerable attention in recent
years (e.g., Benichou, 2001; Greenland, 2001; Silverberg et al., 2004; Graubard & Fears,
2005).
Let D be a binary disease status and Z be a binary exposure indicator. The PAF is
defined as
A =
pr(D = 1)− pr(D = 1 | Z = 0)
pr(D = 1)
(Levin, 1953). In the presence of confounding by other risk factors, say W , it is more
appropriate to use the adjusted attributable fraction
Aadj =
pr(D = 1)−∑mk=1 pr(W = wk)pr(D = 1|Z = 0,W = wk)
pr(D = 1)
,
where w1, . . . , wm are the m levels of W (Whittemore, 1982; Bruzzi et al., 1985).
The aforementioned measures are defined for binary outcomes with time-independent
risk factors. Such measures are inadequate for cohort studies which record potentially
censored event times and possibly time-dependent risk factors. Chen et al. (2006)
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extended the PAF to the PAF function for event time data by replacing the disease
incidence rate with the cumulative distribution function of the event time. They approx-
imated the PAF function with the so-called attributable hazard function and proposed
an estimator for the latter under the proportional hazards model. The two functions can
be quite different when the disease is not rare, and the work requires that the censoring
time is independent of both the event time and the risk factors.
In Chapter 3, we study nonparametric and semiparametric estimation of the PAF
function, allowing censoring to depend on the risk factors. The semiparametric estima-
tors are very general in that the model can be proportional hazards or nonproportional
hazards and the risk factors can be discrete or continuous and possibly time-dependent.
We also extend the adjusted attributable fraction to event time data and develop appro-
priate semiparametric estimators. We establish the weak convergence and asymptotic
efficiency of the proposed estimators through modern empirical process theory. We con-
duct extensive simulation studies to evaluate the performance of the proposed inference
procedures. We provide a detailed illustration with a major cardiovascular health study.
1.3 Predictive Accuracy of Predictors in Survival
Models
In cohort studies, information on time to disease, possibly censored, and a panel of
clinical and genetic factors is often collected. An important objective of these studies is
to determine which set of factors is most predictive of disease progression. To address
this question, the predictive accuracy of multiple predictors for time to event outcomes
must be quantified.
A number of methods for quantifying predictive accuracy of multiple predictors have
been proposed. Most of them are focused on the proportion of variation explained by the
covariates, which are extensions of the multiple correlation coefficient, R2, for the linear
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regression to the proportional hazards model (Korn and Simon 1990; Schemper 1990;
Schemper and Henderson 2000). Another type of approach is based on the scoring rule,
which measures the inaccuracy of prediction by the introduction of a loss function. For
example, the commonly used Brier score employs a quadratic loss function measuring
the discrepancies between the true disease status and estimated predictive values; see
Graf et al. (1999) for a review of the scoring rule methods. These measures are not
easily interpreted and have rarely been used in clinical practice. Alternatively, Heagerty
and Zheng (2005) extended the receiver operating characteristic (ROC) curve to event
time data for characterizing the predictive accuracy of predictors. Since it is focused on
the correct classification rate rather than how well the factors predict the outcome, the
ROC curve may not be a good measure of predictive accuracy.
For a binary outcome and a binary predictor, standard measures of predictive accu-
racy are the positive predictive value (PPV) and the negative predictive value (NPV).
The predictive values quantify the probability of disease or non-disease given a posi-
tive or negative result of a binary factor and thus are clinically meaningful. Moskowitz
and Pepe (2004) generalized these measures to the PPV and NPV curves for quanti-
fying the predictive accuracy of a single continuous factor for binary outcomes. They
defined PPV(v) = Pr(D = 1|F (X) > v) and NPV(v) = Pr(D = 0|F (X) ≤ v) for
any 0 ≤ v ≤ 1, where D is a disease status, X is a continuous factor and F (·) is the
distribution function of X. Using F (X) instead of X gives these measures the following
appealing properties: (a) these measures do not depend on the scale upon which the
continuous factors are measured and thus are comparable among different factors; and
(b) NPV(v) is completely determined by PPV(v), v, and the prevalence of the disease.
The latter property means that one only needs to consider the PPV curve or the NPV
curve for predictive accuracy. These PPV and NPV curves were further generalized to
event time data by Zheng et al. (2008), who defined PPV(t, v) = Pr(T ≤ t|F (X) > v)
and NPV(t, v) = Pr(T > t|F (X) ≤ v), where T is the time to disease, X is a continuous
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factor, and F (·) is the distribution function of X. But this generalization is confined to
a single predictor.
In Chapter 4, we extend the time-dependent PPV and NPV curves for a single
predictor to evaluate the predictive accuracy of multiple predictors in survival models.
We show that the true combination of risk factors yields the highest PPV and NPV curves
at all time points, which justifies the validity of these measures for quantifying predictive
accuracy. For a given type of survival model, for example the proportional hazards
model (Cox, 1972) or the more general transformation models (Zeng and Lin 2006), we
propose estimation methods for the PPV and NPV measures for multiple predictors,
allowing censoring to depend on the predictors. We establish the weak convergence
of the proposed estimators and propose a simple Monte Carlo method to approximate
the asymptotical distribution. We conduct simulation studies to evaluate the proposed
methods under different transformation models. We provide a detailed illustration with
the Mayo primary biliary cirrhosis (PBC) study (Fleming and Harrington 1991, pp.
359-75).
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Chapter 2
Checking Transformation Models
With Censored Data
2.1 Introduction
The proportional hazards model (Cox 1972) is commonly used in the analysis of survival
and related data. The proportional hazards assumption may be violated in practice,
and other models may provide more precise or more parsimonious summarization of
data. The class of transformation models is a broad generalization of the proportional
hazards model to allow various non-proportional hazards structures, such as proportional
odds (Bennett 1983; Pettitt 1984). This generalization can substantially enhance the
validity of inference and the accuracy of prediction. Transformation models have received
tremendous recent attention (e.g., Cheng, Wei and Ying 1995, 1997; Murphy, Rossini
and van der Vaart 1997; Scharfstein, Tsiatis and Gilbert 1998; Cai, Cheng and Wei 2002;
Chen, Jin and Ying, 2002; Tsodikov 2003; Kosorok, Lee and Fine 2004; Lu and Ying
2004; Lu and Tsiatis 2006; Zeng and Lin 2006, 2007).
The class of linear transformation models relates an unknown transformation of the
survival time T linearly to a p-vector of covariates X:
H(T ) = −βTX + ², (2.1)
where H(·) is an unspecified increasing function, β is a set of unknown regression param-
eters, and ² is a random error with a parametric distribution (Dabrowska and Doksum
1988; Kalbfleisch and Prentice 2002, p. 241). The choices of the extreme-value and
standard logistic error distributions yield the proportional hazards and proportional
odds models, respectively. Although it generalizes the proportional hazards model to
non-proportional hazards models, this class of models can only handle survival time
(i.e., single event) with time-independent covariates.
To accommodate time-dependent covariates and recurrent events, we use the counting
process N∗(t) to denote the number of events the subject has experienced by time t and
allow X to be a function of t. We then specify that the cumulative intensity function
for N∗(t) conditional on {X(s); s ≤ t} takes the form
Λ(t|X) = G
{∫ t
0
Y ∗(s)eβ
TX(s)dΛ(s)
}
, (2.2)
where G is a strictly increasing function, Y ∗(·) is an indicator process, and Λ(·) is an
unspecified increasing function (Zeng and Lin 2006). For survival data, Y ∗(t) = I(T ≥ t),
where I(·) is the indicator function; for recurrent events, Y ∗(·) = 1. We consider the class
of Box-Cox transformations G(x) = {(1 + x)ρ − 1}/ρ (ρ ≥ 0) with ρ = 0 corresponding
to G(x) = log(1 + x) and the class of logarithmic transformations G(x) = log(1 + rx)/r
(r ≥ 0) with r = 0 corresponding to G(x) = x. The choices of G(x) = x and G(x) =
log(1+ x) yield the proportional hazards/intensity model (Cox 1972; Andersen and Gill
1982) and the proportional odds model, respectively. If N∗(·) has a single jump at the
survival time T and X is time-independent, then equation (2.2) reduces to (2.1).
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The class of models as shown in (2.2) requires specifications of the following compo-
nents: (a) the functional forms of individual covariates; (b) the link function, i.e., the
exponential regression function; (c) the proportionality structure, i.e., the multiplicative
effect of the regression function within the transformation; and (d) the transformation
function G. Misspecifying any of these components can result in erroneous inference and
inaccurate prediction. Recent theoretical and methodological advances in transformation
models have heightened the importance of model assessment and model selection.
In this chapter, we introduce residuals for transformation models and construct
graphical and numerical procedures for model assessment based on the cumulative sums
of the residuals. These methods can be used to assess specific model components as well
as the overall fit of the model. A similar approach was taken by Lin, Wei and Ying (1993)
for the proportional hazards model with survival data and time-independent covariates.
The theoretical development is substantially more challenging for other transformation
models because of the nonlinearity of G(·) and the lack of an explicit expression for
the estimator of Λ. To aid the selection of appropriate models, we explore the use of
residual patterns in determining the nature of model misspecification. We assess the
performance of the proposed methods through extensive simulation studies and provide
a detailed illustration with a colon cancer study.
2.2 Methods
Let C denote the censoring time, which is assumed to be independent of N∗(·) con-
ditional on X(·). The at-risk process is Y (t) ≡ Y ∗(t)I(C ≥ t), and the observed
counting process is N(t) ≡ N∗(t ∧ C), where a ∧ b = min(a, b). The data consist of
n independent replicates of {N(t), Y (t), X(t); t ∈ [0, τ ]}, where τ denotes the endpoint
of the study. Under the class of models given in (2), the intensity function for Ni(t)
is Yi(t)e
βTXi(t)λ(t)G
′
{∫ t
0
Yi(s)e
βTXi(s)dΛ(s)
}
, where λ(t) = Λ
′
(t). Here and in the se-
quel, g′(x) = dg(x)/dx, and g′′(x) = d2g(x)/dx2. The log-likelihood function concerning
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parameters β and Λ(·) is given by
n∑
i=1
[∫ τ
0
log λ(t)dNi(t) +
∫ τ
0
logG
′
{∫ t
0
Yi(s)e
βTXi(s)dΛ(s)
}
dNi(t)
+
∫ τ
0
βTXi(t)dNi(t)−G
{∫ τ
0
Yi(t)e
βTXi(t)dΛ(t)
}]
. (2.3)
Let β̂ and Λ̂ denote the nonparametric maximum likelihood estimators (NPMLEs) of β
and Λ based on (2.3) (Zeng and Lin 2006).
Define
Mi(t; β,Λ) = Ni(t)−G
{∫ t
0
Yi(s)e
βTXi(s)dΛ(s)
}
, i = 1, . . . , n. (2.4)
When the assumed model holds and β and Λ are evaluated at their true values, the Mi’s
are zero-mean martingales. Replacing β and Λ with their NPMLEs β̂ and Λ̂ yields the
martingale residuals Mi(t; β̂, Λ̂). Since they characterize the differences between the ob-
served and model-predicted numbers of events, the martingale residuals are informative
about model misspecification. One can plot these residuals against certain coordinates
(e.g., covariates and time) to check various model components.
To develop more objective and more informative model-checking techniques, we study
the cumulative sums, or more generally the moving sums, of martingale residuals. To
assess the overall fit of the model, we consider the process
Wo(x, t; b) = n
−1/2
n∑
i=1
∫ t
0
I(x− b < Xi(u) ≤ x)dMi(u; β̂, Λ̂),
where b is a p-vector of constants. To check the functional form of X(j), the jth compo-
nent of X, we consider the process
W (j)c (x, t; b) = n
−1/2
n∑
i=1
∫ t
0
I(x− b < Xji(u) ≤ x)dMi(u; β̂, Λ̂),
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where b is a scalar constant, and Xji is the jth component of Xi. To check the link
function and the transformation function, we consider the processes
Wl(x, t; b) = n
−1/2
n∑
i=1
∫ t
0
I(x− b < β̂TXi(u) ≤ x)dMi(u; β̂, Λ̂),
and
Wtr(x, t; b) = n
−1/2
n∑
i=1
∫ t
0
I(x− b <
∫ u
0
Yi(s)e
bβTXi(s)dΛ̂(s) ≤ x)dMi(u; β̂, Λ̂),
respectively. To check the proportionality assumption for X(j), we consider the process
W (j)p (t) = n
−1/2
n∑
i=1
∫ t
0
X˜ji(u, β̂, Λ̂)dMi(u; β̂, Λ̂),
where X˜ji(t, β,Λ) is the jth component of
X˜i(t, β,Λ) ≡ ∂
∂β
log λ(t|Xi) ≡ Xi(t)+
G
′′
(
∫ t
0
Yi(s)e
βTXi(s)dΛ(s))
G′(
∫ t
0
Yi(s)eβ
TXi(s)dΛ(s))
∫ t
0
Yi(s)Xi(s)e
βTXi(s)dΛ(s).
In the sequel, we may suppress the superscript (j) when we are interested in a specific
covariate or when we wish to refer to the collection of the processes over all j. We refer to
Wp(·) as the score process because it pertains to the score function for β. In the special
case of the proportional hazards model with time-independent covariates, Wo(x, t;∞),
Wc(x, t;∞), Wl(x, t;∞) and Wp(t) reduce to the processes studied by Lin et al. (1993).
All the aforementioned processes are special cases of the multi-parameter process
Wn(x, t; b) = n
−1/2
n∑
i=1
∫ t
0
f1(X i(u); β̂, Λ̂)I(x− b < f2(X i(u); β̂, Λ̂) ≤ x)dMi(u; β̂, Λ̂),
where f1 and f2 are known smooth functions, and X i(t) = {Xi(s) : s ≤ t}. We show in
Appendix that, under model (2.2), Wn(x, t; b) converges weakly to a zero-mean Gaussian
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process and is asymptotically equivalent to the process
W˜n(x, t; b) =
√
n(Pn−P0)
[∫ t
0
f1(X(u); β0,Λ0)I(x− b < f2(X(u); β0,Λ0) ≤ x)dM(u; β0,Λ0)
+(Sβ0 , SΛ0)I
−1
β0,Λ0
(P0h1(Y,X; x, t, b; β0,Λ0),P0h2(Y,X; ·, x, t, b; β0,Λ0))
]
,
where Sβ0 and SΛ0 are, respectively, the score operators for β and Λ at the true parameter
values (β0,Λ0), Iβ0,Λ0 is the information operator at (β0,Λ0), h1 and h2 are defined in
Theorem 1 of Appendix, and Pn and P0 are, respectively, the empirical measure and the
expectation under the true model.
We use Monte Carlo simulation to evaluate the null distribution ofWn(x, t; b). Define
Ŵn(x, t; b) = n
−1/2
n∑
i=1
{∫ t
0
f1(Xi(u); β̂, Λ̂)I(x− b < f2(X i(u); β̂, Λ̂) ≤ x)dMi(u; β̂, Λ̂) + Si
}
Qi,
where the Qi are standard normal random variables, and the Si are calculated in the fol-
lowing way. Let t1, . . . , tk be the distinct observed event times. We treat β and the jump
sizes of Λ(·) at (t1, . . . , tk) as the parameters. We calculate the score vector for these pa-
rameters for the ith subject, denoted by li, and the observed information matrix for these
parameters, denoted by In. Let h1n(x, t, b) = Pnh1(Y,X;x, t, b; β̂, Λ̂) and let h2n(x, t, b)
be a k-dimensional vector with the ith component being Pnh2(Y,X; ti, x, t, b; β̂, Λ̂). Then
Si = l
T
i I
−1
n (h
T
1n(x, t, b), h
T
2n(x, t, b))
T. We show in Appendix that the conditional distri-
bution of Ŵn(x, t; b) given the observed data {Ni(t), Yi(t), Xi(t); t ∈ [0, τ ], i = 1, . . . , n}
has the same limiting distribution as W˜n(x, t; b). To approximate the null distribution of
Wn(x, t; b), we simulate a number of realizations from Ŵn(x, t; b) by repeatedly generat-
ing the normal random sample (Q1, . . . , Qn) while fixing the data {Ni(t), Yi(t), Xi(t); t ∈
[0, τ ], i = 1, . . . , n} at their observed values.
The above results enable us to construct goodness-of-fit tests. For example, we can
use omnibus statistic supx,t |Wo(x, t; b)| to assess the overall fit of the model and use
supx |W (j)c (x,∞; b)| or supx,t |W (j)c (x, t; b)| to test the adequacy of the functional form
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of X(j). Likewise, we can use supx |Wl(x,∞; b)| or supx,t |Wl(x, t; b)| to check the link
function and use supx |Wtr(x,∞; b)| or supx,t |Wtr(x, t; b)| to check the transformation
function. We normally set b = ∞ and suppress this argument. In addition, we can use
supt |W (j)p (t)| to test the proportionality assumption for X(j). To calculate the p-value
of a supremum test, we generate a large number of realizations of the test statistic from
its null distribution through the aforementioned Monte Carlo procedure. We can also
visually assess how unusual an observed residual process is by plotting it against a few,
say 20, realizations from the simulated process. We establish the consistency of the
supremum tests in Appendix.
Remark 1. If there is only a single covariate in the model, then the functional form
of the covariate is the same assumption as the link function. If the true model is propor-
tional odds and the assumed model is proportional hazards, then we may say that the
proportional hazards assumption fails or that the transformation function is misspecified.
Thus, testing functional forms of covariates is related to testing the link function, and
testing the proportionality assumption is related to testing the transformation function.
If a goodness-of-fit procedure reveals model misspecification, then the next step is
to identify the nature of the misspecification and to correct the misspecification. To
this end, it is helpful to ascertain the residual patterns under various forms of model
misspecification. Figure 2.1 displays the mean functions for the moving sums of residuals
when the functional form of the covariate is misspecified. The trends are the same for
all transformation models. By comparing the observed residual pattern with those of
Figure 2.1, one may find a more appropriate functional form for a covariate. Figure
2.2 shows the mean functions of the signed score processes (i.e., W
(j)
p times the sign of
β̂(j)) under the Box-Cox and logarithmic transformations. When the observed curve is
concave, we should use a smaller ρ or a larger r; when the observed curve is convex, we
should use a larger ρ or smaller r. Figure 2.3 shows the mean functions of Wtr(·,∞)
under the Box-Cox and logarithmic transformations. When the observed curve is convex
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and below zero and then concave and above zero, we should use a smaller ρ or a larger r;
when the observed curve is concave and above zero and then convex and below zero, we
should use a larger ρ or a smaller r. Note that Figure 2.2 applies to specific components
of X whereas Figure 2.3 applies to the argument of G.
2.3 Simulation Studies
We conducted extensive simulation studies to evaluate the performance of the proposed
supremum tests. We considered a variety of transformation models for survival data and
recurrent events data. In all simulation settings, we set b =∞ and used 2000 replicates.
Our first set of studies was aimed at assessing the type I error of the supremum tests.
We generated survival times and recurrent event times from the transformation model
Λ(t|X) = G(t exp(−X1 + .2X2)), where X1 is Bernoulli with 0.5 success rate, and X2 is
the sum of X1 and a standard normal variable. We generated censoring times from the
uniform (1.5, 5) distribution and set τ = 3. As shown in Table 2.1, all the supremum
tests have proper type I error, especially for n = 200.
Because there are no other goodness-of-fit tests for transformation models, we com-
pared the power of the supremum tests against Wald tests in situations where the latter
might be used. Wald tests are optimal against nested alternatives, but are inappropriate
for non-nested alternatives. To illustrate this point, we compared the supremum tests to
Wald tests in two simulation settings. In the first setting, we generated survival times and
recurrent event times from the transformation model Λ(t|X) = G(t exp(.4X − .1X2)),
where X takes values 0–9 with the same probability, and we generated censoring times
from the uniform (0, τ) distribution. In the second setting, the true functional form
of X is exp{3(X − 5)}/[1 + exp{3(X − 5)}] and β=3.5. In both settings, we per-
formed the Wald test of the null hypothesis of β2 = 0 under the model Λ(t|X) =
G(Λ0(t) exp(β1X + β2X
2)). As shown in Tables 2.2 and 2.3, the proposed supremum
tests have reasonable power (relative to the Wald test) in the first setting and is much
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more powerful than the Wald test in the second setting.
One can use the Wald statistic to detect nonproportionality in the form of an inter-
action between covariate and time. Such a Wald test will be optimal if the form of the
interaction is correctly specified but may have poor power if the form is incorrectly spec-
ified. To illustrate this point, we considered two simulation settings. In the first setting,
we generated survival times from the model Λ(t|X) = G(∫ t
0
exp(.2X + .2X ∗ log(s))ds),
where X takes values 0-9 with the same probability, and we generated censoring times
from the uniform (0, 3) distribution. The second setting was the same as the first except
that Λ(t|X = x) = G(∫ t
0
exp(−.1x−.5x∗sin(2∗s))ds). In both settings, we used the Wald
statistic to test the hypothesis of β2 = 0 under Λ(t|X) = G(
∫ t
0
exp(β1X+β2X∗log(s))ds).
As shown in Table 2.4, the supremum test has reasonable power (relative to the Wald
test) in the first setting and is much more powerful than the Wald test in the second
setting.
2.4 Example
Lin (1994) described a colon cancer study conducted to assess the efficacy of adjuvant
therapy on the recurrence of cancer and death for patients with resected colon cancer. In
the study, 315, 310 and 304 patients with stage C disease received observation, levamisole
alone and levamisole combined with 5-fluorouracil (Lev+5-FU), respectively. By the end
of the study, 155 patients in the observation group, 144 in the levamisole alone group
and 103 in the Lev+5-FU group had recurrences of cancer, and there were 114, 109 and
78 deaths in the observation, levamisole alone and Lev+5-FU groups, respectively. For
this illustration, we are concerned with the time to cancer recurrence. The patients with
missing covariates (15 patients) or nodes=0 (1 patient) are excluded from the analysis.
Following Lin (1994), we focus on the comparison between the observation and
Lev+5-FU groups and exclude the levamisole alone group. We consider four covariates,
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treatment (1=Lev+5-FU; 0=observation), number of days from surgery to randomiza-
tion, depth of invasion, and number of nodes. Treatment and depth of invasion are
binary, whereas number of days and number of nodes are continuous.
We start with the proportional hazards model. The supremum tests supx |Wc(x,∞)|
for checking the functional forms of number of days and number of nodes have p-values of
.19 and .007, which indicates that number of nodes on its original scale is inappropriate.
After comparing the observed cumulative residual pattern with those of Figure 2.1, we
pick the log transformation for number of nodes. Then the p-value of the supremum test
is increased to .66. The supremum tests for checking the proportionality of treatment,
number of days, depth and log(number of nodes) have p-values of .72, .39, .70 and .011,
respectively, indicating nonproportional hazards for log(number of nodes). Figure 2.4
displays the score process for log(number of nodes). The observed curve is concave and
above zero. According to Figure 2.2, it will be more appropriate to use a Box-Cox
transformation with ρ < 1 or a logarithmic transformation with r > 0. Figure 2.5 shows
the plot of the cumulative sum of residuals Wtr(·,∞). The observed curve is convex
and below zero at the beginning and then becomes concave and above zero, which (in
comparison with Figure 2.3) also suggests the use of a Box-Cox transformation with
ρ < 1 or a logarithmic transformation with r > 0. The omnibus test supx,t |Wo(x, t)| has
a p-value of 0.16.
We consider the classes of Box-Cox and logarithmic transformations. The log-
likelihood values are −1735.70, −1734.09, −1733.03, −1732.71, −1732.35, −1733.31 for
the Box-Cox transformations with ρ = 2, 1, .5 and the logarithmic transformations with
r = .5, 1, 2, respectively. According to the AIC criterion, we choose the logarithmic
transformation with r=1, i.e., the proportional odds model. We then assess the ade-
quacy of this model using the proposed goodness-of-fit methods. The supremum tests
supx |Wc(x,∞)| and supx,t |Wc(x, t)| yield p-values of .30 and .50 for the functional form
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of number of days and p-values of .028 and .030 for number of nodes. Thus, the func-
tional form for number of nodes is problematic. The p-values for the link-function tests
supx |Wl(x,∞)| and supx,t |Wl(x, t)| have p-values of .27 and .50. Figure 2.6 plots the
cumulative sum of residuals for number of nodes. The observed pattern resembles the
black dashed curve of Figure 2.1(a), suggesting the log transformation. After the log
transformation, the two supremum tests for the functional form of number of nodes have
p-values of .44 and .42, and the two tests for the link function have p-values of .50 and
.84. The supremum tests for the proportionality assumption have p-values of .81, .40,
.39 and .22 for treatment, number of days, depth of invasion and log(number of nodes),
respectively. Thus, the proportionality assumption is reasonable. The transformation
function is also reasonable, the p-values of the supremum tests supx |Wtr(x,∞)| and
supx,t |Wtr(x, t)| being .50 and .73, respectively. The omnibus test supx,t |Wo(x, t)| has a
p-value of 0.61.
Table 2.5 contrasts the estimation results under the proportional hazards model and
the selected proportional odds model. Although the levels of statistical significance for
the four regression parameters are similar between the two models, the interpretations
of the regression effects are very different under the proportional odds model versus
the proportional hazards model. Also, the logarithmic transformation entails a different
interpretation for the effect of number of nodes than the original scale.
2.5 Discussion
Our work fills some important gaps in the existing literature on goodness-of-fit methods
for the proportional hazards model. For example, there does not exist any method for
checking the functional forms of time-dependent covariates. Also, the behaviors of the
cumulative sums of martingale residuals under misspecified proportional hazards models
have never been investigated before.
Due to the potential nonlinearity of G and the lack of an explicit form for Λ̂, it is
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much more difficult to establish the weak convergence of the cumulative-sum processes
and the consistency of the supremum tests for general transformation models than for
the proportional hazards model. In the special case of the proportional hazards model, it
is straightforward to show that the supremum tests supx |Wc(x,∞)| and supx |Wl(x,∞)|
are consistent against misspecification of the functional forms of covariates and misspec-
ification of the link function, respectively. For other members of the transformation
models, the consistency can only be established for supx,t |Wc(x, t)| and supx,t |Wl(x, t)|.
Simulation results, such as those shown in Table 2.3, reveal that supx |Wc(x,∞)| is more
powerful than supx,t |Wc(x, t)| for the proportional hazards model and its neighbors, but
is less powerful than the latter for the proportional odds model and logarithmic trans-
formations with r > 1.
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Table 2.1: Type I error of the supreme tests and omnibus test at the 5% significance
level with n=200 (100)
Survival Data
Box-Cox logarithmic
ρ = .5 1 2 r = .5 1 2
supx,t |W (2)c (x, t)| .052 (.056) .042 (.050) .054 (.046) .055 (.056) .055 (.071) .055 (.085)
supx |W (2)c (x,∞)| .051 (.056) .046 (.046) .055 (.056) .054 (.065) .053 (.066) .053 (.078)
supx,t |Wl(x, t)| .042 (.066) .042 (.049) .039 (.041) .045 (.062) .054 (.072) .056 (.084)
supx |Wl(x,∞)| .042 (.059) .038 (.057) .040 (.051) .040 (.056) .053 (.076) .059 (.089)
supt |W (1)p (t)| .052 (.063) .053 (.068) .054 (.068) .054 (.056) .049 (.051) .047 (.053)
supt |W (2)p (t)| .044 (.049) .049 (.052) .058 (.049) .044 (.048) .049 (.052) .049 (.050)
supx,t |Wtr(x, t)| .054 (.051) .047 (.049) .050 (.056) .050 (.049) .049 (.056) .072 (.077)
supx |Wtr(x,∞)| .045 (.048) .042 (.052) .051 (.055) .047 (.044) .045 (.056) .067 (.078)
supx,t |Wo(x, t)| .056 (.059) .047 (.054) .054 (.047) .054 (.059) .055 (.070) .064 (.079)
Recurrent Event Data
Box-Cox logarithmic
ρ = .5 1 2 r = .5 1 2
supx,t |W (2)c (x, t)| .050 (.049) .045 (.047) .048 (.049) .047 (.049) .049 (.047) .048 (.046)
supx |W (2)c (x,∞)| .050 (.053) .046 (.055) .061 (.055) .051 (.047) .053 (.050) .046 (.048)
supx,t |Wl(x, t)| .059 (.049) .046 (.046) .048 (.042) .049 (.059) .056 (.054) .050 (.050)
supx |Wl(x,∞)| .059 (.052) .041 (.043) .057 (.044) .054 (.046) .059 (.057) .047 (.054)
supt |W (1)p (t)| .049 (.053) .046 (.048) .043 (.044) .046 (.053) .058 (.059) .051 (.060)
supt |W (2)p (t)| .047 (.054) .042 (.043) .046 (.039) .044 (.043) .057 (.048) .046 (.053)
supx,t |Wtr(x, t)| .057 (.058) .055 (.049) .043 (.045) .057 (.054) .058 (.060) .068 (.086)
supx |Wtr(x,∞)| .052 (.054) .055 (.045) .037 (.047) .059 (.055) .060 (.061) .053 (.068)
supx,t |Wo(x, t)| .049 (.052) .045 (.046) .048 (.047) .048 (.049) .051 (.048) .046 (.044)
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Table 2.2: Power of the supremum and Wald tests at the 5% significance level against
the omission of a squared term
Survival Data
Box-Cox(n=100) logarithmic(n=200)
ρ = .5 1 2 r = .5 1 2
τ 3.7 2.2 1.2 1.0 1.4 3.0
supx,t |Wc(x, t)| .651 .692 .695 .717 .687 .598
supx |Wc(x,∞)| .784 .780 .742 .723 .662 .557
Wald .901 .903 .894 .887 .897 .896
Recurrent Events Data
Box-Cox(n=100) logarithmic(n=200)
ρ = .5 1 2 r = .5 1 2
τ 3.7 2.2 1.2 1.0 1.4 3.0
supx,t |Wc(x, t)| .819 .838 .790 .751 .719 .579
supx |Wc(x,∞)| .861 .916 .904 .790 .697 .522
Wald .980 .989 .989 .934 .941 .945
Note: supx,t |Wc(x, t)| is the same as supx,t |Wo(x, t)| when there is only one covariate.
Table 2.3: Power of the supremum and Wald tests at the 5% significance level against a
logistic functional form of the covariate
Box-Cox(n=100) logarithmic(n=200)
ρ = .5 1 2 r = .5 1 2
τ 3 3 1 1.5 2 2
censoring 17% 13% 24% 26% 27% 36%
supx,t |Wc(x, t)| .764 .885 .941 .952 .841 .490
supx |Wc(x,∞)| .841 .949 .984 .962 .825 .421
Wald .192 .261 .120 .155 .174 .141
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Table 2.4: Power of the supremum and Wald tests against nonproportionality
Λ(t|X) = G(∫ t
0
exp(.2X + .2X ∗ log(s))ds)
Box-Cox (n = 100) logarithmic (n = 100)
ρ = .5 1 2 r = .5 1 2
supt |W (1)p (t)| .742 .784 .792 .688 .605 .604
Wald .889 908 .917 .868 .818 .728
Λ(t|X) = G(∫ t
0
exp(−.1X − .5X ∗ sin(2 ∗ s))ds)
Box-Cox (n = 100) logarithmic (n = 200)
ρ = .5 1 2 r = .5 1 2
supt |W (1)p (t)| .900 .944 .949 .993 .959 .752
Wald .369 .460 .512 .499 .345 .192
Table 2.5: Analysis of the colon cancer data under the proportional hazards and propor-
tional odds models
Proportional hazards model Proportional odds model
Parameter Est SE Est/SE p-value Est SE Est/SE p-value
Treatment −.504 .128 −3.926 <.001 −.637 .165 −3.852 <.001
Number of days −.013 .010 −1.388 .165 −.015 .013 −1.189 .234
Depth −.719 .229 −3.144 .002 −.977 .269 −3.628 <.001
Log(# nodes) .557 .076 7.356 <.001 .754 .100 7.507 <.001
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Figure 2.1: The mean functions of the moving sums of residuals Wc(·,∞; b) with two
different values of b when the function form of the covariateX is misspecified: (a) the true
linear predictor γ logX is misspecified as β1X; (b) the true linear predictor β1X + γX
2
is misspecified as β1X; (c) the true linear predictor β1X+β2X
2+γX3 is misspecified as
β1X + β2X
2; (d) the true linear predictor γI(X > 0.5) is misspecified as β1X. We set
X to be uniform(0, 1) and γ=1. The black and gray solid curves correspond to b = ∞
and b = 0.5 under the proportional hazards model. The black and gray dashed curves
correspond to b =∞ and b = 0.5 under the proportional odds model. The trends remain
the same for other transformation models. The gray curves are shifted downward slightly
to avoid overlaps with the black curves for X < 0.5. The curves will look upside down
under γ = −1.
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Figure 2.2: The mean functions of the score processes under Λ(t|X) = G(Λ(t) exp(βX)):
(a) Box-Cox transformation with ρ = 2; (b) Box-Cox transformation with ρ = 1; (c)
logarithmic transformation with r = 1; and (d) logarithmic transformation with r = 2.
In each panel, the curves, as shown from top to bottom, pertain to the fitted models
with ρ = 2, 1, and 0.5 and r = 0.5, 1 and 2 in that order. We set X to be uniform (0,9)
and β = −0.2. The curves pertain to Wp(·) times the sign of β̂.
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Figure 2.3: The mean functions of the cumulative sums of residuals Wtr(·,∞) under
Λ(t|X) = G(Λ(t) exp(βTX)): (a) Box-Cox transformation with ρ = 2; (b) Box-Cox
transformation with ρ = 1; (c) logarithmic transformation with r = 1; and (d) logarith-
mic transformation with r = 2. In each panel, the curves, as shown from bottom to top
before crossing, pertain to the fitted models with ρ = 2, 1, and 0.5 and r = 0.5, 1 and 2
in that order. We set X to be uniform (0,9) and β = 1.0.
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Figure 2.4: Plot of the signed score process versus time for log(number of nodes) in the
colon cancer data: the observed pattern is shown by the solid curve while 20 simulated
realizations from the null distribution are shown in dotted curves.
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Figure 2.5: Plot of the cumulative sum of residuals Wtr(·,∞) in the colon cancer data:
the observed pattern is shown by the solid curve while 20 simulated realizations from
the null distribution are shown in dotted curves.
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Figure 2.6: Plot of the cumulative martingale residuals for the functional form of number
of nodes in the colon cancer data: the observed pattern is shown by the solid curve while
20 simulated realizations from the null distribution are shown in dotted curves.
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2.6 Appendix
Weak Convergence of Wn(x, t; b)
We impose the following conditions.
Condition 1. With probability one, X(·) is left continuous with right limits, and
there exist constants K1 and K2 such that X(·) is bounded by K1 and its total variation
is bounded by K2.
Condition 2. There exists some δ > 0 such that {f1(X(t); β,Λ); t ∈ [0, τ ], β ∈
U(β0),Λ ∈ U(Λ0)} is a uniformly bounded P0-Donsker class and {f2(X(t); β,Λ); t ∈
[0, τ ], β ∈ U(β0),Λ ∈ U(Λ0)} is a P0-Donsker class, where U(β0) = {β : |β − β0| < δ}
and U(Λ0) = {Λ : supt∈[0,τ ] |Λ(t)
− Λ0(t)| < δ}.
Condition 3. With probability one, there exist constants K1 and K2 such that
f1(X(t); β0,Λ0) has total variation bounded by K1, and I(x− b < f2(X(t); β0,Λ0) ≤ x)
as a process indexed by t has total variation bounded by K2 for all x and b.
Condition 4. suptE|f1(X(t); βn,Λn)−f1(X(t); β0,Λ0)| → 0 and supx,tE|I(f2(X(t); βn,
Λn) ≤ x)− I(f2(X(t); β0,Λ0) ≤ x)| → 0 as βn → β0 and Λn → Λ0 in l∞[0, τ ].
Remark A.1. Condition 1 is a slightly stronger version of the first part of Condition 2
of Zeng and Lin (2006). Conditions 2 and 3, which ensure the uniform weak convergence,
are satisfied by all the processes considered in this paper. Condition 4 pertains to
continuity requirements on the functions f1 and f2. The continuity condition for f1 is
satisfied by all the processes of this paper. Since f2 does not involve β̂ in the processes
W0, Wc and Wp, the continuity condition for f2 is automatically satisfied. It can be
shown that this condition is satisfied for the processes Wl and Wtr if there is at least one
continuous covariate.
The asymptotic properties of Wn(x, t; b) are stated Theorem 1. Some intermediate
results used in the proof of this theorem are given in two lemmas at the end of this
section.
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Theorem 1. Suppose that model (2.2) holds. Under Conditions 1-4 and the conditions
of Zeng and Lin (2006), Wn(x, t; b) converges weakly to a zero-mean Gaussian process in
the metric space l∞(Rq × [0, τ ]×Rq), and is asymptotically equivalent to the following
process
√
n(Pn − P0)
[∫ t
0
f(X(u);x, b, β0,Λ0)dM(u; β0,Λ0)
+(Sβ0 , SΛ0)I
−1
β0,Λ0
(P0h1(Y,X; x, t, b; β0,Λ0),P0h2(Y,X; ·, x, t, b; β0,Λ0))
]
,
where q is the dimension of f2, f(X(t); x, b, β,Λ) = f1(X(t); β,Λ)I(x−b < f2(X(t); β,Λ) ≤
x),
h1(Y,X;x, t, b; β,Λ)
= −
∫ t
0
[
f(X(u);x, b, β,Λ)G
′′
(A(Y,X;u))Y (u)eβ
T
0 X(u)
∫ u
0
Y (s)X(s)eβ
T
0 X(s)dΛ0(s)
]
dΛ0(u)
−
∫ t
0
[
f(X(u);x, b, β,Λ)G
′
(A(Y,X;u))Y (u)X(u)eβ
T
0 X(u)
]
dΛ0(u),
h2(Y,X; v, x, t, b; β,Λ)
= −Y (v)eβT0 X(v)
∫ t
0
[
f(X(u); x, b, β,Λ)G
′′
(A(Y,X;u))Y (u)eβ
T
0 X(u)I(u ≥ v)
]
dΛ0(u)
−I(v ≤ t)f(X(v);x, b, β,Λ)Y (v)eβT0 X(v)G′(A(Y,X; v)),
and A(Y,X; t) =
∫ t
0
Y (s)eβ
T
0 X(s)dΛ0(s).
Proof. Define
g =
∫ t
0
f(X(u);x, b, β0,Λ0)dM(u; β0,Λ0),
ĝn =
∫ t
0
f(X(u);x, b, β̂, Λ̂)dM(u; β̂, Λ̂),
g1n =
∫ t
0
f(X(u);x, b, β0,Λ0)dM(u; β̂, Λ̂),
g2n =
∫ t
0
f(X(u);x, b, β̂, Λ̂)dM(u; β0,Λ0).
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Since P0g2n = 0 with probability one, Wn(x, t, b) can be written as
√
n(Pn − P0)(ĝn − g) +
√
n(Pn − P0)g +
√
nP0(g1n − g) +
√
nP0{(ĝn − g2n)− (g1n − g)}. (2.5)
The first term in (2.5) converges uniformly to 0 in probability because, as stated in
Lemma 1,
∫
(ĝn − g)2dP p→ 0 uniformly in x, b and t and because ĝn and g belong to a
P0-Donsker class under Conditions 1-2, which is justified as follows. By Lemma 4.1 of
Kosorok (2008), {X(t); t ≥ 0} is a P0-Donsker class under Condition 1. It is also clear
that {N(t); t ≥ 0}, {Y (t); t ≥ 0} and {Λ(t); t ≥ 0} are P0-Donsker classes. Because∫ t
0
Y (s)e
bβTX(s)dΛ̂(s) belongs to F (P,2), where F (P,2) denotes the pointwise and L2(P )
closure of the class
{ m∑
i=1
I(ti ≤ t)Y (ti)eβTX(ti)(Λ(ti)− Λ(ti−1)); t ∈ [0, τ ],m > 0, 0 = t0 <
t1 < . . . < tm = τ, β ∈ U(β0),Λ ∈ U(Λ0)
}
, the function
∫ t
0
Y (s)e
bβTX(s)dΛ̂(s) belongs to a
P0-Donsker class by the preservation properties of P0-Donsker class (van der Vaart and
Wellner 1996, ch2.10). Since G has continuous first derivatives, G(
∫ t
0
Y (s)e
bβTX(s)dΛ̂(s))
belongs to a P0-Donsker class. Therefore, M(t, β̂, Λ̂) belongs to a P0-Donsker class and
has uniformly bounded total variation. By the same arguments of the pointwise closure,
we then conclude that ĝn belongs to a P0-Donsker class.
The second term in (2.5) converges weakly to a zero-mean Gaussian process in
l∞(Rq × [0, τ ]×Rq) since g also belongs to a P0-Donsker class.
To study the last two terms in (2.5), we define G˜(t; β,Λ) = G
{∫ t
0
eβ
TX(s)dΛ(s)
}
.
Then the third and fourth terms in (2.5) can be written as
√
nP0
∫ t
0
f(X(u); x, b, β0,Λ0)Y (u){dG˜(u; β̂, Λ̂)− dG˜(u; β0,Λ0)}, (2.6)
and
√
nP0
∫ t
0
{f(X(u);x, b, β̂, Λ̂)− f(X(u);x, b, β0,Λ0)}Y (u){dG˜(u; β̂, Λ̂)− dG˜(u; β0,Λ0)}, (2.7)
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respectively. Under Condition 1,
∫ t
0
eβ
TX(s)dΛ(s) is Hardamard differentiable with re-
spect to (β,Λ) for almost every path of X(·). By the chain rule, G˜(t; β,Λ) is Hardamard
differentiable. It then follows from the weak convergence of
√
n(β̂−β0, Λ̂−Λ0) (Zeng and
Lin 2006) that
√
n{G˜(t; β̂, Λ̂) − G˜(t; β0,Λ0)} −
√
nG˜
′
β0,Λ0
(β̂ − β0, Λ̂ − Λ0)(t) converges
to 0 in probability uniformly in t ∈ [0, τ ], where G˜′β0,Λ0 is the Hadamard derivative
of G˜(·; β,Λ) at (β0,Λ0). It follows from Conditions 2-4 and integration by part that
√
nP0
∫ t
0
f(X(u);x, b, β,Λ)Y (u){dG˜(u; β̂, Λ̂) − dG˜(u; β0,Λ0)} is asymptotically equiva-
lent to
√
nP0
∫ t
0
f(X(u);x, b, β,Λ)Y (u)d{G˜′β0,Λ0(β̂ − β0, Λ̂− Λ0)}
=
√
n(β̂ − β0)TP0h1(Y,X;x, t, b; β,Λ) +
√
n
∫ τ
0
P0h2(Y,X;u, x, t, b; β,Λ)d(Λ̂− Λ0)(u)
uniformly in x ∈ Rq, b ∈ Rq, t ∈ [0, τ ], β ∈ U(β0) and Λ ∈ U(Λ0). Thus, (4.4) and (2.7)
are asymptotically equivalent to
√
n(β̂ − β0)TP0h1(Y,X;x, t, b; β0,Λ0) +
√
n
∫ τ
0
P0h2(Y,X;u, x, t, b; β0,Λ0)d(Λ̂− Λ0)(u), (2.8)
and
√
n(β̂ − β0)TP0(h1(Y,X; x, t, b; β̂, Λ̂)− h1(Y,X; x, t, b; β0,Λ0))
+
√
n
∫ τ
0
P0(h2(Y,X;u, x, t, b; β̂, Λ̂)− h2(Y,X;u, x, t, b; β0,Λ0))d(Λ̂− Λ0)(u),(2.9)
respectively. Because
√
n((β̂−β0)Th˜1+
∫ τ
0
h˜2(u)d(Λ̂−Λ0)(u)) is asymptotically equivalent
to
√
n(Pn −P0)(Sβ0 , SΛ0)I−1β0,Λ0(h˜1, h˜2(·)) for all (h˜1, h˜2(·)) ∈ Rp ×F , where F = {w(t) :
‖w‖BV [0,τ ] ≤ 1} and ‖w‖BV [0,τ ] denotes the total variation of w(·) in [0, τ ] (Zeng and Lin
2006), (2.8) is further asymptotically equivalent to
√
n(Pn − P0)(Sβ0 , SΛ0)I−1β0,Λ0(P0h1(Y,X; x, t, b; β0,Λ0),P0h2(Y,X; ·, x, t, b; β0,Λ0)).
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Under Condition 4,
sup
x,t,b
|P0(h1(Y,X;x, t, b; β̂, Λ̂)− h1(Y,X;x, t, b; β0,Λ0))| p→ 0,
sup
u,x,t,b
|P0(h2(Y,X;u, x, t, b; β̂, Λ̂)− h2(Y,X;u, x, t, b; β0,Λ0))| p→ 0.
Hence, (2.9) converges uniformly to zero by Lemma 2.
Combining the above results, we complete the proof of Theorem 1.
Lemma 1. Under Conditions 1-4,
∫
(ĝn − g)2dP p→ 0 uniformly for x ∈ Rq, b ∈ Rq
and t ∈ [0, τ ].
Proof. For any x ∈ Rq, b ∈ Rq and t ∈ [0, τ ],
E|ĝn − g|
= E
∣∣∣∣∫ t
0
f(X(u);x, b, β̂, Λ̂)dM(u; β̂, Λ̂)−
∫ t
0
f(X(u); x, b, β0,Λ0)dM(u; β0,Λ0)
∣∣∣∣
≤
∫ t
0
[E|f(X(u);x, b, β̂, Λ̂)− f(X(u);x, b, β0,Λ0)|2]1/2[E|dM(u; β̂, Λ̂)|2]1/2
+E
∣∣∣∣ 1√n
∫ t
0
f(X(u);x, b, β0,Λ0)Y (u)d{
√
n(G˜(u; β̂, Λ̂)− G˜(u; β0,Λ0))}
∣∣∣∣ . (2.10)
Under Conditions 3 and 4, supx,u,b[E|f(X(u); x, b, β̂, Λ̂)− f(X(u);x, b, β0,Λ0)|2]1/2 p→ 0.
In addition,
E|dM(u; β̂, Λ̂)|2 ≤ K
(
E[dN(u)] + E
[{
G
′
(
∫ u
0
e
bβTX(s)dΛ̂(s))ebβTX(s)}2] (dΛ̂(u))2)
for some constant K. Thus, the first term on the right-hand side of the inequality in
(2.10) converges uniformly to 0 in probability.
As shown in the proof of Theorem 1, G˜(u; β,Λ) is Hadamard differentiable with re-
spect to (β,Λ). By the functional delta-method,
√
n{G˜(u; β̂, Λ̂)−G˜(u; β0,Λ0)} converges
weakly to a zero-mean Gaussian process in the metric space l∞(F) for almost every path
of X(·). It can be verified that there exists a constant K such that f(X(u);x, b, β0,Λ0)
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has total variation bounded byK for all x and b. Thus, the second term on the right-hand
side of the inequality in (2.10) converge uniformly to 0 in probability.
It is easy to show that ĝn and g are uniformly bounded by K(N(τ)+1) in probability
for some constant K. Thus,
E|ĝn − g|2 ≤ KE[(N(τ) + 1)|ĝn − g|]
≤ 2K2E[I(N(τ) > M)(N(τ) + 1)2] +K(M + 1)E[I(N(τ) ≤M)|ĝn − g|]
for every M > 0. Since E|ĝn − g| converges uniformly to 0 in probability,
lim sup
n
sup
x,t,b
E|ĝn − g|2 ≤ 2K2E[I(N(τ) > M)(N(τ) + 1)2].
We then obtain the result of Lemma 1 by letting M go to ∞.
Lemma 2. Let An(u, x, t, b) be stochastic processes with supu,x,t,b |An(u, x, t, b)| p→ 0.
Then
√
n
∫ τ
0
An(u, x, t, b)d(Λ̂− Λ0)(u) converges uniformly to 0 in probability.
Proof. Clearly,
sup
x,t,b
∣∣∣∣√n ∫ τ
0
An(u, x, t, b)d(Λ̂− Λ0)(u)
∣∣∣∣ ≤ sup
u,x,t,b
|An(u, x, t, b)|
∫ τ
0
|√nd(Λ̂− Λ0)(u)|.(2.11)
Note that supu,x,t,b |An(u, x, t, b)| →p 0. In addition,
√
n(Λ̂ − Λ0) converges weakly to a
zero-mean Gaussian process with bounded total variation (Zeng and Lin 2006). By Slut-
sky’s lemma and Skorohod’s representation theorem, the right-hand side of the inequality
in (2.11) converges to 0 in probability. We then obtain the result of the lemma.
Convergence of β̂ and Λ̂ under Misspecified Models
Theorem 2. Assume that Conditions 2-4 of Zeng and Lin (2006) hold. Let pβ,Λ and
p0 denote the densities of {N(t), Y (t), X(t); t ∈ [0, τ ]} under the posited transformation
model (2.2) and under the true model, respectively. Assume that the Kullback-Leibler
information between them, i.e., P0 log(pβ,Λ/p0), has a unique maximizer (β∗,Λ∗) with Λ∗
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continuously differentiable in [0, τ ] and (β∗,Λ∗) in the interior of the parameter space.
Then the NPMLE (β̂, Λ̂) under posited transformation model converges to (β∗,Λ∗).
Proof. Using the arguments in Steps 1-2 of Zeng and Lin (2006), we obtain that for
every subsequence, there exists a further subsequence such that β̂ → β˜ and Λ̂→ Λ˜. The
theorem is proved if we can show that β˜ = β∗ and Λ˜(t) = Λ∗(t) for t ∈ [0, τ ].
Define
Λ∗n(t) = n
−1
∫ t
0
n∑
i=1
dNi(s)
|φn(s; Λ∗, β∗)| ,
where φn is defined in Zeng and Lin (2006). Since it is the maximizer of P0 log pβ,Λ and
lies in the interior of the parameter space, (β∗,Λ∗) is a solution to the score equations
and thus
Λ∗(t) =
∫ t
0
EdN(s)
φ(s; Λ∗, β∗)
, (2.12)
where
φ(t; Λ, β) = E
{
Y (t)eβ
TX(t)
[
G
′
(∫ τ
0
Y (s)eβ
TX(s)dΛ
)
−
∫ τ
t
G
′′
G′
{∫ s
0
Y (u)eβ
TX(u)dΛ
}
dN(s)
]}
.
By the Glivenko-Cantelli theorem, Λ∗n converges to Λ
∗ uniformly.
Clearly, Pn(log pbβ,bΛ − log pβ∗,Λ∗n) ≥ 0. Taking limits on both sides and using the
arguments of Zeng and Lin (2006), we obtain P0 log peβ,eΛ ≥ P0 log pβ∗,Λ∗ . This result,
together with the condition that (β∗,Λ∗) is the unique maximizer of P0 log(pβ,Λ/p0),
implies that β∗ = β˜ and Λ∗ = Λ˜. The convergence of Λ̂(t)→ Λ∗(t) can be strengthened
to uniform convergence in t ∈ [0, τ ] by the continuity of Λ∗.
Remark A.2. As discussed in Kosorok et al. (2004), the maximizer of the Kullback-
Leibler information between the misspecified model and the true model is unique when
the misspecified model is close to the true model under some metric and the information
operator is continuously invertible.
Consistency of Supremum Tests
We assume throughout this section that the conditions of Theorem 2 hold. The
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following theorem states the consistency of the omnibus test.
Theorem 3. The omnibus test supx,t |Wo(x, t)| is consistent against the general alter-
native hypothesis that there do not exist a transformation function G, a vector β0 and
a function Λ0(·) such that Λ(t;x) ≡ Λ(t|X = x) = G(Λ0(t) exp(βT0 x)) for all t > 0 and
all x in the support of X.
Proof. It suffices to prove that the limit of supx,t |n−1/2Wo(x, t)| is nonzero under the
alternative hypothesis. By Theorem 2, β̂ → β∗ and Λ̂(t) → Λ∗(t). Thus, n−1/2Wo(x, t)
converges almost surely to
E
[∫ t
0
I(X ≤ x)Y (u){dΛ(u|X)− dG(eβ∗TXΛ∗(u))}
]
,
which will be nonzero for some t > 0 and x under the alternative.
Theorem 4 states the consistency of the supremum tests for the functional forms of
covariates.
Theorem 4. Assume that X has independent components and G
′
(0) 6= 0. Then
the supremum test supx,t |W (j)c (x, t)| is consistent for testing the null hypothesis that
Λ(t; x) = G(Λ(t) exp(βTx(−j) + γx(j))) for some β, γ and Λ(·), against the alternative
hypothesis that Λ(t;x) = G(Λ0(t)e
βT0 x
(−j)
g(x(j))) for some β0, Λ0(·) and function g(·),
where x(j) is the jth component of x, x(−j) consists of the other components of x, and
log g(x(j)) is not a linear function of x(j).
Proof. By Theorem 2, β̂ → β∗, γ̂ → γ∗ and Λ̂(t) → Λ∗(t). Thus, n−1/2W (j)c (x, t)
converges almost surely to
E
[∫ t
0
I(X(j) ≤ x)Y (u){dG(Λ0(u)eβT0 X(−j)g(X(j)))− dG(Λ∗(u)eβ∗TX(−j)+γ∗X(j))}
]
,(2.13)
where X(j) is the jth component of X, and X(−j) consists of the other components of
X.
Suppose that the limit of supx,t |n−1/2W (j)c (x, t)| is zero under the alternative. Then
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(2.13) equals zero for all x and t. Taking the derivative of (2.13) with respect to t at
t = 0, we have
E
[
I(X(j) ≤ x){G′(0)λ0(0)eβT0 X(−j)g(X(j))−G′(0)λ∗(0)eβ∗TX(−j)+γ∗X(j)}
]
= 0,
where λ0 and λ
∗ are the derivatives of Λ0 and Λ∗, respectively. Since X(−j) and X(j) are
independent,
g(x) =
λ∗(0)
λ0(0)
Eeβ
∗TX(−j)
Eeβ
T
0 X
(−j) e
γ∗x.
Thus, log g(x) is linear in x, which is a contraction.
Theorem 5 states the consistency of the supremum test for the link function.
Theorem 5. Assume that, for any β1 and β2, if E
[
g(eβ
T
1 X)|eβT2 X = x
]
= c0x for some
c0 and all x > 0, then g(x) = cx
α for some constants c and α. Then the supremum test
supx,t |Wl(x, t)| is consistent against the alternative that Λ(t;x) = G(Λ0(t)g(exp(βT0 x)))
for some β0, Λ0(·) and function g, where there do not exist constants c and α such that
g(x) = cxα.
Proof. The limit of n−1/2Wl(x, t) under the alternative is
E
[∫ t
0
I(β∗TX ≤ x)Y (u){dG(Λ0(u)g(eβT0 X))− dG(Λ∗(u)eβ∗TX)}
]
. (2.14)
Suppose that the limit of supx,t |n−1/2Wl(x, t)| is zero under the alternative. Then
(2.14) equals zero for all x and t. Taking the derivative of (2.14) with respect to t at
t = 0, we obtain E
[
I(β∗TX ≤ x){G′(0)λ0(0)g(eβT0 X)) − G′(0)λ∗(0)eβ∗TX)}
]
= 0. Thus,
E
[
g(eβ
T
0 X)|eβ∗TX = x
]
= λ∗(0)/λ0(0)x. By the condition of the theorem, g(x) = cxα for
some constants c and α, which is a contraction.
For the supremum test for the proportionality assumption, we are able to establish
consistency with one binary covariate.
Theorem 6. Suppose that X is binary and xG
′′
(x)/G
′
(x) 6= −1. Then the supremum
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test supt |Wp(t)| is consistent against the alternative that Λ(t; x) = G
( ∫ t
0
eθ(s)xdΛ0(s)
)
,
where θ(·) is not constant.
Proof. Under the alternative, the limit of n−1/2Wp(t) is
E
∫ t
0
Y (u)X
{
1 +
G
′′ (
eβ
∗XΛ∗(u)
)
G′ (eβ∗XΛ∗(u))
eβ
∗XΛ∗(u)
}{
dG
(∫ u
0
eθ(s)XdΛ0(s)
)
− dG
(∫ u
0
eβ
∗XdΛ∗(s)
)}
.
Suppose that the limit is zero for all t. SinceX is binary, G(
∫ t
0
eθ(s)dΛ0(s)) = G(
∫ t
0
eβ
∗
dΛ∗(s))
for all t. Thus eθ(t)λ0(t) = e
β∗λ∗(t). Let
φ(t; Λ, β) = E
[
Y (t)eβX
{
G
′
(∫ τ
0
Y (s)eβXdΛ(s)
)
−
∫ τ
t
G
′′
G′
(∫ s
0
Y (u)eβXdΛ(u)
)
dN(s)
}]
.
By (A3) of Zeng and Lin (2006) and (2.12) in the proof of Theorem 2, λ0(t)φ(t; Λ0, θ(t)) =
λ∗(t)φ(t; Λ∗, β∗). This result, combined with the fact that eθ(t)λ0(t) = eβ
∗
λ∗(t), implies
that
E{f(s,Λ0)|X = 0}
E{f(s,Λ∗)|X = 0} =
λ∗(t)
λ0(t)
, (2.15)
where
f(t,Λ) = Y (t)
[
G
′
(∫ τ
0
Y (s)dΛ(s)
)
−
∫ τ
t
G
′′
(Λ(s))
G′(Λ(s))
Y (s)dN(s)
]
.
Since Λ0(t) is a solution to the score equation for Λ conditional on X = 0, we obtain
Λ0(t) =
∫ t
0
E{dN(s)|X = 0}/E{f(s,Λ0)|X = 0}. It then follows from (2.15) that
Λ∗(t) =
∫ t
0
E{dN(s)|X = 0}/E{f(s,Λ∗)|X = 0}, so Λ∗(t) is also a solution to the score
equation for Λ conditional on X = 0. Thus, G(Λ0(t)) and G(Λ
∗(t)) are the solutions
to the same score equation. Since the score equation has an unique solution given
by
∫ t
0
E{dN(s)|X = 0}/E{Y (s)|X = 0}, we obtain G(Λ0(t)) = G(Λ∗(t)). This result,
together with the fact that eθ(t)λ0(t) = e
β∗λ∗(t), implies θ(t) = β∗, which is a contraction.
The final theorem is concerned with the consistency of the supremum test for the
transformation function.
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Theorem 7. Assume that if E
[
eβ
T
1 X
∣∣eβT2 X = y] = y for all y > 0, then β1 = β2.
Also, assume that G
′
(0)=1 and λ(0) = 1. Then the supremum test supx,t |Wtr(x, t)| is
consistent against the alternative that Λ(t;x) = G0(Λ0(t) exp(β
T
0 x)) for some β0, Λ0 and
G0, where G0(·) is different from the assumed transformation function G.
Proof. The limit of n−1/2Wtr(x, t) under the alternative is
E
[∫ t
0
I(Λ∗(u)eβ
∗TX ≤ x)Y (u)
{
dG0(Λ0(u)e
βT0 X)− dG(Λ∗(u)eβ∗TX)
}]
. (2.16)
Suppose that (2.16) is zero for all x > 0 and t > 0. By taking the derivative of (2.16)
with respect to t, we have
E
[
I(Λ∗(t)eβ
∗TX ≤ x)Y (t)
{
G
′
0(Λ0(t)e
βT0 X)λ0(t)e
βT0 X −G′(Λ∗(t)eβ∗TX)λ∗(t)eβ∗TX
}]
= 0.
For every y > 0, let x = yΛ∗(t). Then
E
[
I(eβ
∗TX ≤ y)Y (t)
{
G
′
0(Λ0(t)e
βT0 X)λ0(t)e
βT0 X −G′(Λ∗(t)eβ∗TX)λ∗(t)eβ∗TX
}]
= 0.
(2.17)
Letting t→ 0 and noticing thatG′(0) = G′0(0) and λ∗(0) = λ0(0), we have E
[
eβ
T
0 X
∣∣eβ∗TX = y] =
y. Thus, β0 = β
∗. It then follows from (3.1) that for all t > 0 and y > 0,
G
′
0(Λ0(t)y)λ0(t) = G
′
(Λ∗(t)y)λ∗(t), (2.18)
which entails that Λ∗(t) = cΛ0(t) for some constant c. Since λ∗(0) = λ0(0), the constant
c must be 1. We then conclude that G0(x) = G(x), which is a contraction.
Validity of the Monte Carlo Procedure
In this section, we show that the conditional distribution of Ŵn(x, t; b) given the
observed data has the same limiting distribution as W˜n(x, t; b). This result will follow
upon verifying the conditions in Theorem 2.11.1 of van der Vaart and Wellner (1996).
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In this case, the functional class F is indexed by x, t and b, and the semimetric ρ is
defined as the Euclidean metric in (x, t, b).
Define
ψi(x, t; b) =
∫ t
0
f1(X i(u); β0,Λ0)I(x− b < f2(X i(u); β0,Λ0) ≤ x)dMi(u; β0,Λ0)
+(Sβ0 , SΛ0)iI
−1
β0,Λ0
(P0h1(Y,X;x, t, b; β0,Λ0),P0h2(Y,X; ·, x, t, b; β0,Λ0)),
ψ̂i(x, t; b) =
∫ t
0
f1(X i(u); β̂, Λ̂)I(x− b < f2(X i(u); β̂, Λ̂) ≤ x)dMi(u; β̂, Λ̂) + Si(x, t, b),
where (Sβ0 , SΛ0)i is the score operator for β and Λ at (β0,Λ0) from the ith subject, and
Si(x, t, b) = l
T
i I
−1
n (h
T
1n(x, t, b), h
T
2n(x, t, b))
T.
Condition 1 in Theorem 2.11.1 of van der Vaart and Wellner (1996) requires that
1
n
n∑
i=1
sup
x,t∈[0,τ ],b
|ψ̂i(x, t; b)|2E
[
Q2i
{
|Qi| >
√
nη
supx,t∈[0,τ ],b |ψ̂i(x, t; b)|
}]
→p 0 for every η > 0.
This holds since supx,t∈[0,τ ],b |ψ̂i(x, t; b)| is bounded in probability.
Condition 2 in Theorem 2.11.1 of van der Vaart and Wellner (1996) requires that
sup
ρ((x1,t1;b1),(x2,t2;b2))<δn
1
n
n∑
i=1
(ψ̂i(x1, t1; b1)− ψ̂i(x2, t2; b2))2 → 0 for every δn → 0.
To check this condition, note that the first and second terms of ψ̂i(x, t, b) converge in
probability to the corresponding first and second terms of ψi(x, t, b). In addition, the
two terms and their squares belong to some Glivenko-Cantelli class. Thus, the left-hand
side converges in probability to
lim sup
δn→0
sup
ρ((x1,t1;b1),(x2,t2;b2))<δn
E[(ψi(x1, t1; b1)− ψi(x2, t2; b2))2],
which can be shown to be zero.
By Theorems 2.6.7 and 2.7.11 of van der Vaart and Wellner (1996), Condition 3 in
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Theorem 2.11.1 holds since F indexed by x and b is a VC-class and F indexed by t is a
class that is Lipschitz in parameter.
Finally, we show that the sequence of the covariance functions converges point-wise
to the same limit as that of W˜n(x, t; b). By the arguments similar to that for checking
Condition 2, we obtain
1
n
n∑
i=1
ψ̂i(x1, t1; b1)ψ̂i(x2, t2; b2) −→p E{ψi(x1, t1; b1)ψi(x2, t2; b2)}.
This verifies the pointwise convergence of the covariance functions.
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Chapter 3
Attributable Fraction Functions for
Censored Event Times
3.1 Inference Procedures
3.1.1 PAF function
The PAF function is defined as
A(t) =
pr(T ≤ t)− pr(T ≤ t|X = 0)
pr(T ≤ t) ,
where T denotes the time to disease or event time, andX denotes a p-vector of risk factors
(Chen et al., 2006). It is convenient to express A(t) in terms of survival functions,
A(t) =
S0(t)− S(t)
1− S(t) ,
where S(t) = pr(T > t), and S0(t) = pr(T > t|X = 0). If S0(t) and S(t) are estimated
by Ŝ0(t) and Ŝ(t), respectively, then A(t) is naturally estimated by
Â(t) =
Ŝ0(t)− Ŝ(t)
1− Ŝ(t) , (3.1)
In §§3.1.2 and 3.1.3, we provide various nonparametric and semiparametric estimators
for S0(.) and S(.). In Appendix, we show that n
1/2{Â(t)− A(t)} converges weakly to a
zero-mean Gaussian process with covariance function E{ξ(t)ξT(s)} between time points
t and s, where
ξ(t) =
1
1− S(t)
{
η1(t)− 1− S0(t)
1− S(t) η2(t)
}
, (3.2)
and η1(t) and η2(t) depend on the estimation methods for S0(t) and S(t), respectively.
The covariance function can be consistently estimated by n−1
∑n
i=1 ξ̂i(t)ξ̂
T
i (s), where
ξ̂i(t) =
1
1− Ŝ(t)
{
η̂1i(t)− 1− Ŝ0(t)
1− Ŝ(t) η̂2i(t)
}
, (3.3)
and η̂1i(t) and η̂2i(t) are the sample versions of η1(t) and η2(t), respectively, for the ith
subject.
The above results enable one to construct confidence intervals for A(t). We rec-
ommend to use the log-transformation log{1 − A(t)}, which not only ensures that the
resulting intervals lie in the range of (−∞, 1), but also improves the coverage probabilities
in small samples.
It is useful to adopt the counting process notation. Let N(t) = I{T ≤ min(C, t)}, and
Y (t) = I{min(T,C) ≥ t}, where C denotes the censoring time, and I(.) is the indicator
function. The data consist of n independent replicates {Ni(t), Yi(t), Xi(t); t ∈ [0, τ ]},
where τ is the endpoint of the study. We consider the situation that C is independent of
T and X as well as the situation that C is independent of T conditional on X, which are
referred to as independent censoring and covariate-dependent censoring, respectively.
3.1.2 Independent censoring
In this subsection, we assume that C is independent of T and X. Under this assumption,
it is natural and simple to estimate S(.) by the Kaplan-Meier method. As for S0(.), it can
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also be estimated by the Kaplan-Meier method if X is discrete. If X contains continuous
or time-dependent covariates, then we propose to estimate S0(.) under a semiparametric
regression model.
In the case that X includes only time-independent categorical covariates, we can
estimate S0(.) by the Kaplan-Meier estimator using the data from the subjects with
baseline covariate values, i.e., X=0. We then plug the Kaplan-Meier estimators for
S0(.) and S(.) into (3.1). The resulting Â(.) is referred to as the KM×KM estima-
tor. For this method, η1(t) and η2(t) in (3.2) are given by −S0(t)
∫ t
0
dM0(u)/E{I(X =
0)Y (u)} and −S(t) ∫ t
0
dM(u)/E{Y (u)}, respectively, where M0(t) = I(X = 0){N(t) −∫ t
0
Y (u)dΛ0(u)}, M(t) = N(t) −
∫ t
0
Y (u)dΛ(u), Λ0(.) is the cumulative hazard function
of T under X = 0, and Λ(.) is the cumulative marginal hazard function. Clearly, the
Kaplan-Meier estimator of S0(.) can be unstable and inefficient if the number of subjects
with X = 0 is small.
For the general type of X, we consider the familiar proportional hazards model (Cox,
1972), which specifies that the cumulative hazard function of T conditional on X takes
the form
Λ(t|X) =
∫ t
0
eβ
TX(s)dΛ0(s), (3.4)
where β is a p-vector of unknown regression parameters, and Λ0(.) is an arbitrary cumu-
lative baseline hazard function. We estimate S0(t) by exp{−Λ̂0(t)}, where Λ̂0(t) is the
Breslow (1972) estimator of Λ0(t). Again, S(.) is estimated by the Kaplan-Meier method.
The corresponding estimator for A(.) is referred to as the PHM×KM estimator. For this
estimation method, η2(t) in (3.2) is the same as that of the KM×KM method, and
η1(t) = −S0(t)
[∫ t
0
dM(u, β)
E{Y (u)eβTX(u)} −
∫ t
0
eT(u, β)dΛ0(u)I−1(β)U(β)
]
, (3.5)
where M(t, β) = N(t) − ∫ t
0
Y (u)eβ
TX(u)dΛ0(u), U(β) =
∫ τ
0
{X(u) − e(u, β)}dM(u, β),
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e(t, β) = E{Y (t)eβTX(t)X(t)}/E{Y (t)eβTX(t)}, and I(β) is the information matrix for β.
Because the proportional hazards assumption may be inappropriate in certain appli-
cations, we explore the following class of transformation models
Λ(t|X) = G
{∫ t
0
eβ
TX(s)dΛ0(s)
}
, (3.6)
where G is a strictly increasing function, β is a vector of unknown regression param-
eters, and Λ0(.) is an arbitrary increasing function (Zeng & Lin, 2006). If X is time-
independent, then (3.6) reduces to the class of linear transformation models
H(T ) = −βTX + ², (3.7)
where H is an arbitrary increasing function, and ² is a random error with a parametric
distribution (Dabrowska & Doksum, 1988; Kalbfleisch & Prentice, 2002, p. 241). We
consider the class of Box-Cox transformations G(x) = {(1 + x)ρ − 1}/ρ (ρ ≥ 0) with
ρ = 0 corresponding to G(x) = log(1 + x) and the class of logarithmic transformations
G(x) = log(1+rx)/r (r ≥ 0) with r = 0 corresponding to G(x) = x. The choice of ρ = 1
or r = 0 yields the proportional hazard model while the choice of ρ = 0 or r = 1 yields
the proportional odds model. Figure 3.1 displays the patterns of the PAF functions
under three transformation models. Not surprisingly, the PAF values increase as the
effect of the risk factor becomes larger and as the disease becomes more prevalent.
Under the transformation models given in (3.6), S0(t) can be estimated by exp{−G(Λ̂0(t))},
where Λ̂0(t) is the nonparametric maximum likelihood estimator of Λ0(t) (Zeng & Lin,
2006). The corresponding estimator of A(.) is referred to as the TM×KM estimator.
For this method,
η1(t) = −S0(t)G′(Λ0(t))(Sβ,SΛ0)I−1β,Λ0(0, h(.; t)), (3.8)
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where (Sβ,SΛ0) is the score operator for β and Λ0, Iβ,Λ0 is the information operator
for β and Λ0, and h(v; t) = I(v ≤ t). Here and in the sequel, g′(x) = dg(x)/dx. In
the special case of the proportional hazards model, (3.8) reduces to (3.5). We obtain
the η̂1i(t) in (3.3) as follows. Let t1 < t2 < . . . < tk be the distinct observed event
times. We treat β and the jump sizes of Λ0(.) at (t1, . . . , tk) as parameters. We cal-
culate the score vector of those parameters for the ith subject, denoted by Ui, and the
observed information matrix for those parameters, denoted by In. Then η̂1i is given
by −Ŝ0(t)G′(Λ̂0(t))(0Tp×1, ĥT(t))I−1n Ui, where ĥ(t) is the vector of indicators I(tj ≤ t)
(j = 1, . . . , k).
3.1.3 Covariate-dependent censoring
In this subsection, we assume that C is independent of T given X and allow C to
depend on X. Under this weaker condition, S0(.) can be estimated in the same manner
as in §3.1.2. However, the Kaplan-Meier estimator for S(.) is no longer consistent. We
propose to estimate S(t) by Ŝ(t) := n−1
∑n
i=1 Ŝ(t|Xi), where Ŝ(t|x) is a nonparametric
or semiparametric estimator of S(t|x) := pr(T > t|X = x).
If X only consists of categorical covariates, then S(.|x) can be estimated by the
Kaplan-Meier estimator among the subjects with X = x and Ŝ(.) is a weighted Kaplan-
Meier estimator (Murray & Tsiatis, 1996). We can still estimate S0(.) by the Kaplan-
Meier estimator for the subjects with X = 0. The corresponding estimator of A(.) is
referred to as the KM×WKM estimator. For this method, η1(t) in (3.2) is the same as
that of the KM×KM method and η2(t) = S(t|X)− S(t) + ψ(t;X), where
ψ(t;x) = −pr(X = x)S(t|x)
∫ t
0
dN(u)− Y (u)dΛ(u|x)
E{I(X = x)Y (u)} .
Again, the Kaplan-Meier estimator of S0(.) can be unstable and inefficient when the
number of subjects with X = 0 is small.
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For the general type of X, we adopt the class of transformation models given in (3.6).
We estimate S0(t) and S(t) by exp{−G(Λ̂0(t))} and n−1
∑n
i=1 exp[−G{
∫ t
0
e
bβTXi(u)dΛ̂0(u)}],
respectively, where β̂ and Λ̂0(.) are the nonparametric maximum likelihood estimators
of β and Λ0(.). The corresponding estimator of A(.) is referred to as the TM×TM es-
timator. For this method, η1(t) in (3.2) is the same as that of the TM×KM method
and
η2(t) = S(t|X)− S(t) + (Sβ,SΛ0)I−1β,Λ0(E{h1(t,X)}, E{h2(.; t,X)}), (3.9)
where h1(t, x) = −S(t|x)G′{
∫ t
0
eβ
Tx(u)dΛ0(u)}
∫ t
0
eβ
Tx(u)x(u)dΛ0(u), and h2(v; t, x) =
−S(t|x)G′{∫ t
0
eβ
Tx(u)dΛ0(u)}eβTx(v)I(v ≤ t).
In Appendix, we show that the KM× WKM estimator is asymptotically efficient for
the model space satisfying the independent or covariate-dependent censoring assumption.
In addition, the TM× TM estimator is asymptotically efficient under the transformation
models.
3.1.4 Adjusted attributable fraction functions
In some applications, the attributable fraction, AF, of a particular subset of risk
factors is of interest. Suppose that the entire set of risk factors X is decomposed into
subsets Z and W , where Z denotes the risk factors of main interest and W denotes the
remaining risk factors. For notational simplicity, we assume that the dimensions of Z
and W are both 1. We define the adjusted attributable fraction function of Z in the
presence of W as
Aadj(t) =
pr(T ≤ t)− E[pr{T ≤ t|X = (0,W )T}]
pr(T ≤ t) ,
which can also be expressed as
Aadj(t) =
E{S(t|(0,W )T)} − S(t)
1− S(t) =
∫
S(t|(0, w)T)dFW (w)− S(t)
1− S(t) ,
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where FW (.) is the marginal distribution of W . Under model (3.6), S(t|x) can be esti-
mated by Ŝ(t|x) := exp[−G{∫ t
0
e
bβTx(u)dΛ̂0(u)}]. Then Aadj(t) can be estimated by
Âadj(t) =
n−1
∑n
i=1 Ŝ(t|(0,Wi)T)− Ŝ(t)
1− Ŝ(t) ,
where Wi is the observation of W on the ith subject. In Appendix, we show that
n1/2{Âadj(t)−Aadj(t)} converges weakly to a zero-mean Gaussian process with covariance
function E{ξ(t)ξT(s)} at (t, s), where
ξ(t) =
1
1− S(t)
[
η1(t)− 1− E{S(t|(0,W )
T)}
1− S(t) η2(t)
]
, (3.10)
η1(t) is expression (3.9) with X = (0,W )
T, and η2(t) is determined by the estima-
tion method for S(.). Under independent censoring, S(.) can simply be estimated by
the Kaplan-Meier method and η2(t) is equal to −S(t)
∫ t
0
dM(u)/E{Y (u)}. In the case of
covariate-dependent censoring, S(t) can be estimated by n−1
∑n
i=1 exp[−G{
∫ t
0
e
bβTXi(u)dΛ̂0(u)}]
under model (3.6), and η2(t) is given in (3.9). The variance estimator for Âadj(.) and
the confidence intervals for Aadj(.) can be obtained in the same manner as in the case of
A(.).
3.2 Simulation Studies
To assess the performance of the proposed estimators for the PAF function under inde-
pendent censoring, we generated event times from the transformation model Λ(t|X) =
G(0.1teβX), where X =0, 1 and 2 with probabilities 0.09, 0.42 and 0.49, respectively,
and G is the Box-Cox transformation with ρ =1, 2 or the logarithmic transformation
with r =1, 2. The choice of the distribution for X mimics an additive genetic model in
which the disease variant has a frequency of 0.3, so that the probabilities of having 0, 1
and 2 copies of the disease variant are 0.32, 2×0.3×0, 7 and 0.72, respectively; our work
was partly motivated by this type of application. We generated censoring times from the
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uniform(0, τ) distribution, where τ was chosen to yield a censoring rate of approximately
80%. We generated 1000 replicates with n =1000 or 5000. Table 3.1 summarizes the
results for the KM×KM and TM×KM estimators for A(t) at t = τ/4, τ/2, 3τ/4 and
τ under β = 0.7. The TM×KM method performs very well: the estimator is virtually
unbiased, the variance estimator accurately reflects the true variation, and the confi-
dence intervals have proper coverage probabilities. The KM×KM estimator performs
well when t is not near τ . As expected, the TM×KM estimator is much more efficient
than the KM×KM estimator. The results for the KM×WKM and TM×TM estimators
are almost the same as those of the KM×KM and TM×KM estimators, and are thus
omitted here.
To evaluate the performance of the estimators for the PAF function under covariate-
dependent censoring, we modified the above set-up by generating censoring times from
the proportional hazards model Λ(t|X) = 0.1te1.5X . Table 3.2 shows the results based on
1000 replicates under the proportional hazards model for the event time with β = 0.7 and
n = 1000. The KM×WKM and TM×TM estimators have excellent performance. By
contrast, the KM×KM and TM×KM estimators, which require independent censoring,
are severely biased.
To evaluate the performance of the proposed estimators for the adjusted attributable
fraction function, we generated event times from the transformation model Λ(t|X) =
G(0.1teβ1X1+β2X2), where X1 is Bernoulli(0.5), X2 is normal with mean X1 and variance
1. We generated censoring times from the uniform(0, τ) distribution to create censoring
rates of approximately 70%. The goal was to estimate the adjusted attributable fraction
function of X1 in the presence of X2. Table 3.3 provides the summary statistics for the
TM×KM estimator based on 1000 replicates with (β1, β2) = (1.0, 0.5) and n = 1000.
The TM×KM estimator performs very well. The results for the TM×TM estimator are
almost the same as those of the TM×KM estimator, and are thus omitted here.
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3.3 Example
We consider the Cardiovascular Health Study (Fried et al., 1991), which is a population-
based cohort study of cardiovascular diseases in adults aged 65 years and older. The
subjects were recruited from four U.S. field centers. The major events of interest include
myocardial infraction, stroke, and cardiovascular disease mortality. A key objective of
this study was to determine the importance of conventional cardiovascular disease risk
factors on the time to the first occurrence of the major events in the Caucasian popu-
lation. There are 3907 Caucasian subjects in the study, 27% of whom have experienced
at least one of the three major events. We consider ten baseline covariates: age, sex,
hypertension, body mass index, systolic blood pressure, smoking status, diabetes status,
and three dummy variables comparing the four field centers, and estimate the PAF and
adjusted AF functions for hypertension and diabetes.
To assess the independent censoring assumption, we fit a proportional hazards model
for the censoring time with the aforementioned ten baseline covariates. Censoring ap-
pears to be strongly associated with covariates, the standard-normal test statistics being
14.42, 2.76, 4.29 and 4.48 for age, systolic blood pressure, smoking status and diabetes,
respectively. Thus, we allow censoring to depend on covariates in our analysis.
First, we estimate the PAF function of hypertension without adjusting for any other
covariates. We try the proportional hazards model with hypertension as the only co-
variate. The proportional hazards assumption does not seem appropriate, the test of
proportionality based on the score process (Lin et al., 1993) having a p-value of 0.038.
We fit the Box-Cox transformation models with ρ = 2, 1, 0.5 and the logarithmic trans-
formation models with r = 0.5, 1, 2. Using the Akaike (1985) information criterion,
we select the logarithmic transformation model with r = 2. Under this model, the re-
gression coefficient for hypertension is estimated at 0.436 with an estimated standard
error of 0.045. Figure 3.2 compares the estimates of the PAF function based on the
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nonparametric and semiparametric methods. The estimated PAF curve under the se-
lected transformation model agrees well with the nonparametric curve, but with narrower
confidence intervals. The estimated PAF curves under the proportional hazards and pro-
portional odds models, especially the former, are considerably lower than those of the
selected transformation model and the nonparametric method.
Next, we estimate the adjusted AF function of hypertension. We include all the ten
baseline covariates in the Box-Cox transformation models with ρ = 2, 1, 0.5 and the
logarithmic transformation models with r = 0.5, 1, 2. The Akaike information criterion
selects the logarithmic transformation model with r = 1, i.e., the proportional odds
model. The estimates of regression coefficients under the selected model are shown in
Table 3.4. The corresponding estimate of the adjusted AF function is shown in Fig.
3.3. The adjusted AF curve is considerably lower than the PAF curve. The difference
is mainly due to the high correlation between hypertension and systolic blood pressure
and the strong effect of systolic blood pressure on the event time.
To estimate the PAF function of diabetes, we fit the proportional hazards model with
diabetes as the only covariate. The proportional hazards assumption appears reasonable:
the test of proportionality based on the score process (Lin et al., 1993) has a p-value
of 0.092, and the Breslow estimate of the baseline survival function is very close to its
Kaplan-Meier counterpart. The estimate of the regression coefficient under the propor-
tional hazards model is 0.642, with an estimated standard error of 0.079. As shown in
Figure 3.4, the estimated PAF curve under the proportional hazards model agrees well
with its Kaplan-Meier counterpart but is less variable.
To estimate the adjusted AF function of diabetes, we adopt the proportional odds
model shown in Table 3.4. As evident from Figure 3.4, the adjusted AF curve for diabetes
starts a little higher than its unadjusted counterpart and decreases more rapidly over
time.
It is interesting to compare the attributable fraction functions of hypertension and
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diabetes. Diabetes has a stronger effect on the event time than hypertension, and yet
hypertension has much higher PAF values than diabetes at all time points. The reason
is that hypertension is much more prevalent than diabetes: the proportions of subjects
with 0, 1 and 2 levels of hypertension are 0.453, 0.150, and 0.398, respectively, whereas
the prevalence of diabetes is 0.132.
3.4 Discussion
The assumption on the censoring mechanism is critical to the estimation of the PAF
function because the Kaplan-Meier estimator for the marginal survival function is in-
consistent when censoring depends on covariates. To deal with covariate-dependent
censoring, we construct new estimators for the marginal survival function under a broad
class of semiparametric transformation models and establish their asymptotic properties.
These estimators are useful beyond the context of the PAF function. A similar estimator
was studied by Shen & Fleming (1997) for the special case of the proportional hazards
model with time-independent covariates.
There has been a tremendous recent interest in transformation models with censored
data. These models can greatly improve the accuracy of prediction over the proportional
hazards model, but the regression parameters do not have simple interpretations outside
of the proportional hazards and proportional odds models. In the context of attributable
fraction functions, the primary interest lies in the prediction rather than the regression
parameters. Thus, transformation models are particularly attractive in our setting.
We have confined our attention to pointwise confidence limits for A(.) and Aadj(.), as
opposed to confidence bands. Because the proposed estimators can be expressed as sums
of independent terms at each time point in the form of (3.2) or (3.10), the Monte Carlo
approach of Lin et al. (1994) can be used to construct confidence bands. Unfortunately,
the attributable fraction functions involve ratios of probabilities and are thus intrinsically
difficult to estimate well, even with large cohorts. Thus, the confidence bands would be
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too wide to be practically useful.
When X contains only categorical variables, one can estimate the baseline survival
function S0(.) by the Kaplan-Meier estimator or under a semiparametric regression
model. The former estimator is model-free, but can be highly unstable and inefficient
when the number of subjects with X = 0 is small. The latter is more efficient, but less
robust. Because of the intrinsic difficulties in estimating the PAF function, it is gener-
ally preferable to adopt a semiparametric estimator for S0(.). The use of transformation
models entails greater robustness of inference, as opposed to indiscriminate application
of the proportional hazards model.
52
Table 3.1: Simulation results for the estimation of A(.) with independently censored
data
KM×KM Estimator TM×KM Estimator
Model n Parameter Bias SSE SEE CP Bias SSE SEE CP
ρ=2 1000 A(τ/4) 0.006 0.200 0.183 0.97 −0.002 0.068 0.068 0.95
A(τ/2) 0.003 0.152 0.148 0.97 −0.002 0.068 0.069 0.95
A(3τ/4) 0.006 0.151 0.137 0.95 −0.002 0.068 0.069 0.96
A(τ) 0.007 0.210 0.141 0.89 −0.001 0.069 0.070 0.96
5000 A(τ/4) 0.000 0.090 0.089 0.97 −0.002 0.031 0.031 0.95
A(τ/2) 0.003 0.071 0.069 0.94 −0.002 0.031 0.031 0.95
A(3τ/4) −0.001 0.064 0.065 0.95 −0.002 0.031 0.031 0.95
A(τ) 0.006 0.090 0.078 0.93 −0.001 0.031 0.031 0.95
ρ=1 1000 A(τ/4) 0.006 0.193 0.182 0.97 −0.003 0.072 0.074 0.96
A(τ/2) 0.004 0.156 0.151 0.97 −0.002 0.073 0.075 0.96
A(3τ/4) 0.008 0.156 0.144 0.95 −0.002 0.074 0.075 0.96
A(τ) 0.010 0.223 0.151 0.89 0.000 0.075 0.076 0.96
5000 A(τ/4) 0.001 0.089 0.087 0.95 −0.002 0.034 0.033 0.95
A(τ/2) 0.003 0.072 0.070 0.95 −0.002 0.034 0.033 0.95
A(3τ/4) 0.000 0.069 0.068 0.94 −0.002 0.034 0.034 0.95
A(τ) 0.003 0.112 0.084 0.91 −0.001 0.035 0.034 0.95
r=1 1000 A(τ/4) 0.001 0.187 0.178 0.97 −0.004 0.080 0.080 0.95
A(τ/2) 0.006 0.157 0.151 0.96 −0.002 0.081 0.081 0.95
A(3τ/4) 0.007 0.163 0.150 0.94 −0.001 0.081 0.081 0.96
A(τ) 0.004 0.252 0.160 0.89 0.002 0.082 0.082 0.96
5000 A(τ/4) 0.002 0.085 0.083 0.95 −0.002 0.036 0.036 0.95
A(τ/2) 0.001 0.072 0.070 0.94 −0.001 0.037 0.036 0.95
A(3τ/4) 0.002 0.069 0.070 0.96 −0.001 0.037 0.037 0.95
A(τ) 0.000 0.113 0.091 0.92 −0.001 0.037 0.037 0.95
r=2 1000 A(τ/4) 0.003 0.190 0.181 0.96 −0.004 0.088 0.089 0.96
A(τ/2) 0.007 0.166 0.159 0.96 −0.002 0.088 0.089 0.96
A(3τ/4) 0.007 0.175 0.161 0.95 0.000 0.088 0.089 0.95
A(τ) 0.008 0.260 0.172 0.89 0.003 0.087 0.088 0.95
5000 A(τ/4) 0.003 0.086 0.085 0.95 −0.002 0.040 0.040 0.95
A(τ/2) 0.000 0.075 0.074 0.95 −0.002 0.041 0.040 0.95
A(3τ/4) 0.001 0.075 0.075 0.95 −0.002 0.040 0.040 0.95
A(τ) 0.000 0.122 0.097 0.92 −0.001 0.040 0.040 0.95
Note: Bias is the sampling bias; SSE is the sampling standard error; SEE is the sampling mean of the
standard error estimator; CP is the coverage probability of the 95% Wald confidence interval.
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Table 3.2: Simulation results for the estimation of A(.) with dependently censored data
KM×WKM Estimator KM×KM Estimator
Parameter Bias SSE SEE CP Bias SSE SEE CP
A(τ/4) −0.006 0.167 0.157 0.96 −0.036 0.178 0.167 0.93
A(τ/2) −0.002 0.125 0.121 0.95 −0.061 0.136 0.134 0.91
A(3τ/4) −0.007 0.114 0.108 0.94 −0.087 0.123 0.119 0.85
A(τ) −0.013 0.113 0.102 0.93 −0.104 0.114 0.110 0.78
TM×TM Estimator TM×KM Estimator
Parameter Bias SSE SEE CP Bias SSE SEE CP
A(τ/4) −0.004 0.075 0.072 0.94 −0.035 0.075 0.073 0.94
A(τ/2) −0.004 0.074 0.072 0.94 −0.063 0.074 0.072 0.91
A(3τ/4) −0.004 0.073 0.071 0.94 −0.085 0.072 0.070 0.81
A(τ) −0.003 0.072 0.070 0.94 −0.100 0.070 0.068 0.72
Note: Bias is the sampling bias; SSE is the sampling standard error; SEE is the sampling
mean of the standard error estimator; CP is the coverage probability of the 95% Wald
confidence interval.
Table 3.3: Simulation results for the TM×KM estimator of Aadj(.)
Box-Cox transformation models
ρ=2 ρ =1
Parameter Bias SSE SEE CP Bias SSE SEE CP
Aadj(τ/4) −0.002 0.052 0.052 0.95 −0.002 0.056 0.055 0.95
Aadj(τ/2) −0.002 0.053 0.053 0.95 −0.002 0.054 0.054 0.95
Aadj(3τ/4) −0.001 0.053 0.053 0.96 −0.001 0.052 0.052 0.96
Aadj(τ) 0.002 0.058 0.056 0.95 0.004 0.053 0.052 0.96
Logarithmic transformation models
r=2 r =1
Parameter Bias SSE SEE CP Bias SSE SEE CP
Aadj(τ/4) −0.002 0.061 0.062 0.95 −0.002 0.060 0.060 0.96
Aadj(τ/2) 0.000 0.052 0.053 0.95 −0.001 0.054 0.054 0.96
Aadj(3τ/4) 0.001 0.046 0.046 0.96 0.001 0.048 0.049 0.96
Aadj(τ) 0.006 0.042 0.042 0.96 0.005 0.046 0.046 0.96
Note: Bias is the sampling bias; SSE is the sampling standard error; SEE is the sampling
mean of the standard error estimator; CP is the coverage probability of the 95% Wald
confidence interval.
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Table 3.4: Analysis of time to the first major event in the Cardiovascular Health Study
under the proportional odds model
Parameter Estimate SE Estimate/SE P-value
Age 0.103 0.007 15.247 < 0.0001
Gender 0.512 0.075 6.840 < 0.0001
Hypertension 0.215 0.045 4.732 < 0.0001
Body mass index 0.007 0.009 0.833 0.405
Blood pressure > 128 0.496 0.089 5.579 < 0.0001
Smoking 0.553 0.118 4.679 < 0.0001
Diabetes 0.657 0.102 6.458 < 0.0001
Centers 2 vs 1 −0.051 0.104 −0.491 0.623
Centers 3 vs 1 0.051 0.103 0.496 0.620
Centers 4 vs 1 −0.218 0.111 −1.961 0.050
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Figure 3.1: PAF functions under transformation models Λ(t|X) = G(teβX), where X is
Bernoulli with success probability p: (a) p=0.2 and β = 0.5; (b) p=0.2 and β = 1.0;
(c) p=0.5 and β = 0.5; (d) p=0.5 and β = 1.0. The solid, dashed, and dotted curves
pertain to the proportional hazards model, the proportional odds model and the Box-Cox
transformation with ρ = 2, respectively.
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Figure 3.2: Estimation of the PAF function for hypertension in the Cardiovascular Health
Study: the dark solid and dark dashed curves pertain to the point estimates by the
nonparametric method and under the selected transformation model, respectively; the
light solid and light dashed curves show the corresponding 95% confidence limits; the
dotted and dash-dotted curves pertain to the point estimates under the proportional
odds and proportional hazards models, respectively.
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Figure 3.3: Adjusted AF versus PAF functions for hypertension in the Cardiovascular
Health Study: the solid and dashed curves pertain to the the nonparametric and model-
based PAF estimates, respectively; the dark and light dash-dotted curves pertain to the
point estimate of the adjusted AF function and the corresponding 95% confidence limits.
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Figure 3.4: Estimation of the PAF and adjusted AF functions for diabetes in the Car-
diovascular Health Study: the dark solid and dark dashed curves pertain to the point
estimates of the PAF function by the nonparametric method and under the proportional
hazard model, respectively; the dark dash-dotted curve pertains to the point estimate of
the adjusted AF function; the light curves show the 95% confidence limits.
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3.5 Appendix
Weak convergence of n1/2{Â(.)− A(.)} and n1/2{Âadj(.)− Aadj(.)}
We prove the weak convergence of n1/2{Â(.) − A(.)} under various scenarios. The
proof for n1/2{Âadj(.) − Aadj(.)} is similar and thus omitted. Let Pn and P denote
the empirical measure and the distribution under the true model, respectively. For a
measurable function f and measure Q, the integral
∫
fdQ is abbreviated as Qf . We
impose the following regularity conditions.
Condition 1. The function Λ0(.) is strictly increasing and continuously differentiable,
and β lies in the interior of a compact set C.
Condition 2. With probability one, X(.) is bounded and has uniformly bounded total
variation in [0, τ ]. In addition, if there exist a vector γ and a deterministic function γ0(t)
such that γ0(t) + γ
TX(t) = 0 with probability one, then γ = 0 and γ0(t) = 0.
Condition 3. With probability one, there exists a positive constant δ such that
pr(C ≥ τ |X) > δ and pr(Y (τ) = 1|X) > δ.
Condition 4. For any sequence 0 < x1 < . . . < xm ≤ y,
∏m
l=1{(1+xl)G
′
(xl)} exp{−G(y)} <
µm0 (1 + y)
−α0 , where α0 and µ0 are positive constants. This condition is satisfied by the
classes of Box-Cox transformations and logarithmic transformations.
Clearly,
n1/2{Â(t)− A(t)} = n
1/2{Ŝ0(t)− S0(t)}
1− Ŝ(t) −
1− S0(t)
{1− S(t)}{1− Ŝ(t)}n
1/2{Ŝ(t)− S(t)}.
(3.1)
We shall show that n1/2{Ŝ0(t)− S0(t)} and n1/2{Ŝ(t)− S(t)} are asymptotically equiv-
alent to n1/2(Pn − P )η1(t) and n1/2(Pn − P )η2(t), respectively, where η1(t) and η2(t)
depend on the estimation methods for S0(.) and S(.), respectively. It will then fol-
low that n1/2{Â(t) − A(t)} converges weakly to a zero-mean Gaussian process and is
60
asymptotically equivalent to
n1/2(Pn − P ) 1
1− S(t)
{
η1(t)− 1− S0(t)
1− S(t) η2(t)
}
.
The asymptotic equivalence is defined in the metric space l∞[0, τ ].
The main task is to establish the weak convergence of n1/2{Ŝ(.) − S(.)}. Under
independent censoring, Ŝ(.) is the Kaplan-Meier estimator. Then n1/2{Ŝ(t) − S(t)} is
asymptotically equivalent to
−n1/2(Pn − P )S(t)
∫ t
0
dM(u)
E{Y (u)} .
Under covariate-dependent censoring, Ŝ(t) = n−1
∑n
i=1 Ŝ(t|Xi), where Ŝ(t|x) is an
estimator of S(t|x), which can be obtained by the Kaplan-Meier method or under the
class of transformation models given in (3.6). We make use of the following representation
n1/2{Ŝ(t)− S(t)} = n1/2(Pn − P ){S(t|X)− PS(t|X)}
+Pn1/2{Ŝ(t|X)− S(t|X)}+ n1/2(Pn − P ){Ŝ(t|X)− S(t|X)}, (3.2)
where the expectations PnŜ(t|X) and PŜ(t|X) are taken with respect to X.
If Ŝ(t|x) is the Kaplan-Meier estimator of the survival function among the subjects
with X = x, then n1/2{Ŝ(t|x)− S(t|x)} is asymptotically equivalent to
−n1/2(Pn − P )S(t|x)I(X = x)
∫ t
0
dN(u)− Y (u)dΛ(u|x)
E{I(X = x)Y (u)} .
This result, together with the fact that X has a finite number of categories, implies that
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the second term on the right side of (3.2) is asymptotically equivalent to
EX
[
−n1/2(Pn − P )S(t|x)I(X = x)
∫ t
0
dN(u)− Y (u)dΛ(u|x)
E{I(X = x)Y (u)}
]∣∣∣∣
x=X
= n1/2(Pn − P )
(
−EX
[
S(t|x)I(y = x)
∫ t
0
dN(u)− Y (u)dΛ(u|x)
E{I(X = x)Y (u)}
]∣∣∣∣
x=X
)∣∣∣∣
y=X
= n1/2(Pn − P )
[
−pr(X = y)S(t|y)
∫ t
0
dN(u)− Y (u)dΛ(u|y)
E{I(X = y)Y (u)}
]∣∣∣∣
y=X
,
where EX denotes expectation with respect to X.
Under the class of transformation models given in (3.6), S(t|x) = exp[−G{∫ t
0
eβ
Tx(u)dΛ0(u)}]
and Ŝ(t|x) = exp[−G{∫ t
0
e
bβTx(u)Λ̂0(u)}]. It can be shown that for any x(.) with bounded
total variation, S(.|x) is Hadamard-differentiable with respect to β and Λ0(.). It then
follows from simple algebraic manipulations that n1/2{Ŝ(t|x)−S(t|x)} is asymptotically
equivalent to
n1/2(β̂ − β)Th1(t, x) + n1/2
∫ ∞
0
h2(u; t, x)d(Λ̂0 − Λ0)(u),
which in turn is asymptotically equivalent to
n1/2(Pn − P )(Sβ,SΛ0)I−1β,Λ0(h1(t, x), h2(.; t, x)).
Since X(.) has uniformly bounded total variation, this asymptotic equivalence is uniform
for X(.). Thus, the second term on the right side of (3.2) is asymptotically equivalent to
n1/2(Pn − P )(Sβ,SΛ0)I−1β,Λ0(Eh1(t,X), Eh2(.; t,X)).
We can verify that P{Ŝ(t|X) − S(t|X)}2 →p 0 uniformly for t ∈ [0, τ ] and that
Ŝ(t|X) and S(t|X) belong to a P -Donsker class. It then follows that the third term
on the right side of (3.2) converges uniformly to zero in probability (van der Vaart &
Wellner, 1996).
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Combining the results of the above five paragraphs, we conclude that n1/2{Ŝ(t) −
S(t)} is asymptotically equivalent to n1/2(Pn − P )η2(t), where η2(t) is given §3.1. Since
n1/2{Ŝ0(t) − S0(t)} is a special case of n1/2{Ŝ(t|x) − S(t|x)} with x = 0, the weak
convergence of the former follows from that of the latter.
Asymptotic efficiency of the KM× WKM and TM×TM estimators
We first establish the asymptotic efficiency of the KM× WKM estimator. Suppose
that X contains only categorical covariates with possible values x1, . . . , xJ . Let F (.)
denote the distribution function of X. We consider the model space P={P : C is inde-
pendent of T and X } or P={P : C is independent of T given X}. The likelihood is
the product of three terms: the first term pertains to the likelihood for the conditional
distribution of T given X, the second term to the likelihood for the conditional distribu-
tion of C given X, and the third term to the likelihood for the distribution of X. Thus,
the empirical distribution function of X is an efficient estimator of F (.). Because the
first term can be written as the product of the likelihoods for the conditional survival
functions of T given X = xj (j = 1, · · · , J), the Kaplan-Meier estimator among the
subjects with X = xj is an efficient estimator for S(.|xj). It can be shown that A(t)
is Hadamard-differentiable with respect to S(t|x) and F (x). Hence, the KM× WKM
estimator for A(.) is asymptotically efficient by Theorem 25.47 of van der Vaart (1998).
We now establish the asymptotic efficiency of the TM×TM estimator. We consider
the model space P={P : C is independent of T and X, and the transformation model
(3.6) holds} or P={P : C is independent of T given X, and the transformation model
(3.6) holds}. The likelihood is the product of three terms: the first term pertains to the
likelihood for the parameters (β,Λ0), the second term to the likelihood for the distribu-
tion of C given X, and the third term to the likelihood for the distribution of X. This
implies that the empirical distribution function of X is asymptotically efficient. The
maximization of the first term yields the nonparametric maximum likelihood estimators
β̂ and Λ̂0. The asymptotic efficiency of β̂ was proved in Zeng & Lin (2006). To establish
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the asymptotic efficiency of Λ̂0, we define F = {w(t) : ‖w‖BV [0,τ ] ≤ 1}, where ‖w‖BV [0,τ ]
denotes the total variation of w(.) in [0, τ ]. For any t, there exists (w(.), β) ∈ F × Rp
such that
n1/2{Λ̂0(t)− Λ0(t)} = n1/2Pn
{
lΛ0
[∫
w(s)dΛ0(s)
]
+ lTβ b
}
,
where lΛ0
[∫
w(s)dΛ0(s)
]
+lTβ b is the score function along the path (Λ0+²
∫
w(s)dΛ0(s), β+
²b) (Zeng & Lin, 2006). In addition, {I(. ≤ t) : t ∈ [0, τ ]} is a Donsker class. It then
follows from Theorem 18.9 of Kosorok (2008) that Λ̂0(.) is asymptotically efficient. Be-
cause A(.) is a function of β, Λ0(.) and F (.) and is Hadamard-differentiable, the TM×TM
estimator for A(.) is asymptotically efficient by Theorem 25.47 of van der Vaart (1998).
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Chapter 4
Predictive Accuracy of Multiple
Predictors in Survival Models
4.1 Methods
4.1.1 Measures of predictive accuracy for multiple predictors
Let T be the time to disease or event time, andX be the vector of all potential predictors.
Let Z be a subset of X. We consider a working model which can be written in the form
of
S(t|Z) = g(t, βTZ), (4.1)
where S(t|Z) is the conditional survival function of T given Z, β is a vector of unknown
regression parameters, and g(t, ·) is a strictly decreasing function for all t > 0. The
proportional hazards model, or the more general class of linear transformation models,
and the accelerated failure time model can all be written in the form of (4.1). Let β̂ be
the estimator of β under the working model (4.1). Suppose that the limit of β̂ is β∗. We
then propose to quantify the predictive accuracy of Z by
PPVZ,β∗(t, v) = P (T ≤ t|Fβ∗TZ(β∗TZ) > v)
and
NPVZ,β∗(t, v) = P (T > t|Fβ∗TZ(β∗TZ) ≤ v),
where Fβ∗TZ(·) is the distribution function of β∗TZ. Note that PPVZ,β∗(t, v) = 1 −
{P (T > t) − v · NPVZ,β∗(t, v)}(−v)−1. For this reason, we focus on NPVZ,β∗(t, v) in
this chapter. We first study the validity of NPV as a measure for predictive accuracy.
Suppose that Z0 is the true subset, β0 is the true regression parameter, and S(t|X)
is decreasing in βT0 Z0 for all t. The following theorem 1 shows that NPVZ,β(t, v) is
maximized for all t > 0 and 0 ≤ v ≤ 1 at Z = Z0 and β = β0. The proof is given in the
Appendix.
Theorem 1. Let Z0 and Z be subsets of X, and β0 and β be vectors with the
same dimensions as Z0 and Z, respectively. Assume that β
T
0 Z0 and β
TZ are continuous
variables. If the survival function of T given X is given by g(t, βT0 Z0), where g(t, y) is
a strictly decreasing function of y for all t > 0, then NPVZ0,β0(t, v) ≥ NPVZ,β(t, v) for
all t > 0 and v ∈ (0, 1). In addition, if NPVZ0,β0(t, ·) = NPVZ,β(t, ·) for some t, then
P (FβT0 Z0(β
T
0 Z0) = FβTZ(β
TZ)) = 1.
In the following, we show how to use the estimator β̂ from working model (4.1) to
construct estimators for NPVZ,β∗(t, v). We use the following counting process notation.
Let N(t) = I{T ≤ min(C, t)}, and Y (t) = I{min(T,C) ≥ t}, where C denotes the
censoring time, and I(.) is the indicator function. The data consist of n independent
replicates {Ni(t), Yi(t), Xi(t); t ∈ [0, τ ]}, where τ is the endpoint of the study. We con-
sider the situation that C is independent of T and X as well as the situation that C
is independent of T conditional on X. We refer these two censoring mechanisms as
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independent censoring and covariate-dependent censoring, respectively.
4.1.2 Independent censoring
Under independent censoring, we propose to estimate NPVZ,β∗(t, v) by the Kaplan-Meier
method. Let Fn(·) be the empirical distribution of β̂TZ. We estimate NPVZ,β∗(t, v) by
N̂PV(t, v) =
∏
0<s≤t
{
1−
∑n
i=1 I(Fn(β̂
TZi) ≤ v)dNi(s)∑n
i=1 I(Fn(β̂
TZi) ≤ v)Yi(s)
}
.
Assume that
√
n(β̂ − β∗) is asymptotically normal. In the Appendix, we show that
√
n{N̂PV(t, v)−NPVZ,β∗(t, v)} converges weakly to a zero-mean Gaussian process. Let
cv = F
−1
β∗TZ(v), ĉv = F
−1
n (v), S(t; c, β) = P (T > t|βTZ ≤ c), and
Ŝ(t; c, β) =
∏
0<s≤t
{
1−
∑n
i=1 I(β
TZi ≤ c)dNi(s)∑n
i=1 I(β
TZi ≤ c)Yi(s)
}
.
We show that
√
n{N̂PV(t, v)− NPVZ,β∗(t, v)} is asymptotically equivalent to
√
nPnξ(t, v) +
√
n{Ŝ(t; ĉv, β̂)− Ŝ(t; cv, β∗)}, (4.2)
where Pn is the empirical measure,
ξ(t, v) = −S(t; cv, β∗)I(β∗TZ ≤ cv)
∫ t
0
dN(u)− Y (u)dΛ(t; cv, β∗)
E[I(β∗TZ ≤ cv)Y (u)] ,
and Λ(t; c, β) is the cumulative hazard function given βTZ ≤ c. The second term in (4.2)
is asymptotically equivalent to a quantity which involves some complicated derivatives.
The detail is given in the Appendix. To avoid the computation of these derivatives,
we propose a simple Monte Carlo method to obtain the asymptotical distribution of
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√
n{N̂PV(t, v)− NPVZ,β∗(t, v)}. Define
N̂PV
(Q)
(t, v) = n−1
∑n
i=1 ξ̂i(t, v)Qi + Ŝ(t; ĉ
(Q)
v , β̂(Q)), (4.3)
where the Qi are standard normal random variables, ξ̂i(t, v) is the sample version of
ξ(t, v) for the ith subject, and β̂(Q) and ĉ
(Q)
v are calculated in the following way. Let ψ̂i
be the sample version of the influence function of β̂ for the ith subject. Then β̂(Q) = β̂+
n−1
∑n
i=1 ψiQi, ĉ
(Q)
v = F̂
−1bβ(Q)TZ(v), where F̂bβ(Q)TZ is the empirical distribution of β̂(Q)TZ.
To approximate the asymptotical distribution of
√
n{N̂PV(t, v)−NPVZ,β∗(t, v)}, we sim-
ulated a number of realizations of
√
n{N̂PV(Q)(t, v)− N̂PV(t, v)} by repeatedly generat-
ing the normal sample (Q1, · · · , Qn) while fixing the data {Ni(t), Yi(t), Xi(t); t ∈ [0, τ ]}
at their observed values.
4.1.3 Dependent censoring
Suppose that the set of all possible covariates X can be divided into two parts U and
W , where U is independent of C, and T and C are independent given W . Under this
scenario, the estimator for NPV in §4.1.2 is no longer consistent, because the equality∫ t
0
I(βTZ ≤ c)dN(s)/{I(βTZ ≤ c)Y (s)} = Λ(t; c, β) does not hold. Let S(t; c, β, w) =
P (T > t|βTZ ≤ c,W = w), we have
NPVZ,β∗(t, v)
= EE[I(T > t, β∗TZ ≤ cv)|W ]/v
= E[E[I(T > t)|β∗TZ ≤ cv,W ]E[I(β∗TZ ≤ cv)|W ]]/v
= E[E[S(t; cv, β
∗,W )I(β∗TZ ≤ cv)|W ]]/v
= E[S(t; cv, β
∗,W )I(β∗TZ ≤ cv)]/v.
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Thus NPVZ,β∗(t, v) can be estimated by
N˜PV(t, v) =
n−1
∑n
i=1 Ŝ(t; ĉv, β̂,Wi)I(β̂
TZi ≤ ĉv)
v
,
where Ŝ(t; c, β, w) is an estimator of S(t; c, β, w) and can be obtained as follows. Let
Λ(t; c, β, w) denote the corresponding conditional cumulative hazard function. Since C
is independent of T and βTZ given W , we have
∫ t
0
duP (T ∧ C ≤ u, T ≤ C, βTZ ≤ c|W )
P (T ∧ C > u, βTZ ≤ c|W )
=
∫ t
0
du
[∫ u
−∞ P (T ≤ x, βTZ ≤ c|W )dFC|W (x) + P (T ≤ u, βTZ ≤ c|W )P (C > u|W )
]
P (T ∧ C > u, βTZ ≤ c|W )
=
∫ t
0
P (C > u|W )duP (T ≤ u, βTZ ≤ c|W )
P (T ∧ C > u, βTZ ≤ c|W )
=
∫ t
0
duP (T ≤ u, βTZ ≤ c|W )
P (T > u, βTZ ≤ c|W )
= Λ(t; c, β,W ).
Let W d and W c consist of the discrete and continuous components of W , respectively.
Then S(t; c, β, w) can be estimated by the kernel estimator
Ŝ(t; c, β, w) =
∏
0<s≤t
{
1−
∑n
i=1 h
−1K((Wi − w)/h)I(βTZi ≤ c)dNi(s)∑n
i=1 h
−1K((Wi − w)/h)I(βTZi ≤ c)Yi(s)
}
,
where K(w) is equal to K˜(wc) if wd = 0 and is equal to 0 otherwise, and wd and wc
correspond to the discrete and continuous components of w, respectively. Here K˜ is a
given symmetric smooth kernel density function with the same dimension as W c, and h
is the bandwidth such that nh2 →∞ and nh4 → 0 as n→∞.
In the Appendix, we show that
√
n{N˜PV(t, v)−NPVZ,β∗(t, v)} converges weakly to a
zero-mean Gaussian process. We have
√
n{N˜PV(t, v)−NPVZ,β∗(t, v)} is asymptotically
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equivalent to
√
nPnξ(t, v) +
√
nv−1P{Ŝ(t; ĉv, β̂,W )I(β̂TZ ≤ ĉv)− Ŝ(t; cv, β∗,W )I(β∗TZ ≤ cv)},
where P denotes the expectation with respect to W and Z, and
ξ(t, v) = v−1S(t; cv, β∗,W )I(β∗TZ ≤ cv)− NPVZ,β∗(t, v)
−v−1E[I(β∗TZ ≤ cv)|W ]S(t; cv, β∗,W )I(β∗TZ ≤ cv)
×
∫ t
0
dN(u)− Y (u)dΛ(u; cv, β∗,W )
E[I(β∗TZ ≤ cv)Y (u)|W ] .
Similar to §4.1.2, the distribution of √n{N˜PV(t, v) − NPVZ,β∗(t, v)} can be approxi-
mated by simulating a number of realizations of
√
n{N˜PV(Q)(t, v) − N˜PV(t, v)}, where
N˜PV
(Q)
(t, v) is given by
n−1
n∑
i=1
{
ξ̂i(t, v)Qi + v
−1Ŝ(t; ĉ(Q)v , β̂
(Q),Wi)I(β̂
(Q)TZi ≤ ĉ(Q)v )
}
.
4.2 Simulation Studies
To evaluate the performance of the proposed estimator N̂PV(t, v) under independent cen-
soring, we generated event times from the transformation model Λ(t|X) = G(0.5t exp(β1X1
+ β2X2 + β3X3)), where X1 follows Bernoulli(0.5), X2 and X3 follow uniform (0, 1) dis-
tribution, β1 = β2 = β3=0.7, and G is the Box-Cox transformation with ρ =1, 2 or the
logarithmic transformation with r = 1. We generated censoring times from the uniform
(0, 3.5) distribution and set τ = 0.9, 1.5, 1.5 for ρ = 2, ρ = 1 and r = 1, respectively,
yielding censoring rates of 25%, 25% and 42%, respectively. We generated 1000 repli-
cates with n = 200. Table 4.1 summarizes the results for the estimator N̂PV(t, v) at
v=0.25, 0.5, 0.75 and t = τ/4, τ/2, 3τ/4, τ . The estimator performs very well at large v,
i.e. v = 0.75. The biases are very small, the estimated standard errors are very close to
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the sample standard errors, and the coverage probabilities are very close to the nominal
level. The estimator performs well when v = 0.25 and 0.5 except that the biases are
slightly larger than when v = 0.75. This is as expected since the actual sample sizes for
the estimator N̂PV(t, v) at v = 0.25 and 0.5 are only 200×0.25 = 50 and 200×0.5 = 100
without considering censoring.
To assess the performance of the proposed estimators under covariate-dependent
censoring, we generated event times as the above setting but only considered the Box-Cox
transformation ρ = 1, i.e. the proportional hazards model. We generated censoring times
from the proportional hazards model Λ(t|X) = 0.3t exp(γ1X1+γ2X2) with γ1 = γ2 = 0.7
and set τ = 2. The censoring rate was 32%. We used the Gaussian kernel density and
set the bandwidth h = 3n−
1
3 . Table 4.2 summarizes the results for the estimators
N˜PV(t, v) and N̂PV(t, v) with sample sizes 200 and 500 based on 1000 replicates. As
shown in Table 4.2, the biases for N˜PV(t, v) are small especially for sample size 500. The
estimated standard errors are close to the empirical ones and the coverage probabilities
are close to the nominal level, when v is not small and t is not near τ . The estimated
standard errors tend to be larger than the empirical ones when v = 0.25 and t = τ/4,
τ/2. By contrast, the estimator N̂PV(t, v) has small bias when v is small, i.e. v = 0.25,
but has large bias when v is large, i.e. v = 0.75 and 1.0. It is important to notice that
the variance estimator for N̂PV(t, v) accurately reflects the true variation under all the
considered values of v and t not near τ for sample size 200. The performance of the
variance estimator at t = τ was improved when the sample size was increased to 500.
4.3 Example
We consider the primary biliary cirrhosis (PBC) study conducted by the Mayo Clinic
(Fleming and Harrington, 1991). Among the 312 randomized patients, 125 died at the
end of the study. To build a parsimonious prediction model, Dickson et al. (1989) first
selected 14 out of the 17 observed covariates by univariate analysis. Three covariates were
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then eliminated because they are either invasive or frequently unmeasured. To further
eliminate covariates, a step-down procedure was employed on the Cox model with the
remaining 11 covariates. The final model includes five covariates, age, log(bilirubin),
log(albumin), edema, and log(protime). All these five covariates are very significant,
with the parameter estimators being 0.039, −2.533, 0.871, 0.859, 2.380 and the estimated
standard errors being 0.008, 0.648, 0.083, 0.271, 0.767.
To evaluate the adequacy of the 5-covariate model, we compare its predictive accu-
racy with the 11-covariate model and the 14-covariate model. We first use the estimator
proposed under independent censoring to estimate the NPV curves. Figures 4.1a-4.1d
plot the estimated NPV(t, ·) at 2-year, 5-year, 8-year and 10-year, respectively. As shown
in Figures 4.1a-4.1d, there is little difference among the NPV curves for the 5-covariate,
11-covariate and 14-covariate models, which suggests that the five covariates are enough
for prediction and there is little benefit of adding the three invasive or frequently un-
measured covariates. Since the censoring may depend on the covariates, we also use
the estimator adjusting for dependent censoring. We conduct the adjustment of the 14
covariates and the adjustment of the four covariates, log(albumin), log(protime), SGOT,
and Alkaline Phos, which are significant in the Cox model for the censoring time with
the 14 covariates. The results are almost the same for the two methods of adjustment.
As shown in Figures 4.2a-4.2d, although there are some changes in the values for NPV,
the patterns are the same as Figures 4.1a-4.1d.
We then explore whether some of the 5 covariates can be removed without loss
of prediction accuracy. We start with the Cox model with the aforementioned five
covariates, referred to as Model I. Using this model as a reference, we evaluate the
change in predictive accuracy when some of the covariates are removed. We always keep
age in the model, since it can be easily obtained. For the other four covariates, we remove
them from the model one by one in the decreasing order of their p-values, explicitly in the
order of log(protime), edema, log(albumin), and log(bilirubin). The resulting models are
72
referred to as Model II to Model V. Figures 4.3a-4.3d plot the estimation of NPV(t, ·)
under independent censoring at 2-year, 5-year, 8-year and 10-year, respectively. The
NPV curves under Models II–IV are very close to those under Model I, and that under
Model V is far below the others. This shows that covariates age and log(bilirubin) alone
can achieve the prediction accuracy of the five covariates, and log(bilirubin) has very
significant contribution to prediction. Figures 4.4a-4.4d plot the estimation of NPV(t, ·)
adjusting for dependent censoring and show the same patterns as Figures 4.3a-4.3d. The
estimates and estimated standard errors at v =0.25, 0.50 and 0.75 are shown in Table
4.3.
Finally, we investigate the benefit of using logarithmic transformation of bilirubin on
the predictive accuracy. According to Fleming and Harrington (1991), the logarithmic
transformation gives a better description of the clinical effect of bilirubin and improves
the model fitting. Figures 4.5a-4.5d compare the NPV curves of Model V to those of the
model with bilirubin untransformed, Model VI, under independent censoring. Model V
yields higher NPV curves than Model VI at 5-year, 8-year, and 10-year. Figures 4.6a-
4.6d plot the estimation of NPV curves adjusting for dependent censoring. The difference
between the NPV curves for Model V and Model VI becomes smaller, compared to that
under independent censoring.
4.4 Discussion
An interesting phenomena we observed is that our proposed NPV function is insensitive
to the choice of the working model. For example, in the first set of simulation studies,
when the model was misspecified as the proportional hazards model, the estimated NPV
values are almost the same as those under correctly specified model (results are not
shown). This is because of the little change in the ratios of the estimated regression
parameters, although their absolute values are very different from those under correctly
specified model. Since measures like NPV curves and ROC curves for linear combination
73
of predictors only depend on the ratio of the combination coefficients, it is of interest to
quantify the change in those ratios among different survival models. For the predictors
following a multivariate normal distribution, Kosorok et al. (2004) showed that the
ratios are kept when certain type of proportional hazards frailty models are misspecified
as a Cox model. A challenging yet rewarding problem is to investigate whether similar
results hold under weaker conditions.
Though N̂PV(t, v) is not consistent under dependent censoring, our proposed Monte
Carlo method still captures its variance and performs well in small sample sizes. Al-
though N̂PV(t, v) may has large bias for large v, the bias seems to be small for small v,
i.e. v = 0.25. The coverage probability is close to the nominal level. Since N˜PV(t, v)
tends to overestimate the variance for small v, it is helpful to also consider N̂PV(t, v).
In practice, we recommend to calculate both estimators and see whether they come to
the same conclusion about the comparison of predictive accuracy among different sets
of predictors.
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Figure 4.1: Estimation of NPV(t, ·) under independent censoring for various models at
different time points: (a) t= 2-year; (b) t= 5-year; (c) t= 8-year; (d) t= 10-year. The
black, blue and red curves pertain to the models with five covariates, 11 covariates and
14 covariates, respectively.
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Figure 4.2: Estimation of NPV(t, ·) under dependent censoring for various models at
different time points: (a) t= 2-year; (b) t= 5-year; (c) t= 8-year; (d) t= 10-year. The
black, blue and red curves pertain to the models with five covariates, 11 covariates and
14 covariates, respectively.
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Figure 4.3: Estimation of NPV(t, ·) under independent censoring for various models at
different time points: (a) t= 2-year; (b) t= 5-year; (c) t= 8-year; (d) t= 10-year. The
black, green, blue, red and gray curves pertain to Models I–V, respectively.
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Figure 4.4: Estimation of NPV(t, ·) under dependent censoring for various models at
different time points: (a) t= 2-year; (b) t= 5-year; (c) t= 8-year; (d) t= 10-year. The
black, green, blue, red and gray curves pertain to Models I–V, respectively.
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Figure 4.5: Estimation of NPV(t, ·) under independent censoring for Models V and VI
at different time points: (a) t= 2-year; (b) t= 5-year; (c) t= 8-year; (d) t= 10-year. The
black and gray curves pertain to Models V and VI, respectively.
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Figure 4.6: Estimation of NPV(t, ·) under dependent censoring for Models V and VI at
different time points: (a) t= 2-year; (b) t= 5-year; (c) t= 8-year; (d) t= 10-year. The
black and gray curves pertain to Models V and VI, respectively.
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4.5 Appendix
Proof of Theorem 1
Let Y0 = FβT0 Z0(β
T
0 Z0), Y = FβTZ(β
TZ) and f(t, y) = g(t, F−1
βT0 Z0
(y)). Then f(t, Y0)
is the survival function of T given X and f(t, y) strictly decreases in y. Thus,
vNPVZ0,β0(t, v) = EI(T > t, Y0 ≤ v)
= Ef(t, Y0)I(Y0 ≤ v)
= Ef(t, Y0)I(Y0 ≤ v, Y ≤ v) + Ef(t, Y0)I(Y0 ≤ v, Y > v)
≥ Ef(t, Y0)I(Y0 ≤ v, Y ≤ v) + Ef(t, v)I(Y0 ≤ v, Y > v)
= Ef(t, Y0)I(Y0 ≤ v, Y ≤ v) + f(t, v)(v − EI(Y0 ≤ v, Y ≤ v))
= Ef(t, Y0)I(Y0 ≤ v, Y ≤ v) + f(t, v)(EI(Y ≤ v)− EI(Y0 ≤ v, Y ≤ v))
= Ef(t, Y0)I(Y0 ≤ v, Y ≤ v) + f(t, v)(EI(Y0 > v, Y ≤ v))
≥ Ef(t, Y0)I(Y0 ≤ v, Y ≤ v) + Ef(t, Y0)I(Y0 > v, Y ≤ v))
= Ef(t, Y0)I(Y ≤ v)
= vNPVZ,β(t, v),
where the equality holds if and only if P (Y0 > v, Y ≤ v) = 0. Therefore NPVZ0,β0(t, ·) =
NPVZ,β(t, ·) if and only if P (Y0 > v, Y ≤ v) = 0 for any v ∈ [0, 1], i.e., P (Y = Y0) = 1.
Weak convergence of
√
n{N̂PV(t, v)− NPVZ,β∗(t, v)}
Let cv = F
−1
β∗TZ(v), ĉv = F
−1
n (v), S(t; c, β) = P (T > t|βTZ ≤ c), and
Ŝ(t; c, β) =
∏
0<s≤t
{
1−
∑n
i=1 I(β
TZi ≤ c)dNi(s)∑n
i=1 I(β
TZi ≤ c)Yi(s)
}
.
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Then we have
√
n{N̂PV(t, v)− NPVZ,β∗(t, v)}
=
√
n{Ŝ(t; ĉv, β̂)− S(t; cv, β)}
=
√
n{Ŝ(t; cv, β∗)− S(t; cv, β∗)}+
√
n{Ŝ(t; ĉv, β̂)− Ŝ(t; cv, β∗)}. (4.4)
The first term in (4.4) is asymptotically equivalent to
−√n(Pn − P)S(t; cv, β∗)I(β∗TZ ≤ cv)
∫ t
0
dN(u)− Y (u)dΛ(t; cv, β∗)
E[I(β∗TZ ≤ cv)Y (u)] ,
where Λ(t; cv, β
∗) is the cumulative hazard function given β∗TZ ≤ cv.
It can be verified that the second term in (4.4) is asymptotically equivalent to
√
n{S(t; ĉv, β̂)− S(t; cv, β∗)}
=
∂S(t; cv, β
∗)
∂c
√
n{ĉv − cv}+ ∂S(t; cv, β
∗)
∂β
√
n{β̂ − β∗}+ op(1).
Now we calculate ∂S(t; c, β)/∂β. The calculation for ∂S(t; c, β)/∂β is similar and even
simpler, and thus is omitted. Let Z(k) be a continuous component of Z and Z(−k) be
the remaining components of Z. Let βk and β(−k) be components of β corresponding to
Z(k) and Z(−k), respectively. Let h1(t, x; y) and h2(x; y) be the conditional densities of
(T, Z(k)) and Z(k), respectively, given Z(−k) = y. Let g1(t, β, c) = E[I(T > t)I(βTZ ≤ c)]
and g2(β, c) = E[I(β
TZ ≤ c)]. Then for βk > 0,
g1(t, β, c)
= EE[I(T > t)I(βTZ ≤ c)|Z(−k)]
= E
∫ β−1k {c−β(−k)Z(−k)}
−∞
∫ ∞
t
h1(s, x;Z
(−k))dsdx.
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By some algebra, we obtain ∂S(t; c, β)/∂β is equal to
∂g1(t, β, c)/∂β − E[I(T > t)|βTZ ≤ v]∂g2(β, c)/∂β
E[I(βTZ ≤ c)] ,
where
∂g1(t, β, c)
∂βk
= −cβ−2k E
∫ ∞
t
h1(s, β
−1
k {c− β(−k)Z(−k)};Z(−k))ds,
∂g1(t, β, c)
∂β(−k)
= −β−1k E[Z(−k)
∫ ∞
t
h1(s, β
−1
k {c− β(−k)Z(−k)};Z(−k))ds],
∂g1(β, c)
∂βk
= −cβ−2k Eh2(β−1k {c− β(−k)Z(−k)};Z(−k))ds,
∂g2(β, c)
∂β(−k)
= −β−1k E[Z(−k)h2(β−1k {c− β(−k)Z(−k)};Z(−k))ds].
By the weak convergence of
√
n{β̂−β∗} and the following Lemma 1, we then obtain
the result.
Lemma 1.
√
n(ĉv − cv) converges weakly to a zero-mean Gaussian process and is
asymptotically equivalent to
− 1
f(cv)
√
n(Pn − P){I(β∗TZ ≤ cv) + ∂g2(β∗, cv)/∂β · ψ},
where f(·) is the density function of β∗TZ, and ψ is the influence function of β̂.
Proof.
√
n(Fn(c)− Fβ∗TZ(c)) can be written as
√
n(Pn − P)I(β∗TZ ≤ c) +
√
nP{I(β̂TZ ≤ c)− I(β∗TZ ≤ c)}
+
√
n(Pn − P){I(β̂TZ ≤ c)− I(β∗TZ ≤ c)}. (4.5)
The first term in (4.5) is weakly convergent. The second term is asymptotically equivalent
to ∂g2(β
∗, c)/∂β
√
n(β̂ − β∗). The third term is convergent to zero in probability.
By the result of ch12.2.4 in Kosorok (2008), we obtain that
√
n(F−1n (v)− F−1β∗TZ(v)),
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i.e.
√
n(ĉv − cv), is asymptotically equivalent to
− 1
f(cv)
√
n(Pn − P){I(β∗TZ ≤ cv) + ∂g2(β∗, cv)/∂β · ψ}.
Weak convergence of
√
n{N˜PV(t, v)− NPVZ,β∗(t, v)}
We can write v
√
n{N˜PV(t, v)− NPVZ,β∗(t, v)} as
√
n{PnŜ(t; ĉv, β̂,W )I(β̂TZ ≤ ĉv)− PS(t; cv, β∗,W )I(β∗TZ ≤ cv)}
=
√
n(Pn −P)S(t; cv, β∗,W )I(β∗TZ ≤ cv)
+P√n{Ŝ(t; ĉv, β̂,W )I(β̂TZ ≤ ĉv)− S(t; cv, β∗,W )I(β∗TZ ≤ cv)}
+
√
n(Pn − P){Ŝ(t; ĉv, β̂,W )I(β̂TZ ≤ ĉv)− S(t; cv, β∗,W )I(β∗TZ ≤ cv)}.
(4.6)
The second term in (4.6) can be written as
√
nP
[
{Ŝ(t; cv, β∗,W )− S(t; cv, β∗,W )}I(β∗TZ ≤ cv)
]
+
√
nP
[
Ŝ(t; ĉv, β̂,W ){I(β̂TZ ≤ ĉv)− I(β∗TZ ≤ cv)}
]
+
√
nP
[
{Ŝ(t; ĉv, β̂,W )− Ŝ(t; cv, β∗,W )}I(β∗TZ ≤ cv)
]
. (4.7)
To study the first term in (4.7), we first study Λ̂(t; c, β, w)− Λ(t; c, β, w), where
Λ̂(t; c, β, w) =
∫ t
0
∑n
i=1 h
−1K((Wi − w)/h)I(βTZi ≤ c)dNi(s)∑n
i=1 h
−1K((Wi − w)/h)I(βTZi ≤ c)Yi(s) .
Let T˜ = min(T,C) and ∆ = I(T ≤ C). Then Λ̂(t; c, β, w)− Λ(t; c, β, w) can be written
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as
Pn
[
h−1K(W−w
h
)I(βTZ ≤ c)∆I(T˜ ≤ t)
Pn[h−1K(W−wh )I(βTZ ≤ c)Y (u)]|u=eT
]
− P
[
I(βTZ ≤ c)∆I(T˜ ≤ t)
P [I(βTZ ≤ c)Y (u)|u=eT ]
]
= (Pn − P)
[
h−1K(W−w
h
)I(βTZ ≤ c)∆I(T˜ ≤ t)
P [h−1K(W−w
h
)I(βTZ ≤ c)Y (u)|u=eT ]
]
−P
[
h−1K(W−w
h
)I(βTZ ≤ c)∆I(T˜ ≤ t)(Pn − P)[h−1K(W−wh )I(βTZ ≤ c)Y (u)]
P2[h−1K(W−w
h
)I(βTZ ≤ c)Y (u)]|u=eT
]
+
{
P
[
h−1K(W−w
h
)I(βTZ ≤ c)∆I(T˜ ≤ t)
P [h−1K(W−w
h
)I(βTZ ≤ c)Y (u)|u=eT ]
]
− P
[
I(βTZ ≤ c)∆I(T˜ ≤ t)
P [I(βTZ ≤ c)Y (u)|u=eT ]
]}
+op(n
−1/2). (4.8)
By the following Lemma 2 and some algebra, (4.8) is equal to
(Pn − P)
[
p−1W (w)h
−1K((W − w)/h)I(βTZ ≤ c)
∫ t
0
dN(u)− Y (u)dΛ(u; c, β, w)
E[I(βTZ ≤ c)Y (u)|W = w]
]
+O(h2) + op(n
−1/2).
By the Duhamel equation and the condition nh4 = o(1),
√
n{Ŝ(t; c, β, w)−S(t; c, β, w)}
is asymptotically equivalent to
√
n(Pn − P)
[
−S(t; c, β, w)p−1W (w)h−1K(
W − w
h
)I(βTZ ≤ c)
×
∫ t
0
dN(u)− Y (u)dΛ(u; c, β, w)
E[I(βTZ ≤ c)Y (u)|W = w]
]
.
Therefore, similar to the argument in Lemma 2, the first term in (4.7) is asymptotically
equivalent to
√
n(Pn −P)
[
E[I(β∗TZ ≤ cv)|W ]S(t; cv, β∗,W )I(β∗TZ ≤ cv)
×
∫ t
0
dN(u)− Y (u)dΛ(u; cv, β∗,W )
E[I(β∗TZ ≤ cv)Y (u)|W ]
]
.
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Let
g1(t; c, β) = P{S(t; cv, β∗,W )}I(βTZ ≤ c)},
and
g2(t; c, β) = P{S(t; c, β,W )}I(β∗TZ ≤ cv)},
Then the second and third terms in (4.7) are asymptotically equivalent to
∂g1(t, β
∗, cv)
∂β
√
n(β̂ − β∗) + ∂g1(t, β
∗, cv)
∂c
√
n(ĉv − cv)
and
∂g2(t, β
∗, cv)
∂β
√
n(β̂ − β∗) + ∂g2(t, β
∗, cv)
∂c
√
n(ĉv − cv),
respectively.
The third term in (4.6) converges to 0 in probability.
Combining the above results, we obtain the weak convergence of
√
n{N˜PV(t, v) −
NPVZ,β∗(t, v)}.
Lemma 2. Let pW (·) be the probability density of W with respect to a measure µ.
Then
E[h−1K((W − w)/h)I(βTZ ≤ c)Y (u)] = E[I(βTZ ≤ c)Y (u)|W = w]pW (w) +O(h2).
Proof. Let pW c|W d(·|wd) be the probability density of W c given W d = wd. If h is small
enough, we have
E[h−1K((W − w)/h)I(βTZ ≤ c)Y (u)]
= E[h−1K˜((W c − wc)/h)I(βTZ ≤ c)Y (u)|W d = wd] · P (W d = wd)
=
∫
h−1K˜((x− wc)/h)E[I(βTZ ≤ c)Y (u)|W d = wd,W c = x]pW c|W d(x)dx · P (W d = wd).
By the transformation u = (x − wc)/h, Taylor expansion, and the condition that
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∫
K˜(u)du = 1 and
∫
uK˜(u)du = 0, the above quantity is equal to
E[I(βTZ ≤ c)Y (u)|W d = wd,W c = wc]pW c|W d(wc) · P (W d = wd) +O(h2).
We then obtain the result.
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Chapter 5
Future research
In Chapter 2, we develop systematic methods for checking the general transformation
models. This work also fills some gaps in the existing literatures on the goodness-of-fit
methods for the proportional hazards model. For example, there are no methods available
for checking the functional form of time-dependent covariates. In the near future, we
will apply our methods to analyze the sequential PBC data, which is a follow-up of the
original PBC data (Fleming and Harrington 1991) and contains the follow-up covariates
values.
In Chapter 3, we propose estimators of the PAF and adjusted AF functions to eval-
uate the population impact of risk factors for the univariate time-to-event outcome. In
some cohort studies, information on several diseases or conditions can be collected. The
population impact of risk factors on multiple outcomes may be of interest. We can
extend the PAF and adjusted AF functions to study this impact. Since our proposed
estimators have been expressed as the sum of independent terms, it is straightforward
to obtain the joint distribution of the multiple PAF estimates. Based on this, we can
make inference about the multiple PAFs.
In Chapter 4, we propose clinically meaningful measures to evaluate the predictive
accuracy of multiple predictors. These measures can be used to help researchers in
medical studies to choose the best set of predictors. In the near future we will apply the
proposed methods to a gene expression cancer study to compare the predictive accuracy
of different combinations of predictors proposed by different researchers. There are also
some theoretical problems need to be explored. Our NPV estimators require the plug-in β̂
to be asymptotically normal. The NPMLE β̂ obtained from the working transformation
model satisfies this requirement when the model is correctly specified. When the model
is misspecified, theoretical results are only available for the proportional hazards model.
Results for other transformation models are desired.
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