We approach sphere of influence graphs (SIGs) from a probabilistic perspective. Ordinary SIGs were first introduced by Toussaint as a type of proximity graph for use in pattern recognition, computer vision and other low-level vision tasks. A random sphere of influence graph (RSIG) is constructed as follows: Consider n points uniformly and independently distributed within the unit square in d dimensions. Around each point, X i , draw an open ball ("sphere of influence") with radius equal to the distance to X i 's nearest neighbour. Finally, draw an edge between two points if their spheres of influence intersect. Asymptotically exact values for the expected number of edges in a RSIG are determined for all values of d; previously, just upper and lower bounds were known for this quantity. A modification of the Azuma-Hoeffding exponential inequality is employed to exhibit the sharp concentration of the number of edges around its expected value. AZUMA-HOEFFDING INEQUALITY; RANDOM GRAPHS; SPHERE OF INFLUENCE GRAPHS.
Introduction
A (regular, i.e., non-random) sphere of influence graph (SIG) is defined as follows:
• Given n points {X 1 , . . . , X n } in R d , let R i = min{τ (X i , X j ) : i = j}, where τ denotes any metric on R d .
• Let B i be the open ball ("sphere of influence") of radius R i centered at X i .
• If two spheres, B i and B j intersect, then an edge is drawn between the points X i and
A closed sphere of influence graph (CSIG) is defined analogously, by requiring that the balls B i be closed. If τ is the usual 2 metric (as it will be throughout this paper), a SIG will be called ordinary. We will denote the total number of edges in a SIG by e. The
SIGs to be dealt with here will be further restricted by the condition that we constrain the n points to be identically, independently, and uniformly distributed within [0, 1] d . Such a SIG will be called a random sphere of influence graph (RSIG).
Ordinary SIGs were first introduced by Toussaint (1980) as a type of proximity graph for use in pattern recognition, computer vision and other low-level vision tasks. Since then, research in this area has been active, with groups currently pursuing the study of SIGs at, e.g., the U.S. Naval Academy, Dartmouth College, the University of Wisconsin, and the University of Wyoming. Previous studies of the maximum size of a (regular) SIG include those of Füredi and Loeb (1994) and Michael and Quint (1994) , who independently proved The pursuit and analysis of expected values of this type is not trivial, as evidenced by recent solutions to some rather deep problems in probability, including the asymptotics of the expected tour length for the travelling salesman problem, the expected total edge length of a minimal spanning tree, and the mean length of the longest common subsequence; see, e.g., Steele (1997) for an account of these results, due to Rhee; Aldous and Steele; and Alexander, respectively. After dealing with edge effects in Section 2 (which could, incidentally, have been disposed of entirely by adopting the torus convention as, for example, in Hall (1988) ), classical methods in probability and analysis are employed in Section 3 to close the gap on Dwyer's bounds and determine an exact asymptotic value for E(e) for all values of d. In particular, it will be shown that for d = 2,
Finally, it will be proved that
and it will be noted that the corresponding results for variables taking values in the unit ball are identical, for all values of d. It is clear that E(e) = n 2 P(an edge exists between vertices X 1 and X 2 ),
which we shall show is asymptotic to n 2 · A for some constant A; the exact evaluation of A is what makes the calculation so delicate. In Section 4, a modification of the AzumaHoeffding inequalities is used to prove that the distribution of e is sharply concentrated around E(e).
Conquering edge effects
We begin by randomly "throwing down" n points in the unit square, and constructing the required spheres of influence; the goal is to determine the probability that the spheres around any two points intersect. Clearly, the conditional probability of this event is related to the location of the points, since for a point near the edge of the square, the corresponding sphere may not be entirely contained within the square, resulting in a smaller volume and a smaller probability that there exists an edge between the point in question and another point. Thus, we must construct some sort of an inner square within the unit square so that no two points within this inner square experience these edge effects vis-à-vis each other.
This leaves an outer boundary area. We will denote the width of this boundary area by r 0 and determine r 0 so that the probability that any radius R i is greater than r 0 tends to zero as n → ∞. It will follow, that with high probability, any two points further than 2r 0 away from each other will not be neighbours, and that, with high probability, no two points within the inner square will experience edge effects. Recall that the volume
, where
so that for any r > 0, we have, on conditioning on the location of the point X 1 (within or without the inner square of side 1 − 2r)
In (3), we have used the crude (but adequate) worst case analysis to estimate P(R 1 > r).
We now set
, with α d given by (2) , and for an A to be determined, and obtain, from (3),
so that the choice A = 2 d+1 will certainly guarantee, via the Borel-Cantelli lemma, that
proving, furthermore, that we may assume, henceforth, that for almost all configurations of points, and for n sufficiently large,
(Actually we will not need the strong assertion in (4) at most times.) Returning to (1), the probability ν that there exists an edge between X 1 and X 2 can be written as
where
and
where I β denotes the inner square of side 1 − 2β and e X 1 ,X 2 is the event "an edge exists between X 1 and X 2 ." The computation of ν 2 will be the object of the next section; here we note that as in the argument leading to (4), we have for some ε > 0,
and that ν 3 and ν 4 may be estimated in the following elementary fashion:
where K d denotes a generic constant that depends on d and whose value may change from line to line. Similarly,
Note that we have used the value of r 0 suggested by (4) in the calculation leading to (6) and (7), as we will, without comment, in much of this paper. We will show, in the next section, that ν 2 = A/n for a constant A that we will control tightly.
The unit square (and the unit sphere)
Given two points x and y at a distance r ≤ 2r 0 and within I 2r 0 , consider the joint distribution function
and the associated function
and note that for s + t ≤ r ≤ 2r 0 ,
the justification for (8) is as follows: Given x and y within I 2r 0 and at a distance of r, it is clear that {R x > s} iff the other n − 1 points all lie outside a ball of radius s around
x. Now y, by design, lies outside this ball, and the behaviour of the other n − 2 points is independent of this fact. The second term on the right side of (8) is
(since edge effects do not occur); the other quantities are derived in a similar fashion. It follows from (8) that the conditional joint p.d.f. of the radii of the spheres of influence around x and y is, for s + t ≤ r,
and thus that
It is elementary to show that (9) reduces to
Now, in principle, the integrand in (10) is nothing more than a (rather large!) polynomial in t, but one has to exercise considerable caution while trying to evaluate ϕ(n, r, d). We proceed as follows:
where h(·) is the density of the interpoint distance R for two points randomly thrown down onto the inner square I 2r 0 of side 1 − 4r 0 . Now it is easy to see that P(R ≤ r) is
for small values of r -and it may be shown on using elementary calculus after first constructing, within I 2r 0 , a further inner square J r with "collar" of width r, that the probability we seek is exactly of magnitude
follows from equations (10) and (11) that
where K is a constant and
The real difficulty in bounding ν 2 lies in untangling J d,n . We will now use a series of substitutions, integrations by parts, and limit theorems to simplify J d,n into a much nicer expression. The substitution t = rp made on the inner integral in (13) leads to
while the substitution x = (n − 3)r d reduces (14) as follows:
From (15), it follows by dominated (or monotone) convergence that
2 dp, which on using the substitution w = p/(1 − p) leads to
We next reduce (16) using integration by parts to obtain
while the substitution w = p/(1 − p) reveals that (17) simplifies to
which, together with (5), (6), (7), (12) and the fact that r 0 → 0 as n → ∞ shows that
We now need to exhibit a lower bound on J d,n that is of the same order of magnitude as in (19). Towards this end, note that (11))
As in the argument leading to (19), (20) reveals that 
Remarks. Some specific values of the above limit are recorded in Table 1 below. An earlier version of the paper contained some messy upper and lower estimates of the integral J d,n ; we thank the referee for suggesting the streamlined approach that gave the value of lim nJ d,n directly. The fact that
was also pointed out to us by the referee -who showed us the proof indicated below:
The substitutions x = α
which, by the substitution x = y + s leads to
. Table 1 Exact values of lim n→∞ E(e)/n 
In the above an earlier version of the paper only contained a numerical approximation to this value. We next need to investigate the asymptotic value of 1 0 dp
understand the behaviour of the number of edges in a RSIG in high dimensions, a question of some relevance in pattern recognition. The reader will observe that the answer to this question has already been recorded in Table 1 . Once again, the argument that follows is due to the anonymous referee, and is a simpler version of our more complicated original proof.
which, by the dominated convergence theorem yields
This yields 
Proposition 1. Given the RSIG generated by n random points in
[0, 1] d , lim d→∞ 1 2 d lim n→∞ E(e) n = π 8 .
Concentration around the expected value
Our goal in this section is to show the following concentration result for the size of the RSIG:
Then the number of edges e in the sphere of influence graph generated by the first n X i s is concentrated, for some C > 0, in an interval of length C √ n log 3/2 n around E(e) ∼ c · n.
More specifically,
To set the stage for the proof, let us recall that if
an objective function, then it can be viewed as a martingale in the following canonical way. Let F i = σ(X 1 , X 2 , . . . , X i ) (with F 0 = {∅, Ω}), and let E i Z denote the conditional will establish an extension of the Azuma-Hoeffding inequality to martingales that do not have a good bound on the differences. We believe that this inequality is of independent interest. The short proof that we present below is a simplification of a proof shown to us by Iosif Pinelis, which itself was a simplification of our original proof that was based on decoupling methods and conditional symmetrization (Pinelis' proof used the notions of decoupling and conditional symmetrization also.) We have recently learned, while revising this paper, that an inequality similar in spirit (with a harder proof) was proved by Shamir and Spencer (1987). 
Proof. For any λ and (w k ) as above we have
The second probability on the right hand side above is no larger than
Note that a summand appearing in the first probability is a martingale difference bounded by 2w k . Therefore, applying the Azuma-Hoeffding inequality to the first term and Chebyshev's inequality to the second, we get that the above quantity is bounded above by
By the martingale property,
and therefore, we can further upper bound the second term above by
This proves the lemma.
We will be using (21) with λ = A √ n log 3/2 n, w i = B log n, and d i ∞ = Cn, for some constants A, B, C depending only on d. This gives
and, if A > √ 32B, then the right -hand side of (22) is a term of convergent series if, for example,
So, in order to complete the proof of Theorem 2, it remains to establish (23) for d i =
It is a standard procedure to let (X * i ) be an independent copy of a sequence (X i ); then
so that d i can be written as
We seek a bound on P(|d i | ≥ B log n). To this end, we will need the following: 
for some absolute constant K.
Proof: Let {y 1 , . . . , y k } be the members of N (x i ) enumerated so that ρ j = τ (y j , x i ) is nondecreasing in j. Let B j be the ball centered at x i with radius ρ j and denote by S j the corresponding sphere. any two of them is at least (π/3)ρ 1 . Let C j be a cap (i.e. a ball on S 1 with geodesic distance) with radius (π/6)ρ 1 , centered atỹ j and let
) denotes the volume of a d -dimensional ball with radius s, and
. Since all sections of K j by a hyperplane orthogonal to the line segment
Therefore, since any two K j 's intersect on a set of d-dimensional Lebesgue measure 0 we
Hence,
which proves the lemma.
To complete the proof of Theorem 2, let |B r (X k )| denote the number of points other than X k from our sample that fall in B r (X k ), i.e.
Let r * = max 1≤i≤n max{R i , R * i }, where R * i equals the radius of the sphere of influence around the resampled point X * i . According to the computation leading to (4), for a ≥ 1,
Consider the set {r * ≤ r 0 }. On this set, there is no edge between any two points that are farther than 2r 0 apart. In particular, the degree of any X k is no more than |B 2r 0 (X k )|.
Thus, removing X i will decrease the number of edges by no more than |B 2r 0 (X i )|. On the other hand, for every X j ∈ N (X i ) its new sphere of influence will have longer radius than the old one, and this can increase the number of edges by no more than |B 2r 0 (X j )| − 1 (because there is an edge between X i and X j anyway). Since
the total change is no more than
where M d is 1 plus the right hand side of (24). Similar argument shows that placing X * i will change the total number of edges by no more than M d |B 3r 0 (X * i )|. Finally, on the set {r * > r 0 }, the change resulting from relocating X i to X * i cannot be larger than c · n, for some constant c. Therefore, letting
we have Let D be a constant whose value will be chosen in a moment, and let B be a constant such that ((B/4) − C 1 ) log n ≥ Dnp = O(log n). Then we have P(|d i | ≥ B log n) ≤ P(2k + 2C 1 log n + cnP(r * > r 0 |F i ) ≥ B log n)
≤ P(k + C 1 log n ≥ B 4 log n) + P P(r * > r 0 |F i ) ≥ B log n 2cn
where next to the last inequality follows from the well known estimate
Choosing D 1 and a large enough (which can be done by choosing the value of D sufficiently large) we obtain (23).
Remark. It is quite conceivable that a more careful analysis will lead to a reduction in the exponent on the logarithm in Theorem 2.
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