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TERMINOLOGY 
 
Activity:  The performance of a task required to complete the project. 
Activity Performance Index (API):   A percentage that indicates the relationship of the 
calculated production rate for a given working window versus the desired rate of 
production.   
Activity Sequence List:   A list that describes the order in which activities will occur at 
any location on the project. This is utilized by Harmelink as a precursor to calculating the 
controlling activity path in the Linear Scheduling Model. 
Controlling Activity Path (CAP):   This is the path of longest duration through the 
project that is identified after the downward pass has been completed. 
Critical Path:  A series of interconnected activities through the network diagram, with 
each activity having zero, free and total float time. The critical path determines the 
minimum time to complete the project. 
Critical Path Method (CPM):  A form of scheduling which uses a network logic 
diagram to display interdependencies and calculate scheduling information including: 
early start, late start, early finish, late finish, free float, and total float. 
Discrete Activity:  An activity consisting of unconnected separate or distinct parts. 
These activities are typically best scheduled with bar charts or CPM.
xii 
Downward Pass: Beginning with the last activity on the sequence list, identify the 
critical segment of each activity until the first activity is reached. This is Harmelink’s 
adaptation of the backward pass used in CPM applied to the linear scheduling model. 
Duration:   The time required to perform an activity. 
Early Finish (EF):   The earliest time an activity can be finished. 
Early Start (ES):   The earliest time an activity can be started. 
Finish to Finish:  An activity relationship which means the successor activity can finish 
at the same time as or later than the predecessor activity. 
Finish to Start:   An activity relationship which does not allow the successor activity to 
start until the predecessor is completed. 
Free Float (FF):  The amount of time an activity may be delayed without delaying the 
early start time of the immediately following activity. 
Late Finish (LF):  The latest time an activity can be finished. 
Late Start (LS):  The latest time an activity can be started without delaying the 
completion date of the project. 
Least Distance Interval:  The shortest distance between any two adjacent activities that 
lies within the coincident duration and intersects the least time interval. 
Least Time Interval:   The shortest time interval between any two adjacent 
(consecutive) activities. The interval will always occur at a vertex of at least one of the 
activities. 
Line of Balance (LOB):   A scheduling technique which utilizes three charts: 
production, objective, and progress. The production chart is the plan to build or process 
one unit. The objective chart is an overview of the units needed to complete the project or 
xiii 
order. The progress chart depicts the units produced per a unit of time. While originally 
used for the manufacturing process, many adaptations have been fit to repetitive 
construction.  
Move-Around:   Areas in pipeline construction where the equipment and crews are 
moved from one location to another location out of sequence along the alignment thus 
disrupting the continuous flow of construction. 
Production Variable:  Variables which affect the rate at which construction production 
occurs.  There are four types of production variables:  
1) General Variables – Broad constraints which affect the production but are 
not related to a specific time or location, e.g. number of welders. 
2) Time Variables – Variables which change with respect to time only, e.g. 
holidays per month. 
3) Location Variables – Variables that change with respect to location only, 
e.g. terrain. 
4) Time–Location Variables – Variables that change with respect to both time 
and location, e.g. weather, environmental windows. 
Skip:   An area of the construction alignment that must be avoided at the time the 
construction crews arrive, thus forcing the crews to “skip” the area and come back when 
appropriate.  Skips may be required due to environmental concerns, constructability 
issues, or other factors affecting the progression of the construction project. 
Spread:  A segment or portion of a pipeline project.  Pipeline projects are typically 
broken into spreads based on terrain and the ability to complete the spread in a given 
construction window. 
xiv 
Start to Start:   An activity relationship which means the successor activity can start at 
the same time or later than the predecessor activity. 
Total Float (TF):   The amount of time an activity may be delayed without delaying the 
completion date of the project. 
Upward Pass:  Beginning with the first activity on the sequence list, the least time and 
least distance intervals and potential controlling segments are identified for each activity 
until the end of the list is reached. This is Harmelink’s adaptation of the forward pass 
used in CPM applied to the linear scheduling model. 
Working Window:  A rectangle on the linear scheduling chart with a homogenous set of 
production variables.  The working window has time on the y-axis and location on the x-
axis. 
xv 
NOMENCLATURE 
 
API Activity Performance Index 
AS Activity Separation 
CAP Controlling Activity Path 
CEPRV Cumulative Effect of Productivity Rate Variations 
CFL Continuous Full Span Linear Activity 
CPM  Critical Path Method 
CPT Construction Planning Technique 
DOT Department of Transportation 
DR Distance Remaining 
DTTR Distance Traveled in Time Remaining 
DUR Duration 
EF Early Finish 
ES Early Start 
FF Free Float 
FLSP Florida Linear Scheduling Program 
FS Full-Span Block or Bar 
HVLS  Horizontal & Vertical Linear Schedule 
IFL Intermittent Full Span Linear Activity 
LCPM Linear Construction Planning Model
xvi 
LD Least Distance Interval 
LF Late Finish 
LOB  Line of Balance 
LS Late Start 
LSM Linear Scheduling Method (Johnston 1981) 
LSMh Linear Scheduling Model (Harmelink 1995)  
LSMVPR Linear Scheduling Model with Varying Production Rates 
LT Least Time Interval (Harmelink 1995) 
LTI  Least Time Interval 
ML Minimum Lead 
PPD  Probability of Project Delay 
PR  Production Rate 
PRV  Productivity Rate Variation 
PS Partial-Span Block or Bar 
PV Production Variable 
RASP Repetitive Activity Scheduling Process 
RPM Repetitive Project Modeling 
RSM  Repetitive Scheduling Method 
SCAP Secondary Controlling Activity Path 
TII Time Iteration Interval 
TLC Time Location Chart 
TF  Total Float 
TR Time Remaining 
xvii 
TSSM Time Space Scheduling Method 
VLSM Variable Linear Scheduling Model 
VPM Vertical Production Method 
WW Working Window 
WWLE Working Window Location End 
WWTE Working Window Time End 
WWLS Working Window Location Start 
WWTS Working Window Time Start
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CHAPTER I 
 
 
INTRODUCTION 
 
Background 
 
Pipeline construction projects involve continuous, linear activities performed 
along the horizontal alignment of the facility.  Grading, trenching, and welding are 
examples of such activities.  While bar charts and the critical path method are currently 
the most common methods of pipeline construction scheduling, these methods lack detail 
when scheduling linear projects. Linear (time-location) scheduling is a technique that 
better depicts linear activities, and thus has the potential of enhancing the scheduling of 
pipeline projects.   
Purpose and Scope 
 
 The purpose of this research is to develop a framework for linear scheduling 
which accounts for variance in production rates when and where the variance occurs and 
to enhance the visual capabilities of linear scheduling.  The framework will be supported 
by empirically derived production equations with the appropriate variables input at the 
appropriate time and location in the project.  For example, production rates of ditching 
across flat prairie will greatly exceed that of ditching through mountainous terrain.  A 
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given project may consist of both types of terrain; therefore utilizing one production rate 
or an average production rate for the example would lead to erroneous expectations in the 
two unique areas.  It would therefore be more useful to apply “production variables” at 
the appropriate changes in conditions.  These different production variables would in turn 
be applied to the production rate of the activity as it moves through the given area and 
time window.  This allows the project team to better understand how and when the 
production variables affect the construction progress throughout the length of the project.  
It may be possible to bypass certain drops in production performance simply by 
understanding the compound effect of the production variables.  The specific objectives 
of the research study are: 
1. Determine the variables which affect production rates of pipeline construction 
(i.e. rainfall, terrain, etc.) 
2. Determine which activities are affected by the production variables 
3. Determine a method for capturing as-built production rates and developing 
“production variables” from the data to use for future linear scheduling 
4. Develop an algorithm for applying the combined variables to the individual 
activities base production rate, thereby developing a most likely production rate 
for all locations and times of construction 
5. Develop prototype software for performing the calculations associated with the 
scheduling algorithm. 
 
The remainder of this Chapter presents basic concepts and terminology related to 
scheduling of construction projects.  Chapter II summarizes the findings of the literature 
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review regarding linear scheduling, its application to pipeline construction, and a review 
of existing linear scheduling software.  Chapter III provides an explanation of the 
proposed linear scheduling model.  A description of the data collected, the methods used 
to analyze the data, and the output of the analysis are found in Chapter IV.  Chapter V 
details the use of the prototype software Velocity 1.0 and provides a validation of the 
model using the software.  Chapter VI provides a summary and conclusions of the 
research, as well as recommendations for future research.   
 
Bar Charts 
 
One of the earliest methods of construction scheduling is the bar chart, developed 
by Henry Gantt during World War I [36].  As shown in Figure 1, a bar chart consists of 
bars representing activities with time on the x-axis and the names of activities on the y-
axis.  Each bar illustrates the start date, duration, and finish date of a particular activity.   
 
 
Figure 1 – Bar Chart (Five Day Work Week) 
 
Today, bar charts remain popular because they are simple to develop and easy to 
understand.  Bar charts provide a good overview of the project schedule; however, they 
lack detailed information that is necessary to effectively manage a project.  A bar chart 
Month
Date 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
D
E
FF 2
A
B
D 3
E 2
B 2
C 4
January 2006Activity Name Duration
A 3
C
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does not show the float time of activities, the dependencies between activities, and other 
detailed activity information.  
 
Critical Path Method 
 
Bar charts were the industry standard until 1957, when the DuPont Company 
developed the Critical Path Method (CPM) for planning and scheduling complex projects 
in the chemical manufacturing industry.  The CPM is especially applicable to projects 
that have multiple interdependency relationships between succinct activities. 
Figure 2 shows a CPM logic diagram with the interrelationship between activities 
and the sequential flow of work.  The project is represented by a network with activities 
shown as rectangular boxes, called nodes, and the sequential flow logic is depicted by 
arrows.  The early and late start dates (ES, LS), and the early and late finish dates (EF, 
LF), are shown for each activity.  Thus, the CPM provides a range of start and finish 
dates each activity; whereas, a bar chart simply shows a single start and finish date for 
each activity.     
 
 
Figure 2 – Critical Path Method (CPM) 
 
1/3/2006 10 1/5/2006 1/6/2006 30 1/11/2006 1/12/2006 50 1/13/2006 1/16/2006 60 1/17/2006
1/3/2006 3 1/5/2006 1/6/2006 4 1/11/2006 1/12/2006 2 1/13/2006 1/16/2006 2 1/17/2006
1/9/2006 20 1/10/2006 1/11/2006 40 1/13/2006 LS NO. LF
1/6/2006 2 1/9/2006 1/10/2006 3 1/12/2006 ES DUR. EF
ACTIVITY 
DESCRIPTION
LEGEND
ACTIVITY F
ACTIVITY B ACTIVITY D
ACTIVITY A ACTIVITY C ACTIVITY E
 5 
 
The advent of the personal computer spurred a large increase in the usage of the 
CPM.  As a result, several software packages are available for developing CPM 
schedules including: Primavera®, Microsoft Project®, Open Plan®, and Artemis®.  These 
software packages allow rapid calculations of the scheduling information and numerous 
options for creating graphic output reports.  Using software, activities in a CPM schedule 
can be resource loaded to provide valuable information to project management.  
CPM assumes that construction activities can be divided into relatively small 
discrete activities that can then be sequenced in the order of their performance.  Although 
the CPM is an excellent tool for scheduling projects consisting of discrete activities, it is 
not a good tool for scheduling linear or repetitive activities.  Pipeline projects involve 
activities continuous along the horizontal alignment such as grading, stringing, bending, 
welding, coating, etc.  Typically the same crew repeats each of these activities from one 
end of the project to the other.  Often the only distinguishing feature for these linear-type 
activities is their rate of progress.  When CPM is used to schedule repetitious activities, 
the resulting schedules have either a small number of activities (if the durations of the 
activities are large) or an excessive number of activities (if the durations of the activities 
are subdivided artificially by physical place or location).  
  For pipeline construction projects, the sequence of activities is usually not the 
issue of concern; instead the issue is accurately assessing and achieving the optimum 
production rates necessary for timely completion.  Thus, to effectively schedule pipeline 
construction it is necessary to focus on repetitive-work activities and the probable 
production rates rather than the interrelationship of activities. 
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Scheduling of Projects Involving Repetitive Activities 
 
Projects involving repetitive activities may be grouped into two groups; point-
based projects and distance-based (alignment-based) projects.  Examples of point-based 
projects include multi-unit housing complexes and high-rise building construction, 
whereas examples of distance-based (alignment-based) projects include pipelines and 
highways construction projects.  As described in the following paragraphs, the Line of 
Balance (LOB) method of scheduling applies to point-based projects, whereas the Linear 
Scheduling Method (LSM) applies to distance-based (alignment-based) projects.  
For point-based projects, workers perform discrete tasks (e.g. framing, painting, 
etc.) to complete similar units (e.g. apartment units, levels of a high-rise building, etc.) at 
one or more points in space.  The repetitive activities are scheduled using the Line of 
Balance (LOB) technique.  While originally used by the manufacturing industry, LOB 
has been adapted for application to point-based repetitive construction projects.  Some of 
the names found in the published literature for these adaptations include:  vertical 
production method [35], time-space scheduling method [44], repetitive activity 
scheduling process [40], and horizontal and vertical logic scheduling [45].  
Figure 3 illustrates the application of LOB to the scheduling of two similar 
buildings, A and B.  Each building contains the same activities: foundation, framing, and 
interior work as shown by the blue, green, and red lines.  The same resources (foundation 
crew, framing crew, and interior work crew) are used from one building to the next.  The 
LOB schedule allows the scheduler to show the location of each activity in relation to the 
building unit planned for construction.  The diagram also ensures continuous resource 
usage without delays; by ensuring the activities do not overlap or delay one another.  
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Figure 3 – Line of Balance for Point-based Repetitive Activities 
 
 For distance-based (alignment-based) projects, activities are performed 
continuously along the length of the horizontal alignment of the project.  Highways, 
railroads, tunnels and pipelines are examples of such projects.  The Linear Scheduling 
Method (LSM) is a very useful and informative tool for scheduling alignment-based 
projects.  As shown in Figure 4, a linear schedule is developed with time on the y-axis 
and distance, or stationing, on the x-axis.  The blue, red, and green activities represent 
grading, paving, and striping respectively.  The progression of each of these activities in 
relation to location and time is plotted on the chart.  Users can determine activities in 
progress at particular locations, activity production rates represented by the slopes of the 
line, and scheduling conflicts due to work location constraints.  The continuous flow of 
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work along the alignment becomes the driving factor in scheduling linear projects of this 
type. Thus continuous resource usage is critical in establishing the project duration. 
 
 
Figure 4 – Linear Scheduling of Alignment-based Repetitive Activities 
 
 Although linear scheduling has been in existence for quite some time, its use in 
the U.S. pipeline industry has been very limited compared to bar charts and CPM.  The 
primary reason for the lack of widespread use of linear scheduling is the lack of 
commercially available software in the U.S. that addresses the pipeline industry’s needs.  
Aggressive marketing by CPM software developers has dominated the U.S. market and 
diminished the use of other scheduling techniques. 
To better understand the concept of linear scheduling, one must understand the 
types of activities associated with these types of projects and how they are depicted on a 
linear schedule.  Figure 5 illustrates the types of activities that can be used for linear 
scheduling; lines, bars, or blocks.  
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The most common activity type is a “line” which represents a continuous activity 
throughout the project.  An example of such an activity is paving a road or laying pipe.  
The “line” is a plot of the movement of the crew performing the activity throughout the 
project with respect to time.  A “line” could also be modified to take the shape of a 
parallelogram.  The parallelogram has the attributes of a line activity, but adds an 
additional time buffer to account for situations such as concrete curing, which delays the 
start of a following activity to allow the concrete to cure, although the concrete crew may 
have moved on to a different place on the project.  The primary advantage of representing 
continuous activities as a “line” in a linear schedule is that the slope of the line will 
determine the production rate required to complete the work on-time.  This slope 
represents the rate that work in a space must be completed (distance/time), and it can be 
used to calculate the rate at which a quantity is placed, moved, or consumed 
(quantity/time).  This type of information is very valuable to the project manager for the 
implementation of project controls as the work is completed and the schedule is updated. 
 
  Sometimes an activity does not consist of a continuous work path throughout a 
project, but instead is defined by work that takes place at the same location over a period 
of time.  An example of such activity is the construction of a bridge or box culvert in a 
highway project.  This type of activity is represented by a “bar”, which sets aside a time 
period, at a specific place, for the work to be completed before any other activities are 
allowed to occupy that space. 
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Figure 5 – Types of Activities in Linear Scheduling 
 
   The third type of activity used in linear scheduling is a “block”.  A block 
represents an activity that takes place over a given space for a period of time.  An 
example of such an activity is grading of a profile for a highway project.  This type of 
activity requires both time and space, but the nature of the work does not allow for a 
continuous and smooth progression from one area to the next.  As a result, the area 
requiring grading is blocked off from other activities on the schedule to allow the work to 
be completed.  A block can also be used to illustrate project constraints such as weather 
or areas of the project that have restricted access during a certain time period.  An 
example of restricted access would be placing a “block” along a section of roadway that 
the local government wants to remain open during periods of heavy travel.  In this case, a 
“block” is placed at that location on the schedule for the period of time associated with 
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the government imposed restriction, in order to assist the project manager in planning the 
work around that constraint. 
 
The power of the linear scheduling method does not lie in its ability to organize a 
project’s individual activities, but instead it is gained from the multitude of graphical 
capabilities inherent to this method.  For instance, a scheduler may choose to place a 
scaled plan or profile from the project’s drawings alongside the distance scale in order to 
create a connection between an activity and a physical location on the proposed plan.  In 
addition, each activity can be assigned a unique line style, type, thickness, or color to 
distinguish it from the rest of the activities.  The project manager may choose to add a 
resource histogram or cumulative cost curve aligned with the time scale to help visualize 
the project’s status during the planning and construction phase.  All of the graphics can 
be tied together and defined through the use of a legend, in a similar manner to one that is 
found on any map.  The use of graphics and the visual intuitiveness provided by the 
separate activity types enables project managers, schedulers, owners, and construction 
personnel to better visualize the plan of action and more easily communicate the plan to 
everyone involved with the project.
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CHAPTER II 
 
 
LITERATURE REVIEW 
 
 
Linear scheduling has evolved into two types of repetitive projects; point-based 
projects and alignment-based projects.  The literature review in this chapter gives a 
synopsis the work that has been developed for scheduling each of these types of projects.  
 
Point-Based Repetitive Scheduling Techniques 
 
Scheduling of point-based projects is an adaptation of the scheduling method 
called Line of Balance (LOB) which was developed by the U.S. Navy in the early 1950s 
[30] to monitor and evaluate the rate of completion of manufactured units as they pass 
through an assembly process.    
 
In 1975, O’Brien [35] introduced a process of scheduling repetitive projects called 
Vertical Production Method (VPM).  The process can be used to schedule construction of 
the different stories of high-rise buildings.  Using this method, the author created a chart 
with the story of the building as the ordinate and time on the abscissa, which shows a 
simple view of crews moving from one floor to the next.  O’Brien reports that the 
scheduling of the initial phases of high-rise construction, such as site work and 
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foundations, can be modeled with a CPM diagram.  However, the CPM loses its power 
when attempting to schedule similar repetitive floors.  The author suggests using a 
combination of CPM and VPM for scheduling the construction of high-rise buildings. 
 
In 1982, Stradal and Cacha [44] introduced the time-space scheduling method 
(TSSM), which is a form of linear scheduling.  Although the method focused on 
scheduling point-based projects, it did include a limited application to alignment-based 
projects.  The authors provided examples of the application of TSSM for a pump 
foundation project, an apartment complex, a multistory building, and a roadway project.  
They concluded that the primary advantage of TSSM is the clarity and robust 
representation of the flow of work on the time-space diagram.   
 
  In 1986, Arditi and Albulak applied Line of Balance Scheduling to the 
construction of highway projects [1].  An example highway project was scheduled on an 
early start basis with no buffers between activities.  The following is a brief summary of 
their major findings:   
1. Linear scheduling is sensitive to productivity estimates for each activity. 
2. Stage buffers are useful to accommodate variations in productivity rates. 
3. The preparation of LOB a schedule is generally easier than the preparation of a 
network schedule and its related calculations, especially as repetition increases. 
4. The LOB schedule should be kept as simple as possible.  The level of detail 
shown on the schedule should show information that is easily discerned. 
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5. Using the LOB method provides valuable insight at the early stages of project 
planning, because the LOB scheduling is based on production rates that in turn 
depend upon available resources.  
6. Foremen and subcontractors were more receptive to LOB diagrams than arrow 
diagrams, but not receptive enough to use them in lieu of bar charts.  The LOB 
schedule can be used to produce weekly bar charts. 
7. The visual presentation of LOB scheduling is helpful in project control. 
 
Alignment-Based Linear Scheduling  
 
As stated earlier, the term “alignment scheduling” is used throughout this report 
to denote linear scheduling methods applied to projects with a definable horizontal 
alignment.  Table 1 illustrates some of the research efforts and chosen designated names 
that have been made to advance alignment scheduling in the academic community.  
 
Table 1 – Previous Works in Alignment-Based Linear Scheduling 
Nomenclature Utilized for Linear Scheduling Researcher (s) Year 
Linear Scheduling Method Johnston [30] 1981 
Linear Scheduling Method Chrzanowski & Johnston  [7] 1986 
Linear Scheduling Method Vorster, Belivieu, & Bafna [46] 1992 
Linear Scheduling Model Harmelink [17] 1995 
Linear Scheduling Model Mattila [33] 1997 
Linear Scheduling Model Harmelink & Rowings [15] 1998 
Linear Construction Planning Model El-Sayegh [11] 1998 
Linear Scheduling Model Shu-Shun Liu [32] 1999 
Linear Scheduling Method Herbsman [20] 1999 
Visual Linear Scheduling Model Yamin [47] 2001 
Linear Scheduling Method Cosma [8] 2003 
Linear Scheduling Model Yen [48] 2005 
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  In 1981, Johnston introduced the term “linear scheduling method” to the 
highway construction industry [30].  Figure 6 is an example of LSM applied to a highway 
construction job using line, block, and bar activities.  The schedule utilizes line-type 
activities to represent clearing & grubbing, paving, and shoulders.  It uses block activity 
types to represent the subbase and base.  A complex activity type is used to represent the 
excavation work.  The complex activity type represents excavation work that will be in 
progress at different levels of production, which may be caused by varying quantities of 
earthwork, blasting, and varying equipment or terrain.  The final activity type shown in 
Figure 6 is the bar activity, which represents the culvert construction. 
 
 
Figure 6 – Example of Linear Schedule for a Highway Project [30] 
 
Johnston’s work included the utilization of production rates, activity interruptions, 
buffers, calendar considerations, and project resources to develop linear schedules for 
highway construction projects.  In addition, he conducted a limited survey of highway 
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contractors, which concluded that none of the contactors were familiar with linear 
scheduling.  The survey also indicated that a void existed between bar charts and CPM 
diagrams, and that LSM may be a tool to help fill that void.  The following is a 
paraphrased summary of the main conclusions reached by Johnston [30]:  
1. LSM provides more information concerning the planned method of construction 
than a bar chart.  
2. In certain types of projects, LSM offers some advantages over the network 
scheduling approach (CPM).  Network methods are a more powerful tool for most 
situations, especially projects with discrete activities.  However, in repetitive 
portions of projects, LSM more quickly conveys the nature of the work and helps 
in identifying and solving problems.  In a single project having both types of 
work, each type of scheduling can be applied to respective portions and 
coordinated.  
3. LSM can be used for scheduling transportation-related projects, such as highway 
construction, resurfacing and maintenance, airport runway construction and 
resurfacing, tunnels, mass transit systems, pipelines, and railroads. 
4. Although the method is not new, it has been given very little exposure among 
highway contractors.  
5. Highway contractors who were surveyed indicated interest in the method and 
were of the opinion that it may have some potential. 
6. LSM can assist in organizing construction work and reducing construction time; 
thus, it has measurable benefits in construction cost and safety that can offset the 
cost of schedule development. 
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7. Implementation of LSM will require educating and training the contractors on this 
scheduling technology.  This would be followed by trial field use, feedback, 
improvements, and reuse until the method, if beneficial, is accepted. 
8. Contract-letting agencies might consider either allowing LSM as an alternate to a 
required bar chart, or requiring both on some projects, to encourage trial use by 
contractors.  
9. Perhaps the most significant advantage of LSM is the simplicity with which it can 
convey a detailed work schedule.  When the schedule is easily understood by 
larger proportions of the field staff and workers, the schedule becomes a goal 
which can lead to improvements in productivity and reduced cost.  Schedules 
developed and analyzed using more powerful network analysis methods, perhaps 
involving lead/lag techniques, can be charted in the form of LSM diagrams as a 
means of simply conveying the analysis results. 
In 1986, Chrzanowski, Jr. and Johnston [7] added to Johnston’s previous work by 
comparing and contrasting CPM and LSM utilizing an as-built highway schedule.  The 
simplicity of LSM was noted as its largest asset. However there may be times when it 
would be advantageous to use LSM in conjunction with CPM.  The authors noted that the 
user “receives fairly detailed information without being confronted with the numerical 
data and degree of abstraction found in network methods.”   They also addressed some of 
the limitations of linear scheduling.   For a project with discrete activities, a network 
diagram may be needed to model the interrelationship and sequencing of activities.  If a 
project has multiple alignments, such as two intersecting roadways, then it may be 
necessary to develop a separate schedule for each roadway, which would require multiple 
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schedules for a single project.  Finally, CAD based software is needed because linear 
scheduling is a graphic, or visual based, scheduling technique.  In conclusion, the authors 
noted that LSM was best used as a complement to CPM.   
 
Nine years later, in his 1995 thesis, Harmelink developed a model of linear 
scheduling in conjunction with an AutoCAD-based program [17].  His work focused on 
two important aspects of linear scheduling:  1) proving computerization of linear 
scheduling is possible and 2) illustrating procedures to identify the controlling activity 
path in the schedule.  In CPM, the critical path is defined as the longest path, time wise, 
through the sequence of activities.  In LSM, an analogous path is called the controlling 
activity path.  
Hamelink’s model determined the controlling path using “an upward and a 
downward pass, analogous to the forward and backward pass used in CPM scheduling 
techniques.”  Using time on the vertical axis and distance on the horizontal axis, the 
upward and downward pass moves through the project in a time-scale fashion to 
determine activity relationships, hence the correlation to the forward and backward pass.  
The thesis shows illustrations of several cases used to calculate the controlling path 
during the upward and downward pass.  It also provides examples to show how these 
cases work and the calculations necessary to derive the schedule for the different cases. 
As shown in Figure 7, Harmelink utilized three key features to define the 
controlling activity path.  These key features are the least time interval (LT), coincident 
duration, and the least distance interval (LD).  The least time interval is “the shortest time 
interval between any two consecutive activities”.  The coincident duration is “an interval 
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in time during which the two activities connected by the least time interval are both in 
progress.”  Lastly, the least distance interval is “the shortest distance between any two 
activities that lies within the coincident duration interval and intersects the least time 
interval.”  The LT, coincident duration, and LD for the paving and striping activities are 
depicted in Figure 7.  The coincident duration between weeks 7 and 9 (highlighted in 
yellow in Figure 7) shows the LT and LD interrelationship between the activities 
“paving” and “striping & signage”.  Another coincident duration exists between weeks 4 
and 5 due to the LT and LD interrelationship between activities “grading” and “paving”; 
however, this coincident duration is not highlighted to prevent excessive detail in Figure 
7. 
   
 
Figure 7 – Example of a Linear Schedule with the Controlling Activity Path Displayed 
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A summary of the activity types and associated terminology that were defined in 
the linear scheduling model of Harmelink are described in Table 2 and Figure 8 [42].  
Table 2 shows a listing of activity types.  Figure 8 is a graphical example that shows the 
three main types of activities: lines, blocks, and bars.  Furthermore, Harmelink’s model 
characterized activities as full-span or partial-span to denote the relationship between 
activities activities and the length of the project.  Full-span activities run the entire length 
of the project; whereas partial-span activities run only a portion of the length of the 
project.  Harmelink’s model also defined activities as continuous or intermittent, as 
shown in Figure 8.  Continuous activities take place along the entire alignment of the 
project and intermittent activities are performed periodically along the length of the job. 
Using these activity types and calculation methods, the author utilized AutoLisp, a 
programming language for AutoCAD, to generate linear schedules in AutoCAD and 
compare the output with CPM diagrams.  Harmelink concluded that LSM has the 
following advantages over CPM: 
1. The Linear Scheduling Model can realistically determine the controlling activity 
path.  
2. The Linear Scheduling Model can accurately model the production rate 
characteristics of linear activities.  
3. As-built production rate information can be easily utilized to track the progress of 
linear activities on the project, providing managers with realistic information for 
making decisions. 
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Table 2 – List of Linear Scheduling Activity Types [42] 
Activity Type Activity Description 
Linear Continuous Full-Span Activities that are linear in nature, require continuous uninterrupted 
construction activity and span from the physical project start to the physical 
project finish. 
Linear Continuous Partial-Span Activities that are linear in nature, require continuous construction activity 
and span from some physical mid point of the project to some other 
physical mid point of the project. 
Linear Continuous Segmented Activities that are linear in nature, that can be broken into continuous 
segments of construction activity based upon the available equipment 
spreads and span from the physical project start to the physical project 
finish. 
Linear Intermittent Full-Span Activities that are linear in nature, require uninterrupted construction 
activity that occurs at selected locations and span from the physical project 
start to the physical project finish. 
Linear Intermittent Partial-Span Activities that are linear in nature, require uninterrupted construction 
activity that occurs at selected locations and span from some physical mid 
point of the project to some other physical mid point of the project. 
Linear Intermittent Segmented Activities that are linear in nature, that can be broken into uninterrupted 
segments of construction activity that occurs at selected locations based 
upon the available equipment spreads and span from the physical project 
start to the physical project finish. 
Linear Spacial Full-Span Activities that are linear in nature, require continuous uninterrupted 
construction activity, require continued operations (time span) at all 
locations and span from the physical project start to the physical project 
finish. 
Linear Spacial Partial-Span Activities that are linear in nature, require continuous uninterrupted 
construction activity, require continued operations (time span) at all 
locations and span from some physical mid point of the project to some 
other physical mid point of the project. 
Block Full-Span Activities that require intermittent construction activity over the entire 
project. 
Block Partial-Span Activities that require intermittent construction activity over an area from 
some physical mid point of the project to some other physical mid point of 
the project. 
Bar Discrete Activities that require construction work at a discrete location on the 
project. 
Bar Repetitive Activities that require construction work repeated over time at a discrete 
location on the project. 
Bar Intermittent Activities that require various construction work at varying intervals at a 
discrete location on the project. 
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Figure 8 – Graphical Presentation of Activity Types in Linear Scheduling [42] 
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4. The Linear Scheduling Model provides a visual method of planning linear 
projects and greatly facilitates the communication of the project plan to other 
parties involved in the project. 
Harmelink also noted that development of linear scheduling software would need 
to have features that already exist in current commercial CPM software, such as cost 
loading of the linear schedule, allocation of resources, and the ability to perform resource 
leveling. 
In 1998, Harmelink and Rowings published a journal article that focused on the 
development of the controlling activity path [15].  The controlling activity path that was 
developed by Harmelink in 1995 represents a path similar to the critical path in CPM 
scheduling.  The difference is that LSM allows segments of an activity to be controlling, 
whereas CPM only allows an entire activity to be critical.  If only a portion of a CPM 
activity should be shown as critical, it is necessary to break the activity into two activities 
to better represent the actual critical path.  This process of segmenting activities adds 
numerous activities quickly, which increases the complexity to the CPM diagram. The 
authors concluded that development of LSM provides a foundation on which to build a 
robust linear scheduling application with the level of functionality as rich as CPM 
provides for discrete logic scheduling. 
Also in 1998, El-Sayegh developed deterministic and probabilistic models for 
calculating resource-based linear schedules [11].  The deterministic model can be used to 
produce a linear schedule based solely on user input.  The probabilistic model may be 
used to produce a linear schedule based on Monte Carlo simulation, which accounts for 
variability and uncertainty of construction projects.  The models were included in a 
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windows-based software package named “Linear Construction Planning Model” 
(LCPM).  LCPM allows input of work-breakdown structures, resource constraints, crew 
dynamics, and labor and material costs.  The software is capable of outputting linear 
schedules (both deterministic and probabilistic) sorted by work areas, crew movement 
charts, and the active and idle times of crewmembers.  The models, developed with the 
prototype software, allow the calculation of numerical data similar to CPM, such as early 
start, late start, early finish, late finish, and total float.  A disadvantage of the program is 
that it requires the user to manually account for time and location buffers.  The following 
is a paraphrased list El-Sayegh’s recommendations for development of LCPM software: 
1. LCPM focused on Macro-level planning that is needed for project managers. 
There is a need to combine the macro-level planning with micro-level planning, 
which focuses on determining production rates for the different operations. 
2. There is a need to enhance the graphical capabilities of the prototype software. 
Some graphical entities that need to be represented in the linear schedule include 
cut and fill areas and blocks to represent inaccessible areas due to weather or site 
constraints. 
3. The software should have cost information features; including budgeted costs and 
the ability to monitor project progress using earned value calculations. 
4. There is a need to educate both civil engineering students and practitioners about 
the use and advantages of the LCPM.  Finally, departments of transportation 
should require the use of linear scheduling techniques on their projects. 
In 1999, Liu defined a method for evaluating resource constraints in linear 
schedules [32].  He used a heuristic approach to the scheduling of resources that allows 
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the user to input certain criteria for basing decisions on resource usage and allocation.  
This approach allows resource conflict resolution with a reasonable schedule duration.  
Liu’s approach also included developing an algorithm to determine near optimal 
solutions based on minimum schedule duration.  A Java application was produced to 
implement the algorithms into a usable package.  Recommendations for further research 
included the extension of this application into a web-based version for either the internet 
or company intranets. 
A study sponsored by the Florida DOT in 1999 revealed that very few state DOTs 
had worked with linear scheduling methods [20].  The research team conducted a survey 
of the state DOTs in the United States with 37 responding.  The survey showed that 65% 
of those responding were not familiar with linear scheduling methods. Two states, 
Connecticut and Texas, reported using linear scheduling in their construction operations 
and claims analysis.  The research team developed a linear scheduling application FLSP 
V1.0, which can produce linear schedules, resource histograms, and s-cost curves.  
Following are the conclusions reached from the Florida DOT study: 
1. LSM is a planning method that is very easy to prepare and use, particularly for 
construction projects characterized by the repetitiveness and linearity of the 
activities (roads, highways, tunnels, etc.). 
2. Linear schedules are easy to understand at all the managerial levels; project 
superintendents and crew foreman actually use them to monitor and evaluate 
performance. 
3. One of the main characteristics of LSM is the ability to visually communicate 
both the location and the progress of work.  Linear Scheduling monitors the 
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progress of multiple continuous activities by illustrating in a graphical manner the 
time, location of work, and rates of production. 
4. LSM is a reliable planning method that ensures that all resources are considered 
during planning to assist in the efficient design of the project. 
5. The value of LSM relies in the fact that it can be used to prove or disprove claims 
and requests for time extensions, thus helping to manage both time and money, as 
well as to improve chances of recognizing causes and impacts of delays. 
The Florida research team also noted one of the main reasons for not implementing the 
linear scheduling method is a lack of commercially available software. 
In 2001, Yamin [47] developed an approach to analyze the cumulative effect of 
productivity rate variability (CEPRV) on linear activities in highway projects.  The focus 
of the research was to advance the risk analysis capabilities of linear scheduling to allow 
mangers to forecast the probability of project delay.  This and other statistical analysis 
tools are prevalent with CPM, but are lacking in linear scheduling methods.  Yamin also 
developed methods for determining secondary controlling activity paths (SCAPs).  These 
SCAPs occur due to activities that are near critical and have high productivity rate 
variability (PRV.)  The probability that such activities may become critical is high.  The 
author suggests further research in evaluating PRV by statistically analyzing construction 
factors such as: type of work being done, soil conditions, weather, equipment type, 
experience of labor, and general layout.  This would enable managers and schedulers to 
better forecast the impacts of the variability of the different components. 
Also in 2001, Harmelink and Yamin [16] compared and contrasted CPM and 
LSM for scheduling linear projects.  Their work stressed the importance of using the 
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appropriate tool for scheduling projects.  For example an alignment-based linear schedule 
would be used for highway work, while a multi-story building would best be scheduled 
with a point-based schedule.   
 
Table 3 lists different types of construction projects and the scheduling methods 
and characteristics most often associated with those projects. The authors provided two 
examples, a bridge project and a road rehabilitation project, that were both scheduled by 
CPM and LSM.  Findings drawn from the two example projects concerning the attributes 
of CPM and LSM are summarized in Table 4.  The authors concluded that much work 
needed to be done with LSM to provide the same abilities as CPM, particularly in the 
resource management and duration uncertainty for LSM. 
 
Table 3 – Recommended Scheduling Tool for Different Types of Projects [16] 
 
 
Type of Project                                 Scheduling Method    Main Characteristic 
 
 
 
 
 
 
       
 
 
LSM
LOB
PERT/CPM
LOB/VPM
Multiunit repetitive projects  
(housing complex, buildings) 
• Final Product a group of similar units 
• Same activities during all projects 
• Balance between different activities achieved to 
  reach objective production 
• Few activities  
• Executed along a linear path/space 
• Hard sequence logic 
• Work continuity crucial for effective performance
Linear and continuous projects  
(pipelines, railroads, tunnels, 
highways) 
Refineries and other very  
complex projects 
• Extremely large number of activities 
• Complex design 
• Activities discrete in nature 
• Crucial to keep project in critical path
• Repetitive activities 
• Hard logic for some activities, soft for others 
• Large amount of activities 
• Every floor considered a production unit
High-rise buildings 
Simple projects (of any kind) • Indicates only time dimension (when to start and 
    end activities) 
• Relatively few activities 
Bar/Gantt 
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Table 4 – Comparison of Critical Path Method (CPM) and Linear Scheduling Method 
(LSM) along with Important Project Management Attributes [16] 
 
 
 
  
 
 
Attribute/dimension CPM LSM
Aid in reduction of 
uncertainty/risk
Although CPM schedules use fixed duration for 
activities, it can be easily complemented by PERT 
with statistical capabilities. This feature helps 
planners to get a better idea of time and schedule 
risks.
There is no formal method developed to date that 
could allow LSM to determine uncertainties in time 
completion
Aid in improving 
production and 
economical 
operation
With the incorporation of resource 
leveling/allocation techniques, CPM schedules can 
improve the overall completion time and costs by 
affection production (add or remove resources).        
Some limitations have been identified when 
scheduling continuous projects-difficult to maintain 
continuity in crew utilization.
Limited capabilities in improving production by 
changing resources.                                                     
Easy to schedule continuity on linear projects, 
improving coordination and productivity.
Aid in achieving 
better 
understanding of 
objectives
In complex projects, CPM network can be very 
convoluted. This complexity makes them difficult to 
understand and communicate.
LSM is very easy to understand, and it can be used 
at every level of the construction project.
Accurate 
calculations
CPM allows the PM to calculate the time it would 
take to complete a project, and together with the 
PERT could provide statistical insights to this 
process. It is difficult to accurately determine and 
represent space restrictions (if any).
Location/time calculation is easily done. This is the 
greatest advantage of LSM over CPM when 
scheduling linear projects. This capability allows PM 
to accurately plan activities both in time and location 
Critical path It is the main feature of the CPM, which can be 
done very easily
The LSM algorithm calculated the controlling activity 
path (CAP) which is equivalent to the critical path, 
with the additional feature of location criticality.
Ease of use Extensive computerization has made the CPM 
method easier to use. However, the user needs a 
considerable amount of training before actually 
being able to produce valuable information for 
controlling purposes.
Very intuitive and easy to understand. It can be used 
at all levels of the company (managers, 
superintendents and crew).                                        
Lack of computerization makes it difficult to use in 
large and complex projects.
Easy to update The method could be difficult to update. Once 
several updates have been done, it becomes 
difficult to read. Updated schedules are usually out 
of date when they are finished.
Updating LSM is simple.                                              
Linear schedules can be used as as-built documents 
for claim purposes or for historical productivity 
databases.
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Overview of Existing Commercial Software 
 
This section provides an overview of available software packages for developing 
linear schedules of alignment-based projects.   Successful implementation of linear 
scheduling methods will require a software package for ease of calculation and schedule 
updating.  A search for software packages capable of producing alignment-based linear 
schedules revealed the following commercially available products:  Chainlink (England) 
[28], LinearPlus (England) [26], Spider Project Professional (Russia) [27], TILOS 
(England/Germany) [22], and Time Chainage (England).  The remainder of this section 
provides a description of each software package and an evaluation of the different 
packages based on the following criteria: 
1) Data input and interface 
2) Output capabilities 
3) Adaptability to scheduling highway construction projects 
 
Chainlink version 4.2 
 
Chainlink is a linear scheduling software package produced in England by Steven 
Wood [28].  Chainlink displays distance on the horizontal axis and time on the vertical 
axis.  The software lacks the ability to include activity relationships and the 
accompanying calculations, and therefore serves more as a linear display of a schedule 
created from another software package.  Chainlink will import and export files to 
Primavera, MS Project, and generic comma delimited files.  The software has the ability 
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to display various activity types such as linear and block activities, and also has the 
ability to include graphic files.  
Data Input 
 
The simplest method of inputting data into Chainlink is by importing the data 
from a scheduling program that has the ability to calculate the start and finish dates based 
on network logic.  The user can also enter start and finish dates manually using a 
spreadsheet interface in the activity data tab shown in Figure 9.  The user can choose the 
desired color, line-type, and the shape for each activity.  Picture files may also be added 
to the diagram, such as the plan and profile or other pertinent information related to the 
linear schedule.  The input screen shown in Figure 9 also shows other tabs for project 
data, key/legend, labels, milestones/notes, and graphs/clipart.   
 
 
Figure 9 – Activity Data Input Tab in Chainlink Software 
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Output Capabilities 
 
Chainlink can output linear schedules in a variety of displays.  Sorting features allow the 
user to display certain activities for specific schedules.  The user can also customize the 
layout of the page and select the dates and locations displayed per page.  The ability of 
Chainlink to incorporate graphics and customize the appearance of the activities provides 
an output that is effective in communicating the schedule.  T he software lacks the ability 
to produce bar charts, CPM diagrams, and reports.  Figure 10 shows the output of a 
completed schedule from Chainlink.  As shown in this figure, the picture of the roadway 
and interchange is shown at the top of the output page.  Line and bar activities are shown 
in the various colors to enhance the display of the linear schedule.  The legend for the 
linear schedule is shown on the right hand side of this output page. 
 
Adaptability to Scheduling Pipeline Construction Projects 
 
 Chainlink is a useful tool for the visual display of project schedule information in 
a linear format.  The program incorporates many features useful to visualizing a pipeline 
project such as graphics and variable activity types.  However, the inability to calculate 
the data associated with predecessor/successor relationships is a significant limitation of 
the software package as a viable solution for pipeline contractors in the United States.  
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Figure 10 – Schedule for a Road Project from Chainlink Software 
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Linear Plus version 2.1 
 
Linear Plus is scheduling software produced by PCF Ltd., an England based 
company [26].  The software package was produced to assist in scheduling construction 
of the Channel Tunnel or “Chunnel”.  The software displays time on the horizontal axis 
and distance on the vertical axis.  The product allows a variety of visual information to be 
incorporated in the linear diagram. 
 
Data Input 
 
 Linear Plus allows the user to input activity data in both a spreadsheet and 
graphical fashion.  Start locations and dates can be entered numerically or by clicking on 
the time-space grid of the project.  The software allows the creation of linear, block, and 
complex activities.  The linear activities are displayed as lines, while the blocks are 
represented as rectangles, and the complex activities are parallelograms.  Once an activity 
is created the user can edit the activity graphically by dragging it to the desired location. 
 
 The software allows the user to setup templates, resource libraries, and import 
external project data.  Once the templates and resources are setup, they can be used for 
future projects, which greatly reduces the time required to create a linear schedule.  
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Linear Plus allows the insertion of graphics and text onto the linear schedule.  The 
package allows the user to create their own objects or import vector files, such as dxf or 
HP-GL files.  The ability to import dxf files easily allows the user to place CAD 
information on the schedule, such as the plan view or the profile view as shown in Figure 
11.  This data can be scaled to the appropriate location on the diagram.  The graphics can 
also contain links that open web pages or other documents pertinent to a feature or 
activity.  
 
 
 
Figure 11 – Road Project Schedule from Linear Plus Software 
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Output Capabilities 
 
 Linear Plus outputs linear schedules with a variety of graphics and project 
information as shown in Figure 12.  The program is flexible for displaying activities and 
it contains features such as linking and dxf input, which make the output appealing.  The 
program also allows the user to output the schedule into a web-friendly format to easily 
display project schedules via the internet.  Linear Plus can also include both cost and 
resource histograms on the linear schedule, but the package does not have the ability to 
output CPM diagrams and project reports.  However, the user does have the option to 
export project information to various programs to accomplish these tasks.  
 
Adaptability to Scheduling Pipeline Construction Projects 
 
 Linear Plus is a versatile package for creating and manipulating activities.  The 
software has benefits for pipeline contractors wishing to use a linear schedule along with 
traditional scheduling methods.  PCF Ltd. offers a product called QEI that performs 
project management functions, including features such as CPM diagrams, written reports, 
and earned value analysis.  This product requires an add-on to produce linear schedules, 
which was not available for testing.  QEI is a robust management software. QEI with the 
linear scheduling add-on would allow pipeline contractors the most flexibility and thus 
provide an appealing solution for scheduling pipeline projects. 
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Figure 12 – Schedule for Path and Bridge over River Project from Linear Plus Software 
 
Spider Project version 8.09 revision 11 
 
Spider Project is a complete project management software package developed in 
Russia by Spider Management Technologies [27].  The software includes many views 
familiar to schedulers in the United States.  Spider Project is capable of displaying 
schedules in the following formats:  Gantt chart, Resource Gantt Chart, Activity Network 
or Precedence Diagram, and Linear Chart.  The linear chart represents this program’s 
approach to incorporating a linear type of schedule within its package.  The software 
allows both point-based and alignment-based linear scheduling.  The alignment-based 
linear schedule displays distance on the horizontal axis and time on the vertical axis. 
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Data Input 
 
Spider Project’s graphical interface, consisting of buttons and drop down menus, 
is relatively intuitive for users accustomed to other scheduling software in the United 
States.  Activities and their attributes are created and defined in a spreadsheet-like 
activity list. One of the attributes utilized in Spider Project is the distance location start 
and finish of the activity, referred to as “metrics start” and “metrics end”.  Upon 
completion of entering the activities, the user can then switch to the linear diagram mode.  
From the linear diagram view, the user accesses the options menu, where the axes are 
defined and the activities that one wishes to be displayed are selected.  The options menu 
is shown in Figure 13.  The user can then define the location, or metrics, desired to be 
displayed for the X-axis.  
 
Output Capabilities 
 
 Spider Project is capable of outputting schedules in a variety of ways, including 
multiple on-screen views and printing options.  The linear diagram is printed exactly as it 
appears on screen.  The user is able to add simple text and scalable pictures to a diagram 
and change the line-type and color of the activities linear appearance.  The software only 
allows the input of line-type activities, as shown in Figure 14, on the linear diagram; thus 
reducing the versatility of the display of the work.  
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Figure 13 – Linear Diagram Options used in Spider Project 
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Figure 14 – Example of a Linear Diagram Produced in Spider Project 
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Adaptability to Scheduling Pipeline Construction Projects 
 
Spider Project is an interesting project management software suite.  The 
developers of this software combined several features for project scheduling into one 
package.  Spider Project allows contractors to manage and schedule many aspects of 
pipeline projects; however the linear diagram lacks customization features and lacks the 
ability to draw activities in a CAD-type interface.  
 
TILOS version 4.0.02 
 
TILOS is a graphics based linear scheduling software package developed in 
Germany and distributed by Asta Development [22].  This program is based on linear 
scheduling concepts and is capable of producing schedules that are visually appealing and 
display pertinent project information.  TILOS has the ability to add multiple graphics to a 
schedule, including a scaled view of the project’s plan and profile.  It can also display 
resource and cost histograms and curves.  The software is capable of displaying a project 
in either a Gantt chart view or a linear schedule view.  The program is flexible and can be 
customized to include multiple user-defined activity libraries and schedule views.  The 
activity libraries allow the user to define the appearance, resource allocation, production 
rate, and cost associated with the activities.  
 
Data Input 
 
The process of creating a schedule in TILOS is made simpler through the use of 
project templates, which include activity libraries and preprogrammed schedule views 
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that are then customized to fit the attributes of a new project.  A template is opened and 
project attributes such as calendars, start and end dates and distances are entered to define 
the new project.  The user can then begin to add activities by actually drawing them on 
the schedule, similar to a CAD program, or by entering time and space constraints in a 
tabular format.  After each activity is placed on the schedule, the user can choose to 
adjust its attributes by using the mouse, which opens an activity details menu at the 
bottom of the screen.  This menu, shown in Figure 15, allows the user to adjust the 
activity’s calculation method, details, location, progress, dependencies, resources, and 
costs. 
 
  After all of the activities are created and modified to meet the attributes of the 
project, the user is able to tailor the linear schedule to meet their needs by adding 
additional graphics.  The types of graphics that can be added include: image or graphics 
files (bmp, wmf, emf), resource profile, or integrated cost curve.  A particular advantage 
to this software is its ability to integrate the plan graphic and the schedule in a scaled 
manner, so the distance scale is indicative of the actual project at all times.  The ability to 
add graphics is user-defined and customizable and is accomplished with the mouse.  
 
The TILOS interface allows the user to input project information, activities, and 
graphics in a very simple and straightforward manner.  However, the process differs from 
prominent scheduling software in the United States.  The main difference is drawing the 
activities on a time-space grid instead of tabular input.  As a result, there is a learning 
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curve involved as the user becomes accustomed to the idea of adding data with drawing 
tools as opposed to spreadsheet type views. 
 
 
Figure 15 – Activity Details Menu used to Modify Activities in TILOS 
 
Output Capabilities 
 
TILOS is capable of outputting a completed schedule in a multitude of ways.  
Since this program was designed with emphasis on graphics, it is easy to produce visually 
appealing linear schedules.  TILOS is designed to print the linear schedule exactly as it 
appears on the screen.  As a result, a linear schedule created in TILOS can be designed to 
incorporate the linear schedule itself, graphics and a title block.  The schedule can be 
viewed on the computer or printed in a variety of sizes or converted to a PDF file.  An 
example of a completed linear schedule is shown in Figure 16.  As mentioned earlier, 
schedules can be viewed as a bar chart, but TILOS does not allow the user to print the bar 
chart view.  The program gives the user the ability to create any type of report that is 
required for the project and export that report to Microsoft Excel for printing.  TILOS 
also allows the import and export of project information to several formats including: an 
ascii file, MS Project, MS Excel, and Asta PowerProject. 
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Figure 16 – An Example of a Highway Linear Schedule in TILOS 
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Adaptability to Scheduling Pipeline Construction Projects 
 
TILOS is a powerful program for creating linear schedules.  Its ability to combine 
the analytical calculations of project management and the visual attributes of the linear 
scheduling method make it a viable solution for scheduling of pipeline projects in the 
United States.  The key for the successful implementation of TILOS in the United States 
would rely on the development of templates and activity libraries specific to the standards 
used in the U.S.  (At the time of publication of this research, TILOS version 6.0 became 
available which incorporates templates and features highly customized to the U.S. 
pipeline industry.) 
 
Time Chainage  
 
Time Chainage is a software package developed by Peter Clarke in England 
specifically for linear scheduling [25].  The software package displays distance or 
“chainage” along the horizontal axis and time along the vertical axis.  The software 
package allows constraints in a network analysis and production rates can be used as 
input to calculate the schedule. 
 
Data Input 
 
The process of entering data in Time Chainage is through the use of a spreadsheet 
type interface.  The user enters the activity details including production rates, activity 
relationships, and the location where the activity takes place.  The user may also choose 
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to group activities together using the task group details box.  Grouping the activities 
allows the user to print schedules based on the chosen groups, which enables the user to 
output schedules specific to the work of the subcontractor.  Actual production and 
activity progress may also be entered to track the project during construction. 
Project details may also be added to the linear schedule.  For example scalable 
graphics, such as a schematic of a plan or profile view of the project, may be added for 
clarity.  Text may also be added, which allow the user to add notes on the schedule. 
 
Output Capabilities 
 
Time Chainage is specifically created for linear scheduling and is capable of 
outputting planned, actual, or planed and actual schedules.  Figure 17 illustrates the 
output of a progress schedule for a Sewer Tunnel project.  The user can adjust many of 
the output features such as scale, location printed, and appearance of activities.  Time 
Chainage allows the user to utilize different activity shapes, such as line, block, or 
parallelogram.  The software package also outputs reports displaying progress versus 
distance and percent complete.  However, Time Chainage does not have the ability to 
create custom reports or print a bar chart or CPM diagram.   
 
Adaptability to Scheduling Pipeline Construction Projects 
 
Time Chainage provides a tool for manipulating and calculating planned and as-
built linear schedules.  The software package allows flexibility for enhancing the visual 
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display of the linear diagrams by using graphics and text.  Time Chainage provides the 
user with a straightforward tool to plan projects using linear scheduling methods. 
Time Chainage would be more advantageous for pipeline contractors in the 
United States if it allowed the display and printing of bar charts, CPM diagrams, and 
custom reports.  The software package also does not allow the import or export of project 
data, which requires the user to re-enter data to obtain a bar chart view. 
 
 
Figure 17 – Planned vs. Actual for Sewer Tunnel from Time Chainage 
 
Summary and Comparison of Software 
 
Software packages capable of performing linear scheduling although limited in use, 
are available for commercial use.  Table 5 summarizes the evaluation and comparison of 
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the five software packages.  The table summarizes the software into two categories:  1) 
Data Input and Interface and 2) Output Capabilities.  These two headings are broken 
down into multiple subheadings, which represent some of the important attributes that 
contribute to the evaluation of each criterion.  Each program is summarized in the table 
according to whether or not they contain each attribute.    
 
Table 5 – Summary of Software Comparison 
 
 
Each of the software packages offers a unique set of advantages and 
disadvantages.  All the software packages reviewed could be used for scheduling pipeline 
projects with varying success.  Of the software packages reviewed, Linear Plus and 
TILOS displayed the most potential for use by the pipeline industry in the United States.  
While Chainlink, Spider Project, Time Chainage offer excellent solutions for producing 
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Data Input and Interface
Software Created Exclusively for Linear Scheduling Y Y N Y Y
Ability to Draw Activities N N N Y N
Ability to Adjust Activities Graphically N Y N Y N
Ability to enter Activities and Their Attributes in a Spreadsheet Y Y Y Y Y
Ability to Update Projects and Create a Baseline Schedule N Y Y Y Y
Ability to Import Project Data from Other Scheduling Programs Y Y Y Y N
Ability to Setup Templates and Resource Libraries N Y Y Y N
Ability to Calculate CPM Type Schedule Dates N Y Y Y Y
Output Capabilities
Written Reports N N Y N N
Written Reports Via Exporting to Another Program N Y Y Y N
Graphical Reports other than the Linear Diagram N Y Y Y Y
Bar Chart View N Y Y Y N
Logic Diagram View N N Y N N
Resource or Cost Histogram N Y Y Y N
Earned Value Analysis N Y Y Y Y
Ability to Place Other Graphics on Schedules Y Y Y Y Y
Ability to Customize Printed Output Y Y Y Y Y
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linear schedules, they lack some basic features that are necessary to gain acceptance in 
the U.S. market.   
While both Linear Plus and TILOS produce high quality products, TILOS offers 
some significant advantages with its ability to draw linear schedules in a CAD-type 
interface and flexibility with outputting resource and cost information as part of the linear 
schedule.  Both products will require serious marketing efforts to introduce linear 
scheduling into the mainstream of pipeline construction scheduling.  
 
Summary and Conclusions 
 
 Avoiding delays during the construction phase of pipeline projects can yield 
significant benefits to owners, pipeline contractors, and the public.  Delays in completing 
pipeline construction projects not only result in higher costs to owners and contractors, 
but also add to the cost passed down to the end users.  Although some of the variables 
causing delay are difficult to control, good planning and scheduling of pipeline 
construction projects can reduce the time and cost of construction. 
Bar charts and CPM are the two primary methods used for scheduling pipeline 
construction projects.  Bar charts have been used by the construction industry for nearly 
100 years (since 1917) and CPM has been used for over 50 years (since 1957).  Bar 
charts are simple to develop and easy to understand, but only provide a general overview 
of the work to be performed and have limited value for effectively managing a project.  
The CPM is more difficult to develop than a bar chart, but it can provide extensive 
information for effectively managing the work to complete a project.  CPM assumes that 
construction activities can be divided into relatively small discrete activities that can then 
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be sequenced in the order of their performance.  CPM focuses on the sequencing and 
interrelationship of activities. 
Both bar charts and the CPM are excellent tools for scheduling projects consisting 
of discrete activities, but are not good tools for scheduling linear or repetitive activities.  
The additional information conveyed in a linear schedule provides superior planning and 
management information for projects of a repetitive or linear nature.  
 This chapter classified projects involving repetitive activities into two groups; 
point-based projects and alignment-based projects.  Point-based projects include multi-
unit housing complexes and high-rise building projects.  Alignment-based projects 
include pipelines and highway construction projects.  For alignment-based projects, 
activities are performed continuously along the length of the horizontal alignment of the 
project.  The Linear Scheduling Method (LSM) is a very useful and informative tool for 
scheduling alignment-based projects.  LSM typically shows time on the vertical axis and 
distance, or stationing, on the horizontal axis.  Thus, the progression of each activity in 
relation to location and time is plotted on the LSM chart.  Users can determine activities 
in progress at particular locations, activity production rates (derived from the slopes of 
the line), and scheduling conflicts due to work location constraints (such as relocation of 
utilities).  The continuous flow of work along the alignment becomes the driving factor in 
scheduling linear projects.  Thus, continuous resource usage is critical in establishing the 
project duration. 
 
A review of literature shows many publications on the development and 
application of linear scheduling methods.   Significant work that has been done related to 
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this research study includes papers by Johnston, Harmelink, and El-Sayegh.  Johnston 
applied linear scheduling specifically to highway projects.  Harmelink developed models 
for identifying the controlling activity path, which is analogous to the critical path in the 
CPM.  El-Sayegh developed several models and used computer methods to output linear 
schedules and provide the numerical data that is typically provided by CPM.  A common 
theme of the published papers reveals the following advantages of alignment-based linear 
scheduling. 
? Linear scheduling is applicable to pipeline construction projects. 
? Linear schedules can display a vast amount of information in a simple format. 
? Linear schedules better model the continuous nature of pipeline activities than 
other scheduling methods. 
? Linear schedules allow the user to visualize the construction plan, whereas 
other scheduling methods only display the dates associated with the 
construction. 
 
Interviews of people in the pipeline industry provided valuable insight on the 
application of linear scheduling to pipeline projects.  Both owners and contractors placed 
a large emphasis on the number of feet of pipeline placed per day or per week.  The 
contractors noted that linear schedules allow a direct reading of the required production 
per day, which was extremely valuable in managing work in the field and reporting 
progress of work back to management.  Linear schedules provide them with a tool to 
visually observe and compare planned production rates to actual production rates.  
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Following is a summary of the advantages of using linear scheduling as reported by the 
pipeline industry: 
? The line slope of an activity on a linear schedule determines production rate, 
which is important in repetitive work projects. 
? Gaps or obstacles in a project are clearly shown on the linear schedule, which 
aids in risk management. 
? Linear schedules are better than CPM for analyzing claims. 
? Linear schedules provide a two dimensional picture of the job. 
 
Although linear scheduling has been in existence for quite some time, its use in the U.S. 
pipeline industry has been very limited compared to bar charts and CPM.  The primary 
reason for the lack of widespread use of linear scheduling is the lack of commercially 
available software in the U.S. that addresses the pipeline industry’s needs.  A review of 
commercially available linear scheduling software has been provided to detail the 
existence of such software; however its use in the United States is quite limited. 
Aggressive marketing by CPM software developers has dominated the U.S. market and 
diminished the use of other scheduling techniques, such as LSM.  
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CHAPTER III 
 
 
LINEAR SCHEDULING MODEL WITH VARYING PRODUCTION RATES 
 
 Figure 18 provides an overview of the methodology for this research.  
Determining the research objectives and the scope of those objectives is the first step.  
After the research direction was chosen, a thorough literature review was necessary to 
learn from previous research and narrow the research focus.  Following the literature 
review, it was necessary to perform two tasks: collect pipeline construction data and 
develop a model for using that data to produce linear schedules.  Construction data 
regarding production rate information is difficult and time consuming to find, while the 
weather data needed is found fairly easily on the internet.  Upon receipt of the production 
rate information, data analysis was carried out.  The end result of the analysis was a list 
of variables that affect the production rate of pipeline construction activities and 
regression equations used to apply these variables.  The next task was to integrate the 
regression analysis with the linear scheduling method.  Once accomplished, a test case 
was run to validate the model.  Finally the research was summarized and 
recommendations for further research were described.
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Figure 18  Overview of the Research Methodology 
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The value of linear scheduling is the large amount of information conveyed by a 
single schedule.  One piece of information imparted is the production rate of each 
activity, which is simply the slope of the line in the schedule.  Much research has been 
conducted to accurately predict the production rate that may occur for a given 
construction activity; however, little to none of the production rate research has been 
performed on pipeline projects.  Further yet, no known research to date has been 
performed to illustrate and predict when and where changes in production rates occur.   
The objective of this research is to lay a framework for predicting and illustrating 
the changing nature of production rates as the crews move along the length of pipeline 
construction projects.  The Linear Scheduling Model with Variable Production Rates 
(LSMVPR) is a new model developed in this research which enhances the visual 
capabilities of linear scheduling and enhances the planning of pipeline construction 
projects.   
The Linear Scheduling Model with Varying Production Rates (LSMVPR) has been 
developed in this research study as a framework for applying changes in production rates 
when and where they occur in time and space for a given linear construction project.  
Figure 19 depicts an overview of the information flow for creating a linear schedule 
utilizing LSMVPR.  Linear scheduling processes to date have all required the input of 
some variation of the general project data along with the activities and the buffers 
between those activities.  While some research has been performed to account for varying 
production rates, most methods have approached it using simulation.  These methods are 
valid and provide the user an idea of the production rates to expect overall; however, this 
research seeks to display the variances when and where they will occur.  A visual 
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snapshot of production rate changes can help the project team to better develop strategies 
to construct pipelines.  
LSMVPR adds to the visual nature of linear scheduling by introducing the concept 
of Working Windows, which is defined in this paragraph.  A traditional linear schedule 
depicts the entire time and location when and where the construction is proposed.  The 
overall time-location for the entire project is referred in this research as the project’s 
Time-Location Chart (TLC).  For the purposes of this research, the Time-Location Chart 
is assumed to depict time on the ordinate and location on the abscissa.  When dealing 
with factors that affect production rates, it is necessary to look at smaller pieces of the 
TLC.  When the TLC is sliced into a grid of smaller cells on a user-defined interval, these 
cells depict the project’s Working Windows.  A Working Window (WW) is a time-space 
rectangle with a homogenous set of variables that affect the construction production rate.  
Working Windows are discussed in detail later in this chapter. 
 
  
Figure 19 – Flow of Inputs for LSMVPR to Output a Linear Schedule 
 
LSMVPR 
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In order to select the appropriate size of the working windows the scheduler needs 
to have an understanding of the Production Variables, or variables that can affect the 
production rates of construction.  Although many variables may influence the actual 
production rates achieved in the field, they can be separated into four types: 
1) General Variables – Broad constraints which affect the production, but are not 
related to a specific time or location. 
2) Time Variables – Variables which change with respect to time only. 
3) Location Variables – Variables that change with respect to location only. 
4) Time–Location Variables – Variables that change with respect to both time and 
location. 
Table 6 depicts the four types of production variables with examples of common 
variables in each category.  The next four paragraphs elaborate on specific variables that 
affect production rates in each of the four categories.   
 
Table 6 – Types of Production Variables with Examples 
 
 
General production variables by definition do not change with respect to time or 
location.  Such a condition is the number of workers on the project, which is typically a 
constraint set by the project team and/or the current market demand and/or the 
availability for that type of labor.  Another type of general production variable is the 
method used for construction; which may be a company philosophy or a constraint of the 
equipment available.  
Type of Prodcution Variable Examples
General Number of Workers, Safety Requirements, Construction Methods
Time Work Week, Holiday Schedule, Learning
Location Terrain, Urbanization, Site Conditions, Geotechnical Data, Work Space
Time-Location Weather, Environmental Windows, Site Conditions
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Time production variables change only with respect to time.  An example of a 
time production variable is the number of holidays per month.  It should be expected that 
production will be lower during December as compared to August, solely on the basis of 
the holiday season in December.  Another example of a time production variable is the 
effect of learning on the construction process.  For example, the workers on the job tend 
to get into a more productive rhythm after the initial start of the job.  This trait is known 
as “learning”. Many studies have documented this increase in productivity once the crews 
have been performing a repetitive task over an extended period. 
Conditions that change with respect to horizontal location along the alignment are 
location type production variables.  Examples of such changes include: terrain, site 
conditions, geotechnical conditions such as existence of rock, urbanization, or right-of-
way width along the project.  These variables allow the scheduler to change the 
production rates with respect to locations along the horizontal alignment.  For example, 
one can visualize the variation in construction conditions when constructing pipeline in 
the mountains versus flat prairie land.  It is also important to incorporate changes for a 
pipeline project that is maneuvering through a populated area versus an open farm land. 
The last type of variable, time-location production variables, change with respect 
to time and location.  Examples of these production variables include weather and 
environmental windows.  For example, performing construction during the winter months 
is typically more difficult than during the summer months.  However, weather is also 
dependent upon location because the winter in Wyoming is quite different than winter in 
Florida.   A project may span a time and distance great enough to see these types of 
variation in weather patterns.  Another example of a production variable that changes 
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with time and location is environmental windows.  For example, an environmental 
window may negate all construction during the months of March through July for a 
certain location due to wildlife constraints.  The team planning the construction will need 
to understand and visualize what these conditions may do to the flow of construction 
activities.   
The LSMVPR allows the changes and reasons for change in production rate to 
become transparent, therefore allowing the user to visualize changes in production rate 
through time and space.  The method for visualizing the reasons for changes is 
represented via color changes in the background of the linear schedule.  This will be 
discussed in more detail later in this chapter. 
 
Data Input 
 
The process of creating a linear schedule with the LSMVPR consists of distinct steps 
once the project route has been selected.  These steps are similar to creating a CPM 
diagram.  The process begins with planning the work that will take place.  Pipeline 
construction has a very succinct set of activities which occur along the length of the 
project.  Optional activities may consist of horizontal directional drilling, boring, aerial 
crossings, and others.  Pipeline construction also has non-linear activities which occur at 
various points along the alignment; such as facility type activities to construct tanks or 
meter stations to facilitate delivery of the product being transported.  This research has 
focused on the primary activities which make up the linear portion of pipeline 
construction.  This is followed by sequencing the activities in the order they must occur.  
Pipeline projects have little flexibility in the order that must be followed to complete the 
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required activities.  For example welding the pipeline can only occur after the pipe has 
been strung along the right-of-way, backfilling the ditch can only be done after the 
pipeline has been lowered in the ditch; therefore, the sequencing is fairly simple and 
rigid. The location and number of spreads utilized to perform the work is flexible in the 
scheduling of pipeline work.  For instance, a two-hundred mile pipeline project may 
consist of multiple spreads.  The number and starting location of spreads depend on the 
conditions along the length of the project.  Upon completion of the sequencing the user 
must provide detailed information concerning each activity including start station, end 
station, production rates, changes in production rate (vertices in the line activities), 
quantities of work, and number of crews to perform the work.  
 
General Project Information 
 
Project information depicting the general nature of the project is the first portion of 
data required for starting the process of scheduling a pipeline construction job with 
LSMVPR.  This information consists of project name, client, start station, end station, units 
used for analysis, standard intervals to be shown (both time and distance), and other 
general information depicting the makeup of the project.  This information will provide a 
base from which to build the site specific information and ultimately create the linear 
schedule. 
Site Specific Project Information 
 
Site specific information, for the purposes of this research, is any condition 
occurring along the length of the project that can impact production rates during 
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construction.  Although there are many items to consider, the team should focus on items 
of significance.  Table 7 lists some of the more common site specific conditions to be 
considered when planning a pipeline construction project.  This research focuses on the 
first five conditions listed in the table because they were readily accessible for the project 
data collected and the conditions vary along the length and timing of the project.   
 
Table 7 – Site Variables  
  
The team must document when and where these site conditions change along the 
length of the job.  These changes will be used by LSMVPR to predict the varying 
production rates achieved during construction.  The user selects a standard interval based 
on the frequency of production variable changes along the horizontal axis.  
 
Activities and Buffers 
 
An activity is a task required to complete the project.  This research focuses on 
continuous full-span activities as defined by Harmelink.  The “continuous” denotes 
activities have continuous work from their start to end stations, and the “full-span” 
denotes the activities occur from the start of the project to the end of the project.   
Description Sources
1. Weather Temperature, wind, precipitation www.ncdc.noaa.gov/oa/ncdc.html
2. Environmental Windows Periods of reduced or no construction State, Federal, or local governing agency
3. Terrain Topography of the alignment Survey data, quad maps, Google Earth
4. Work Week Number of hours per day and days per week Project Team
5. Holiday Schedule Which Holidays are observed Project Team
6. Site Conditions Prarie, desert, swamp, etc. Site visit
7. Geotechnicla Data Boring logs, NRCS soils data Detailed Geotechnical investigation
8. Urbanization Density of population Aerial photography
9. Work Space Width of Right-of-Way and extra work spaces Easement and land parcel descriptions
10. Learning Effects of learning the task on the job Empirical Data
Note: This research focuses on production factors 1 through 5
Production Variables
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There are several continuous full-span activities that comprise a typical pipeline 
construction project.  While differences in naming convention are common, Table 8 
comprises the names used in this research.   The activities listed are the activities for 
which production rate information is available and comprise the majority of the 
construction effort.  The activities are listed in the order in which they are typically 
performed.  Additional activities that take place on a pipeline construction project 
include: mobilization, survey layout and as-built, road boring or directional drilling, 
inspection, x-ray of welds, testing, and startup.  These activities will be critical at various 
times in the construction process, but the ones outlined in Table 8 comprise the majority 
of the cost and time consumed on pipeline construction projects and thus forms the basis 
for this research.   
 
Table 8 – Pipeline Construction Activities 
 
 
 Figure 20 shows a schematic of the pipeline construction sequence; note the 
additional activity detail and variance in nomenclature.  Pictures of various activities 
from actual pipeline construction are provided in Appendix A.  The construction photos 
are arranged in the general order in which pipeline construction is executed. 
While all the activities must be completed to finish a project, certain activities 
may “drive” a linear project.  For highway construction, the driving activity may be  
Activity Description
Grading Removing debris and leveling the right-of-way for construction access.
Stringing The process of laying the pipe along the right-of-way in preparation of bending and welding.
Bending Bending pipe sections in the field to a desired angle to facilitate the pipe fitting the right-of-way.
Welding Joining the individual pieces of pipe by welding the ends to one another.
Trenching Digging, either with a wheel trencher or backhoe, a ditch in which to place the pipe.
Coating Applying coating over the welded ends of the pipe to protect from corrosion.
Lower-In Several side-booms pick up lengths of welded pipe segments and place the pipe in the ditch.
Back-Fill Covering the pipe that was lowered in the ditch with dirt.
Cleanup Cleaning up any debris left from construction and reseeding ground cover to prevent erosion.
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Figure 20 – Construction Activities and Typical Construction Sequence [24] 
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laying asphalt or pouring concrete pavement.  For pipeline construction, welding is the 
activity that drives the construction process.  All other activities are sequenced around 
welding to ensure nothing inhibits that activity from proceeding as smoothly as possible.  
This research will depict the driving nature of the welding activity when we review the 
correlation of the construction activities to the production variables of pipeline 
construction.   
Activities require separation to provide a working area for one activity to 
complete before the next activity starts in that location.  This separation is called a buffer.  
Linear scheduling buffers can be described in two ways, distance buffers and time 
buffers.  A time buffer is synonymous with a start-to-start lead or lag in CPM scheduling.   
This lead or lag allows enough time for the preceding activity to get started before the 
following activity is started, reference Figure 21.  A distance buffer is unique to linear 
scheduling, but is based on the same principle.  A distance buffer stipulates a distance 
separation that must be maintained between two adjacent activities.   
 
 
 
Figure 21 – Consecutive Activities with a Start to Start Lag of Two Days (CPM) 
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A distance buffer can be converted to a time buffer by using the production rate of 
the activities.  For example, two consecutive activities with a production rate 1,000 feet 
per day that require a 2,000 distance buffer could be said to require a time buffer of two 
days, or 2,000 feet divided by 1,000 feet per day.  Figure 21 illustrates a time buffer as 
depicted by CPM, while Figure 22 illustrates the same buffer as depicted in linear 
scheduling.  While the two schedules convey the same concept, the linear schedule 
provides more information in its snapshot.  One can see the distance buffer has been 
achieved as Activity B is never closer (horizontal distance) than 2 days or 2,000 feet to 
Activity A. 
Figure 23 shows a bar chart, which is commonly used for a pipeline construction 
schedule.  While the level of detail is typical of pipeline construction schedules, the 
schedule conveys very little information to the end user.  The schedule is typically built 
using the start to start logic displayed in Figure 22, without any visual means to convey 
 
Figure 22 – Consecutive Activities with a Start to Start Lag of Two Days (LSM) 
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that information.  The user cannot determine where the construction starts along the 
horizontal alignment or how the crew’s production will vary along the alignment.  These 
reasons and many more have led to many research efforts depicting the advantages of 
linear scheduling over bar charts and CPM for linear projects.  This research builds upon 
the reasons linear scheduling is superior to other methods when scheduling linear 
projects. 
 
 
Figure 23 – Typical Pipeline Construction Schedule 
 
Production Rates 
 
Determining production rates is the key to planning and building any linear project.  
Since each activity following the start of construction is based upon the speed with which 
the preceding activity is completed, all activities provided in Table 8 can become critical.  
The speed with which a pipeline project can be completed is almost always driven by the 
welding rate achieved on the project.  Therefore, welding rates are planned first and the 
other activities are typically staffed appropriately to allow continuous welding 
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production.  There are of course exceptions to this rule, which may include special 
directional drilling requirements or stream crossings.   
 
LSMVPR, through the use of historical data, will help predict production rates given 
the site specific conditions defined for the project.  Since these conditions directly affect 
the duration of the project, the more planning spent in determining these conditions, the 
more accurate the final schedule will be.  Using empirically derived production rate 
equations limits the scope of calculating future projects to the limits of the data.  For 
example the data used for this research consists of fourteen and sixteen inch pipe; 
therefore the equations would not be applicable to 42 inch pipe construction.  Therefore 
collecting a wide variety of data from a wide variety of site conditions would improve the 
boundaries for which the equations are useful.  This research provides the framework 
from which to build a more comprehensive production rate database. 
 
Time and Location Intervals 
 
Time and location intervals control the periods for which the production variables 
can change.  The scheduler defines a standard interval with which to divide the distance 
across the bottom and side of the linear schedule.  This standard interval will be marked 
and labeled across the chart.  The scheduler then has the option of changing the input for 
any production variable at these intervals.   
 
For example, if a project is 100,000 feet in length and a standard interval of 
10,000 feet is selected, the scheduler could change any location based production variable 
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ten times or once every 10,000 feet.  Figure 24 shows a project that starts at Station 
00+00 and ends at 1000+00 with the corresponding slopes above the chart.  The average 
slope indicates a value of 0.01 from station 00+00 to 400+00 and a value of 0.05 from 
400+00 to 1000+00.  Since slope is a location variable we now see the average slopes 
expected along the length of the project.  While no time variable is defined for the figure, 
the same could be said about the ability to change the variables along the time axis. 
 
 
Figure 24 – Example with a Location Production Variable 
 
Choosing an appropriate standard interval depends on several items; such as 
availability of data, physical changes across the project, and desired scale of the finished 
schedule.  The interval needs to be small enough so the user can define detail at a useful 
level, but large enough so the user can input and output meaningful data.  The required 
calculations quickly become numerous and tedious, but can be handled by the prototype 
software Velocity 1.0 discussed in Chapter V.  The computer can easily make the 
calculations for a time interval based on days and a location interval of 1,000 feet for a 
150 mile project.  Utilizing a time interval of days also aids in the application of 
historical production data, which is typically recorded on a daily basis. 
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Figure 25 illustrates the breakdown of the project into a grid, which is the basis 
for all linear scheduling charts developed in this research.  The grid is comprised of a 
cross hatch of the location list vs. the time list, which forms many rectangles across the 
chart.  Each of these rectangles will have a set of values associated with production 
variables in order to determine the production rate achievable through that time-location 
area.  These time-location rectangles are referred to as “working windows”.   
 
Working Windows 
 
Working windows display when and where these production variables may 
change along the pipeline project.  Working windows are areas of time and location for 
which unique production variables can be assigned (e.g. a given working window has an 
average slope of 0.01).  Since a linear scheduling chart depicts time on one axis and 
location on the other axis, drawing a grid on this chart breaks the chart into areas of time 
and location.  Figure 25 is a general view of a grid of working windows which split up a 
project.  The nomenclature for working windows is given as WWij; where i represents the 
column and j represents the row.  Given the i and j coordinates for the working window 
one can look up the appropriate production variables that should be applied to that 
working window.   
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Figure 25 – Naming Conventions for Working Windows on Time Location Chart 
 
We can take the same chart and add color to the background to provide the user 
with additional information about the production rates within the grid.  Using the color in 
the background to indicate calculated performance relative to the desired production rate 
quickly allows the user to understand areas of difficulty.   
 
The color added to the background is referred to as the Activity Performance 
Index or API.  The API is a color scheme that indicates the status of production rates on 
the project.  For example, red indicates very poor performance and green indicates 
favorable performance with regard to the desired production rate.  The color indicates the 
relationship between a user-defined production rate (PRUD) and the calculated production 
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rate, which is a most likely rate based on historical data (derived from regression 
equations and using LSMVPR).  Table 9 illustrates the default percentages for assigning 
color based on production performance.   
 
Table 9 – Activity Performance Index and Corresponding Default Color Scheme 
 
 
To derive the percentages, the user determines a level of production desired for 
the given activity.  At every working window a production rate is determined based on 
LSMVPR.  The percentage is then determined for each working window based on 
Equation 1.  The color indicates the calculated production rate divided by the user-
defined production rate as shown in Equation 1.   
APIij = PRij/PRUD * 100   (Equation 1) 
For example, if the scheduler desires a production rate of 10,000 linear feet per 
day for a given activity while the calculated production rate for the given working 
window is 8,500, the API = 85%.  This indicates the predicted production rate for that 
activity in that working window is 85% of the desired production level, thus the working 
window is shaded blue.  This visual aid helps the scheduler easily determine the time-
locations that may be problematic for construction.  For instance, if the project requires 
welding to move at a rate of 10,000 linear feet per day, but the calculated production rate 
is less 5,000 feet per day, the user can easily see the red working windows indicating that 
historically this production rate has not been achieved under the given conditions.  This 
Upper Lower Color
100% or greater 90%
90% 80%
80% 70%
70% 60%
60% 50% or less
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pattern of color also aids in determining optimal starting locations and dates for the 
spreads along the pipeline, providing a valuable front-end planning tool.  
 
The color shaded in the working window is activity dependent by definition.  This 
means the same working window could be different colors based on the calculated API 
for the different activities, so it is important to keep in mind which activity or activities 
drive the work.  It is more important to portray the obstacles with the driving activity 
since the work is planned around the driver(s).  For pipeline construction, welding is the 
most important activity, thus the schedule should be presented with the API based on the 
values for the welding activity.  Again, Velocity 1.0 can be used to speed the user’s 
ability to change the background based on other activities when appropriate. 
Consider the example from Figure 24 for applying the API for a given activity.  In 
the case of this example suppose the scheduler is planning on achieving 6,000 feet per 
day for a given activity.  Let’s further suppose the scheduler uses historical data to 
determine that an average slope of 0.01 produces a production rate of 5,600 feet per day, 
while an average slope of 0.05 produces a production rate of 4,000 feet per day.  (While 
these production rates are fabricated for this example, Chapter IV details the derivation of 
production rate equations based on historical data.)  These given production rates, when 
compared with the desired production rate, yield an API of 93% and 67% respectively.  
Referring to Table 9 shows the production rate associated with the 0.01 slope produces an 
API equivalent to the color green, while the slope of 0.05 is displayed as orange as shown 
in Figure 26.  This color system easily conveys the increased difficulty of construction 
resulting from the steeper slope.    
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The project team can now better visualize the implications of slope as it affects 
the project.  The next step is to calculate the path of the activity as the activity is 
scheduled across the chart.  Prior to making this calculation it is necessary to define some 
additional variables and further analyze how the schedule is calculated with the working 
window concept.   
 
Figure 28 depicts a more detailed view of a typical working window.  The 
working window naming conventions shown in Figure 28 applies to work moving from 
left to right or from lower stationing to higher stationing along the horizontal alignment.  
The location of the window begins with the Working Window Location Start (WWLS) 
and ends with the Working Window Location End (WWLE).  Corresponding 
nomenclature depicts the time start and end with Working Window Time Start (WWTS) 
and Working Window Time End (WWTE) respectively.  Again the use of the i and j 
variables allow a unique identifier for each working window and the corresponding 
variable carries through when naming the start and end of each window.   
 
 
 
Figure 28 – Individual Working Window Nomenclature 
WWLSi WWLEi
WWTEj
WWTSj
WWij
Location
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m
e
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Figure 29 adds an activity to the working window, along with nomenclature to 
specify the entry and exit coordinates of the activity.  All activities will move in a straight 
line through the working window, because by definition the working window’s 
production variables are constant and thus the production rate through the window is 
constant.  The nomenclature for naming the coordinates of the activity vertices as it 
moves through the chart is to start at Xn,Yn, and move to Xn+1,Yn+1.  Where X represents 
the distance or stationing coordinate and Y represents the time coordinate.  The subscript 
“n” is the number of the vertex as the activity enters the working window and the 
subscript “n+1” denotes the coordinate of the vertex as the activity exits the working 
window.  The vertices are numbered from left to right with the start of the activity 
beginning with the number zero or X0,Y0.  These vertices exist at every change in the 
working window even if the activity does not change slope through the working window.   
 
 
 
 
 
Figure 29 – Activity and Working Window Nomenclature 
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LSMVPR Calculations 
 
Figure 29 also includes additional terminology in the diagram to depict 
information necessary for making calculations later in this chapter.  The Distance 
Remaining (DR) is the amount of distance that has not been completed in the current 
working window when the activity starts in that window.  The Time Remaining (TR) is 
the amount of time that is remaining in the current working window when the activity 
starts in that window.  Distance Remaining and Time Remaining can be calculated with 
the following equations:   
DRij = WWLEi – Xn   (Equation 2) 
TRij = WWTEj – Yn   (Equation 3) 
 
Given that Figure 29 is WW11, the equations would take the following naming 
convention: 
DR11 = WWLE1 – X0   (Equation 4) 
TR11= WWTE1 – Y0   (Equation 5) 
 
Distance Remaining and Time Remaining are used to determine the movement of 
the activity through the linear scheduling chart; the movement from working window to 
working window.  For example, there are three locations the activity can exit the working 
window once it enters, it can cross the top time axis, the right distance axis, or it can exit 
at the intersection of the two.  The exit location is determined by a combination of the 
DR, TR, and production rate for that working window.  A variable called Distance 
Traveled in Time Remaining (DTTR) is introduced for determining the exit location.  
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Equation 6 is the equation for DTTR, where PRij is the production rate for the given 
working window: 
DTTRij = PRij * TRij   (Equation 6) 
   
 The Distance Traveled in Time Remaining can then be compared with the 
Distance Remaining to determine the exit location.  The following three outcomes can 
occur: 
1) DTTRij = DRij  ?  Activity exits at the intersection of the top time axis and 
right distance axis of the working window (Figure 30) 
2) DTTRij > DRij  ?  Activity exits at the right distance axis of the working 
window (Figure 31) 
3) DTTRij < DRij  ?  Activity exits at the top time axis of the working window 
(Figure 32) 
 
The following three figures graphically illustrate the three cases provided above.   
 
 
Figure 30 – Case 1 – DTTR is equal to DR 
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Figure 31 – Case 2 – DTTR is greater than DR 
 
 
Figure 32 – Case 3 – DTTR is less than DR 
 
By understanding how the activity exits the working window, the next production 
rate can be chosen to apply to the activity.  Figure 33 illustrates the cases where the 
activity enters and exits the working window.  (Again, all examples and calculations in 
LSMVPR are based on working left to right across the chart, with location along the x-axis 
and time along the y-axis.)  The first row of examples is indicative of the activity entering 
the working window along the Time Start Axis, while the second row illustrates activities 
which enter along the Distance Start Axis. The third row depicts activities which enter 
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the working window at the intersection of the Time Start and Distance Start Axes.  The 
figures are further grouped by the exit location, with the exit location being the Distance 
End Axis, Intersection of the Distance End Axis and Time End Axis, Time End Axis, and 
Time End Axis for columns 1, 2, 3, and 4 respectively.  Column 4 depicts a special  
 
 
Figure 33 – Cases for the Entry and Exit of Working Windows by an Activity 
 
condition of exiting through the Time End Axis in which case the production rate for the 
working window is equal to zero due to a non-working day.   
Figure 34 shows an overview of the calculation procedure for LSMVPR. The 
algorithm developed to calculate variable production rate linear schedules is based on a 
forward and backward pass methodology.  In general the forward pass schedules the 
activity using the Minimum Lead (ML) specified from the activity input stage.  The 
Minimum Lead is the minimum separation between activities based on time units.  For 
example, Activity A may require a 10 day start ahead of Activity B to keep the crews  
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Figure 34 – Overview of the Calculation Procedure for LSMVPR 
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from for the respective activities from interrupting one another’s work.  This 10 day 
buffer is the Minimum Lead and corresponds to a start to start relationship in CPM.  For 
the initial calculation, the Activity Separation (AS) is set to the Minimum Lead.  The 
Activity Separation is the difference between the start of the preceding activity and the 
activity being scheduled.  
 
A backward pass is then performed to ensure that Minimum Lead is satisfied 
throughout the length of the activity.  During the backward pass, the time difference 
between every vertex of both the activity being scheduled and the preceding activity is 
calculated.  The Least Time Interval (LTI) is the minimum separation of time calculated 
between the two activities.  The LTI is then compared to the Minimum Lead.  If the LTI 
is greater than or equal to the Minimum Lead, the next activity can be scheduled.  If the 
LTI is less than the Minimum Lead, the Activity Separation is increased by a value equal 
to the Time Iteration Interval (TII).  The Time Iteration Interval is a user defined time 
interval.  This process creates an iterative loop until the LTI is greater than or equal to the 
Minimum Lead.  This looping nature is necessary, due to the possibility of incurring 
varying production rates with each iteration, to ensure the Minimum Lead is satisfied.  
Figure 34 is a flow chart of the algorithm for the LSMVPR process.  
 
The steps to construct a linear schedule utilizing the Linear Scheduling Model 
with Variable Production Rates once the initial data has been entered are as follows: 
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1) Set the start date for the first activity to the project start date and subsequent 
activities to a start date equal to the start of the predecessor plus the Minimum 
Lead (ML) required 
2) Set the Activity Separation equal to the Minimum Lead of the preceding activity, 
zero if no predecessor exists as in the case of the first activity in the schedule. 
3) Lookup the Production Variables for the current Working Window (WWij) 
4) Calculate the Production Rate for the current Working Window 
5) Calculate Distance Remaining (DRij), Time Remaining (TRij), and Distance 
Traveled in Remaining Time (DTTRij) 
6) Use the following criteria to determine the exit location for the activity from the 
current Working Window 
1. DTTRij = DRij  ?  Activity exits at the intersection of the top time 
axis and right distance axis of the working window 
2. DTTRij > DRij  ?  Activity exits at the right distance axis of the 
working window 
3. DTTRij < DRij  ?  Activity exits at the top time axis of the working 
window 
7) Use the following criteria to calculate the exit coordinate for the activity 
1. DTTRij = DRij  ?  (WWLEi,WWTEj)   (Equation 7) 
2. DTTRij > DRij  ?  (WWLEi,((DRij/PRij)+Yn))   (Equation 8) 
3. DTTRij < DRij  ?  ((Xn+DTTRij),WWTEj)   (Equation 9) 
The naming convention for the exit coordinate follows (X, Y) where X represents 
location or distance on the project and Y represents time. 
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8) Determine if the activity has been calculated to the end of the project 
9) If not, go to next Working Window and repeat steps 3 through 8 until the activity 
reaches the end of the project 
10) Calculate the time difference vertically for every vertice in the current activity and 
the predecessor 
11) Set the minimum distance value from step 10 to the Least Time Interval (LTI) 
12) Compare the Least Time Interval with the Minimum Lead required, is the LTI 
greater than or equal to the ML required 
13) If not, set the Activity Separation to the Activity Separation plus the Time 
Iteration Interval (TII), repeat steps 3 through 12 until the LTI is greater than or 
equal to the ML required 
14) Next Activity, repeat steps 1 through 13 for all activities 
15) Linear schedule complete 
 
Location Variable Example 
 
This section presents a simple example problem to illustrate the fundamentals of 
calculating an activity’s linear schedule using the LSMVPR model.  The example 
illustrates calculations where the only production variable affecting the activity’s 
production rate is a distance variable. A more complex example utilizing Velocity 1.0 is 
provided in Chapter V. Again, the examples and calculations are based on continuous 
full-span activity with the location in stations on the ordinate and time in days on the 
abscissa.   
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Assume the following conditions comprise a project activity whose linear 
schedule needs to be determined using LSMVPR:  
A single activity, Activity A, needs to be scheduled for a linear project spanning 
400,000 feet.  The start station for the project is 00+00 and the ending station is 4000+00.  
The production rate of Activity is given by the following equation:  
PRij = -20,000 * X + 5,000, in units of LF/day.  (This equation is given for the 
example; Chapter IV will elaborate on deriving regression equations from 
historical data).   
X represents the location variable that affects the production rate for Activity A.  The 
location variable, X, has a value of 0.00 from station 00+00 to 2000+00, and a value of 
0.15 from 2000+00 to 4000+00.  The user desires a production rate of 3,000 feet per day, 
which will be used to calculate the API for each working window.   
 
First the production rate for each working window needs to be calculated.  The 
following calculations determine the production rate for an X-value of 0.00 and 0.15 
respectively (Variables are given in this example which can be determined by regression 
equations as discussed in Chapter IV.): 
PRij = -20,000 * X + 5,000  
PR = -20,000 * 0.00 + 5,000 = 5,000 LF/Day – for Stations 0+00 to 2,000+00 
PR = -20,000 * 0.15 + 5,000 = 2,000 LF/Day – for Stations 2,000+00 to 4,000+00 
 Referring back to Equation 1 (page 71) to calculate the Activity Performance 
Index (API) for each of the working windows yields the following for an X-value of 0.00 
and 0.15 respectively: 
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APIij = PRij/PRUD * 100 (Equation 1) 
API = 5,000 / 3,000 * 100 = 167% – for Stations 0+00 to 2,000+00 
API = 2,000 / 3,000 * 100 = 67% – for Stations 2,000+00 to 4,000+00 
Referencing Table 9 (page 71) provides the color for each of the working windows.  The 
working windows corresponding to X-value of 0.00 are green while the working 
windows with an X-value of 0.15 are orange.   
 
Figure 35 depicts the API values calculated above and also displays the user-
defined values for the standard time interval of 20 working days and the standard location 
interval of 200,000 feet.  Stations are across the horizontal axis and working days are 
across the vertical axis.  The large values for both the standard time and location intervals 
are intended to simplify the number of calculations required. 
 
Figure 35 also has the working window naming convention illustrated on the 
linear chart.  The subscript associated with the working window takes the format of 
distance column, time row.  Since we have split the location portion of the project by 
only one division, there are only two column names for the project, while the time 
divisions have created eight rows on the chart.   
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Figure 35 – Naming Convention for the Working Windows for Example One 
 
 All values are now set up and known to run the calculations for the linear 
schedule.  The start time and location for the project is station 00+00 and working day 0.  
We then need to look up the variable values for the working window from which we are 
working, in this case WW1,1.  Since the only variable affecting the production rate is the 
location variable, all we need to know is the X-value for WW1,1 equals 0.00.  We can 
then calculate the production rate from the equation given, or PR1,1 = -20,000 * 0.00 + 
5,000, which equals 5,000 LF/day.  We then proceed by calculating DR1,1, TR1,1, and 
DTTR1,1, given by the following equations: 
DRij = WWLEi – Xn   (Equation 2) 
DR1,1 = 200,000 – 0 = 200,000 LF 
TRij = WWTEj – Yn   (Equation 3) 
TR1,1 = 20 – 0 = 20 Days 
DTTRij = PRij * TRij   (Equation 6)  
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DTTR1,1 = 5,000 * 20 = 100,000 LF 
 By comparing the DTTR1,1 to the DR1,1, we see that DTTR1,1 is less than DR1,1, 
thus the activity will exit WW1,1 through the top of the working window.  The coordinates 
of the exit location are given by (DTTR1,1, WWTE1) or (100000, 20).  Figure 36 depicts 
the progress accomplished in the first working window.   
 
Figure 36 – First Activity Calculation for Example One 
 
 The activity then enters the next working window or WW1,2.  This window has 
the same production rate as the first window since the location variable remains the same 
and thus the production rate is the same as well.  Solving the set of calculations for 
WW1,2 yields the following: 
DRij = WWLEi – Xn    
DR1,2 = 200,000 – 100,000 = 100,000 LF 
TRij = WWTEj – Yn    
TR1,2 = 40 – 20 = 20 Days  
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DTTRij = PRij * TRij    
DTTR1,2 = 5,000 * 20 = 100,000 LF 
 By comparing the DTTR1,2 to the DR1,2, we see that DTTR1,1 is equal to DR1,2, 
thus the activity will exit at the intersection of the WWLE1 and the WWTE2.  The 
coordinates of the exit location are given by (WWLE1, WWTE2) or (200000, 40).   
Figure 37 depicts the progress through the second working window.  Also shown 
in this figure are the coordinate labels for the activity.  As shown in the diagram, the 
subscripts are numbered based on consecutive numbering from left to right at changes in 
working windows. 
 
 
Figure 37 – Naming Convention for Activity Nodes 
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0.15.  The production rate for WW2,3 is given by PR2,3 = -20,000 * 0.15 + 5,000, or 2,000 
LF/day.  Next we calculate DR, TR, and DTTR as shown below: 
DR2,3 = 400,000 – 200,000 = 200,000 LF 
TR2,3 = 60 – 40 = 20 Days  
DTTR2,3 = 2,000 * 20 = 40,000 LF 
By comparing the DTTR2,3 to the DR2,3, we see that DTTR2,3 is less than DR2,3, thus the  
activity will exit WW2,3  through the top of the working window and thus the exit 
coordinate is given by (DTTR2,3, WWTE3) or (240000, 60).   
Next, the calculations continue through working window WW2,4  
DR2,4 = 400,000 – 240,000 = 160,000 LF 
TR2,4 = 80 – 60 = 20 Days  
DTTR2,4 = 2,000 * 20 = 40,000 LF 
DTTR2,4 < DR2,4 
X4,Y4 = (DTTR2,4, WWTE4) = (280000, 80) 
Next, the calculations continue through working window WW2,5  
DR2,5 = 400,000 – 280,000 = 120,000 LF 
TR2,5 = 100 – 80 = 20 Days  
DTTR2,5 = 2,000 * 20 = 40,000 LF 
DTTR2,5 < DR2,5 
X5,Y5 = (DTTR2,5, WWTE5) = (320000, 100) 
Next, the calculations continue through working window WW2,6  
DR2,6 = 400,000 – 320,000 = 80,000 LF 
TR2,6 = 120 – 100 = 20 Days  
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DTTR2,6 = 2,000 * 20 = 40,000 LF 
DTTR2,6 < DR2,6 
X6,Y6 = (DTTR2,6, WWTE6) = (360000, 120) 
Next, the calculations continue through working window WW2,7  
DR2,7 = 400,000 – 360,000 = 40,000 LF 
TR2,7 = 140 – 120 = 20 Days  
DTTR2,7 = 2,000 * 20 = 40,000 LF 
DTTR2,7 = DR2,7 
X7,Y7 = (WWLE2, WWTE7) = (400000, 140) 
The calculations for WW2,7 complete progress for Activity A through the end of the 
project, and thus completes the linear schedule.  Figure 38 is the completed linear 
schedule based on the above calculations.  Since we are working an example that depicts 
only one activity the backward pass is unnecessary.   
 
 
Figure 38 – Final Linear Schedule 
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The example problem is simple in nature to easily convey the calculation process.  
Construction projects are influenced by multiple variables with numerous changes in time 
and location variables.  To calculate such complex schedules requires a scheduling tool 
capable of handling the computations.  Chapters IV and V further discuss the model and 
tool respectively.
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CHAPTER IV 
 
 
 DATA COLLECTION AND ANALYSIS 
 
Historical production rate data and the regression analysis of this data serves as 
the core of LSMVPR.  The production rate information is analyzed to determine variables 
that affect production.  Through the use of statistical software, regression equations can 
be derived to predict future production rates.  Thus the availability of the appropriate 
historical production rate information is paramount to the success of modeling linear 
schedules using LSMVPR.  The remainder of this chapter describes the types of data 
collected and the method used for analyzing the data. 
 
Data Collection 
 
This research utilizes two types of data: field production data and historical 
weather data.  The field production data is utilized to develop regression equations for the 
production rate of pipeline construction activities.  The historical weather data is utilized 
at two points in the development of a linear schedule based on varying production rates.  
The first use for the weather data is during the development of the regression equations 
for the construction activities.  The types of weather data that show correlations to the 
construction production rates become variables in the regression equations.  The second 
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use for the weather data is for input to the regression equations to build a linear schedule 
based on varying production rates.   
 
Pipeline Construction Data 
 
The production rate information collected for this research was obtained from a 
14 and 16 inch-750 mile liquefied natural gas pipeline project starting in Wyoming, 
spanning the Rocky Mountains and terminating in the center of Kansas.  The project was 
broken up into five spreads or segments, each approximately 150 miles in length.  The 
data obtained from the project is that which was required to monitor daily progress of 
construction activities associated with constructing a pipeline, namely start and end 
station for each activity each day.  This data was collected on a daily basis by 
construction inspectors for each activity. 
The form utilized to capture the production data is shown in Figure 39, while the 
coding system for collection the data is shown in Figure 40.  The form captured the start 
and end of each activity as well as a general site and ground condition which aided in the 
validation of correlating the weather data.  Production information was obtained for the 
following activities: grading, stringing, bending, welding, coating, lower-in, back-fill, and 
cleanup.  Table 8 provides a description of each activity.  The unit of productivity 
measure for all activities is linear feet per day along the horizontal alignment of the 
project.  For example, welding is an activity that is performed to join two pieces of pipe 
together, the conversion to linear feet per day is accomplished through calculating the 
number of feet of pipe that were joined by the welding process each day.  These activities 
are all continuous full-span activities as defined by Harmelink.   
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Figure 39 – Data Entry Form for Daily Construction Progress 
 
 
Figure 40 – Coding System for Daily Construction Progress Form
Date Site Condition Ground Condition
*Only edit green cells, Do Not edit grey cells
Activity Code Date Start Station End Station Site Condition Ground Condition Hours/Day Rock LF
1 Spread 1 01 Fence 1 Crew 1 1 Warm & Calm 1 Dry Rock Not a Factor
2 Spread 2 02 Clear 2 Crew 2 2 Warm & Breezy 2 Moist 1 Cobbles 6-12"
3 Spread 3 03 Grade 3 Crew 3 3 Warm & Windy 3 Wet 2 Rock 12" to 24"
4 Spread 4 04 String 4 Crew 4 4 Cool & Calm 4 Frozen 3 Easily Rippable
5 Spread 5 05 Bend 5 Crew 5 5 Cool & Breezy 5 Snow up to 12" 4 Difficult Rippable
06 Trench 6 Cool & Windy 6 Snow greater than 12" 5 Requires Blasting
07 Weld, Pipe Gang 7 Cold & Calm 7 Ice
08 Weld, Firing Line 8 Cold & Breezy 8 Ice & Snow
09 Coating 9 Cold & Windy
10 Lower-In 10 Raining
11 Back-Fill 11 Sleeting
12 Tie-In 12 Snowing
13 Clean-Up 13 Blizzard
14 Test 14 Other
15 Road Crossing
16 Stream Crossing
17 HDD Warm = greater than 70 degrees
18 Survey Staking Cool = 40 to 70 degrees
19 Conc Coated Pipe Cold = less than 40 degrees
20 Valve
21 Tee w/ LOR
22 Launcher/Receiver
23 Unused
24 Unused
25 Unused
Rock
#
Ground Condition
Site Condition
#
Site Condition
Ground Condition
#
Ground Condition
Coding System
Spread #
Spread #
#
Activity
##
Crew
#
Activity Crew
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The production rate data collected was obtained from activities being performed 
by similar equipment and similar crew makeup.  The number of welders and the total 
number of workers were also captured on a daily basis.  Construction was performed with 
six day work weeks consisting of ten hour days. 
Field production monitoring was obtained by hand written progress forms filled 
out by the construction inspectors.  That information was transferred to the MS Excel© 
data form in Figure 39.  The spreadsheets were then submitted via email for entry into a 
master database.  The form allowed for the input of start and end stations for each 
activity. The form also allowed for the inspectors to indicate a general site and ground 
condition to aid in the validation of the weather data collected below. 
 
Weather Data 
 
Weather data was collected along the length of the project from stations within 
the National Climatic Data Center (NCDC) network. NCDC data is available via a GIS 
interface through their website, http://www.ncdc.noaa.gov/oa/dataaccesstools.html.  
Stations were utilized that had data available during the time period of construction when 
the production observations were made (October 2007 to April 2008).  The stations had 
data for the following categories: mean temperature, minimum temperature, maximum 
temperature, average wind speed, maximum wind speed, and precipitation.  The weather 
stations record data on an hourly basis and convert the data into daily summary values.  
The weather service depicts the data used as “surface data, global summary of the day.” 
 The weather station nearest the construction activity was then tied to the days on 
the construction inspection form.  This allows a large amount of weather data to be 
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associated with each data point of production.  The construction inspection notes were 
also reviewed to ensure that the weather conditions recorded at the weather station were 
similar to those encountered at the construction site on that day.  A total of seven weather 
stations had data of the quality and timeframe described above, which averages to a 
weather station approximately every 100 miles along the construction alignment.  This 
distance is further broken down by the weather stations being located at most, 
approximately 50 miles from any area of construction.  (In all cases the daily weather 
data from the stations was compared to that recorded at the job site, if the two did not 
match, the data point was not used in the analysis described below.) 
 
Data Analysis 
 
Much research has been conducted regarding the analysis of production rates with 
respect to construction activities.  General procedures have been outlined by Kuo [31] 
and Chong [6] and these procedures have been utilized for the analysis conducted in this 
research.  Of particular importance in the analysis are the effects of multiple production 
variables on construction production rates.  Multiple regression analysis was used to 
check for variables affecting production rates.  The regression analysis yielded equations 
used by Velocity 1.0 to predict future production rates. 
 
Multiple Regression Analysis 
 
Multiple regression analysis is used to determine the effects of several 
independent variables on one or more dependent variables.  This research has reviewed 
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all of the activities listed in Table 8 against mean temperature, minimum temperature, 
maximum temperature, average wind speed, maximum wind speed, precipitation, pipe 
length, number of welders, number of workers, elevation, and slope of terrain.  
Production variables of work week and holiday schedule will be applied later in this 
research when predicting production rates.  The multiple regression analysis was carried 
out using the following steps: 
1. Ensure enough data points exist for the analysis (See Table 10) [13] 
2. Perform check to ensure the dependent and independent variables are 
approximately normally distributed. 
3. Utilize box plots and analyze standardized residuals to remove outliers. 
4. Fit a regression model. 
5. Check for collinearity among the variables selected for the model. 
6. Check the validity of the model utilizing R2. 
 
 
Table 10 – Sample Sizes and Number of Predictors [13] 
 
Small Medium Large
R2=0.02 R2=0.13 R2=0.26
1 390 53 24
2 481 66 30
3 547 76 35
4 599 84 39
5 645 91 42
6 686 97 46
7 726 102 48
8 757 108 51
9 788 113 54
10 844 117 56
15 952 138 67
20 1066 156 77
30 1247 187 94
40 1407 213 110
Number of 
Predictors
Sample Sizes based on Power Analysis
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The first three steps are performed to ensure a valid regression analysis, while the 
final three steps determine the regression equation fit to the activity and check the results.  
Correlations were then tested among the activities for the production variables listed 
above.  Regression analysis was performed with the statistical software package SPSS®.   
 
The production variables examined were found only to correlate with the welding 
activity.  The lack of correlation with other activities may be due to several reasons, but 
are most likely due to one of the following: different production variables need to be 
selected, different methods need to be employed to measure progress, or welding was the 
only driving activity in this pipeline construction project.  Since welding is typically the 
driving activity for pipeline construction, all other activities are scheduled to ensure 
welding continues without interruption.  This could cause the other activities production 
rates to appear sporadic and disrupt natural correlations which may exist with the given 
activities had they no tie to welding. 
 
 Pipeline welding was found to correlate with the following production variables: 
maximum temperature, maximum wind speed, precipitation, average pipe joint length, 
and slope of terrain (where all weather data is of the daily summary type described 
above).  Interestingly the welding production rate did not correlate with the number of 
welders.  This could have occurred for a number of reasons for which more analysis is 
required. This may have occurred due to the fact that the project was built when welders 
were at an all time high demand and the project was performed in extremely harsh 
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conditions, thus lowering the effectiveness of the welders being hired.  It should be noted 
that the data used for welding used welders ranging from 10 to 26 per construction 
spread.  Along with these production variables, we can add the variable of working day, 
which indicates whether the day is planned for work.  A working day has a value of one 
while a non-working day (holiday, weekend, etc.) has a value of zero.   
 
The following three tables show the summary output from the regression analysis 
performed with SPSS.  Again, the results listed in the table are based upon four of the 
five spreads of the pipeline construction.  This allows the fifth spread to be utilized as a 
test on the regression model derived.  (A more comprehensive listing of the statistical 
output used to derive Equation 10 is provided in Appendix B.) 
 
Table 11 – Model Summary for the Welding Activity 
 
 
Table 12 – ANOVA Results for the Welding Activity 
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Table 13 – Regression Coefficients Calculated for the Welding Activity 
 
 
The following equation depicts the fitted model for welding with an R2 of 0.435 
and a p-value of 0.000.   
PR = WD * (31.840*MT – 73.346*MW – 34,591*P – 57,951*TS + 
75.323*PJL + 3,672.3)   (Equation 10) 
PR = Production Rate of Welding (Linear Feet of Pipe Per Day) 
WD = Working Day (Yes = 1, No = 0) 
MT = Average Daily Maximum Temperature (Degrees Fahrenheit)  
MW = Average Daily Maximum Wind Speed (Miles Per Hour) 
P = Average Daily Precipitation (Inches) 
TS = Average Slope of the Terrain (Decimal from 0.0 to 1.0) 
PJL = Average Pipe Joint Length (Linear Feet) 
  
Predicting Production Rates 
 
The results of the multiple regression analysis performed on the pipeline construction 
data revealed correlations for the welding activity with several production variables.   
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Table 14 provides the results of the regression analysis and lists the limits where the 
welding production rate equation is applicable.   
 
Table 14 – Welding Production Variables with Limits of Use 
 
 Equation 11 adds the working window nomenclature to Equation 10 and utilizes 
daily summary weather data as input.  For the purposes of construction planning and 
scheduling, it may be desirable to determine the average production rate that may be 
achieved for a given month in lieu of varying the production rate daily.  Velocity 1.0, 
discussed in Chapter V, addresses this issue.   
PRij = WD * (31.016*MTij + 88.983*MWij + 39,219*Pij + 66,214*TSi + 
57.442*PJLi + 5,421.5)   (Equation 11) 
PRij = Production Rate of Welding (Linear Feet of Pipe Per Day) 
WDij = Working Day (Yes = 1, No = 0) 
MTij = Average Daily Maximum Temperature (Degrees Fahrenheit)  
MWij = Average Daily Maximum Wind Speed (Miles per Hour) 
Pij = Average Daily Precipitation (Inches) 
TSi = Average Slope of the Terrain (Decimal from 0.0 to 1.0) 
PJLi = Average Pipe Joint Length (Linear Feet) 
 
Production Variable Unit Low High
Production Rate Linear Feet 2,788 8,019
Maximum Temperature Degrees Fahrenheit 3.9 79.0
Maximum Wind Speed Miles Per Hour 5.9 43.6
Precipitation Inches 0.00 0.08
Terrain Slope Decimal 0.0001 0.0746
Pipe Joint Length Linear Feet 58.0 78.0
* All weather characteristics are based on daily summary values
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Predicting future production rates is accomplished by inputting the appropriate 
production variable values for each item in Equation 11.  The data used for the weather 
variables is calculated by averaging all available daily summary values for the given day 
in the location being scheduled.  For example, most of the weather stations analyzed for 
this research had a minimum 30 to 40 years of weather data available in the daily 
summary values format.  This translates to a minimum of 30 to 40 data points for each 
day to determine the average weather patterns.  Those average daily values are 
incorporated into the production rate equation for the appropriate working windows.  
Equation 11 depicts the i,j nomenclature assigned to the production rate equation, and 
thus translates into the production rate that could be expected within the i,j working 
window.  Note that the Slope of the Terrain and the Pipe Joint Length only contain 
subscripts of i, which indicates this variable is only dependent upon the location along the 
horizontal alignment. (Working Day maintains the subscripts of i,j to account for varying 
work days from location to location, possibly due to union or non-union work or other 
variances due to location.) 
Equation 11 serves as the basis for calculating the welding production rate for the 
model validation in Chapter V.
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CHAPTER V 
 
VELOCITY 1.0 
 
Velocity 1.0 is an MS Excel based program developed to process the calculations 
required for implementing the algorithm utilized for LSMVPR.  The interface was chosen 
for ease and familiarity to the user and the computational and graphical abilities of the 
interface.  The program consists of tabs within an Excel workbook that walk the user 
through the data entry process.  Sub-routines not accomplished within the workbook are 
performed in Visual Basic for Applications (VBA) through the use of macros listed in 
Appendix C.   
 
Introduction 
 
The algorithm developed to solve linear schedules with changing production rates 
utilizes an iterative solution.  The intent of the program is to speed the calculation process 
and provide a linear schedule that conveys as much information as possible.  Linear 
scheduling by its nature provides a diagram that allows the user to easily understand the 
work flow and construction plan.  By combining a traditional linear schedule with the use 
of working window shading and activities that change production based on time and 
location, the user can now also understand reasons for lower or higher production in 
different areas along the length of the alignment.
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User Interface 
Velocity 1.0 is an MS Excel based program which allows the average user to 
comfortably maneuver in the interface.  Tabs differentiate the input of the information 
and are organized in an intuitive manner.    
 
Input and Output 
 
The input for the program is accomplished through a series of tabs with input 
progressing from left to right.  The user is prompted for general project information, 
activities and relationships, average production rates of the activities (where regression 
equations are not available), and a series of tabs which incorporate various production 
variables.  Green and grey cell color is used throughout the program to indicate user-
input and calculated fields respectively.   
The user must also input weather data for the stations nearest the construction that 
conform to the daily summary value described previously.  The user then assigns which 
weather stations are used for the given stations in the project. 
The output from Velocity 1.0 is a linear schedule which depicts production rate 
variance in the background.  Due to the highly involved graphical nature of the output, it 
is recommended to plot D size (24” X 36”) schedules at a minimum.  It is also 
recommended to use high resolution video cards and monitors (1920 X 1080 or higher) to 
maximize the visual display of the information. 
Figure 41 is the general project information required on the first tab in Velocity.  
This tab determines the overall route input and working times, calculation parameters, 
and the output display.   
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Figure 41 – General Project Information Input Screen 
 
The input information determines the general characteristics of the project, such 
as: start station, end station, length, start date, and number of working days per week.  
This tab allows the user to easily change the desired start dates and analyze the 
differences in changing the number of working days in a week.   
The screen also controls the calculation parameters.  The “Calculation” heading 
contains two fields that deal with the interval for stationing and time.  These fields 
indicate the size of the working windows that are used for calculating production rates.  
As shown, Velocity will calculate a production rate with working windows 1,000 feet in 
width by one day in height.  As discussed in Chapter III, the scheduler may choose to 
work with production rates averaged over the month and a distance of 10,000 feet.  
Changing the parameters to 10,000 feet and Month would then change the working 
windows to that size.   
The output of the linear schedule is also controlled from this tab, including: the 
start and end parameters of the chart, the interval for both the horizontal and vertical grid, 
and the activity performance index is displayed on the chart background.  The scheduler 
selects the activity number (derived from the activity tab discussed later) to display in the 
Start Station 32654+31 Start Station 32500+00 WW Interval Stationing 1,000
End Station 39480+00 End Station 40750+00 WW Interval Time Day
Start Date 11/6/07 0:00 Start Date for Display 10/1/07
Days Per Work Week 6 End Date for Display 9/30/08
10
Major Axis Horizontal 25,000 Activity No. to Display 2
Major Axis Vertical Month Desired Production 11,800
WW Interval Stationing 1,000
Velocity 1.0
Project Name
750 Mile LNG Pipeline ‐ Spread 5
Project Data Chart Display Calculation
Grid Display Background Display
 105 
 
background.  The user then inputs the desired production rate for that activity to have the 
API calculated, thus giving the visual display of time-location areas that may impede 
progress. 
The next tab the user encounters is the “Activity” tab shown in Figure 42.  Here 
the user will enter the activities that take place on the project and input additional 
information about the specific activities.  The user must choose to utilize an average 
value for the activities production rate, i.e. a value the user inputs; or a calculated value 
by inputting the regression coefficients derived in Chapter IV.  As shown in Figure 42, 
five production variables can be accounted for in Velocity, the user can enter zeroes for 
variables that do not apply to a given activity.  Each activity also requires the necessary 
“Lead” be entered.  This allows the scheduler to input the gap in days that is required 
between activities to prevent crews from interfering with one another. 
Next the scheduler needs to select the holidays, or other non-work days, on the 
“Holiday” tab.  The interface is a simple drop-down box where the user can select days of 
the year to demark as non-working days.   
Next the user needs to input the raw data that will be used to calculate any 
activities that have been selected to be scheduled based on regression coefficients.  This 
includes inputting the terrain data in the format of two columns consisting of Station and 
Elevation.  The terrain information can be copied and pasted into the “Raw Terrain Data” 
tab.  The raw weather data is input in much the same way.  The user can copy and paste 
in the values in the same format that the NCDC distributes the daily summary weather 
values.  The user will download all available data from the weather station along the 
alignment of the project and paste the data into the “Raw Weather Data” tab. 
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Figure 42 – Activity Input Screen 
 
Next the user selects the stations that apply to each of the weather stations that 
have information input into from the previous step.  The grey cells automatically populate 
from the weather data input and the user then enters the start and end station for which to 
apply each of the weather stations values. 
 
 
Figure 43 – Weather Stations Input Tab 
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Prod. 
Var. 2
Prod. 
Var. 3
Prod. 
Var. 4
Prod. 
Var. 5
Constant
Start 
Station
End Station
Req'd 
Lead
1 Average Grading/Stringing 16,000 32654+31 39480+00 4
2 Calculated Welding 31.840 ‐73.346 ‐34,591 ‐57,952 75.323 3,672.3 32654+31 39480+00 5
3 Average Trenching 15,000 32654+31 39480+00 2
4 Average Lower‐In/Back‐Fill 12,000 32654+31 39480+00 4
5 Average Clean Up 15,000 32654+31 39480+00
6
7
8
9
10
11
12
13
14
15
Regression Model Data
Weather Station ID Start Station End Station
EVANSTON/BURNS FLD 725775 0+00 1050+00
RAWLINS MUNICIPAL AP 725745 1050+00 6800+00
ROCK SPRINGS ARPT 725744 6800+00 12900+00
LARAMIE GENERAL BREES FIELD 725645 12900+00 15840+00
CHEYENNE MUNICIPAL ARPT 725640 15840+00 20700+00
AKRON WASHINGTON CO AP 724698 20700+00 25600+00
GOODLAND RENNER FIELD 724650 25600+00 31500+00
HAYS MUNI (AWOS) 724518 31500+00 40120+00
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The user is now ready to schedule the project based on the input from the 
previous steps.  The scheduling functions are located on the “Linear Schedule” tab.   
 
Model Validation  
 
The model developed in Chapter IV provides a basis to predict future construction 
projects.  The model was developed using the construction production rate data from four 
of the five spreads of construction.  This allows a validation to be performed using the 
remaining construction spread.  The spread used for model validation is referred to as 
“Spread 5”.  While the spread is approximately 160 miles in length, only the center 130 
miles could be used due to skips at the beginning and end of the spread.  The portion used 
for validation starts approximately seven miles north of Collyer, Kansas (Mile Post 611, 
Station 32654+31) and continues to approximately four miles east of Mitchell, Kansas 
(Mile Post 740, Station 39480+00).  This spread was chosen as the order of construction 
was continuous from west to east without skips or move-arounds.   
The model validation was performed using Velocity 1.0 following the procedures 
outlined in the previous section of this chapter.  The regression coefficients applied to 
welding were those derived from construction spreads one through four.  The production 
rates assumed for the other activities were averages from the construction data.  Once the 
project data was input, Velocity 1.0 was run to provide a linear schedule.  The welding 
activity was chosen as the background utilized in calculating API since it is the driving 
activity.  The desired production used for welding to calculate API is 11,800 linear feet 
per day as this is the average that was provided in the initial contractor schedule.   
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Figure 44 is a view of the legend contained on the Velocity 1.0 linear schedule 
output.  The API is defined by the decimals entered for the high and low values and the 
activities are assigned colors and line-styles accordingly.   
 
 
Figure 44 – Velocity 1.0 API Scale and Legend 
 
Figure 45 is the output of Velocity 1.0 in a graphical linear scheduling format.  
The color pattern in the background depicts the relationship between the contractor’s 
planned production rate for welding of 11,800 linear feet per day and the expected 
production rate utilizing LSMVPR via the Activity Performance Index.  The large band of 
red across the page is the winter holiday from December 22nd through January 1st.  Areas 
of the chart depicted by something other than green indicate a time-location area that is 
not expected to produce the desired production rate.  The scheduler can easily visualize 
differences in locations and time.  The user can manipulate the start date to incur more 
favorable conditions.  In this regard, LSMVPR provides a tool to play “What If” scenarios 
with historically backed production methods. 
 
Figure 46 is the output of Velocity 1.0 with the working window parameters 
changed to 10,000 feet horizontally by one month vertically.  This allows the user to see 
an averaged view without the interference of the day to day variances. 
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Figure 45 – Velocity 1.0 Linear Schedule (WW = 1,000 ft by One Day) 
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Figure 46 – Velocity 1.0 Linear Schedule (WW = 10,000 ft by One Month) 
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Figure 47 is a magnified view of the same linear schedule previously depicted.  
This view better illustrates the changing nature of the production rates of the welding 
activity.  The working window size is one month by 10,000 feet, which produces the 
mosaic appearance of the background.  As stated earlier, the user can switch the working 
window to monthly along with a larger horizontal scale to reduce the frequency of the 
production rate changes.   
 
 
Figure 47 – Magnified View of the Linear Schedule depicted in Figure 45 
 
Analyzing Figure 47 in more detail allows the user to understand the vast amount 
of information being conveyed by the schedule.  The schedule displays a red row every 
seven days depicting the Sundays not worked due to a six day work week selection.  The 
user can also understand how the production variables are affecting the production rate of 
the welding activity.  The vertical bands of yellow and orange on the right side of station 
Weather & terrain 
conditions prohibiting 
the desired 11,800 
LF/day of welding 
Terrain that affects 
expected production 
rates produces 
continuous vertical 
patterns
Winter Break 
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34250+00 indicates a slowing of welding production due to an increased slope in this 
area.  The user can also see that the red, orange, and yellow prevalent for the first 50,000 
feet of the chart indicates generally worse weather and terrain conditions for this time and 
location of the project. As previously suggested, large plots will yield more legible and 
thus useful output. 
The API associated with welding quickly shows the user that the 11,800 linear 
feet per day welding rate is unrealistic.  The user could continue to adjust the desired 
production rate down until the API calculation yields a more favorable green background.  
This is part of the “What If” capabilities created using Velocity 1.0. 
Figure 48 depicts the tabular output and bar chart output available from Velocity 
1.0 that allows the user access to the start and end dates of each activity.  This allows 
flexibility in transferring data to other non-linear scheduling software where necessary 
and providing dates for milestones or summary type reports.  The bar chart view also 
provides familiarity to the user to help transition from bar chart type schedules to linear 
schedules. 
 
 
Figure 48 – Bar Chart Output from Velocity 1.0 
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Welding the pipeline joints together is the driving activity for pipeline 
construction, and is of the most interest for analysis.  Figure 49 depicts the planned, 
actual, and LSMVPR progress lines for the welding activity on construction spread five.  
The planned value is derived from the contractor’s bar chart schedule and thus depicts a 
straight line production rate from start to finish.  The actual progress line is charted from 
the historical data on the project, while the LSMVPR progress line is taken from Velocity 
1.0.   
 
 
Figure 49 – Comparison of Welding Progress for Construction Spread Five 
 
The progress calculated or forecast using Velocity 1.0 closely approximates the 
actual progress achieved on the project.  The forecast for welding is within a week of the 
actual progress with most of the forecast within a few days of the actual welding 
progress.  Table 15 contains the start and end dates associated with the graph in Figure 
10/31/07
11/28/07
12/26/07
1/23/08
2/20/08
3/19/08
32500+00 33500+00 34500+00 35500+00 36500+00 37500+00 38500+00 39500+00
Welding Progress for Construction Spread Five
Planned Actual LSMVPR
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49.  Again, the duration calculated for welding using LSMVPR algorithm within Velocity 
1.0 very nearly matches that which was actually achieved. 
 
Table 15 – Tabular Output of the Welding Comparison for Spread Five 
 
 
The planned dates are taken from the contractor’s original schedule to perform the 
construction of spread five.  The schedule provided by the contractor provided no 
contingency for weather delays and simply stipulated that the schedule would be 
extended in proportion to the weather delays.  (At the time of this project, most pipeline 
construction contracts were being performed on a time and materials basis.)  While this is 
an easy method for the contractor to negotiate time extensions, this does not provide a 
tool with which to manage the project.  It is this unknown or seemingly unpredictable 
weather delay that leaves much ambiguity in pipeline construction schedules.  Velocity 
1.0 provides a tool to combat this unknown.  Specifically if the algorithm for predicting 
production rates is continually updated and expanded to include additional historical data, 
the ability to forecast appropriate schedules continues to grow.   
 
Summary 
 
Velocity 1.0 is prototype software for applying the Linear Scheduling Model with 
Varying Production Rates to pipeline construction projects.  Velocity 1.0 allows the 
scheduler to visualize changes in production when and where they will occur.  The user 
Location Station Planned Actual LSMVPR
Start 32654+31 11/10/07 11/10/07 11/10/07
End 39480+00 2/4/08 3/14/08 3/11/08
Difference 682,569 LF 86 days 125 days 122 days
*Days are shown as calendar days
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input is minimal and intuitive, while the output conveys a large amount of information on 
one chart.  Velocity 1.0 has the ability to utilize readily available data, such as weather 
and terrain information for predicting linear schedules.  The user can include additional 
production variables and incorporate updated regression formulas as historical data is 
collected.  The breadth and depth of Velocity 1.0 continues to grow and improve with 
additional historical information.
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CHAPTER VI 
 
 
CONCLUSIONS AND RECOMMENDATIONS 
 
The pipeline construction industry is vital to the installation of underground 
infrastructures throughout the world.  The industry spends large sums to update and 
create pipeline infrastructure around the world.   The current scheduling technologies 
used to plan pipeline construction projects are ill-suited for linear jobs.  This research has 
accomplished two major objectives by development of the new LSMVPR and the 
prototype software Velocity 1.0.  The first of these objectives was to outline a framework 
to apply changes in production rates when and where they occur along the horizontal 
alignment of the project.  The second objective was to illustrate, through the use of 
background color or API, the difficulty or ease of construction through the time-location 
chart.    
 
Summary 
 
A model for scheduling pipeline projects based on production rates that change 
with time and location, (and a combination of time and location) has been developed.  
This model allows the scheduler to predict and visualize changes in productions rates 
when and where they will occur along a given route.  This provides the project team with 
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the ability to better understand how changes in the project plan and schedule will impact 
production rates for the project.  The framework of LSMVPR was developed through five 
phases including: data collection, development of a welding regression equation, 
development of the algorithm, creation of a prototype software, and finally model 
validation. 
The data collected included two distinct types of information.  The first is that of 
historical production rate information from the construction industry.  The construction 
data was collected from four spreads of a 750 mile LNG pipeline project. The fifth spread 
on the same project was utilized for model validation.  The second type of data utilized is 
the weather data collected from the National Climatic Data Center, which in most cases 
spanned a minimum of thirty years of data.   
Upon completion of the data collection, the data was analyzed and checked for 
correlations to various production variables.  It was found that the only activity to 
correlate was the welding activity.  This is most likely due to the fact that welding was 
the driving activity of the pipeline construction project that was monitored and all other 
activities were scheduled around keeping continuous workflow of the welding process.  
Welding was found to correlate with the following production variables: average daily 
maximum temperature, average daily maximum wind speed, average daily precipitation, 
average slope of the terrain, and the average pipe joint length. 
Next an algorithm was created that accounts for changes in production rates based 
on time and location.  The algorithm incorporates regression equations into the process of 
calculating production rates and ultimately the linear schedule.  While this research 
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focused on pipeline construction projects, the framework created around the algorithm 
can accommodate other types of linear projects, such as highway projects.  
The calculations required by the algorithm are numerous and thus necessitated the 
development of prototype software to calculate the linear schedule.   The software 
developed, Velocity 1.0, is a MS Excel based program that calculates a linear schedule 
based on user input of historical data, production rate regression coefficients, and project 
specific information.  The output of the software is a linear schedule with a background 
based on the Activity Performance Index, which allows the user to better understand the 
production variables that affect the overall schedule.   
Velocity 1.0 was then used for validation of the Linear Scheduling Model with 
Variable Production Rates.  The construction data used to create the regression equation 
for the welding activity was based on four of the five spreads on a 750 mile pipeline 
project.  The model was then applied to 130 miles of the remaining spread of construction 
to compare planned versus actual versus calculated (LSMVPR).  The results showed that 
that the method was very accurate at predicting the outcome of the construction spread 
and that the model is a valid progression of linear scheduling. 
The framework derived and tested through this research provides a variation of 
linear scheduling that incorporates historical data and allows the user to derive schedules 
that indicate changes in production when and where they occur.  LSMVPR can be 
expanded to other types of linear projects and its abilities broadened with additional 
historical production rate information. 
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Conclusions 
 
This research showed that the changes in production rates due to time and 
location can be modeled for use in predicting future construction projects.  The model 
created for this purpose is LSMVPR (Linear Scheduling Model with Variable Production 
Rates).  Using LSMVPR allows the scheduler to develop schedule durations based on 
minimal project information.  The model also allows the scheduler to analyze the impact 
of various routes or start dates for construction and the corresponding impact on the 
schedule.  The graphical format also allows the construction team to visualize the 
obstacles in the project when and where they occur due to a new feature called the 
Activity Performance Index (API).  This index is used to color the linear scheduling chart 
by time and location with the variation in color indicating the variance in predicted 
production rate from the desired production rate. 
 
Research Recommendations 
 
This research has laid a foundation for developing linear schedules that take into 
account varying productions rates when and where they occur.  Further research could 
expand upon three major areas: data collected for additional site specific or project 
specific considerations, expanding the capability of Velocity 1.0 to include additional 
features, and expanding the data collected to include other types of linear projects. 
 This research focused on a narrow band of production variables which affect 
pipeline construction production rates.  Additional data should be collected in the 
following categories: varying pipe sizes, right-of-way widths, urbanization, effects of 
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learning, site conditions, and geotechnical data.  This information would help to broaden 
the useful range of the production rate equations and allow for a higher accuracy in 
predicting the production rates achieved in the field.   
 Expanding the abilities of Velocity 1.0 would also aid in the analysis of complex 
linear construction projects.  Additional features that would improve the capabilities of 
Velocity 1.0 include the following:   
1) Allow the ability to use multiple crews starting in multiple locations 
2) The ability to model activities moving across the project in both directions 
3) Incorporate non-linear activities into the scheduling model 
4) Include additional activity types 
5) Incorporate Bayesian updating methods to allow updating the production rate 
model while construction is in progress 
Finally, the model could be applied to other types of linear projects.  The 
framework developed can be applied to most any linear project.  Expanding the range of 
linear projects would require collecting data corresponding to the activities in those 
projects.
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APPENDIX A – CONSTRUCTION ACTIVITIES 
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Figure 50 – Pipe Stacked Prior to Stringing 
 
 
Figure 51 – Pipe Being Transported Along the Project’s Right-of-way 
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Figure 52 – Stringing Pipe Along the Length of the Project 
 
Figure 53 – Pipe Strung Along the Length of the Project 
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Figure 54 – Pipe Being Lined up for Welding 
 
Figure 55 – Welding Crew Welding a Pipe Joint 
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Figure 56 – Coating Field Welds with Fusion Bonded Epoxy Coating 
 
Figure 57 – Pipeline Welded and Supported on Wooden Skids 
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Figure 58 – Trenching with a Wheel Trencher 
 
Figure 59 – Trenching with a Backhoe 
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Figure 60 – Trenching a Stream Crossing with a Backhoe 
 
Figure 61 – Trenching a Stream Crossing with Cranes and Drag Lines 
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Figure 62 – Lowering-In the Pipeline  
 
Figure 63 – Lowering-In a Stream Crossing with Portions of Concrete Coated Pipe 
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Figure 64 – Pipe Lowered into the Ditch 
 
Figure 65 – Pipeline Being Backfilled
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APPENDIX C – VELOCITY 1.0 CODE 
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Scheduling Routine 
 
Sub Schedule() 
 
'XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
'XXX    Schedule Calculates the Vertices of all activities allowing for iteration to handle            XXX 
'XXX    the lead required for proper activity separation and continuous work flow.                    XXX   
'XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
 
Application.ScreenUpdating = False 
 
'Assign initial values for the project and the first activity 
 
WorkHours = Sheets("Setup").Cells(11, 3).Value / 24 
StartDate = Sheets("Setup").Range("C9").Value + 7 / 24 
StartStation = Sheets("Setup").Range("C7").Value 
EndStation = Sheets("Setup").Range("C8").Value 
FirstWW = Sheets("Setup").Range("p9").Value 
ActivityCount = 0 
Activity = Sheets("Activity").Cells(ActivityCount + 4, 3).Value 
ActivityID = Sheets("Activity").Cells(ActivityCount + 4, 1).Value 
ActivitiesTotal = Sheets("Activity").Cells(4, 24).Value 
InitialLead = Sheets("Activity").Cells(ActivityCount + 3, 1).Value 
 
'Assign values used for calculating the Working Window for production rate calculation 
 
icount = 0 
i = Sheets("Setup").Cells(9, 14).Value 
jcount = 0 
j = Sheets("Setup").Cells(9, 15).Value 
 
'Assign Working Window Attributes to start the first activity 
 
WWLE = Sheets("PV Grid").Cells(472, i + 1) 
WWTE = Sheets("PV Grid").Cells(j, 8) + WorkHours 
 
'Assign the initial activity starting position 
 
ALS = StartStation 
ATS = StartDate 
 
'Assign counters used to write the vertices of the activities to the Vertices Spreadsheet 
 
x = 2 
y = 1 
 
'Clear prior calculations 
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Sheets("Vertices").Range("A1:z1500").ClearContents 
 
 
'Write the activity name, id, starting location, and start time of the first activity 
 
Sheets("Vertices").Cells(x ‐ 1, y).Value = ActivityID 
Sheets("Vertices").Cells(x ‐ 1, y + 1).Value = Activity 
Sheets("Vertices").Cells(x, y).Value = ALS 
Sheets("Vertices").Cells(x, y + 1).Value = ATS 
 
 
'XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
'XXX  Calculate the coordinates of all vertices for the first activity by looping through              XXX 
'XXX  given activities production rate sheet and applying the appropriate calculation.              XXX 
'XXX  The calculation type chosen is specified on the "Procuction Rates" worksheet as            XXX 
'XXX  either calculated or average. Calculated uses the empiracal data while average uses     XXX 
'XXX  the average rate input to the "Activity" worksheet.                                                                XXX 
'XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
 
Do 
     
    'Assign appropriate values to start the activities calculation 
     
    CurrentProduction = Worksheets(ActivityID).Cells(j, i).Value 
    WWLE = Sheets("PV Grid").Cells(472, i + 1) 
    WWTE = Sheets("PV Grid").Cells(j, 8) + WorkHours 
    DR = WWLE ‐ ALS 
    TR = WWTE ‐ ATS 
    DTTR = CurrentProduction * TR 
 
    'This case occurs when the activity exits the Working Window at the intersection of the 
    'WWLE and WWTE (the upper right corner of the Working Window). 
     
    If DTTR = DR Then 
        i = i + 1 
        j = j ‐ 1 
        ALE = WWLE 
        ATE = WWTE 
        ALS = ALE 
        ATS = Sheets("PV Grid").Cells(j, 8) 
         
    'This case occurs when the activity exits the Working Window through the WWLE or the 
    'right side of the Working Window. 
         
    ElseIf DTTR > DR Then 
        i = (i + 1) 
        j = j 
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        ALE = WWLE 
        ATE = (((DR / CurrentProduction) * WorkHours) + ATS) 
        ALS = ALE 
        ATS = ATE 
         
    'This case occurs when the activity exits the Working Window through the WWTE or the 
    'top of the Working Window. 
         
    ElseIf DTTR < DR Then 
        i = i 
        j = j ‐ 1 
        ALE = ALS + DTTR 
        ATE = WWTE 
        ALS = ALE 
        ATS = Sheets("PV Grid").Cells(j, 8) 
 
    End If 
 
    'Write the values of vertices of the activity to the "Vertices" Worksheet 
         
    x = x + 1 
    Sheets("Vertices").Cells(x, y).Value = ALE 
    Sheets("Vertices").Cells(x, y + 1).Value = ATE 
  
Loop Until ALE = EndStation 
 
    AdditionalLead = 0 
 
'XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
'XXX  Calculate the coordinates of the remaining acivities using the same logic as above         XXX 
'XXX  with the inclusion of a loop to determine if the separation between activities has          XXX 
'XXX  been maintained according to the cell on the "Activity" worksheet.                                   XXX 
'XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
 
For ActivityCount = 1 To ActivitiesTotal ‐ 1 
 
    Activity = Sheets("Activity").Cells(ActivityCount + 4, 3).Value 
    ActivityID = Sheets("Activity").Cells(ActivityCount + 4, 1).Value 
     
    x = 2 
    y = y + 4 
     
    Sheets("Vertices").Range(Cells(2, y), Cells(5000, y + 1)).ClearContents 
     
 
    InitialLead = Sheets("Activity").Cells(ActivityCount + 3, 19).Value 
    Lead = InitialLead + AdditionalLead 
    ALS = StartStation 
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    ATS = Sheets("Vertices").Cells(2, y ‐ 3).Value + Lead 
     
    i = Sheets("Setup").Cells(9, 14).Value 
    j = Application.Match(CDbl(ATS), Worksheets("PV Grid").Range("H:H"), ‐1) 
     
     
    Sheets("Setup").Cells(12, 14).Value = j 
    Sheets("Vertices").Cells(x ‐ 1, y).Value = ActivityID 
     
     
    Sheets("Vertices").Cells(x ‐ 1, y).Value = ActivityID 
    Sheets("Vertices").Cells(x ‐ 1, y + 1).Value = Activity 
    Sheets("Vertices").Cells(x, y).Value = ALS 
    Sheets("Vertices").Cells(x, y + 1).Value = ATS 
 
 
            Do 
                CurrentProduction = Worksheets(ActivityID).Cells(j, i).Value 
                WWLE = Sheets("PV Grid").Cells(472, i + 1) 
                WWTE = Sheets("PV Grid").Cells(j, 8) + WorkHours 
                DR = WWLE ‐ ALS 
                TR = WWTE ‐ ATS 
                DTTR = CurrentProduction * TR 
                 
                If DTTR = DR Then 
                    i = i + 1 
                    j = j ‐ 1 
                    ALE = WWLE 
                    ATE = WWTE 
                    ALS = ALE 
                    ATS = Sheets("PV Grid").Cells(j, 8) 
                ElseIf DTTR > DR Then 
                    i = (i + 1) 
                    j = j 
                    ALE = WWLE 
                    ATE = (((DR / CurrentProduction) * WorkHours) + ATS) 
                    ALS = ALE 
                    ATS = ATE 
                ElseIf DTTR < DR Then 
                    i = i 
                    j = j ‐ 1 
                    ALE = ALS + DTTR 
                    ATE = WWTE 
                    ALS = ALE 
                    ATS = Sheets("PV Grid").Cells(j, 8) 
             
                End If 
                
 152 
 
                x = x + 1 
                Sheets("Vertices").Cells(x, y).Value = ALE 
                Sheets("Vertices").Cells(x, y + 1).Value = ATE 
     
            Loop Until ALE = EndStation 
             
            CountVerticies = Application.WorksheetFunction.CountA(Range("Range" & ActivityCount 
+ 1)) 
             
            RowRank = 2 
            ColumnRank = y ‐ 2 
             
'XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
'XXX   Writes the unique set of vertices from consecutive activities to column y‐2                     XXX 
   'XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
             
                For Small = 1 To CountVerticies 
                 
                    CurrentSmall = Application.WorksheetFunction.Small(Range("Range" & ActivityCount 
+ 1), Small) 
                     
                    PreviousSmall = Sheets("Vertices").Cells(RowRank ‐ 1, ColumnRank) 
                    If CurrentSmall = PreviousSmall Then 
                        RowRank = RowRank 
                    Else: Sheets("Vertices").Cells(RowRank, ColumnRank).Value = CurrentSmall 
                        RowRank = RowRank + 1 
                    End If 
                 
                Next Small 
                 
                TotalNoVertices = Application.WorksheetFunction.CountA(Range(Cells(2, y ‐ 2), 
Cells(5000, y ‐ 2))) + 1 
                 
                If ActivityCount = 1 Then 
                    Sheets("Vertices").Range(Cells(2, y ‐ 1), Cells(TotalNoVertices, y ‐ 1)).Formula = 
"=(IF(C2=Setup!$C$8,VLOOKUP(C2,E:F,2,FALSE),((C2‐
INDEX(E:E,MATCH(C2,E:E,1)))/(INDEX(E:E,MATCH(C2,E:E,1)+1)‐
INDEX(E:E,MATCH(C2,E:E,1))))*(INDEX(F:F,MATCH(C2,E:E,1)+1)‐
INDEX(F:F,MATCH(C2,E:E,1)))+INDEX(F:F,MATCH(C2,E:E,1))))‐
(IF(C2=Setup!$C$8,VLOOKUP(C2,A:B,2,FALSE),((C2‐
INDEX(A:A,MATCH(C2,A:A,1)))/(INDEX(A:A,MATCH(C2,A:A,1)+1)‐
INDEX(A:A,MATCH(C2,A:A,1))))*(INDEX(B:B,MATCH(C2,A:A,1)+1)‐
INDEX(B:B,MATCH(C2,A:A,1)))+INDEX(B:B,MATCH(C2,A:A,1))))" 
                Else 
                    Sheets("Vertices").Range("D2").copy Destination:=Range(Cells(2, y ‐ 1), 
Cells(TotalNoVertices, y ‐ 1)) 
                    Worksheets("Vertices").Calculate 
                End If 
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                SmallestLead = Application.WorksheetFunction.Small(Range(Cells(2, y ‐ 1), 
Cells(TotalNoVertices, y ‐ 1)), 1) 
                Sheets("Vertices").Cells(1, y ‐ 1).Value = SmallestLead 
                 
    
'XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX 
'XXX  Checks the difference between the required lead and the minimum difference               XXX 
'XXX  calculated between the current activity and the previous activity.                                      XXX 
'XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX  
                 
    If SmallestLead >= InitialLead Then 
        ActivityCount = ActivityCount 
        AdditionalLead = 0 
        SmallestLead = 0 
    ElseIf SmallestLead < InitalLead ‐ 10 Then 
        AdditionalLead = AdditionalLead + 10 
        ActivityCount = ActivityCount ‐ 1 
        y = y ‐ 4 
        i = Sheets("Setup").Cells(9, 14).Value 
        j = Application.Match(CDbl(ATS), Worksheets("PV Grid").Range("H:H"), ‐1) 
        'Sheets("Vertices").Range(Cells(2, y), Cells(5000, y + 1)).ClearContents 
    Else 
        AdditionalLead = AdditionalLead + 1 
        ActivityCount = ActivityCount ‐ 1 
        y = y ‐ 4 
        i = Sheets("Setup").Cells(9, 14).Value 
        j = Application.Match(CDbl(ATS), Worksheets("PV Grid").Range("H:H"), ‐1) 
        'Sheets("Vertices").Range(Cells(2, y), Cells(5000, y + 1)).ClearContents 
         
    End If 
     
Next ActivityCount 
 
End Sub 
 
 
Update Activity Production Rates Routine 
 
Sub UpdateProdRates() 
' 
Application.ScreenUpdating = False 
 
'Define starting variables 
Dim x As Integer 
Dim y As Integer 
Dim WorkingDay As Integer 
Dim ActivityTotal As Integer 
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Dim ActivityCount As Integer 
Dim HowtoCalcProd As String 
Dim ActivityID As Variant 
Dim AverageProdRate As Single 
 
ActivityTotal = Sheets("Activity").Range("X4").Value ‐ 1 
ActivityCount = 0 
 
For ActivityCount = 0 To ActivityTotal 
 
    HowtoCalcProd = Sheets("Activity").Cells(ActivityCount + 4, 2).Value 
    ActivityID = Sheets("Activity").Cells(ActivityCount + 4, 1).Value 
 
    'Check to see if the production rate is calculated by an average or with a regression equation 
    'If it is with the average, loop through the activity's prodcution rates 
     
    If HowtoCalcProd = "Average" Then 
        For y = 0 To 365 
            AverageProdRate = Sheets("Activity").Cells(ActivityCount + 4, 4).Value 
            WorkingDay = Sheets("PV Grid").Cells(450 ‐ y, 13).Value 
            Sheets(ActivityID).Cells(450 ‐ y, 28).Value = AverageProdRate * WorkingDay 
        Next y 
        Sheets(ActivityID).Range("AB85:AB450").Copy 
Destination:=Sheets(ActivityID).Range("AC85:AFU450") 
     
    'If the activity's production rate is calculated with a regression equation, assign variables 
    'and loop through the activity's production rates 
     
    Else 
     
    'Define variables for production rates caclulated from regression equations 
     
    Dim PV1 As Single 
    Dim PV2 As Single 
    Dim PV3 As Single 
    Dim PV4 As Single 
    Dim PV5 As Single 
    Dim PVConstant As Single 
    Dim Data1 As Variant 
    Dim Data2 As Variant 
    Dim Data3 As Variant 
    Dim Data4 As Variant 
    Dim Data5 As Variant 
    Dim ProductionVariables As String 
    Dim CurrentProductionRate As Double 
     
     
        'Assign regression coefficients and constant 
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        PV1 = Sheets("Activity").Cells(ActivityCount + 4, 5).Value 
        PV2 = Sheets("Activity").Cells(ActivityCount + 4, 6).Value 
        PV3 = Sheets("Activity").Cells(ActivityCount + 4, 7).Value 
        PV4 = Sheets("Activity").Cells(ActivityCount + 4, 8).Value 
        PV5 = Sheets("Activity").Cells(ActivityCount + 4, 9).Value 
        PVConstant = Sheets("Activity").Cells(ActivityCount + 4, 15).Value 
     
        For y = 0 To 365 
        For x = 0 To 825 
         
            WorkingDay = Sheets("PV Grid").Cells(450 ‐ y, 13).Value 
             
            If WorkingDay = 0 Then 
                Sheets(ActivityID).Cells(450 ‐ y, 28 + x).Value = 0 
            Else 
                ProductionVariables = Sheets("PV Grid").Cells(450 ‐ y, 28 + x).Value 
     
                Data1 = Left(ProductionVariables, 3) 
                Data2 = (Mid(ProductionVariables, 5, 2)) 
                Data3 = (Mid(ProductionVariables, 8, 6)) 
                Data4 = (Mid(ProductionVariables, 15, 5)) 
                Data5 = (Mid(ProductionVariables, 21, 2)) 
                 
                CurrentProductionRate = WorkingDay * (PV1 * Data1 + PV2 * Data2 + PV3 * Data3 + 
PV4 * Data4 + PV5 * Data5 + PVConstant) 
                check1 = PV1 * Data1 
                check2 = PV2 * Data2 
                check3 = PV3 * Data3 
                check4 = PV4 * Data4 
                check5 = PV5 * Data5 
                 
                If CurrentProductionRate < 0 Then 
                    Sheets(ActivityID).Cells(450 ‐ y, 28 + x).Value = 0 
                Else 
                    Sheets(ActivityID).Cells(450 ‐ y, 28 + x).Value = CurrentProductionRate 
                    Sheets(ActivityID).Cells(450, 26).Value = 999 
                End If 
            End If 
             
        Next x 
        Next y 
     
    End If 
 
Next ActivityCount 
 
End Sub 
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API Routines (Update & Clear Background Color) 
 
Sub ColorUpdate() 
 
Application.ScreenUpdating = False 
 
Dim Name As String 
Dim x As Integer 
Dim y As Integer 
Dim ProdRate As Single 
Dim DesiredProdRate As Single 
Dim Ratio As Single 
 
Dim ProdRateFive As Single 
Dim ProdRateFour As Single 
Dim ProdRateThree As Single 
Dim ProdRateTwo As Single 
Dim ProdRateOne As Single 
Dim ProdRatePercentFive As Single 
Dim ProdRatePercentFour As Single 
Dim ProdRatePercentThree As Single 
Dim ProdRatePercentTwo As Single 
Dim ProdRatePercentOne As Single 
 
 
'Set Colors for Assignment to Ratios of Production Rates 
 
ProdRateFive = Sheets("Drop Down Ranges").Range("M2").Value 
ProdRateFour = Sheets("Drop Down Ranges").Range("M3").Value 
ProdRateThree = Sheets("Drop Down Ranges").Range("M4").Value 
ProdRateTwo = Sheets("Drop Down Ranges").Range("M5").Value 
ProdRateOne = Sheets("Drop Down Ranges").Range("M6").Value 
 
ProdRatePercentFive = Sheets("Linear Schedule").Range("uW459").Value 
ProdRatePercentFour = Sheets("Linear Schedule").Range("uW460").Value 
ProdRatePercentThree = Sheets("Linear Schedule").Range("uW461").Value 
ProdRatePercentTwo = Sheets("Linear Schedule").Range("uW462").Value 
ProdRatePercentOne = Sheets("Linear Schedule").Range("uW463").Value 
 
 
Name = Sheets("Setup").Range("I13") 
DesiredProdRate = Sheets("Setup").Range("I14") 
Sheets("Color").Cells(450, 28).Value = Name 
 
For y = 0 To 365 
For x = 0 To 825 
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ProdRate = Sheets(Name).Cells(450 ‐ y, 28 + x).Value 
Ratio = ProdRate / DesiredProdRate 
 
'Select case to determine color number to apply 
 
 
    Select Case Ratio 
          Case Is > ProdRatePercentTwo 
              ColorValue = ProdRateOne 
          Case Is > ProdRatePercentThree 
              ColorValue = ProdRateTwo 
          Case Is > ProdRatePercentFour 
              ColorValue = ProdRateThree 
          Case Is > ProdRatePercentFive 
              ColorValue = ProdRateFour 
          Case Is <= ProdRatePercentFive 
              ColorValue = ProdRateFive 
         
    End Select 
 
Sheets("Color").Cells(450 ‐ y, 28 + x).Value = ColorValue 
     
 
Next x 
Next y 
   
Call BackgroundColor 
 
End Sub 
 
Sub BackgroundColor() 
' 
' This macro updates the colors of the cells on the Linear Schedule based on the values of the 
Color tab. 
' The cells have a direct match, in that the cell referenced from the Color tab is the colorindex 
for 
' the same cell in the Linear Schedule. 
 
'Set variable types 
 
Dim x As Integer 
Dim y As Integer 
 
Application.ScreenUpdating = False 
 
For y = 0 To 365 
For x = 0 To 825 
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CellColor = Sheets("Color").Cells(450 ‐ y, 28 + x).Value 
    Sheets("Linear Schedule").Cells(450 ‐ y, 28 + x).Interior.Color = CellColor 
     
 
Next x 
Next y 
   
End Sub 
 
Sub ClearBackground() 
' 
' This macro clears the background of all cells in the Linear Schedule Chart 
 
Application.ScreenUpdating = False 
 
Sheets("Linear Schedule").Range(Cells(450, 28), Cells(85, 853)).Interior.Pattern = xlNone 
 
End Sub 
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