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An Inexact Inverse Power Method for Numerical
Analysis of Stochastic Dynamic Systems
Yuquan Sun ∗ , Fanghui Gong,
Igor V. Ovchinnikov, Kang L. Wang †
This paper proposes an efficient method for computing partial
eigenvalues of large sparse matrices what can be called the inexact
inverse power method (IIPM). It is similar to the inexact Rayleigh
quotient method and inexact Jacobi-Davidson method that it uses
only a low precision approximate solution for the inner iteration.
But this method uses less memory than inexact Jacobi-Davidson
method and has stronger convergence performance than inexact
Rayleigh quotient method. We exemplify the advantages of IIPM
by applying it to find the ground state in theory of stochastics.
Here we need to solve hundreds of large-scale matrix. The com-
putational results show that this approach is a particularly useful
method.
1. Introduction
Stochastic differential equations (SDEs, see, e.g., Refs. [3] and Refs. therein)
is a class of mathematical models with the widest applicability in modern
science.
x˙(t) = F (x(t)) + (2Θ)1/2ea(x(t))ξ
a(t),(1)
where x ∈ X is a point in the phase space X, which is a topological manifold,
F ∈ TX is a vector field from the tangent space of X, TX, called the flow
vector field, Θ is the intensity of temperature of the Gaussian white noise, ξ,
with the standard expectation values 〈ξa(t)〉 = 0, 〈ξa(t)ξb(t′)〉 = δ(t− t′)δab,
and the a-set of vector fields ea ∈ TX defining the coupling of the noise to
the system.
In physics, for example, it describes everything in nature above the scale
of quantum degeneracy/coherence. One of the main statistical characteristics
∗Thanks to National Science Foundation of China (No. 11201020 )for support.
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of these systems is the probability density of the solution of this equation.
The probability density can be studied by the corresponding Fokker-Planck
equation. It can be perform further studies by the supersymmetric theory of
stochastics (STS) [15, 16, 17], which is one of the latest advancements in the
theory of SDEs. Among a few other important findings, STS seems to explain
1/f noise [3], power-laws statistics of various avalanche-type processes [13]
and other realizations of mysterious and ubiquitous dynamical long-range
order [15] in nature.
As compared to classical approaches to SDEs, STS differs in two fun-
damental ways. First, the Hilbert space of a stochastic model in STS, H, is
the entire exterior algebra of the phase space, i.e., the space of differential
forms or k-forms of all degrees,
ψ(k) = ψ
(k)
i1...ik
(x)dxi1 ∧ ... ∧ dxik ∈ Ωk,H =
⊕D
k=0
Ωk,(2)
where ψi1...ik is an antisymmetric contravariant tensor, Ω
k is the space of
all k-forms and D is the dimensionality of the phase space of the model.
This picture generalizes the classical approach to SDEs, where the Hilbert
space is thought to be the space of only top differential forms that have the
meaning of total probability distributions in a coordinate-free setting.
The second distinct feature of the STS, is that the finite-time stochastic
evolution operator (SEO) has a clear mathematical meaning. Specifically,
ψ(t) = Mˆtt′ψ(t
′),Mˆtt′ = 〈M
∗
t′t〉,(3)
whereM∗t′t is a pullback or action induced by the SDE-defined noise-configuration-
dependent diffeomorphism Mt′t, so that a noise-configuration-dependent so-
lution of SDE with initial condition x(t)|t=t0 = x0 can be given as x(t) =
Mtt0(x0), and brackets denote stochastic averaging over all the configuration
of the noise.
The finite-time SEO can be shown [15] to be,
Mˆtt′ = e
−(t−t′)Hˆ ,(4)
where the (infinitesemal) SEO is given as,
Hˆ = LˆF −ΘLˆeaLˆea ,(5)
where Lˆ is a Lie or physical derivative along the corresponding vector field.
The presence of the topological supersymmetry given by Eq.(4) tai-
lors the following properties of the eigensystem of the SEO. Here are two
3types of eigenstates. The first type is the supersymmetric singlets that
are non-trivial in the De Rahm cohomology. Each De Rahm cohomology
class of X must provide one supersymmetric singlet [19]. All supersymmetic
eigenstates have exactly zero eigenvalue. The second type of state are non-
supersymmetric doublets. There are no restrictions on the eigenvalues of
the non-supersymemtric eignestates other than they must be either real or
come in complex conjugate pairs known in the dynamical systems theory as
Ruelle-Pollicott resonances and that the real part of its eigenvalue must be
bounded from below in case when the diffusion part of the SEO is elliptic.
Most of the eigenstates of the SEO are non-supersymmetric. In particular,
all eigenstates with non-zero eigenvalues are non-supersymmetric.
The ground state(s) is the state(s) with the lowest real part of its eigen-
value. As is seen from the exponential temporal evolution in Eq.(4), the
ground state(s) grows (and oscillates if its eigenvalue is complex) faster
than any other eigenstate. When the ground state is a non-supersymmetric
eigenstate, it is said that the topological supersymmetry is spontaneous bro-
ken. The topological supersymmetry breakdown can be identified with the
stochastic generalization of the concept of deterministic chaos [15, 17], and
this identification is an important finding for applications.
Whether the topological supersymmetry is spontaneously broken or not
can be unambiguously determined from the eigensystem of the SEO. So the
numerical investigation of the SEO’s eigensystem is an important method.
Because different parameters will give different eigensystems, we need to
solve hundreds of eigenvalue problems.
Eigenvalue problem of sparse matrices is an important problem that
has applications in many branches of modern science. This problem has a
long history and several powerful methods of the numerical studies of sparse
matrices have been proposed and implemented by now. One of the most
successful such implementations is ARPACK [22] based on the Implicitly
Restarted Arnoldi Method [21]. ARPACK is a collection of Fortran subrou-
tines designed to compute a few eigenvalues and corresponding eigenvectors
of a sparse matrix and it is the foundation of the commonly used MATLAB
command ”eigs”.
In many applications, one has to compute eigenvalues with the small-
est real part, i.e., the leftmost in the complex plane. On the other hand,
the structure of the Arnoldi Method targets eigenvalues with the largest
magnitude. Therefore, for ”low-lying” eigenvalues, the ”eigs” function may
encounter convergence problems, even when using a large trial subspace.
The problem of low-lying eigenvalue is better addressed with the inverse
power method that transforms it into the largest eigenvalue problem. Yet
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another generalization is the Shift-Invert Arnoldi method, which is the orig-
inal Arnoldi method applied to the shift-inverted matrix B = (A − σI)−1,
so that it can find eigenvalues near to the given target σ. There exist other
variations of the parental Arnoldi method including the Residual Arnoldi
and the Shift-Invert Residual Arnoldi methods [12].
One of the problems or the Shift-Invert Arnoldi method is that the
inverse matrix (A − σI)−1 cannot be easily computed for large matrices.
This inversion is practically achieved by iteratively solving the corresponding
system of linear equations (CSLE). This may already be a difficult problem
for large matrices.
Yet another approach is the use of inexact methods [8, 20]. The main
idea of these methods is computing an approximate solution of the inner
equation. The convergence analysis of the inexact method has already been
widely studied [14, 24]. Recently, a general convergence theory of the Shift-
Invert Residual Arnoldi (SIRA) method has been established [9].
In order to ensure good convergence, these methods need to expand the
dimensionality of the working subspace continuously from iteration to iter-
ation. For large problems, the computation and storage costs may be very
high. As it turns out, in our application, we need to solve hundreds of large
matrix, under limited time and resource constraints. In order to achieve this
goal, we propose what we call the inexact inverse power method (IIPM). The
advantages are that one only needs to store two vectors (two-dimensional
subspace) during all iterations and for this reason save considerably the re-
quired computation resources. At the same time, it keeps a high convergence
rate. The existing convergence analyses are based on the prior knowledge of
the eigenvalue information. In theory, the convergence of this method can be
guaranteed, but lack practical guidance for real computation. From a view
of ensuring the convergence, we analyze the convergence of the new algo-
rithm and propose a convergence criterion of inner iteration for practical
computation.
The paper is organized as follows. In Section 2, we describe the proposed
IIPM and analyze the convergence. In Section 3, we exemplify the advan-
tages of the IIMP by applying it to the problem of the diagonalization of the
stochastic evolution operators of the ABC and Kuramoto models. Section 4
concludes this paper.
2. The Inexact Inverse Power Method
In this section we would like to discuss the theory of the IIPM for the large
matrix diagonalization problems. As we mentioned in the Introduction, this
5method is derivative of its parental IPM. Therefore, we begin the discussion
with the introduction of the IPM.
Algorithm 1 Inverse power method
1: Given starting vector x1, and convergence criterion tol
2: for i = 1, 2, . . . , n
3: y = A−1xi
4: xi+1 = y/‖y‖
5: λ = xTi+1Axi+1
6: t = Axi+1 − λxi+1
7: if ‖t‖ ≤ tol, break
8: end for
We can apply this process to matrix (A − σI)−1 instead of A, where
σ is called a shift. This will allow us to compute the eigenvalue closest to
σ. When σ is very close to the desired eigenvalue, we can obtain a faster
convergence rate.
For large scale matrix, neither y = A−1xi nor y = (A − σI)
−1xi can
be computed directly. It is difficult to obtain an accurate solution even by
solving the corresponding linear systems,
(A− σI)y = xi.(6)
According to the idea of inexact methods, we can use an iterative ap-
proach to compute an approximate solution y˜ of Eq.(6). Namely, we can use
xi+1 = y˜/‖y˜‖ as the updated approximate eigenvector. This alteration of
the IPM leads one to the IIPM.
Algorithm 2 Inexact inverse power method
1: Given a target σ, starting vector x1 and convergence criterion ε1, ε2,
2: for k = 1, 2, . . . , n
3: Compute an approximate solution y˜ of (A− σI)y = xi with
‖r‖ = ‖xi − (A− σI)y˜‖ < ε1
4: Compute eigenpairs(λ, xi+1) from span{xi, y˜}
5: t = Axi+1 − λxi+1
6: if ‖t‖ ≤ ε2, break
7: end for
When we use the inexact solution y˜ instead of the exact solution y,
the convergence property of xi+1 is the most important issue. This means
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that we need a quantitative standard for ε. In the kind of inexact methods,
the convergence is obtained by analyzing the ability of y˜ to mimic y and
the convergence is guaranteed by the subspace expanding. For this method,
we write the approximate solution y˜ of Eq.(6) as the exact solution of the
following perturbed equation
(A− σI + δA)y˜ = xi,(7)
here δA is the perturbation matrix of (A − σI). The residual of Eq.(6) can
be written as r = δAy˜.
Lemma 1 The approximate solution y˜ and the exact solution y of Eq.(6)
have the following relationship
y − y˜ ≈ (A− σI)−1δAy.(8)
Proof: For a matrix X and the corresponding unit matrix I, if ‖X‖ < 1,
then I −X is invertible [7] and
(I −X)−1 =
∞∑
i=0
Xi.(9)
Now, we can get
y˜ = (A− σI + δA)−1xi
= (I + (A− σI)−1δA)−1(A− σI)−1xi.
(10)
We use formula (9) to (I +(A−σI)−1δA)−1 and ignore higher order terms
to obtain
y˜ ≈ [I − (A− σI)−1δA](A − σI)−1xi
= [I − (A− σI)−1δA]y
= y − (A− σI)−1δAy.
(11)
Then we obtain the result about y˜ and y.
Suppose (λ, x) is a simple desired eigenpair of A and ( 1λ−σ , x) is a simple
eigenpair of (A − σI)−1. In Algorithm 1, both y and xi are approximate
eigenvectors but y is a better approximate eigenvector than xi. This can be
obtained from the convergence properties of the power method. In Algrithm
2, it is hard to ensure that y˜ is better than xi only by the relationship
between y˜ and y. To obtain the convergence property of Method 2, we need
an ε to ensure
‖xi+1 − x‖ ≤ ‖xi − x‖,(12)
7here xi+1 = y˜/‖y˜‖.
Since x, xi, xi+1 are unit vectors, their relationship can be expressed
better by the angle. The relationship (12) is equivalent to
sin∠(xi+1, x) ≤ sin∠(xi, x).(13)
For the convenience of analysis, we set
B = (A− σI)−1.
The eigenvalues of B satisfy µ1 ≫ µ2 ≥ µ3 ≥ · · · ≥ µn. (µ1, x) is the desired
eigenpair of B. Let (x,X⊥) be a unitary matrix, where span{X⊥} is the
orthogonal complement of x. Then xi, y and δAy can be expressed as
xi = αx+ βz,
y = µ1αx+ βBz,
δAy = α˜x+ β˜z˜,
(14)
where z, z˜ ∈ span{X⊥}, ‖δA‖ ≤ ε.
By Lemma 1, y˜ can be written as
y˜ = µ1αx+ βBz + µ1α˜x+ β˜Bz˜.(15)
For the convergence of Algorithm 2, we have the following result.
Theorem 1 Suppose B is symmetric, x is the desired eigenvector, xi is the
current approximation of x. y and y˜ are exact and approximate solution of
Eq.(6). If ε satisfies
ε <
(1− 2µ2/µ1)βα
(2µ2/µ1)α+ β
.
Then we have
sin∠(y˜, x) < sin∠(xi, x).
Proof: Eq. (14) shows that tan∠(xi, x) =
|β|
|α| . tan∠(y, x) =
|β|‖Bz‖
|αµ1|
. Since
z ∈ span{X⊥}, so ‖Bz‖ ≤ µ2. Then we have
tan∠(y, x) <
|βµ2|
|αµ1|
<
µ2
µ1
tan∠(xi, x).
We can write y˜ as y˜ = µ1(α+ α˜)x+(β+ β˜)B(z+ z˜). From z, z˜ ∈ span{X⊥},
we obtain ‖B(z + z˜)‖ ≤ 2µ2. From |β˜| < ε, |α˜| < ε, we get |β + β˜| ≤ |β|+ ε
and |α+ α˜| ≥ |α| − ε. For the angle between y˜ and x, we have inequality
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tan∠(y˜, x) ≤
2µ2|β + β˜|
µ1|α+ α˜|
≤
2µ2
µ1
|β|+ ε
|α| − ε
.(16)
If
2µ2
µ1
|β|+ ε
|α| − ε
<
|β|
|α|
,(17)
then we obtain tan∠(y˜, x) < tan∠(xi, x).
Since (17) is equivalent to
ε <
(1− (2µ2/µ1))|βα|
(2µ2/µ1)|α|+ |β|
,(18)
then we finish the proof.
When the angle between xi and x is not very small, the values of |α|
and |β| have same order |α| = O(|β|). From µ1 ≫ µ2, we obtain (2µ2/µ1) is
a small number and 1− (2µ2/µ1) ≈ 1. So the requirements of ε is
ε <
(1− (2µ2/µ1))|βα|
(2µ2/µ1)|α|+ |β|
= O(|β|).
When xi is a good approximation of x, the value of |β| is small. If we use
shift as
σ = xTi Axi = λα
2 + (zTAz)β2.
We can obtain
2µ2/µ1 = 2µ2(λ− σ) = 2µ2[(1− α
2)λ+ zTAzβ2].
Usually, λ is not the largest eigenvalue and it is closer to σ more than other
eigenvalues of A. Therefore, we can assume that zTAz and 2µ2 are not large
constants. From ‖xi‖ = 1, we can get 1 − α
2 = β2. With these results, we
can draw the following result from (18)
ε <
|α|
1 + |αβ|
.
This shows that when xi is a good approximation of x, the convergence
of Algorithm 2 does not require a very small ε. From (16), the convergence
rate of Algorithm 2 can be expressed as
tan∠(y˜, x)
tan∠(xi, x)
≤
2µ2|β + β˜|
µ1|α+ α˜|
≤
2µ2
µ1
|β|+ ε
|α| − ε
|α|
|β|
.(19)
9If ε = 0, the convergence rate is decided by 2µ2µ1 . When we set σ = x
T
i Axi,
we have 2µ2µ1 = O(β
2). This means that Algorithm 2 is cubic convergence,
because in this choice of σ, one step of Algorithm 2 is one step of Rayleigh
quotient iteration. When ε 6= 0, the convergence rate is slowed down. But,
the convergence be damaged only when |β|+ε|α|−ε >
1
β2 . If
|β|+ε
|α|−ε is not very large,
the convergence rate is also decided by 2µ2µ1 .
Along the standard lines of the inverse power method, the difference
between y˜ and y is almost parallel to the eigenvector. When the sequence xi
begin to converge to the eigenvector, the inexact method can maintain the
convergence trend very well, with a moderate accuracy of inner iteration.
As we described in Section 2, one has to compute the mostleft eigenvalue.
Therefore, we can use an approximation eigenvalue as the target σ. For
instance, we use the matlab command ”eigs” to compute the approximate
eigenpair. When the convergence rate slows down, we renew the target σ.
One, we can use the generalized minimal residual method (GMRES) to
compute the approximate solution of (A − σI)y = xi. If we are now to
replace xi by the residue r in (A − σI)y = xi, the IIPM becomes a two
dimensional residual iterative method. For the residual iterative method, in
Ref. [9] it was shown that the inexact method can mimic the exact method
with accuracy ε1 = 10
−4.
For a non-Hermite matrix, we can compute the consequent approximate
eigenvector xi+1 from the subspace span{xi, y˜}, to ensure that xi+1 is a
better approximation than xi. From this point of view, one could as well
call this method the modified IIPM.
3. Numerical results
In this section, we first compute some matrices from the Matrix Market by
the exact inverse power method and modified inexact inverse power method
to illustrate the validity of the theory analysis of the new method. Here the
exact method refers to the method that computes the exact solution at the
third step of Algorithm 2. Then we compute the practical problems which
are derived from the two models of SEO to illustrate the practicability of
the new method. The two well-known models are the stochastic ABC model
and the stochastic Kuramoto model. The phase space in both cases is a 3-
torus, X = T 3, and the vector fields defining the noise, ea’s, correspond to
the additive Gaussian white noise,
e1 ≡ ex = (1, 0, 0)
T , e2 ≡ ey = (0, 1, 0)
T , e3 ≡ ez = (0, 0, 1)
T ,(20)
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in the standard global coordinates on a 3-torus.
The flow vector fields of the two models are given respectively as,
FABC = (Asinz + Ccosy)ex + (Bsinx+Acosz)ey + (Csiny +Bcosx)ez.
FKur =
(ωx −K/4(2sinx+ sin(x+ y) + sin(x+ y + z)− siny − sin(y + z)))ex
+(ωy −K/4(2siny + sin(x+ y) + sin(y + z)− sinx− sinz))ey
+(ωz −K/4(2sinz + sin(y + z) + sin(x+ y + z)− siny − sin(x+ y)))ez .
A few remarks about the two models of interest are in order. First,
the stochastic ABC model is a toy model for studies of astrophysical phe-
nomenon of kinematic dynamo, i.e., the phenomenon of the generation
of magnetic field by ionized flow of matter. As it was shown in Ref.[18],
the stochastic evolution of non-supersymmetric 2-forms of the STS of the
stochastic ABC model,
∂tψ
(2) = −Hˆ(2)ψ(2),(21)
is equivalent to the dynamical equation of the magnetic field, B, in the
kinematic dynamo theory,
∂tB = ∂ × F ×B +R
−1
m △B,(22)
where Rm = Θ
−1 is the inverse temperature known in the kinematic dynamo
theory as the magnetic Reynolds number, and × denotes the standard vector
product.
As to the Kuramoto model, it can be thought of as a model of cou-
pled phase oscillators. This model also has many interesting applications.
In particular, it may serve as a testbed for the studies of the phenomenon
of synchronization that has attracted interest of scientists in biological [23],
chemical [10], physical[25] and other dynamical systems. An explicitly super-
symmetric numerical representation of SEO on a square lattice of a 3-torus
was proposed and described in the Appendix of Ref.[19]. This is the repre-
sentation that we use in this paper.
All the experiments are run on an Inspur Yitan NF5288 workstation with
Intel(R)Core(TM)i5-3470s CPU 2.9GHz, RAM 4G using Matlab R2012b
under the Linux system.
Example 1 We compare the convergence between inexact method and exact
method using a few examples. For comparison, we choose some matrices from
the Matrix Market which the corresponding Eq.(6) can be directly solved. (a)
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The first matrix is H = A +AT , where A is the matrix ”rw5151”. (b) The
second matrix is ”cry10000”. (c) The third matrix is ”bcsstk29”.
For each matrix, we use ”exact” method and ”inexact” method to compute
the largest and smallest eigenvalues. For the ”exact” method, we require
the solution to satisfy the ǫmach = 10
−16. For the ”inexact” method, the
accuracy of the inner iteration is 10−2. The convergence process are shown
in the following figures. In the figures, ”la” is the largest eigenvalue, ”sa” is
the smallest eigenvalue.
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la, exact
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Figure 1: The convergence of the exact (red curves) and inexact (blue curves)
methods. The three subfigures represent convergence data, i.e., the norm of
residue, of the largest (solid curves) and the smallest (dashed curves) eigen-
values as a function of the intereation number and for three different matri-
ces (a-c). Even though the exact method converges faster than the inexact
method in terms of the number of iteration, the inexact method demon-
strates relatively good convergence. Furthermore, inasmuch each iteration
of the inexact method is considerably faster than that of the exact method,
the inexact method is actually much faster in terms of the real time of the
computations.
We can see from the figures that both methods converge quickly and
smoothly. The inexact method mimics the exact very well and it uses no
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more than three outer iterations. The results confirm our theory and indicate
that we can use it to solve more large problems.
In our application, there are several hundreds matrices need to be com-
puted. All matrices are too large to be solved using the exact method. There-
fore, we use the new method to solve them. Different matrix requires varies
iteration number and cputime. So, we give the information including their
maximum, minimum, median of cputime and iteration number and so on.
Example 2 In this example, we study the ABC model in the region x, y, z ∈
[−π, π]. In order to study the influence of parameters C and Rm, we se-
lect some points in the plane of Rm and C. For each pair of (Rm, C), we
discretize the ABC model to a matrix eigenvalue problem and analyze the
system by the leftmost eigenvalue of the matrices.
The points in the Rm and C plane are Rm = [1 : 1 : 14] and C = [0.4 :
0.025 : 1.125]. For each point, the size of the matrix is 192000. We compute
the leftmost eigenvalue of the 420 large scale matrices. The real part of the
eigenvalues are plotted in the following figure. Where the circles represent
the value less than or equal to zero and the plus represent the value greater
than zero. In the computing process, we first use the matlab command ”eigs”
2 4 6 8 10 12 14
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
R
m
C
Figure 2: Contour of ABC model. There are 420 points coresponding to
420 large scale matrices and the size of the matrix is 192000. We use the
new method to compute the leftmost eigenpair of each matrix. The average
cputime is 6.80s. Where the circle and plus signs indicate the different state
of eigenvalues. Based on this result, we can analyze the properties of the
ABC model.
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to compute an approximation of the leftmost eigenpair. The convergence
tolerance is 10−4. The Frobenius norm of the matrices are O(103), therefore,
the absolute error of the approximate eigenvalues are O(10−1). This is a
modest request and ”eigs” can compute these result with a suitably large
number of Lanczos vectors. But for most of the matrices, it is very hard to
get more accurate results. In general, the desired eigenvalues are very close
to the origin. So we first transform the leftmost eigenvalue to the module
largest eigenvalue by a shift β. Then we use ”eigs” to compute the largest
eigenvalue of matrix A−βI. Here the Frobenius norm of A is a good choice
of β. We use the approximate eigenpairs as the target and starting vector
of the inexact inverse power method to compute the more accurate results.
The convergence tolerance of the outer interation is 10−10 and the maximum
iteration number of the outer iteration is 25. We use GMRES to solve the
inner linear systems with convergence tolerance 10−3. We show the iteration
number of outer and inner iteration in Table 1, where ”Outer” represents
Table 1: Example 1, iteration number.
Iteration number Average Maximum Minimum Median Total
Outer 1.07 11 1 1 451
Inner 1050.3 4992 275 904 441126
the iteration number of inverse power and ”Inner” represents the number
of Lanczos vectors in GMRES. ”Total” is the sum of all the 420 matrices.
We also show the maximum, minimum, average and median of the iteration
number. We can see from the table that we used 451 times inverse power
iteration and 441126 Lanczos vectors of GMRES to obtain all the desired
eigenvalues. The average outer and inner iteration number of all matrices
are 1.07 and 1050.30 respectively. The median number of outer and inner
iteration are 1 and 904. The matrix corresponding to Rm = 10, C = 1 needs
the most outer iterations. The matrices corresponding to Rm = 11, C = 0.85
and Rm = 1, C = 1.075 need most and lest inner iterations respectively.
The cputime of all 420 matrices computation is 4576.34 seconds and the
details of each part are shown in Table 2.
Table 2: Example 1, details of cputime.
cputime Average Maximum Minimum Median Total
eigs 6.80 20.96 2.51 6.67 2856.27
GMRES 697.14 13215.794 61.78 529.22 292796.97
Entire 705.39 13223.85 66.19 537.62 296265.35
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The time for computing the approximate eigenpairs is 2856.27 seconds.
For a single matrix, the maximum is 20.96s, the minimum is 2.51s, the
average is 6.80s and median is 6.67s. We use a total of 292796.97 seconds to
solve all inner equations, and the average of each matrix is 697.14 seconds.
The total time of each matrix to compute the eigenvalue is 705.39 seconds
on average.
These results indicate that the most time-consuming part is the inner
iteration. Thus reducing the number of outer iteration is very important to
improve the computational efficiency.
Example 3 In this example we study the Kuramoto model in the region
x, y, z ∈ [−π, π]. We analyze the influence of parameters K and D. We set
some points in the plane of (K, D). For each pair of (K,D), We use 30
lattice sites in each of the three directions to discretize the model to a matrix
eigenvalue problem. The size of the corresponding matrix A is 128625. We
can analyze the property of the system by computing the eigenvalues of A .
We set the values of K and D to D = [0.0015 : 0.0027 : 0.042] and
K = [0.12 : 0.02 : 0.7]. From the real part of the leftmost eigenvalues of
the 480 large scale matrices, we get the following figure, where the circles
represent the value less than or equal to zero and the plus represent the value
greater than zero. We first use ”eigs” to compute the approximation eigen-
0.2 0.3 0.4 0.5 0.6 0.7
0.005
0.01
0.015
0.02
0.025
0.03
0.035
0.04
K
D
Figure 3: Contour of Kuramoto model. There are 480 points coresponding
to 480 large scale matrices and the size of the matrix is 128625. We use the
new method to compute the leftmost eigenpair of each matrix. The average
cputime is 130.6s.
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pairs (λ˜, x˜) satisfying ||Ax˜−λ˜x˜||||A|| ≤ 10
−5. The order of ||A|| for all matrices
are O(105), so the approximate eigenvalues hardly have any algebraic pre-
cision for the absolute error. Even so, this is a difficult task for eigs. We use
the approximate eigenpairs as the target and starting vector of the inexact
inverse power method to compute more accuracy results. The convergence
tolerance of the outer iteration is 10−11 and the maximum iteration number
of the outer iteration is 25. We use GMRES to solve the inner linear systems
with convergence tolerance 10−4. We show the iteration number of outer and
inner iterations in the following table. Where ”Outer” is the outer iteration
Table 3: Example 2, iteration number.
Iteration number Average Maximum Minimum Median Total
Outer 7.75 47 1 5 3953
Inner 1283 17523 5 288 654330
number and ”Inner” is the number of Lanczos vectors of GMRES.
The cputime of all 480 matrices is 220942.50 seconds and the details
of each part are shown in the following table. The time for computing the
Table 4: Example 2, details of cputime.
cputime Average Maximum Minimum Median Total
eigs 130.60 2175.40 7.84 42.88 62687.04
GMRES 323.67 13343.00 0.49 33.03 155360.50
Entire 460.30 13377 37.96 202.59 220942.50
approximate eigenpairs is 62687.04 seconds. For a single matrix, the maxi-
mum is 2175.40 seconds, the minimum is 7.84 seconds, the average is 130.60
seconds and median is 42.88 seconds. We use a total of 155360.50 seconds to
solve the inner equations, and the average of each matrix is 323.67 seconds.
The total time of each matrix to compute the eigenvalue is 460.30 seconds
on average.
The results show that this model is more difficult than the previous
model. It takes more external iterations and the inner iteration is still the
most time-consuming part. The large difference between median and average
of the inner cputime indicate that there is a big difference of the inner
cputime between different matrices.
4. Conclusion
In this paper, we proposed what we call the inexact inverse power method
(IIPM) for numerical diagonalization of sparse matrices. This method al-
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lows to notably save computational resources as compared to its parental
well-established inverse power method. We applied IIPM to the problem
of the finding the ground state of the stochastic evolution operators of the
stochastic ABC and Kuramoto models and our results demonstrate that
IIPM provides solution at acceptable computational time in situations when
IPM would fail if using only the resources of a typical desktop computer.
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