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Abstract: We derive the stochastic description of a massless, interacting scalar field in
de Sitter space directly from the quantum theory. This is done by showing that the density
matrix for the effective theory of the long wavelength fluctuations of the field obeys a
quantum version of the Fokker-Planck equation. This equation has a simple connection
with the standard Fokker-Planck equation of the classical stochastic theory, which can be
generalised to any order in perturbation theory. We illustrate this formalism in detail for
the theory of a massless scalar field with a quartic interaction.
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1 Introduction
Starobinsky [1, 2] has long argued that a simple, classical description ought to emerge for
a quantum field in an inflating background. The basis for his description follows from his
observation that the coarse-grained theory, containing only the long wavelength fluctua-
tions of a scalar field, satisfies an equation closely resembling the Langevin equation of
Brownian motion. What appears to be happening is that the stochastic forces that act on
the long wavelength fluctuations are being generated through their interactions with the
short wavelength fluctuations. Essentially, one part of the field is producing white noise
that affects the propagation of the other. An important result of Starobinsky’s approach is
that the probability function that determines the classical n-point functions of the field is
the solution to a simple Fokker-Planck equation.
Despite the compelling simplicity of the stochastic picture, it would appear to be very
difficult to see how it could emerge by following the full quantum evolution of the theory.
When we consider a massless, interacting scalar field in a pure de Sitter background, it has
been known for even longer that the theory looks pathological [3–7]. Even in just its free
propagation, the free two-point function diverges as it evolves out to late times. When the
loop corrections are treated perturbatively, the degree of their own late-time divergences
grows with the number of loops. Such divergences occur very generically for massless fields
in inflating backgrounds, including gauge fields [8–10] and the true scalar fluctuations of
inflation [11]. Of course, none of these results necessarily contradict Starobinsky’s original
idea. Though the basis for the perturbative treatment is the free two-point function, the
role of the interactions is obviously crucial. In fact, the late-time behaviour of even these
diverging n-point functions is entirely consistent with the predictions of the stochastic
picture.1 It has been suspected that through a suitable reorganisation of the perturbative
1For example, it is shown in section 4 of [12] that the divergent n-point functions from the quantum
theory satisfy a recursion relation derived from the stochastic Fokker-Planck equation.
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expressions for the n-point functions in these theories, a simpler, finite behaviour should
emerge that matches directly with the stochastic predictions, for example, in the late-time,
static limit. However, until this has been done, a complete derivation of the stochastic
description from the full quantum theory will continue to be lacking.
A recent approach [13, 14] to this problem has been to consider the quantum evolution
of the theory from a different perspective by working in the Schrödinger picture.2 In
this picture, the connection between the classical probability function of the stochastic
description and the quantum density matrix of the scalar theory becomes much clearer. The
essential element that was missing from these works was the fully quantum treatment of the
interactions. In [13, 14], the role of the interactions was only introduced as a background
effect on an otherwise quadratic — purely Gaussian — theory.
In this article we add this important missing ingredient to show how to derive the
stochastic picture for a genuinely interacting field theory. In particular, we consider here
a massless scalar field with a quartic interaction in de Sitter space, and solve for the full
time dependence of its density matrix perturbatively in the self-coupling of the field. Once
this evolution has been found to a given order, we can then project onto the theory of the
long wavelength fluctuations by integrating out the short wavelength parts of the field. The
resulting density matrix for this effective theory of the long wavelength fluctuations satisfies
a fully quantum version of the Fokker-Planck equation. Essentially, the coarsely grained
Liouville equation for the density matrix of the effective theory is the quantum version of
the Fokker-Planck equation. The parallel between the quantum theory and its stochastic
description emerges very naturally in this picture. It becomes a simple matter to read off
the stochastic noise and drift from the corresponding quantum version of the equation, as
we shall show.
Additionally, by computing the wave-functional for a quartic theory explicitly, we gain
a far deeper understanding of the time-evolution of the fluctuations and are able to follow
how the structures that depend on the interactions behave both inside and far outside
the horizon. Here we construct the wave-functional for the interacting Bunch-Davies state
perturbatively. When a fluctuation is well inside the horizon, its part of the wave-functional
is close to Gaussian; but — significantly — it always contains higher-order structures as
well. The role of these higher-order parts grows once the momentum associated with a
particular fluctuation crosses the horizon. We can then see very clearly how their leading
behaviour in the long-wavelength limit leads directly to the drift term of the Fokker-Planck
equation.
The purpose of this work is not just to verify the validity of the stochastic picture, but to
go further and to lay the groundwork for a more powerful formalism. Having at our disposal
a complete derivation that connects the quantum and the classical stochastic theories as we
have done here, we can address questions that would be difficult, or otherwise impossible,
to approach from the stochastic side. For example, what are the higher order corrections
to the standard stochastic picture? How does the stochastic limit arise in the theories of
other massless fields and what is the influence of their interactions with other fields? We
2A much earlier treatment of a free scalar field in the Schrödinger picture is found in [15].
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can even explore, in principle, the degree to which the standard static-limit solution of the
stochastic picture is an attractor solution. Such applications of our approach, together with
a few others, are mentioned at the end of this article.
2 The stochastic description of a quantum theory
In a theory of a massless, interacting scalar field, Φ(t, ~x), the simplest quantities that we
could calculate are the n-point functions where all the fields are evaluated at exactly the
same space-time point and at some suitably late time,
〈Φn(t, ~x)〉 ≡ lim
t→∞
〈Ω(t)|Φn(t, ~x)|Ω(t)〉. (2.1)
|Ω(t)〉 denotes the state that we have chosen for our quantum field, which we shall take to be
the Bunch-Davies state — the de Sitter invariant state matching the standard Minkowski
space vacuum at very short distances. Because we have chosen a de Sitter invariant state
and because we are assuming too that we are working in spatial coordinates where the
background is invariant under spatial translations, 〈Φn(t, ~x)〉 cannot depend on the position
~x.
Here we are not really interested in the n-point functions of the full theory, which
contain information about all scales, but only in the n-point functions of the effective
theory of the long wavelength fluctuations of the field, 〈ΦnL(t, ~x)〉. What we mean by a long
or a short wavelength is one whose physical momentum is small or large compared with
the Hubble scale, H, associated with the curvature of the de Sitter background. Or, more
precisely, we shall use a slightly stricter definition, setting the threshold between ‘long’ and
‘short’ to be well outside the horizon, which can be done by introducing a small parameter
ε≪ 1.
long wavelength (L): k < εaH
short wavelength (S): k > εaH,
a(t) is the scale factor associated with the expanding space-time. This definition is more
appropriate because, with the extremely rapid expansion during inflation, the physical
fluctuations corresponding to the scalar fluctuations of inflation which are needed to explain
the primordial fluctuations in the early universe would have been stretched far outside the
horizon by the end of the inflationary era. Moreover, if H is meant to be the true cutoff
of our effective theory, we should not be including momenta all the way up to this scale.3
Of course, in an expanding background the threshold for our effective theory also becomes
time-dependent. If we divide our scalar field Φ(t, ~x) into two parts,
Φ(t, ~x) = ΦL(t, ~x) + ΦS(t, ~x) =
∫
k<εaH
d3~k
(2π)3
ei
~k·~xΦ~k(t) +
∫
k>εaH
d3~k
(2π)3
ei
~k·~xΦ~k(t),
whether a particular Φ~k(t) appears in the first or the second integral depends on the value
of εa(t)H at that moment. So ‘long’ and ‘short’ do not have an absolute physical meaning
3In a similar sense one would not use Fermi’s theory of β decay all the way up to the electroweak scale.
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in de Sitter space, but change over time. A practical consequence — and one that will later
prove to be important in our calculation — is that this additional time dependence will
mean that derivatives can also act on the limits of integrals once we have restricted to just
the long-wavelength momenta.
Now suppose that we have determined all of the values of the n-point functions of this
effective theory. We could then introduce a classical variable4 ϕ, together with a proba-
bility distribution function p(t, ϕ), such that together they reproduce all the information
contained in the functions 〈ΦnL(t, ~x)〉. The weighted average of a power of this variable is
defined by the following integral,
〈ϕn〉(t) ≡
∫ ∞
−∞
dϕϕnp(t, ϕ). (2.2)
Notice that while ϕ itself is just a variable without any time dependence, the average 〈ϕn〉(t)
inherits its time dependence from p(t, ϕ). We can then choose the weighting function
p(t, ϕ) so that the expectation values of this classical variable ϕ exactly match with the
corresponding n-point functions of our effective theory of long wavelength fluctuations,
〈ϕn〉(t) = 〈ΦnL(t, ~x)〉, (2.3)
once, of course, we have formulated a suitable meaning for 〈ΦnL(t, ~x)〉 derived from our
original theory.
The stochastic theory of inflation [1, 2] argues that the probability function for this
classical variable should satisfy a Fokker-Planck equation of the form
∂p
∂t
= N
∂2p
∂ϕ2
+D
∂
∂ϕ
(
∂V
∂ϕ
p(t, ϕ)
)
. (2.4)
The coefficients N and D are called the ‘noise’ and the ‘drift’ of this stochastic theory.
V (ϕ) is a function of the stochastic variable, which is assumed to have the same functional
form as the corresponding potential of the quantum theory; that is, one obtains V (φ) by
simply replacing the quantum field Φ(t, ~x) with the stochastic variable ϕ in the original
quantum potential,
V (Φ(t, ~x))
Φ(t,~x)→ϕ−−−−−−→ V (ϕ).
The fact that p(t, ϕ) is a solution to the Fokker-Planck equation can then be used to
generate a recursion relation5 amongst the various averages 〈ϕn〉. One starts by taking its
time derivative,
∂
∂t
〈ϕn〉 =
∫ ∞
−∞
dϕϕn
∂p
∂t
=
∫ ∞
−∞
dϕϕn
{
N
∂2p
∂ϕ2
+D
∂
∂ϕ
(
∂V
∂ϕ
p(t, ϕ)
)}
, (2.5)
4Since we are only analysing n-point functions whose fields are all evaluated at the same space-time
point, a variable ϕ suffices. If we had wished to consider the expectation values of fields at different points,
we should have needed to generalise to a classical stochastic field , ϕ(~x), instead.
5This recursion relation was found already in [12].
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and integrates by parts as needed — twice for the first term and once for the second term
— to produce
∂
∂t
〈ϕn〉 = n(n− 1)N〈ϕn−2〉 − nD
〈
ϕn−1
∂V
∂ϕ
〉
. (2.6)
For a quartic potential, V (ϕ) = 14!λϕ
4, this recursion relation has the form
∂
∂t
〈ϕn〉 = n(n− 1)N〈ϕn−2〉 − nDλ
6
〈ϕn+2〉. (2.7)
So knowing N and D, together with the time-dependence of 〈ϕ2〉, is sufficient for calculating
all the non-vanishing averages, 〈ϕn〉.
What is the origin of this stochastic description of the theory from the perspective of
the quantum theory? The parallels between the stochastic and the quantum versions of the
theory emerge most directly when we treat the quantum theory in the Schrödinger picture.
In this picture, the evolution of the expectation value of an operator occurs entirely in the
state; operators,6 such as the products of n fields, φ(~x), have no explicit time dependence.
The closest analogue of the probability function in the stochastic description is the density
matrix — or rather, its diagonal components — associated with the state that we have
chosen. In fact we need to treat two versions of the density matrix: that of the full theory,
which we denote by
P [φ] = P [φL, φS ] = Ψ[φ]Ψ
∗[φ], (2.8)
as well as the density matrix for the effective theory that just includes the long wavelength
fluctuations, which will be denoted by PΩ[φL]. The evolution of P [φ] for the full theory
is determined entirely by its Liouville equation. The evolution of PΩ[φL] is then derived
through its relation to P [φ] together with our knowledge of how P [φ] itself evolves.
A general, equal-time, expectation value for the product of n fields is given by
〈ΦL(t, ~x1) · · ·ΦL(t, ~xn)〉
=
∫
L
d3~k1
(2π)3
· · · d
3~kn
(2π)3
ei
~k1·~x1 · · · ei~kn·~xn (2π)3δ3(~k1 + · · · + ~kn) 〈Φ~k1(t) · · ·Φ~kn(t)〉.
The notation that we shall adopt here is that an ‘L’ subscript in an integral indicates that
all of the momenta accompanying the integral sign are only those corresponding to physical
wavelengths that have been stretched well outside the horizon, k < εaH. The momentum
conserving δ-function follows from the invariance of the background under spatial trans-
lations. When all of the fields are evaluated at the same spatial position, this δ-function
causes the exponential factors to vanish,
〈ΦnL(t, ~x)〉 =
∫
L
d3~k1
(2π)3
· · · d
3~kn
(2π)3
(2π)3δ3(~k1 + · · · + ~kn) 〈Φ~k1(t) · · ·Φ~kn(t)〉. (2.9)
In the Schrödinger picture, the matrix elements are found by functionally integrating over
the relevant degrees of freedom, which in this case are the φ~k’s whose momentum label
~k
6We shall denote the fields in the Schrödinger picture with a lower case notation, φ(~x), while the upper
case Φ(t, ~x) represents the field more generally, independent of a particular picture.
– 6 –
corresponds to a long wavelength, weighted by the density matrix PΩ[φL] for the effective
theory,
〈Φ~k1(t) · · ·Φ~kn(t)〉 =
∫
L
Dφ~k φ~k1 · · ·φ~knPΩ[φL]. (2.10)
The φ~k’s appearing in this expression are the fields written in the Schrödinger picture.
7
Since the time-dependence is entirely in the density matrix, φ~k does not depend on the
time.
Now let us imagine for the moment that the density matrix PΩ[φL] itself satisfies a
functional Fokker-Planck equation of the form
∂PΩ
∂t
=
∫
L
d3~k
(2π)3
{
Nk δ
2PΩ
δφ~kδφ−~k
+D δ
δφ~k
[
δVΩ
δφ
−~k
PΩ
]}
. (2.11)
The VΩ in this expression is the potential for the long wavelength fluctuations of the fields.
For a quartic theory, this potential would be
VΩ[φL] = 1
4!
λ
∫
L
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
d3~k4
(2π)3
(2π)3δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1φ~k2φ~k3φ~k4 . (2.12)
We can follow the same procedure that we used in the stochastic description of the theory
to generate an analogous recursion relation for the quantum effective theory. When we
differentiate 〈ΦnL(t, ~x)〉 with respect to the time and use the appropriate quantum form of
the Fokker-Planck equation, we are led to the recursion relation8
∂
∂t
〈ΦnL(t, ~x)〉 = n(n− 1)
(∫
L
d3~k
(2π)3
Nk
)
〈Φn−2L (t, ~x)〉 − nD
λ
6
〈Φn+2L (t, ~x)〉. (2.13)
This time we have simply written the result for the particular case of a quartic interaction,
rather than for a general polynomial potential. Comparing the two recursion relations, we
realise that if the stochastic and the quantum descriptions of the n-point functions are to
agree, 〈ϕn〉 = 〈ΦnL(t, ~x)〉, the noise and the drift coefficients of the stochastic Fokker-Planck
equation are derived directly from the quantum ones by identifying
N =
∫
L
d3~k
(2π)3
Nk and D = D. (2.14)
7Because of the limits on the integral, the label ~k is always in the region k < εaH in this expression. It
would be redundant — at least to the order to which we shall be working — and a little cumbersome to
write φL,~k. Therefore we shall not do so.
8Had we allowed the drift term in the quantum version of the Fokker-Planck equation to depend on the
momentum as well, Dk, we should have arrived at the following quantum recursion relation instead,
∂
∂t
〈ΦnL(t, ~x)〉 = n(n− 1)
(∫
L
d3~k
(2π)3
Nk
)
〈Φn−2L (t, ~x)〉 − n
λ
6
〈Φn+2L (t, ~x)〉D,
where the final n+ 2 point function has been replaced with a ‘drift-weighted’ version of itself,
〈Φn+2L (t, ~x)〉D ≡
∫
L
d3~k1
(2π)3
· · ·
d3~kn+2
(2π)3
(2π)3δ3(~k1 + · · ·+ ~kn+2)D||~kn+~kn+1+~kn+2||〈Φ~k1(t) · · ·Φ~kn+2(t)〉.
Since the subsequent calculation will show that D is momentum independent, we shall simply draw upon
this foreknowledge here and not consider this more general possibility for the quantum drift for now.
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So the path leading from the quantum theory to its stochastic description now becomes
clear:
i. We must first solve for the wave-functional and the corresponding density matrix of
our full theory, which includes both the long and short wavelength parts of the field.
For this purpose, the Schrödinger picture is the best suited, as we shall see.
ii. Once we have determined the density matrix for the state that we have chosen, P [φ] =
P [φL, φS ], which here will be the Bunch-Davies state, we project onto the effective
theory of the long wavelength part of the field. The most straightforward thing to
do is simply to integrate out the short wavelength fluctuations directly and define the
density matrix for the effective theory to be
PΩ[φL] =
∫
S
Dφ~p P [φL, φS ].
iii. The time dependence of PΩ[φL] — or rather that of the various functions within it —
follows straightforwardly from the time dependence of the functions that appear in the
density matrix of the full theory, P [φ]. Their time dependence, in turn, follows from
the Schrödinger equation for the wave-functional of the state.
iv. Knowing this time dependence of PΩ[φL] then allows us to compute its time derivative
explicitly. The resulting equation is a functional Fokker-Planck equation with precisely
the form that we claimed that it should have. This functional Fokker-Planck equation
for the effective theory could equally be regarded as the coarse-grained version of the
Liouville equation derived from the full density matrix P [φ].
We illustrate these steps by applying them to a familiar example. So we turn next to the
case of a scalar field theory with a quartic interaction.
3 A quartic interaction
This method for deriving the stochastic description of a quantum theory is best shown
through a particular example. For this purpose we choose the theory of a real scalar field
in a de Sitter background with a quartic self-interaction, V (Φ) = 14!λΦ
4. Provided that the
coupling is sufficiently small, this theory can be solved perturbatively in λ. We shall also
include a mass for the field for the time being, although we shall ultimately set it to zero.
The action for the theory is written as
S[Φ] =
∫
dtL[Φ] =
∫
d4x
√−g
{
1
2g
µν∂µΦ∂νΦ− 12m2Φ2 − 124λΦ4
}
. (3.1)
The metric gµν for the de Sitter background can be expressed in a spatially flat form, as we
had assumed earlier, either in terms of a ‘cosmological’ time coordinate t ∈ (−∞,∞) or a
‘conformal’ one η ∈ (−∞, 0),
ds2 = dt2 − a2(t) δij dxidxj = a2(η)
[
dη2 − δij dxidxj
]
. (3.2)
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We shall later use whichever of these two times best suits our need at the particular moment.
These time coordinates are related to each other through the condition dt = a(η) dη, and
the scale factor a expressed in these two coordinate systems has the form
a(t) = eHt or a(η) = − 1
Hη
. (3.3)
Whereas the final result cannot depend on which picture we have chosen, the interaction
picture is not the best suited for drawing the parallels between the stochastic and quantum
Fokker-Planck equations. Instead we study the evolution of the theory from a Schrödinger
perspective. The time dependence of the state, described in terms of a wave-functional
Ψ[φ], is found by solving the Schrödinger equation,
i
∂Ψ
∂t
= HΨ, (3.4)
whereH[π(~x), φ(~x)] is the Hamiltonian written in terms of the time-independent Schrödinger-
picture field φ(~x) and its conjugate momentum π(~x). In the space-time coordinates that
we have chosen, the Lagrangian for our theory is given by
L[Φ] =
∫
d3~x
{
1
2a
3Φ˙2 − 12aδij∂iΦ∂jΦ− 12a3m2Φ2 − 124a3λΦ4
}
, (3.5)
and the corresponding canonical momenta are
Π(t, ~x) =
δL
δΦ˙(t, ~x)
= a3Φ˙(t, ~x).
If we perform the usual Legendre transformation, we are led to the Hamiltonian,
H =
∫
d3~x
{
ΠΦ˙
}− L = ∫ d3~x{12a−3Π2 + 12aδij∂iΦ∂jΦ+ 12a3m2Φ2 + 124a3λΦ4}. (3.6)
It is must easier to describe the truncation of the full theory to its long wavelength parts
in terms of the momenta of the fields rather than in terms of their positions. So, after
performing the Fourier transformation of the Schrödinger picture fields,
φ~k =
∫
d3~x e−i
~k·~xφ(~x),
the Hamiltonian assumes the form
H =
∫
d3k1
(2π)3
d3k2
(2π)3
(2π)3δ3(~k1 + ~k2)
{
−1
2
1
a3
δ
δφ~k1
δ
δφ~k2
+
1
2
a3
(
m2 +
k21
a2
)
φ~k1φ~k2
}
+
∫
d3k1
(2π)3
d3k2
(2π)3
d3k3
(2π)3
d3k4
(2π)3
(2π)3δ3(~k1 + ~k2 + ~k3 + ~k4)
{
1
24
a3λφ~k1φ~k2φ~k3φ~k4
}
. (3.7)
At this stage, it is not possible to find the exact form of the wave-functional in this
interacting theory, so we must be content with constructing Ψ[φ] perturbatively in powers
of the coupling λ. One starts by expressing the wave-functional in the form
Ψ[φ] = Ne−a
3 Γ[φ], (3.8)
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where Γ[φ] is a series expanded in powers of the scalar field, φ~k,
Γ[φ] =
∞∑
n=2
1
n!
∫
d3k1
(2π)3
· · · d
3kn
(2π)3
(2π)3δ3(~k1 + · · ·+ ~kn) Γn(t;~k1, . . . , ~kn)φ~k1 · · ·φ~kn , (3.9)
and N is the normalisation, fixed by the condition,∫
Dφ~kΨ[φ]Ψ∗[φ] = 1. (3.10)
The task of solving the Schrödinger equation now becomes the problem of determining the
detailed form of the functions Γn(t;~k1, . . . , ~kn). The fact that the background is invariant
under spatial translations in these coordinates has again allowed us to extract a momentum-
conserving δ-function. Furthermore, by a simple relabeling of the momenta over which we
are integrating, we can show that these functions are completely symmetric under any
permutation of their arguments,
Γn(t;~k1, . . . , ~ki, . . . , ~kj , . . . , ~kn) = Γn(t;~k1, . . . , ~kj , . . . , ~ki, . . . , ~kn).
When m2 ≥ 0, the vacuum state of the theory should have the same φ↔ −φ symmetry as
the potential. This symmetry means that all the odd-order functions vanish,
Γn(t;~k1, . . . , ~kn) = 0 for n ∈ odd.
To compute the nonvanishing functions, Γn(t;~k1, . . . , ~kn) with n ∈ even, we need to find
the appropriate equations of motion. This is done by expanding each side of the Schrödinger
equation in powers of φ~k and matching the terms that share the same numbers of fields. This
process produces a set of coupled differential equations for the functions Γn(t;~k1, . . . , ~kn).
For example, the left side of the Schrödinger equation is evaluated straightforwardly enough,
i
∂Ψ
∂t
= i
{
N˙
N
−a3
∞∑
n=2
1
n!
∫
d3k1
(2π)3
· · · d
3kn
(2π)3
(2π)3δ3(~k1+· · ·+~kn)
[
∂Γn
∂t
+3
a˙
a
Γn
]
φ~k1 · · ·φ~kn
}
Ψ,
but the right side contains a more complicated tower of terms. These are generated when
the functional derivatives in the Hamiltonian act on the wave-functional,
HΨ =
{∫
d3k1
(2π)3
d3k2
(2π)3
(2π)3δ3(~k1 + ~k2)
{
1
2
a3
(
m2 +
k21
a2
)
φ~k1φ~k2
}
+
∫
d3k1
(2π)3
d3k2
(2π)3
d3k3
(2π)3
d3k4
(2π)3
(2π)3δ3(~k1 + ~k2 + ~k3 + ~k4)
{
1
24
a3λφ~k1φ~k2φ~k3φ~k4
}
+
∞∑
n=0
1
n!
∫
d3k1
(2π)3
· · · d
3kn
(2π)3
(2π)3δ3(~k1 + · · ·+ ~kn)
×
[
1
2
∫
d3k
(2π)3
Γn+2(t;~k1, . . . , ~kn, ~k,−~k)
]
φ~k1 · · ·φ~kn
+
∞∑
n=0
∞∑
n′=0
1
n!
1
n′!
∫
d3k1
(2π)3
· · · d
3kn
(2π)3
d3k′1
(2π)3
· · · d
3k′n′
(2π)3
(2π)3δ3(~k1 + · · · + ~kn + ~k′1 + · · ·+ ~k′n′)
[
−a
3
2
Γn+1(t;~k1, . . . , ~kn,−
∑
~ki)Γn′+1(t;~k
′
1, . . . ,
~k′n′ ,−
∑
~k′i)
]
φ~k1 · · ·φ~knφ~k′1 · · · φ~k′n′
}
Ψ.
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But by collecting and matching the various functions according to the shared factors of
φ~k1 · · · φ~kn that accompany them for a given n, we find a differential equation for each
of the Γn’s. The function Γ2(t;~k,−~k) accompanying the quadratic part of Γ[φ] obviously
depends only on a single momentum. Since this function occurs ubiquitously throughout
the following calculations, it is advantageous to change our notation slightly and write it a
little more succinctly as
αk(t) ≡ Γ2(t;~k,−~k). (3.11)
The Schrödinger equation then implies the following relations derived from the zeroth,
quadratic, and quartic order terms in the fields,
N˙
N
= − i
2
(2π)3δ3(~0)
∫
d3~p
(2π)3
αp(t)
∂αk
∂t
+ 3
a˙
a
αk = i
{
m2 +
k2
a2
− α2k +
1
2
1
a3
∫
d3~p
(2π)3
Γ4(t;~k,−~k, ~p,−~p)
}
,
∂Γ4
∂t
+ 3
a˙
a
Γ4(t;~k1, ~k2, ~k3, ~k4) = iλ− i
[
αk1 + αk2 + αk3 + αk4
]
Γ4(t,~k1, ~k2, ~k3, ~k4)
+
i
2
1
a3
∫
d3~p
(2π)3
Γ6(t;~k1, ~k2, ~k3, ~k4, ~p,−~p), (3.12)
and so on for yet higher orders of n. The infinite factor (2π)3δ3(~0) that appears in the
equation for the time dependence of the normalisation, and in several of the equations that
will occur later, is the volume of a spatial hypersurface in de Sitter space. These volume
factors always accompany contributions to the normalisation.
It is important to remember that the form of these equations is determined entirely
by the dynamical theory that we are considering, that is, by the Hamiltonian of a quartic
theory. Because each of these equations is first-order, there is an additional freedom asso-
ciated with the choice of the constants of integration9 appearing in the particular solution
for the Γn’s. The collective choice for all of these constants translates into the choice of a
particular state Ψ[φ] in this picture.
4 Perturbation theory and the vacuum state
The usual stochastic treatment of inflation always implicitly assumes that the theory is in
the Bunch-Davies state. It is therefore important to introduce appropriate conditions on the
functions Γn at very short wavelengths in order to put the field in the correct state. After
we have done so, we can follow the evolution to large wavelengths and see the simplifications
that permit a stochastic description of the theory. We construct the Bunch-Davies solution
of the Schrödinger equation here by solving the associated functions Γn perturbatively to
a given order in λ. Fortunately, all that is needed to derive the part of the quantum
Fokker-Planck equation that produces the standard stochastic Fokker-Planck equation is
to compute these solutions to linear order in λ. In fact, the zeroth order solution — what
9These are constants in time. In general they could depend on momenta for particular choices of the
state.
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would exist in the purely quadratic theory — is already enough to find the stochastic noise.
By evaluating the order λ parts of the solution as well, we shall obtain the correct drift
term. The advantage of this approach is that it is possible to generalise beyond the standard
Fokker-Planck equation by simply working to higher orders in λ.
Let us begin by expanding each of the functions in the wave-functional as a power series
in λ,
αk(t) =
∞∑
n=0
α
(n)
k (t)
Γ4(t;~k1, ~k2, ~k3, ~k4) =
∞∑
n=1
Γ
(n)
4 (t;
~k1, ~k2, ~k3, ~k4)
Γ6(t;~k1, ~k2, ~k3, ~k4, ~k5, ~k6) =
∞∑
n=2
Γ
(n)
6 (t;
~k1, ~k2, ~k3, ~k4, ~k5, ~k6), (4.1)
and so on. The order in λ is indicated by the corresponding superscript,
α
(n)
k ,Γ
(n)
4 ,Γ
(n)
6 , . . . ∝ λn. (4.2)
The higher order functions Γn only begin their power series at correspondingly higher order
in λ. Because the trivial, Gaussian version of the theory already exists in the absence of
any interactions, the leading term in the expansion of αk(t) starts at zeroth order. Exactly
the same reasoning, tells us that Γ4 and all of the higher order functions must vanish as
λ→ 0. In the quartic theory that we are analysing, Γ4 itself starts with a linear term in the
coupling λ, as is seen directly from its equation of motion. But the equation for Γ6, which
we have not written explicitly here, is quadratic in Γ4, so the series expansion for Γ6 only
begins with the λ2 order term. The problem of solving the Schrödinger equation to linear
order in λ then reduces to the problem of solving just three functions: the zeroth and first
order pieces of αk(t), which we rename as α¯k(t) ≡ α(0)k (t) and βk(t) ≡ α(1)k (t) to avoid an
excessive use of superscripts, and the leading part of Γ4,
αk(t) = α¯k(t) + βk(t) +O(λ2)
Γ4(t;~k1, ~k2, ~k3, ~k4) = Γ
(1)
4 (t;
~k1, ~k2, ~k3, ~k4) +O(λ2). (4.3)
The starting point is the purely Gaussian, noninteracting, theory, which is summarised
by the function α¯k(t). Even when αk(t) has been shorn of its order λ and higher parts, the
differential equation for α¯k(t) is still nonlinear; so it is convenient to replace it with another
function, uk(t) defined through
α¯k(t) = −i u˙k(t)
uk(t)
. (4.4)
The nonlinear, first-order equation for α¯k(t) then becomes a linear, second-order equation
for uk(t),
u¨k + 3
a˙
a
u˙k +
(
m2 +
k2
a2
)
uk = 0. (4.5)
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The vacuum, or Bunch-Davies, solution to this equation has the standard form, which is
expressed more simply in terms of the conformal time coordinate η,
uk(η) =
H
√
π
2
η3/2H(2)ν (kη) where ν
2 =
9
4
− m
2
H2
, (4.6)
and where H
(2)
ν (kη) is a Hankel function. We have fixed this solution through two condi-
tions. One is the requirement that the solution should reproduce the vacuum solution in
Minkowski space at scales k ≫ aH, or in the limit kη → −∞. Note that this condition
fixes the single constant of integration that is needed to specify a particular solution for
α¯k(t). The second condition, which was not necessary for α¯k(t) but which has been used
to normalise the function uk(t), is that we have required it to satisfy the condition,
a3
(
u∗ku˙k − uku˙∗k
)
= −i. (4.7)
In the more frequently used Heisenberg picture for a free scalar field theory, this condition
naturally emerges as the consequence of the equal-time commutation relation between the
field and its conjugate momentum. But in the Schrödinger picture, the overall normalisation
always cancels within the ratio α¯k(t) = −iu˙k(t)/uk(t). Nonetheless, since the function uk(t)
assumes a more recognisable form when we do impose this condition, we have chosen to use
it here. Taking the massless limit, the function uk(t) reduces to
uk(η) =
iH√
2k3/2
(
1 + ikη
)
e−ikη. (4.8)
If we then proceed to take the kη → −∞ limit too, we verify that the product a(η)uk(η)
assumes the form of a Minkowski space vacuum mode for a massless theory,
lim
kη→−∞
a(η)uk(η) =
e−ikη√
2k
.
From the perspective of a free, massless theory in Minkowski space, only the positive energies
appear in the exponent; the negative energy solutions, eikη, are absent from this limiting
form for a(η)uk(η).
Once we have found the leading part of the quadratic function αk(t), we next compute
the leading part of the function accompanying the quartic part of Γ[φ]. The series expansion
for Γ6 only begins at quadratic order, so we shall not need to include this function when
solving for just the leading part of Γ
(1)
4 . Without the Γ6 term, the linear part of the equation
for Γ4 in λ reduces to a first-order inhomogeneous equation,
∂Γ
(1)
4
∂t
+
∂
∂t
[
ln
(
a3uk1uk2uk3uk4
)]
Γ
(1)
4 = iλ. (4.9)
Its general solution is
Γ
(1)
4 (η;
~k1, ~k2, ~k3, ~k4) =
c4 + iλ
∫ η
η0
dη′a4(η′)uk1(η
′)uk2(η
′)uk3(η
′)uk4(η
′)
a3(η)uk1(η)uk2(η)uk3(η)uk4(η)
, (4.10)
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where the constant of integration, c4, should be fixed by the requirement that the wave-
functional corresponds to the Bunch-Davies state. To find the correct choice for this con-
stant, we again consider the behaviour of Γ4 when all of the wavelengths are much smaller
that the size of the horizon. In this limit, where kiη → −∞, we can replace
a(η)uki(η) ≈
e−ikiη√
2ki
in the solution for Γ
(1)
4 (η;
~k1, ~k2, ~k3, ~k4). Being able unambiguously to perform the integral
that appears in the solution depends on being able to establish a suitable iǫ prescription for
the time-integration contour. As one proceeds ever deeper into the horizon by allowing the
initial time to reach further back, we should define this iǫ prescription so that the initial
contribution to the integral in the solution for Γ
(1)
4 vanishes as η0 → −∞. Once this has
been done, if we consider times where the momenta are still well within the horizon at η
— that is, −kiη ≫ 1 — the leading behaviour that results when performing the integral is
Γ
(1)
4 (η;
~k1, ~k2, ~k3, ~k4) ≈ c4 a(η)
√
16k1k2k3k4
e−i(k1+k2+k3+k4)η
− a(η)λ
k1 + k2 + k3 + k4
. (4.11)
We now realise that the iǫ prescription that has successfully suppressed the unwanted
contribution from the positive energy fluctuations as η0 → −∞ would correspondingly lead
to an exponential growth of the first term as kiη → −∞. By choosing c4 = 0, this problem
is resolved since the first term has been removed entirely, along with what would appear
to be negative energy oscillations from the perspective of an observer only able to measure
wavelengths much smaller than the size of the horizon. Thus, the leading part of the quartic
function for the Bunch-Davies state is
Γ
(1)
4 (η;
~k1, ~k2, ~k3, ~k4) =
iλ
∫ η
−∞
dη′a4(η′)uk1(η
′)uk2(η
′)uk3(η
′)uk4(η
′)
a3(η)uk1(η)uk2(η)uk3(η)uk4(η)
. (4.12)
Now that we have found the appropriate solution for our state, we can investigate how
it behaves in the opposite limit — it is the set of long wavelength fluctuations that are
relevant for the stochastic description of the theory. For a massless field, the integral is
once again simple enough to evaluate explicitly,
Γ
(1)
4 (η;
~k1, ~k2, ~k3, ~k4) =
iλ
3H
1 + iKη − 1
2
K2η2 +
3
2
(
k21 + k
2
2 + k
2
3 + k
2
4
)
η2 − 3ik1k2k3k4η
3
K
(1 + ik1η)(1 + ik2η)(1 + ik3η)(1 + ik4η)
+
λ
3H
(
k31 + k
3
2 + k
3
3 + k
3
4
)
η3eiKη Ei(1, iKη)
(1 + ik1η)(1 + ik2η)(1 + ik3η)(1 + ik4η)
. (4.13)
Here we have abbreviated K ≡ k1+k2+k3+k4 and Ei(1, iKη) is the standard exponential
integral function. The advantage of analysing the theory in the Schrödinger picture is
becoming more apparent — this function, which is the one accompanying the quartic term
in Γ[φ], is completely free from any divergent behaviour in the long wavelength limit where
– 14 –
kiη → 0. The exponential integral diverges logarithmically when its argument approaches
zero,
Ei(1, iKη) = −γ + ln(iKη) + iKη +O(K2η2),
but since this only happens when all four of the momenta simultaneously become small,
and since the exponential integral is multiplied by (k31 + k
3
2 + k
3
3 + k
3
4)η
3, there are no long
wavelength divergences in Γ
(1)
4 .
Later, we shall see that the asymptotic behaviour of this function fixes the drift in the
quantum Fokker-Planck equation and — because they are precisely the same — the drift in
the stochastic Fokker-Planck equation as well. This function is genuinely produced by the
interactions amongst the fields, so it is directly responsible for the existence of the terms
in the Fokker-Planck equation that are associated with the potential. For this reason, we
need to evaluate Γ
(1)
4 in the limit where all of its momenta have been stretched far outside
the horizon, ki < εaH. In this case, the function approaches a purely imaginary constant,
lim
kiη→0
m=0
Γ
(1)
4 (η;
~k1, ~k2, ~k3, ~k4) =
i
3
λ
H
+
i
2
λ
H
(
k21 + k
2
2 + k
2
3 + k
2
4
)
η2 + · · · . (4.14)
In the opposite limit, where the wavelengths of the fluctuations labelled by ~ki are all well
within the horizon, ki ≫ aH, we see that this function is more and more suppressed,
lim
kiη→−∞
m=0
Γ
(1)
4 (η;
~k1, ~k2, ~k3, ~k4) =
λ
H
1
(k1 + k2 + k3 + k4)η
+ · · · . (4.15)
So in a sense, at early times and for short wavelengths the theory assumes a more and more
strongly Gaussian character.
Although the quadratic part of the wave-functional αk(t) also contains parts that scale
as λ, which are the same order in the coupling as the leading behaviour of the quartic
function Γ4(η;~k1, ~k2, ~k3, ~k4), it turns out that for the purpose of treating the static solutions
of the Fokker-Planck equation it would not be consistent to include these order λ terms
in αk without having also included the order λ
2 terms of Γ4 as well. To understand why
this is so, let us consider the static limit of the stochastic theory where ∂p/∂t = 0. The
Fokker-Planck equation then reduces to the equation
N
∂2p
∂ϕ2
+D
∂
∂ϕ
(
∂V
∂ϕ
p(ϕ)
)
= 0, (4.16)
whose general solution is
p(ϕ) = n
[
e−
D
N
V (ϕ) + ce−
D
N
V (ϕ)
∫ ϕ
dϕ′ e
D
N
V (ϕ′)
]
, (4.17)
where n is the normalisation of the probability function. Choosing c = 0, the static solution
for a quartic interaction is
p(ϕ) = ne−
D
N
V (ϕ) =
Γ
(
3
4
)
π
(
λD
6N
)1/4
e−
λD
24N
ϕ4 . (4.18)
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The effect of an order λ term in N would only produce an order λ2 effect in the ratio
λD/N . This would be exactly the same order as the next term in the series expansion of
Γ4 contributing to the drift.
It is nonetheless useful at this stage to investigate a little of the asymptotic behaviour
of βk(t) — the order λ part of the quadratic function — at late times,
αk(t) = α¯k(t) + βk(t) + · · · = −i u˙k(t)
uk(t)
+ βk(t) +O(λ2).
By extracting the order λ terms from the differential equation for α˙k(t), we obtain a differ-
ential equation for βk(t),
∂
∂t
(
u2ka
3βk
)
= iu2k
[
a3δm2 + (Z1 − 1)ak2 + 1
2
∫
d3~p
(2π)3
Γ
(1)
4 (t;
~k,−~k, ~p,−~p)
]
. (4.19)
Since the integral of the quartic function diverges at short wavelengths, we must introduce
counterterms, δm2 and (Z1 − 1), which were not necessary for computing the leading be-
haviour of either αk(t) or Γ4. In a massless theory, we already showed that Γ
(1)
4 approaches
an imaginary constant for long wavelengths, so there are no divergences in this integral
associated with small values of p = ||~p||. The general solution of this equation is
βk(t) =
1
a3(t)
i
u2k(t)
{
c2+
∫ t
dt′ u2k(t
′)
[
a3(t′)δm2+(Z1−1)a(t′)k2+1
2
∫
d3~p
(2π)3
Γ
(1)
4 (t
′;~k,−~k, ~p,−~p)
]}
.
Once again the iǫ prescription for the Bunch-Davies state, which suppresses the contribution
from the lower end of the time integral associated with fluctuations that are infinitesimally
tiny when compared with the size of the horizon, would also cause the term proportional
to c2 to diverge at early times. The appropriate choice for this state is c2 = 0. The order
λ part of the quadratic function for the Bunch-Davies state is then
βk(η) =
1
a3(η)
i
u2k(η)
∫ η
−∞
dη′ u2k(η
′)
[
a4(η′)δm2+(Z1−1)a2(η′)k2+1
2
a(η′)
∫
d3~p
(2π)3
Γ
(1)
4 (η
′;~k,−~k, ~p,−~p)
]
,
(4.20)
when expressed as a function of the conformal time coordinate.
We now analyse the behaviour of βk(t) at long wavelengths to see that it is well behaved.
Looking at the explicit form for uk(η) for a massless theory, it is clear that as long as the
result of performing the momentum integral in this solution does not diverge faster than
1/η3, βk(η) will not itself diverge as kη → 0. By rescaling the momentum ~p by ~pη′, we can
express the momentum integral in this solution in terms of a dimensionless function,∫
d3~p
(2π)3
Γ
(1)
4 (η
′;~k,−~k, ~p,−~p) = 1
η′3
λ
3H
∫
d3(~pη′)
(2π)3
Γˆ
(1)
4 (kη
′, pη′), (4.21)
where
Γˆ
(1)
4 (kη, pη) =
i− 2(p + k)η + i(p2 − 4pk + k2)η2 + 3
2
k2p2η3
(p + k)
(1 + ikη)2(1 + ipη)2
+
2
(
p3 + k3
)
η3e2i(p+k)η Ei(1, 2i(p + k)η)
(1 + ikη)2(1 + ipη)2
(4.22)
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is the dimensionless quantity. Since Γ
(1)
4 behaves well at long wavelengths, it cannot diverge
as kη′ → 0 which in turn means that its integral cannot diverge faster than the 1/η′3 factor
that we have already extracted. In fact, the leading 1/η′3 scaling has the same power as
a mass term. For a massless theory, this term should be absent, as can be arranged —
depending on the regularization scheme being used — through a suitable choice for δm2.
Therefore, in a massless theory βk(η) should vanish as kη → 0.
5 The quantum Fokker-Planck equation
We are ready to use what we have learned to derive a quantum version of the Fokker-Planck
equation. To do so, we must solve for the evolution of the diagonal part of the density
matrix for the Bunch-Davies state, P [φ] = Ψ[φ]Ψ∗[φ], and from it derive the evolution of
the density matrix for the coarsely grained version of the theory, PΩ[φL]. The latter is the
density matrix obtained by integrating out the short wavelength fluctuations,
PΩ[φL] ≡
∫
S
Dφ~p P [φ] =
∫
p≥εaH
Dφ~p P [φ]. (5.1)
The time derivative of PΩ[φL] will then produce the quantum version of the Fokker-Planck
equation that we are seeking. One subtlety that occurs in this effective theory, and which
does not usually happen in most standard effective field theories, is that in taking the time
derivative of PΩ[φL] we must also include the time dependence that occurs in the boundary,
εaH, dividing the long wavelength fluctuations that we must keep from the short wavelength
ones that we remove.
The important idea here is to match between the two theories. This step allows us
to express the functions inside the density matrix of the effective theory in terms of those
of the original theory. We can then use the Schrödinger equation of the full theory to
compute the time derivative of PΩ[φL] directly. In terms of the wave-functional Ψ[φ] for
the Bunch-Davies state, the diagonal part of its density matrix is
P [φ] = Ψ[φ]Ψ∗[φ] = |N |2e−a3[Γ[φ]+Γ∗[φ]]. (5.2)
The first step in the matching process is to define an analogous expansion for the density
matrix of the effective theory,
PΩ[φL] = |NΩ|2e−a3[ΓΩ[φL]+Γ∗Ω[φL]], (5.3)
where
ΓΩ[φL] =
∞∑
n=2
1
n!
∫
L
d3k1
(2π)3
· · · d
3kn
(2π)3
(2π)3δ3(~k1 + · · ·+ ~kn) ΓΩ,n(t;~k1, . . . , ~kn)φ~k1 · · · φ~kn ,
(5.4)
together with its own normalisation NΩ which satisfies the condition∫
L
Dφ~k P [φL] = 1. (5.5)
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In order to calculate the density matrix of the effective theory, it is helpful to separate
the full density matrix into three factors,
P [φ] = |N |2e−a3[Γ+Γ∗] = |N |2e−a3[ΓL+Γ∗L]e−a3[Γ0+Γ∗0]e−a3[δΓS+δΓ∗S ], (5.6)
which we have expressed through an equivalent separation of Γ[φL, φS ] into three terms:
one that only includes the long wavelength modes,
ΓL[φL] =
∞∑
n=2
1
n!
∫
L
d3~k1
(2π)3
· · · d
3~kn
(2π)3
(2π)3δ3(~k1 + · · ·+ ~kn)φ~k1 · · · φ~knΓn(~k1, . . . , ~kn) (5.7)
one that is quadratic in the short wavelength modes and zeroth order in λ,
Γ0[φS ] =
1
2
∫
S
d3~p
(2π)3
φ~pφ−~pα¯p, (5.8)
and a final term that collects everything else,
δΓS [φL, φS ] =
1
2
∫
S
d3~p
(2π)3
φ~pφ−~p
(
αp − α¯p
)
(5.9)
+
∞∑
n=4
1
n!
∫
6L
d3~p1
(2π)3
· · · d
3~pn
(2π)3
(2π)3δ3(~p1 + · · ·+ ~pn)φ~p1 · · · φ~pnΓn(~p1, . . . , ~pn).
Here the notation 6L means that at least one of the momentum integrals is over just the
short wavelength modes; integrals over long wavelengths can appear in this term too.
Integrating out the short wavelength fluctuations of the fields is done the most straight-
forwardly by further separating the purely noninteracting part of the density matrix for the
short-distance degrees of freedom from the rest, defining in the process
P0[φS ] ≡ |N0| exp
{
−1
2
a3
∫
S
d3~p
(2π)3
φ~pφ−~p
(
α¯p + α¯
∗
p
)}
,
∫
S
Dφ~p P0[φS ] = 1, (5.10)
and working perturbatively in the coupling. Since we are only evaluating the coarse-grained
density matrix PΩ[φL] to linear order in λ, we can afford to be a little sloppy and move the
effect of integrating the δΓS term directly into the exponent,
PΩ[φL] = |N |2e−a3[ΓL+Γ∗L]
∫
S
Dφ~p e−a3[Γ0+Γ∗0]e−a3[δΓS+δΓ∗S ]
=
|N |2
|N0|2 e
−a3[ΓL+Γ
∗
L]
∫
S
Dφ~p P0[φS ]
[
1− a3[δΓS + δΓ∗S ] + · · ·
]
=
|N |2
|N0|2 e
−a3[ΓL+Γ
∗
L]
[
1− a3
∫
S
Dφ~p P0[δΓS + δΓ∗S ] + · · ·
]
=
|N |2
|N0|2 e
−a3[ΓL+Γ
∗
L]−a
3
∫
S
Dφ~p P0[δΓS+δΓ
∗
S ] +O(λ2). (5.11)
The exponent is not quite yet meant to be identified with −a3[ΓΩ+Γ∗Ω], as it also contains
contributions to the normalisation of the coarse-grained density matrix. These contributions
are easily recognised since they do not contain any factors of the field, φ~k, and they are
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accompanied by the usual infinite factor (2π)3 δ3(~0) associated with the infinite spatial
volume. When we perform10 the functional integrals that occur in the exponent, we obtain
ΓΩ[φL]− a−3δN
= ΓL[φL] +
∫
S
Dφ~p P0[φS ] δΓS [φL, φS ] +O(λ2)
=
1
2
∫
L
d3~k
(2π)3
φ~kφ−~k
[
αk +
1
2
1
a3
∫
S
d3~p
(2π)3
1
α¯p + α¯∗p
Γ
(1)
4 (
~k,−~k, ~p,−~p)
]
+
1
4!
∫
L
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
d3~k4
(2π)3
(2π)3δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1φ~k2φ~k3φ~k4Γ
(1)
4 (
~k1, ~k2, ~k3, ~k4)
+
1
2
1
a3
(2π)3δ3(~0)
∫
S
d3~p
(2π)3
1
α¯p + α¯∗p
[
βp +
1
4
1
a3
∫
S
d3~p′
(2π)3
1
α¯p′ + α¯
∗
p′
Γ
(1)
4 (~p,−~p, ~p′,−~p′)
]
+O(λ2). (5.12)
Matching the terms with two, four, or no factors of the field φ~k produces the following
functions that describe the evolution of the coarse-grained density matrix,
αΩ,k ≡ ΓΩ,2(t;~k,−~k) = α¯k + βk + 1
2
1
a3
∫
S
d3~p
(2π)3
1
α¯p + α¯∗p
Γ
(1)
4 (t;
~k,−~k, ~p,−~p) +O(λ2)
ΓΩ,4(t;~k1, ~k2, ~k3, ~k4) = Γ
(1)
4 (t;
~k1, ~k2, ~k3, ~k4) +O(λ2), (5.13)
and
δN = −1
2
(2π)3δ3(~0)
∫
S
d3~p
(2π)3
1
α¯p + α¯∗p
[
βp+
1
4
1
a3
∫
S
d3~p′
(2π)3
1
α¯p′ + α¯
∗
p′
Γ
(1)
4 (~p,−~p, ~p′,−~p′)
]
+O(λ2),
(5.14)
where the normalisation of the density matrix of the effective theory is
|NΩ|2 = |N |
2
|N0|2 e
δN+δN∗ . (5.15)
The density matrix of the coarsely grained theory now inherits its time dependence
directly from the original theory. For example, the time derivative of the leading parts of
10We only require terms up to the quadratic order for which the following integrals are sufficient,
∫
S
Dφ~p φ~p1φ~p2P0[φS ] =
1
a3
1
α¯p1 + α¯
∗
p1
(2π)3δ3(~p1 + ~p2)
∫
S
Dφ~p φ~p1φ~p2φ~p3φ~p4P0[φS ] =
1
a6
(2π)3δ3(~p1 + ~p2)
α¯p1 + α¯
∗
p1
(2π)3δ3(~p3 + ~p4)
α¯p3 + α¯
∗
p3
+
1
a6
(2π)3δ3(~p1 + ~p3)
α¯p1 + α¯
∗
p1
(2π)3δ3(~p2 + ~p4)
α¯p2 + α¯
∗
p2
+
1
a6
(2π)3δ3(~p1 + ~p4)
α¯p1 + α¯
∗
p1
(2π)3δ3(~p2 + ~p3)
α¯p2 + α¯
∗
p2
.
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αΩ,k follows from how αk(t) and Γ
(1)
4 evolve,
∂αΩ,k
∂t
+ 3
a˙
a
αΩ,k = −iα2Ω,k +
i
2
1
a3
∫
L
d3~k′
(2π)3
Γ
(1)
4 (t;
~k,−~k,~k′,−~k′)
+
1
2
1
a3
∫
∂S
d3~p
(2π)3
1
α¯p + α¯∗p
Γ
(1)
4 (t;
~k,−~k, ~p,−~p)
+i
{
m2 +
k2
a2
+
1
2
λ
a3
∫
S
d3~p
(2π)3
1
α¯p + α¯∗p
}
+ · · · . (5.16)
The terms on the first line are all expressed in terms of the functions of the effective theory.
Those appearing on the third line are purely imaginary and cancel within the combinations
of αΩ,k(t)+α
∗
Ω,k(t) that occur in the density matrix. The only unfamiliar term is the one on
the second line. It arises because when we truncate the momenta, k ≤ εa(t)H, the limit of
the truncated integral is also time dependent. Introducing this boundary as a step function,
its time derivative only contributes at the boundary. This has been denoted about with the
following notation,
∫
∂L
d3~k
(2π)3
f(~k) ≡
∫
d3~k
(2π)3
f(~k)
∂
∂t
Θ(εaH − k)
∫
∂S
d3~k
(2π)3
f(~k) ≡
∫
d3~k
(2π)3
f(~k)
∂
∂t
Θ(k − εaH),
where f(~k) is a general function of the momentum.
Combining the appropriate derivative and its complex conjugate, the evolution of the
quadratic structure in PΩ[φL] is summarised by
∂
∂t
[
a3
(
αΩ,k + α
∗
Ω,k
)]
= −ia3(α2Ω,k − α∗2Ω,k)+ i2
∫
L
d3~k′
(2π)3
[
Γ
(1)
4 (t;
~k,−~k,~k′,−~k′)− Γ(1)∗4 (t;−~k,~k,−~k′, ~k′)
]
+
1
2
1
a3
∫
∂S
d3~p
(2π)3
1
α¯p + α¯∗p
[
Γ
(1)
4 (t;
~k,−~k, ~p,−~p) + Γ(1)∗4 (t;~k,−~k, ~p,−~p)
]
+ · · · (5.17)
to linear order in the coupling. At this order the evolution of the quartic term in the fields
is precisely the same as in the original theory. Finally, the evolution of the normalisation
of the coarsely grained density matrix follows from
N˙Ω
NΩ
+
N˙∗Ω
N∗Ω
= − i
2
(2π)3δ3(~0)
∫
L
d3~k
(2π)3
(
αΩ,k − α∗Ω,k
)
+
1
2
(2π)3δ3(~0)
∫
∂L
d3~k
(2π)3
. (5.18)
We are now able to evaluate the time derivative of PΩ[φL] directly,
i
∂PΩ
∂t
=
{
i
N˙Ω
NΩ
+ i
N˙∗Ω
N∗Ω
− i ∂
∂t
[
a3
(
ΓΩ + Γ
∗
Ω
)]}
, (5.19)
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through our knowledge of how each of the functions associated with the original theory
itself evolves. When we do so, we obtain the following expression,
i
∂PΩ
∂t
=
{
−1
2
a3
∫
L
d3~k
(2π)3
φ~kφ−~k
(
α2Ω,k − α∗2Ω,k
)− i
2
a3
∫
∂L
d3~k
(2π)3
φ~kφ−~k
(
αΩ,k + α
∗
Ω,k
)
+
1
4
∫
L
d3~k
(2π)3
φ~kφ−~k
∫
L
d3~k′
(2π)3
[
Γ
(1)
4 (
~k,−~k,~k′,−~k′)− Γ(1)∗4 (−~k,~k,−~k′, ~k′)
]
− i
4
∫
L
d3~k
(2π)3
φ~kφ−~k
∫
∂S
d3~p
(2π)3
1
α¯p + α¯∗p
[
Γ
(1)
4 (
~k,−~k, ~p,−~p) + Γ(1)∗4 (−~k,~k,−~p, ~p)
]
− 1
4!
a3
∫
L
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
d3~k4
(2π)3
(2π)3 δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1φ~k2φ~k3φ~k4
×
[[
α¯k1 + α¯k2 + α¯k3 + α¯k4
]
Γ
(1)
4 (
~k1, ~k2, ~k3, ~k4)
−[α¯∗k1 + α¯∗k2 + α¯∗k3 + α¯∗k4]Γ(1)∗4 (−~k1,−~k2,−~k3,−~k4)]
− i
4!
a3
∫
∂L
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
d3~k4
(2π)3
(2π)3 δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1φ~k2φ~k3φ~k4
×
[
Γ
(1)
4 (
~k1, ~k2, ~k3, ~k4) + Γ
(1)∗
4 (−~k1,−~k2,−~k3,−~k4)
]
+
1
2
(2π)3δ3(~0)
∫
L
d3~k
(2π)3
(
αΩ,k − α∗Ω,k
)
+
i
2
(2π)3δ3(~0)
∫
∂L
d3~k
(2π)3
+O(λ2)
}
PΩ.
(5.20)
This is essentially the Liouville equation for the effective theory. It is also the quantum
Fokker-Planck equation, as we shall now show. The first step is to translate some of these
terms into a second functional derivative of PΩ[φL] with the appropriate coefficient. For this
purpose, the following formula, written for an arbitrary momentum-dependent coefficient,
Fk, is very useful,
1
a3
∫
L
d3~k
(2π)3
Fk
δ2PΩ[φL]
δφ~kδφ−~k
=
{
−(2π)3 δ3(~0)
∫
L
d3~k
(2π)3
Fk
[
αΩ,k(t) + α
∗
Ω,k(t)
]
+ a3
∫
L
d3~k
(2π)3
φ~kφ−~k Fk
[
αΩ,k(t) + α
∗
Ω,k(t)
]2
−1
2
∫
L
d3~k
(2π)3
φ~kφ−~k
∫
L
d3~k′
(2π)3
Fk′
[
Γ
(1)
4 (t;
~k,−~k,~k′,−~k′) + Γ(1)∗4 (t;−~k,~k,−~k′, ~k′)
]
+
2
4!
a3
∫
L
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
d3~k4
(2π)3
(2π)3 δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1φ~k2φ~k3φ~k4
×
[
Fk1
(
α¯k1 + α¯
∗
k1
)
+ Fk2
(
α¯k2 + α¯
∗
k2
)
+ Fk3
(
α¯k3 + α¯
∗
k3
)
+ Fk4
(
α¯k4 + α¯
∗
k4
)]
×
[
Γ
(1)
4 (t;
~k1, ~k2, ~k3, ~k4) + Γ
(1)∗
4 (t;−~k1,−~k2,−~k3,−~k4)
]
+O(λ2)
}
PΩ[φL]. (5.21)
When we choose the coefficient function Fk to reproduce the zeroth order structures in the
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coarse-grained Liouville equation, and then gather together what remains, we find that
i
∂PΩ
∂t
= − i
2
∫
∂L
d3~k
(2π)3
1
a3
1
αΩ,k + α
∗
Ω,k
δ2PΩ
δφ~kδφ−~k
+
i
2
∫
L
d3~k
(2π)3
i
a3
αΩ,k − α∗Ω,k
αΩ,k + α
∗
Ω,k
δ2PΩ
δφ~kδφ−~k
−1
2
∫
L
d3~k
(2π)3
φ~kφ−~k
∫
L
d3~k′
(2π)3
1
α¯k′ + α¯
∗
k′
[
α¯k′Γ
(1)∗
4 (−~k,~k,−~k′, ~k′)
−α¯∗k′Γ(1)4 (~k,−~k,~k′,−~k′)
]
PΩ[φL]
+
1
4!
a3
∫
L
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
d3~k4
(2π)3
(2π)3 δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1φ~k2φ~k3φ~k4
×
[[
α¯k1 + α¯k2 + α¯k3 + α¯k4
]
Γ
(1)∗
4 (−~k1,−~k2,−~k3,−~k4)
−[α¯∗k1 + α¯∗k2 + α¯∗k3 + α¯∗k4]Γ(1)4 (~k1, ~k2, ~k3, ~k4)]PΩ[φL]
+O(λ2). (5.22)
So far we have not used our knowledge of the explicit behaviour of the functions αΩ,k
and Γ
(1)
4 . In this coarsely grained version of the Liouville equation, it is only the long
wavelength degrees of freedom that appear — all of the momenta are in the region well
outside the horizon, k ≤ εaH. We are then free to replace Γ(1)4 with its asymptotic value,
which for a massless field was shown to be
Γ
(1)
4 (η;
~k1, ~k2, ~k3, ~k4) =
i
3
λ
H
+O(ε2),
up to corrections suppressed by k2i η
2 ≤ ε2, which leaves
∂PΩ
∂t
= −1
2
∫
∂L
d3~k
(2π)3
1
a3
1
αΩ,k + α
∗
Ω,k
δ2PΩ
δφ~kδφ−~k
+
1
2
∫
L
d3~k
(2π)3
i
a3
αΩ,k − α∗Ω,k
αΩ,k + α
∗
Ω,k
δ2PΩ
δφ~kδφ−~k
+
1
2
∫
L
d3~k
(2π)3
φ~kφ−~k
∫
L
d3~k′
(2π)3
[
λ
3H
]
PΩ[φL]
− 1
4!
a3
∫
L
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
d3~k4
(2π)3
(2π)3 δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1φ~k2φ~k3φ~k4
×
[(
α¯k1 + α¯
∗
k1
) λ
3H
+
(
α¯k2 + α¯
∗
k2
) λ
3H
+
(
α¯k3 + α¯
∗
k3
) λ
3H
+
(
α¯k4 + α¯
∗
k4
) λ
3H
]
PΩ[φL]
+O(λ2). (5.23)
The reason that we have written the quartic term in this slightly lengthier form becomes
clear when we express it in terms of the coarsely grained potential of the effective theory,
VΩ[φL] = 1
4!
λ
∫
L
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
d3~k4
(2π)3
(2π)3δ3(~k1 + ~k3 + ~k3 + ~k4)φ~k1φ~k2φ~k3φ~k4 . (5.24)
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A general Fokker-Planck drift term would have the form∫
L
d3~k
(2π)3
Dk δ
δφ~k
[
δVΩ
δφ
−~k
PΩ
]
=
1
2
λ
∫
L
d3~k
(2π)3
φ~kφ−~k
∫
L
d3~k′
(2π)3
Dk′PΩ
− 1
4!
a3λ
∫
L
d3~k1
(2π)3
d3~k2
(2π)3
d3~k3
(2π)3
d3~k4
(2π)3
(2π)3 δ3(~k1 + ~k2 + ~k3 + ~k4)φ~k1φ~k2φ~k3φ~k4
×
[
(α¯k1 + α¯
∗
k1)Dk1 + (α¯k2 + α¯∗k2)Dk2 + (α¯k3 + α¯∗k3)Dk3 + (α¯k4 + α¯∗k4)Dk4
]
PΩ
+ · · · . (5.25)
Matching between this general expression and what appears in the Liouville equation of
the effective theory, we conclude that Dk = 1/3H in our theory — the familiar result.
We have now arrived at the quantum version of the Fokker-Planck equation, evaluated
to linear order in the coupling,
∂PΩ
∂t
=
∫
L
d3~k
(2π)3
{
Nk δ
2PΩ
δφ~kδφ−~k
+
1
3H
δ
δφ~k
[
δVΩ
δφ
−~k
PΩ
]}
+ · · · , (5.26)
where the quantum — momentum dependent — noise term is
Nk = −1
2
1
a3
1
αΩ,k + α
∗
Ω,k
[
∂
∂t
Θ(εaH − k)
]
+
1
2
i
a3
αΩ,k − α∗Ω,k
αΩ,k + α
∗
Ω,k
Θ(εaH − k) + · · · . (5.27)
In the limit where the wavelengths have all been stretched to be much larger than the
horizon, it is actually only the first of these terms that determines the leading form of the
noise. Recall that the quantum noise Nk and the stochastic noise N are related by
N =
∫
L
d3~k
(2π)3
Nk
Let us evaluate the stochastic noise at leading order in the coupling by replacing αΩ,k =
α¯k + · · · and using the explicit form for α¯k in a massless theory,
α¯k(η) = iH
k2η2
1 + ikη
. (5.28)
The stochastic noise coefficient is then found to be
N0 =
∫
d3~k
(2π)3
{
−1
2
1
a3
1
α¯k + α¯
∗
k
[
∂
∂t
Θ(εaH − k)
]
+
1
2
i
a3
α¯k − α¯∗k
α¯k + α¯
∗
k
Θ(εaH − k)
}
= εa
H4
8π2
∫ ∞
0
dk
{
1 + k2η2
k
δ(εaH − k)
}
+
H3η2
4π2
∫ εaH
0
dk k
=
H3
8π2
(
1 + ε2
)
+
H3
8π2
ε2. (5.29)
In the long wavelength limit, ε ≪ 1, we recover the precisely standard noise term for the
stochastic Fokker-Planck equation,
∂p
∂t
=
H3
8π2
∂2p
∂ϕ2
+
1
3H
∂
∂ϕ
(
∂V
∂ϕ
p(ϕ)
)
, (5.30)
at leading nontrivial order.
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6 Applications and further refinements of the stochastic picture
We see that the leading form of the quantum version of the Fokker-Planck equation for the
effective theory of the long wavelength fluctuations exactly generates the standard Fokker-
Planck equation for the stochastic theory. However, now that we can completely follow
the derivation between these two pictures, we can — as in any effective theory —refine the
basic picture further by evaluating the higher order ‘corrections’ that should appear on the
stochastic side by deriving their analogues directly on the quantum side. For example, we
can see that the standard noise and drift,
N(λ) =
H3
8π2
+O(λ) and D(λ) = 1
3H
+O(λ),
are in fact only the first contributions in a perturbative expansion. What are the forms of
the higher order contributions? Are they also free of late-time divergences? Do other terms
appear in the Fokker-Planck equation? These last would be the analogues of the higher
order operators that appear in the effective Lagrangians in the more familiar applications
of effective field theories.
With a means of directly connecting the quantum and stochastic descriptions of the
theory, we can — at least in principle — explore the behaviour in the late-time limit more
fully. In the static limit of the stochastic theory, the probability function assumes a simple
form at leading order in the coupling, e.g. p(ϕ) ∝ e− λD24N ϕ4 for the quartic theory. However,
as we mentioned in the introduction, the usual interaction-picture treatments, while consis-
tent with the expectations of the stochastic picture, have late-time divergences that make
the approach to this simple, constant, limit difficult to see. In the Schrödinger picture, we
have an alternative framework for investigating the behaviour of the quantum theory in
this limit. In particular it would be interesting to learn the explicit time-dependence as the
probability function approaches its static limit [16].
The technique that we have developed here can also be applied to study the leading
behaviour of the stochastic theories associated with other light or massless fields: multiple
interacting scalar fields, gauge fields, or the actual scalar and tensor fluctuations of infla-
tionary theories. It should be equally instructive to investigate the probability distribution
function, p(t, ϕ(~x)), that is associated with a classical stochastic field. Such fields are used
to describe the long wavelength parts of the n-point functions of quantum fields that are
evaluated at different spatial positions; these are needed to treat the power spectrum and
the non-Gaussianities predicted by inflation.
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