Then the edges e, and es belong to the. path (1,2,5). Its path descriptor is therefore (11~001,100010).
In this graph there are 3 paths from vertex 1 to vertex 5, namely (1,2,5), (1,2,4,5), and (1,4,5). The path descriptor matrix element D(1,5) therefore is a list of 3 path descriptors: ( (11001,100010) (11011,100101) (10011,001001) ).
III. ALGORITHM
The following algorithm will generate D. 1. Britialize D by setting D(ij)=(d((i,j))), a list of one element, for each edge (i,j) in E, and D(ij)=empty-list otherwise. 2. Forj= 1,2;. . N repeat step A.
A. For i=1,2;..,N and k=1,2;..,N repeat step i. i. For each (u,e) in D(iJ) and (w,f) in D(j,k), if u0w.4 = 0 then append (u + w,e +f) to list
It is seen that the step 2A is performed exactly N times. For each iteration of step 2A, step 2Ai is performed N* times. Therefore step 2Ai is performed exactly N3 times.
It must be shown that this algorithm generates precisely the set of descriptors for all possible simple paths in G. Let the completion of the nth iteration of step 2, for j = n be called stage n. At stage 0, prior to the first execution of step 2, D contains the descriptors for all simple paths with no internal vertices. (The algorithm does not generate descriptors for paths of length 0. If these are required, they may be generated separately.) It will be shown that at stage n, D contains precisely the descriptors for all simple paths whose internal vertices are in the list (1,2; . . ,n).
Assume, then, that this condition holds at stage n -1. Let p be any path whose internal vertices are in the list (1,2; . . ,n). If p does not contain vertex n, then its descriptor is already in D. Otherwise, p contains exactly one occurrence of vertex n, say p=(i;.. , n, . . . j). Then the descriptors for paths p' = (i, . . . , n) and p" =(n,-. . ,j) already exist in D(i,n) and D(nj), respectively. Therefore the descriptor forp will be generated at stage n.
This shows that the descriptors for all simple paths will be generated by the algorithm exactly once each. To show that no other descriptor can be generated, notice that any pair of pathsp and q with d(p)= (o,e) in D(i,j) and d(q)=(w,f) in D(j,k) such that vow04 = 0 has one and only one vertex in common, namely j. Therefore the concatenationpq is a simple path.
IV. COMPUTERIMPLEMENTATION
An efficient computer implementation of the above mathematical algorithm has been achieved by dividing each list D(i,j) at stage n into n + 1 blocks Be,B,, . . . ,B,, of descriptors for paths with O,l;.. ,n internal vertices, respectively. Then step 2Ai is performed only for blocks B, in D(ij) and B, in D('j,k) such where the matrices K and W are related to a state variable description of the filter in the following way: element kg of K is defined as the scalar product of the response sequences of state variables i and j when a unit impulse is fed to the filter input; element wC of W is defined as the scalar product of the following two sequences at the filter output: one is the output sequence when a unit impulse is fed to state variable i, and the other is the output sequence when a unit impulse is fed to state variable j. Now, det (KW) '/' is determined by the transfer function of the filter H(z), by (29) in [l], reproduced here as (3). A derivation is given in [2] . It is the purpose of this paper to present a very simple and direct derivation of this relation.
Then, let the filter transfer function considered be where we have also expanded the rational function H(z) in a sum of partial fractions. (Note in passing that the numerator polynomial is that corresponding to the form shown of the denominator polynomial and not the more usual r-"q(z).) We will assume that the roots & are distinct. Also, since H(cc)= h(O) is not interesting, we put it equal to zero. For convenience, we have introduced
A signal flowgraph corresponding to this expansion may consist of n first-order filters in parallel, as illustrated in Fig. 1 . The roots may be complex, in conjugate complex pairs (real coefficients in H(z)), and the filters may be rather impractical; however, at the output, of course, only real sequences appear.
Each numerator constant has been split in two equal factors, for convenience; in this way we get ku= wij, so that matrices K and W become identical. We then only need calculate det K, because det (KW) "'=det (KK)"2=det K.
So, at zero time we feed a unit impulse to the input and watch the response sequences of the various state variables (indicated on Fig. 1 ). These responses, however, are very simple: state variable i responds with the sequence VcdA;) {o,l,AJz,~~,~ . . }.
(The appearance of an initial zero in all these sequences has no influence on the ke.) Then k,, the scalar product of response i and response j, becomes k,j=dt%$ $i&j &. 'I Now consider the terms in det K. Each term will contain a factor Hi da fl, fix , where i runs through 1,2,. . . , n and j runs through a permutation of these same numbers 1,2, . . ,n. Then all the terms will contain the factor This determinant, however, is familiar to mathematicians under the name of Cauchy's determinant [3] , and the following relation is well known: To conclude, the significance of this relation just proved is that it allows the calculation of det (KW)'/', and thereby of the minimal noise obtainable, in a straightforward way directly from H(z) (with poles Xl; . . ,X,, and numerator polynomial q(z)).
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