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(and	cognition	generally)	involve	violations	of	the	law	of	total	probability	(𝑃𝑟𝑜𝑏 𝑋 ≠𝑃𝑟𝑜𝑏 𝑋 ∧ 𝐴 + 𝑃𝑟𝑜𝑏(𝑋 ∧ ~𝐴)),	conjunction	or	disjunction	fallacies	(e.g.,	𝑃𝑟𝑜𝑏 𝐴 ∧ 𝐵 > 𝑃𝑟𝑜𝑏(𝐴)),	





























































































Then,	𝑃𝑟𝑜𝑏 𝐷; 𝑘𝑛𝑜𝑤𝑛	𝐷 = |𝑃M ∙ 𝑒CPEQ: ∙ |𝜓M |I	and	𝑃𝑟𝑜𝑏 𝐷; 𝑘𝑛𝑜𝑤𝑛	𝐶 = |𝑃M ∙ 𝑒CPER: ∙ |𝜓L |I,	
where	|𝜓L 	and	|𝜓M 	encode	the	mental	states	depending	on	whether	the	participant	knows	the	
opponent	will	C	or	D.	Crucially,	in	the	unknown	case,	we	could	assume	|𝜓 = |𝜓L ⊕ |𝜓M 	and	𝐻 =𝐻L ⊕ 𝐻M	where	now	|𝜓 	and	H	are	defined	in	ℂH.	Then,		𝑃𝑟𝑜𝑏 𝐷; 𝑢𝑛𝑘𝑛𝑜𝑤𝑛 = |𝑃M ⊕ 𝑃M ∙𝑒CPER⊕EQ: ∙ |𝜓L ⊕ |𝜓M |I.	But,	𝑒CPER⊕EQ: = 𝑒CPER: ⊕ 𝑒CPEQ:,	an	identity	which	can	be	fairly	
easily	reproduced	using	the	Taylor	expansions	for	each	exponential.	We	can	write	𝑒CPER: ⊕𝑒CPEQ: = 𝑈L(𝑡) ⊕ 𝑈M(𝑡),	where	𝑈L ,	𝑈M	are	the	relevant	unitary	operators	(which	are	functions	of	
time).	Then,	𝑃𝑟𝑜𝑏 𝐷; 𝑢𝑛𝑘𝑛𝑜𝑤𝑛 = |𝑃M ⊕ 𝑃M ∙ 𝑈L(𝑡) ⊕ 𝑈M(𝑡) ∙ |𝜓L ⊕ |𝜓M |I =|𝑃M ∙ 𝑈L(𝑡) ∙ |𝜓L |I + |𝑃M ∙ 𝑈M(𝑡) ∙ |𝜓M |I = 𝑃𝑟𝑜𝑏 𝐷; 𝑘𝑛𝑜𝑤𝑛	𝐶 + 𝑃𝑟𝑜𝑏 𝐷; 𝑘𝑛𝑜𝑤𝑛	𝐷 .	In	other	
words,	if	the	structure	of	the	Hamiltonian	is	separable,	then	the	law	of	total	probability	has	to	be	
obeyed	by	QPT,	in	the	same	way	as	it	holds	for	CPT.	To	allow	for	violations	of	the	law	of	total	











matrix	and	the	three	Pauli	matrices,	𝐼 = 1 00 1 ,	𝜎X = 0 11 0 ,	𝜎d = 0 −𝑖𝑖 0 ,	𝜎f = 1 00 −1 .	
That	is,	any	2x2	complex	Hermitian	matrix	can	be	generated	as	a	linear	combination	of	these	four	
matrices.	Note,	a	common	notation	is	𝐻 = 𝐼 + 𝑛 ∙ 𝜎,	where	the	dot	now	indicates	a	dot	product	and	𝑛,	𝜎	are	vectors	with	three	components,	𝑛X,	𝑛d	etc.	(𝑛	needs	to	be	normalized).	It	is	a	minor	loss	in	




and	𝐻M	a	Hamiltonian	of	the	form	𝐻 = FFghDA 𝜇P 11 −𝜇P ,	which	can	be	written	as	𝐻 = jjVkDA 𝜎X +kDjVkDA 𝜎f.	Note,	the	parameter	𝜇P 	was	interpreted	as	the	gain	for	different	actions	(D	or	C).	In	
Trueblood	and	Busemeyer’s	[29]	work	on	order	effects	in	inference,	the	building	block	of	the	



































points	in	the	Bloch	sphere	given	by	the	following	identification:	|𝜓 = cos rA |0 + 𝑒Pssin rA |1 			 														 				𝜓 = cos 𝜑 sin 𝜃sin 𝜑 sin 𝜃cos 𝜃 	,	
where	|0 = 10 	and	|1 = 01 	is	a	fixed	computational	basis.	Importantly,	the	unitary	operators	𝑒CPyz{ I,	𝑒CPy|{ I,	𝑒CPy}{ I	correspond	to	rotations	of	the	state	vector	by	angle	𝜃,	around	rotation	
axes	which	correspond	to	each	of	the	x,	y,	z	axis.	That	is,	in	the	Bloch	sphere	representation,	each	of	
the	Pauli	matrices	corresponds	to	a	rotation	of	the	state	vector	about	a	particular	axis,	but	rotations	
about	an	arbitrary	axis	𝑛 = 𝑎X𝑛X + 𝑎d𝑛d + 𝑎f𝑛f	can	also	be	specified,	which	correspond	to	a	
unitary	operator	𝑈 = 𝑒CP@∙y{ I	(Figure	1a;	note,	𝑛	must	be	normalized).		
Suppose	we	are	modelling	a	binary	decision,	such	that	the	two	relevant	options	are	𝐴 = 10 	
and	𝐵 = 01 	and	suppose	we	are	interested	in	𝑃𝑟𝑜𝑏T(𝑡)	(it	is	not	necessary	to	explore	𝑃𝑟𝑜𝑏U(𝑡)	
separately	since,	using	CPT	or	QPT	rules,	the	probabilities	for	mutually	exclusive	and	exhaustive	
probabilities	have	to	sum	to	1).	In	the	Bloch	sphere	representation,	the	north	z	direction	
corresponds	to	𝐴 = 10 	and	the	south	z	direction	to	𝐵 = 01 .	Note	also	that	operator	𝜎f		
corresponds	precisely	to	this	observable	𝜎f = 𝐴 >< 𝐴 − 𝐵 >< 𝐵 	(albeit	with	the	eigenvalues	1	
and	-1	instead	of	0	and	1	as	used	in	the	above	notation	for	ket	vectors).	With	some	algebra,	one	can	
show	that	𝑃𝑟𝑜𝑏 𝐴 = jI 1 + 𝜓 ⋅ 𝑛f .	This	has	a	nice	graphical	interpretation,	𝑃𝑟𝑜𝑏 𝐴 = 	 cosI {I =	jI 1 + cos 𝜃 = ZVM = ZVZ⋅ {IZ ,	which	in	words	is	the	proportion	of	the	projection	on	the	vertical	
























more	general	case.	Let	us	consider	the	situation	when	|𝜓 = 𝐴 = 10 .	Then,	𝑃𝑟𝑜𝑏T(𝑡) =| 𝜓(𝑡) 𝐴 |I,	where	|𝜓(𝑡) = 𝑒CP:@⋅y|𝐴 	and	𝑛 ⋅ 𝜎	is	a	general	Hamiltonian.	Since	|𝜓(𝑡) =𝑒CP:@⋅y|𝐴 ,	then	𝑃𝑟𝑜𝑏T(𝑡) = | 𝐴 𝑒CP:@⋅y 𝐴 |I.	Now	consider	an	alternative	Hamiltonian,	produced	
by	rotating	𝑛	by	angle	a	about	the	z	axis;	the	new	Hamiltonian	would	be	given	by	𝑛′ ⋅ 𝜎.	The	
corresponding	unitary	operator	is	given	by	𝑛 ⋅ 𝜎 = 𝑒CD}A 𝑛 ⋅ 𝜎𝑒D}A .	Noting	that	𝐶𝑒U𝐶Cj = 𝑒LULF 	
(this	identity	is	independent	of	whether	B,	C	commute,	and	can	be	easily	verified	with	a	Taylor	
expansion),	we	have	|𝜓′(𝑡) = 𝑒CP:@⋅y|𝐴 = 𝑒CP:YD}/A@⋅yYD}/A|𝐴 .	So,	𝑃𝑟𝑜𝑏T′(𝑡) =| 𝜓(𝑡) 𝐴 |I = | 𝐴 𝑒CPy}/I𝑒CP:@⋅y𝑒Py}/I 𝐴 |I = | 𝐴 𝑒CP/I𝑒CP:@⋅y𝑒P/I 𝐴 |I.	The	last	equality	
employs	the	fact	that		𝜎f	|𝐴 = |𝐴 = 10 ,	and	then	the	three	operators	𝑒P/I,	𝑒CP:@⋅y,	𝑒CP/I	

















Hamiltonian	now	looks	like	𝐻 = 𝑛d𝜎d + 𝑛f𝜎f?	As	the	rotation	axis	moves	in	the	yz	plane	from	the	y-
axis	to	the	z-axis,	the	amplitude	of	the	oscillation	is	reduced	and	the	average	𝑃𝑟𝑜𝑏T(𝑡)	is	increased.	
Therefore,	in	moving	from	a	Hamiltonian	of	the	form	𝐻 = 𝜎d	to	one	of	the	form	𝐻 = 𝑛d𝜎d + 𝑛f𝜎f	
one	basically	increases	the	minimum	possible	value	for	𝑃𝑟𝑜𝑏T(𝑡);	the	greater	𝑛f	relative	to	𝑛d,	the	
higher	the	minimum	possible	value	for	𝑃𝑟𝑜𝑏T(𝑡)	(compare	Figures	2b,	2c	and	2d).	The	impact	of	
introducing	a	𝜎X	component,	so	that	the	Hamiltonian	is	now	of	the	more	general	form	𝐻 = 𝑛X𝜎X +𝑛d𝜎d + 𝑛f𝜎f	is	subtler	still.	As	indeed	shown	in	Figures	2b,	2c,	2d,	the	critical	factor	affecting	the	
amplitude	of	oscillations	is	the	angle	between	𝑛	and	the	z-axis,	so	that	when	𝑛d ≫ 𝑛X, 𝑛f		(i.e.,	the	












































Figure	2b.	A	simple	form	of	dynamics	regarding	𝑃𝑟𝑜𝑏T(𝑡)	(projection	along	the	z-axis),	where	𝐻 = 𝜎d.Probability	𝑃𝑟𝑜𝑏T 𝑡 	oscillates	between	
0	and	1.	
	 	
Figure	2c.	Hamiltonian	of	the	form	𝐻 =𝑛d𝜎d + 𝑛f𝜎f;	rotation	axis	𝑛	in	yz	plane	at	
angle	𝜃	to	z-axis.			
	
Figure	2d.	Hamiltonian	of	the	form	𝐻 = 𝑛d𝜎d +𝑛f𝜎f;	rotation	axis	𝑛	in	yz	plane	at	angle	𝜃′	to	z-
axis.	
	
Figure	2e.	Hamiltonian	of	the	form	𝐻 =𝑛X𝜎X + 𝑛d𝜎d + 𝑛f𝜎f;	rotation	axis	𝑛	at	angle	𝜃	to	z-axis	(i.e.	it	obtains	from	that	in	Figure	2c	
	






















































choices	for	the	Hamiltonian	on	𝑃𝑟𝑜𝑏T(𝑡),	𝐴 = 10 .	Before	we	do	this,	there	is	a	source	of	
complexity	which	we	have	yet	to	consider,	concerning	the	way	the	state	vector	is	specified.	The	
elementary	way	to	specify	a	state	vector	of	a	two	state	QPT	system	is	as	a	vector	in	a	two-










two	orthogonal	states,	 𝑎𝑏 	and	 𝑎𝑏 .	Then,	the	state	of	the	system	would	be	written	as	𝑝𝑃  +(1 − 𝑝)𝑃  ,	where	𝑃  	indicates	the	projector	along	the	 𝑎𝑏 	ray	and	analogously	for	𝑃  .	The	
variable	𝑝	is	analogous	to	a	classical	probability	that	any	particular	individual	will	be	in	state	 𝑎𝑏 .	
Alternatively,	we	could	assume	that	participants	are	in	one	of	two	non-orthogonal	states,	so	that	the	
state	of	the	system	is	𝑝𝑃  + (1 − 𝑝)𝑃  .	In	general,	a	mixed	state	can	be	represented	by	any	
positive,	semi-definite	operator	𝜌,	such	that	𝑡𝑟 𝜌 = 1	and	𝜌 = 𝜌.	For	illustration,	we	show	the	
mixed	state	explicitly	assuming	a	decomposition	into	two	orthogonal	states	in	ℝ	we	have	𝜌 =𝑎 −𝑏𝑏 𝑎 𝑝 00 1 − 𝑝 𝑎 𝑏−𝑏 𝑎 = 𝑝𝑎I + 𝑏I(1 − 𝑝) 2𝑝𝑎𝑏 − 𝑎𝑏2𝑝𝑎𝑏 − 𝑎𝑏 𝑝𝑏I + 𝑎I(1 − 𝑝) ;	the	corresponding	

















































solutions	using	the	identity	𝑒 CPE: = cos 𝜔𝑡 𝐼 − 𝑖𝑠𝑖𝑛 𝜔𝑡 𝑛 ⋅ 𝜎,	where	𝑛 ⋅ 𝜎 = 𝑛X𝜎X + 𝑛d𝜎d +𝑛X𝜎f	.	These	correspond	to	the	famous	Rabi	oscillation	expressions,	where	𝜔	is	the	Rabi	frequency,	
which	we	consider	as	a	scaling	constant	(for	time,	or	whichever	other	quantity	t	corresponds	to)	and	
I	is	the	identity	matrix.	In	its	more	general	form,	when	𝑋I = (1 + ℎI)𝛪,	the	unitary	propagator	can	
be	shown	to	satisfy	 𝑒CP:  = cos( 1 + ℎI𝑡)	𝛪 − 𝑖 sin( 1 + ℎI 𝑡)1 + ℎI 𝑋	
with	h	another	constant	which	we	shall	relate	to	mixing	strength	in	ℂH	in	the	next	section.	Table	1	
shows	the	unitary	propagator	for	simple	Pauli	matrix	based	Hamiltonians	and	gives	the	
corresponding	outcome	probabilities	for	state	𝐴 = 10 	starting	from	initial	vector	 𝑎𝑏 	in	ℝI,	with	
14	
	𝑏 = 	± 1 − 𝑎I.	The	outcome	probabilities	for	state	A	over	time	are	obtained	using	the	QPT	








Hamiltonian	 Unitary	time	propagator,	𝑒CPE: 	 𝑃𝑟𝑜𝑏T(𝑡)	𝜎X	 cos 𝑡 −𝑖 sin 𝑡−𝑖 sin 𝑡 cos 𝑡 	 𝑎I cosI 𝑡 + 	 1 − 𝑎I sinI 𝑡	𝜎d	 cos 𝑡 − sin 𝑡sin 𝑡 cos 𝑡 	 𝑎I cosI 𝑡 + 	 1 − 𝑎I sinI 𝑡 ∓ 2	𝑎 1 − 𝑎I cos 𝑡 sin 𝑡	𝜎f	 cos 𝑡 − 𝑖 sin 𝑡 00 cos 𝑡	 + 𝑖 sin 𝑡	 	 𝑎I	𝜇 ⋅ 𝜎f+ 1 − 𝜇I ⋅ 𝜎X	 cos 𝑡 − 𝑖 ⋅ 𝜇 ⋅ sin 𝑡 −𝑖 sin 𝑡 1 − 𝜇I−𝑖 sin 𝑡 	 1 − 𝜇I cos 𝑡	 + 𝑖 ⋅ 𝜇 ⋅ sin 𝑡	 	 𝑎I cosI 𝑡 + (𝜇I𝑎I + 1 − 𝜇I 1 − 𝑎I± 2	𝑎𝜇 1 − 𝑎I 1 − 𝜇I) sinI 𝑡	𝜇 ⋅ 𝜎f+ 1 − 𝜇I ⋅ 𝜎d	 cos 𝑡 − 𝑖 ⋅ 𝜇 ⋅ sin 𝑡 − sin 𝑡 1 − 𝜇Isin 𝑡 1 − 𝜇I cos 𝑡 + 𝑖 ⋅ 𝜇 ⋅ sin 𝑡 	 𝑎I cosI 𝑡 + 𝜇I𝑎I + 1 − 𝜇I 1 − 𝑎I sinI 𝑡∓ 2	𝑎 1 − 𝑎I 1 − 𝜇I cos 𝑡 sin 𝑡	𝜇 ⋅ 𝜎X+ 1 − 𝜇I ⋅ 𝜎d	 cos 𝑡 −𝑖 sin 𝑡 (𝜇 − 𝑖 1 − 𝜇I)−𝑖 sin 𝑡 (𝜇 + 𝑖 1 − 𝜇I) cos 𝑡 	 𝑎I cosI 𝑡 + 	 1 − 𝑎I sinI 𝑡∓ 2	𝑎 1 − 𝑎I 1 − 𝜇I cos 𝑡 sin 𝑡	𝜇	 ⋅ 𝜎X + 𝜈 ⋅ 	𝜎d+	 1 − 𝜇I − 𝜈I⋅ 	𝜎f	 cos 𝑡 − 𝑖 ⋅ 	 1 − 𝜇I − 𝜈I ⋅ sin 𝑡 −𝑖 ⋅ (𝜇 − 𝑖	𝜈) ⋅ sin 𝑡−𝑖 ⋅ (𝜇 + 𝑖	𝜈	) ⋅ sin 𝑡 cos 𝑡 + 𝑖	 ⋅ 1 − 𝜇I − 𝜈I ⋅ sin 𝑡 	 𝑎

















	 The	first	point	is	that	if	we	are	concerned	just	with	projection	along	𝐴 = 10 	and	adopt	the	
simplest	possible	Hamiltonian	(corresponding	to	just	a	single	Pauli	matrix),	then	choice	of	
Hamiltonian	informs	the	maximum	amplitude	of	the	oscillations,	as	can	be	seen	in	Figure	3,	

























































































































































































































































































































































































































































































































































𝑎1 − 𝑎I ,		orthogonal	mixed		state	with	weight	1/3	for		 𝑎1 − 𝑎I 	and	2/3	for	 − 1 − 𝑎I𝑎 	and,		initial	general	
mixed		state	with	weight	1/3	for		 𝑎1 − 𝑎I 	and	2/3	for		 −0.80.6 .	For	𝑎I = 0	to	1	in	steps	of	0	.2	(i=0	to	5).	
In	Figure	6	we	juxtapose	the	temporal	behavior	of	the	outcome	probability	for	the	equiponderate	

































































































���� ������ ������������ -> σ�
18	
	
causes	 𝑎, 𝑏 → 𝑐𝑠𝑡 ∙ 𝑎 + 𝑐𝑠𝑡 ∙ 	𝑏, 𝑐𝑠𝑡 ∙ 	𝑏 + 𝑐𝑠𝑡 ∙ 	𝑎 .	This	effect	is	clear	in	Figure	7	where	we	






transition	to		𝜎d + 𝜎f,	𝜎X + 𝜎f	𝑎𝑛𝑑	𝜎X + 𝜎d	by	letting		𝜇I	=	0	to	1	and	𝜈I = 0	to	1	in	steps	of	0.2	(i=0	to	5).	For	initial	pure	














then	whatever	the	specific	form	for	the	evolution	of	the	composite	state	vector	|𝜓j ⊕ |𝜓I ,	the	
resulting	probabilities	will	obey	the	law	of	total	probability.	But,	like	Markovian	dynamics,		QPT	
dynamics	on	the	composite	system	allows	extensions	of	the	form	𝐻j ⊕ 𝐻I + 𝐻WPX.	In	QPT	𝐻WPXYZ 	




































































identity	 𝑒CP:  = cos( 1 + ℎI𝑡)	Ι − 𝑖 sin	( 1 + ℎI 𝑡)1 + ℎI 𝑋,	




analytical	expression.		We	can	write	such	a	Pauli-based	general	Hamiltonian	as	𝐻 =𝑛µP@ ⋅ 𝜎 𝑛]PX ⋅ 𝜎𝑛]PX ⋅ 𝜎 𝑛¶\[Y ⋅ 𝜎 .		Where	we	have	normalization	conditions	on	the	weighing	vector	for	the	
Hamiltonian	composition	in	both	subspaces	of	win	and	lose		𝑛µP@ ⋅ 𝑛µP@ = 1 = 	𝑛¶\[Y ⋅ 𝑛¶\[Y.		
Notice,	we	do	not	assume	normalization	of	𝑛]PX,	as	its	norm	will	be	defining	for	the	strength	of	the	
mixing	dynamics.	For	simple	calculational	notation	it	is	convenient	to	employ	Feynman’s	slash	
notation,	so	that	the	Hamiltonian	can	be	rewritten	as	𝐻 = 	 𝑤 ℎℎ 𝑙 ,	where	𝑤	is	short	hand	for	𝑛µ ⋅𝜎,	and	𝑙	stands	for	𝑛¶ ⋅ 𝜎,		finally	ℎ = 𝑛]PX ⋅ 𝜎.	Using	this	slash	notation	and	following	Pauli	matrix	




Noting	that	𝐻I = 1 + ℎI 𝑤 ⋅ ℎ + ℎ ⋅ 𝑙ℎ ⋅ 𝑤 + 𝑙 ⋅ ℎ 1 + ℎI ,	we	will	now	require	this	expression	to	be	of	
the	form	(1 + ℎI)𝛪H:	
𝐻I = (1 + ℎI) 𝐼 11 + ℎI ℎ ⋅ 𝑤 + 𝑙 𝐼 + 𝑖	ℎ×(𝑙 − 𝑤) ⋅ 𝜎11 + ℎI ℎ ⋅ 𝑤 + 𝑙 𝐼 − 𝑖	ℎ×(𝑙 − 𝑤) ⋅ 𝜎 𝐼 	
where	we	have	used	𝑏. 𝑎 = 𝑛 ⋅ 𝑛𝐼 + 𝑖	𝑛×𝑛 ⋅ 𝜎 = 	𝑛 ⋅ 𝑛𝐼 − 𝑖	𝑛×𝑛 ⋅ 𝜎 = (𝑎. 𝑏)		and	self-
adjointness	of	the	Pauli	matrices.	We	therefore	have	to	meet	the	following	two	conditions:		ℎ ⋅ 𝑤 + 𝑙 = 0,	ℎ× 𝑙 − 𝑤 = 0,	
or	explicitly	 𝑛]PX ⋅ 𝑛µP@ + 𝑛¶\[Y = 0,	𝑛]PX× 𝑛¶\[Y − 𝑛µP@ = 0.	
Thus	𝑛]PX	should	be	orthogonal	to	the	sum	of	𝑛µP@	and	𝑛¶\[Y,	and	parallel	to	their	difference.	This	is	











































L	states:	a	linear	combination	of		 0	0	 𝑝¶		 1 − 𝑝¶	 	and	 0	0	 − 1 − 𝑝′[¶		 𝑝′[¶		 .			
	 In	the	disjunctive	condition	the	decision	maker	has	no	information	on	the	condition	and	will	
attribute	a	weight	𝑝µ	to	believing	𝑤	to	be	the	condition	(or	weight		1 − 𝑝µ	for	possibility	that	𝑙	is	
the	condition).	The	initial	belief	state	of	the	decision	maker	is	then	a	superposition	 𝑝µ		times	the	𝑤	state	and	 1 − 𝑝µ	times	the	𝑙	state.	We	choose	square	roots	with	plus	sign	ignoring	possible	phase	difference	in	order	to	keep	things	as	simple	as	possible.	We	suppose	a	similar	predisposition	to	occur	in	the	second	subgroup	but	then	parametrized	by	𝑝′µ.	
Unknown	states:	combination	of	 𝑝µ 𝑝µ		 𝑝µ 1 − 𝑝µ		 1 − 𝑝µ 𝑝¶		 1 − 𝑝µ 1 − 𝑝¶ 	and	 − 𝑝µ 1 − 𝑝[µ			 𝑝µ	 𝑝[µ 		− 1 − 𝑝µ 1 − 𝑝[¶		 1 − 𝑝′µ 𝑝′[¶ .	
We	proceed	in	ℂH	as	in	ℂI	(Section	4).	The	initial	mixed	state	is	obtained	by	weighing	the	
respective	projectors	for	both	participant	groups;	𝜌 (0) = 𝑝𝑃  + (1 − 𝑝)𝑃′ 	,	where	𝑋can	be	any	of	𝑤,	𝑙	or	𝑢	(note,	unknown	state	is	produced	as	a	combination	of	the	w	and	l	states,	as	above,	we	just	
indicate	here	where	the	projectors	for	the	mixed	state	should	come	from).  	
The	Schrödinger	evolution	for	the	density	operator	implies		𝜌  𝑡 = 𝑒CPE:𝜌  0 𝑒VPE:	and	
the	outcome	probability	of	obtaining	a	“continue”	decision	–	i.e.	probability	to	decide	to	𝑐	–		under	
condition	𝑋		is	obtained	by	taking	the	trace		𝑃𝑟𝑜𝑏T 𝑡 = 𝑡𝑟 𝑃T		𝜌 𝑡 𝑃T	 ,	with	projector		𝑃T		now	













contribution	(i.e.,	the	contribution	from	the	known	win	dynamics),	one	term	with	pre-factor	1 −𝑝µindicating	it	is	the	𝑙-contribution	and	finally	an	interference	term	preceded	by	the	factor	𝑝µ 1 − 𝑝µ		exclusively	produced	by	the	mixing	dynamics.	One	should	however	notice	that	both	in	





	𝑃T 𝑡 = 𝒑𝒘 cosI 1 + ℎI𝑡 	𝑝µ+ 11 + ℎI sinI	( 1 + ℎI 𝑡) 𝑛×fI𝑝µ + 2	𝑛×X	𝑛×f 𝑝µ 1 − 𝑝µ+ 1 − 𝑝µ 𝑛×X	I + 𝑛×d	I+ 𝑛WfI𝑝µ + 2	𝑛WX	𝑛Wf 𝑝µ 1 − 𝑝µ + 1 − 𝑝µ 𝑛WX	I + 𝑛Wd	I− 11 + ℎI 2 sin 1 + ℎI	𝑡 cos 1 + ℎI𝑡 		𝑛×d	 𝑝µ 1 − 𝑝µ+	 𝟏 − 𝒑𝒘 cosI 1 + ℎI𝑡 	𝑝¶+ 11 + ℎI sinI	( 1 + ℎI 𝑡) [𝑛WfI𝑝¶ + 2	𝑛WX	𝑛Wf 𝑝¶ 1 − 𝑝¶ + (1 − 𝑝¶)(𝑛WX	I+ 𝑛Wd	I)] + 𝑛ÛfI𝑝¶ + 2	𝑛ÛX	𝑛Ûf 𝑝¶ 1 − 𝑝¶ + 1 − 𝑝¶ 𝑛ÛX	I + 𝑛Ûd	I− 11 + ℎI 2 sin 1 + ℎI	𝑡 cos 1 + ℎI𝑡 	𝑛Ûd	 𝑝¶ 1 − 𝑝¶+ 𝒑𝒘 𝟏 − 𝒑𝒘 11 + ℎI sinI	( 1 + ℎI 𝑡) 		2[𝑛Wf𝑛×f 𝑝¶ 𝑝µ+ 𝑛WX𝑛×f 1 − 𝑝¶ 𝑝µ + 𝑛Wf𝑛×X 𝑝¶ 1 − 𝑝µ+ 𝑛WX𝑛×X + 𝑛Wd𝑛×d 1 − 𝑝¶ 1 − 𝑝µ]+ 	2 𝑛Wf𝑛Ûf 𝑝µ 𝑝¶ + 𝑛WX𝑛Ûf 1 − 𝑝µ 𝑝¶ + 𝑛Wf𝑛ÛX 𝑝µ 1 − 𝑝¶+ 𝑛WX𝑛ÛX + 𝑛Wd𝑛Ûd 1 − 𝑝µ 1 − 𝑝¶− 11 + ℎI 2sin 1 + ℎI	𝑡 cos 1 + ℎI𝑡 𝑛Wd 	 𝑝µ 1 − 𝑝¶ 	+ 		 𝑝¶ 1 − 𝑝µ	 																																																																																				
In	Figure	8	the	effect	of	increasing	the	mixing	parameter	𝑚	is	shown	for	a	𝑢-state	defined	by		𝑝µ = .6,	𝑝µ = .7	and		𝑝¶ = .1	,	and	its	subspace	𝑤-dynamics	and	𝑙-dynamics	are	defined	by	the	










combination	𝑤 = . 9, 0, 1 	in	𝑤-space	and	𝑙 =−.5, 0, 1 	in	𝑙-space,	and	with	an	initial	pure	











respectively	𝑝µ	and	𝑝¶:	 𝑃Ý\:,T 𝑡 = 	 𝑝µ	𝑃T|µ 𝑡 + 𝑝¶	𝑃T|¶ 𝑡 	
where	we	have	rendered	explicit	the	conditional	𝑤	and	𝑙	in	the	index	of	𝑃T.	Any	quantum	violation	










































superposition	𝑤 = . 9, 0, 1 	
in	𝑤-space	and	𝑙 =−.5, 0, 1 	in	𝑙-space,	and	












Pauli	matrix superposition	𝑤 = . 9, 0, 1 	in	𝑤-space	and	𝑙 = −.5, 0, 1 	in	𝑙-space,	and	
with	an	initial	pure	state	in	𝑢-

























































































































identity	matrix	𝐼	multiplied	by	1/N.	So,	the	diagonal	elements	of	𝜌I	are	1/𝑁I,	and	𝑇𝑟 𝜌I = 𝑁 ⋅jäA = jä.		Such	a	maximally	mixed	state		jä 𝐼	is	always	a	(stable)	solution	to	our	Lindblad	equation,	
because	𝐼	commutes	with	any	operator	-	in	particular,	with	𝐻and	𝐽f,	and	very	often	it	is	the	only	
stable	solution	(see	below	for	an	exception).	In	general,	we	can	represent	any	density	matrix	𝜌 =	jä 𝐼 + µ	,	where	µ		is		a	(not	positive)	traceless	matrix.	Then,	𝑇𝑟 𝜌I = 	𝑇𝑟 jäA 𝐼	 + 	𝑇𝑟 µI ,	and	we	










the	simple	ℂIcase,	we	have	 0 𝜌jI𝜌Ij 0 ,	which	again	illustrates	(to	a	first	approximation)	how	the	
differential	equation	for	𝜌	includes	terms	producing	a	gradient	towards	0	for	the	off-diagonal	terms.	
For	a	four	dimensional	system	(ℂI⨁ℂI,	which	has	been	much	of	the	focus	of	this	paper,	or	the	non-
separable	version),	we	can	specify		𝐽f	in	the	Lindblad	equation	as	𝐽f = 𝜎f⨁𝜎f =𝐷𝑖𝑎𝑔(	jI		CjI 			jI		CjI 	).	Then,	the	last	term	in	the	Lindblad	equation	would	be	















the	mixing	term	as	described	in	Section	5,	and	with	parameters	𝑛µ = (0, 0.8, 0.6),	𝑛¶ = (0.8, 0.6, 0)	
and		m=1	there	exists	a	non-trivial	(not	𝐼/4)	stable	state	solution		
𝜌(∞) = 0.1 3 00 3 −1 00 −1−1 00 −1 2 00 2 	







mixing	|𝑐𝑤 	and	|𝑐𝑙 	as	well	as	|𝑠𝑤 	and	|𝑠𝑙 .	Then,	the	ℂH	Hamiltonian	would	have	four	distinct	
eigenvalues,	± 2 ± 𝑔,	where	we	denoted			𝑔I = 2	 1 + 𝑛¶\[Y ⋅ 𝑛µP@ , and	none	of	the	eigenvectors	
is	an	eigenvector	of	𝐽f,	hence	the	only	stable	mixed	state	is	𝐼/4.			
	 As	it	is	the	case	with	𝐻	and	𝐽f	considered	throughout	the	paper,	we	can	see	directly	from	the	
form	of	𝐽f	that	it	has	invariant	subspaces	𝑆𝑝𝑎𝑛(|𝑐𝑤 	, |𝑐𝑙 )	and		𝑆𝑝𝑎𝑛(|𝑠𝑤 	, |𝑠𝑙 )	and	it	is	easily	







or	represent	𝜌(∞) = 	 jH 𝐼 + µ(∞)	, where	µ is	a	traceless	operator	responsible	for	pertaining	of	
coherence 		
𝜇(∞) = 0.1 0.5 00 0.5 −1 00 −1−1 00 −1 −0.5 00 −0.5 	
and	calculate	 1 − 𝑇𝑟 𝜌I ääCj	=	1 − 𝑇𝑟 µI ääCj	=	1-4·0.12·(0.52+(-1)2)	·4/3=.933.	For	other	values	
of	parameters	the	situation	is	similar.		
													For	a	more	general	picture,	we	may	look	for	a	stable	state	solution	satisfying	commutative	
relations	[𝐻, 𝜌] = 	0,	and		 𝐽f, 𝜌 = 0	(note	that	[𝐽f, 𝐽f, 𝜌 ] = 0	if	and	only	if	 𝐽f, 𝜌 = 0).	From	the	
commutation	relation	 𝐽f, 𝜌 = 0	we	obtain	the	form	of	the	solution		
𝜌(∞) = 𝜌jj 00 𝜌II 𝜌jé 00 𝜌IH𝜌jé 00 𝜌IH 𝜌éé 00 𝜌HH 	
with	the	condition	that	all	elements	are	real	numbers.	Plugging	this	form	into	the	equation	[𝐻, 𝜌] =	0,	we	obtain	the	following	one-parametric	solution	(𝑚	is	fixed	as	mixing	strength)		:	
	
𝜌(∞) = îH + 𝜇 𝑐,∞ = îH + 𝑐 1 0 −2𝑚 00 1 0 −2𝑚)−2𝑚 0 −1 00 −2𝑚 0 −1 ,	
where	𝑐	is	a	real	number,	0 ≤ 𝑐 ≤ 1/2.	Note	that	the	solution	is	independent	of		𝑛µ	and	𝑛¶,	but	the	
parameter	𝑐	depends	on	the	difference		𝜌jj(0) + 𝜌II(0) − (𝜌éé(0) + 𝜌HH(0)) − 2𝑚(𝜌jé(0) +𝜌éj(0) + 𝜌IH(0) + 𝜌HI(0)).		The	solution	𝜌(∞)	has	two	eigenvalues:	14 ± 𝑐 1 + 4mI,	




start	with	a	uniform	mixture	𝐼/4	 𝑐 = 0 ,	or	any	other	stable	state	with	𝑐 > 0,	we	are	bound	to	stay	
in	this	initial	state,	since	it	is	stationary.	Suppose	that	a	particular	initial	state		𝜌(0)		stabilizes	to	a	
particular	𝜌(∞) = 𝐼/4 + 𝜇(𝑐,∞)	(with	some	concrete	𝑐).	Since	the	Lindblad	equation	is	linear	in	the	
density	matrix	𝜌,	the	linear	combination	of	its	solutions	are	also	solutions.	If	we	consider	now	a	
weighted	mixture	of	𝜌(0)		and		𝐼/4	,	𝜌(𝑎, 0) = 	𝑎𝜌 0 + 1 − 𝑎 𝐼/4,		with	the	weight	0 < 𝑎 < 1,	


















there	and	tends	to	the	stable	state	𝜌 ∞ = 𝐷𝑖𝑎𝑔(1/2	1/2	0	0)	in	the	basis	described	in	this	
paragraph,	which	has	66%	decoherence	(minimal	possible).	The	resulting	expression	for	the	
parameter	𝑐	is:					c	 = 𝜌jj(0) + 𝜌II(0) − (𝜌éé(0) + 𝜌HH(0)) − 2𝑚(𝜌jé(0) + 𝜌éj(0) + 𝜌IH(0) + 𝜌HI(0))4(1 + 4𝑚I) .	




Lindblad	term.	Starting	with	the	initial	state	𝜌 0 = 𝐷𝑖𝑎𝑔(0	0	0	1),	we	looked	at	decoherence	
across	a	range	of	the	Γ parameter	(0,	0.5,	1,	1.5,	2),	numerically	solving	the	Lindblad	equation.	Figure	
11	plots	the	evolution	of	the	elements		𝜌jj 𝑡 ,	𝜌II 𝑡 ,	𝜌éé 𝑡 ,	𝜌HH 𝑡 ,	 𝜌HI 𝑡 	and	the	decoherence	
measure	as	described	above.	One	can	see	that	the	decoherence	measure	grows	from	zero	to	.933,	























































































































the	polar	angle	of	the	vector	n	defined	by	the	Hamiltonian	𝐻 = 𝑛 ∙ 𝜎.	In	view	of	the	fact	that	main	
features	of	the	probabilistic	behaviour	are	insensitive	to	the	particular	distribution	of	weights	
between	𝜎Xand		𝜎done	may	simplify	the	picture	by	considering	only	𝜎fand		𝜎dcomponent	in	the	
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Appendix	2	:	Analytical	expression		𝑃𝑟𝑜𝑏T(𝑡),	for	general	Hamiltonian	form	𝐻µP@ ⊕ 𝐻¶\[Y + 𝐻WPXYZ,		
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