ABSTRACT Many large, half-sib sire families are an integral component of chicken genetic improvement programs. These family structures include a sufficient number of individuals for mapping quantitative trait loci (QTL) at high statistical power. However, realizing this statistical power through individual or selective genotyping is yet too costly to be feasible under current genotyping methodologies. Genotyping costs can be greatly reduced through selective DNA pooling, involving densitometric estimates of marker allele frequencies in pooled DNA samples. When using dinucleotide microsatellite markers, however, such estimates are often confounded by overlapping "shadow" bands and can be confounded
INTRODUCTION
Genetic improvement programs in layer and broiler chickens are typically based on family selection schemes and involve many large, half-sib, sire families. It is not uncommon to have programs involving the annual rearing of 100 sire families, each including 100 daughters individually phenotyped for several production traits. Such programs have a suitable population structure and a sufficient number of individuals for mapping quantitative trait loci (QTL) at high statistical power (Soller and Genizi, 1978; Song et al., 1999) . However, genotyping over 10,000 individuals with respect to a battery of 100 to 200 markers, as required for an effective QTL scan based on a half-sib design is still far too costly to be economically justified, for even the largest breeding operation. Although selective genotyping applied on a family basis could reduce costs 2002 Poultry Science Association, Inc. Received for publication November 15, 2000. Accepted for publication October 18, 2001. 1 To whom correspondence should be addressed: lipkin@vms. huji.ac.il. 
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further by differential amplification of alleles. In the present study a shadow correction procedure provided accurate densitometric estimates of allele frequency for dinucleotide microsatellite markers in pools made from chicken purified DNA samples, fresh blood samples, and frozen-thawed blood samples. In a retrospective study, selective DNA pooling with thawed blood samples successfully identified two QTL previously shown by selective genotyping to affect resistance in chickens to Marek's disease. It is proposed that use of selective DNA pooling can provide relatively low-cost mapping and use in marker-assisted selection of QTL that affect production traits in chickens.
by as much as three-fifths, this procedure would be effective only for a single trait or a complex of highly correlated traits (Darvasi and Soller, 1992) .
The high costs of screening large populations for marker allele frequencies can be markedly reduced by use of selective DNA pooling (Darvasi and Soller, 1994; Lipkin et al., 1998) . The marker-QTL linkage is determined by differences in allele frequency in pooled DNA samples of individuals taken from the extreme high and low tails of the phenotypic distribution of the population. Estimation of allele frequencies in pooled DNA samples is based on a linear relation between the allele frequency in the group of individuals making up the pool and the final allele band intensity after genotyping the pool, as determined by densitometry. At present, most of the markers used in constructing chicken genomic maps are dinucleotide microsatellites having a poly(TG) motif (Groenen et al., 2000) . With dinucleotide microsatellites, the band representing the genomic sequence (the main band) is usually accompanied by a series of shadow or stutter bands, derived from the genomic tract by deletion or insertion of one or more repeat motifs Litt et al., 1993; Murray et al. 1993) . Consequently, an observed band in a pool is often a composite of the main product of a genomic tract and several shadow products generated by contiguous alleles in the same lane, which has the effect of seriously biasing estimates of allele frequency that are based on band densitometry.
Several shadow correction procedures have been proposed (LeDuc et al., 1995; Perlin et al., 1995; Daniels et al., 1998; Lipkin et al., 1998) . In the present study, the procedure of Lipkin et al. (1998) was used to provide allele frequency estimates of poly(TG) microsatellite allele frequency in pooled samples of purified chicken DNA and in pools of fresh or frozen-thawed chicken red blood cells.
MATERIALS AND METHODS
In this paper, estimates of allele frequency based on densitometry of pooled DNA or blood samples will be termed densitometric estimates. Estimates based on individual genotyping will be termed individual genotyping estimates.
Individual Genotyping Estimates
The frequency in the pool of a microsatellite allele A n , as estimated from N individual genotypes, was calculated as follows:
where n is the number of motif repeats in the genomic microsatellite tract of allele A n , and O n is the number of occurrences of A n among the genotyped birds.
Shadow Band Correction
Densitometric Estimates. Allele frequency estimates based on pool densitometry, including shadow correction of main bands, were based on the observation by Lipkin et al. (1998) that relative intensity (RI) of a shadow band is a tight linear function of n (as defined above) and i, the order of the shadow band, i.e., the number of inserted (i = +1) or deleted (i = −1, −2, or −3) motifs by which the shadow band differs from the genomic tract. RI n,i is then defined as
where D n is the densitometric intensity of a main band derived from the genomic tract of A n , and D n,i is the densitometric intensity of the ith shadow band derived from the genomic tract of A n . The experimentally determined linear regression of RI on n within i was used to correct the densitometric intensity of microsatellite bands for overlapping shadow bands (Lipkin et al., 1998) .
In the present study, there were only two or three alleles per pool, and the main bands of the alleles were identified by the source populations. Hence, the shadow correction procedure developed by Lipkin et al. (1998) , as adapted to the mapping population in the present study, was as follows.
Given the densitometric intensity of all main bands in a pool, and taking into account shadow bands, the shadow corrected intensity (CI) of any given main band, CI n , is obtained by
where n, D n , and i are as above; CI n−i is the shadow corrected intensity of D n−i ; and RI n−i,i is the RI of that shadow band of A n−i that overlaps the main band of A n (this is the shadow band that is derived by deletion or insertion of i repeats from A n−i ). For example, if n = 20 and i = −2, then RI n−i,i would be the RI of the shadow band derived by a deletion of two repeats from the genomic A 22 allele. Thus, CI n−i RI n−i,i , is the estimated intensity of the ith shadow band derived from the allele A n−i . For the given n, the R n,i were obtained from the regression equations for shadow band intensity on microsatellite repeat number and shadow band order as obtained by Lipkin et al. (1998) .
For a pool with k alleles there are k equations with k unknown CI. These can readily be solved as a set of simultaneous equations. Much experience shows that correcting for the four shadow bands, i = −3, −2, −1, and +1, is sufficient to quantify microsatellite polymerase chain reaction (PCR) products (Lipkin et al., 1998) .
Estimates of allele frequencies were based on the total densitometric product derived from the genomic tract, C T , including the product in the main band, plus the product in the derived shadow bands (see Lipkin et al., 1998 for rationale and details). To achieve this, the sum of the intensities of the shadow bands, estimated from the RI equations (ΣRI n,i ), were multiplied by the CI n :
where C Tn is the sum of all allele products; RI n,0 = 1.0, so that CI n RI n,0 is the shadow corrected intensity of the A n main band.
Estimation of Allele Repeat Number. In most instances, the repeat number of the genomic alleles, needed for the shadow correction procedure, was not known. In such cases, it was estimated by rearranging the regression equation for RI n,−1 on n, to provide a regression equation for n* on RI* n,−1 , as follows: n* = (RI* n,−1 + 0.184)/0.046 where, n* is the estimated allele repeat number, and RI* n,−1 is the observed relative intensity of the i = −1 shadow band of the main band corresponding to the given alleles.
The Y-intercept and regression coefficient of the RI n,−1 regression equation (Lipkin et al., 1998) were equal to −0.184 and 0.046, respectively. The RI n,−1 equation is the most useful for this purpose, because the i = −1 shadow band is always present, whereas the i = −3, −2, and +1 shadow bands are sometimes barely visible.
Differential Amplification Ratio. When differential amplification of alleles was suspected, the differential amplification ratio, D A , between the main bands of two alleles, one longer and one shorter, was calculated as
where C TS and C TL are the sum of all shadow-corrected products of the short and the long microsatellite alleles, respectively.
Correction for differential amplification was done by multiplying C TL of the long allele by D AT , such that,
where C TL (DA) is the C T value of the long allele, corrected for the differential amplification.
Allele Frequency Estimates in the Pools. Given C T values for all bands in the pool, the shadow-corrected frequency estimate of allele A n in the pool is calculated as
where ΣC Tj is the sum of C T values of all k main bands in the lane. In calculating allele frequency from corrected band densitometry, estimates based on replicate pools and replicate amplifications of the same pools were combined through adjusted total densitometric products (see Lipkin et al., 1998 , for rationale and details of the adjustment procedure).
Experiments
Three different experiments were performed comparing allele frequency estimates obtained by individual genotyping and by pool densitometry from the same set of samples. Experiment 1, was a constructed allele frequency study, involving pools comprising purified DNA samples of known genotype, chosen to span a wide range of allele frequencies. Experiment 2 was a population study, using pools of fresh and short-term frozen red blood cells, taken from a single population. Experiment 3 was a retrospective mapping study, using pools of long-term frozen red blood cells taken from an F 2 resource population used for mapping QTL affecting resistance to Marek's disease (Vallejo et al., 1998; Yonash et al., 1999) The DNA from individuals and pools were amplified separately. PCR amplification, genotyping, and analysis of microsatellite markers were conducted according to Cheng et al. (1995) . When possible, PCR products were grouped according to dye and size and run on automated sequencers 3 for genotyping as described in Cheng et al. (1995) . For determination of allele frequency in pooled samples, the peak height of main bands and of shadow bands were taken as provided by the GeneScan software.
4 Table 1 lists all markers used according to experiment, showing source, product size of alleles, and repeat number of alleles as estimated from the relative intensity of the I = −1 shadow band.
Ongoing experience with the Lipkin et al. (1998) shadow correction procedure shows that obtaining accurate estimates of allele frequency with a given marker requires careful adjustment of reaction conditions (primarily Mg+ concentration and annealing temperature), so as to maximize desired products and minimize extraneous products not related to the genomic tract or to the shadow bands. Application of the procedure further requires careful marking of the peaks corresponding to main and shadow bands. This should be done by eye, as the automated allele reading program will occasionally skip a peak that should be included and include peaks that should not be included.
Experiment 1
Constructed DNA Pools with Purified DNA Samples. All samples came from pure-line egg-laying stocks, either White Leghorn or unrelated white-feathered brown-egg stocks. These stocks are lines used to produce commercial products. Blood samples of individual birds were collected from the wing vein into citrate and were centrifuged at 200 × g for 1 min prior to freezing at −20 C. Frozen blood was thawed, and 50 µL of the packed red cells were resuspended in 3 mL of lysis buffer (0.1 M Tris, 0.4 M NaCl, 2 mM EDTA). To each sample, 200 µL of 10% SDS solution and 16 µL of proteinase K solution (20 mg/mL) were added, and samples were incubated overnight at 37 C. After incubation, 1 mL of 5 M NaCl was added to each sample, which was then shaken vigorously and centrifuged at 4,700 × g for 15 min. The DNA was then precipitated in ethanol, spooled out, and resuspended in 1 mL of Tris-EDTA (10 mM Tris, pH 7.5, 1 mM EDTA). The DNA purity and concentration of each sample was quantified using a spectrophotometer.
With the previously determined estimation of DNA concentration, an aliquot of the DNA in each sample was diluted to give an estimated 50 ng/mL stock. An aliquot of this stock dilution was then rechecked for DNA concentration with a spectrophotometer. Based on this new concentration, the aliquot was further diluted to 25 ng/mL stock. Equal aliquots of each DNA stock were then combined to produce pools of 25 ng/mL final concentration of total DNA.
Two series of pools were constructed. Series 1, involving two alleles for marker ADL0020 (n = 8 and n = 10, respectively), consisted of nine pools, having constructed proportions ranging from 0.90:0.10 to 0.10:0.90 for the two alleles. Series 2, involving two alleles for marker MCW0005 (n = 15, n = 14, respectively), consisted of three pools, having constructed proportions of 0.75:0.25, 0.50:0.50, and 0.25:0.75 for the two alleles. All pools comprised mixtures of aliquots taken from homozygous and heterozygous individuals in appropriate proportions to form the desired allele frequencies. In most instances, aliquots from 20 different individuals were taken to make up the pools, although in a few cases one or two individuals were sampled twice so that 18 or 19 individuals were included in the pool. One pool was made up of aliquots from nine individuals.
Experiment 2
Population Study with Direct Amplification from Fresh and Short-Term Frozen Blood Samples. One milliliter of blood was collected from the jugular vein from each of 20 commercial White Rock chicks. From each sample, 25 µL of blood was taken, and DNA was extracted with a QIAmp Blood Kit.
5 Next, the red blood cells of each individual sampled were pelleted by gentle centrifugation (70 × g for 3 min in a microcentrifuge), and two replicate pools, comprising 5 µL of packed red blood cells of each sample (100 µL in all) were prepared. The remaining blood of each sample was placed in a −20 C 5 Qiagen, Valencia, CA 91355.
freezer. After 1 wk, the blood samples were slowly thawed on ice, and a second pair of replicate pools was prepared as before. The DNA was then extracted from the pools with a QIAmp Blood Kit as before.
Experiment 3
Retrospective Mapping of QTL Affecting Resistance to Marek's Disease by Direct Amplification from LongTerm Frozen Blood Samples. The DNA pools were from the 40 chickens most susceptible to Marek's disease (MD) and from the 40 chickens most MD-resistant. These birds were previously chosen as described by Vallejo et al. (1998) from among 272 birds of an F 2 resource population created to map QTL affecting MD-resistance. The formation of the resource population and criteria for determining MD-resistance or susceptibility of the individual chickens are described in Vallejo et al. (1998) . In essence, the resistant chickens lived to the end of the experiment, had no tumors, and had low viremia titers; whereas the opposite was true for the susceptible chickens. The blood of these chickens had been stored for over 2 yr at −80 C. Nevertheless, although there was significant hemolysis on slow thawing, it was still possible to obtain packed red blood cells of each sample. Two replicate pools were constructed for each group, with 5 µL of packed cells from each individual. The DNA was isolated as previously described.
Data Analysis
Bands Included in the Calculations. In calculating allele frequency from raw or corrected band densitome-try, only bands corresponding to alleles known to be present in the pools were included in the calculations. This restriction was used because densitometric values of uncorrected shadow bands, or of shadow bands remaining after correction, may inflate the sum of allele products (ΣC Tj ) and force a downward bias to the values of the actual allele frequency (F n = C Tn /ΣC Tj ) present in the pool.
Accuracy of Densitometric Estimates of Allele Frequency. The mean squared deviation of densitometric estimates of allele frequency, from the estimates obtained by individual genotyping, was used as a measure of the accuracy of the densitometric estimates. This measure was termed the technical error mean square, MS T , and was calculated as follows:
where I = the individual genotyping estimate of allele frequency in a given marker-by-pool combination, P = the densitometric estimate of allele frequency in the given marker-by-pool combination, and m = the number of marker-by-pool combinations for which densitometric and individual genotyping estimates were compared.
For each pool, (I − P) was calculated for a single designated allele only. When there were only two alleles in the pool (the usual situation), the allele having more repeats in the microsatellite tract (the long allele) was taken as the designated allele. When there were more than two alleles in a pool, the most frequent allele was taken as the designated allele.
In the MD resistance mapping study (Experiment 3), a second measure of accuracy, termed technical error mean square of the difference in allele frequency between high and low pools, MS TD , was also calculated, such that
where I D = the individual-genotyping estimate of the difference in allele frequency between high and low pools for a given marker, P D = densitometric estimate of the difference in allele frequency between high and low pools for the given marker, and m D = the number of markers compared.
For convenience in interpretation, technical error mean squares were converted to root mean squares, RMS T = MS T 1/2 , and RMS TD = MS TD 1/2
. In essence the RMS is an upwardly biased estimate of the mean absolute deviation of densitometric estimates from individual genotyping estimates.
Statistical Significance of Marker-QTL Linkage. In the retrospective mapping study of QTL affecting MD resistance (Experiment 3), statistical significance of marker-QTL linkage was determined by the probability value associated with the difference in allele frequency of the designated allele, between high and low pools: where V B = pq/2N is the binomial sampling component of the standard error of a single pool, p = q = 0.5 is the allele frequency in the mapping population, N is the number of individuals making up the pool, and MS TD is defined as above.
RESULTS
On individual genotyping of the marker LEI0163 (Experiment 2), the peaks of the heterozygous individuals indicated preferential amplification of the long allele. The D AT ratio for these individuals was 0.38 (instead of the expected 1.00). Applying this coefficient to the shadow corrected values improved the concordance between the densitometric estimates and the individual-genotyping estimates. Consequently, densitometric estimates based on this D AT ratio were used for subsequent calculations. Table 2 shows the y-intercept (a), regression coefficient (b), and correlation coefficient (r) for the regression of P on I. Results are shown for Experiments 1 and 3, only, as there were too few data points to calculate a meaningful regression for Experiment 2. In Experiment 1, the a and b parameters for raw and corrected densitometric estimates were very close to 0 and 1.0, respectively, showing that both were unbiased estimates of the individual-genotyping values. The correlation coefficients of raw and corrected densitometric estimates with individual genotyping estimates were very high (r = 0.998 and 0.990, respectively). In Experiment 3, for the regression parameters based on individual pools, a values did not differ significantly from 0, and b values did not differ significantly from 1.0 for raw or corrected densitometric estimates. However, the corrected a and b values (0.090 and 0.820, respectively) were marginally closer to 0.0 or 1.0 than the raw values (0.096 and 0.809, respectively). The correlation between densitometric and individual genotyping estimates in Experiment 3 was less than in Experiment 1.
When differences between high and low pools were considered (P D and I D ), the a regression parameter for P D on I D did not differ significantly from 0 for raw and corrected densitometric estimates (Table 2) . For all other parameters, the corrected pool values were noticeably superior to raw values. The b regression parameter differed significantly (P < 0.05) from 1.0 for the raw densito- Regression parameters: n = number of observations; a = y-intercept; b = regression coefficient; r = correlation coefficient. Statistical significance: a and r tested against H 0 = 0 ; b tested against H 0 = 1.0.
2 Experiment 2 was not included, as there were too few data points.
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Type of densitometric estimate: raw or corrected, individual pool, or difference between high and low pools. *P < 0.05. **P < 0.01. metric estimates but not for the corrected estimates. The correlation between pool and individual genotyping estimates was 0.88 for the raw estimates but was 0.96 for the corrected estimates. Table 3 shows the RMS T or RMS TD of the densitometric estimates according to experiment and type of estimate (raw or corrected; single pools or differences between high and low pools). In Experiment 1, raw and corrected densitometric estimates had similar values for RMS T (0.024 and 0.030, respectively). Both of the markers used in this experiment (ADL0020 and MCW0005) had a pair of alleles that differed by two repeats. This case is the best for raw densitometric estimation, as the alleles are sufficiently separated so that there is minimal shadow overlap but sufficiently alike in repeat number so that shadow products are a similar proportion of total allele product.
In Experiment 2, two of the markers (LEI0088 and LEI0163) had alleles that apparently differed in only one repeat, so that there was considerable shadow overlap, whereas a third marker (LEI0075) had alleles that differed by as many as 11 repeats so that shadow product differed greatly between alleles. For these three markers there was a large deviation of the raw densitometric estimates from the individual genotyping estimates. One of the markers (LEI0115) had a pair of alleles that differed in two repeats, and in this case the deviation of the raw densitometric estimate from the individual-genotyping estimate was small. For all four markers of Experiment 2, the RMS T of corrected densitometric estimates were similar to those of Experiment 1.
In Experiment 3, the RMS T of raw densitometric estimates (0.076) was roughly equal to the mean of the values found in Experiments 1 and 2 (Table 3) . For corrected densitometric estimates, the RMS T (0.063) was less than that found for the raw estimates but was considerably greater than that found for corrected densitometric estimates in Experiments 1 and 2. A consistent factor separating the markers into high-error and low-error groups, however, was not found: neither size of amplified product nor difference in product size or in number of repeated motifs showed consistent association with markers showing high or low differences between densitometric and individual genotyping estimates. Figure 1 and Table 4 show the differences in allele frequency according to marker, between the high and low tails of the F 2 phenotypic distribution for resistancesusceptibility to MD, based on individual genotyping, and on raw or corrected densitometry. The very close correspondence between differences obtained on pool FIGURE 1. Difference (D) in allele frequency between the high and low tails of the F 2 phenotypic distribution for resistance-susceptibility to Marek's disease, based on individual genotyping (squares) and corrected pool densitometry (diamonds) according to marker and marker location along the chromosome (in cM). 1A. densitometry and differences obtained with individual genotyping is apparent in Figure 1 . Based on individual genotyping, four markers showed significant differences between high and low pools: one (at P < 0.01) on chromosome 1 and three (of which two were at P < 0.01 and one at P < 0.05) on chromosome 8. Of these, the marker on chromosome 1 was also uncovered at P < 0.01 by raw and corrected densitometry. Of the three markers on chromosome 8, ADLO171 was uncovered at P < 0.01 by corrected densitometry but not by raw densitometry; MCW0305 was significant on corrected densitometry and almost significant on raw densitometry. The third marker, ADL0258, was not uncovered by pool densitometry (P < 0.20 for corrected P D ).
None of the markers that lacked significance for individual genotyping showed indications of significance on raw or corrected pool densitometry. Thus, false positives were not a problem in this experiment.
DISCUSSION

Densitometric Estimation of Allele Frequencies from Pooled Samples
Results of the present study show that the shadow correction procedure developed by Lipkin et al. (1998) , using bovine dinucleotide microsatellite markers as a model, works well with the same class of chicken markers. Furthermore, it was possible to implement the shadow correction procedure even when the number of repeats in the genomic tract was unknown. In this case it was sufficient to obtain an estimated number of allele repeats on the basis of the observed RI* of the i = −1 shadow band, which characterized the shadow behavior of the microsatellite. Thus, the correction procedure is self-contained with respect to this parameter. The allele repeat number obtained in this way is the result of the entire structure of the microsatellite tract, which can include more complex repeats, deletions, and mononucleotide repeats.
The somewhat lower correlation coefficients of densitometric estimates with individual genotyping estimates in Experiment 3, as compared to Experiment 1, can be attributed in part to the wider range of frequency values in Experiment 1 and in part to the greater deviations of the densitometric estimates of Experiment 3 from the individual genotyping estimates. The technical error (RMS TD ) for raw densitometric estimates in Experiment 3 was 0.080 (Table 3) . Because this RMS TD represents differences between two independent variates, the expected value is RMS T (2 1/2 ) = 0.107. Thus, the obtained value was less than the expected value and corresponds to an effective RMS T = 0.057. The RMST TD for corrected densitometric estimates was 0.040. Here, the obtained value is much less than the expected value of 0.088 and corresponds to an effective RMS T = 0.028, which is equivalent to the values found in Experiments 1 and 2. Thus, there was a marked improvement in the accuracy of corrected P D estimates as compared to corrected P estimates. This improvement was expressed in the regression and correlation parameters of Table 2 , as well as in the technical error estimates of Table 3 . This improvement can most readily be explained by assuming that, for some of the markers in this experiment, there was a systematic bias in the corrected densitometric estimates, which was specific to individual markers and came to equivalent expression in high and low pools. Differential amplification would be one source for such a bias. Such a systematic bias would self-correct when taking the difference of high and low pools.
The results of the present study also showed that densitometric genotyping of pooled DNA samples with correction for overlapping shadow bands was effective for amplifications from pools of freshly frozen and long-term frozen and thawed blood. The ability to take samples at convenience and store them until needed is favorable for experimental and commercial applications of the procedure. Indeed, for commercial breeders considering implementation of QTL mapping, it may be useful to begin now to store informative blood samples in order to provide a sample and data bank for later genotyping and linkage analysis.
Selective DNA Pooling
For QTL mapping by selective DNA pooling, in which linkage is determined based on difference in allele frequency estimate between high and low pools, much of the technical error appeared to be systematic to the markers, and was removed when taking the difference between the pools. Thus, in this case, the correction procedure should be useful for the initial genome scan by selective DNA pooling, without need for a great deal of prior adjustment of individual marker reactions or individual gel reading. Chromosomal regions giving indications of linkage under these conditions would then be confirmed by individual genotyping. Indeed, the results of the study show good ability of selective DNA pooling to identify markers-QTL linkage that would have been identified by individual genotyping. Of four markers showing significant differences between the high and low pools for MD on individual genotyping, three were also uncovered as significant by pool densitometry. The significance level of the remaining marker on individual genotyping was only P < 0.05; corrected P D and P I values differed by 0.007 only. Furthermore, the marker in question was bracketed by two of the markers that were significant for pool densitometry. Thus, taken together the densitometric values for these three closely linked markers clearly indicated a region of potential interest and would almost certainly have been targeted for confirmation by individual genotyping in the course of a densitometric genome scan.
In the present study, SE(P D ), the standard error used in determining the significance of densitometric estimates of allele frequency differences between high and low pools, was calculated on theoretical grounds. However, continued experience with the selective DNA pooling procedure in our laboratory indicates that when a genome scan involving many markers is implemented, it is equally useful to estimate SE(P D ) empirically from the pooled standard deviation of P D estimates across markers. In a genome scan, the observed P D estimates are a mixture of two sets. The first set comprises the larger fraction of markers that are not associated with QTL affecting trait value. For these markers, the P D estimates are distributed normally, with µ = 0, and σ = SE(P D ). The second set comprises the smaller fraction of markers that are associated with QTL affecting the trait value. For these markers, the P D estimates are distributed normally with µ = |D|, and σ = SE(P D ) and where D is the expected difference between high and low pools for markers associated with QTL. The algebraic sign of D will depend on specific coupling relationships between marker and QTL alleles. A rough separation of the two groups can be obtained in a two-step iteration. In the first step, empirical SE(P D ) is obtained across all markers. This step will be somewhat inflated by the markers that are linked to QTL. The SE(P D ) obtained in this step is then used to identify markers that are putatively linked to QTL. These markers are removed from the analysis, and the empirical SE(P D ) is recalculated. The eliminated markers include some that are not in linkage but that achieved high P D values by chance; the retained markers include some that are in linkage but that achieved low P D values by chance. Taken together, the two groups will tend to cancel in their effects on empirical SE(P D ) so that the empirical SE(P D ) is relatively unbiased. Because, in any event, suggestive markers on the initial genome scan by selective DNA pooling will be confirmed by individual genotyping, this should be sufficiently accurate for the initial genome scan.
Application of Selective DNA Pooling to Marker-Assisted Selection
The results of the present study support the proposition that selective DNA pooling can be combined with the large half-sib sire families routinely produced in commercial genetic improvement programs in layer and broiler chickens to provide high-power mapping of QTL affecting major production traits. Consider, for example, a typical reciprocal-recurrent progeny testing program for layer improvement, involving 75 sire families, each comprising 100 daughters, in each of two lines. This program provides 7,500 daughters for QTL mapping within each line. As shown by Song et al. (1999 , Table 7 ), a half-sib mapping design has power equivalent of one-fifth to one-tenth that of the F 2 of a cross between two inbred lines. Thus, these 7,500 daughters are the equivalent of an F2 mapping population of roughly 1,000 individuals. Selective DNA pooling can access about 50 to 70% of the information available through total genotyping of all individuals in a mapping population (Lipkin et al., 1998) ; hence, power of selective DNA pooling in this case will be equivalent to that provided by an F2 population of 500 individuals. At a Type I error of 0.01, an F2 population of this size will have power of 0.50 for QTL having a standardized allele substitution effect, d = 0.2, and a power of 0.95 for d = 0.3 (Soller et al., 1976) . For each trait mapped, selective DNA pooling will require 75 (families) × 2 (tails) × 100 (markers per family) = 15,000 densitometric data points. However, this number can be reduced by one-half through use of sequential sampling (Motro and Soller, 1992) . Core genotyping centers charge about $3.00 per data point. Thus, genotyping costs per trait per line would be about $20,000. Additional costs include making up the pools, PCR amplification, and data analysis. Making up 150 pools per trait is negligible, and data analysis involves only 7,500 data points for a single trait, which is also easily handled. Thus, total costs for making up the pools, PCR amplification, and data analysis, might come to another $10,000 per trait, which totals $30,000 per trait for the initial genome scan and $150,000 for a five-trait scan. Confirming suggestive markers by pool genotyping of additional markers in the region, and by individual genotyping of the most informative markers, would probably require an equivalent sum, for a total of $300,000 for a five-trait scan.
Achieving the same statistical power by complete individual genotyping would require half the number of daughters, due to the greater statistical power of individual genotyping. However, sequential analysis and selective genotyping are not applicable in a multitrait analysis so the entire sample would need to be genotyped for all markers. Thus, this procedure would require 3,750 daughters × 100 markers = 375,000 data points. Assuming a somewhat lower cost of $2.00 per data point for commercial genotyping of individual samples and $1.00 per data point for management, sample handling, and data analysis (375,000 genotypes × 5 traits = 1,875,000 data points to be analyzed), would cost $1,124,000. Thus, total QTL mapping costs by selective DNA pooling as compared to individual genotyping differ by three-to fourfold.
A major advantage of selective DNA pooling, however, is that at very modest genotyping cost ($60,000 per trait) this procedure can provide QTL mapping results for one or two traits for immediate implementation in markerassisted selection (MAS). In this case, however, because the identified QTL would have been evaluated only with respect to the one or two traits of the genome scan, their effects on all other traits of economic importance will have to be evaluated as well, prior to the utilization of these QTL for MAS purposes. This evaluation is necessary to guard against the possibility of unwittingly including in the MAS program, QTL with positive effects on some traits, but with overall negative economic value, due to deleterious pleiotropic effects on some of the traits that were not included in the mapping scan. The evaluation can readily be achieved at only modest additional cost through further application of a limited scan by selective DNA pooling targeted at the full spectrum of traits. The key to limiting the scan is the realization that effects of a given QTL on additional traits will come to expression only for markers that were shown to be in linkage to the given QTL and, for these markers, only in sires that are heterozygous at the given QTL. Although these sires are not known exactly, they will be concentrated among the sires with the largest P D or I D values for the given marker. Only for these sire-by-marker combinations are the high and low pools for the other traits genotyped. We will assume 10 QTL are identified in the one-trait initial scan and, that for each QTL, 20 sires (out of the total of 75 sire families) are chosen as heterozygous on the basis of the sire P D or I D values. Then, the secondary scan for pleiotropic effects will come to 10 markers × 20 sires × 5 traits per marker × 2 pools per trait = 2,000 additional densitometric genotyping data points. With individual genotyping of interesting marker-by-sire-by-trait combinations, the total would probably come to another $30,000 for this phase or a total of $90,000 to provide the QTL database for a MAS program aimed at a single trait of high importance.
With individual genotyping, single-trait mapping could employ selective genotyping and sequential sampling. Selective genotyping at a proportion selected in each tail of 0.15 is about 20% more effective than selective DNA pooling (Lipkin et al., 1998) , so that with sequential sampling and selective genotyping, equivalent power to selective DNA pooling would be had at an average of 30 families (chosen by sequential analysis), 30 individuals per family (chosen by selective genotyping) = 900 individuals × 100 markers, or 90,000 data points. At $3.00 total cost per data point, this would be $270,000 for the singletrait scan. Assuming 10 identified QTL, as above, evaluation of their effects on all traits would require a further genotyping of the remaining 70 birds per family for, say, 10 families (for which sires appear to be heterozygous at the identified QTL) or a total of 10 markers × 10 families × 70 birds per family = 7,000 additional data points (an additional $21,000) for a total of $300,000 to provide the database for a MAS program aimed at a single trait of high importance by individual selective genotyping.
Once QTL are mapped and identified, their utilization for MAS requires determining marker-QTL phase in individual families. This determination can be based on multigeneration accumulation of data with complex pedigree analysis through maximum likelihood or an animal model, combined with a bottom-up approach (Mackinnon and Georges, 1998) . In this case, savings by selective DNA pooling are much greater than in the initial QTL scan, because with selective DNA pooling, each pool × trait combination will be genotyped only for the markers known to be associated with the trait for which the pools were constructed. Thus, if there are on average 10 marker-QTL associations for each of five traits, with selective DNA pooling, 75 sires, each with 100 daughters, could be evaluated for marker-QTL phase on the basis of 75 (sires) × 2 (pools) × 10 (markers per trait) × 5 traits = 7,500 densitometric genotypings or a modest $22,000 per year. Accessing equivalent information with individual genotyping would require 75 (sires) × 50 (daughters) × 50 (markers) = 187,500 individual genotypings, or a distinctly costly $500,000 per year. In this case, selective DNA pooling provides a 20-fold reduction in costs as compared to individual genotyping. The above discussion has been in terms of the dinucleotide microsatellite markers that are widely used. Selective DNA pooling, however, is equally applicable to markers based on single nucleotide polymorphisms for which quantitative methods to determine allele frequency are also available or can readily be developed (Taillon-Miller et al., 1999; Fan et al., 2000) .
