ABSTRACT The numerical solution of reaction diffusion systems may require more computational efforts if the change in concentrations occurs extremely rapid. This is because more time points are needed to resolve the reaction diffusion process accurately. In this paper, three finite difference implicit schemes are used which are unconditionally stable in order to enhance consistency. Novelty is reported by compact finite difference implicit scheme on a reaction diffusion system with higher accuracy measured by L 2 , L ∞ , and Relative error norms. Efficiency is observed by reducing grid space along small temporal steps. CPU performance, transmission capacity along comparison of three schemes shows excellent agreement with the analytical solution.
I. INTRODUCTION
Reaction diffusion process corresponds to many physical phenomena such as concentration of two or more chemical substances exist by doing change in space along time variables. The local reactions where molecules are transformed into each other which give result into new product, transport of materials and reaction between the chemical compounds and many more in real world [1] .
In reaction process molecules are randomly in motion (Brownian motion) colliding with each other breaking chemical bounds give transforming and rise to new product [1] . Such process of transforming chemical substances to one another form which characterized by reaction rate to exist at given temperature [1] . Reaction rate can be excited by increasing temperature in reaction process such that thermal energy utilize to break atoms bounding [1] .
In diffusion process the movement of atoms or molecules are characterized by high concentration region to low concentration region result in random motion of atoms or molecules. Diffusion is analysed by quantity of chemical species change with respect to other variable such as distance which is known
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as concentration gradient or temperature gradient or pressure gradient.
Applications of these two processes can be found in biology, chemistry and physics as well as in chemical and material engineering [1] .
The main objective of this research article is to study reaction diffusion phenomena numerically by achieving high accuracy which never be discussed before by using higher order compact scheme. In such case error are magnified by L ∞ and L 2 norms which shows analytical and numerical results are in excellent agreement with each other.
II. GOVERNING EQUATIONS
Consider the general reaction between the different chemical species which interact with each other and give rise to diffusion process along new product with some parametric restrictions. Such phenomena can be explained as:
A. REACTION DIFFUSION PHENOMENA Consider a reversible chemical reaction between two species A and B which is described by the following relation:
where A and B represent the chemical species along the chemical composition of the cell by some assumptions respectively which is resultant to the formation of a chemical complex AB [1] . Rewriting the concentrations variables as: 
By assuming steady state condition,
and from this we directly obtain,
Equation (4) represents results without diffusion for any value to k 1 and k 2 . Diffusion play pivotal role in concentration of chemical specie B under Fick's law of diffusion [1] .
FICK'S LAW
The constitutive equation which represents the relation between concentration of the material u b and flux J is usually find out empirically [1] . The Fick's law of diffusion and flux J are proportional to each other which can be elaborated as:
Efficiency of the chemical process measured by diffusion coefficient D with concentration gradient u b [1] . The three dimensional flux has the following relation:
The diffusion equation is incorporated to equation (7) in the following way,
Equations (2) to (8) describe reaction diffusion process which constitutes balance law [1] . Let τ be a small time period with an open bounded and smooth domain ⊆ R 3 . Let a volume V which is enclosed by surface S with outward normal n located at the boundary [1] . According to the conservation law,
material flux will be J and its function u b which depend on x & t. By considering τ → 0, it follows:
Apply the divergence theorem to the equation (9) along the flux integral u b (x, t) which are interchangeable hence resultant equation will be,
The integrand is zero due to arbitrary volume V , hence
Th equation (11) represents reaction diffusion equation with . J is the diffusion term along reaction f (u b , x, t) [1] . In 1937 nonlinear reaction diffusion equation was designed by Fisher to study the propagation of a viral mutant in an infinitely long habitat such type of equation undergo in multifarious applications such as gene propagation, auto catalytic and combustion [2] . The originated nonlinear reaction diffusion equation is defined by
where β and α represent diffusion and reaction coefficients which depend on spatial and temporal variables [2] . Numerical computations has been performed on equation (12) by many researchers to improve accuracy and stability [3] - [6] . Finite difference schemes are easier to implement and computationally very low in cost [5] , [6] . While one dimensional coupled reaction diffusion system is expensive in computation by solving numerically, such system can be elaborated as:
where β, δ are diffusion coefficients and α, γ are reactive factors and (u(x, t), v(x, t)) are population densities [7] . An efficient numerical schemes have been discussed for system mentioned in equations (13 & 14) [7]- [9] . Literature reviews lead to propose a three dimensional coupled system in which local stability with higher order compact scheme is never discuss before. Also high resolution characteristics and order of truncation error observed in compact finite difference schemes to obtain optimize results [10] - [13] . Performance of propose compact finite difference scheme is compared with analytical solution give most effective and efficient results which comes by the use of block tridiagonal algorithm. The improvement in accuracy with different feathers connected to computer system is discussed in computer performance section.
1) PROPOSED TWO COMPONENTS RD SYSTEM
Reaction diffusion model for two components in three dimension can be written as:
(15) where u(v − 1) and v(u − 1) are the reaction terms with 0 ≤ β ≤ 1 [14] .
B. ANALYTICAL SOLUTIONS
Literature reviews lead to the analytical solution which can be seen as:
with non-linear source terms ζ (x, y, z, t)
The numerical computations are performed with two dimensional Alternating Direction Implicit (ADI) along Douglas Implicit and novel Compact schemes on reaction diffusion model. Such computations are observed by refining grid spacing with increasing final execution time t which indicate stability and accuracy in the results.
C. NUMERICAL MOTIVATING EXAMPLE
Consider three dimensional nonlinear coupled partial differential system:
and boundary conditions
III. NUMERICAL METHODS
Consider nonlinear equations (15 & 15) and coupled system in (18) in a finite real domain
. Let x i , y j and z k denote grid structure in at time t.
The 
.., N − 1 apply Thomas algorithm to approximate the numerical solution to equations (15, 15) and coupled system (18) .
where t is the time. Some notations are as follows:
, [16] . (22) u xx −→
A. ALTERNATING DIRECTION IMPLICIT SCHEME Alternating Direction Implicit (ADI) method can be explained as: X Direction Sweep:
where
The time variable can be divided into three equal parts during implementation of ADI scheme. The resultant block tridiagonal sparse structure can be solved by Thomas algorithm [16] - [18] .
B. DOUGLAS IMPLICIT SCHEME
Some unconditionally stable implicit schemes with higher order nature introduced by Fairweather and Mitchell [19] - [23] . Consider Douglas implicit scheme in the following way: X Direction Sweep:
where t 4 = t 1 + t 2 and t 3 = t 4 + t 3 [24] , [25] .
Y Direction Sweep:
and t 2 = t 3 + t 3 [24] , [25] . Z Direction Sweep:
and t 1 = t 2 + t 3 [24] , [25] .
Algorithm 1: Linear sparse system constitutes block tridiagonal structure which comes from nonlinear coupled partial differential equations in which Thomas Algorithm is used sweep wise in x, y and z directions [26] - [29] . Hence such technique is efficient for solving large sparse matrices [26] - [29] .
Theorem: The truncation error in Douglas implicit finite difference scheme is as follows:
C. HIGHER ORDER COMPACT DIFFERENCE SCHEME Higher order compact scheme procedure is as follows: Interior Boundary Points: Equation (36) and (37), as shown at the top of the next page.
The schemes in equations (36 & 37) and a 0 = 1 3 (−1 + 10α). For α = 0, we get 4th order accurate scheme while using α = 2/11 the scheme becomes sixth order accurate which leads to a 1 = 12 11 and a 0 = 3 11 [25] , [30] , [31] . Also near boundary points to construct sixth order compact scheme which sustain accuracy throughout the three dimensional domain [25] , [30] , [31] . First Boundary Point: Equation (38) , as shown at the top of the next page.
The system in equation (38) [25] , [30] , [31] .
2nd Boundary Poin: Equation (39), as shown at the top of the page 6. 
The system in equation (39) [30] , [31] .
(N-1) Boundary Point: Equation (40), as shown at the top of the next page.
The system in equation (40) construct a linear system in c's which can be derived from equation (39) .
Nth Boundary Point: Equation (41), shown at the top of the next page, where values of c's can be found in equation (38) .
Algorithm 2: Assembling equations (36 → 41) in the following algorithm, [25] , [30] , [31] . Theorem: The truncation error in compact finite difference scheme for system in (15 & 15) is as follows:
IV. ERROR NORMS
Norms like L 2 , L ∞ and Error relative is magnified to measure errors in defined finite different implicit schemes [30] , [31] which are as follows:
V. RESULTS
Efficiency of computational cost with accuracy can be examined through data tables which extracted from three different numerical schemes at different parameters. Tables (1 & 2) has been taken from ADI scheme by varying spatial step sizes and keeping dt, final time t and interval to be constant. Tables (3, 4, 5, 6) show results for ADI scheme at different execution time t and temporal step sizes dt respectively. Tables (7 & 8) has been taken from Douglas scheme by varying spatial step sizes and keeping dt, final time t and interval to be constant. While tables (9 & 10) show results for Douglas scheme at different execution time t and temporal step sizes dt respectively. Tables (11 & 12) has been taken from HOC scheme by varying spatial step sizes and keeping dt, final time t and interval to be constant. While tables (13 & 14) show results for HOC scheme at different execution time t and temporal step sizes dt respectively. Figure 1 shows results of problem 1 by using ADI scheme with h = 0.09, t = 0.5 and dt = 0.001. Figure 3 shows results of problem 1 by using HOC scheme with h = 0.09, t = 0.5 and dt = 0.001. Figure 4 shows results of problem 2 by using ADI scheme with h = 0.09, t = 0.5 and dt = 0.001. Figure 5 shows results of problem 2 by using Douglas scheme with h = 0.01, t = 1 and dt = 0.001. Figure 6 shows results of problem 2 by using HOC scheme with h = 0.01, t = 5 and dt = 0.001.
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VI. DISCUSSION
The present study is designed to achieve good knowledge of accuracy for finite difference schemes in the field of reaction diffusion systems. Our proposed methods showed excellent agreement to the analytical solution of the problems that described in this research article.
• Domain discretization uses the lowest number of grid points/cells and time levels to obtain solution of desired accuracy [37] - [39] .
• Discretize the partial differential equations (PDEs) with the help of finite difference schemes to get the linear system of algebraic equations within the spatial and time domain [37] - [39] . The algebraic equations should describe the same physics as those by the governing partial differential equations [37] - [39] .
• Implementation of the algorithm step by step produces approximation solution at each grid points/cells which can be advanced by each time level [37] - [39] . Algorithm must assure efficiency and accuracy of the computer system [37] - [39] . Some interesting features of these three schemes are listed in following subsection.
A. CPU PERFORMANCE
Key factors for selection of computational efficient finite difference scheme for three dimension nonlinear system should have, 1) an accuracy of O(k 2 , h 6 ) or better, 2) with unconditionally stable nature, 3) also acquired same or less number of operations for unknown as per time step [16] , [25] , [32] . These factors brighten idea in which higher order compact (HOC) finite difference scheme consolidate to computer specification [33] , [34] by doing two different experiments on two different computer machines which hold different specifications [33] , [34] . Firstly HP 5th generation having 2. [34] . Data tables (17 & 18) show performance of the computer system using ADI, Douglas and HOC schemes respectively.
VII. CONCLUSION
Three numerical schemes are observed by refining grid spacing (decreasing value of h x = h y = h z = h) with increasing final execution time t along reducing temporal step spacing indicate stability of results while excellent improvement in accuracy measured under L 2 , L ∞ & Relative error norms provide confidence to our approach and research. The numerical solution of reaction diffusion systems may require more computational efforts if the change in concentrations occurs extremely rapid. This is because more time points are needed to resolve the reaction diffusion process accurately [35] , [36] . In general among three finite difference schemes higher order compact scheme is not computationally expensive also it is unconditionally stable [15] , [16] , [19] , [24] , [35] , [36] .
IQTADAR HUSSAIN received the Ph.D. degree in mathematics, specializing in the area of algebraic cryptography, in 2014. He is currently an Assistant Professor with Qatar University. His current research interests include the applications of mathematical concepts in the field of secure communication and cybersecurity, where he has published 63 papers in well-known journals. His h-index score is 23 and i-10 index score is 34. His articles have 1320 Google scholar citations. VOLUME 7, 2019 
