Abstract. A method for generating polynomial invariants of imperative programs is presented using the abstract interpretation framework. It is shown that for programs with polynomial assignments, an invariant consisting of a conjunction of polynomial equalities can be automatically generated for each program point. The proposed approach takes into account tests in conditional statements as well as in loops, insofar as they can be abstracted to be polynomial equalities and disequalities. The semantics of each statement is given as a transformation on polynomial ideals. Merging of paths in a program is defined as the intersection of the polynomial ideals associated with each path. For a loop junction, a widening operator based on selecting polynomials up to a certain degree is proposed. The algorithm for finding invariants using this widening operator is shown to terminate in finitely many steps. The proposed approach has been implemented and successfully tried on many programs. A table providing details about the programs is given.
Introduction
There has recently been a surge of interest in research on automatic generation of loop invariants of imperative programs. This is perhaps due to the successful development of powerful automated reasoning tools including BDD packages, SAT solvers, model checkers, decision procedures for common data structures in applications (such as numbers, lists, arrays, ...), as well as theorem provers for first-order logic, higher-order logic and induction. These tools have been successfully used in application domains such as hardware circuits and designs, software and protocol analysis.
A method for generating polynomial invariants for imperative programs is developed in this paper. It is analogous to the approach proposed in [6] for finding linear inequalities as invariants based on the abstract interpretation framework [5] . The proposed method, in contrast, generates polynomial equations as invariants by interpreting the semantics of programming language constructs in terms The rest of the paper is organized as follows. In the next subsection, related work is briefly reviewed. Section 2 gives background information on polynomial ideals, operations on them and special bases of polynomial ideals called Gröbner bases. Section 3 introduces a simple programming language used in the paper for presenting the method. Section 4 discusses abstraction and concretization functions from variable values to ideals and viceversa, so that the framework of abstract interpretation is applicable. Section 5 gives the semantics of programming constructs using ideal-theoretic operations. For each kind of statement, it is shown how the output polynomial ideal can be constructed from the input polynomial ideals. Most importantly, Subsection 5.5 discusses the semantics of loop junction nodes using a widening operator. Section 6 shows that, under specific conditions of the semantics, the proposed method is sound and complete in the sense that, for every program point, our algorithm indeed finds all the invariants of degree ≤ d, where d is the parameter used in the widening operator. Section 7 illustrates the application of the method on some examples; this is followed by a table giving details of programs successfully tried for which our implementation discovers loop invariants. Section 8 concludes and discusses ideas for extending this research.
Related Work
As stated above, the proposed approach is a complement of the method proposed by Cousot and Halbwachs [6] , who applied the framework of abstract interpretation [5] for finding invariant linear inequalities. That work extended Karr's algorithm in [16] for finding invariant linear equalities at any program point.
Recently, there has been a renewed surge of interest in automatically deriving invariants of imperative programs. In [4] Colón et al. have used non-linear constraint solving based on Farkas' lemma to attack the problem of finding invariant linear inequalities. Extending Karr's work, for programs with affine assignments Müller-Olm and Seidl [18] proposed an interprocedural method for computing polynomial equations of bounded degree as invariants. In [21] , we developed an abstract framework for generating invariants of loops. This framework was instantiated to generate conjunctions of polynomial equations as invariants for loop programs. The method used the Gröbner basis algorithm for computing such invariants, and was shown to be sound and complete. However, that method cannot handle nested loops; furthermore, tests in conditional statements and loops are abstracted to be true. In [22] , a method is proposed for generating nonlinear polynomials as invariants, which starts with a template polynomial with undetermined coefficients and attempts to find values for the coefficients so that the template is invariant using the Gröbner basis algorithm.
In contrast, not only can the method proposed in this paper generate invariants of programs with nested loops, but also it is not necessary to know a priori the structure of the polynomials appearing as invariants. However, the widening operator does need as input the degree of the polynomial invariants of interest to the user. Furthermore, unlike the methods of [22] , the proposed method has been implemented and tried on many examples with considerable success. We believe that the technique discussed in [6] for linear inequalities can be easily integrated with our method since they share the framework, thus resulting in a powerful effective method for automatically generating loop invariants expressible using linear inequalities and polynomial equalities.
Preliminaries
Given a field K, let K[x] = K[x 1 , ..., x n ] denote the ring of polynomials in the variables x 1 , ..., x n with coefficients from K. An ideal is a set I ⊆ K[x] which contains 0, is closed under addition and such that if p ∈ K[x] and q ∈ I, then pq ∈ I. Given a set of polynomials
, q j ∈ S}. This is the minimal ideal containing S and we denote it by S K[x] or simply by S . For an ideal
such that I = S , is called a basis of I and we say that S generates I.
Given two ideals I, J ⊆ K[x], their intersection I ∩ J is an ideal. However, the union of ideals is, in general, not an ideal. The sum of I and J, I + J = {p + q | p ∈ I, q ∈ J}, is the minimal ideal that contains I ∪ J. The quotient of I into J is the ideal I : J = {p | ∀q ∈ J, pq ∈ I}.
For any set S of polynomials in K[x], the variety of S over K n is defined as its set of zeroes, V(S) = {ω ∈ K n | p(ω) = 0 ∀p ∈ S}. When taking varieties we can assume S to be an ideal, since V( S ) = V(S). On the other hand, if A ⊆ K n the ideal I(A) = {p ∈ K[x]| p(ω) = 0 ∀ω ∈ A} is called the ideal of A. We write IV(S) instead of I(V(S)) and VI(A) instead of V(I(A)).
Ideals and varieties are dual concepts, in the sense that given ideals I, J, For any ideal the inclusion I ⊆ IV(I) holds; IV(I) represents the largest set of polynomials with the same set of zeroes as I. Since any I satisfying I = IV(I) is the ideal of the variety V(I), we say that any such I is an ideal of variety. For any A ⊆ K n , it can be seen that the ideal I(A) is an ideal of variety. Moreover, if I is an ideal of variety, then I(V(I) − V(J)) = I : J, where − denotes difference of sets. For further detail on these concepts, see [8, 7] .
A term in a setx = (x 1 , ..., x n ) of variables is an expression of the form
The set of terms is denoted by T . A monomial is an expression of the form c · p, with c ∈ K and p ∈ T . The degree of a monomial c ·xᾱ with c = 0 is deg(c ·xᾱ) = α 1 + · · · + α n . The degree of a non-null polynomial is the maximum of the degrees of its monomials. We denote the set of all polynomials of
An admissible term ordering is a relation over T such that: 1.
is a total ordering over T .
Moreover, is called a graded term ordering if ∀ᾱ,β ∈ N n , deg(xᾱ) > deg(xβ) impliesxᾱ xβ.
Term orderings extend to monomials by ignoring the coefficients and comparing the corresponding terms. The most common term orderings are defined as follows, assuming that x 1 x 2 · · · x n : -Lexicographical Ordering (lex). Ifᾱ,β ∈ N n , thenxᾱ lexxβ iff the leftmost nonzero entry inᾱ −β is positive.
, or deg(xᾱ) = deg(xβ) and the rightmost nonzero entry inᾱ −β is negative. Each of these orderings is a total ordering on terms. The orderings grlex and grevlex are examples of graded term orderings.
Given a term ordering , for any polynomial f ∈ K[x], lm(f ) stands for the leading monomial of f with respect to . Given an ideal I different from {0}, a Gröbner basis for I is a finite set of polynomials
For such a set G, I = G holds (and so G is indeed a basis for I).
To simplify presentation, a program is represented as a finite connected flowchart with one entry node, assignment, test, junction and exit nodes, as in [6] . We also assume that the evaluation of arithmetic and boolean expressions has no side effects and so does not affect the values of program variables, which are denoted by x 1 , ..., x n .
Formally, nodes for flowcharts are taken from a set Nodes, which is partitioned into the following subsets (we show between parentheses the respective symbol for pictures):
1. Entry ( →). There is just one entry node, which has no predecessors and one successor. It means where the flow of the program begins. 2. Assignments ( ). Assignment nodes have one predecessor and one successor. Every assignment node is labelled with an identifier x i and an expression f (x), thus representing the assignment
Tests (⊂ ⊃).
A test node has a predecessor and two successors, corresponding to the true and false paths. It is labelled with a boolean expression C(x), which is evaluated when the flow reaches the node. 4. Junctions ( ). Junction nodes have one successor and more than one predecessor. They involve no computation and only represent the merging of execution paths (in conditional and loop statements).
Exits (→ ).
Exit nodes have just one predecessor and no successors. They represent where the flow of the program halts.
For example, the program below incrementally computes the sequence of squares for the first x 3 natural numbers, stored in the variable x 1 . 
Ideals of Varieties as Abstract Values
The state of the computation at any given node in a program is the set of values each program variable can take. This is represented as a subset of K n . Program constructs change the state. A state can be abstracted to the ideal consisting of all polynomials that vanish in that state. This is how the abstraction function is intuitively defined.
At the abstract level, we work with polynomial ideals (more specifically, with ideals of variety, i.e. with ideals I such that I = IV(I)). To each arc a of the flowchart, we attach an assertion P a of the form P a = { k j=1 p aj (x) = 0}, or equivalently the ideal I a = p a1 (x), ..., p ak (x) , where the p aj ∈ K[x] are polynomials. The abstraction function,
is the ideal operator, which yields the ideal of the polynomials that vanish at the points in the given subset of K n ; and the concretization function,
is the variety operator (where 2 K n denotes the powerset of K n and I is the set of ideals of variety in
and (I, ⊇, ∩, 1 , 0 ) are semi-lattices, and the functions defined above are morphisms between these semi-lattices. These operators form a Galois connection, as ∀A ⊆ K n ∀I ∈ I, I(A) ⊇ I ⇔ A ⊆ V(I). The semantics of program constructs for abstract values is given later on as transformations on polynomial ideals.
The algorithm for computing the invariant ideal of variety for each program point works as follows. The output ideal of the entry node represents the precondition, i.e. what is known about the variables at the start of the execution of the program. Assuming at first that variables are undefined on any arc (i.e. I a = 1 , the bottom of I), we propagate the precondition ideal around the flowchart by application of the semantics until stabilization. In order to guarantee termination, we assume that each cycle in the graph contains a special junction node, called loop junction node, for which the respective assertion is approximated using a widening operator ∇. Intuitively, loop junction nodes correspond to loops, whereas simple junction nodes are associated to conditional statements.
Transformation of Ideals of Variety by Language Constructs
This section develops a semantics of programs for ideals of variety, i.e., for each kind of program node, we show how the output ideal of variety can be obtained in terms of the input ideals of variety and the relevant information attached to the node.
Program Entry Node
If we are given a precondition for the procedure to be analyzed, the IV(·) of the polynomial equations in it can be used as the output ideal of variety for the program entry node. Otherwise, if the variables are assumed not to be initialized, they do not satisfy any constraints and the vector of their values may be any point in K n . This is represented by the zero ideal 0 = I(K n ), whose corresponding assertion is the tautology 0 = 0.
Assignments
Let I = p 1 , ..., p k be the input ideal of variety of the assignment node, x i be the variable that is assigned and f (x) be the right-hand side of the assignment.
The strongest postcondition of the assertion { k j=1 p j (x) = 0} after the assignment
where intuitively x i stands for the value of the assigned variable previous to the assignment and ← denotes substitution of variables. Our goal now is to translate this formula in terms of ideals of variety.
Let us assume f (x) ∈ K[x]. We translate the equality
This ideal I captures the effect of the assignment, with the drawback that a new variable x i has been introduced. We have to eliminate this variable x i from I and then compute the corresponding ideal of variety; in other words, we need to compute all those polynomials in I that depend only on thex variables, i.e. I ∩ K[x], and then take IV(I ∩ K[x]). As it can be proved that
In our running example, assume that I 0 = 0 and that we want to compute the output ideal I 1 of the assignment x 1 := 0. Applying the ideas above, we take
This means that if we know nothing about the variables and apply the assignment x 1 := 0, then x 1 = 0 after the assignment.
Invertible Assignments. A common particular case is the following: f (x) = c · x i + f (x 1 , ..., x i−1 , x i+1 , ..., x n ), where c ∈ K, c = 0 and f does not depend on x i . Then the assignment is invertible, and we can express the previous value of the variable x i in terms of its new value. It is easy to see that in this case
To eliminate x i from I , we substitute
For instance, assume that I 4 = x 1 , x 2 (i.e. x 1 = x 2 = 0) and that we want to compute the output ideal I 5 of the assignment x 1 := x 1 + 2 * x 2 + 1. As the right-hand side of the assignment has the required form, we take I 5 = I 4 (x 1 ← x 1 − 2x 2 − 1) = x 1 − 2x 2 − 1, x 2 . Then, at program point 5, the variables satisfy x 1 = 2x 2 + 1 and x 2 = 0, which is consistent with the result of applying x 1 := x 1 + 2 * x 2 + 1 to (x 1 , x 2 ) = (0, 0).
Test Nodes
Let C = C(x) be the boolean condition attached to a test node with the input ideal I = p 1 , ..., p k . Then the strongest postconditions for the true and false paths are respectively
For simplicity, below we just show how to express the assertion for the true path in terms of ideals when C is an atomic formula. More complex boolean expressions can be handled easily [14] .
Polynomial Equalities. If C is a polynomial equality, i.e., it is of the form q = 0 with q ∈ K[x], then the states of the true path are V(q) ∩ V(I); in this case we take as output
For instance, assume that in our example, I 3 = x 1 − x 2 2 and we want to compute the output ideal I 7 of the false path. Now C(x) = (x 2 = x 3 ), and so ¬C(x) = (x 2 = x 3 ). According to our discussion above, then
, which means that at program point 7, x 2 = x 3 and x 1 = x 2 2 . Polynomial Disequalities. If C is a polynomial disequality, i.e. it is of the form q = 0 with q ∈ K[x], then the states of the true path are the points that belong to V(I) but not to V(q), in other words V(I) − V(q). So the output should be the ideal of the polynomials vanishing in this difference of sets, I(V(I) − V(q)). As it can be proved that I(V(I) − V(q)) = I : q , we take I : q as output.
For example, if the input ideal of the test node with condition C(x) = (x 1 = 0) is I = x 1 x 2 (either x 1 = 0 or x 2 = 0), the output for the true path is x 1 x 2 : x 1 = x 2 , which means that, after the test, we have that x 2 = 0 on the true path.
Polynomial Inequalities. Over K = R, Q, a polynomial inequality q > 0 (or q < 0) cannot be made equivalent to a boolean combination of polynomial equalities. In this case we have to perform an approximation of C to polynomial dis/equalities. For both q > 0 or q < 0, we approximate it by q = 0.
Simple Junction Nodes
Typically, simple junction nodes correspond to the merging of the execution paths of conditional statements. In general, if the input ideals of variety I 1 , ...., I l are such that for 1 ≤ i ≤ l, we have I i = p i1 , ..., p ik , then the strongest postcondition after the execution of the simple junction node is
Then the output ideal of variety has to be I(∪
since the I i are ideals of variety and so satisfy I i = IV(I i ).
Loop Junction Nodes
Intuitively, a loop junction node represents the merging of the execution paths of a while statement. As the following example illustrates, if we treat loop junctions as simple junctions, the forward propagation procedure may not terminate. That implies that we need to approximate.
For instance consider the loop junction in the running example, with input arcs 2,6 and output arc 3. Assume that I 2 = x 1 , x 2 (so x 1 = x 2 = 0), (x 1 , x 2 ) = (1, 1) or (x 1 , x 2 ) = (4, 2) ). The new value for I 3 should be
Notice that the solutions for the polynomials above are such that x 1 = x 2 2 and either x 2 = 0 or x 2 = 1 or x 2 = 2, which is consistent with the behaviour of the loop, since the semantics captures the effect after the loop body has been executed ≤ 2 times.
At the next step of the forward propagation procedure,
. Then the next value for I 3 should be
After t iterations of the forward propagation procedure, thus,
It is clear that only the first polynomial x 1 − x 2 2 yields an invariant for the loop, as it persists to be in I 3 after arbitrarily many executions of the loop.
In [20] , we gave an algebraic geometry-based approach to capture the effect of arbitrarily many iterations. Ideal-theoretic manipulations were employed to consider the effect of executing a path arbitrarily many times using new parameters standing for the number of times a path is executed and then eliminating those parameters using quantifier-elimination and projection.
An approximate method is proposed below using a widening operator, similar to the approach for linear inequalities based on abstract interpretation [5, 6] Widening Operator. Let I be the output ideal of variety associated with a loop junction node, I ant be its previous value and J 1 , ..., J l be the input ideals going into the loop junction node. An upper approximation of the set of states
needs to be computed; the polynomials in the intersection should be picked so that:
i) the result is still sound, i.e., all values of variables possible at the junction node are accounted for, ii) the procedure for computing invariants terminates; and iii) the method is powerful enough to generate useful invariants. Formally, we introduce a widening operator ∇ so that
In this context: Definition 1. A widening ∇ is an operator between ideals of variety such that:
1. Given two ideals of variety I and J, then I∇J ⊆ I ∩ J (so that V(I∇J) ⊇ V(I ∩ J) as we do not wish to miss any states). 2. For any decreasing chain of ideals of variety J 0 ⊇ J 1 ⊇ ... ⊇ J j ⊇ ..., the chain defined as I 0 = J 0 , I j+1 = I j ∇J j+1 is not an infinite decreasing chain.
These two properties take care of the conditions i) and ii) mentioned earlier.
As regards iii), in Sections 6 and 7, we will give evidence that our choice of the widening operator is quite powerful. Definition 2. Given two ideals of variety I, J ⊆ K[x], d ∈ N and a graded term ordering (such as grlex, grevlex), we define I∇ d J as
where GB(I, ) stands for a Gröbner basis of an ideal I with respect to the term ordering .
Proof. It is easy to see from the following relation that given two ideals of variety
Now let us prove that for any decreasing chain of ideals
is not an infinite decreasing chain. Since I 0 ⊇ I 1 ⊇ ... ⊇ I j ⊇ ..., we also have the decreasing chain
is closed under addition; and if
. So taking dimensions (as vector spaces) we have that
But this chain of natural numbers cannot decrease indefinitely, as it is bounded from below by 0. Therefore there exists i ∈ N such that ∀j > i dim(
). We can assume that i ≥ 1 without loss of generality. As
and the two vector spaces have the same dimension, we get the equality
. Then
as I j is an ideal of variety. But by construction, we already know that I i ⊇ I j ; so I i = I j , which implies that the chain must stabilize in a finite number of steps.
Applying the Widening. Let us apply the widening to our running example for d = 2. Assume that
Example 1. Here we give the first iteration of the forward propagation algorithm on our running example for d = 2. Due to lack of space, we cannot provide the full trace; for more details about the algorithm as well as the trace of the algorithm, please consult [19] .
The calculations are done using =grevlex(x 1 > x 2 ). By definition, ∀j : 0 ≤ j ≤ 7, I
(0) j = 1 . Assuming nothing about the values of variables at the entry point, I
(1) 0 = 0 . After the assignments x 1 := 0 and x 2 := 0 (which are not invertible), respectively
When dealing with the loop header, since I (1)
When taking the true output path,
I
(1)
The assignments x 1 := x 1 + 2 * x 2 + 1 and x 2 := x 2 + 1 are invertible, and so:
Finally, taking the false output path of the loop test we add the condition x 2 −x 3 :
Of the subsequent iterations, we just show the computation of I (5) 3 , which corresponds to the above example illustrating the application of the widening operator:
i . In this case, the widening operator accomplishes its function and the algorithm stabilizes in 6 iterations, yielding the loop invariant {x 1 = x 2 2 }.
Completeness
We show in this section that, under certain assumptions on the semantics of program constructs, the method is complete for finding polynomial invariants up to the degree d, where d is the parameter in the widening. We simplify the semantics as given in Section 5 as follows: firstly, conditions in test nodes are considered to be true 2 ; further, all assignments are assumed to be linear (i.e., of the form x i := p(x), with p a polynomial of degree 1).
The ideal-theoretic semantics of program constructs is used to associate a system of equationsĪ = F (Ī) to a program, where the unknowns are the invariant ideals and F is an expression using sum, intersection and quotient of ideals and elimination of variables. The least of the solutions to this fix point equation with respect to ⊇ can be shown to yield the optimal invariants; but, in general, it cannot be computed in a finite number of steps by applying forward propagation. The above proposed widening approximates the intersection of ideals when handling loop junction nodes with a loss of completeness of the method. The following theorem, however, shows that the widening is fine enough so as to keep all those polynomials of degree ≤ d of any fix point (for a proof, see [19] ).
Theorem 2. LetĪ
* be a fix point of the application F given by the semantics of a program (without widening). LetĪ (i) be the approximation obtained at the i-th iteration of the forward propagation procedure using ∇ d instead of intersection at loop junction nodes. Then ∀i ∈ N and ∀a program point, I *
In particular,Ī * may be the least fix point of F with respect to ⊇. Therefore, on termination of the approximate forward propagation with widening, the theorem guarantees that we have computed all the invariant polynomials of degree ≤ d. The proof is by induction over i. The inductive step is proved by considering all possible cases of program points and checking that all polynomials of degree ≤ d of the fix point are retained. For that we use the key property of the widening: the approximation includes all polynomials of degree ≤ d of the intersection; in other words, given I, J ideals,
Examples
We have implemented a modified version of the above method on Macaulay2 ( [12] ), an algebraic geometry tool that supports the ideal-theoretic operations needed in the method. In the implementation, the semantics of programs as given in Section 5 has been simplified: i) in order to speed up the algorithm, the IV(·) computations are not performed (although in practice for all our examples, some of which are shown in this section, we found the expected invariants without losing any information), ii) coefficients of terms in polynomials are considered over a finite field (with a large prime) for Gröbner basis computations, iii) the only boolean conditions considered are polynomial equalities, and iv) various paths in conditional statements are incrementally selected.
Since we are interested in determining nonlinear invariants, we start with the value of d to be 2. If that does not work, then we increment the value. We have presented an approach based on abstract interpretation for generating polynomial invariants of imperative programs. The techniques have been implemented using the algebraic geometry tool Macaulay2 [12] . The implementation has successfully computed invariants for many nontrivial programs. Its performance is very good as evident from the above table.
In the proposed method, the semantics of statements is given using idealtheoretic operations; this is a novel idea in contrast to the axiomatic semantics or denotational semantics typically given for program constructs. Obviously, only certain kinds of statements can be considered this way; in particular, restrictions on tests in conditionals and loops, as well as on assignments, must be imposed. However, using the approach discussed in [15] , where an ideal-theoretic interpretation of first-order predicate calculus is presented, it might be possible to give an algebraic semantics of arbitrary programming constructs using ideal-theoretic operations. This needs further investigation.
Another issue for further research is the widening operator for the semantics of loop junctions. The widening here presented, which retains polynomials of degree less than or equal to a certain a priori bound, works very well. But we will miss out invariants if the guess made for the upper bound on the degree of the invariants is incorrect. In that sense, the proposed method is complementary to our earlier work in [20] , in which no a priori bound on the degree of polynomial invariants needs to be assumed.
Also, since the method here introduced is based on abstract interpretation, it will be easy to integrate it with the techniques for generating invariant linear inequalities discussed in [6] . Such an integration will result in an effective powerful method for generating loop invariants expressed as a combination of linear inequalities and polynomial equations, thus handling a large class of programs. In contrast, we do not see how this is feasible with the recent approaches presented in [22] . The use of the abstract interpretation framework is also likely to open doors for extending our approach to consider programs manipulating complex data structures including arrays, records and recursive data structures.
