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Abstract— With the advancement of sensing and communication in
power networks, high-frequency real-time data from a power network
can be used as a resource to develop better monitoring capabilities.
In this work, a systematic approach based on data-driven operator
theoretic methods involving Koopman operator is proposed for the
online identification of power system dynamics. In particular, a new
algorithm is provided, which unlike any previously existing algorithms,
updates the Koopman operator iteratively as new data points are
acquired. The proposed algorithm has three advantages: a) allows
for real-time monitoring of the power system dynamics b) linear
power system dynamics (this linear system is usually in a higher
dimensional feature space and is not same as linearization of the
underlying nonlinear dynamics) and c) computationally fast and less
intensive when compared to the popular Extended Dynamic Mode
Decomposition (EDMD) algorithm. The efficiency of the proposed
algorithm is illustrated on an IEEE 9 bus system using synthetic data
from the nonlinear model and on IEEE 39 bus system using synthetic
data from the linearized model.
I. INTRODUCTION
The modern power grid is a cyber-physical system (CPS) with
generators, loads, transmission lines constituting the physical ele-
ments of CPS and the cyber layer connects the physical system to
the control center where sensor measurements and actuation signals
are communicated. With advancements in sensing and actuation,
this CPS paradigm is increasingly viewed as a critical infrastructure
for achieving reliable operation of the power grid. This can be
achieved with better real-time monitoring and feedback control
strategies [1], [2]. This work deals with identifying the real-time
power system dynamics from data that can help in achieving better
real-time monitoring capabilities.
In recent years, with advances in information technology and
data-processing capabilities, there has been an increased interest
in data-driven analysis in almost all different areas of science
and engineering. In the realm of dynamical systems, operator
theoretic methods for data-driven analysis of dynamical systems
has gained particular importance in recent years [3]–[22]. The
operator theoretic methods, involving Perron-Frobenius (P-F) and
Koopman operators have the advantage that even if the underlying
system is nonlinear, the evolution of these operators is linear.
However, usually, these operators are linear operators in an infinite-
dimensional space and thus one needs to compute finite-dimensional
approximations of these operators. To this end, there are differ-
ent algorithms for Koopman operator computation, with Dynamic
Mode Decomposition (DMD) [23] and Extended Dynamic Mode
Decomposition [24] being the most popular ones.
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However, all these algorithms use the entire obtained data-set for
computing the finite-dimensional approximation of the Koopman
operator. Hence, if a new data point is acquired and the Koopman
operator needs to be updated, the Koopman operator has to be
computed from scratch using the updated data-set. This makes the
existing algorithms computationally intensive and thus impractical
for real-time identification and monitoring of dynamical systems.
In this paper, we propose an iterative algorithm for the compu-
tation of the Koopman operator. In particular, when a new data
point comes in, the Koopman operator, which is already known
at the previous time instant, is updated incrementally using the
new data point. As this algorithm uses only the existing Koopman
operator and just the new data point, as opposed to the previously
existing algorithms it is computationally much more efficient.
Hence, this is more suited for real-time identification of dynamical
systems. To this end, we show how the proposed algorithm can
be used to identify the power system dynamics in real-time in a
computationally efficient manner.
The paper is organized as follows. In section II, we discuss
the basics of transfer operators followed by discussion of EDMD
algorithm and recursive Koopman learning in section III. The
design of a robust predictor based on learned Koopman operator
is presented in section IV. Simulations on two IEEE test cases are
presented in section V and the paper concludes in section VI.
II. KOOPMAN OPERATOR
Consider a discrete-time system
zt+1 = T (zt) (1)
where zt ∈ RN and T : M ⊂ RN → M is assumed to be
an invertible smooth diffeomorphism. Typically the system (1) is
analysed by studying the solution of the difference equation (1).
For continuous-time systems, the analysis is done by studying
the solutions of the corresponding differential equation. However,
associated with the dynamical system (1) are two operators, namely
Perron-Frobenius (P-F) (P) and Koopman operators (U), which
study the evolution of functions under the mapping T .
The Koopman operator associated with the dynamical system (1)
is defined as follows [25]:
Definition 1 (Koopman Operator): Given any g ∈ F , U : F →
F is defined by
[Ug](z) = g(T (z)),
where F is the space of function (observables) invariant under the
action of the Koopman operator.
Both the Perron-Frobenius and the Koopman operators are linear
operators, even if the underlying system is nonlinear. But while
analysis is made tractable by linearity, the trade-off is that these
operators are typically infinite dimensional. In particular, the P-F
operator and Koopman operator often will lift a dynamical system
from a finite-dimensional space to generate an infinite dimensional
linear system in infinite dimensions (see Fig. 1).
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Fig. 1. Schematic of the P-F and Koopman operators.
III. ONLINE KOOPMAN LEARNING OF DYNAMICAL SYSTEMS
As mentioned, the Koopman operator is a linear operator, even if
the underlying dynamics is nonlinear. The linearity of the operator
facilitates the use of linear control techniques for the analysis and
control of nonlinear systems. Moreover, Koopman operator analysis
is tailor-made for data-driven analysis of dynamical systems. As
such, there are several algorithms for computation of the finite-
dimensional approximations of the Koopman operators from time-
series data with Dynamic Mode Decomposition (DMD) [23] and
Extended Dynamic Mode Decomposition (EDMD) [24] being the
most popular ones.
A. Extended Dynamic Mode Decomposition
In this subsection, we briefly describe the EDMD algorithm for
the finite-dimensional approximation of the Koopman operator.
Consider snap-shots of time-series data as shown below
Xp = [x1, x2, . . . , xM ], Xf = [y1, y2, . . . , yM ] (2)
obtained from simulating a dynamical system x 7→ T (x), or from
an experiment, where xi ∈ X and yi ∈ X , X ⊂ RN . The two
pair of data sets are assumed to be two consecutive snapshots i.e.,
yi = T (xi). Let D = {ψ1, ψ2, . . . , ψK} be the set of observables,
where ψ : X → C. Let GD denote the span of D such that GD ⊂ G,
where G = L2(X). Define vector valued function Ψ : X → RK
Ψ(x) :=
[
ψ1(x) ψ2(x) · · · ψK(x)
]>
. (3)
Here Ψ is the mapping from physical space to feature space.
Any function φ, φˆ ∈ GD can be written as
φ =
K∑
k=1
akψk = Ψ
Ta, φˆ =
K∑
k=1
aˆkψk = Ψ
T aˆ (4)
for some set of coefficients a, aˆ ∈ RK . Let
φˆ(x) = [Uφ](x) + r,
where r is a residual that appears because GD is not necessarily
invariant to the action of the Koopman operator. The finite dimen-
sional approximate Koopman operator K minimizes this residual r
and the matrix K is obtained as a solution of the following least
square problem:
min
K
‖ KYp − Yf ‖F (5)
where
Yp = Ψ(Xp) = [Ψ(x1),Ψ(x2), · · · ,Ψ(xM )]
Yf = Ψ(Xf ) = [Ψ(y1),Ψ(y2), · · · ,Ψ(yM )],
(6)
with K ∈ RK×K . The optimization problem (5) can be solved
explicitly to obtain following solution for the matrix K
K = YfYp
† (7)
where Yp† is the pseudo-inverse of matrix Yp. DMD is a special
case of EDMD algorithm with Ψ(x) = x.
B. Recursive Koopman Learning
The Koopman operator is generally computed from the formula
(7), where one uses the entire data-set for the computation. Hence,
when a new data point is acquired, the Koopman operator is
recomputed using the enlarged data-set. As can be seen from (7),
computation of the Koopman operator involves the inversion of
a matrix and hence, for large dimensional systems, the Koopman
operator computation becomes computationally expensive. This
issue becomes even more detrimental for real-time identification
of dynamical systems, where the Koopman operator needs to be
updated with the acquisition of each new data point. This is because
with each new data point, the Koopman operator needs to be
recomputed and thus, at each time step one has to perform a matrix
inversion for the Koopman operator computation. This warrants a
recursive algorithm for the computation of the Koopman operator.
Let
MXp = [x1, x2, . . . , xM ],
MXf = [y1, y2, . . . , yM ] (8)
be M data points obtained from simulation of a dynamical system
x 7→ T (x) or from an experiment, where yi = T (xi). Let
MYp = Ψ(Xp) = [Ψ(x1),Ψ(x2), · · · ,Ψ(xM )]
MYf = Ψ(Xf ) = [Ψ(y1),Ψ(y2), · · · ,Ψ(yM )],
(9)
be the data points in the lifted space (RK), where the points xi
and yi are mapped by the dictionary functions Ψ. Let
KM =
M Yf
MYp
† (10)
be the Koopman operator obtained by using the M data points.
Now, a new data point (xM+1, yM+1) is aquired. The problem is
to update the Koopman operator KM to KM+1, without explicitly
computing the inverse (M+1Yp)†.
Note that (10) can be rewritten as
KMφM = zM (11)
where
φM =
M Yp(
MYp)
> =
M∑
i=1
Y ip (Y
i
p )
>
zM =
M Yf (
MYp)
> =
M∑
i=1
Y if (Y
i
p )
>
(12)
and Y ip and Y if are i
th columns of MYp and MYf respectively.
Moreover, the updated Koopman operator Km+1 satisfies
KM+1φM+1 = zM+1 (13)
The idea now is to express φM+1 and zM+1 in terms of φM and
zM . In doing so, we obtain
φM+1 = φM + Y
M+1
p (Y
M+1
p )
>.
Hence, using the Matrix Inversion Lemma, we get
φ−1M+1 = φ
−1
M −
φ−1M Y
M+1
p (Y
M+1
p )
>φ−1M
1 + (YM+1p )>φ−1M Y
M+1
p
. (14)
Moreover,
zM+1 =
M+1∑
i=1
Y if (Y
i
p )
> = zM + Y
M+1
f (Y
M+1
p )
>. (15)
Hence, from (13), the updated Koopman operator is computed as
follows.
KM+1 = zM+1φ
−1
M+1
=
(
zM + Y
M+1
f (Y
M+1
p
)>
)×(
φ−1M −
φ−1M Y
M+1
p (Y
M+1
p )
>φ−1M
1 + (YM+1p )>φ−1M Y
M+1
p
)
. (16)
Equation (16) gives the formula for updating the Koopman
operator as new data streams in, without explicitly computing the
inverse at every step, thus reducing the computational cost and
hence improving efficiency.
C. Initialization of the Algorithm
Equation (16) gives the updated Koopman KM+1 operator in
terms of quantities computed from the previous time step. Hence,
for computing the Koopman operator K1, one needs to initialize
both φ0 and z0. One potential way out of this situation is to compute
the Koopman operator Kq using the initial q data points (xi, yi),
i = 1, 2, · · · , q, q < M as
Kq =
q Y qf Y
†
p
and use the corresponding φq and zq to compute the updated
Koopman operators Kn, n > q. However, one major issue of this
approach is the invertibility of φq , as for most practical purposes and
applications, one would like q to be small and this will imply that
φq won’t be of full rank, thus resulting in erroneous computation of
the Koopman operator. To resolve this issue and to be more suitable
for practical applications, we set
φ0 = δIK , z0 = 0K ,
where δ > 0, IK is the K×K identity matrix and 0K is the K×K
zero matrix.
Remark 2: Choosing the initialization parameter δ can be tricky
and usually one should run the algorithm multiple times, with
different δ, on a given training data-set and choose the one which
has the lowest error on some validation data-set.
Algorithm 1 Algorithm for online Koopman Operator computation
using streaming data.
1) Fix the dictionary functions Ψ.
2) Initialize φ0 = δIK and z0 = 0K .
3) As a new data point (xM , yM ) streams in, lift the data point
to RK using the dictionary function Ψ.
4) Update zM and φ−1M as
zM = zM−1 + Y
M
f (Y
M
p )
>
φ−1M = φ
−1
M−1 −
φ−1M−1Y
M
p (Y
M
p )
>φ−1M−1
1 + (YMp )>φ
−1
M−1YMp
.
5) Update the Koopman operator KM−1 to KM as
KM = zMφ
−1
M .
IV. DESIGN OF KOOPMAN PREDICTOR
The linearity of Perron-Frobenius and Koopman operators can
be used to design predictors for the underlying system. In this
section, we briefly present the predictor design problem for the
self-containment of the paper. For details, we refer the readers to
[26].
Let KM be the Koopman operator computed from a streaming
data-set [x1, · · · , xM+1], using algorithm 1 and let x¯0 be the initial
condition from where the future trajectory needs to be predicted.
Let
Ψ(x¯0) =: z0 ∈ RK
be the data point in the lifted space. Then the initial condition is
propagated using Koopman operator as
zn = K
n
Mz0.
The predicted trajectory in the state space is then obtained as
x¯n = Czn
where matrix C is obtained as the solution of the following least
squares problem
min
C
M+1∑
i=1
‖ xi − CΨ(xi) ‖22 (17)
V. ITERATIVE IDENTIFICATION OF POWER NETWORKS
In this section, the proposed recursive EDMD algorithm is
applied to identify the dynamics of an IEEE 9 bus and 39 bus power
network. All the simulations were performed in MATLAB R2018b
on an Apple Macbook Pro with 2.3 GHz Intel Core i5 processor
and 8 GB 2133 MHz LPDDR3 RAM.
A. IEEE 39 Bus System
In this subsection we identify the dynamics of IEEE 39 bus
network (refer Fig. 2).
Fig. 2. One-line representation of IEEE 39 bus system.
In this example, we modelled the generator as a 4th order system
with a 3rd order PSS at each generator. The detailed model can be
found in [27]. We considered data from the linearized model and
computed the recursive Koopman operator using linear dictionary
functions (DMD algorithm).
The evolution of the dominant eigenvalues of the Koopman
operator, as the number of data points are increased, is shown in
Fig. 3. It can be seen that as the size of training data set increases,
the Koopman eigenvalues approach the eigenvalues of the linearized
system and with 1000 training data points, there is almost a perfect
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Fig. 3. Comparison of dominant Eigenvalues of iterative Koopman operator
and dominant eigenvalues of linearized dynamics for (a) 50 time steps, (b)
100 time steps, (c) 300 time steps, (d) 1000 time steps.
match of the dominant eigenvalues between the Koopman operator
and the linearized dynamics.
Using the different Koopman operators obtained from different
sizes of the training data-set, we also predicted the future of the
states from time step 600 to 900. We used training data up to
time step 500 and since we predict the states from time 600 to
900, the learned Koopman is being tested on a data-set which the
algorithm has not seen. The corresponding mean square errors in
the prediction of the states, as the size of the training data-set varies,
is shown in Fig. 4.
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Fig. 4. Mean square error in prediction of the states with varying training
data size.
As is expected from intuition, if the Koopman operator is trained
using more and more data, the accuracy of prediction increases.
Further, as in the 9 bus example, we compared the computation
time of our algorithm against the existing DMD framework and the
computation times are given in Table I.
As before our algorithm is faster than the existing DMD algo-
rithm. However, it can be seen that the difference in computation
time in this case is not as much as in the 9 bus example. This
is because, in this example we chose linear dictionary functions,
whereas in the 9 bus example we had chosen 150 Gaussian radial
basis function as dictionary functions.
TABLE I
COMPARISON OF COMPUTATION TIME FOR REDMD AND EDMD
# of Data points REDMD EDMD
computational time (s) computational time (s)
50 0.0407 0.0610
100 0.0897 0.1547
300 0.2070 0.3723
500 0.4105 0.7998
1000 0.6358 2.1848
B. IEEE 9 bus System
We consider the IEEE 9 bus system as shown in Fig. 5.
Fig. 5. One-line representation of IEEE 9 bus system.
The network has three generators and a 6th order model for each
generator is considered, an IEEE Type I exciter for each generator
consisting of a 3rd order dynamic model and a type II governor
model is considered for each generator with first-order dynamics.
Hence, the resultant system is a 30 dimensional nonlinear system.
The detailed modeling of the generator can be found in [28] and is
omitted in this paper due to page constraints. For the analysis, the
data is generated using PSAT [29] in MATLAB by perturbing the
system from a steady state. The data is sampled at a frequency of
0.01 seconds, which is in accordance with PMU measurements.
Unlike the previous test case, in this example we consider non-
linear data and use Recursive EDMD algorithm, with 150 Gaussian
radial basis functions as the dictionary functions Ψ. With this, we
computed the Koopman operator iteratively for 2000 time steps
and the dominant eigenvalues of the recursive Koopman operator
are plotted in Fig. 6.
It can be seen from Fig. 6(a) that when the data set is small
in size, the Koopman operator has positive eigenvalues. This is a
drawback of the Koopman framework and has been reported in
the literature [19], [30]. But as more data points are acquired,
the dominant eigenvalues of the Koopman operator approach the
dominant eigenvalues of the linearized system (see Fig. 6(b)-(d)).
However, the main novelty of the proposed approach lies in the
fact that our proposed algorithm reduces the computation time by
a large extent when new data-points are acquired from sensors
in real-time and thus making a real-time update of the Koopman
operator, necessary for real-time system identification. In Table II,
we compare the computation times of the Koopman operator using
our proposed iterative method with the existing EDMD method.
It can be seen that the computation time of the desired operator
and its eigenspectrum reduces drastically. Moreover, the reduction
in computation time is nonlinear and with larger systems, the
difference in computation time will be even greater.
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Fig. 6. Comparison of dominant Eigenvalues of recursive Koopman
operator and dominant eigenvalues of linearized dynamics for (a) 250 time
steps, (b) 500 time steps, (c) 1000 time steps, (d) 2000 time steps.
TABLE II
COMPARISON OF COMPUTATION TIME FOR REDMD AND EDMD
# of Data points REDMD EDMD
computational time (s) computational time (s)
250 1.832 2.287
500 3.984 7.127
1000 5.596 12.115
1500 9.483 19.907
2000 12.886 30.169
VI. CONCLUSIONS
In this paper, a novel algorithm for online learning of power
system dynamics from real-time streaming data is proposed. In
particular, we use operator theoretic ideas, namely Koopman op-
erator to approximate the underlying dynamics of a power network
using data. The proposed approach is computationally efficient
when compared to existing popular approaches such as EDMD and
this facilitates the real-time learning of power system dynamics.
The efficacy of the proposed approach is demonstrated on two
different power networks, namely IEEE 9 bus system with nonlinear
dynamics and IEEE 39 bus system with linearized dynamics. Real
time learning of power system dynamics enables better monitor-
ing capabilities and future efforts involve anomaly detection and
classification from the linearized higher dimensional power system
dynamics.
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