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Abstract
We determine the exact asymptotic behaviour of entropy numbers of diagonal operators from p to q ,
0<q <p∞, under mild regularity conditions on the generating diagonal sequence. On one hand, this is
a quantitative version of Pitt’s theorem for diagonal operators, and on the other hand it is a limiting case of
results by Carl. An application to embeddings of weighted Besov and Triebel–Lizorkin spaces is also given.
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1. Introduction and preliminaries
The aim of this note is twofold. First we determine the exact asymptotic behaviour of entropy
numbers of diagonal operators from p into q , where 0 < q < p∞. On one hand, this can
be viewed as a quantitative version of Pitt’s theorem (in the special case of diagonal operators),
and on the other hand, it is a limiting case of Carl’s results [2] on entropy numbers of diagonal
operators in p-spaces.
Then we apply this result to compact embeddings of weighted Besov and Triebel–Lizorkin
spaces. Recently this topic has attracted a lot of attention, see e.g. the papers [7,11–14]. Our
result, Theorem 7, clariﬁes a case left open in [13].
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Now let us recall some deﬁnitions and ﬁx notation. If X and Y are quasi-Banach spaces and
T : X → Y is a (bounded linear) operator, then the nth entropy number of T is deﬁned as
en(T ) = inf
⎧⎨
⎩ ε > 0 : ∃y1, . . . , y2n−1 ∈ Y s.t. T (BX) ⊆
2n−1⋃
j=1
(yj + εBY )
⎫⎬
⎭,
where BX and BY denote the closed unit balls in X and Y, respectively. Similar quantities are the
approximation numbers, deﬁned as
an(T ) = inf{‖T − L‖ : rank L < n}.
Entropy and approximation numbers enjoy many nice properties like additivity and multiplica-
tivity, for details and more background we refer to the monographs [16,8,3,5].
Obviously, an operator T is compact if and only if limn→∞ en(T ) = 0, thus the asymptotic
behaviour of the entropy numbers en(T ) can be viewed as a quantitative description of the ‘degree’
of compactness of T. Moreover, entropy numbers are closely related to eigenvalues, which is the
basis for many applications in analysis. If T : X → X is a compact operator in a complex quasi-
Banach space X with eigenvalues j (T ), ordered according to decreasing modulus and counting
multiplicities, then for all k, n ∈ N the estimate
|1(T ) · · · n(T )|1/n2k/2nek+1(T ) (1)
holds. This is the famous Carl–Triebel inequality (see e.g. [8, Theorem 2.d.1] and [5, Theorem
1.3.4.]).
Let 0 < p∞. As usual we denote by p the space of all complex sequences x = (xn),
indexed by n ∈ N or n ∈ N0 := {0} ∪ N, such that the quasi-norm
‖x‖p =
⎧⎪⎨
⎪⎩
(∑
n
|xn|p
)1/p
if 0 < p < ∞,
sup
n
|xn| if p = ∞
is ﬁnite. (This is even a norm, if 1p∞.) For (at most countable) index sets I, the notation
p(I ) should be self-explanatory, and if I has n elements we write np. The cardinality of a set I will
be denoted by |I |. For x ∈ Rd , the symbol |x| stands for the Euclidean norm; but no confusion
will be possible.
Given two sequences (an) and (bn) of positive real numbers we write anbn if there is a
constant c > 0 such that ancbn for all n ∈ N; and the symbol an ∼ bn stands for anbnan.
Similarly we write f (t) ∼ g(t) for positive functions f and g, if c1f (t)g(t)c2f (t) for all t
and some constants c1, c2 > 0 independent of t.
Pitt’s theorem says that every bounded linear operator from p into q , 1q < p∞ , is
compact. On the other hand it follows from Hölder’s inequality that a diagonal operator D,
deﬁned by (xn) 
→ (nxn), is bounded from p to q if and only if the diagonal sequence
 = (n) belongs to r , where 1/r = 1/q − 1/p. Then D is even compact, and it suggests the
natural question of how fast its entropy numbers tend to zero. Under a weak regularity condition
on the diagonal sequence (n), the answer is given in Theorem 1.
The organization of the paper is simple. In Section 2 we deal with entropy numbers of diagonal
operators in p-spaces; our main result is Theorem 1. As an illustration of this general result we
give in Corollary 2 some concrete examples. Moreover we discuss the role of the assumption
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n ∼ 2n on the diagonal sequence. By an example, which might be interesting in its own right,
we show that Theorem 1 does not hold without that assumption.
In Section 3 we give an application of our main result to entropy numbers of compact embed-
dings of weighted Besov and Triebel–Lizorkin spaces, thus complementing recent results on this
topic in [13].
2. Entropy numbers of diagonal operators
2.1. Main results
Our main result in this section is the following theorem.
Theorem 1. Let 0 < q < p∞, 1/r = 1/q − 1/p, and let (n) ∈ r be a non-increasing
sequence of non-negative real numbers. Assume that the tail sequence n :=
(∑∞
k=n rk
)1/r
satisﬁes the doubling condition n ∼ 2n. Then
en(D : p → q) ∼ n. (2)
Before proving Theorem 1, let us brieﬂy discuss how it is related to known results in the
literature. In [2] Carl studied entropy numbers of diagonal operators D : p → q under the
stronger assumption
1p, q∞,  ∈ r , 1/r > max(1/q − 1/p , 0).
In this situation, the sequence (en(D)) belongs to the Lorentz space s,r with 1/s = 1/r +
1/p−1/q. Thus our Theorem 1 clariﬁes the limiting case 1/r = max(1/q−1/p, 0) with q < p,
which is not covered by Carl’s results. For p < q, the limiting case corresponds to null sequences
n which converge to zero slower than every power n−,  > 0. Several sharp estimates in this
direction can be found in [9,10].
In order to illustrate Theorem 1, we give some typical examples; of course this list could be
extended.
Corollary 2. Let p, q, r be as in Theorem 1,  > 1/r , c > 0 and 0 <  < 1. Then the entropy
numbers en = en(D : p → q) behave asymptotically as
en ∼
⎧⎪⎨
⎪⎩
(log n)
1−
r e−c(log n) if n ∼ n−1/re−c(log n) ,
(log n)1/r− if n ∼ n−1/r (log n)−,
(log log n)1/r− if n ∼ (n log n)−1/r (log log n)−.
2.2. Some preparations
Before passing to the proofs we collect some known results which will be needed later. The ﬁrst
result, on approximation numbers of diagonal operators, can be found in [16, Theorem 11.11.4],
where only the Banach space case 1q < p∞ was considered. However, the same proof
works also in the quasi-Banach case, i.e. when 0 < p < 1 or 0 < q < 1.
Lemma 3. Let p, q, r and (n) be as in Theorem 1. Then
an(D : p → q) =
( ∞∑
k=n
rk
)1/r
. (3)
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Note that the doubling condition n ∼ 2n on the tails is not required in Lemma 3, in contrast
to Theorem 1.
The next result is essentially due to Carl (see [3]) who proved it in the Banach space case, for
the extension to the quasi-Banach case see [5].
Lemma 4. Let X andY be quasi-Banach spaces, and let (fk) be an increasing sequence of positive
real numbers satisfying
lim
k→∞ fk = ∞ and f2k ∼ fk. (4)
Then there is a constant c > 0, depending only on the quasi-triangle constant of the space Y and
on the sequence (fk), such that for all operators T : X → Y and all n ∈ N the estimate
max
1kn
fkek(T )c max
1kn
fkak(T ) (5)
holds. In particular, an(T ) ∼ a2n(T ) implies en(T )an(T ).
Finally, we state a well-known probabilistic result, see e.g. the monograph by Ledoux and
Talagrand [15, p. 90].
Lemma 5. Let (εk) be a sequence of independent, identically distributed Bernoulli random vari-
ables, i.e. P(εk = +1) = P(εk = −1) = 12 . Then one has, for all t > 0 and every sequence
(k) ∈ 2, the estimate
P
(∑
k
kεk t
)
 exp
(
− t
2
2
∑
k 
2
k
)
. (6)
2.3. Proof of Theorem 1
Upper estimate: By Lemma 3 and the assumption on n we have
a2n(D) = 2n ∼ n = an(D),
hence Lemma 4 implies the desired estimate
en(D)an(D) = n.
Lower estimate: First we deal with the special case p = ∞. Then we have r = q. Given any
n ∈ N, select m > n such that
m∑
k=n
qk
1
2
∞∑
k=n
qk =
qn
2
. (7)
Consider the index set I = {n, n + 1, . . . , m} and the diagonal operator
D : ∞(I ) → q(I ) deﬁned by (xk)k∈I 
→ (kxk)k∈I .
By the multiplicativity of entropy numbers we have
ek(D : ∞(I ) → q(I ))ek(D : ∞ → q) for all k ∈ N.
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In order to estimate ek(D) from below, we use the set
F = {(kk)k∈I : k = ±1} ⊂ q(I ).
Clearly F ⊂ D(B∞), where B∞ denotes the closed unit ball in ∞(I ). LetM be a maximal
-distant subset of F, i.e.
‖x − y‖q whenever x, y ∈M, x = y. (8)
Here we choose  > 0 such that(

2
)q
= 
q
n
8
. (9)
Soon it will become clear why this is a good choice. Next we need a lower bound for the cardinality
ofM. Due to the maximality ofM we have
F =
⋃
x∈M
BF (x, ), (10)
where BF (x, ) = {y ∈ F : ‖y − x‖q} is the closed ball in F of radius  and center x. Now
we estimate the cardinality of these balls from above. Fix any x = (xk) ∈M. Then every y ∈ F
can be written in the form y = (εkxk)k∈I , with uniquely determined signs εk ∈ {+1,−1}. That
means, we can identify F with the collection of all sequences of signs (εk)k∈I . Obviously, (εk)k∈I
can be regarded as an i.i.d. Bernoulli sequence. Denoting I± = {k ∈ I : εk = ±1}, we have
y = (εkxk) ∈ BF (x, ) ⇐⇒ q
∑
k∈I
|yk − xk|q = 2q
∑
k∈I−
qk ⇐⇒
∑
k∈I−
qk
(

2
)q
.
Due to our choice of m and , see (7) and (9), this implies
∑
k∈I
qk εk =
∑
k∈I+
qk −
∑
k∈I−
qk =
∑
k∈I
qk − 2
∑
k∈I−
qk
qn
4
,
which in turn yields
|BF (x, )|2|I |P
(∑
k∈I
qk εk
qn
4
)
.
Together with (10) and estimate (6) from Lemma 5 this shows
2|I | = |F | |M| · 2|I | exp
(
− 
2q
n
32
∑
k∈I 
2q
k
)
.
Thus we have
log2 |M|
log2 e
32
· 
2q
n∑
k∈I 
2q
k
 log2 e
32
·
(
n
n
)q
,
where the last inequality follows from∑
k∈I
2qk 
∑
kn
2qk 
q
n
∑
kn
qk = (nn)q .
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By the doubling condition on the tail sequence (n) there is a constant c > 0 such thatqnc ·
q[n/2] for all n ∈ N. This implies(
n
n
)q
c
(
[n/2]
n
)q
c−qn
n∑
k=[n/2]
qk
cn
2
,
and thus
log2 |M|
c log2 e
64
n .
That means, we have shown the following:
For every n ∈ N there is a subsetMn ⊂ D(B∞) satisfying
|Mn|2c1n and ‖x − y‖qc2n if x = y, x, y ∈Mn,
where the constants c1 = c log2 e/64 and c2 = 2 · 8−1/q depend only on q and the doubling
constant c of the sequence (qn). This implies, with some constant c3 > 0 depending only on q
and c, the desired estimate
en(D : ∞ → q)c3n for all n ∈ N.
Now the general case 0 < p < ∞ follows easily. Let 0 < q < p < ∞ and 1/r = 1/q − 1/p,
and let  = (n) ∈ r be a non-increasing sequence such that n =
(∑∞
k=n rk
)1/r
satisﬁes the
doubling condition 2n ∼ n . Now we deﬁne sequences  = (n) ∈ q and 	 = (	n) ∈ p by
qn = 	pn = rn
and consider the corresponding diagonal operators
D : ∞ → q and D	 : ∞ → p.
Because of 1/q = 1/p + 1/r we have
	nn = r/p+1n = r/qn = n,
and consequently D = D D	. By the upper estimate, the lower estimate in the special case, and
the multiplicativity of entropy numbers this implies( ∞∑
k=2n
qk
)1/q
e2n(D)en(D	) en(D)
( ∞∑
k=n
	pk
)1/p
en(D).
Due to the deﬁnitions of 	n and n, this gives
r/q2n 
r/p
n en(D),
and from 2n ∼ n and r/q − r/p = 1 we obtain the desired inequality
en(D)  n . 
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2.4. On the role of the doubling condition n ∼ 2n
The doubling condition n ∼ 2n on the tails n =
(∑∞
k=n rn
)1/r
of the diagonal sequence
(n) was essentially used in the proof of Theorem 1. However, this condition is not only posed
because it is needed in the proof, but without it Theorem 1 fails in general, as the following
example shows.
Remember that we deal with complex spaces, and note that we do not require p > q in the
following proposition; the proof works for pq as well.
Proposition 6. Let 0 < p, q∞ and n = 2−n. Then
ek(D : p → q) ∼ k1/2r · 2−
√
k where 1/r = 1/q − 1/p. (11)
Proof. In view of the bound in (11) and the monotonicity of entropy numbers it is enough to
prove (11) for integers of the form k = N2 with N ∈ N.
Upper estimate: Consider the projections PN and QN in p, given by
PNx = (x1, . . . , x2N, 0, . . .) and QNx = (0, . . . , 0, x2N+1, . . .).
Let q∗ = min(q, 1). Since q is a q∗-normed space, the additivity of entropy numbers
(see [5, p. 8]) gives for all k,N ∈ N
ek (D)
q∗ ek (DPN)q
∗ + ‖DQN‖q∗ . (12)
For the second summand we have
‖DQN‖
⎧⎨
⎩
2−2N−1 if pq,( ∑
n>2N
2−nr
)1/r
if p > q,
where we used Hölder’s inequality for p > q. Thus we obtain in both cases
‖DQN‖c12−2N. (13)
For estimating the ﬁrst summand in (12) we factorize DPN as shown in the following commu-
tative diagram:
p
DPN−−−−→ q
AN
⏐⏐ ⏐⏐BN
2N∞
DN−−−−→ 2N∞
where the operators AN,DN,BN are deﬁned by
ANx = (xn)2Nn=1, DNx = (nxn)2Nn=1, BNx = (x1, . . . , x2N, 0 . . .),
respectively. By the multiplicativity of entropy numbers we get
eN2(DPN)eN(AN) eN2−N+1(DN)‖BN‖. (14)
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Schütt’s results [17] (see also [5, p. 98] for the quasi-Banach case) show
eN(AN)eN(id : 2Np → 2N∞ )c2N−1/p. (15)
By Gordon et al. [6], we have for all m ∈ N
em+1(DN)6 sup
1n2N
2−
m
2n (1 · · · n)1/n6 sup
n∈N
2−
m
2n− n+12 3
√
2 · 2−
√
m, (16)
since m2n + n2 
√
m
n
n = √m. From the trivial estimate ‖BN‖(2N)1/q and (12)–(16) (taking
k = N2 in (12), and m = N2 − N in (16) ) we deduce
eN2(D)c3
(
eN2(DPN) + ‖DQN‖
)
c4N1/q−1/p2−N.
Thus the upper estimate is shown for all integers of the form k = N2, and by a monotonicity
argument it follows for all k ∈ N.
Lower estimate: Here we use, for arbitrary N ∈ N, the commutative diagram:
N∞
DN−−−−→ N∞
AN
⏐⏐ ⏐⏐BN
p
D−−−−→ q
(17)
where the operators AN,DN,BN are now deﬁned as
ANx = (x1, . . . , xN , 0 . . .), DNx = (nxn)Nn=1, BNx = (xn)Nn=1.
Applying the Carl–Triebel inequality (1), with n = N and k = N2 + N , to the operator DN , we
obtain
2−
N+1
2 = (1 · · · N)1/N2N
2+N
2N eN2+N+1(DN) . (18)
Moreover we have ‖AN‖ = N1/p and, by Schütt’s results [17],
eN(BN)eN(id : Nq → N∞) ∼ N−1/q . (19)
Combining (17)–(19) with the multiplicativity of entropy numbers we get
2−N−1eN2+N+1(DN)‖AN‖ eN2(D) eN(BN)c N1/p−1/q eN2(D).
This implies eN2(D)  N1/q−1/p · 2−N and the proof is ﬁnished. 
3. Applications to embeddings of weighted Besov spaces
Finally, we give an application of Theorem 1 to entropy numbers of embeddings of weighted
Besov spaces. Recently this subject has been intensively investigated, we refer to the papers
[7,11–14] for the relevant results, and also for more details and background on this special topic.
A standard reference for the general theory of Besov spaces Bspq(Rd) and Triebel–Lizorkin
spaces F spq(Rd) are the monographs [18,19] by Triebel; for the connection of these spaces
with entropy numbers, and applications to spectral theory of (pseudo-)differential operators, see
also [5].
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As in [7] we will work with the class Wd of admissible weights, that means positive C∞
functions w on Rd with the following properties:
(i) For every multiindex 
 ∈ Nd0 there is a constant c
 > 0 such that
|D
w(x)|c
w(x) for all x ∈ Rd .
(ii) There are constants c > 0 and 0 such that
0 < w(x)cw(y)(1 + |x − y|2)/2 for all x, y ∈ Rd .
For 0 < p, q∞, s ∈ R and w ∈ Wd , the weighted Besov space Bspq(Rd , w) consists of all
f such that wf belongs to the usual Besov space Bspq(Rd). A (quasi-)norm on Bspq(Rd , w) is
given by ‖f |Bspq(Rd , w)‖ = ‖wf |Bspq(Rd)‖. Weighted Triebel–Lizorkin spaces F spq(Rd , w)
are deﬁned analogously.
For power weights w(x) = (1 + |x|2)/2,  > 0, the exact asymptotic entropy behaviour
of compact embeddings Bs1p1,q1(Rd , w) ↪→ Bs2p2,q2(Rd) has been found for (almost) all possible
constellations of parameters in [7,12,13].
Now let w ∈ Wd be a small perturbation of a power weight, meaning that there are a number
 > 0, and a slowly varying function , such that
w(x) ∼ |x|(|x|) for |x|1. (20)
If a weight w ∈ Wd satisﬁes (20), we write w = w,.
A continuous function  : [1,∞) → (0,∞) is called slowly varying if
lim
t→∞
(ut)
(t)
= 1 for all u1.
For more information on slowly varying functions, see the monograph [1]. We shall need here
only the following property of slowly varying functions, which can easily be deduced from the
deﬁnition:
For every ε > 0 there is a constant Cε > 0 such that
(tu)Cεtε(u) for all t, u1. (21)
Now we give the announced application, Theorem 7. Part (i) has already been shown in [13,
Corollary 5.8], but no entropy estimate was given in [13]. In part (ii) we close this gap and
determine the exact asymptotic order of the entropy numbers. In the proof we shall use our
Theorem 1, otherwise the strategy of proof is similar to the one developed in the series of papers
[11–14]; therefore we will be very brief.
Theorem 7. Let −∞ < s2 < s1 < ∞, 0 < p2 < p1∞, 0 < q1, q2∞, and 1/p =
1/p2 − 1/p1. Moreover, let w = w, ∈ Wd be an admissible weight of the form (20) with
 = d/p and  increasing and slowly varying.
(i) Then there exists a compact embedding
idB : Bs1p1,q1(Rd , w,) → Bs2p2,q2(Rd)
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if and only if∫ ∞
1
(t)−p dt
t
< ∞ . (22)
(ii) The entropy numbers of this embedding behave like
en(idB) ∼
(∫ ∞
n1/d
(t)−p dt
t
)1/p
. (23)
Proof. We only have to prove part (ii). Using wavelet bases in weighted Besov spaces (see [7]),
one can shift the problem from the level of function spaces to the simpler context of sequence
spaces; we do not repeat here the details of this procedure which can be found in [7,11–14]. The
outcome is the relation
en(idB) ∼ en
(
id : q1(2jp1(w)) → q2(p2)
)
with  = (s1 − d/p1) − (s2 − d/p2). (24)
Note that  > d/p = . The sequence spaces in (24) are deﬁned as follows.
For 0 < p, q∞,  > 0 and w ∈ Wd , the space q(2jp(w)) consists of all sequences
x = (xj )∞j=0 with xj = (xjk)k∈Zd such that the quasi-norm⎛
⎜⎝ ∞∑
j=0
2jq
⎛
⎝∑
k∈Zd
|w(2−j k)xjk|p
⎞
⎠q/p
⎞
⎟⎠
1/q
is ﬁnite (with the usual modiﬁcations if p = ∞ and/or q = ∞).
If  = 0 and w(x) ≡ 1, we simply write q(p).
Next we consider, for all j ∈ N0, the commutative diagram
q1(2jp1(w))
Sj−−−−→ q2(p2)
Aj
⏐⏐ ⏐⏐Bj
p1(Z
d)
Dj−−−−→ p2(Zd)
where Sj = BjDjAj , and the remaining operators are deﬁned by
Ajx = 2j
(
w(2−j k)xjk
)
k∈Zd ,
Djy =
(
w(2−j k)−1yk
)
k∈Zd ,
Bj z = (0, . . . , z︸︷︷︸
j
, 0, . . .).
Clearly we have ‖Aj‖ = ‖Bj‖ = 1 for all j and id = ∑∞j=0 2−jSj .
50 T. Kühn / Journal of Approximation Theory 153 (2008) 40–52
Upper bound: First we estimate the entropy numbers of the diagonal operators Dj , beginning
with j = 0. Let us rearrange the diagonal entries of D0, that means the numbers w(k)−1, k ∈ Zd ,
in a non-increasing sequence  = (m)∞m=1. One immediately veriﬁes that
m ∼ m−/d(m1/d)−1 = m−1/p(m1/d)−1.
Using the same rearrangement, we can identify the spaces pi (Zd), i = 1, 2, with pi = pi (N) ,
and from Theorem 1 we obtain
en(D0) = en(D : p1 → p2) ∼
( ∞∑
m=n
pm
)1/p
∼
( ∞∑
m=n
m−1(m1/d)−p
)1/p
∼
(∫ ∞
n1/d
(t)−p dt
t
)1/p
:= n. (25)
Note that Theorem 1 applies, since n is decreasing and n satisﬁes the doubling condition
2n ∼ n. In other words, we have shown that
L
(e)
 (D0) := sup
n∈N
en(D0)
n
< ∞. (26)
Nowwe estimate the entropy numbers ofDj , j1. Recall that ourweight is of the formw = w,
(as in (20)) with a slowly varying function . Taking (21) into account, we have for every ε > 0
a constant Cε > 0 such that
w(2−j k)−1Cε2j (+ε)w(k)−1 for all j ∈ N and k ∈ Zd .
Thus we have bounded the diagonal entries ofDj (the quantities on the left-hand side of the above
inequality) by those of D0, whence the properties of entropy numbers yield that
en(Dj )Cε2j (+ε)en(D0) for all j, n ∈ N,
and since Sj = BjDjAj and ‖Aj‖ = ‖Bj‖ = 1, we get
L
(e)
 (Sj )L(e) (Dj )Cε 2j (+ε) L(e) (D0). (27)
Now we specify the parameter ε > 0 which is still at our disposal. We take ε = −2 ; then clearly
 −  − ε = ε > 0. Using (26) and (27), and observing that L(e) is equivalent to an r-norm for
some 0 < r < 1, we ﬁnally arrive at
L
(e)
 (idB)r = L(e)
⎛
⎝ ∞∑
j=0
2−jSj
⎞
⎠r C ∞∑
j=0
2−jrL(e) (Sj )r
 L(e) (D0)r
∞∑
j=0
2j (+ε−)r = L(e) (D0)r
∞∑
j=0
2−jεr < ∞.
In other words, we have shown the desired upper estimate en(idB)n.
The proof of the lower estimate is simple. From (24), (25) and the multiplicativity of entropy
numbers we get, using appropriate projections, that
en(idB) ∼ en(id)en(D0) ∼ n,
and the proof of the theorem is ﬁnished. 
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We conclude the paper by some remarks.
Remark 8. Note that the bound in (23) does not depend on the ﬁne indices q1, q2 of the Besov
spaces. Moreover, by our deﬁnition of weighted spaces, the well-known embedding relations
Bsp,min(p,q)(R
d) ↪→ F sp,q(Rd) ↪→ Bsp,max(p,q)(Rd)
betweenBesov spacesBsp,q(Rd) andTriebel–Lizorkin spacesF sp,q(Rd)hold for the corresponding
weighted spaces, too. Therefore Theorem 7 remains valid if we replace B-spaces by F-spaces.
Remark 9. An inspection of the proof of Theorem 7 shows that we did not really use that
the function  is slowly varying, but only property (21). Similarly, it is not necessary to as-
sume that  = d/p, any other value of  with d/p <  would do. Therefore the proof
of Theorem 7 works for a much larger class of admissible weights; we leave the details to the
reader.
Finally, let us mention that Theorem 1 has recently found another application in the context of
Besov spaces of generalized smoothness, see [4].
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