Binary variables arising from an underlying normal distribution with a fixed threshold were simulated in a two-stage selection scheme with a sire model. The model had herd-year-seasons and groups as fixed effects and sires as random variables; a heritability of .25 was used in the simulation. The "best" 20% of the sires were allowed to have additional progeny in the second stage. The criteria used to select these sires were breeding values predicte~ with a Bayesian procedure or with a maximum quasi-likelihood approach. Heritability was estimated from the data used to compute the sire evaluations. The two methods were compared in terms of empirical sampling bias, variance, and mean squared error of estimates of fixed effects and of heritability. The ability of selection based on the two methods to elicit genetic change was studied in terms of realized response to sire selection. Under the conditions examined, the maximum quasi-likelihood procedure had a larger mean squared error of estimates of heritability and of differences between genetic groups. Heritability estimates were biased upwardly by both methods. Differences between true n~nsmitting abilities of bulls selected by each of the methods were negligible. It appears that sire evaluations for categorical data obtained with the Bayesian
INTRODUCTION
Genetic merit of candidates for selection is often assessed using mixed linear models. However, there arc situations where such models arc not indicated by theory because of nonlinearity. Examples are categorical responses (7, 10, 13, 17) , censored records (2, 23), "counted" variates (6) , genetic evaluation with uncertain paternity (8) , analyses requiring estimation of a power transformation (12) , and inferences with mixed major gene and polygenie inheritance (18) . For these situations, predictors of genetic merit and estimators of parameters have been developed using primarily Bayesian methods. In the case of categorical data, a "classical" solution has also been proposed by Gilmour et al. (13, 14) , so it is logical to question which of the two approaches would be more suitable for genetic evaluation of, for example, calving ease.
The objective of this study is to compare via simulation the procedure described in Gilmour et al. (13) for categorical threshold data with the method derived indcpendendy by Gianola and Foulley (10) , using Bayesian arguments, and by Harville and Mec (17) . Binary data were employed because they pose the highest possible degree of nonlinear:=ty in threshold models.
PROCEDURES CONSIDERED
A description of the two procedures is facilitated by reference to standard mixed linear model methodology. Here, predictions of sire merit are calculated as K'O + M% where K and M are arbitrarily specified matrices, and ~ and are solutions to the linear mixed model equations for fixed ~ and random s (sires) effects, respectively. 1~ = BLUE (~) and ~ = BLUP (s). Under normality, and assuming that the mean of the distribution of s is 0 or known:
where w = y -X~ (or any linear translation invariant function of the records having n -r linearly independent elements; n is the number of records and r is the rank of X), X and Z are fixed incidence matrices, R is the variancecovariance matrix of the residuals in the model for y, and G = Var(s). In this setting, ~ is also the maximum likelihood estimator of J~. In a Bayesian framework under normality, [3 and are the components of the mean vector of the posterior distribution [3,sly,X,Z,R,G provided prior knowledge about ~ is vague and that the prior distribution of s is multivariate normal.
Because this joint posterior distribution is multivariate normal, the marginal distributions [31y, X,Z,R,G and sly,X,Z,R,G are also normal, their respective mean vectors also being ~ and ~, as just defined (3, 9) . The conditional mean [1] maximizes expected genetic merit over repeated sampling in certain selection schemes (5, 15) . When the components of matrices R and G are unknown, it has been suggested (I 1) that a reasonable approximation to the "best" predictor [1] is:
= E(slw,X,Z,G = (~,R = 1~) [2] where ~ and 1~ are the marginal or restricted maximum likelihood estimators of G and R, respectively. A Bayesian interpretation of and I~ stems from the fact that these matrices correspond to the components of the mode of f(G,Rly,X,Z), the marginal posterior density of the dispersion parameters (9, 16). 
Beye~atn Approech for Threshold Data
In univariate threshold models (4, 7, 10) , it is assum~ that there is an unobservable "liability" variable, and its residual variance is set equal to 1. The joint posterior density of 13 and s (for binary data), given the variance components in the conceptual scale, can be written as"
where Pi is the probability (conditionally on and s) that observation i (i = [4] converges to a global maximum, the-that these solutions depend on G, whose elesolutions [3" and s* give the components of the ments are often unknown. For example, in a mode of the joint posterior density [3] . Note univariate model with sire effects as the single random factor, G = AO's , where A is the numerrelationship matrix and O~s is the sire variator ance. When O~s is unknown, several authors (7, 11, 19) have suggested replacement of G in [4] by ~, where this is an approximation to the marginal maximum likelihood estimator of G (under normality, G is the restricted maximum likelihood estimator of G). Algorithms for approximating the marginal maximum likelihood of o~s--are elsewhere (7, 17, 19) . estimates Potential theoretical drawbacks of this procedure are: 1) joint posterior modes rather than joint posterior means are calculated. The predictor maximizing expected genetic progress for one stage of selection is the posterior mean, and the modal vector may be far from the mean vector; this is expected to be so in highly skewed posterior distributions, e.g., when sample sizes are small. Hence, genetic progress would not be as large as when posterior means are used to form the predictors. Unfortunately, it is impossible to obtain the mean vector by analytical or numerical means (at least with the data sets used in animal breeding). In decision theory, the mode minimizes a "zero/one" loss function (1), so all deviations from "true" values exceeding a certain maximum are penalized equally. However, the mean minimizes quadratic loss, and large deviations are penalized more than small ones. 2) It would be better to calculate marginal than joint modes, because this leads to "averaging" (thus, less error) with respect to the other margins. For example, if [3 is a nuisance vector, predictors of s based on joint modes do not take into account the error incurred in estimating [~. Due to lack of normality, it is impossible in this case to obtain the marginal modes analytically, and the large dimensions of 13 and s in animal breeding preclude numerical integration. 3) In calculating G, as defined earlier, there is an approximation that involves replacing the posterior distribution [3] by a normal distribution with mean vector given by the solution to [4] , and dispersion matrix calculated from the inverse of the coeffi cient matrix. This is based on a second order Taylor series expansion (17, 19 ) and it may not hold well in samples where there is scant inforJournal of Dairy Science Vol. 72, No. 6, 1989 marion about individual random effects (e.g., "animal" models).
The Maximum Quasi-Likelihood Approach
McCullaugh and Nelder (21) give a full description of this method of analysis for some nonlinear models. In brief, the procedure is defined through the quasi-likelihood "score" function: [5] where q(.) is the quasi-log-likelihood function of the data, IX = E(Y), V = Var(Y) and ~tt/8~" = DX, where D is a diagonal matrix depending on 13. Setting [5] to its expectation (zero) gives an implicit system of partial differential equations on 13 that can be solved iteratively with the scoring algorithm:
X'DtIJV-I t~/Dtlly.til [6] where y*tq = X~0] + (D)-ltq(y _ Ix) is a "working vector". Note in [5] that the quasi log-likelihood replaces the true log-likelihood. Hence, the maximum quasi-likelihood estimate of J3 is not maximum likelihood. In order to obtain the maximum quasi-likelihood estimate of [3, it suffices to identify kt and V, but the likelihood function does not need to be specified. Gilmour et al. (13) applied this general idea to a probit model such that the vector Y (as in the preceding section) consists of binary responses. They show that:
As an approximation to the matrix V they give:
where:
Using [9] in [6] gives a set of reweighted generalized least squares equations, and Gilmour et al. (13) observe that advantage can be taken of Henderson's mixed model equations to compute the maximum quasi-likelihood estimate of 13. This leads directly to equations similar to [4] with W replaced by W* of above and with the "working vector" being now: [4] . This is a result of marginalization with respect to s. 2) The P* are unconditional rather than conditional (on s) probabilities of response in the first category. 3) In this procedure, the working vector y*iq depends only on the fixed effects 13 and on the intraclass correlation t. Gilmour et al. (13) complete the analogy with the mixed model equations by obtaining an "implicit" predictor of s, and a restricted maximum likelihood-type estimator of O~s that mimics the situation with normally distributed data.
The method was interpreted by Gilmour et al. (13) as an attempt to improve upon the estimates of 13 and O~s obtained solving [4] , the improvement stemming from the approximate marginalization with respect to the distribution of s. In fact, the authors showed that the estimates of intraclass correlation obtained using the solutions to [4] can be biased downward (beyond the intrinsic bias incurred when estimating ratios of parameters) when the information associated with individual random effects is sparse. Thompson (24) gave an ANOVAtype interpretation of this bias. However, the estimates of intraclass correlation obtained by Gilmour et al. (13) are also biased, due to nonlinearity, so a more pertinent comparison would be in terms of mean squared error.
Im (personal communication) and Foulley et al. (7) gave a detailed derivation of this procedure, and showed that to calculate the elements of V exactly, bivariate normal integrals need to be computed. Further, the structure of V is no longer as in [8] , so that the estimating equations would not have justification. Although the idea of marginalizing with respect to s is sensible to obtain "better" estimates of the fixed effects, it is unclear why this should improve the estimates of the variance components over those obtained with the Bayesian method. When the marginal likelihood estimates arising from [4] are calculated, there is also marginalization with respect to s. Further, the implicit predictors of s obtained by Gilmour et al. (13) do not have any formal justification, as pointed out by Knuiman and Laird (20) . Zeger et al. (25) showed that the estimates 13 and of O~s are not asymptotically uncorreof lated, so one cannot obtain a consistent estimate of Var([~) when O~s is unknown. Smith (22) has observed that in this model the quasilikelihood is unlikely to be in the exponential family, so he questioned the appropriateness of reweighted least squares in this case. It is unclear whether these theoretical objections would have an impact on genetic evaluations.
HOESCHEIF AND GIANOLA

COMPARISON OF THE METHODS
A comparison between Bayesian and frequenfist procedures poses the difficult question of how the methods should be compared. The properties of "classical" estimators are defined over a hypothetical long-run series of data sampiing. However, Bayesian methods regard parameters as random variables holding the data fixed (1, 9, 16). Thus, performance over repeated sampling is irrelevant to Bayesians, whereas randomness of parameters is outside of the realm of "classical" statistics. Thus, it is difficult to find a common ground for evaluation. However, it has been suggested (9, 16) that a more extensive use of Bayesian ideas would be desirable in animal breeding and that there is merit in evaluating the sampling performance of statistics obtained following Bayesian considerations. A simulation was carried out for this purpose.
Data were generated with the model: Yij~ = hi + gj + Sjk + eijkl [10] where Yi~ is the underlying "liability" variable in the threshold model (4, 10, 13, 14, I7), h i is herd-year-season, gj is sire group, Sjk is sire, and eijkl is a residual. In the simulation, group effects were fixed and herd-year-seasons, sires and residuals were sampled from independent normal distributions with null means and variances O~h, O~s, and 1, respectively. There were four groups, and their values were arbi~-arily set at gl = -.40, g2 = -.10, g3 = .15 and g4 = .40. The variance of herd-year-season effects was 30% of the phenotypic variance; however, these random variables were generated only once and were treated as fixed in the computations. The definition of heritability (h 2) gives O~s = h2/(4 -h2), and a heritability value of .25 was used in the simulation. Binary phenotypic records were obtained from [10] using the dichotomization:
i lif yijkl<E~-l(. sires from four groups were generated. Sires 1 to 12 were allocated to the first group, sires 13 to 26 to the second, sires 27 to 39 to the third, and sires 40 to 50 to the fourth group. There were 135 herd-year-seasons and a particular sire had offspring in a particular herd-yearseason when the realized value of a uniform [0,1] random variable was less than .2. Each sire had one or two progeny (with equal probability) per such herd-year-season. This allocation of progeny to sires and herd-year-seasons was done only once and maintained in all replications. Thus, average progeny group size was about 40, and the average "subpopulafion" (a nonempty subclass of herd-year-seasons and sires) had 1.5 observations.
Predictions of u =~gi + Sik} were obtained J J using the Bayesian and the maximum quasilikelihood procedures. Heritability was assumed unknown when computing sire evaluations, and the appropriate estimation procedure was used in each case. At stage 2, about 100 additional progeny records were generated for each of the 10 sires having the "best" evaluations obtained with the corresponding procedure. There were 65 new herd-year-seasons created, and a sire had offspring in a herd-year-season when the realized value of the uniform random value was less than .5. Each sire had 2, 3, or 4 progeny (with equal probability) per such herd-yearseason. Again, allocation of progeny to herdyear-seasons was done only once, and maintained throughout simulation. However, allocation of progeny to sires depended on which of the 10 sires had the "best" evaluations and, hence, differed among replications and sire evaluation methods. This highlights the fact that selection generates random designs over repeated sampling. At the end of stage 2, the total number of herd-year-seasons was 200 and average "subpopulation" size was 1.8. Sires were reevaluated at the end of stage 2. The layout was replicated 45 times, and connectedhess between herd-year-seasons and groups was checked at every replicate to ascertain estimability of differences between groups. Average frequency of individuals having a value of the binary variable equal to 1 was 84% at stage 1 and 89% at stage 2. Parameter estimates (differences between groups, heritability) were assessed using sam- piing bias, variance, and mean squared error. Concerning prediction of transmitting abilities, sires were ranked in descending order based on the evaluations obtained with each of the two methods, and the true transmitting abilities of bulls selected in the top 10, 20, or 40% of the ~idateS were averaged. The method producing the largest "genetic selection differential" would be considered as the best of the two. In interpreting the results, it is helpful to note that the larger the sire evaluation, the greater is the probability of response in the first category.
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Estimates of differences between genetic groups, their Monte-Carlo variances and mean squared errors are given in Table 1 . Contrary to expectation based on the arguments of Gilmour et al. (13) and Thompson (24) , the maximum quasi-likelihood procedure had a larger bias. However, its sampling variance was slightly smaller than that of the Bayesian method. Its mean squared error was larger in most cases, the excess ranging from 6% (g2--gl, stage 2) to 19% (g3-gt, stage 2); it was 4% smaller in one case (g2-gl, stage 2). The two methods seemed to have an upward bias, although it was not significant in the light of the Monte-Carlo sampiing variance. It also appeared that the bias was somewhat exacerbated by selection, but this needs to be examined further.
Estimates of heritability in the underlying scale are in Table 2 , together with their empirical variance and mean squared error. Again the Bayesian approach had better sampling performance in terms of Monte Carlo bias, variance, and mean squared error. Heritability estimates were biased upward in the two methods (P< .01), and mean squared error of the maximum quasi-likelihood estimator was 49 and 47% larger at stages 1 and 2, respectively. Thompson (24) and Gilmour et al. (13) expect a downward bias of heritability estimates from the Bayesian method in a one-way classification with small family sizes and argued that the maximum quasi-likelihood procedure should alleviate it. With the particular layout considered here (several fixed effects, subpopulation sizes of 1.5 and 1.8 after stages 1 and 2, respectively), the bias was larger for the maximum quasilikelihood method. An upward bias of the Bayesian method when family size is large but subpopulation size is small was also found by Hoeschele et al. (19) ; the reason for this bias is the inadequacy of the approximation to the marginal maximum likelihood estimator when subpopulation sizes are small, as described earlier. A comparison of results obtained using all data accrued through stages 1 and 2 suggests, in general, that selection affected the bias, variance, and mean squared error of the estimates of location parameters (Table 1 ) and of heritability (Table 2 ). Theoretical work (9) indicates that posterior distributions are unaffected by any form of selection based on the data used for analysis. Thus, with Bayesian methods, analysis should proceed as if selection had not occurred. However, the sampling distribution of parameter estimates is affected by the form of selection considered here as suggested by the results obtained in the simulation.
Mean true transmitting abilities of sires having evaluations in the top 10, 20, or 40% of the candidates, as selected by the two procedures, are presented in Tables 3 and 4 for selections based on sire and on group plus sire solutions, respectively. Differences in true mean transmitting abilities of bulls selected by each of the methods were negligible, irrespective of the intensity of selection. It was found in this study that when estimating location parameters (using [4] ) and heritability simultaneously, the iterative scheme involved in the Bayesian approach converged faster than its counterpart in maximum quasi-likelihood.
Under the conditions examined, the Bayesian method had a better sampling performance 1or estimation of location and dispersion parameters, thus supporting a contention of Knuiman and Laird (20) . However, the methods did not differ for sire ranking purposes. It is conceivable that the methods may differ even less for polychotomous responses, because the approximations involved are less critical as the number of response categories increases. These approximations have been dictated by the computational difficulties posed by the analysis of large data sets. The Bayesian approach is currently used for regional and national sire evaluations (Karras and Karb, 1987; Berger, 1988, personal communications). It appears that a method of sire evaluation for categorical data Journal of Dairy Science Vol. 72, No. 6, 1989 clearly superior to the Bayesian method is not available at this time.
