The exact Hausdorff dimension for a class of fractal functions  by Gibert, Steve & Massopust, Peter R
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 168, 171-183 (1992) 
The Exact Hausdorff Dimension for a 
Class of Fractal Functions 
STEVE GIBERT* AND PETER R. MASSOPUST+- ’ 
Department of Mathematics and Computer Science, West Georgia College, 
Carrollton, Georgia 3OI18 
Submitted by Bruce C. Berndt 
Received March 16, 1990 
In recent years a number of authors (an incomplete list is [ 1,2, 3,6, 7, 
9, 11, 12, 131) have considered a class of real functions whose graphs are, 
in general, fractal sets in R2. In this paper we give sufficient conditions for 
the fractal and Hausdorff dimensions to be equal for a certain subclass of 
fractal functions. 
The sets we consider are examples of self-affine fractals generated using 
iterated function systems (i.f.s.). Falconer [S] has shown that for almost all 
such sets the fractal and Hausdorff dimensions are equal and he gives a 
formula for the common dimension, due originally to Moran [S]. These 
results, however, give no information about individual fractal functions, 
In this paper we extend Moran’s original method and show that if cer- 
tain conditions on the i.f.s. are satisfied, then the two dimensions are equal. 
Kono [ 111 and Bedford [ 121 considered special cases of the subclass of 
fractal functions that we will introduce. Bedford and Urbanski [13] use a 
nonlinear setting to present conditions for the equality of Hausdorff and 
fractal dimension. However, their criteria are based on measure-theoretic 
characterizations and the use of the concept of generalized pressure. Our 
criterion on the other hand is based on the underlying geometry of the 
attractor and is easier to verify. We will show this on two specific examples 
which are more general than the self-ahine functions presented in [13]. 
1. CONSTRUCTION OF FRACTAL FUNCTIONS IN R2 
In this section we outline the construction of fractal functions in R*. The 
sets that we study are the graphs of these functions (for the specific 
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construction see for instance [ 1,2, 31). These sets are constructed using 
iterated functions systems, the general construction of which is due to 
Hutchinson [4]; a reference more closely related to our work is Falconer 
c51. 
Let 9 = {fi: i= 1, . . . . k, k E N, k > 1 } be a collection of afline contrac- 
tions in R2, where fj = Li + vi with Li the linear part off, and vi the trans- 
lational part. Let Li be of the form Li = (1: j,) with 0 < Ai < 1, C ii = 1, 
0~ Ipi1 < 1, and shear terms O< lcril < 1~~1, i= 1, . . . . k. In addition we 
require that n(v,+ i -vi)>Ai, i= 1, . . . . k, where rr: R2 + Rx (0) is the 
projection onto the x-axis. 
The function fi induces a set mapping F: X(R*) -+ X(R*) given by 
F(A)= lJf.(A), where h(A)= {f.(x): XE A) and X(R2) is the set of all 
nonempty compact subsets of OX’. It is straightforward to show that F is a 
contraction in the Hausdorff metric and so has a unique fixed point 
E E .X( R*). E is independent of the particular choice of A E X( R*). This set 
E is called the attractor of the ifs. (9, A). We will always choose A and 
the maps f, in such a way that h(A) c A, Vi = 1, . . . . k. Note that with the 
above assumptions (9, A) satisfies the open set condition (see [4]). 
We define the code space associated with 9 as C! = { 1, . . . . k} N. If we 
consider only codes of finite length we write 0, = { 1, . . . . k}‘. The null 
sequence is defined as @. To each o = (ii . . i, . . ) E B we associate the 
mapf, given byf,=L.,o ... ofi, ... . For o,= (i, ... i,)ESZ, we writef,, 
instead of fj, 0 . of,,, and products of reals ai, ... a, are denoted by a,,. 
Let b,,=fJA), O,E Q,, and let b, = A. b,, is called a leoel r 
parallelogram. 
Then to each w E Q we can associate a point P(o) E E via P(o) = f,(A), 
and the map P: Sz + E is onto (however, P is not one-to-one, in general). 
A 
FIG. 1. Generation of a fractal function. 
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Thus we will identify points in E with points in 52. Note that if o, is the 
initial segment of o we have lim,, +oo f,,(A)=P(o), and thus bmr 
approaches a unique point on the attractor as r + + co, which isf,(A). 
Note that for each r E N, the set of level r parallelograms is 
ho,: w, E Q,} and n,+=y {b,?: bw,E Q,} = E. Thus the level r paralleio- 
grams form a partition of E as in Fig. 1. As r + + cc these sets approach 
the attractor E in the Hausdorff metric, and it is easy to show that E is 
the graph of a function f: [0, l] + R when the v,, i= 1, . . . . k, are restricted 
as above. 
II. SOME REMARKS ON THE HAUSDORFF DIMENSION 
We now restate some results of Moran [8] on the Hausdorff dimension 
in terms suitable for our context. 
In the following dim,(E) denotes the Hausdorff-Besicovitch dimension 
and dim,(E) the fractal dimension (or upper capacity) of a bounded set 
EE lRP, PE N. It is a well-known fact that dim,(E) <dim,(E). 
Let 23 = {bar E Sz,: r E fV> and let t E R+. We define a mapping 
cp: 23 -+ iR; by 
Let s be the unique positive solution of x I,ui/ nf-’ = 1. Let 
d = ( [u, V) x [u’, u’): U, v, u’, u’ E R} and let d + be the set consisting of 
finite disjoint unions from d. Define a mapping @: &’ -+ rWz by 
Q(B)= lim C cp”(b,,J 
m * + cc b,, c int(B) 
Now define !P: d + rW,+ by 
where B, = [u - q, v + ye) x [u’ - q, v’ + q), the q-body of B. We extend !P* 
to an additive functional Y on d+ by setting 
Y(C)= i Y*(B,), where C= B, + ... + B,,. 
j=l 
It is easy to show that Y is well-defined. 
Let us remark that the next lemma is based on an earlier result by 
Moran (see [S, Theorems I and II]), who proves it for similitudes. 
409/168/l-12 
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However, our proof indicates that it can be applied to more general i.f.s. 
consisting of uffine contractions with lower triangular linear parts, 
Let BE d, let diam(B) = d, and let S,, be any square with center h E B 
and side 4d. Let pL* =min{pi} and P* =max{p,}. 
LEMMA 1. Let r he such that $(p*)‘>d>(p*)‘+’ and let Dd= 
{b ‘L+, Wil’ c S4d). Then 0, is a disjoint collection of sets and 
‘Y(B) d 1 cp”(b,,,J 
b,+ t Cd 
ProoJ: Let q<qo<(d-(p*)r+‘)/4 and let E>O be given. Let m, be 
such that Vm > m, 
W,) G @(B,,J 6 c CpV,,). 
b,< c int(B,,) 
If bum 5 int(B,,) then diam(b,,,,) < d + i(d- (p*)‘+ ‘) < (p*)‘, which implies 
that (p*)“’ < (p*)‘+ ‘. Therefore there exists a unique b,!+, containing 
bum c int(B,,). Then b,,+, c Sad and so b,,+, E Dd. To see this, note that if 
xEbW+l and yEb wmCint(B,,), then d(y,a)<d+q, and since yEb,,,,C 
b w,+,, 4x, y)~diam(b,,+,)~3(~*)‘+‘. So d(x,a)<d(x, y)+d(y,a)d 
d+qo+3(p*)‘+’ <d+~(d-p*)r+‘)+3(p*)r+‘<4d. 
Thus every parallelogram bum such that bum E int(B,,) is contained in an 
element b,,+, E Dd, and since C cp(b,,,,) < C cp(bmr+,), we have 
W)QW4JQW,,)~ c cp”(b,J + E 
b,,, c int(&,) 
Gb, 1 cp’h,+,)+E. 1 
,+,EQ 
We now apply these results in our context to get the following lemma. 
LEMMA 2. Let F, E, s, and F be defined as above and suppose that the 
hypotheses of Lemma 1 are satisfied. Then 
(i) E has finite s-dimensional Hausdorff measure, 
(ii) VBed+, !P(B)>,O, 
(iii) if B 1 E, 3b > 0 such that Y(B) 2 b, 
(iv) VBE &+, 3k > 0 such that if d= diam(B) and card(Dd) d 
cMr+l-mo, where c > 0, m, = [r log,.(p*)] + 1, and 
(1) 
then Y(B) Q kd”. 
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Proof: (i) follows from a result of Falconer (see [5, Propositions 4.1 
and 5.1]), and (ii) and (iii) follow from the definitions of s, cp, and Y; if 
BzE then 
Q(B) = lim 1 cp”(b,,,) = lim i 
m-, +m T?-r+CC i= I 
(p;( A-’ m= 1. 
) 
To show (iv) let !&+ i = card(C),) and consider 
%+I %+I 
c @hu,+J= 1 I~w,+,l G;~,OL+,(P*Y+~ (A*)(r+l)(S-‘). 
i=l i=l 
Then 
Y(B) < CM r+l--mo(p*)r+l (~*)o.+lw-l) 
< [CM r+ I -myp*y+ 1 -rs (n*)(r+ l)(s- 1’1 d.‘, 
for some positive constant c. With the given values for M and m, it 
is straightforward to show that the expression in brackets equals a 
constant. 1 
III. A CLASS OF FRACTAL FUNCTIONS IN Iw2 
In this section we define a class IF of fractal functions in R2. If E is the 
graph of such a fractal function we will present a sufficient condition for 
the equality of fractal and Hausdorff dimension for E. 
Let F* = (fi: A -+ A: i = 1, . . . . k, k E N, k > 1 } with f, = L, + vi, where 
such that O<;li<l, Clli=l, O<~<l, xi+i-xi21zi, ~,+i-y~=n;p, 
some niEH, i=l,..., k. By resealing w.1.o.g. we may assume that 
A = [O, l] x [ -1, 11. Then (9*, A) is an i.f.s. whose attractor E is the 
graph of a fractal function f: [0, I] + [ - 1, 11. The set of these fractal 
functions is denoted by IF. 
We define the level r generator, gl, r E N, inductively as 
gl= F(A) 
gr+ I = F(s). 
It is well-known that the attractor E= n {g?: r E N }. We refer to the 
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FIG. 2. g, and g2 for Kieswetter’s fractal function and the attractor E, (see 16, 71). 
dim,(&) = dim,(&). 
level 1 generator simply as the generator of E and write g for short 
Recall that b,, =f,,(A) and thus bUr z g,, CO, E Q,, hence we may think of 
g, as the set of all level r boxes bWr. 
To understand the dynamics of b,, and hence g, under F, we associate 
with gr a matrix 8,, defined as follows: 
DIMENSION FOR FRACTAL FUNCTIONS 177 
Let g be the generator of E. The maps fi define a finite collection of 
.wadic horizontal strips {5$} of the form 
Nllx [ lo+j- 
1 
1,+j+ 
1 
> 1 9 j = 1, . . . . 1, ~ ~ l,EH, IEN. 
Now define an Ix k matrix 8 by 
3/2 
1 
3/2 
1 
‘X 
-1 
X 
FIG. 3. g, and g2 for Bedford’s fractal function and the attractor /?a (see [7]). 
dim,(&) #dim,(&). 
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1 if 3f,(A)c7t(vi+,-v,) 
I x I,+j-1 1,+j+l P ’ I* 1 and det( L,) > 0 1* if 3fi(A) c 7c(vi+ i -v,) 
X C r,+j- 1 I,+j+ 1 P ’ P 1 and det(L,) < 0 
I 0 if there is nofi(A)cn(vi+, -vi) X C I,+j- 1 1,+j+ 1 1 P’P’ 
where rt is the projection onto the x-axis. 
Define 8’ as the matrix whose elements are 
where (1 *)* = 1 and 0* = 0 (note that if L, and L,,,, are such that 
det( L,) < 0 and det( L,,) < 0 then det( L, L,,) > 0). 
EXAMPLE 1. For Kieswetter’s fractal function we have 
If 6, is already defined and associated with g,, Y > 1, let 8,+ i be the 
matrix obtained by replacing each element 1 E 6, by 6, each element 
1* E Gr by 6’, and each element 0 E 6, by the (1 x k) zero matrix 0. 
We now want a recursive formula for the number of l’s and l*‘s in the 
jth row of 6,. Now partition the rows of 6, into groups of size I as 
follows: 
Group 1 contains rows 1, 2, . . . . f; 
Group i contains rows (i- 1) 1+ 1, . . . . (i - 1) I+ I= if, etc., where 
1 <i<l’-‘. 
It is clear that row i of 6,-, gives rise to the group i rows of 8,. 
We need the following definitions: 
DEFINITION 1. Consider row j in 6,. This row belongs to exactly one 
of the I’- ’ groups of rows as above, say the pth group. Then we define the 
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level r - 1 ancestor of row j to be row p in 6, _ 1. We write a, _ i(j) for the 
level r - 1 ancestor of j. We then inductively define a,(j), the level s 
ancestor of row j, for 1 <s d r - 1. We will also write a,(j) = j. 
Now let 
ei = number of l’s in row j of 6; 
67 = number of 1 *‘s in row j of 8; 
5, = number of l’s in row j of 6’; 
T,? = number of 1 *‘s in row j of 6’; 
and 
NsCj, = number of l’s in row a,(j); 
Nzj, = number of 1 *‘s in row I,, 
for 1 <ss,<r. (N.B. zj=e,*_,+, and ~:=e,~~+~). 
It is then clear from the construction that 
and 
where c,(j)=is the number of the row a,(j) within its group; that is, 
c,(j) = a,(j)- a,- ,(j). Thus Nstj, and N,*,j, can be found by backwards 
recursion. 
Let M = max{ 0, + O,? :j row in 6). Then inductively we have 
PROPOSITION. Max { N,(j) + N,*,j, : r(j) E O,} 6 M’. 
Before we state the main theorem we need the following lemma. 
LEMMA 3. Let S,, be the square defined above with g(p)’ 2 d > (p)” ‘. 
Suppose that S,, n E # 0. Let 71: R2 -+ R x (0) be the projection onto the 
x-axis. Then there exists a least integer m, and a code o~EB, loOl = m,, 
such that n(g,,,(S,,)) 2 [0, 11, where gj = f ,:I, i = 1, . . . . k. Furthermore, 
if card({bUr: b,rEg,,(S,,) and lol=r+ l))=sr+,, then %,+,< 
c1 max,{ (Y: + , _ J }, for some positive constant ~1. 
Proof: Assume that r has been chosen large enough so that 92,+, 2 1. 
Let (5, q) be the center of Sdd, Since Sdd contains at least one level r + 1 
box, 3, E 52, such that f, (B) n Sdd # 0. Let v = (il . . . i,). Note that 
f,‘(S,,)= [<‘-2A,;‘d, 5’+21i,‘d]x [q’-2,~‘d, ~‘+2p-Id], 
180 GIBERT AND MASSOPUST 
where (r’, q’) =Si, ‘(& q). Thus there exists a least m, E fV and a corre- 
sponding code co0 = (i, . i, ~ ,J such that rr( g,,( S,,)) z [0, 11. This least 
integer m, is the solution of 2(A*))mo d >, 1. But since d d 2 Jm we 
obtain the inequality 
m,a [rlog,*((/.w’)l+ 1. 
The second statement follows directly from the definition of the level 
Y + 1 -m, box and the fact that g&S,,) is a rectangle of height 
6 4d(p)-“O. 1 
Now we state the main theorem: 
THEOREM. Let f E F and let E be its graph. Let M be defined as above. If 
M satisfies 
A* 
( 1 
(1 -- .s)/(l -log,.*(p)) 
M< - 3 
P 
(2) 
where II* =max{Ai: i= 1, . . . . k) and s is the unique positive solution of 
C%, )pI A:- ’ = 1, then dim,(E) = s. In particular, iff E F is continuous and 
(2) is satisfied, then dim,(E) = dim,(E). 
Proof. By Lemmas 2 and 3 we obtain an,+ r= card(X),) < Mr+ lprno. 
Thus the Hausdorff dimension of E equals s, where s is the unique positive 
solution of C4=, 1~1 A-‘= 1. 
Since by Theorem 4 in [9] the fractal dimension of the graph of a con- 
tinuous fractal function is also given by the unique positive solution of 
CF=, 1~1 A:-’ = 1, we have the equality of the dimensions in this case. i 
Remark. For Kieswetter’s and Bedford’s fractal function M is given by 
M= 2 and A4 = 3, respectively. Hence the above theorem implies that 
dim,(&) = $ = dim,(E,). Previously it was shown that dim,(E,) = f (see 
[6, 71) and dim,(E,) z 1.45 # dim,(E,) = $ (see [7]). 
EXAMPLE 2. Let us consider two fractal functions generated by maps 
from [F. 
1. Let p=i, and let L,=diag(b, -p), L,=diag(Q, -p), L,= 
diag(i, p), and L, = L5 = L6 = diag($, p). Figure 4 shows the generator 
for this fractal function. We see immediately that A4 = 2. 
The fractal dimension s is given by s = 1 + log(x)/log($), where x is the 
positive solution of 2x3 +x2 = 1. We obtain x z 0.658 and thus s M 1.60. 
The right-hand side of (2) is approximately equal to 2.312 M. 
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FIGURE 4 
II. Let p= i, and let L, =diag(j, -,u), L2 =L3 =diag($, p), 
L, = diag($, ,n), and L, = diag($, -p). Figure 5 shows the generator. We 
see that A4 = 2. 
Calculating s = 1 + log(x)/log($), where x is now the positive solution of 
2x3 + 3x2 = 2, yields s x 1.56 and M < 2.176. 
With each i.f.s. we can associate a dynamical system via the following 
construction (see also [lo]): 
Let I= [0, l] and let m be uniform Lebesgue measure on I. Let 
{pi: i= 1, .‘., k) b e a set of nonzero probabilities. Let M = A x Z and define 
a map 0: M + M by 0(x, y, z) = (fi(x, y), g,(z)), (x, y, z) E A x Zi, where 
Zi=[~i+ ... +pi-,,pl+ ... +pi), i=l,..., k-l, and Zk=[pl+ ..‘+ 
P~.~~, 11, and where gi: I -rZis given by gi(z)=p,:‘[z-(p,+ ... +pj)], 
i= 1 , . . . . k. If we set v = p x m, where ,U is the p-balanced measure of the i.f.s. 
F-, then the quadruple (M, v, 98,Q) is a dynamical system associated with 
9 (g denotes the Bore1 sets of M). The Lyapunov exponents of 0 are 
given by I, = C pi log(p;‘) 70, Z2 =log(p) ~0, and l3 = C pilog ~0. 
It can be shown that there exists a set of probabilities {p,* : i = 1, . . . . k) 
which maximizes the Lyapunov dimension A*(E x I) of the attractor of 
(M, v, .$9,0) and this maximized dimension satisfies Cf=, Ipi1 A;*-2 = 1; 
i.e., A* - 1 = s (for references we refer to [ 2, 33). 
Since dim,(E) <dim,(E) d /1* - 1 we have the following corollary to 
the above theorem, which provides a formula for the fractal dimension of 
discontinuous fractal functions of the type that we consider. 
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FIGURE 5 
COROLLARY. Let fc IF and let E= graph(f). Then if (2) holds, 
dim,(E) = dim,(E). 
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