Until now, the output probability distribution prediction for the sound insulation system was investigated by many researchers based on two contrastive structural and descriptive approaches especially from a methodological viewpoint . The descriptive method is certainly more suitable for the complicated stituation of actual sound insulation systems with an arbitrary distribution type random excitation. In this paper, especially by paying our attention to the effective information on the remainder fluctuation around the formally introduced linear regression, a simplified identification method for an arbitrary sound insulation system and then a simple prediction method for its output probability distribution have been proposed. More concretely, by introducing new types of linear and/or non-linear regression models between input and output fluctuations , their system parameters can be identified by use of the well-known least squares error method or its generalized error criterion. Furthermore, in an actual case with an existence of background noise, the effect and simple removal countermeasures of background noise are also discussed.
A practical probabilistic evaluation method for actually complicated insulation systems based on linear and/or non-linear regression models between observed input and output data of the system Mitsuo Ohta and Noboru Nakasako Cluster II, Faculty of Engineering, Hiroshima University, Saijo-cho, Higashi-Hiroshima, 724Japan (Received16May1984) Until now, the output probability distribution prediction for the sound insulation system was investigated by many researchers based on two contrastive structural and descriptive approaches especially from a methodological viewpoint . The descriptive method is certainly more suitable for the complicated stituation of actual sound insulation systems with an arbitrary distribution type random excitation. In this paper, especially by paying our attention to the effective information on the remainder fluctuation around the formally introduced linear regression, a simplified identification method for an arbitrary sound insulation system and then a simple prediction method for its output probability distribution have been proposed. More concretely, by introducing new types of linear and/or non-linear regression models between input and output fluctuations , their system parameters can be identified by use of the well-known least squares error method or its generalized error criterion. Furthermore, in an actual case with an existence of background noise, the effect and simple removal countermeasures of background noise are also discussed.
The effectiveness of our identification and prediction methods is experimentally confirmed too by applying them to the actual living environment . problem. However, as is well-known, the well-used regression analysis methods reported up to now in an environmental acoustic field is originally based on a linear relationship among two or more component factors. Accordingly, every type of information on the fluctuation around its linear regression has been often disregarded and so treated artificially as some kind of error information.
Furthermore, the existence of the actual background noise makes the present problem more complicated. In spite of this actual situation, if the usual linear regression analyses are formally employed because of a familiar way, without any modification and taking an existence of background noise into consideration, it seems to be too superficial and artificial. Thus, it is obvious that much effective information to predict are latent in the above apparent error information around the linear regression, and so it is very important problem how to pick up its effective information especially from the new methodological viewpoint.
In this paper, from the above fundamental viewpoint, for the actually complicated sound insulation systems which cannot be analyzed by the usual structural approach, our main concern is focused on how to establish newly the system identification method of its insulation system and the prediction method of the output probability distribution. More concretely, a new descriptive approach on linear and/or non-linear regression models between the system input and output data is first introduced in order to pick up the effective fluctuation information around the linear regression as much as possible for purpose of predicting more precisely the output probability distribution of the system with an arbitrary type random input. So, a new trial for predicting the output probability distribution is found especially from the descriptive viewpoint under the introduction of new error criterion based on the generalization of well-known orthogonal projection lemma (i.e., least square error method). 3,4) Furthermore, the effect of the existence of background noise on the above prediction method and its simplified removal countermeasure are simultaneously discussed. Finally, the effectiveness of the present identification and prediction methods is experimentally confirmed too by applying it to the actual input and output data observed in the complicated environmental insulation systems. 
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estimated curves for the output cumulative probability distribution by use of Method II (in addition to the results by use of Method I for reference) in Case 1based on the input and output data observed in an energy scale. Theoretical output cumulative distributions are estimated in the same way as in Fig.3 .
In a special case with use of a regression model of a power series expression type, since a small number of non-linear terms is employed for practical use, this theoretical curve almost coincides with an estimated result by the least squares error method. Judging from Fig.4 , especially for such a linear function type energy system, the thoughtless introduction of non-linear regression models produces little effect or sometimes any contrary effect, and so it seems that Method I is a more effective way for the estimation of the output probability distribution than Method II. Figure5shows a comparison between experimentally sampled points and the theoretically predicted curves for the output cumulative probability distribution by use of Method I based on the input and output data observed in a dB scale under no background noise situation. In this case, the system parameters are estimated for the input and output data under no background noise situation, and then by using these parameters together with the input data observed within another time interval under no background noise situation, the output cumulative probability distributions are theoretically predicted. From Fig.5 , the theoretically predicted curves tend to approach to the experimentally sampled points with the increase of parameter m. Figure6shows a comparison between experimentally sampled points and the theoretically predicted curves for the output cumulative probability distribution by use of Method II based on the input and output data of the actual system observed in a dB scale under no background noise situation. Theoretical output cumulative distributions are predicted in the same way as in Fig.5 . In the higher level region, the theoretical curve with d (x)=f0 (x) tends to explain more successfully experimentally sampled points. For a non-linear system, if the weighting function d (x) is adequately selected, it method in Case1and a typical case with v=0, respectively. In each case, the theory is in good agreement with the experiment within an error extent of0.5dB. From these tables, proposed methods are available to estimate practically the transmission loss of the complicated systems from the actual data contaminated by a background noise. Tables3and 4show a comparison between the experimental L5 (where Lx denotes a (100-x) percent point of the cumulative probability distribution) and the theoretical ones by use of each method in Case1and a typical case with v=0, respectively. In each case, both the experimental and theoretical values are in good agreement each other within a permissible error extent of1.5dB.
In Table3, since the input and output data of the actual system are observed in an energy scale (i. e., linear system), Method II produces less effect than Method I. 
