Impulsivity is a complex psychological construct that impacts on behavioral predispositions in the normal range and has been shown to have a genetic element through the examination of hereditary patterns of abnormal conditions such as attention deficit/hyperactivity disorder and obsessive compulsive disorder. In this study, we took advantage of the isogenic nature of inbred strains of mice to determine the contribution of genes to impulsive behaviors by examining the performance of four separate mouse strains in a novel murine delayed-reinforcement paradigm, during which the animals had to choose between rewards that were relatively small but available immediately and larger but progressively delayed rewards. To control for maternal effects, all the mice were cross-fostered to a common strain immediately after birth. Under these conditions, we found significant differences between the strains on behaviors indexing impulsive choice and on independent measures of locomotor activity, which subsequent heritability analysis showed could be related, in part, to genetic effects. Moreover, the two aspects of behavior were found to co-vary, with the more active animals also displaying more impulsive behavior. This was not attributable to mundane confounds related to individual task requirements but instead indicated the existence of common genetic factors influencing variation in both impulsivity and locomotor activity. The data are discussed in terms of the coexistence of impulsivity and hyperactivity, interactions between environmental and genetic effects, and possible candidate genes.
Introduction
"Impulsivity" is the term used to describe a variety of psychological processes that impact on decision making and action within the normal range and contribute to the make up of human personality (Evenden, 1999) . Impulsive behavior also plays a central role in several disorders in which decision making and action might be considered pathological, including attention deficit/hyperactivity disorder (AD/HD), obsessive compulsive disorder (OCD), personality disorder, and drug addiction (Evenden, 1999; Clark and Robbins, 2002) . The extent to which genetic predisposition can influence this area of psychology is uncertain, but there is some evidence for a genetic component from both linkage [e.g., in the case of AD/HD (Swanson et al., 2001) ] and association (gene candidate) studies, in which, for example, a polymorphism in the gene encoding monoamine oxidase A (MAOA) has been associated with abnormally aggressive, antisocial, and criminal behavior (Brunner et al., 1993a,b) . Additionally, work with animals carrying a null mutation of the 5HT 1B gene has demonstrated the importance of this gene product in mediating impulsive behaviors (Brunner and Hen, 1997; Bouwknecht et al., 2001; Pattij et al., 2003) .
Although evidence is accruing that impulsive responding may be an important component of psychopathological conditions, there has, to date, been little or no systematic analysis of the degree of genetic contribution to impulsivity; this is despite recent findings emphasizing the likely sensitivity of these psychological functions to selective pressures (Chen et al., 1999; Ding et al., 2002) . In the present study, we exploited the isogenic nature of inbred mice, in combination with a tractable mouse model of delayed reinforcement, to look for evidence of genetic effects on impulsivity. Delayed reinforcement is one of the many facets of impulsive behavior and refers to situations in which a choice has to be made between small immediate rewards and larger, but delayed, rewards (Evenden and Ryan, 1996) . The selection of smaller immediate gains in preference to larger delayed gains has been considered to reflect "impulsive" choice, whereas the opposite bias toward delayed gratification has been taken to index increasing "self-control." This aspect of psychology has been shown to be sensitive to both pharmacological manipulations (Evenden and Ryan, 1996; Cardinal et al., 2000; Isles et al., 2003) and selective brain lesions in animals (Mobini et al., 2000 (Mobini et al., , 2002 Cardinal et al., 2001) . Additionally, in the clinic a bias toward impulsive choice has been observed in several conditions, including AD/HD (Sonuga-Barke et al., 1992) , pathological gambling (Petry, 2001) , and drug addiction (Madden et al., 1997) . Here, using a novel murine delayed-reinforcement task developed in our laboratory (Isles et al., 2003) , we demonstrate that variation in genetic background arising from allelic polymorphisms can contribute to differences in this form of impulsive behavior. We also investigated genetic effects on locomotor activity and, in particular, the extent to which these effects covaried with impulsive responding, a question motivated by the frequently observed comorbidity of these two aspects of behavior (Sheppard et al., 1999) . Our data indicate a significant genetic contribution as well as a positive covariance between the behaviors, the latter consistent with the action of common genetic substrates mediating variability in impulsivity and locomotor activity.
Materials and Methods

Animals
All animals were generated in the Small Animal Barrier Unit at The Babraham Institute. The strains used in the experiment were C57BL/6J, CBA/Ca, 129S2/SvHsd (referred to from now on as 129/Sv), and BALB/c. Pregnant parents were transferred to the Small Animal Unit (The Babraham Institute), and when the pups were born, they were cross-fostered to CD1 females that had littered the previous day. All subjects used were males aged 10 weeks and weighing ϳ30 gm at the outset of the experiment. The animals were housed in groups of three, four, or five under temperature-controlled conditions and under a 12 hr light/dark cycle (lights on at 07:30 A.M.), and all behavioral testing was performed during the light phase. Standard laboratory chow was available ad libitum, but for most of the experiment, water was restricted to 2 hr access per day (given after testing). This regime maintained the subjects at ϳ90% of free-feeding body weight. All procedures were conducted in accordance with the requirements of the United Kingdom Animals (Scientific Procedures) Act 1986.
Preference for reinforcer
Before any experimental work, all animals were handled daily for 2 weeks, and their body weight was monitored. After this time, the animals were placed on a 20 hr water-restriction schedule for 4 d and then on a 22 hr water restriction for an additional 10 d until body weight had stabilized. The animals were then habituated to the liquid reinforcer used in the operant procedures (10% solution of condensed milk; Nestle, Croydon, UK). Habituation was performed outside the operant chambers as described previously (Humby et al., 1999) . Briefly, the subjects were given four separate 10 min sessions over 5 d with an excess of either water or the reinforcer presented in two small bowls (apart from the first session in which two samples of water were presented). Habituated levels of reinforcer preference (ratio of the volume of milk consumed to the volume of water consumed), and the total volumes drunk, were assessed on day 5 of testing.
Delayed-reinforcement task
Impulsivity was measured in an operant delayed-reinforcement paradigm performed in operant chambers modified for use with mice. The behavioral and pharmacological validation of the task was described previously (Isles et al., 2003) . The mice were trained to respond with a nose-poke to one of two identical visual stimuli that differed only in location; one response resulted in a small quantity of reinforcer, the other in a larger quantity of reinforcer (see Fig. 1 ). As the session proceeded, increasing delay was introduced onto the response leading to the large reinforcer. Hence, impulsive choice was operationally defined as the extent to which the mice switched responding from the larger, but progressively, delayed reinforcer to a response that provided a smaller amount of reinforcer immediately. Shaping. Initial shaping was performed over 20 sessions. The first five sessions involved general habituation, panel pressing, and learning that food was available in the magazine. In sessions 6 -12, the subject was required to make a contingent nose-poke in the center hole in response to a 10 sec light stimulus to initiate food delivery. In the final eight sessions, the subject had to respond sequentially to 10 sec light stimuli presented first in the central location and then (pseudo-randomly) either to the left or right of the center before food was delivered. In this way, the center nose-poke acted as a cue, signaling the beginning of a trial and focusing the behavior of the mice toward the subsequent presentation of stimuli in the lateral locations. The animals then moved on to the delayedreinforcement task proper in which, critically, in the choice component of the task, stimuli in the lateral holes were presented simultaneously.
Delayed reinforcement. The delayed-reinforcement task comprised five sequential blocks of eight trials in which a nose-poke response in one direction, left or right, resulted in the delivery of 50 l of reinforcer, with a response in the other direction resulting in the delivery of 25 l of reinforcer. The large and small response directions were kept constant for each mouse but were counterbalanced between subjects. In block 1, either response led to the immediate delivery of reinforcer. In subsequent blocks, increasing delays were introduced between the response and the delivery of the larger reinforcer. Initially, the mice were trained on delay pairs of the following (small reward response first): 0 sec versus 0 sec; 0 sec versus 0.5 sec; 0 sec versus 1 sec; 0 sec versus 2 sec; and 0 sec versus 4 sec for 10 d. They were then moved on to the full-delay range: 0 sec versus 0 sec; 0 sec versus 1 sec; 0 sec versus 2 sec; 0 sec versus 4 sec; and 0 sec versus 8 sec to stable baseline performance (see below for baseline performance criteria). Trials 1 and 2 in any block were "forced" information trials, whereby after the central nose-poke only one of the two response options was available. This was designed to provide the subjects with prior notice of the extent of any delay associated with the larger reward response. In the next six trials, the animals had a choice of either right or left as shown in Fig. 1 . Both stimuli were presented for 10 sec each and were extinguished once an animal had made a nose-poke. No central nose-poke at the start of a trial was recorded as a "non-started trial," and a no choice nose-poke was recorded as an "omission." Regardless of the outcome of a trial, a new trial was started 45 sec after the presentation of the previous central stimulus. Keeping the length of the task constant ensured that the rate of delivery of reinforcement associated with both behavioral responses was identical, preventing any differences influencing choice. The food-hopper light was illuminated when the reinforcer was delivered, however, there was no light or programmed signal during the delayed period between the choice nose-poke and delivery of the food.
Task manipulations
Once stable baseline performance had been achieved, a series of manipulations of the basic task parameters were performed to assess the extent to which choice behavior was controlled specifically by delay and was independent of satiation effects. As described previously (Isles et al., 2003) , these manipulations consisted of probe conditions in which zero delay persisted on the large reward response throughout a session (zero delay) and reversal of delay order (8, 4, 2, 1, and 0 sec). In all cases, stable baseline conditions were reestablished between the task manipulations.
Locomotor activity
Before testing in the delayed-reinforcement task, the spontaneous locomotor activity levels of the four different strains of mice were measured for 3 consecutive days, using a battery of activity cages fitted with infrared beams as described by Humby et al. (1999) . The activity cages consisted of clear Perspex boxes (210 ϫ 210 ϫ 365 mm) containing two transverse infrared beams 10 mm from the base, spaced equally along the length of the box. The number of beam breaks and runs (scored as consecutive breaks of each beam) during the 120 min sessions were recorded in 5 min bins by a computer. All sessions were run under red-lighting conditions.
Statistics and heritability analysis
The preliminary data assessing initial reinforcer preference/habituation were analyzed by ANOVA with the factor "strain" (C57BL/6J, 129/Sv, CBA/Ca, BALB/c). Data from the delayed-reinforcement task were analyzed by ANOVA with the factors strain, "delay" (0, 1, 2, 4, and 8 sec), "choice" (small/immediate or larger/delayed choice), and "direction" (ascending or descending delays condition). Stable baseline performance in the delayed-reinforcement task was defined as when data from three consecutive sessions showed significant effects of delay but no effect of "session" (baseline sessions 1, 2, and 3), i.e., to meet baseline criteria, performance of the four strains had to be delay dependent and stable over three sessions. Activity data were analyzed by ANOVA with the factors strain and "days" (days 1, 2, and 3 of consecutive testing). Tukey's post hoc tests were performed where appropriate.
Estimates of heritability and genetic correlations between the measures of impulsivity and activity were computed from the components of variance and covariance derived from hierarchical analyses of variance and covariance, as described by Hegmann and Possidente (1981) . The analysis provided estimates of the genetic (between-strains variability) and nongenetic (within-strain variability) contribution to the behaviors and then assessed the extent to which they covaried. Two behavioral measures of impulsivity were used in the analysis, the average choice bias across the session and choice bias at the longest delay. In both cases, the behavioral measures were taken at stable baseline performance of the delayedreinforcement task. Variability in activity levels between the strains was assessed using the data from day 3 of locomotor activity testing.
A typical ANOVA would take the following form:
where the constant k represents the degree of replication in a balanced arrangement but is a function of the unequal replicate numbers in unbalanced arrangements. The components of variance for strain and environment are denoted by S 2 and 2 , respectively, and may be derived, quite simply, from the ANOVA. Thus, 2 is estimated directly as B, whereas S 2 is estimated as (A Ϫ B)/k. Following Hegmann and Possidente (1981), we defined the heritability of inbred strains as follows: Heritability ϭ S 2 /( S 2 ϩ 2 2 ). Heritability, as defined here, is a simple function of the F ratio (A/B), which would be used to test the strain effect in the ANOVA displayed above. Thus, Heritability ϭ (F Ϫ 1)/(F ϩ 2k Ϫ 1).
To estimate the genetic and environmental correlations, the outline ANOVA displayed above needs to computed for the impulsivity data, for the activity data, and for the cross product of activity and impulsivity. If we denote the strain components of variance for impulsivity and activity by Si 2 and Sa 2 , respectively, and the component of covariance by Sia , the genetic correlation coefficient is estimated as follows:
, with a similar type of expression for the environmental correlation.
The sampling distribution of both heritability and genetic correlations is likely to be asymmetric so that the SEs of these statistics are of limited value in making informed inferences. However, because heritability is a simple function of the variance ratio ( F), we converted confidence limits for the F statistic into the corresponding limits for heritability.
Confidence limits for an observed value of the variance ratio ( F) statistic may be estimated using the non-central F distribution. Unfortunately, tables of this distribution were not easily accessible, in that they did not appear in the familiar volumes of statistical tables. Several excellent approximations have been proposed, however (Pearson and Tiku, 1970; Stuart and Ord, 1991) , and these were used to derive confidence limits in the present study. The test of whether an estimate of heritability is statistically significant was based on whether these confidence limits embrace the null hypothesis value of zero.
Similar problems applied when making inferences about genetic correlation estimates. As we have already noted, the SEs quoted in the literature (Falconer and Mackay, 1996) may not be useful. Furthermore, there appears to be no useful direct correspondence with other (tabulated) statistics, as in the case of heritability. We therefore developed a Monte Carlo simulation program to derive the sampling distribution of both the heritability estimates and of the correlation coefficients (genetic and environmental). This routine can provide confidence limits on the statistics of interest, and the test of significance is again based on whether these limits embrace the null hypothesis value (which is zero for both heritability and the correlation coefficients).
All statistical analyses were performed using GenStat release 6.1.
Results
At the outset of the experiment, there was a total of 35 animals; however, four animals (two 129/Sv and two CBA/Ca) developed an intractable side bias in the delayed-reinforcement task and so were excluded from all other analyses.
Reinforcer preference
All four strains of mice showed an initial and equivalent preference for the condensed milk reinforcer used to motivate performance in the delayed-reinforcement task ( Fig. 2 ) (no main effects of strain; F (3,27) ϭ 0.89; NS). The total volumes of fluid drunk (milliliters) were as follows: C57BL/6J, 1.3 Ϯ 0.3 ml; 129/Sv, 2.2 Ϯ 0.2 ml; CBA/Ca, 1.5 Ϯ 0.2 ml; BALB/c, 1.7 Ϯ 0.2 ml.
Strain differences in choice bias
Choice behavior of the four inbred strains in the delayedreinforcement task at stable baseline levels of performance is shown in Figure 3A . Baseline performance criteria were achieved by all four strains after seven sessions on the full-delay range. The data shown are the means of the next three sessions. All four groups exhibited a systematic change in choice bias away from the response leading to the delayed (larger) reinforcer toward the immediate (smaller) reinforcer with increasing delay (main effect of delay; F (4,135) ϭ 7.5; p Ͻ 0.001). However, the choice bias functions were different across the groups (main effect of strain; F (3,135) ϭ 14.7; p Ͻ 0.001), with the BALB/c and C57BL/6J mice exhibiting a pattern consistent with a relatively greater degree of impulsive choice and the 129/Sv and CBA/Ca strains exhibiting a pattern consistent with a relatively lesser degree of impulsive choice. Post hoc tests confirmed the following, in terms of impulsive choice: C57BL/6J ϭ BALB/c Ͼ 129Sv ϭ CBA/Ca. The between-strain variation in impulsive choice was manifest across all delays, as confirmed by the lack of interaction between strain and delay (F (12,135) ϭ 0.30; NS). The pattern of strain effects was stable and persisted throughout the experiment, as illustrated in Figure 3B , which shows the mean of an additional three baselines taken 30 sessions after the initial baseline determinations. The strain differences in choice bias were dependent on the increasing delay imposed on the large reward response as evidenced by the effects of the "zero-delay" probe manipulation (in which both small and large reward responses were reinforced immediately). As shown in Figure 3C , all four strains of mice were equally responsive to this manipulation, maintaining a preference for the large reward response across the entire session. Under zero-delay conditions, there were no strain differences in either stable performance levels (strain; F (3,135) ϭ 1.32; NS) or the time taken to reach the new baseline (c.6 sessions; strain; F (3,25) ϭ 1.3; NS). The zero-delay data did show evidence of a slight general reduction (c.15%) in choice of the large reward in the last block of trials, corresponding to where in the ascending delay condition the mice would be experiencing the longest (8 sec) delay on the large reward response. However, the possible satiation effects indicated by these data did not influence the between-strain differences in choice bias because the pattern of responding at the 8 sec delay was the same whether this block of trials was at the end or in a reversed delay manipulation (Fig. 3D) at the beginning of the session. Under the reversed delay conditions (i.e., 8, 4, 2, 1, and 0 sec), the overall direction of choice bias was, as anticipated, reversed (delay; F (4,135) ϭ 3.2; p Ͻ 0.02), but the relative pattern of choice bias was the same as that observed previously in the ascending delay condition (strain ϫ delay ϫ direction; F (12,270) ϭ 0.3; NS).
The variability in choice bias in the ascending delay condition was not related to differences between the strains in experiencing the "forced" (information) trial contingencies, because in the forced trials (in which no choice was available), all four strains made equal responses to the large and small reward-related stimuli at all delays (strain ϫ choice ϫ delay; F (12,270) ϭ 0.74; NS; data not shown). The pattern of choice bias also appeared to be unrelated to behavior in other, more general, aspects of the task. All four groups of mice showed a high degree of stimulus control in performing the task as indexed by the rapid latencies to make a center nose-poke at the start of a trial (start latency) (Fig. 4 A) and then make a discriminative response (choice latency) (Fig. 4 B) . Moreover, the latency data were indifferent, across all strains, to the nature of the choice (small/immediate or larger/delayed; no main effect of choice on start latency: F (1,223) ϭ 3.56, NS; no main effect of choice on choice latency: F (1,223) ϭ 0.15, NS). There were main effects of strain in both the start latency (F (3,135) ϭ 27.52; p Ͻ 0.001) and choice latency (F (3,135) ϭ 12.94; p Ͻ 0.001) data; post hoc tests (Tukey's) revealed that these were attributable, predominantly, in both cases, to generally slower responding in the CBA/Ca mice. Tukey's post hoc tests showed that CBA/Ca mice were also distinct in terms of a relatively greater increase in nonstarted trials with increasing delay (Fig. 4C ) (interaction between strain and delay; F (12,135) ϭ 11.28; p Ͻ 0.001) and a slightly higher rate of what were extremely rare (overall grand mean, 0.032 per session), omitted responses (main effect of strain; F (3,135) ϭ 4.86; . All groups showed a change in choice bias away from the response leading to the delayed/large reinforcer toward the immediate/smaller reinforcer with increasing delay. There were systematic group differences in the choice bias function, indicative of strain-dependent variability in impulsive choice. Tukey's post hoc tests confirmed the following, in terms of impulsive choice: C57BL/6J ϭ BALB/c Ͼ 129/Sv ϭ CBA/Ca. B, Graph illustrating the stability of the strain effects on choice bias throughout the experiment. Data show the mean Ϯ SEM of three consecutive baseline sessions taken toward the end of the study, ϳ30 sessions after the data shown in A. C, Choice bias behavior under conditions in which no delay was imposed on the large reward response across the session. All strains showed a common shift upward in response bias, indicating a continued preference for the large reward response. Data represent the mean Ϯ SEM of three consecutive sessions when behavior was stable under the zero-delay condition. Note that these data were still divided into five separate delay blocks, although in the zero-delay condition there was no delay associated with the large reinforcer throughout the session. D, Reversal of the order of delays produced a reversed pattern of choice bias, but the pattern of strain differences remained the same. Data represent the mean Ϯ SEM of three consecutive sessions when behavior was stable under the reversed delay condition. p Ͻ 0.01; data not shown). Again though, behavior in these aspects of the task did not appear to be related to discriminative choice bias in any simple correlative manner, a conclusion that could be extended to other nonspecific measures in which, this time, post hoc (Tukey's) tests showed that the 129/Sv strain showed general differences to the other three strains. These included the time taken by the four strains to collect the reinforcer (Fig. 4 D) (main effect of strain; F (4,135) ϭ 7.7; p Ͻ 0.001) and the pattern of nose-pokes and panel pushes made across the session (Fig. 4 E, F ) (main effect of strain on nose-pokes: F (3,135) ϭ 5.12, p Ͻ 0.01; main effect of strain on panel pushes: F (3,135) ϭ 9.71, p Ͻ 0.001). Finally, there were no strain differences in the time taken by the mice to consume the reinforcer (overall grand mean, 5.3 sec; main effect of strain; F (3,135) ϭ 0.33; NS; data not shown).
Strain differences in spontaneous locomotor activity
Activity scores for the four inbred lines, determined over 3 successive days, are shown in Figure 5 . There were main effects of strain (F (3,81) ϭ 113.49; p Ͻ 0.001) in the data, consistent with significant differences between the groups in terms of overall activity levels. Post hoc tests revealed the following pattern: BALB/c (most active) Ͼ C57BL/6J ϭ CBA/Ca Ͼ 129/Sv (least active). Three of the strains (C57BL/6J, CBA/C, 129/Sv) showed evidence of habituation to the test environment, manifest as reductions in activity levels with repeated testing. In contrast, the BALB/c mice displayed similar levels of activity across the 3 d. This differential pattern of habituation was reflected by a near significant interaction between the factors strain and day (F (6,81) ϭ 1.87; p ϭ 0.096).
Heritability and genetic correlation of choice bias and locomotor activity
The heritability of a trait can be derived by the proportion of variability attributable to genetics (between groups segregated by genotypes) over the total variation in the population (Wehner et al., 2001) . Because individual members of inbred strains are isogenic, they provide an excellent model system from which to analyze the heritability of a trait (Falconer and Mackay, 1996) . Using the methods for generating heritability scores for traits from inbred strains described by Hegmann and Possidente (1981) (for additional details, see Materials and Methods), we were able to produce heritability estimates for the choice bias and locomotor activity data (Table 1) and estimates of genetic correlation between these two factors ( Table 2 ). The estimate of genetic effects in the choice bias data derived from the average bias across a session was ϳ15.8%, a figure very close to that computed Graphs showing mouse strain performance on different aspects of the delayed-reinforcement task during choice trials (data from the same three baseline sessions as in Fig. 3A . A, Start latency (time taken to respond to the center light); B, choice latency (time taken to make choice response); C, number of non-started trials; D, latency to collect the reinforcer; E, total number of nose-pokes throughout a trial; F, total number of pushes on the food-hopper door (panelpushes). Data shown are means Ϯ SEM. The analysis was performed with two behavioral measures indexing impulsivity, the average choice bias across a session and the bias at the longest delay (8 sec), and stable locomotor activity scores on day 3 of testing. Confidence limits (90%) were calculated from both the non-central F distribution and Monte Carlo simulation, and these limits do not embrace the null hypothesis value of zero heritability (see Materials and Methods).
when using the alternate index of impulsive choice of the mean bias values for the longest 8 sec delay, 16.5%. The genetic contribution to variability in locomotor activity was higher at ϳ75%. Covariance analysis revealed a significant between-strain (genetic) correlation between locomotor activity and both indices of impulsivity, with those animals demonstrating higher locomotor activity also showing evidence of more impulsive choice. In contrast, for the within-strain (nongenetic) variability there was no systematic relationship between activity levels and choice bias.
Discussion
The principal findings were that genetics can contribute to variability in both impulsive choice and activity and that the genetic elements predicted complex behavioral associations, such that mice showing high levels of impulsive choice were also more active. It is unlikely that the behavioral correlation was attributable to confounds arising from mundane commonalities in task requirements. First, the patterns of effects seen in the response bias data were highly specific and independent of any systematic effects on other aspects of task performance. Second, in previous work, we have shown dissociations between the effects of D-amphetamine on choice bias and locomotor activity that confirm the independence of behavior in the murine delayedreinforcement task from changes in activity levels per se (Isles et al., 2003) . Instead, the data were consistent with the existence of common genetic factors influencing variation in both impulsivity and locomotor activity. The majority of the between-strain variability in choice bias was manifest as a shift in responding for the adjusted, large reinforcer, across all delays. Consequently, it was important to confirm the sensitivity of the strain differences to the increasing delays imposed on the large reward response. This was done by introducing sessions in which both small and large reward responses were reinforced immediately. These data (Fig. 3C) showed clearly that when delay was no longer present, not only did the mice maintain a large preference for the large reward response across the whole session but, crucially, the differences in choice bias between the strains disappeared completely. Although this finding provided evidence that the contingency between delay and reward was a main controlling variable of behavior in the delayed-reinforcement task and that all the mice were equally sensitive to the contingency, the lack of a significant interaction between strain and delay in the ascending delay condition suggested complex influences on choice behavior, resulting in strain differences at the start of the session when both the small and large reward were available immediately.
The present study was careful to exclude the possibility that the differences in response bias were influenced by basic factors related to primary motivation and learning/retrieval of the task, which could, conceivably, give rise to general, delay-independent effects. Furthermore, the data showing an equivalent pattern of strain effects under the descending delay condition (Fig. 3D) similarly excluded subtle effects because of differential satiety. In delayed-reinforcement paradigms, it has been suggested that choice bias behavior is governed by three, interacting, psychological processes: the perceived value of the reward and the perceived length and aversive nature of the delay (Mazur and Vaughan, 1987; Rodriguez and Logue, 1988; Ho et al., 1999) . Therefore, it may be that the observed behavioral difference between the strains was a consequence of underlying differences in one or all of these factors. One option was that the strain differences at zero delay were attributable to carryover effects whereby the imposition of delay on the large reward response led to the development of a form of conditioned place aversion (creating a bias away from the location associated with delay even when the delay was negligible). In this interpretation, the effects on delayed reinforcement would be related to underlying strain differences in the development/persistence of learned associations, an interesting outcome in itself (Cardinal et al., 2001; Winstanley et al., 2004) . However, such effects, if they did occur, clearly did not lead to an inflexible bias in responding, as demonstrated by the continued sensitivity to delay, both within a baseline session and in response to the zero-delay probe manipulation. Moreover, any conditioned aversion did not transfer to the forced trials because there were no between-strain differences suggestive of avoidance of the location associated with the delayed response in this part of the task. Hence, any explanation of the data involving an explicit conditioned aversion would have to take into account both the sensitivity to delay and the specificity to the choice component of the task.
In previous work, we suggested that delay aversion, in general (as opposed to conditioned effects), may be a significant controlling factor in murine delayed-reinforcement tasks, as a result of the high levels of predation experienced by this species (Isles et al., 2003) . In this regard, we do have independent findings obtained in the elevated plus maze (data not shown), suggesting that if delay aversion does indeed play a major role in explaining the present findings, it is unlikely to be related to global strain differences in fear reactivity because the pattern of data seen in the elevated plus maze did not predict choice behavior in the test of impulsivity.
The strain differences may also have been a result of differences in the sensitivity of behavior to the effects of delay or the difference in reinforcer amount. It is not possible, currently, to distinguish, absolutely, between these alternatives because both strain-related differences in reward perception (and hence reinforcer efficacy) and alterations in timing would predict systematic effects on choice bias. However, a contribution from reward processes mediating the sensitivity of the subject's behavior to the differences in reinforcement amount may be more consistent with the baseline strain differences seen at zero delay (Pitts and Febbo, 2004) . Importantly, these putative effects would again have to be specific to the psychologies taxed during the delayedreinforcement task, because there were no differences in the reinforcer habituation/preferences test conducted before the main experiment. Therefore, overall, we suggest that notwithstanding the lack of interaction between strain and delay, the pattern of data were consistent with effects of mouse strain on aspects of impulsive choice. In this regard, although much previous work on impulsive responding does report the effects of manipulations in terms of interactions with delay, there is evidence extending from the effects of brain lesions and drugs in rodents (Cardinal et al., 2001; Isles et al., 2003; Liu et al., 2004) to studies of drug dependence in humans (Madden et al., 1997) , in which effects are Between-strain analysis (the genetic component of variation) revealed a significant (based on the fact that the top confidence limits do not embrace the null hypothesis value of zero correlation) negative correlation between increased choice of the large reward response (less impulsive choice) and locomotor activity measures. In contrast, the within-strain analysis (the nongenetic component of variation) revealed no such correlation.
present at zero delay. Evidently, although controlling variables may differ between species, such delay independent effects are not specific to the present murine version of the delayedreinforcement paradigm.
Regardless of the precise psychological mechanisms giving rise to the strain effects on impulsive choice, the heritability analysis confirmed a genetic component to this aspect of behavior. This was also the case when the heritability analysis was applied to activity data obtained independently from the same animals, in which the results were generally consistent with previous findings (Kopp, 2001) . However, for both behaviors, particularly with respect to choice bias, there was appreciable residual variance because of nongenetic factors. The source of this "environmental" contribution to the overall variability is unspecified. We anticipated from previous data (Robbins et al., 1996; Francis et al., 2003) that the early life environment may be an important determinant of adult behavior and minimized the effects of this key variable by cross fostering all the mice to common mothers. Therefore, presumably, our data were influenced by other environmental factors we did not control for, which could have included, for instance, rank position within cage groups. This raises an important point about the generality of the data obtained here, which is that whereas they revealed clear genetic effects on impulsivity and activity, they should not be taken as providing estimates of the absolute genetic contribution to the variance between individuals across all situations. Obviously, this will depend on interactions between background genetics and the particular environmental influences.
The genetic and environmental effects on behavior were qualitatively distinct, insofar as it was only the genetic component that gave rise to a positive correlation between more impulsive responding and activity levels. The lack of association with environmental effects is of particular interest in light of previous data showing dissociations between hyperactivity and aspects of selfcontrol in rats subjected to social isolation. In this early life manipulation, in which subjects are housed separately from weaning, the most robust behavioral effect in adult animals is an enduring hyperactivity (Wilkinson et al., 1994) . However, this is not matched by increases in impulsive responding. Indeed, if anything, social isolates show evidence of increased self-control across a variety of situations including delayed reinforcement, five-choice serial reaction time task (Liu et al., 2001) , and conditional rule learning (Jones et al., 1991) . It would seem that there is no monolithic relationship between hyperactivity and impulsiveness and that the extent to which they coexist depends on complex interactions between genetic and environmental effects.
The predictive relationship between activity and impulsive choice attributable to genetics raises questions at both the behavioral and gene level. In terms of behavior, one option is that the choice bias and activity data were linked via redundant effects on some common psychology. Here, the obvious possibility of confounds attributable to basic task requirements has been eliminated. Similarly, general effects on factors such as fear reactivity (which could, potentially, influence both exploration of an activity cage and the willingness to wait for a reward) do not predict a positive correlation. In the absence of a converging psychology, the alternative possibility would be that the common genetic effects impact on activity and impulsive responding via parallel, but independent, routes.
The present results do not identify the specific genetic polymorphisms that may underlie the behavioral effects. Most work on the genetic substrates of impulsive phenotypes, in both humans and animal models, has focused on dopamine, with polymorphisms of the DRD2 (Blum et al., 1995) , DRD4 (Langley et al., 2004) , and DRD5 (Lowe et al., 2004) receptor subtypes implicated in aspects of AD/HD and OCD. However, in previous work, we have shown qualitative dissociations between the effects of D-amphetamine on choice bias and locomotor activity (Isles et al., 2003) that would tend to exclude, in the present case, explanations based on dopamine. Another interesting set of candidate genes may be those related to 5-HT functioning. Evidence is accumulating that 5-HT is a key controlling variable in impulsive behaviors, spanning, impulsive action (Harrison et al., 1997; Winstanley et al., 2003a) , impulsive choice (Mobini et al., 2000; Winstanley et al., 2003b) , locomotor activity (Geyer, 1996) , and aggression (Hen, 1996) . Furthermore, 5-HT-related genes demonstrate polymorphic variation in mice and man (see www. informatics.jax.org/searches/polymorphism[lowen]form.shtml and www.ensembl.org/), although the mouse data are far from complete. As such, it might be of most immediate profit to examine the extent to which 5-HT-related loci differ between strains and whether this variability maps onto the behavioral phenotypes seen here. A similar approach may prove useful with respect to potential strain-dependent polymorphisms in the regulatory region of the gene coding for MAOA, which has been associated in humans with variability in impulsivity mediated by 5-HT effects (Manuck et al., 2000) .
In conclusion, our data provide strong evidence for the influence of natural genetic variability on aspects of impulsivity and activity, which, we suggest, reflects the common influence of (multi-) allelic polymorphisms that have become fixed in a given inbred population. The overall variability in behavior also contained a major environmental component, highlighting the complexity of predicting behavioral outcomes in individuals, as epitomized by the recent data of Caspi et al. (2002) examining links between early life environment, MAOA polymorphisms, and antisocial behavior. The extent to which the current data extend to other types of impulsive responding requires additional investigation, as does the extent to which the data have relevance across species. However, notwithstanding the fact that mice and men faced different selective pressures, the data obtained in this model system may usefully inform the human literature in which comorbidity of impulsivity and hyperactivity occurs in several pathological conditions (Sheppard et al., 1999) .
