ABSTRACT The processing of images at the vision sensor nodes (VSN) requires a high computation power and their transmission requires a large communication bandwidth. The energy budget is limited in outdoor applications of wireless vision sensor networks (WVSN). This means that both the processing of images at the VSN and the communication to server must be energy efficient. The wireless communication of uncompressed data consumes huge amounts of energy. Data compression methods are efficient in reducing data in images and can be used for the reduction in transmission energy. We have evaluated seven binary image coding techniques. Our evaluation is based on the processing complexity and energy consumption of the compression methods on the embedded platforms. The focus is to come up with a binary image coding method, which has good compression efficiency and short processing time. An image coding method with such attributes will result in reduced total energy requirement of the node. We have used both statistically generated images and real captured images, in our experiments. Based on our results, we conclude that International Telegraph and Telephone Consultative Committee Group 4, gzip_pack and JPEG-LS are suitable coding methods for the outdoor applications of WVSNs.
I. INTRODUCTION
There are a lot of applications of Wireless Vision Sensor Network (WVSN) but our discussion is limited to those which are based on binary images. The cyclist and human detection, for ensuring their safety, based on segmented bi level images has been presented in [1] . The sky surveillance in relation to the detection of birds which are flying towards the wind mills and wind turbines, thus providing the ability to divert them and avoid possible collisions with the wind turbines was investigated in [2] .
Some other examples which are based on binary images include the automatic monitoring of meter readings [3] , the detection of magnetic particles in hydraulics systems [4] for failure prediction/avoidance, human detection [5] and robot localization [6] . In all these applications, bi level image processing algorithms have been applied.
This miscellaneous set of applications may necessitate a significantly huge amount of Vision Sensor Nodes (VSNs) in relation to uninterrupted monitoring [1] . Connecting the VSN through wires for communicating with each other's and with server for such outdoor applications is too expensive and is impractical [2] .
Hence for such outdoor applications, the deployment of battery operated VSN is essential. Typically, every node consists of a camera, processor, storage and a radio link. The camera based sensor networks are appropriate for their installation in faraway areas. The camera sensors provide wider coverage and richer information which enable WVSNs for monitoring events in wide areas [1] - [6] .
The image processing flow from image capturing up to feature extraction includes many complex image processing algorithms such as filtering, frame-subtraction, pixels based operations (segmentation, morphology), labeling, object dimension extraction etc.
The VSN must be able to perform these complex image processing tasks using onboard tiny/weak processor and communicate the results wirelessly. Typically, the VSN is composed of the hardware components with low power consumption characteristics. The communication bandwidth and the energy budget are the major constraints in outdoor applications of WVSN.
Tasks execution at VSN and wireless transmission consume significant power. Transmitting the raw data results in reduced processing time but its consequence is increased transmission energy. At the other extreme, implementing all processing tasks locally at VSN and communicating the processed images, reduces transmission energy, but, the disadvantage is the increased onboard execution time. These two extremes of processing are shown in Fig. 1 .
We have concluded in our previous work on intelligence partitioning (IP) in [7] and [8] , that selecting a suitable IP method results in reduced energy consumption. However, wireless communication of the uncompressed data will quickly drain total energy of VSN. Transmission energy is mainly reliant on data which is transmitted to server.
In our previous work in [9] , we proposed an architecture for some applications of WVSN. In this architecture, we proposed to compress the binary image after pixels based operations at node and transmit the results to server. The general architecture from [9] is shown in Fig. 2 which shows that the remainder of the tasks are shifted to the server. The size of the compressed image in Fig. 2 is reliant on the applied compression technique. Additionally, the execution time of the used compression technique has an effect on the node's overall energy consumption. The algorithmic steps for our proposed framework is shown in Fig. 3 .
In machine vision, images contain few randomly placed objects. There is a possibility for there to be significant variations in the shape, the sizes and positions of objects in the set of captured frames. So, for analyzing the compression standards, a big volume of statistically generated and real taken images are needed.
In this work, our aim is to explore various well known binary image coding methods for their usage in outdoor applications of WVSNs. The energy budget is limited in outdoor applications of WVSN and hence the selected method must be efficient in terms of compression efficiency, compression time and total energy consumption on the embedded platform. We have evaluated seven well known binary image coding methods based on their compression efficiency, compression time and total energy consumption on the embedded platforms. Reduced total energy consumption will lead to longer lifetime of the VSN which is desirable in outdoor applications of WVSNs.
Our goal is to come up with a coding technique which is robust to the varying characteristic of objects in both statistically generated as well as real captured images. This method must be efficient in terms of compression ratio, processing time and energy consumption and hence will be appropriate for outdoor applications of WVSNs.
The remainder of the paper is planned as follows. Section II provides the related work while Section III elaborates the evaluation criterion in relation to analyzing the processing complexity of the bi-level image coding technique. The performance evaluation of the compression methods is discussed in section IV. Section V provides the verification of the results based on real captured images. Finally, the conclusion is provided in section VI.
II. RELATED WORK
Typical examples of WVSNs were studied in [10] - [13] . Downes et al. [10] , developed a mote for image based sensor network. They analyzed the processing and memory limitations in current mote designs and have developed a powerful platform. Their mote is based on ARM7 micro-controller operating at 48 MHz and 64 KB RAM.
Rowe et al. [11] presented a CMUcam3, which is an open source platform that can perform image processing. The platform is composed of a camera, an ARM7TDMI ucontroller and memory. The impact of Relaying Packets in a network with different node densities, on the development/Implementation concerns of the camera based mote, was explored in [12] . Chen et al. [13] , proposed and demonstrated CITRIC, which is a camera based wireless network. The CITRIC is composed of a camera, a processing unit and memory and is capable of executing in-network image processing tasks. In our current analysis, three computing architectures have been used, based on AVR32, ARM and Intel, which are NGW100 mkII, BeagleBoard-xM and a laptop machine. The two embedded computing platforms are selected for our analysis because they are comparable with those typically used for the implementation of a VSN.
The NGW100 mkII kit uses the AT32AP7000 which has a 32-bit digital signal processor. The kit has 256 MB Random Access Memory (RAM) and 256 MB NAND flash. The AT32AP7000 operates at 150 MHz clock. The other computing platform is BeagleBoard-xM which has an ARM R Cortex TM-A8 running at 1 GHz and 512MB RAM. The third computing platform is a laptop with an Intel R processor (Core TM 2 Duo, 1.86 Giga Hrtz) and 3 GB RAM.
Based on the enormous amount of information in the images and consequently the high communication energy consumption of VSN, image compression has received significant attention from researchers [14] - [20] .
Nasri et al. [14] performed image coding based on discrete wavelet transform and embedded block coding with optimized truncation, in a distributed way. They used energy consumption and image quality for assessing the performance of their technique.
Another study of image compression has been conducted in [15] , in which the JPEG standard was implemented in reconfigurable hardware. They applied a modular implementation of the JPEG algorithm for increasing the lifetime of the node. The selection of binary image compression methods based on compression efficiency has been explored in [16] - [19] . But in these explorations, some of the main parameters such as processing complexity and the energy consumption of the compression methods on the physical embedded platform, were not considered.
A distributed image compression in image based sensor networks has been explored in [20] . The authors presented a novel technique for collaborative image communication in WVSN for avoiding the extra energy consumption during unnecessary data transmission.
The issues associated with the majority of the work relating to image compression in WVSN, is in relation to the high computational complexity of the compression process. For some applications of WVSN such as those in [1] - [6] , the captured frames could be converted into binary frames. The binary image compression standards are computationally faster than those in [14] , [15] , and [20] .
However, many binary image coding methods based on different algorithms exist, but, to the best of our knowledge, there is no analysis of which method have low total energy consumption characteristic for the energy constrained outdoor applications of WVSNs.
Few researchers, including those in [21] - [24] have compared the image compression standards, however, the problem associated with all of these comparisons is that their focus is only on the investigation of the compression ratio and the speed on the personal computer. Analysis based on the energy consumption and computational complexity of the compression standards on the embedded computing platform has not been explored.
Veeraputhiran and Sankararajan [25] explored a security enhanced video codec for bandwidth reduction in sensor network using compressive sensing. Hamzaa et al. [26] explored a framework for summarization of video which is highly secure. They suggested to extract key-frames by applying a video summarization scheme which is very light-weight.
Hamza et al. [27] , studied confidentiality of key-frames. They applied video summarization for extracting key-frames from diagnostic hysteroscopy data. They explored a color image coding method for increasing the security of extracted key-frames.
The exploration of DISCOVER [28] , H.264 Intra [29] and DCVS [30] for WVSNs has been recently presented in [31] . They evaluated these methods based on total energy consumption, computation complexity, lifetime, decoding complexity and quality of reconstructed images. The processing time of these codecs is high, which result in excessive energy burden.
Another most recent research work on data reduction in WVSN is presented by Girod et al. [32] . They investigated Distributed Video Coding (DVC) which employs encoders with reduced complexity at node, by transferring most of the computationally extensive operations to the central base station. In other words, in DVC, the computationally extensive and energy draining tasks are shifted to the server, which is anticipated to be resourceful.
A widespread review of the codecs which are based on DVC and their target was WVSN applications, was recently reported by Imran et al. [33] . Their widespread review consists of a reasonable debate of various video codecs. The DVC uses discrete cosine transformation (DCT) for compression. DCT requires extensive computation and its computational complexity is very high. Performance of change coding for data reduction in WVSN has recently been explored in [41] .
Hence, a study is required in relation to the selection of the most suitable bi-level image coding method for energy constrained outdoor embedded applications of WVSN. In current work, we explore binary image coding methods in terms of processing complexity and energy consumption for outdoor applications of WVSN. We have studied seven binary image coding techniques and evaluated the computational complexity and energy consumption associated for each of these methods. The considered methods include CCITT Group 4 & CCITT Group 3 [34] , JBIG2 [35] which is based on Arithmetic Coding in [36] , Gzip based on [37] (and Gzip_pack for packed images), JPEG-LS [38] which is based on LOCO-I [39] , and the rectangular compression method [40] . 
III. EVALUATED COMPRESSION METHODS
The focus of our work is on the analysis of various compression methods for their usage in a set of applications of WVSN. Fig. 4 shows the set of image compression methods which we have considered in our evaluation. In order to analyze the pool of image compression methods for such applications, a comprehensive set of statistically generated images with various features of the objects is required. These computer-created images should have objects with different desired features such as various sizes, locations, shapes and numbers. We have developed a statistical model which generates images with all such features.
We want to use these computer-generated images to explore the trend of seven binary image coding techniques in various ways. Precisely, our aim is to explore the impact of an increasing number, increasing size and different geometrical shapes (of objects), on compression ratio and execution time of the considered methods. We want to find a coding standard which is robust to the mentioned attributes of the objects in the Matlab-generated set of statistical images. Additional, we have used the real captured images to verify the results obtained using statistical analysis.
The well-known binary image compression methods are briefly described below and appropriate references are provided for interested readers.
A. CCITT GROUP 3 (2D) AND GROUP 4
The CCITT has established some communication protocols for coding binary images. Two of their established protocols are commonly known as Group 3 and Group 4. These coding methods uses Huffman coding for compressing images. For each pixel of the image, in Group 3 and Group 4 algorithms, there is a comparison operation in order to detect a changing picture element (transition from white to black & vice versa).
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When a changing picture element is detected, subtraction is performed in order to calculate the distance from the previous changing picture element.
If the distance is greater than 64 then it is repeatedly divided by 64 until the remainder is less than 64. Based on the distance and remainder, there could be two to four memory accesses for accessing Huffman codes which are accessed and placed in the output buffer. This procedure is repeated for the whole image. Finally, the output buffer, together with the header information, is written into the output image. Interested readers are referred to a detailed explanation of these standards in [34] .
B. THE JBIG2
JBIG2 [35] is an image coding method for compressing binary images with best compression ratio. The biggest problem with IBIG2 is that it uses arithmetic coding [36] for compressing images. The computational complexity of JBIG2 is high, which results in longer execution time on the embedded platform. If it is provided with correct probabilities, then it produces highly compressed images. In arithmetic encoding the frequently occurring characters are represented by smaller amount of bits and vice versa. This procedure results in fewer bits for the overall representation of any string of characters. Arithmetic coding produces a single number for the entire message.
C. THE Gzip
The Gzip is based on the algorithm in [37] . In our experiments, Gzip is used for compressing binary images in two ways: standard Gzip and Gzip_pack. The same implementation is involved in both cases, but, for standard Gzip, normal binary images are compressed which are one byte per pixel. In relation to the Gzip_pack, eight pixels of the binary image are filled to compose a byte. Then this composed byte is coded with standard GNU zip.
In Gzip coding, each new pixel of the image is compared to a pixel in the sliding window until a match is found. In the worst case scenario, it is possible that there could be N comparison for each new byte (pixel). With this method, the compression is achieved by replacing long sequences of pixels with two binary numbers. The interested readers are referred to the details of Gzip in [37] .
D. JPEG-LS
The JPEG-LS in [38] compression standard uses LOCO-I [39] for compressing images. The JPEG-LS achieved compression ratios which are similar to those which obtained best compression results and its compression time is comparatively low. The complete description of JPEG-LS and LOCO-I can be found in [38] and [39] respectively.
E. RECTANGULAR COMPRESSION METHOD
Mohamed and Fahmy [40] explored a binary image coding method which is based on extracting rectangular regions from the image. According to this method, non-overlapping rectangular regions of black color are determined in image and then their two corners (vertices) are saved. These vertices can be used at the receiver side in order to fully reconstruct the bilevel image and, by this means, compression is achieved. This method is efficient in relation to the compression of bi-level images which only involve rectangle shaped objects. The compression efficiency of this method is poor for images with irregular shaped objects such as curves which is discussed with details in [18] .
IV. EVALUATION CRITERION
An important performance feature, which must be considered in analyzing compression methods, is the processing complexity (execution time) for both the compression and decompression processes. A compression algorithm is deemed to be of little use if its execution time introduces an insufferable delay in the image processing application.
An increased execution time results in greater processing energy consumption. Since, in remote applications of WVSNs, the energy consumption is the main concern because of the limited energy resources. Thus, the processing complexity and energy consumption must be evaluated for the considered compression standards for deciding which ones provide best features.
The execution time and compression ratio of binary coding methods depends on the switching of the pixel's values from one to zero and vice versa in the image. For our evaluating the compression methods, we produced images (640 columns and 400 rows) with randomly placed objects in the frames.
The number of objects were increased in the first set of generated images while the sizes of the objects were increased in our second set of generated images. The objects in both the sets have different shapes such as quarters of ellipses, semiellipses, ellipses, quarters of circles, semi-circles, circles, curves and rectangles. Our aim is to find the trend in relation to the processing time on the embedded platform for the compression methods, relating to a variety of changes in the generated sets of images.
The compression ratio of a compression method does not depend on the software/hardware design of the system. However, processing complexity of a compression method is dependent on both the hardware and software design of the system.
The aim of our current study is not to find the absolute computational complexity of a compression method on a specific machine, but is, instead, to analyze the trend of the different compression methods on the two embedded computing platforms.
Generally speaking, the finding of current research work will assist the readers in deciding which compression method is computationally fast. In other words, it will enable the readers to decide which coding methods are suitable for outdoor applications of WVSNs.
A. EFFECT OF INCREASING NUMBER OF OBJECTS
For the different object' shapes, such as circles, rectangles, ellipses, curves, we generated 10 images (using Matlab). From Image1 to Image10, the number of objects were increased by 10% in the consecutive sequence of the frames. In total, 80 images were analyzed for eight shapes of objects.
The Fig. 5 shows 5 images with a quarter of an ellipse. The gradual increase as well as the arbitrariness in the occurrence of the objects in the images is clear in Fig. 5 . We presented the compression ratio for these compression methods based on the sets of the generated images in [18] .
In the current work, all the frames with various shapes of objects are executed on the three computing platforms and the processing complexity of each of the compression methods is determined. Some of the methods proved to have a higher standard deviation in the processing complexity on the embedded platform. The mean value and the standard deviation in processing complexity based on based NGW100 mkII, for the compression methods are shown in Table 1 in section IV. The analysis of processing complexity and the energy consumption based on two embedded computing platforms is provided in section V.
B. EFFECT OF INCREASING SIZE OF THE OBJECT
For different object' shapes including ellipses, rectangles, ellipses and circles, we generated ten frames using our developed code (Matlab code) with 10% increase in the objects' sizes in the consecutive from Image1 to Image10.
In total, we analyzed 80 images having different shapes of objects (8 different shapes). The 5 images with increasing size of the randomly placed circles are shown in Fig 6. We presented the compression ratio for these compression methods based on the sets of the generated images in [18] .
In the current work, all these sets of images are executed on the target embedded platforms. The processing complexity and the associated standard deviations are determined. For some of the methods, the standard deviation in relation to the processing complexity on the embedded platform is high, while for others it is low.
The mean value and standard deviation of processing complexity are determined for NGW100 mkII and are shown in Table 2 . The analysis for processing complexity and the energy consumption for the two embedded computing platforms is provided in section V.
V. PERFORMANCE EVALUATION
This section consists of the results of the processing complexity of the compression methods for two sets of images, having objects with a variety of features including increasing numbers, sizes and shapes. The execution file and respective libraries of all the compression standards are downloaded to the target embedded platforms and are used to compress all the images. In order to be able to provide a high accuracy, the average execution time in relation to compressing each image ten times, is determined.
The mean processing time and its standard deviation are shown in Table 1 for the sets of images with increasing no. of objects. The larger values for the standard deviation in processing time in Table 1 , show that the Gzip and Rectangular compression are highly dependent on the contents of the input image (i.e. number of objects).
On the other hand, the JPEG-LS, CCITT Group 3, 4 and JBIG2 are resilient, in terms of processing complexity, to the contents of the input image. Table 1 , also shows that Group 3, 4, JBIG2 and JPEG-LS are the least sensitive (low standard deviation) for an increase in the no. of objects in the frames. Additionally, average processing time for the JPEG-LS, CCITT Group 3, 4 and gzip_pack on the target embedded platform are lesser compared to the other coding methods. Table 2 shows the standard deviation and the mean execution time on the embedded computing systems based on sets of generated images having objects with gradual increase in their sizes. It is clear from Table 2 , that the processing VOLUME 6, 2018 time for the Gzip, Gzip_pack and Rectangular compression techniques have high sensitivity for the increasing size of objects.
On the other hand, in terms of processing time, JPEG-LS, Group 3, 4 and JBIG2 are less sensitive (low standard deviation) to the gradual growth of the objects' size. Additionally, the mean processing time for the JPEG-LS, Group 3, 4 and gzip_pack on the embedded platform are quite low.
Based on the observation in Table 1 , 2, it is possible to generalize that the CCITT Group 3, 4, JBIG2 and JPEG-LS are resilient to the variations in terms of number of object and the size of the objects in the images. Table 3 shows the compression ratio for the considered compression standards where the compressed file size (column 4) is from our previous work [18] . It must be observed that the compression ratio of JBIG2 is the highest and that for Group 3 and Gzip are the lowest. Fig. 7 shows the processing complexity (processing time) vs. mean compressed file size for the studied coding methods. The average (mean) compressed file size is determined using all the images in the two sets of generated images (including both the sets with increasing number and sizes of the objects). The circles in Fig. 7 , show the mean processing complexity on NGW100 mkII at the y-axis while the x-axis shows the average compressed file size.
The vertical lines in Fig. 7 show the standard deviation in the mean execution time (processing complexity). Similarly, the standard deviation in the mean compressed file size is shown using the horizontal lines in the same figure. The Fig. 7 shows that Gzip and CCITT Group 3 have higher mean compressed file sizes. We must also observe that processing complexities are high for Gzip, Rectangular and JBIG2 coding methods. So, we may say that JPEG-LS, Gzip_pack and CCITT Group 4 are suitable for energy limited outdoor applications of WVSNs.
However, the trends of the compression methods must be verified on another computing platform and for the real captured images (which is done in Fig. 10 ). In addition, the energy consumption of all the compression methods needs to be evaluated for providing an accurate conclusion.
VI. VERIFICATION OF THE PERFORMANCE METRICS
The processing time of any compression method needs to be analyzed on various embedded platforms. However, the compression ratio is independent of the speed of the machine. Due to this reason, we have analyzed processing time of the considered compression methods on three different machines with different processing capabilities.
The compression ratio of the considered compression methods is analyzed and shown in Fig. 8 . The analysis of the processing time for the considered compression methods on NGW100 mk II is shown in Fig. 9 . Furthermore, the comparative analysis of the processing time for the considered compression methods on three machines is shown in Fig. 10 .
The analysis based on simulation results are far from the physically measured energy consumption on the actual embedded platform. So, we have evaluated the considered compression methods based on both real and statistically generated images. In addition to simulation, we have measured the actual energy consumption on two embedded platforms i.e. NGW100 mkII and BeagleBoard-xM and have shown the results in Fig. 11 . Our aim is to come up with an image coding method which has low total energy consumption and hence is suitable for outdoor applications of WVSNs.
In order to verify the results of section 5, 50 frames with varying number of objects of various shapes were captured and are used in our analysis. The average compressed file size for both the statistically generated images and the captured images is shown in Fig. 8 . The significance of the results in Fig. 8 is that the compressed file sizes for the statistical and captured images are almost identical. This verifies one aspect of the developed statistical model, i.e. that the average compressed file size is almost identical for both the statistically generated and the real captured images. Fig. 9 shows the comparison of the encoding time for the captured and statistically generated images. It shows that for the same computing architecture (AVR32), the encoding times of all the compression methods for both the statistical and captured images are almost identical with the exception of Gzip and Rectangular. This verifies the high standard deviation of these methods, which was observed in the results of Section IV.
The encoding times (processing complexity) of all the seven compression methods for the three computing platform based on the real captured images are shown in Fig. 10 . The significant observation in Fig. 10 is that the encoding time is lowest on the Intel machine and highest on the AVR32 embedded platform (The faster the computing system the lower the execution time). Another trend that must be observed in Fig. 10 is that the encoding times of Gzip, Rectangular and JBIG2 compression methods are higher as compared to the other compression methods. The most important result in Fig. 10 is that the trend in the encoding time of the compression methods is almost identical in relation to the different computing architectures. Table 4 shows the measured energy consumption of the seven compression methods for both the embedded platforms i.e. NGW100 mkII and BeagleBoard-xM.
In Table 4 , the processing energy consumption is calculated by multiplying the applied voltage, the measured current and the measured mean processing time on the embedded platforms.
We have used Equation (1) for determining the energy consumption in Table 4 . In Equation (1), Imeasured is the measured current, Vapplied is the applied voltage and Tmeasured is the measured execution time of the compression methods. We measured these values while the embedded computing platforms were compressing the images using the compression methods. Energy_consumed = I measured * V applied * T measured (1) It can be observed from Table 4 that, because of higher clock frequency, the measured current consumption of the BeagleBoard-xM is higher than that of NGW100 mkII. For the same reason, the measured execution time on the BeagleBoard-xM is lower than that for the NGW100 mkII. This resulted in low energy consumption of the BeagleBoardxM compared to NGW100.
The energy consumption of the various coding methods is portrayed in Fig. 11 . The energy consumption is the combined processing and communication energy. The most significant result is that the total energy consumptions for the JPEG-LS, CCITT Group 4 and Gzip_pack are lower in comparison to the remaining coding techniques (Fig. 11 ). Total energy consumptions of the Gzip, JBIG2 and Rectangular coding methods are the highest in relation to the other compression methods. Based on these explanations, we can say that CCITT Group 4, JPEG-LS and Gzip_pack is appropriate for energy constrained outdoor applications of WVSNs. It's true that there may be fluctuations in the current during the compression process, but we have determined the average value and still the variation in the current is very small. Hence the average value of the current is a good measure. The voltage will also vary with the passage of time, but as long as the VSN remains functional, the difference in the voltage will be very small and hence our measured energy consumption will provide a good analysis.
VII. CONCLUSION
We have evaluated the impact of various features of objects in the sets of images including different shapes, the growing sizes and increasing number, on the encoding time and measured energy consumption of the seven binary image coding methods. The encoding times of the JPEG-LS and Group 4 are highly resilient for both the increasing number and size of dissimilar shaped objects within the input bi-level images.
The Rectangular, Gzip and Gzip_pack compression methods showed higher standard deviations in their encoding times for both an increasing size and number of dissimilar objects in the binary images. The JBIG2 is greatly robust to the variations of objects in the images and its compression efficiency is the highest compared to other compression methods. However, because of its bigger encoding time, its total energy consumption is large. The consequence of increased energy consumption is a short lifetime of the VSN, which is a characteristic that is not desirable in outdoor applications of Wireless Vision Sensor Networks (WVSNs). The hardware implementation of JBIG2 may be faster and this may result in lower total energy consumption but the design and implementation time will be high. The measured energy consumptions on the embedded platform for JPEG-LS, CCITT Group 4 and gzip_pack are lower compared to other coding methods and hence these are the suitable coding methods for the energy constrained outdoor applications of WVSNs.
