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Das Feld der Online-Forschung befindet sich im dynamischen Wandel. Die Weiterent-
wicklung der Analysemethoden, neue Auswertungsinstrumente und die wissenschaft-
liche Untersuchung des Social Web haben das Forschungsfeld verändert. Das Handbuch 
Online-Forschung bietet einen gut verständlichen Überblick über die sozialwissenschaft-
lich motivierte, internetgestützte Datengewinnung und deren Auswertung. In einer 
kompakten Darstellungsweise wird die gesamte Breite des Feldes sowohl theorie- als 
auch praxisbezogen bearbeitet und erlaubt einen akademischen und praktischen Über-
blick. Es beinhaltet einerseits aktuelle Themen und Entwicklungen, so z. B. Aspekte des 
Datenschutzes und Potenziale durch das Social Web, andererseits resümiert das Hand-
buch die Erträge, die über die Jahre erarbeitet wurden wie Fragen der Repräsentativität, 
Panelforschung oder der Umgang mit schwierigen Befragtengruppen.
Zur Zielgruppe gehören Sozialwissenschaftler, Ökonomen, Psychologen an 
Fachhochschulen und Universitäten, welche Methoden und Instrumente des Feldes 
reflektieren und anwenden, genauso wie Mitarbeiter und Projektverantwortliche 
von Unternehmen und Institutionen, die an der Entwicklung oder Anwendung von 
Online-Forschung beteiligt sind. Sowohl die Interdisziplinarität als auch die Relevanz 
in akademischer Forschung und Praxis, die sich in der Zielgruppe widerspiegeln, waren 
auch bei der Zusammensetzung der Autoren ein wichtiges Kriterium.
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Twitter Analytics
Abstracts
Die Online-Forschung setzt sich in den letzten Jahren zunehmend mit Mikro-
Blogs, insbesondere dem weltweit populärsten Anbieter Twitter, auseinander. 
Verschiedenste Disziplinen beschäftigen sich aus ihren jeweiligen Perspektiven 
mit der Analyse von kommunikativen Prozessen und Strukturen von Twitter 
und nutzen dabei eine Vielzahl an methodischen Zugängen. In diesem Artikel 
werden zunächst die grundlegenden Funktionen, Möglichkeiten des Zugangs 
zur Datenstruktur sowie Methoden der Datenerhebung und -auswertung dar-
gelegt. Im Anschluss werden Ansätze verschiedener Fachdisziplinen vorgestellt.
Online research has focused on microblogging platforms and Twitter in particu-
lar in recent years. Various fields of research and multiple disciplines address dif-
ferent issues from multiple perspectives, examining communicative processes 
and patterns by using a wide range of methodological approaches. Firstly, basic 
functions, possibilities for accessing the data structure as well as methods for 
data collection and analysis are explained. Secondly, approaches from different 
fields of application are presented.
Keywords
Twitter Analytics, Social Media, Content Analysis, computer-mediated commu-
nication
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1. Einleitung:  
Der Microblogging-Dienst Twitter
Twitter wurde als Firma und Plattform im Jahre 2006 gegründet und erlangte 
ab 2009 weltweit zunehmend an Popularität. Im Juli 2010 wurden erstmals über 
90 Millionen Tweets pro Tag verschickt (techcrunch.com 2010), rund ein Jahr 
später waren es weltweit bereits über 200 Millionen täglich (twitter.com 2011). 
Twitter ist nicht die einzige Mikro-Blogging-Plattform, in China etwa heißt das 
Synonym Sina Weibo. Aktuellen Berechnungen zufolge gab es in Deutschland 
Ende 2012 rund 825.000 aktive Twitter-Nutzer (webevangelist 2012). Über die 
tatsächliche Anzahl von Nutzern kann nur spekuliert werden, da Twitter sich 
mit konkreten Angaben zurückhält.
Auf Twitter ist die Kommunikationseinheit ein Tweet (allgemeiner: Micro-
post), der maximal 140 Zeichen enthalten darf. Neben dem Text enthält jeder 
Tweet weitere Daten, die entweder für alle Nutzer im Frontend wahrnehmbar 
oder aber nicht sichtbar im Backend enthalten sind. Sichtbar sind der Account-
Name des Senders sowie sein gewählter Name und sein Profilbild, ggf. die An-
zahl der Retweets des Tweets, ggf. eingebundene audiovisuelle Inhalte wie Fotos, 
Videos, Link-Vorschauen zu weiteren Anbietern, ggf. Angaben über den Client 
des Absenders und eine Zeitangabe. Im Backend, also im für die Nutzer nicht 
sichtbaren Bereich, dessen Daten über die Programmierschnittstelle (Applica-
tion Programming Interface, kurz: api) abgerufen werden können, finden sich 
weitere Metadaten wie die Geokoordinaten des Sendegeräts (bei entsprechend 
erteilter Erlaubnis im Softwareclient), die Follower-Anzahlen der Nutzer, User 
id, Tweet id, Angaben zur Sprache (gemäß der Einstellung im Softwareclient; 
die Angabe kann von der tatsächlich verwendeten Sprache abweichen), Angaben 
zu Account-Namen ggf. adressierter Accounts, die url des Tweets, die url des 
Profilbilds und ein nummerischer Zeitstempel (vgl. bruns/liang 2012).
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1.1 Twitter als Forschungsgegenstand
Zwar lässt sich Twitter der Kategorie der Social Software zuordnen, wird gleich-
sam aber als auch als soziales Netzwerk bezeichnet (ebersbach/glaser/heigl 
2011: 84). Nach Boyd und Ellison (2007) müssen soziale Netzwerke (Social Network 
Sites) grundsätzlich die folgenden Eigenschaften für Individuen unterstützen: 
Nutzer müssen sich auf dem Dienst ein halb-öffentliches oder öffentliches Profil 
anlegen, eine Liste von Nutzern erstellen und diese mit anderen in dem System 
austauschen können. Demnach ordnet sich Twitter per Definition in die Reihe 
von Social Network Sites wie LinkedIn, MySpace, Orkut, Last.fm, Flickr, YouTube 
oder Facebook ein. Twitter wird jedoch auch als ›Mikro-Blogging-Plattform‹ be-
zeichnet und kann damit als eigenständige Kategorie von Social Software gelten 
(ebersbach/glaser/heigl 2011: 85).
Die Perspektive auf die Bezeichnung und Funktion von Twitter ergibt sich 
aus dem jeweiligen Erkenntnisinteresse und der Forschungsdisziplin. Infor-
mationstechnische Studien beschäftigen sich unter anderem mit der Frage, ob 
Twitter als soziales Netzwerk oder eher als ›News Media‹ (kwak et al. 2010) zu 
verstehen sei. Twitter kann aber auch dem Bereich des ›Personal Publishing‹ 
(schmidt 2009: 24; vgl. auch den Beitrag von eble/ziegele/jürgens in die-
sem Band, S. 123ff.) zugeordnet werden, bei dem der Schwerpunkt auf der 
Veröffentlichung von Inhalten liegt, oder als »mixture of micro-blogging and a 
social network site« (vergeer/hermans/sams 2010: 4) verstanden werden. Wei-
tere Studien untersuchen Twitter hinsichtlich der Verwendung im Journalismus 
(neuberger/vom hofe/nuernbergk 2011), im dritten Sektor, also Nonprofits wie 
Verbände, Vereine und Stiftungen (guo/saxton 2013; lovejoy/saxton 2012), in 
Unternehmen (rybalko/seltzer 2010), der Bildung (rinaldo/tapp/laverie 2011) 
oder der Medizin (signorini et al. 2011).
1.2 Methodischer Zugriff auf Twitter-Daten
Nutzern steht auf Twitter ein teils spezifisches semiotisches Inventar zur 
Durchführung technischer wie kommunikativer Prozesse zur Verfügung. 
Vier Zeichenprozesse – @-Adressierung, Hashtagging, Verlinkung und Ret-
weeting – charakterisieren Twitter als multireferenzielles Verweissystem. 
Durch die Verwendung der entsprechenden Operatoren (@, #, http:// und rt) 
können kommunikative Handlungen wie Adressierung und Bezugnahme, tran-
stextuelle Organisation und Strukturierung, Referenzen auf Themen, Personen 
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und multimodale Inhalte sowie Sequenzierung, Diffusion und Redistribu-
tion von Posts ausgeführt werden (thimm/dang-anh/einspänner 2011: 269). 
Dadurch bietet sich in einem limitierten Zeichenraum eine hohe Bandbreite 
kommunikativer Handlungsmöglichkeiten, die Twitter zu einer vielseitigen 
Kommunikationsplattform werden lassen.
Die Rezeption von Nutzerbeiträgen erfolgt jeweils über die Timeline, die sich 
aus einzelnen Tweets zusammensetzt. Die Posts in Mikro-Blogs werden, wie bei 
Weblogs, von oben nach unten in umgekehrter chronologischer Reihenfolge dar-
gestellt. Dabei erscheint erstens für eingeloggte Nutzer auf dem Startbildschirm 
die Timeline mit Tweets ausschließlich von Nutzern, denen man als Nutzer folgt 
(Followees). Andere Nutzer können auch Tweets des eigenen Accounts abonnie-
ren und werden somit zu Followern des eigenen Profils. Zweitens hat man die 
Möglichkeit, auf die Profile einzelner Nutzer zu klicken. Dann werden nur die 
von den Nutzern verfassten oder redistribuierten Tweets in einer Timeline an-
gezeigt. Drittens lassen sich Timelines von Tweets über Suchbegriffe generieren. 
Hier werden dann nur Beiträge angezeigt, die einen bzw. mehrere entsprechende 
Suchbegriffe enthalten. Viertens lassen sich auch Timelines per Klick auf getaggte 
Begriffe generieren. Dies sind Zeichenketten, denen ein Rautezeichen (engl. hash) 
vorangestellt ist. Diese Hashtags stehen im Text eines Tweets und sind somit »a 
form of ›inline‹ metadata, that is, ›data about data‹ that is actually integrated 
into the linguistic structure of the tweets« (zappavigna 2011: 791). Hashtags sind 
farblich hervorgehoben, wodurch ihre Verlinkung markiert wird. Zudem wird 
den Nutzer über die Trending Topics eine Liste von zehn aktuell in Tweets inte-
grierten Hashtags vorgeschlagen.
1.2.1 Datenerhebung
Daten von Twitter können auf unterschiedliche Art und Weise erhoben wer-
den. In der Forschungspraxis hat sich bisher kein Standard zur Datenerhe-
bung etabliert. Es gibt in den Einstellungen auf der Profilseite von Twitter 
die Möglichkeit, ein Archiv der Tweets des eigenen Accounts anzufordern 
(twitter.com 2012). Für Forschungszwecke ist jedoch der Zugriff auf ledig-
lich eigene Posts meist unzureichend. Die meisten der elaborierten Methoden 
zur Datenerhebung setzen sowohl ein technisches Know-how als auch eine 
gewisse it-Infrastruktur voraus. Der Zugriff auf Twitter-Daten erfolgt über 
Programmierschnittstellen: die apis (api = ›application programming inter-
face‹). Drei Schnittstellen stehen zur Verfügung: die Streaming api, die Search 
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api und die rest api.1 Bei der Streaming api kann man auf einen konstanten 
Stream von Tweets, dessen Bandbreite durch Twitter limitiert wird, zugreifen. 
Die Search api und die rest api erlauben hingegen Abfragen von Tweets, wo-
bei auch hier die Anzahl der erhebbaren Tweets und die Abfragen pro Stunde 
limitiert sind (gaffney/puschmann 2014). Seit 2011 ist es Drittanbietern nicht 
mehr erlaubt, Datenarchive frei zur Verfügung zu stellen (vgl. bruns/burgess 
2012). Lediglich zwei Vertriebspartner, gnip und DataSift, stellen Twitter-Daten 
zur Verfügung, die unter uneingeschränktem Zugriff auf den Twitterstream 
erhoben werden (gaffney/puschmann 2014). Aufgrund der Limitierungen ist 
eine vollständige Erhebung des Twitterstreams – und somit auch die Erhebung 
repräsentativer Samples – ohne Rückgriff auf die exklusiven Vertriebspartner 
nicht möglich. Erhobene Datensets variieren je nach api (gonzalez-bailon et 
al. 2012) und auch der Zugriff auf die Streaming api kann je nach Anfragepa-
rameter unterschiedliche Ergebnisse liefern bzw. im Vergleich zum zahlungs-
pflichtigen Vollzugriff keine vollständigen Datensets liefern (morstatter et 
al. 2013). Dennoch gibt es weitere, wenngleich begrenzte Möglichkeiten, Daten 
von Twitter zu erheben (vgl. hierzu bruns/liang 2012; gaffney/puschmann 
in press). Die am häufigsten zitierten Drittanbieter sind hierbei 140kit, Twitter 
Archiving Google Spreadsheet (tags) und yourTwapperKeeper. Eine aktuelle 
Übersicht findet sich bei Gaffney und Puschmann (2014).
1.2.2 Datenauswertung
Die Auswertungsmöglichkeiten hängen mit dem Umfang der erhobenen 
(Meta-)Daten zusammen. Je nach Datenerhebungsmethode werden unter-
schiedliche Datenbestandteile erhoben. Während beispielsweise über einen 
rss-Feed keine Geodaten erhoben werden können, sind diese bei der Erhebung 
mit yourTwapperKeeper (yourtwapperkeeper 2013) enthalten. Doch auch mit 
diesem Erhebungsverfahren werden nicht alle verfügbaren Metadaten erhoben 
(vgl. gaffney/puschmann in press). Darüber hinaus besteht die Möglichkeit, 
eigenständige Scripte zu verfassen, die die gewünschten Daten durch gezielte 
Abfragen an die api abrufen (vgl. bruns/liang 2012; papacharissi/fatima 
oliveira 2012).
1 ›rest‹ ist ein Akronym für die Software-Architektur ›Representational State Transfer‹, die in 
dezentralisierten Hypermedia-Systemen zur Anwendung kommt (vgl. fielding 2000).
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Die Twitter-Daten können anschließend abhängig vom vorliegenden Format 
(z. B. als txt, csv [comma-separated value] oder tsv [tab-separated value]) in Da-
tenbanken (z. B. Mysql) gespeichert und mit Programmen zur Tabellenkalkulation 
(z. B. OpenOffice calc) weiterverarbeitet werden. Alternativ können die Daten mit 
einem Statistikpaket wie spss, R oder Stata weiterbearbeitet werden. Elaborierte 
statistische Auswertungen wie Faktor- und Cluster-Analysen sind somit möglich.
Die Möglichkeiten zur Analyse hängen zudem stark von den Import- und Ex-
portmöglichkeiten der verwendeten Programmpakete ab. Liegen die Daten als Text 
vor, lassen sie sich aber ebenfalls in Programmpaketen zur computergestützten 
qualitativen Datenanalyse (qda) überführen (z. B. NVivo, Maxqda, Atlas.ti oder 
qdaMiner; vgl. einspänner/dang-anh/thimm 2014). Abhängig von der Qua-
lität der Daten ist in diesen Paketen2 die Verknüpfung quantitativer und quali-
tativer Forschungsansätze möglich.
2. Methodische Zugänge
Forschungsarbeiten zu Twitter bedienen sich einer Vielzahl methodischer Zu-
gänge. Wir erläutern im Folgenden einige der am stärksten verbreiteten, die wir 
im Rahmen der Vorstellung in reaktive Verfahren (Umfragen und Interviews) 
und nicht reaktive Verfahren (Textanalyse, Soziale Netzwerkanalyse, geodaten-
basierte Analyse und Social-Media-Dashboards) unterschieden, ohne allerdings 
Anspruch auf Vollständigkeit zu erheben.
2.1 Textanalyse
Twitter-Kommunikation ist schriftliche Kommunikation, die um audiovisuelle 
Inhalte wie Fotos und Videos erweitert werden kann. Ob qualitative oder quanti-
tative, ob inhaltsanalytische oder diskursanalytische Ansätze: Auf die textuelle 
Ebene von Tweets lassen sich vielfältige Textanalysen anwenden. Obwohl Twitter 
im alltäglichen Gebrauch oft als Echtzeitmedium bezeichnet wird, verläuft die 
Kommunikation dort zeitlich asynchron. Tweets werden vom Verfasser gesendet 
und erscheinen dann in der Timeline seiner Follower. Diese asynchrone One-to-
2 Neben der Kodierung, Zusammenfassung und Auswertung bieten kostenpflichtige Programm-
pakete wie nvivo zusätzlich eine Browser-Plug-in für die Erhebung von Daten aus Social Media 
(z. B. Twitter, Facebook, LinkedIn und YouTube) an und bieten somit eine umfassende Lösung, 
die jedoch keinen Spielraum bei der Anpassung der Erhebungssystematik erlaubt.
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many-Kommunikation kann sich potenziell zu einer annähernd (quasi-)synchro-
nen Many-to-many-Kommunikation entfalten, sofern Dialoge zwischen Nutzern 
stattfinden (vgl. honeycutt/herring 2009). Wie andere Kommunikationsfor-
men auch, unterliegt Twitter-Kommunikation einer Dynamik, die bei der textu-
ellen Analyse einbezogen werden muss. Durch ihre Speicherung zu Analysezwe-
cken und somit Fixierung werden Tweets ihrem situativen und sozialen Kontext 
entnommen. Dieser muss dann im Analyseverfahren teils mühsam rekonstruiert 
werden, teils liefern aber bereits die mitgelieferten Metadaten Anhaltspunkte 
zur Rekonstruktion eines Analysekontextes. So lässt sich unter Zuhilfenahme 
der Zeitstempel der Verlauf von Tweets und Dialogsequenzen nachzeichnen.
Tweets lassen sich aus einer textlinguistischen Perspektive als sprachstruktu-
relle Einheit Text konzeptualisieren. Dadurch wird bei der Textanalyse eine Zuwei-
sung von Codes in unterschiedlicher Granularität ermöglicht. Diese reicht von der 
Vergabe von einem Code pro Tweet (etwa wenn man Tweets nach Themen codiert) 
über mehrfache oder überlappende Codierung (z. B. nach Sprechhandlungsmus-
tern) bis hin zu fein-granulierten linguistischen Analysen (z. B. syntaktische Ana-
lysen, Satzzeichencodierung oder Codierung von Emoticons; vgl. hierzu Abb. 1).
In jedem Fall erfordert eine qualitative Analyse auf sprachlicher Ebene eine 
intensive Schulung der Codierer, um einzelne, dekontextualisierte Tweets 
im Analyseverfahren zu rekontextualisieren. Dies gilt insbesondere für qua-
litative Inhaltsanalysen (vgl. einspänner/dang-anh/thimm 2014; siehe die 
Beiträge von keyling zur ›automatisierten Inhaltsanalyse‹ [S. 233ff.] und 
rössler/hautzer/lünich zur ›Inhaltsanalyse‹ [S. 214ff.] in diesem Band).
Korpusbasierte quantitative Textanalysen können Aufschluss über das Auf-
treten von sprachlichen Phänomenen liefern. Daraus lassen sich entweder be-
reits aufgestellte Hypothesen testen oder neue Hypothesen generieren, die dann 
wiederum überprüft werden müssen. Wortfrequenzanalysen liefern Hinweise 
auf das verwendete Vokabular in Tweets, Kookkurrenzanalysen zeigen an, in 
welchen unmittelbaren sprachlichen Kontexten Ausdrücke verwendet werden, 
n-Gramm-Analysen können Hinweise auf Häufigkeiten von Mehrworteinheiten 
geben (vgl. bubenhofer 2013). Problematisch sind korpusbasierte Analysen, weil 
bisher keine ausreichend großen Referenzkorpora existieren.
2.2 Soziale Netzwerkanalysen (sna)
Die Methode der sozialen Netzwerkanalyse zielt darauf ab, »to describe networks 
through measurements of density, centralization, the relation positioning of 
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nodes, and their specific interconnections« (larsson/moe 2012: 734). Anders als 
beispielsweise bei einer Netzwerkanalyse von Blogs bzw. der Blogosphäre wer-
den bei der sna von Twitter die Daten zentral über eine Schnittstelle (Twitter 
api) erhoben. Durch die zentrale Sammlung der Daten über diese Schnittstelle 
kann die Fehleranfälligkeit der Datenerhebung sinken. Mittels der Netzwerkana-
lyse können sowohl Aussagen über die Verteilung von Nachrichtencharakteristika, 
als auch über Merkmale von Interaktionen und Beziehungen gemacht werden. In ihrer 
Untersuchung verschiedener politischer Themen nutzen Himelboim, McCreery 
und Smith (2013) eine Kombination von Inhalts- und Netzwerkanalyse, um zu zei-
gen, wie die Interaktionen von Nutzern zu politischen Themen ideologische 
Linien überschreiten können (ebd.: 155). Die Twitter-Daten lassen sich nach der 
Berechnung von Kennzahlen (bspw. Degree, Dichte oder Modularität) mittels 
Visualisierungs-und Transformierungs-Tools wie Gephi (gephi 2013), Pajek (pajek 
2013) oder NodeXL (nodexl 2013) grafisch darstellen.
2.3 Geodatenbasierte Analysen
Über die Twitter-api lassen sich, wie oben beschrieben, ebenfalls die Geokoordi-
naten, also exakte Angaben von Längen- und Breitengraden des Sendegeräts zum 
Zeitpunkt des Sendens eines Tweets, erheben. Voraussetzung hierfür ist, dass die 
Nutzer das Geotaggen, also das Senden der Geokoordinaten über ihren Client er-
lauben. Hierbei ist zu berücksichtigen, dass nur ca. ein Prozent aller Tweets mit 
Geodaten versehen sind. Die damit einhergehende Verzerrung der Datenbasis 
muss bei der Auswertung und Interpretation der Ergebnisse geodatenbasierter 
Analysen berücksichtigt werden (vgl. crampton et al. 2013). In einer Studie zum 
Kommunikationsnetzwerk einer Protestbewegung haben Conover et al. (2013) 
rund 600.000 Tweets gesammelt und deren Geodaten analysiert. Ihre Ergebnisse 
zeigen, dass sich durch die Geodaten die Kommunikation über die Occupy-Bewe-
gung in unterschiedliche Regionen differenzieren lässt. So enthalten Tweets, die 
sich über eine Staatsgrenze hinweg erstrecken, eher Referenzen zu Medienquellen, 
während Tweets, die an einer bestimmten Lokalität abgesendet werden, eher der 
Protestkommunikation vor Ort dienen, etwa der Abstimmung über die Teilnahme 
an Demonstrationen. Yardi und Boyd (2010) verwenden die gesammelten Tweets 
zu lokalen Ereignissen, um die räumliche Verbreitung von Twitter-Nutzern zu 
illustrieren. Sie zeigen, dass »central individuals in the Twitter network are also 
located centrally in the physical world« (yardi/boyd 2010: 7) und stellen so einen 
Zusammenhang zwischen geografischer und sozialer Nähe fest.
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2.4 Social Media-Dashboards
Mit zunehmender Verbreitung wird Twitter auch für Unternehmen relevant. Sie kön-
nen das Monitoring von Themen und Akteuren, aber auch direkte Marketingaktivitäten u. a. 
mit Social Media-Dashboards in die eigene Marketingabteilung integrieren (kaushik 
2010). Dashboards3 bündeln die eingehenden Daten verschiedener sozialer Netzwerke 
und visualisieren diese in Form von Tabellen und Diagrammen. Zumeist können 
im Vorfeld verschiedene Kriterien für die Sammlung der Daten angegeben werden, 
beispielsweise die Suche nach zuvor festgelegten Markennamen oder Themen über 
einen bestimmten Zeitraum. Mittlerweile existiert bereits ein nahezu unüberschau-
barer Anbietermarkt, auf dem Unternehmen für sie passende Systeme bestellen 
können. Dabei sind unter anderem die Einbindung verschiedener Netzwerkplatt-
formen, der Grad der Automatisierung und Auswertung sowie die Einbindung in 
das Customer Relationship Management (crm) entscheidende Faktoren für die Auswahl.
2.5 Umfragen und Interviews
Die Nutzung von Twitter lässt sich etwa mittels Umfragen erforschen. Tufekci und 
Wilson (2012) konnten in ihrer Studie zeigen, dass Twitter während der Proteste 
in Ägypten neben Facebook zur Kommunikation während der Demonstrationen 
auf dem Tahrir-Platz verwendet wurde (tufekci/wilson 2012: 12). Eine andere 
Studie analysiert demografische und technologische Charakteristika mobiler 
Twitter-Nutzung auf brasilianischen Mobiltelefonen (zago/camargo/dias 2011).
Neben der Nutzung der Befragung in wissenschaftlichen Fachbeiträgen zählt 
die Erhebung der Nutzung von Twitter nun auch zum Bestandteil von Studien, 
wie etwa der zdf-Studie Community 2010 (frees/fisch 2011) oder der ard/zdf 
Online-Studie 2011 (eimeren/frees 2012). Eine Panel-Befragung nutzen beispiels-
weise Hargittai und Litt (2011), um der Frage nach zu gehen, was Jugendliche 
motiviert, Twitter zu nutzen. In seiner Studie zur Twitter-Nutzung durch so-
ziale Bewegungen untersuchte Gerbaudo (2012) drei Fälle von Protesten: die 
Revolution in Ägypten 2011, die ›Indignados‹-Bewegung in Spanien 2011 und 
die Occupy-Wall-Street-Bewegung in den usa. Datengrundlage bilden hierbei 
Interviews mit Aktivisten und Twitter-Nutzern.
3 Aktuell bieten beispielsweise Social Media-Dashboards wie Radian6 der Firma SalesForce, Heart-
beat von sysomos, Meltwater Buzz der Firma Meltwater, Social Sprout, Netvibes oder Brandwatch 
individualisierbare Lösungen für Unternehmen an.
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3. Empirische Anwendungen
Vor allem im Zusammenhang mit Wahlkämpfen (larsson/moe 2012; thimm/
einspänner/dang-anh 2012) oder der Kommunikation während Krisen (bruns 
et al. 2012) wird Twitter häufig untersucht. Besondere Aufmerksamkeit erhielt 
Twitter während der Proteste im Nahen Osten im Zusammenhang mit der Ver-
breitung von Nachrichten sowie der Nutzung als neuartiger Kommunikations-
plattform (tufekci/wilson 2012; papacharissi/fatima oliveira 2012).
3.1 Politische Kommunikation
Im Bereich der politischen Kommunikation existiert mittlerweile eine große 
Anzahl von Studien zu Twitter (ausserhofer/maireder 2013; elmer 2013; 
jungherr 2009; larsson/moe 2012; lassen/brown 2010; thimm/einspänner/
dang-anh 2012; tumasjan et al. 2010; utz 2009; bastos/raimundo/travitzki 
2013; small 2011; elter 2013). So untersuchen beispielsweise Vergeer, Hermans 
und Sams (2010) die Twitter-Nutzung von Politikern während der europäischen 
Parlamentswahlen 2009. Unter anderem stellen sie fest, dass die Größe eines 
Twitter-Netzwerkes keinen Einfluss auf die Anzahl der Stimmen für den je-
weiligen Politiker hat. Insgesamt nutzten lediglich 12 Prozent der untersuch-
ten Kandidaten die Mikro-Blogging-Plattform für den Wahlkampf (vergeer/
hermans/sams 2010: 19).
Stieglitz und Dang-Xuan (2012) stellen fest, dass es im politischen Kontext ei-
nen positiven Zusammenhang zwischen Stimmungsbekundungen in Tweets und der 
Anzahl der Retweets gibt. Tweets mit Stimmungs-/Meinungsbekundungen werden 
demnach häufig geretweetet. Zudem zeigen sie, dass in der politischen Diskus-
sion hauptsächlich einige wenige heavy-user die Diskussion anführen. Politiker 
sollten ihrer Empfehlung nach deswegen vor allem versuchen, einflussreiche 
Meinungsführer auf Twitter ausfindig zu machen.
Twitter erlangte vor allem während der ägyptischen Revolution des Jahres 
2011 an Bedeutung. Papacharissi und Fatima Oliveira (2012) untersuchen etwa 
das Hashtag ›#egypt‹ und seine Rolle in der Verbreitung von Nachrichten und 
Ereignissen. Vor allem bei Ereignissen, in denen klassische Massenmedien nicht 
zeitnah auf Entwicklungen reagieren können, konnten sich Twitter-Nutzer 
durch die Produktion und Distribution von Nachrichten als wichtige Plattform 
etablieren (papacharissi/fatima oliveira 2012: 268). Die Autorinnen zeigen, 
dass der Hashtag ›#egypt‹ unter anderem professionelle journalistische Nach-
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richtenwerte widerspiegelt, die jedoch um neue Kategorien ergänzt wurden. Nähe 
(Egypt), Personifizierung (Mubarak), Relevanz (revolution) und Aktion (people und 
protest) können demnach als hauptsächliche Aspekte ausgemacht werden (ebd.: 
272). Aus der Analyse können zudem neue Nachrichteneigenschaften abgeleitet wer-
den: (1) instantaneity, beispielsweise bei sich entwickelnden Protesten, bei denen 
die Berichterstattung sich synchron auch online entfaltete; (2) crowdsourced elites, 
die mit traditionellen Medieneliten interagierten; (3) solidarity und (4) ambience, 
durch retweeten wird ein ständiges Informationsambiente geschaffen, durch 
das die Relevanz bestimmter Themen auf einem konstant hohen Niveau gehal-
ten wird. Um die untersuchten Hashtags herum entwickeln sich sprachliche Mus-
ter, die sich stark an interpersonale Kommunikation anlehnen und journalistische 
Nachrichten um eine emotionale und affektive Dimension erweitern. Papacharissi 
und Fatima Oliveira beschreiben die Rolle von Hashtags als »attempts to claim 
power by cognitively characterizing an event and are simultaneously inviting of 
affective language« (2012: 278).
Kontrovers wird die Möglichkeit diskutiert, mithilfe von Twitter Wahlaus-
gänge zu prognostizieren. Eine von Tumasjan et al. (2010) durchgeführte Analyse 
von 100.000 Tweets, gesammelt in den Wochen vor Bundestagswahl 2009, lässt 
scheinbar den Schluss zu, dass Twitter genutzt werden kann, um das politische 
Offline-Stimmungsbild widerzuspiegeln oder den Ausgang von Wahlen vorher-
sagen zu können. Jungherr, Jurgens und Schoen (2012) zeigen allerdings, dass 
sowohl die von Tumasjan et al. (2010) verwendete Datengrundlage, als auch die 
Erhebungszeit und Auswahl der untersuchten Parteien keinen wissenschaftlich 
rekonstruierbaren Ansatz darstellen (jungherr/jurgens/schoen 2012: 233). 
Die Debatte veranschaulicht vor allem die Problematik der Wahl der adäquaten 
und zugleich validen Erhebungsmethode. Vor allem bei der Abfrage von Daten 
muss die Methodik in der Beschreibung der Forschungsergebnisse vermerkt sein, 
um eine Rekonstruktion durch Dritte zu ermöglichen.
3.2 Allgemeine kommunikative Nutzungspraktiken von Twitter
Von Beginn der Forschung zu Mikro-Blogs an werden auf Twitter das Kom-
munikationsverhalten von Nutzern und die Auswirkungen kommunikativer 
Praktiken wie Adressieren, Retweeten oder Verlinken verschiedener medialer 
Inhalte untersucht (sitaram et al. 2011; java et al. 2007; honeycutt/herring 
2009; cha/gummadi 2010; wu et al. 2011). Von einem umfangreichen Datensatz 
ausgehend erkennen Java et al. (2007) beispielsweise verschiedene Nutzungsge-
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wohnheiten, wie über Alltägliches sprechen, Interagieren, das Teilen von urls oder das 
Berichten von Neuigkeiten. Honeycutt und Herring (2009) identifizieren mittels 
einer Inhaltsanalyse verschiedene Inhaltstypen von Tweets und beschäftigen 
sich mit der Verwendung des @-Zeichens und Boyd, Golder und Lotan (2010) un-
tersuchen Konventionen bei der Verwendung des Retweet (rt). Auch die Nutzung 
von Twitter durch professionelle Nachrichten- und Medienorganisationen stellt 
einen Untersuchungsbereich dar. Armstrong und Gao (2010) untersuchen bei-
spielsweise inhaltsanalytisch in neun Organisationen auf Twitter die Verwen-
dung von Nachrichtenwertfaktoren. Shamma, Kennedy und Churchill (2010) 
analysieren, wie Twitter zur Kommentierung von Live-tv-Events genutzt wird.
3.3 Krisenkommunikation und -prävention
In der letzten Zeit finden sich auch vermehrt Beiträge, die sich mit der Analyse 
und Prävention von Krisen beschäftigen, da der Echtzeitcharakter der Twitter-
Kommunikation für die Beobachtung und Verbesserung der Kommunikation in 
Krisenzeiten von Interesse ist. Bruns et al. (2012) zeigen dies an der Auswertung 
von Twitter-Daten während der Überschwemmungen im australischen Bundes-
staat Queensland im Jahr 2011. Vieweg et al. (2010) analysieren während zweier 
Naturkatastrophen in den Jahren 2009 und 2010 die Kommunikation zwischen 
Menschen vor Ort und identifizieren hierdurch Aussagetypen, insbesondere 
Aussagen zur lokalen Situation, die in Krisensituationen die ›situational awa-
reness‹ (vieweg et al. 2010) erhöhen können. Die Rückschlüsse aus der Analyse 
ermöglichen die Anpassung und Verbesserung der Kommunikationsstrategien 
von Notdiensten und Medienorganisationen. Aramaki, Sachiko und Morita (2011) 
zeigen, dass sich durch die Erhebung und Auswertung von Twitterdaten durch 
statistische Verfahren wie dem Natural Language Processing (nlp) Vorhersagen 
über das Auftreten und den Verlauf von Grippe-Infektionen machen lassen. Die 
Verbreitung und Entwicklung des Erregers H1N1 verfolgen Signorini et al. (2011), 
die zudem zeigen, wie Twitter genutzt werden kann, um das öffentliche Inter-
esse an Gesundheitsthemen zu beobachten.
4. Zusammenfassung
Twitter bietet die Datengrundlage für viele Forschungsrichtungen, nicht zuletzt 
wegen seiner Aktualität. Ob während Krisen, um Epidemien vorhersagen zu kön-
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nen oder um politische Meinungsführer ausfindig zu machen – bei Twitter ist 
mitunter die Auswahl der Datengrundlage entscheidend. Denn während Themen 
beispielsweise über Hashtags extrahiert werden können, lassen sich über diese 
Systematik keine vollständigen Archive einzelner Nutzer erhalten. Auch The-
men, die in der Entstehung oder Entwicklung begriffen sind, werfen Probleme 
bei der Generierung einer Stichprobe auf. Hierzu müssen Erhebungskriterien 
festgelegt werden, die sich an den jeweiligen Forschungsfragen ausrichten. Es ist 
zudem notwendig, die Systematik der Datenauswahl, -erhebung und -auswer-
tung für die intersubjektive Rekonstruktion des Untersuchungsdesigns und die Reproduk-
tion der Forschungsergebnisse offenzulegen. Ein weiterer wesentlicher Aspekt 
betrifft die Archivierung und grundsätzliche Nutzung von Twitter-Daten: Bei der 
Untersuchung sozialer Netzwerke und Big Data sind nicht nur rechtliche Rahmen-
bedingungen, wie das der Archivierung von Daten zu bedenken (puschmann/
burgess 2013), sondern auch ethische Fragen, wie die Anonymisierung von Nut-
zern (boyd/crawford 2011; siehe auch den Beitrag von heise/schmidt in die-
sem Band, S. 519ff.). Die Entwicklung und Bereitstellung eines einheitlichen 
Standards zur Datenerhebung statt einer Ausdifferenzierung isolierter ›Insellö-
sungen‹ einzelner Forschergruppen, ist für die Erforschung von Twitter sicher 
hilfreich. Tools zur Datenerhebung und -analyse von Twitter-Daten sollten zu-
dem geringe technische Anforderungen stellen, um Twitter-Analysen einem grö-
ßeren Kreis von Interessenten zugänglich zu machen – neben Forschern etwa 
auch Studierenden und Interessenten aus der Medienpraxis. Die mangelnde 
Zugänglichkeit der Twitter-Daten liegt auch in der Entscheidung von Twitter 
begründet, den Zugriff auf die apis zu limitieren, einen vollständigeren Zugriff 
auf Twitter-Daten jedoch entsprechend zu vermarkten. Hinsichtlich der wissen-
schaftlichen Twitter-Analyse droht daher die Gefahr einer Elitebildung durch 
Forschungsinstitutionen, die sich Daten, Technik und informationstechnische 
Kompetenz leisten können.
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