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Complexity Analysis of General Realization
Procedures for Passive Networks
Michael Z. Q. Chen, Kai Wang, Baozhu Du, and Yun Zou
Abstract—This paper is concerned with the complexity of
general realization procedures for passive network synthesis. The
concept of the complexity of a realization procedure is first
defined. As a consequence, the expressions of the complexity of
Bott-Duffin procedure, that of modified Bott-Duffin procedure,
and that of Miyata procedure (n+ 1 ladder breakdown) are
derived. In addition, we obtain an upper bound of the complexity
of modified Miyata procedure (tree breakdown), which is shown
to be less than the complexities of the previous three procedures,
and has a well approximation at low degrees. Furthermore, two
kinds of procedures that combine modified Miyata procedure
and modified Bott-Duffin procedure are investigated in terms of
their complexities. The comparison between the complexities of
these two procedures is made, and sufficient conditions for them
to be less complex than the modified Bott-Duffin procedure are
presented. Besides, some results of this paper are illustrated by
a table and several figures.
Keywords: Passive network synthesis, realization procedure, com-
plexity, inerter.
I. INTRODUCTION
Since Brune’s seminal work [3], passive network synthesis
experienced a “golden era” as an important branch of sys-
tems theory for the 1930–1970s [1], [2], [14]. Although this
field has been well developed, there are still many unsolved
problems such as minimal transformerless realizations in terms
of the total number of elements. For instance, Bott-Duffin
procedure [2], the most general and well-known transformer-
less realization procedure, is highly non-minimal. In the late
1970s, however, interest in this topic decreased due to the
development of integrated circuits.
Recently, a new two-terminal mechanical element named
“inerter” [20] was introduced, where the force applied at
its two terminals is proportional to the relative acceleration
between them, that is, F = b(v˙1 − v˙2). A rack-pinion inerter
is shown in Fig 1. After a series of investigations, it has
been shown that the performances are enhanced by introducing
the inerter (see [6], [7] and references therein). Moreover,
another essential motivation is to complete the analogy be-
tween passive electrical systems and passive mechanical ones.
It is known that any one-port passive electrical system can
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Fig. 1. A rack-pinion inerter.
be physically constructed with a finite number of resistors, in-
ductors, and capacitors [2]. Through the force-current analogy,
resistors, inductors, and capacitors are analogous to dampers,
springs, and inerters, respectively. Therefore, the theory of
passive network synthesis can be completely mapped into the
design of passive mechanical systems, which becomes much
more systematic. Since the construction of mechanical systems
requires as few elements as possible, interest in the theory of
passive network synthesis has been renewed these years [4],
[5], [7], [8], [9], [10], [11], [12], [13], [15], [21]. In particular,
Kalman [16] has recently advocated for a renewed attempt
on passive network synthesis and highlighted its fundamental
connection to new advances in systems theory.
It is well known that the impedance (admittance) of passive
networks must be positive-real, and any positive-real function
is realizable as the impedance (admittance) of an RLC network
[14]. As discussed above, the realization complexity is an
essential index for passive network synthesis. Investigations
on realization complexity will not only contribute to a deeper
insight into the existing realization procedures but also help to
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establish more economical realization procedures. This paper
is concerned with the complexity analysis of several general
realization procedures. Although these procedures have been
introduced and are well-known, the complexities of them
have not been systematically analyzed in an explicit form.
In this paper, we derive the complexities of the Bott-Duffin
procedure, the modified Bott-Duffin procedure, and the Miyata
procedure, compared against an upper bound of the complexity
of the modified Miyata procedure. Through these expressions,
the realization complexity of them can be compared, and it
is shown that the modified Miyata procedure is the most
economical one among them, which can only fit for a subclass
of positive-real functions. To deal with this problem, we
further discuss the complexities of a combined procedure
incorporating the modified Miyata procedure and the modified
Bott-Duffin procedure, and its alternative one, where both are
applicable for the whole class of positive-real functions. The
comparison between the complexities of them is then made,
and sufficient conditions are derived for these two combined
procedures to be less complex than the modified Bott-Duffin
procedure.
The organization of this paper is as follows. Section II in-
vestigates the complexity of the realization procedures, where
a table and some graphs are used to illustrate the results. The
conclusion is drawn in Section III.
II. MAIN RESULTS
Before discussion on the realization complexity, the follow-
ing definition of the term degree is presented.
Definition 1. The degree of a given function is equal to the
maximum orders of its numerator and denominator if they are
coprime with each other.
From the above definition, it is noted that the degree is used
to describe the order of a function, which is directly related
to its realization complexity for passive network synthesis.
Therefore, the rigorous definition of the complexity of a
realization procedure is stated as follows.
Definition 2. The complexity of a realization procedure is
defined as the number of elements that is needed to realize
impedances (or admittances) of degree n in the most general
case, which is denoted as N(n) in this paper. Here, the most
general case corresponds to the realization of an impedance
(or admittance) that requires the largest number of elements
using this procedure.
The above definition shows that the complexity of a real-
ization procedure can be regarded as a function of n.
A. The complexity of several general procedures
In this subsection, we discuss the complexities of the Bott-
Duffin procedure [2], the modified Bott-Duffin procedure [19],
the Miyata procedure [18], and the modified Miyata procedure
[17], respectively. Although these realization procedures are
well known, the expressions of the complexity of them have
not been established. In the following discussion, let [x] be
equal to the largest integer that is no more than x.
Theorem 1. The complexity of the Bott-Duffin procedure [2]
is
N(n) = 8×2[ n2 ]−7+(n/2− [n/2])×2[ n2 ]+2. (1)
Proof: The Bott-Duffin procedure essentially consists of a
finite number of Bott-Duffin cycles and the Foster preambles.
First, let us assume that the given function and all the
remaining functions of degree more than one after each cycle
are all non-regular (see [15] for the definition of regularity).
Then, the Foster preambles are not included. For each Bott-
Duffin cycle, it is seen that a resistor in series is extracted such
that the impedance reduces to a minimal function, and then this
part is “copied” into two functions of the same degrees through
the use of Richards’s Transform as well as generating two
reactive elements (one reactive element for each). Furthermore,
the degrees of these two new parts can be reduced by two
after extracting four elements (two elements for each new
part). Now, it is concluded that each Bott-Duffin cycle converts
a function into two new functions with two lower degrees
after extracting seven elements. The cycles proceed until the
degrees of the functions are zero (each is realizable with only
one resistor) or one (each is realizable with three elements).
Therefore, when the degree n of a given impedance is even,
the number of elements required is
[ n2 ]
∑
k=1
7×2k−1+2[ n2 ] = 7× 1× (1−2
[ n2 ])
1−2 +2
[ n2 ]
= 8×2[ n2 ]−7;
(2)
when the degree n of a given impedance is odd, the number
of elements required is
[ n2 ]
∑
k=1
7×2k−1+3×2[ n2 ] = 7× 1× (1−2
[ n2 ])
1−2 +3×2
[ n2 ]
= 8×2[ n2 ]−7+ 1
2
×2[ n2 ]+2.
(3)
If a given function or a function of degree more than
one after some cycles is regular, then the Foster preamble
is applied, which generates two elements and a remaining
function with one lower degree. Hence, it is apparent that the
number of elements needed must be less than those given by
(2) and (3). Thus, we conclude that the case when the given
function and the remaining functions of degree more than one
after each cycle are all non-regular is the most general case.
Finally, combining the expressions of (2) and (3) yields (1).
Corollary 1. The complexity of modified Bott-Duffin proce-
dure [19] is
N(n) = 7×2[ n2 ]−6+(n/2− [n/2])×2[ n2 ]+2. (4)
Proof: In each modified Bott-Duffin cycle, the number of
elements is six instead of seven at the cost that the configura-
tions are not series-parallel. Therefore, the complexity can be
given as (4).
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From Theorem 1 and Corollary 1, the modified Bott-Duffin
procedure saves (2[n/2]−1) elements in general. However, the
economical realization problem is far from being solved. To
further reduce the number of elements, [18] introduces the
Miyata procedure (n+ 1 ladder breakdown) and its modifi-
cation (tree breakdown). Both of them require that all the
coefficients of the numerator of Re Z( jω) = Ev Z(−s2)∣∣s= jω
are non-negative.
Assumption 1. Since all the poles of a given positive-real
function Z(s) on the imaginary axis can be directly removed
by extracting at most two reactive elements, we assume that
the given impedance Z(s) has no poles on the imaginary axis.
Theorem 2. The complexity of the Miyata procedure [18] is
N(n) = (n+1)2. (5)
Proof: Since it has been assumed that Z(s) of degree n has
no pole on the imaginary axis, the even part of Z(s) satisfies
Ev Z(−s2) = U(−s
2)
D(−s2) =
ans2n+an−1s2n−2+ · · ·+a0
bns2n+bn−1s2n−2+ · · ·+b0 ,
where b0,bn > 0, and the coefficients of U(p) are non-
negative with p = −s2. Then, Ev Z(−s2) can be written as
the sum of n+ 1 parts, which is ∑nk=0 aks2k/D(−s2). Since
each aks2k−1/B(−s2) uniquely corresponds to a positive-real
function Zk(s), one has Z(s) = ∑nk=0Zk(s). By extracting the
zeros or poles of Zk(s) at zero or infinity continually, Zk(s)
is realizable with n reactive elements and one resistor for
0≤ k ≤ n. Therefore, the complexity of the Miyata procedure
can be given as (5).
From (1), (4), and (5), it is clear that the complexity of
the Miyata procedure is less than that of the (modified) Bott-
Duffin procedure when n > 2. In order to further reduce
the number of elements, a modified Miyata procedures is
stated in [17], [18]. This procedure breaks the even part of
a function Z(k)(s) of degree nk as the sum of two parts, which
are Ev Z(k)1 (−s2) = U (k)1 (−s2)/D(−s2) and Ev Z(k)2 (−s2) =
U (k)2 (−s2)/D(−s2), where U (k)1 (−s2) = ∑nki=nk+1+1 ais2i and
U (k)2 (−s2) = ∑nk+1j=0 a js2 j. After extracting nk + 1 reactive el-
ements, one obtains two remaining functions Z(k+1)1 (s) and
Z(k+1)2 (s), whose degrees are nk − (nk+1 + 1) and nk+1, re-
spectively. Although nk+1 can be selected arbitrarily, it is
assumed that nk+1 = [nk/2] in this paper. Therefore, one
obtains an upper bound of the complexity of the modified
Miyata procedure in Theorem 3.
Theorem 3. The complexity of modified Miyata procedure
[17] satisfies
N(n)≤ ([log2 n]+1)(n+1)+2[log2 n]+1. (6)
Proof: For a given impedance of degree n, it can be
verified that it suffices to make at most [log2 n]+ 1 cascades
of decompositions to guarantee all the remainders of degree
zero. Besides, each cascade of decompositions generates at
most n+1 new elements. Therefore, the number of elements
needed is at most ([log2 n] + 1)(n+ 1), and the number of
remainders of degree zero is at most 2[log2 n]+1. Therefore, one
obtains (6).
Strictly speaking, the decomposition will not end until the
degree of the remaining function is zero. Since any positive-
real function of first degree is realizable with three elements
by the Foster preamble, it is assumed in [17] that a remaining
function stops to be decomposed when its degree is no more
than one. Hence, N(1) = 3 and N(0) = 1. Together with (5),
(6), and the fact that N(nk) = nk + 1+N([nk/2]) +N(nk −
[nk/2]− 1), it can be implied that the complexity of the
modified Miyata procedure is less than that of the Miyata
procedure.
Fig. 2(a) shows the complexity of these realization pro-
cedures, where the upper bound of the complexity of the
modified Miyata procedure is also included. It is seen that the
Miyata procedure requires far less elements than the (modi-
fied) Bott-Duffin procedure for high degrees, and the upper
bound of the modified Miyata procedure (tree breakdown)
needs even less elements when n > 2.
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Fig. 2. The complexity of several general realization procedures. The
horizontal axis denotes the degree of the given impedance and the vertical
axis denotes the number of elements needed.
Fig. 2(b) shows the complexity of the Miyata procedure
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TABLE I
THE COMPLEXITY OF REALIZATION PROCEDURES FOR 1≤ n≤ 12.
n 1 2 3 4 5 6 7 8 9 10 11 12
Bott-Duffin 3 9 13 25 33 57 73 121 153 249 313 505
Modified Bott-Duffin 3 8 12 22 30 50 66 106 138 218 282 442
Miyata 4 9 16 25 36 49 64 81 100 121 144 169
Modified Miyata (Upper bound) 4 10 12 23 26 29 32 52 56 60 64 68
Modified Miyata 3 7 10 15 20 24 28 34 40 46 52 57
(n+1 ladder breakdown) and the modified Miyata procedure
(tree breakdown), and the upper bound (6) of the modified
Miyata procedure. It can be seen that the upper bound (6)
can have a relatively good approximation for the realization
of a low-degree impedance, and the number of elements for
the modified Miyata procedure increases with n arithmetically.
Table I presents the complexity for 1≤ n≤ 12.
B. Realization procedures that combine modified Miyata with
modified Bott-Duffin method
It is known that the complexity of the modified Miyata
procedure is less than that of the (modified) Bott-Duffin proce-
dure, especially for impedances with high degrees. However,
this procedure requires that all the coefficients of U(p) are
non-negative, where U(−s2) is the numerator of Ev Z(−s2),
and p = −s2, which restricts its application. To deal with
this limitation, a procedure was proposed in [17], combining
the modified Miyata procedure and the Bott-Duffin procedure.
Write U(−s2) as the product of two polynomials in the form
of
U(−s2) =U1(−s2)U2(−s2), (7)
where all the coefficients of U1(p) are non-negative, and
some of the coefficients of U2(p) are negative with p =−s2.
Denote the denominator of Ev Z(−s2) as D(−s2), and let the
degrees of U1(−s2) and U2(−s2) be δ (U1(−s2)) = 2n1 and
δ (U2(−s2)) = 2n2, respectively.
Assumption 2. Since the zero of Z(s) at s=∞ can be directly
eliminated by extracting a reactive element, we assume that
there is no such a pole for Z(s). Together with Assumption 1,
it follows that δ (U(−s2)) = δ (D(−s2)) = 2n and n1+n2 = n.
Algorithm (The Combined procedure [17]). A procedure that
consists of the modified Miyata procedure and the modified
Bott-Duffin procedure is called the combined procedure, where
the modified Miyata procedure is first applied without the de-
composition of U2(−s2) until the degrees of all the remaining
functions are of degree n2.
It is noted that when the operation of the modified Miyata
procedure without the decomposition of U2(−s2) is ended, the
even parts of all the remaining functions have no other zeros
except those ofU2(−s2). As a consequence, the modified Bott-
Duffin procedure is applied to the synthesis of the remaining
functions. It is concluded that the combined procedure is fit
for any positive-real function. The relationship between the
complexity of the combined procedure and that of the modified
Bott-Duffin procedure for n1 ≥ 6 is stated in the next theorem.
Theorem 4. The complexity of the combined procedure is less
than that of the modified Bott-Duffin procedure for n1 ≥ 6.
Proof: Using decomposition operation of the modified
Miyata procedure with U2(−s2) regarded as the common
factor yields at most 2[log2 n1]+1 remainders of degree n2, and
at most ([log2 n1]+1)(n1+1) elements are extracted. On the
other hand, for the modified Bott-Duffin procedure, 2[n1/2]
remainders are obtained, which are of degree n2 (n1 even)
or n2+1 (n1 odd). The number of elements extracted is
[ n2 ]
∑
k=1
6×2k−1 = 6(2[ n2 ]−1).
When n1 ≥ 6, it can be verified that [n1/2] ≥ [log2 n1] + 1,
and 6(2[n1/2]−1)> ([log2 n1]+1)(n1+1). This completes the
proof.
Remark 1. An upper bound of the complexity of the combined
procedure is given by
N(n)≤([log2 n1]+1)(n1+1)+2[log2 n1]+1
×
(
7×2[ n22 ]−6+(n2/2− [n2/2])×2[
n2
2 ]+2
)
,
(8)
where n = n1+n2.
Furthermore, if one let the modified Miyata operation end
when the degrees of remaining functions are no more than
n2+1, and use the modified Bott-Duffin procedure to realize
these remaining functions which are of degree n2 + 1 or n2,
then this is the procedure stated in [17], which is called the
alternative combined procedure here.
Theorem 5. When n2 = 1, the complexity of the alternative
combined procedure is less than that of the combined pro-
cedure discussed in Theorem 4. Besides, when n2 = 1, their
complexities are the same.
Proof: For one of the remaining functions of degree
n2+1, the procedure of alternative combined procedure is to
directly realize it using modified Bott-Duffin method, whose
complexity is
N2(n) = 7×2[
n2+1
2 ]−6+2×2[ n2+12 ] = 9×2 n22 −6, (9)
when n2 is even, and
N2(n) = 7×2[
n2+1
2 ]−6= 14×2 n2−12 −6, (10)
when n2 is odd. However, the combined procedure in Theo-
rem 4 continuously converts the function into two functions
of degree n2 by extracting two reactive elements and then to
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Fig. 3. The complexity of the combined procedures for different n1 (n1 = 10 for (a), n1 = 9 for (b), n1 = 5 for (c), n1 = 3 for (d).).
realize them using the modified Bott-Duffin procedure. The
complexity is
N′2(n) = 2+2×
(
7×2[ n22 ]−6
)
= 14×2 n22 −10, (11)
when n2 is even, and
N′2(n) = 2+2×
(
7×2[ n22 ]−6+2×2[ n22 ]
)
= 18×2 n2−12 −10,
(12)
when n2 is odd. Finally, comparing (9) and (10) with (11) and
(12), this theorem can be proved.
Theorem 6. When n1 ≥ 5 or n1 = 3, the complexity of the
alternative combined procedure is less than that of modified
Bott-Duffin procedure.
Proof: Let us discuss all the possibilities of n1. When
n1 ≥ 6, it is obvious that the complexity of modified combined
procedure must be less than that of the modified Bott-Duffin
procedure by Theorem 4 and Theorem 5. Hence, we note
that (8) is also an upper bound of the alternative combined
procedure.
When n1 = 5, U(−s2) is written as
U(−s2) =
(
5
∑
i=0
a′i(−s2)i
)
·U2(−s2).
After using the modified Miyata operation, one obtains four
remaining functions Zj(s) ( j = 1,2,3,4) with 12 elements
being extracted, where two of the remainders are of degree
n2 + 1 and others are of n2. On the other hand, if we use
two Bott-Duffin cycles, 18 elements are extracted, and four
remaining functions of degree n2+1 are yielded. Hence, the
case when n1 = 5 can be directly proved. Its complexity is
given by
N(n) =2×
(
7×2[ n22 ]−6+(n2/2− [n2/2])×2[
n2
2 ]+2
)
+
(
((n2+1)/2− [(n2+1)/2])×2[
n2+1
2 ]+2
+7×2[ n2+12 ]−6
)
×2+12.
(13)
When n1 = 3, after using the modified Miyata operation, one
has two remaining functions Zj(s) ( j = 1,2,3,4) with just one
breakdown and 4 elements being extracted, whose degrees are
all n2+1. Since this operation generates less elements than a
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Bott-Duffin cycle that yields 6 elements and two remaining
functions of degree n2 + 1, this case when n1 = 3 can be
proved. It can be shown that the complexity of the alternative
combined procedure at this case is
N(n) =
(
((n2+1)/2− [(n2+1)/2])×2[(n2+1)/2]+2
+7×2[(n2+1)/2]−6
)
×2+4,
(14)
Now, this completes the proof.
Remark 2. It is noted that the expressions of the complexity
of alternative combined procedure when n1 = 5 and n1 = 3
are presented in (13) and (14), respectively.
Remark 3. It can be proved that when n1 = 4, the complexity
of the alternative combined procedure is always less than that
of the modified Bott-Duffin procedure for n2 being even, but
not always for n2 being odd.
To make the above discussion more intuitive, the complexity
is shown in Fig. 3, where the horizontal axis denotes n2,
and the vertical axis denotes the complexity N(n), where
n= n1+n2. Fig. 3(a) shows the complexity of modified Bott-
Duffin procedure, and the upper bound (8) of the complexity
of combined procedure when n1 = 10 and Fig. 3(b) shows
them when n1 = 9. Fig. 3(c) shows the complexity of the
modified Bott-Duffin procedure and that of the alternative
combined procedure when n1 = 5, and Fig. 3(d) shows them
when n1 = 3. It is noted that in these cases (alternative), the
combined procedure is less complex than the modified Bott-
Duffin procedure. Since any passive one-port network can be
obtained by the use of the (alternative) combined procedure,
it is noted that the (modified) Bott-Duffin procedure is not
always the most economical procedure which can be applied
to any positive-real function.
III. CONCLUSION
This paper has studied the complexity of several general
realization procedures. The expressions of the complexity of
the (modified) Bott-Duffin procedure and that of the Miyata
procedure, and an upper bound of the complexity of the modi-
fied Miyata procedure were derived, showing that the modified
Miyata procedure is the most economical. To generalize the
application of the modified Miyata procedure, the complexity
of combined procedure that combines the modified Bott-Duffin
and modified Miyata procedure, and that of its alternative
one were investigated, where both are fit for any positive-real
function. It was shown that the alternative combined procedure
is always no more complex than the combined procedure,
and is less complex in most of the cases with an upper
bound of them presented. Furthermore, sufficient conditions
for the (alternative) combined procedure to be less complex
than the modified Bott-Duffin procedure were obtained, which
means that the (modified) Bott-Duffin procedure is not always
the most economical procedure that fits for all positive-real
functions. In this paper, some of the results were illustrated
by a table and some figures.
Acknowledgment
Thanks are due to Mr C. W. Yeung for his assistance in
preparing the manuscript.
REFERENCES
[1] H. Baher, Synthesis of Electrical Networks. New York: Wiley, 1984.
[2] R. Bott and R. J. Duffin, “Impedance synthesis without use of transform-
ers,” Journal of Applied Physics, vol. 20, pp. 816, 1949.
[3] O. Brune, “Synthesis of a finite two-terminal network whose driving-point
impedance is a prescribed function of frequency,” J. Math. Phys., vol. 10,
pp. 191–236, 1931.
[4] M. Z. Q. Chen, Passive Network Synthesis of Restricted Complexity, Ph.D.
Thesis, Cambridge Univ. Eng. Dept., U.K., 2007.
[5] M. Z. Q. Chen, “A note on PIN polynomials and PRIN rational functions,”
IEEE Trans. Circuits and Systems–II: Express Briefs, vol. 55, no. 5,
pp. 462–463, 2008.
[6] M. Z. Q. Chen, Y. Hu, and B. Du, “Suspension performance with one
damper and one inerter,” in Proceedings of the 24th Chinese Control and
Decision Conference, Taiyuan, China, 2012, pp. 3534–3539.
[7] M. Z. Q. Chen, C. Papageorgiou, F. Scheibe, F.-C. Wang, and M. C.
Smith, “The missing mechanical circuit element,” IEEE Circuits Syst.
Mag., vol. 9, no. 1, pp. 10–26, 2009.
[8] M. Z. Q. Chen and M. C. Smith, “Mechanical networks comprising one
damper and one inerter,” in Proceedings of European Control Conference
2007, pp. 4917–4924, Kos, Greece, July 2007.
[9] M. Z. Q. Chen and M. C. Smith, “Electrical and mechanical passive
network synthesis,” in Recent Advances in Learning and Control, V. D.
Blondel, S. P. Boyd, and H. Kimura (Eds.), New York: Springer-Verlag,
2008, LNCIS, vol. 371, pp. 35–50.
[10] M. Z. Q. Chen and M. C. Smith, “Restricted complexity network
realizations for passive mechanical control,” IEEE Trans. Automatic
Control, vol. 54, no. 10, pp. 2290–2301, 2009.
[11] M. Z. Q. Chen and M. C. Smith, “A note on tests for positive-real
functions,” IEEE Trans. Automatic Control, vol. 54, no. 2, pp. 390–393,
2009.
[12] M. Z. Q. Chen, K. Wang, Z. Shu, and C. Li, “Realizations of a special
class of admittances with strictly lower complexity than canonical forms,”
IEEE Trans. Circuits and Systems–I: Regular Papers, to appear. (DOI:
10.1109/TCSI.2013.2245471)
[13] M. Z. Q. Chen, K. Wang, Y. Zou, and J. Lam, “Realization of a special
class of admittances with one damper and one inerter for mechanical
control,” IEEE Trans. Automat. Control, to appear.
[14] E. A. Guillemin, Synthesis of Passive Networks, John Wiley & Sons,
1957.
[15] J. Z. Jiang and M. C. Smith, “Regular positive-real functions and passive
networks comprising two reactive elements,” in Proceedings of the 10th
European Control Conference, 2009, pp. 219–224.
[16] R. Kalman, “Old and new directions of research in system theory,”
in Perspectives in Mathematical System Theory, Control, and Signal
Processing, J. C. Willems, S. Hara, Y. Ohta, and H. Fujioka (Eds.), New
York: Springer-Verlag, 2010, LNCIS, vol. 398, pp. 3–13.
[17] E. Kuh, “Special synthesis techniques for driving point impedance
functions,” IRE Trans. Circuit Theory, vol. 2, no. 4, pp. 302–308, 1955.
[18] F. Miyata, “A new system of two-terminal synthesis,” IRE Trans. Circuit
Theory, vol. 2, no. 4, pp. 297–302, 1955.
[19] R. H. Pantell, “A new method of driving point impedance synthesis,”
Proc. IRE, vol. 42, pp. 861, 1954.
[20] M. C. Smith, “Synthesis of mechanical networks: the inerter,” IEEE
Trans. Automatic Control, vol. 47, no. 10, pp. 1648–1662, 2002.
[21] K. Wang and M. Z. Q. Chen, “Generalized series-parallel RLC synthesis
without minimization for biquadratic impedances,” IEEE Trans. Circuits
and Systems II: Express Briefs, vol. 59, no. 11, pp. 766–770, 2012.
319
