Digital analysis is a method of analyzing the patterns of digits in a sample of numbers to determine if the sample is similar to a population of numbers. This article introduces digital analysis into the educational literature and provides instructors with materials that can be used to teach the concepts and power of digital analysis as a tool for improving data integrity. The article discusses how digital analysis is being used today and how it might be used in future. It then discusses two digital frequency distributions that can be used as benchmarks to test data validity using digital analysis. Suggestions for class use are provided in a teaching note. Free Excel-based software that performs digital analysis can be downloaded via the internet and distributed to students for use in one of the assignments.
INTRODUCTION
What is digital analysis? Consider the following batch of three sales transaction amounts: $235, $68, and $22. Two-thirds of these numbers begin with the first digit '2' and one-third begins with the first digit '6.' If you were to imagine one thousand different numbers, you might expect that each possible first digit (1, 2, 3, … 7, 8, 9) would occur with equal frequency. Such is not the case. The frequency distribution of first digits differs dramatically from the uniform distribution for many populations of numbers. The frequency distribution of digits exhibited by a batch of numbers can be compared with the frequency distribution for a population of numbers to test whether the batch is likely valid (i.e., similar to the population). In recent years many large businesses and some governmental agencies have begun to use digital analysis to detect unusual or fraudulent transactions.
This article introduces digital analysis into the educational literature and provides instructors with materials that can be used to teach the concepts and power of digital analysis as a tool for improving data integrity. In the next section we discuss how digital analysis is being used today and might be used in future. Then we discuss two frequency distributions that can be used as benchmarks to test data validity using digital analysis. Additional information and suggestions for class use are provided in the teaching note.
USES OF DIGITAL ANALYSIS
The use of digital analysis as an analytical technique is based on the premise that human tampering leaves traces in the digits of the resulting numbers. There is some evidence that supports this premise. Hill (1988) found that the distribution of first digits of numbers invented by subjects differed from the distribution, discussed below, that is exhibited by many naturally occurring sets of numbers. Carslaw (1988) and Thomas (1989) used digital analysis to examine whether earnings numbers and earnings per share numbers, reported by companies, appear to have been manipulated by managers. These studies found evidence suggesting that managers tend to "round earnings up" when earnings are just below a barrier (i.e., earnings just under one million dollars would be manipulated upward to achieve one million). Although these results were interesting, they did not lead to any immediate real-world application.
Recent years have seen a variety of digital analysis applications that were
proposed by academics and adopted by business and government entities. Christian and Gupta (1993) used digital analysis to determine that taxpayers appear to bias their taxable incomes downward in certain circumstances. Nigrini (1996) also examined the potential for using digital analysis to detect taxpayers' manipulation of tax return data. A variety of governmental agencies currently use digital analysis for this purpose. Nigrini (1997) proposed that external auditors employ digital analysis to detect employee fraud. Nigrini and Mittermaier (1997) provided examples of the use of digital analysis as an analytical procedure in auditing. Numerous internal and external auditors now use digital analysis to search for fraud, as do some governmental entities. For example, the borough of Brooklyn in New York City uses digital analysis to detect fraudulent checks (Berton, 1995) .
Fraud rarely occurs, but digital analysis can also be used to detect errors and other anomalies in data. As described by Searing (1997) digital analysis is being used to detect operational inefficiency and circumvention of internal control. For example, if a manager has authority to sign for disbursements up to $5,000 but desires to spend several times that amount on a project, (s)he might sign numerous checks in amounts just under the authorized limit until the desired total is reached. This would create an unusual pattern of first digits.
Some experts predict that information systems of the future increasingly will include software that identifies unusual events or relationships. Vasarhelyi (1997, p. 48) , for example, projects that, "data flowing through the system [will be] monitored and analyzed continuously (i.e., daily) using a set of auditor defined rules. System alarms and reports [will] call the auditor's attention to any deterioration or anomalies in the system." Digital analysis constitutes one of the methods that likely will be used in future to analyze numerical data and to test its validity on a day-to-day basis.
EXPECTED FREQUENCIES OF DIGITS
Digital analysis requires a benchmark frequency distribution of digits against which distributions of samples of numbers can be compared. This section discusses two sources from which a benchmark can be derived. The first is the Benford distribution.
In 1938, Frank Benford, a physicist, discovered that the digits of naturally occurring numbers such as death rates, areas drained by rivers, populations of cities, and many other phenomena are distributed in a predictable non-uniform manner. If one were to examine the leading or first digit of a large set of such data, the number '1' would appear in about 30.1 percent of the cases, '2' would appear in about 17.6 percent, '3' would appear in about 12.5 percent and so on in decreasing fashion. The number '9' would occur in only about 4.6 percent of the cases. This distribution of first digits is known as the Benford distribution, and data exhibiting this distribution are said to conform to Benford's Law.
Benford's Law specifies that the probability that the first digit is 'd 1 ' is given by: P(first digit is 'd 1 ') = Log 10 (1 + 1/d 1 ).
(1)
Although our discussion has focused on the distribution of first digits for simplicity, it is possible to derive expected distributions of combinations of digits. For example, the probability that the first and second digits will be 'd 1 d 2 ' is given by
Benford's Law also can be used to derive the distributions for just the second digit, just the third digit, and so on, as well as conditional distributions, such as the probability of the second digit being '2' given that the first digit is '1.' Additional discussion of the mathematics underlying Benford's Law can be found in Hill (1995a Hill ( , 1995b Hill ( , 1996 among other sources. Clearly, the distribution of first digits is not uniform for this set of data.
-Insert example, the set of 3,000 transactions described above. If the corporation that provided the data is confident that these transactions are valid, benchmark distributions of digits can be derived from this data set. Rather than using the Benford percentage of 30.1%
for a first digit of '1' as a benchmark, the corporation could use the population percentage of 33%. The software included with the case uses this approach.
CONCLUSIONS
In this manuscript, we have provided a background on digital analysis and how it is being used today and might be used in future to enhance data integrity. In the accompanying teaching note, we discuss how digital analysis could be taught in auditing and systems courses. We provide two assignments that can be used to help students understand basic digital analysis. The first assignment uses our software program (available through the Internet and based on Excel) that performs the digital analysis for a small sample of numbers. Although the provided software's tests are based on a specific set of data, alternative versions could be designed to work with a wide variety of data sets. One Big Six firm has developed and currently is using digital analysis software. The second assignment requires students to analyze the first digits of a large sample of numbers that they obtain themselves from the Internet. A third assignment that we suggest, but do not discuss in detail, involves having students write their own software that conducts digital analysis. In the sections to follow, we provide the details on the three assignments.
TEACHING NOTE Overview
These teaching notes provide several assignments (see the Appendix) that can be used, together with information in the article, to teach students about digital analysis.
In the first assignment, the student is asked to enter a series of invented accounts payable invoice amounts into a simulated business database. The Excel-based software then tests the data for validity using digital analysis, and accepts or rejects the student's transactions. The student prints out the results and brings them to class, where the instructor explains how digital analysis works.
When students have a basic understanding of digital analysis, a second activity can be assigned. Students are asked to obtain a large set of real-world numerical data in an electronic file format that can be imported into a spreadsheet. Such data can be downloaded from a number of Internet sites, and we suggest two such sites. Students are asked to analyze their data using spreadsheets and to determine whether the distributions of first digits are approximately Benford. This assignment should reinforce the concepts by convincing students that many real-world data sets exhibit non-uniform distributions of first digits.
A final assignment asks students to create their own software that implements digital analysis. Students who complete all three assignments should have not only an intuitive understanding of how digital analysis works, and a belief that it can be used in many settings, but also will have first-hand experience in translating an abstract concept into a usable piece of software.
Learning Objectives and Course Usage
Learning objectives for the first assignment include:
• Students should understand that the frequency distributions of first digits are non-uniform for many types of data.
• Students should understand how digital analysis can be used to assess data integrity, for internal control purposes and as an external auditing tool.
The first assignment (use of the software) is suitable for almost any auditing course. In that context, it provides students with hands-on experience, and subsequent understanding, of a novel analytical review technique that is coming into use both by internal and external auditors (Searing, 1997) . The first assignment does not require any prior knowledge of digital analysis or auditing, and could be used in other courses.
For example, the software provides a relatively interesting way to demonstrate internal controls to MBA students. In many MBA programs, students are not exposed to internal control concepts. The first assignment provides an interesting high-tech context in which to discuss internal control issues related to the integrity and reliability of accounting numbers, along with a hands-on experience using the software. The assignment might also be used in accounting information systems courses. The first assignment does not require much time either inside or outside of class (about 30 minutes in each instance).
Learning objectives for the second assignment include:
• Students should be able to download a set of numerical data from an internet
Web site.
• Students should be able to import the numerical text file into a spreadsheet.
• Students should be able to use spreadsheet functions to determine the relative frequencies of each of the nine possible first digits for their data sets.
• Students should understand that non-uniform distributions of first digit frequencies are pervasive in real-world data sets.
The second assignment re-enforces the students' beliefs that digital analysis is a valuable technique because it can be used in a variety of settings. A secondary objective is to provide students with a modest software challenge. The student must download some numerical data from the Internet, import it into a spreadsheet, and figure out how to determine the relative frequency of each of the nine possible first digits. This second assignment is appropriate for auditing courses and accounting information systems courses in which the instructor desires students to have a deeper appreciation for the potential usefulness of digital analysis.
Learning objectives for the third assignment include:
• Students should be able to translate an abstract concept, distributions of first digits, into a usable piece of software.
The third assignment (write your own software) is appropriate for some information systems courses. Instructors wishing to use this assignment probably will want to have the students complete the first two assignments as background.
Completion of all three assignments will provide students with an understanding of the potential uses of digital analysis in detecting and controlling errors and irregularities, on a continuous basis, as an internal control device in an electronic commerce environment.
The First Assignment
The by student Jane Doe have the first digit 'one.' We would expect 9.85 out of 30 numbers to have the first digit 'one' if they were drawn from the valid population of 3,000. The graph in Figure 2 is typical for student-generated data: the frequencies observed are less than expected for low digits (digits one through four) and more than expected for high digits (digits five through nine).
The software contains two tests of student-generated data. The first (Test 1) rejects the student's data if any amount is less than the minimum, or greater than the maximum, in the population of 3,000 valid transactions. The digital analysis test (Test 2) requires some explanation. A chi-square test might seem appropriate to compare observed versus expected frequencies such as those depicted in figures 1 and 2.
However, the chi-square test requires a minimum of five observations per cell. This requirement frequently would be violated given the students only are asked to enter 30 observations. Instead, the test is based on the sum of the absolute deviations between observed and expected digital frequencies (see Figure 3) . In Jane Doe's case, the absolute deviation between observed and expected frequency for the digit one is 9.85 -4= 5.85. The sum of absolute deviations, across all nine first digits, is 18.44. Greater summed absolute deviations imply a worse 'fit' between the student data and valid data.
A bootstrapping technique was used to map the magnitudes of summed absolute deviations into probability measures. One hundred samples of 30 observations each were randomly drawn from the population of 3,000 valid transactions. A sample size of 30 was chosen because this is the number of observations that students are asked to enter. For each sample, the sum of absolute deviations was computed. The resulting distribution of summed absolute deviations for the valid transactions was used to determine thresholds at which known proportions of valid samples of size 30 would be rejected. This information is provided in the top right corner of figure 3. For example, about 10% of random samples drawn from the valid population of 3,000 will have absolute deviations that sum to 16 or more (i.e., probability of type one error is approximately 0.10 at a cutoff level of 16).
We have chosen 16 as the default cutoff level for pedagogical purposes because it provides a good balance between type one and type two errors. It is difficult to predict how the test will perform in rejecting your students' data since these data are idiosyncratic. However, as stated above, student data generally tend to have first digits that are more uniformly distributed than are the first digits of valid data (i.e., too few 'ones' and too many 'nines'). The figure 3 column headed "Approx. Probability of Type 2 Error" is based on 100 random samples of size 30 drawn from a uniform distribution over the interval $1 to $1,000. At a cutoff level of 16, the test will fail to reject 30 numbers drawn from a uniform distribution about 9% of the time. The instructor can modify the cutoff level if desired by entering a desired cutoff level into the indicated cell.
Class Coverage of the First Assignment
The instructor should distribute the first assignment (see Appendix) to the students in advance. Students should not be required to read the accompanying article in advance unless the instructor desires to see if students can circumvent the digital analysis test.
On the date the assignment is due, the instructor can begin by asking students how many got a 'reject' verdict as their Test 1 result (see the top row in Figure 2 ). Most students, however, should have an 'accept.' The instructor then explains that Test 1 only gives a 'reject' verdict if any of the student's amounts were larger or smaller than the valid maximum or minimum for the account (less than $1 or more than $425,784).
Test 1 is an example of a test of reasonableness that is based on distributional properties of the numbers themselves, rather than of the numbers' digits.
The instructor next asks how many students received a 'reject' verdict as their Test 2 result (see the top row in Figure 2 ). The students are likely to be surprised by how many got a 'reject.' The instructor then explains how digital analysis works, using the material in the article.
First, use Table 1 to provide some intuition why frequencies of first digits might not be uniformly distributed for some kinds of business data. Figure 1 is used to introduce the Benford distribution of first digits, and to show how the 3,000 valid transactions conform well to that distribution. The instructor can use the graph in Figure   2 to show how the first digits of a sample of invented numbers ('Observed') can differ from those of valid transactions ('Expected'). The students are asked to examine the graphs in their own printouts. Those who received an 'accept' verdict will have graphs more similar to the 'Expected' distribution in Figure 2 than those who got a 'reject'.
The instructor proceeds to explain how such software could be used in the 'real world.' A 'reject' result causes a system alarm to alert either the internal or external auditor. Such tests would be conducted daily, or even more frequently, as data are entered into the system. This provides opportunities to catch errors as they occur on a day-to-day basis. The instructor then wraps up the case by reiterating some of the points mentioned in the article's introduction.
The Second Assignment
The second assignment should be distributed after the first has been completed.
In this assignment students are asked to obtain a large electronic file of numerical data from the internet (at least 100 observations), to import the data into a spreadsheet, and to determine the relative frequencies of the nine possible first digits for their samples.
The assignment suggests two internet sites where such data can be obtained. However, the instructor should attempt to visit the site in advance because site addresses (URLs) sometimes change. The assignment assumes that students are able to import a file of numerical data into a spreadsheet. If not, the instructor should provide information on how to do this. Finally, the assignment asks students to determine the relative frequencies of the nine possible first digits, and to compare these with the Benford and uniform distributions. The key to accomplishing this step is to use appropriate spreadsheet functions. In Excel, the LEFT() function can be used to return each number's first digit. When a column of first digits has been obtained, the COUNTIF() function can be used to determine the frequency of each of the nine possible first digits.
If students have access to Excel's data analysis tools, the Histogram tool can be used to obtain frequencies. Finally, the student divides the frequency for each digit by the total number of observations to obtain a relative frequency.
Class Coverage of the Second Assignment
The second assignment can be covered quickly. Assuming that students obtained data sets from a variety of sources, the instructor could put up an overhead looking something like figure 4. For each possible first digit (1 -9) inquire who has the lowest proportion, and who has the highest proportion, of numbers beginning with that digit. Write these proportions into the max and min columns, making sure that each is based on a sample of at least 100 total observations. Then determine the approximate median for the class and write that in. The median proportion for each possible first digit can be compared with the uniform distribution (0.11 per digit) and with the Benford distribution (provided in figure 4 ). The median proportions obtained by your students should approximate the Benford distribution rather than the uniform.
-Insert Figure 4 -
The Third Assignment
We do not provide guidelines for the third assignment (write your own software)
because instructors who choose this option are likely to vary widely in their expectations of what the students should accomplish, and over what time period.
USING DIGITAL ANALYSIS TO ENHANCE DATA INTEGRITY

APPENDIX Assignment 1
In this assignment, you will enter a series of fictitious accounts payable invoice amounts into a simulated business database. The software will test the data that you enter for 'reasonableness' using several criteria, and will accept or reject your batch of transactions. Then you will be asked to print out your results and bring them to class.
Your instructor will explain to you at that time how the software examines data for 'reasonableness.'
Ideally, the software should reject your transactions since they are fictitious.
However, it is possible that your amounts will be accepted since you are free to enter data that are similar to valid transactions. The valid amounts with which your entries will be compared are a sample of 3,000 accounts payable invoice amounts obtained from a large U.S. corporation. The minimum amount in the sample is $1 and the maximum is To enter an amount, insert the cursor in the amount field and carefully type in the amount. For convenience, use only whole dollars (no cents) and do not use a dollar sign or commas (i.e., type 1000 instead of $1,000). If you make a mistake while typing you can backspace to correct it. When the amount has been typed correctly, click on the "(1)
Enter Amount" button. Do not hit the "Enter" key on your keyboard. It is necessary to hit the button so that the software will process the data correctly. The input window disappears briefly as your transaction amount is posted to another location in the workbook where the batch of transactions will be collected. As each transaction is posted, the transaction number and the transaction counter advance. Inventing 30 numbers is tedious, but please continue until the task is complete. The results of the experiment are interesting.
If you are interrupted and must stop before the task is completed, click on the 'End Session' button and begin the task again when you are able. When you finish entering your numbers (i.e., the transaction counter reads '31'), click on the "(2) Entries
Completed" button. This triggers a software macro routine that analyses your transaction amounts. Allow two or three seconds for the analysis, then click on the "(3)
End Session" button. The Input window will disappear and you will be looking at the to class where they will be compared with those of your classmates.
-Insert Table 2 about Here - 
