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HOMOLOGICAL PROPERTIES OF ORLIK-SOLOMON ALGEBRAS
GESA K ¨AMPF AND TIM R ¨OMER
ABSTRACT. The Orlik-Solomon algebra of a matroid can be considered as a quotient
ring over the exterior algebra E . At first we study homological properties of E-modules
as e.g. complexity, depth and regularity. In particular, we consider modules with linear
injective resolutions. We apply our results to Orlik-Solomon algebras of matroids and
give formulas for the complexity, depth and regularity of such rings in terms of invariants
of the matroid. Moreover, we characterize those matroids whose Orlik-Solomon ideal has
a linear projective resolution and compute in these cases the Betti numbers of the ideal.
1. INTRODUCTION
Let A = {H1, . . . ,Hn} be an essential central affine hyperplane arrangement in Cm, X
its complement and K a field. We choose linear forms αi ∈ (Cm)∗ such that Kerαi =Hi for
i = 1, . . . ,n. Let E = K〈e1, . . . ,en〉 be the standard graded exterior algebra over K where
degei = 1 for i = 1, . . . ,n and m= (e1, . . . ,en). For S = { j1, . . . , jt} ⊆ [n] = {1, . . . ,n} we
set eS = e j1 ∧ · · · ∧ e jt . Usually we assume that 1 ≤ j1 < · · · < jt ≤ n. The elements eS
are called monomials in E. It is well-known that the singular cohomology H.(X ;K) of
X with coefficients in K is isomorphic to E/J where J is the Orlik-Solomon ideal of X
which is generated by all
(1) ∂eS =
t
∑
i=1
(−1)i−1e j1 ∧· · ·∧ ê ji ∧· · ·∧ e jt for S = { j1, . . . , jt} ⊆ [n]
where {H j1, . . . ,H jt} is a dependent set of hyperplanes of A , i.e. α j1, . . . ,α jt are linearly
dependent. The algebra E/J is also known as the Orlik-Solomon algebra of X . In the last
decades many researchers have studied the relationship between ring properties of E/J
and properties of A . See, e.g., the book of Orlik-Terao [15] and the survey of Yuzvinsky
[21] for details.
Note that the definition of E/J does only depend on the matroid of A on [n]. For
an arbitrary matroid on [n] the Orlik-Solomon algebra E/J is defined as in the case of
hyperplane arrangements, i.e. J is the ideal generated by all ∂eS defined as in (1) where
S ⊆ [n] is a dependent set of the given matroid. We are in particular interested to inves-
tigate (co-)homological properties of Orlik-Solomon algebras as modules over E. See,
e.g., [7, 9, 17, 18, 19] for related results.
In the first part of the paper we consider arbitrary graded modules over the exterior
algebra and we study several algebraic and homological invariants of such modules. In
the second part of the paper we apply these results to Orlik-Solomon algebras of matroids
on [n].
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Let M be the category of finitely generated graded left and right E-modules M satis-
fying am = (−1)degadeg mma for homogeneous elements a ∈ E, m ∈ M. For example if
J ⊆ E is a graded ideal, then E/J belongs to M .
Let M ∈ M . Following [1] we call an element v ∈ E1 regular on M (or M-regular) if
the annihilator 0 :M v of v in M is the smallest possible, that is, the submodule vM. An M-
regular sequence is a sequence v1, . . . ,vs in E1 such that vi is M/(v1, . . . ,vi−1)M-regular
for i = 1, . . . ,s and M/(v1, . . . ,vs)M 6= 0. Every M-regular sequence can be extended to
a maximal one and all maximal regular sequences have the same length. This length is
called the depth of M over E and is denoted by depthM.
For i ∈N and j ∈ Z we call βi, j(M) = dimK TorEi (K,M) j the graded Betti numbers and
µi, j(M) = dimK ExtiE(K,M) j the graded Bass numbers of M. Recall that M ∈ M has a
d-linear (projective) resolution if βi,i+ j(M) = 0 for all i and j 6= d. We say that M ∈M
has a d-linear injective resolution if µi, j−i(M) = 0 for all i and j 6= d. (See Section 2 for
reformulations of this definitions.) The complexity of M measures the growth rate of the
Betti numbers of M and is defined as
cxM = inf{c ∈ N : βi(M)≤ αic−1for all i ≥ 1,α ∈ R}
where βi(M) = ∑ j∈Zβi, j(M) is the i-th total Betti number of M.
Aramova, Herzog and Hibi [3] showed that analogously to the situation in a polynomial
ring Gro¨bner basis theory can be developed over E. Especially generic initial ideals can
be constructed. In the following the monomial order considered on E is always the reverse
lexicographic order induced by e1 > · · ·> en. Let in(J) denote the initial ideal and gin(J)
denote the generic initial ideal of a graded ideal J ⊆ E. For all results related to generic
initial ideals we assume that |K| = ∞. After some definitions and general remarks in
Section 2 we consider in Section 3 the ideal gin(J) and study relations between E/J and
E/gin(J). In [3] it is observed that βi, j(E/J)≤ βi, j(E/ in(J)) for all i, j. In Corollary 3.2
we show that also
µi, j(E/J)≤ µi, j(E/ in(J)) for all i, j.
Herzog and Terai proved in [13, Proposition 2.3] that depthE/J = depthE/gin(J) and
cxE/J = cxE/gin(J). These numbers can be computed in terms of combinatorial data
associated to a generic initial ideal. More precisely, let supp(u) = {i ∈ [n] : ei|u} and
max(u) = maxsupp(u) for a monomial u of E. Similar we define min(u) = minsupp(u).
A direct consequence of Proposition 3.4 and Proposition 3.5 is that
cxE/gin(J) = max{max(u) : u ∈ G(gin(J))},
d(E/gin(J)) = n−max{min(u) : u ∈ G(gin(J))}
where G(gin(J)) denotes the unique minimal set of monomial generators of gin(J) and
d(M) = max{i ∈ Z : Mi 6= 0} for M ∈M . Using the formula cxM+depthM = n (see [1,
Theorem 3.2]) we get also an expression for depthE/gin(J).
In Section 4 we present some results related to depthM. Let H(M, t) = ∑i∈Z dimK Mit i
denote the Hilbert series of M. Then depth of E/J where J ⊆ E is a graded ideal and E/J
has a linear injective resolution can be computed as follows. We show in Theorem 4.1
that if |K| = ∞, E/J has a linear injective resolution and depthE/J = s, then there exists
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a polynomial Q(t) ∈ Z[t] with non-negative coefficients such that
H(E/J, t) = Q(t) · (1+ t)s and Q(−1) 6= 0.
Observe that it is not possible to generalize this equation in this form to the case of arbi-
trary quotient rings over E.
The K-algebra E is injective and thus (·)∗ = HomE(·,E) is an exact functor on M . By
[3, Proposition 5.2] we know that µi, j(M) = βi,n− j(M∗) for all i, j. In particular, we see
that M has a d-linear projective resolution if and only if M∗ has an (n−d)-linear injective
resolution. In Theorem 4.3 we observe that additionally
depthM = depthM∗ and cxM = cxM∗.
Let ∆ be a simplicial complex on [n], i.e. ∆ is a set of subsets of [n] and if F ⊆ G for
some G∈∆, then we also have F ∈∆. The exterior face ring of ∆ is E/J∆ where J∆ = (eF :
F ⊆ [n],F /∈ ∆). Then it is easy to see that E/J∆ has a linear injective resolution if and
only if ∆ is a Cohen-Macaulay complex. See Example 5.1 for details. A reformulation and
generalization to the matroid case of [9, Theorem 1.1] is that the Orlik-Solomon algebra
of a matroid has always a linear injective resolution. These examples motivate to study in
general modules with linear injective resolutions, which is done in Section 5.
Recall that regM = max{ j− i : βi, j(M) 6= 0} for 0 6= M ∈ M is the regularity of M.
We prove in Theorem 5.3 that the regularity of a quotient ring E/J with d-linear injective
resolution satisfies
regE/J +depthE/J = d.
In the remainder of Section 5 we present several technical results related to modules with
injective linear resolutions which we need in Section 6.
In Section 6 we investigate homological properties of Orlik-Solomon algebras of ma-
troids. For convenience of the reader we start with all necessary matroid notions. At first
we present a compact proof of the mentioned result of Eisenbud, Popescu and Yuzvin-
sky (see [9, Theorem 1.1]) that Orlik-Solomon algebras have a linear injective resolution.
We determine the depth and the regularity of an Orlik-Solomon algebra in Theorem 6.5
and Corollary 6.7. More precisely, if |K| = ∞ and J ⊆ E is the Orlik-Solomon ideal of a
loopless matroid on [n] of rank l with k components, then
depthE/J = k and regE/J = l− k.
Finally we characterize in Theorem 6.10 those matroids whose Orlik-Solomon ideal has a
linear projective resolution: The Orlik-Solomon ideal J of a matroid has an m-linear pro-
jective resolution if and only if the matroid satisfies one of the following three conditions:
(i) The matroid has a loop and m = 0.
(ii) The matroid has no loops, but non-trivial parallel classes, m = 1 and the matroid
is U1,n1 ⊕·· ·⊕U1,nk ⊕U f , f for some k, f ≥ 0.
(iii) The matroid is simple and it is Um,n− f ⊕U f , f for some 0 ≤ f ≤ n.
Here Um,n is the uniform matroid, whose independent sets are all subsets of [n] with m
or less elements. In Theorem 6.12 we give formulas for the total Betti numbers of these
Orlik-Solomon ideals.
We conclude the paper with examples of matroids with small rank or small number of
elements to which we apply our results.
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2. PRELIMINARIES
In this section we recall some definitions and facts about the exterior algebra. Let
M ∈M with minimal graded free resolution
. . .−→ F2 −→ F1 −→ F0 −→ 0.
To distinguish it from the injective resolution of M, we call this resolution also the
projective one. Because of the minimality the i-th free module in this resolution is
Fi =
⊕
j∈ZE(− j)βi, j(M). We see that the resolution is d-linear (as defined in Section
1) for some d ∈ Z if and only if it is of the form
. . .−→ E(−d−2)β2(M) −→ E(−d−1)β1(M) −→ E(−d)β0(M) −→ 0.
This is equivalent to say that if we choose matrices for the maps in the resolution, then all
entries in these matrices are elements in m= (e1, . . . ,en) of degree 1.
Next we consider for M its minimal graded injective resolution
0 −→ I0 −→ I1 −→ I2 −→ . . . .
Since E is injective, we have Ii =⊕ j∈ZE(n− j)µi, j(M). Computing ExtiE(K,M) via the
latter resolution shows that this resolution is d-linear if and only if it is of the form
0 −→ E(n−d)µ0(M) −→ E(n−d+1)µ1(M) −→ E(n−d +2)µ2(M) −→ . . .
In particular, in this case d(M) = max{i : Mi 6= 0}= d because the socle 0 :M m of M is
isomorphic to the socle of E(n−d)µ0(M) which lives in degree d.
Let M∗ = HomE(M,E). We call M∗ the dual of M. Note that the dual of a (minimal)
graded projective resolution of M is a (minimal) graded injective resolution of M∗.
For a K-vector space W let W∨ = HomK(W,K) be the K-dual of W . In [3, Proposition
5.1] it was observed that (M∗)i ∼= (Mn−i)∨ as K-vector spaces.
A very useful complex over E is the Cartan complex which plays a similar role as
the Koszul complex for the polynomial ring. It is defined as follows. For a sequence
v = v1, . . . ,vm ∈ E1 let C.(v;E) = C.(v1, . . . ,vm;E) be the free divided power algebra
E〈x1, . . . ,xm〉. It is generated by the divided powers x( j)i for i = 1, . . . ,m and j ≥ 0 which
satisfy the relations x ji xki = (( j+ k)!/( j!k!))x j+ki . Thus Ci(v;E) is a free E-module with
basis x(a) = x(a1)1 · · ·x
(am)
m , a ∈ N
m
, |a|= i. The E-linear differential on C.(v1, . . . ,vm;E) is
∂i : Ci(v1, . . . ,vm;E)−→Ci−1(v1, . . . ,vm;E), x(a) 7→ ∑
a j>0
v jx
(a1)
1 · · ·x
(a j−1)
j · · ·x
(am)
m .
One easily sees that ∂ ◦∂ = 0 so this is indeed a complex.
Definition 2.1. Let M ∈M . The complexes
C.(v;M) =C.(v;E)⊗E M and C.(v;M) = HomE(C.(v;E),M)
are called the Cartan complex and Cartan cocomplex of v with values in M. The corre-
sponding homology modules
Hi(v;M) = Hi(C.(v;M)) and H i(v;M) = H i(C.(v;M))
are called the Cartan homology and Cartan cohomology of v with values in M.
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The elements of Ci(v;M) can be identified with homogeneous polynomials ∑maya with
ma ∈M, a ∈ Nm, |a|= i and
∑maya(x(b)) =
{
ma if a = b,
0 if a 6= b.
In particular, C.(v;E) is just the polynomial ring S = K[y1, . . . ,ym]. After this identifica-
tions the differential on C.(v;M) is simply the multiplication with ∑mi=1 viyi.
Setting degxi = 1 and degyi = −1 induces a grading on the complexes and their ho-
mologies. Cartan homology and Cartan cohomology are related as follows:
Proposition 2.2. [2, Proposition 4.2] Let M ∈M and v = v1, . . . ,vm ∈ E1. Then
Hi(v;M)∗ ∼= H i(v;M∗) as graded E-modules for all i ∈ N.
Cartan (co)homology can be used inductively as there are long exact sequences con-
necting the (co)homologies of v1, . . . ,v j and v1, . . . ,v j+1.
Proposition 2.3. [2, Propositions 4.1, 4.3] Let M ∈ M and v = v1, . . . ,vm ∈ E1. For all
j = 1, . . . ,m there exist long exact sequences of graded E-modules
. . .−→Hi(v1, . . . ,v j;M)−→ Hi(v1, . . . ,v j+1;M)−→ Hi−1(v1, . . . ,v j+1;M)(−1)
−→ Hi−1(v1, . . . ,v j;M)−→ Hi−1(v1, . . . ,v j+1;M)−→ . . .
and
. . .−→ H i−1(v1, . . . ,v j+1;M)−→ H i−1(v1, . . . ,v j;M)−→ H i−1(v1, . . . ,v j+1;M)(+1)
·y j+1
−→ H i(v1, . . . ,v j+1;M)−→H i(v1, . . . ,v j;M)−→ . . .
It is well-known that the Cartan complex C.(v1, . . . ,vm;E) with values in E is exact and
hence it is the minimal graded free resolution of E/(v1, . . . ,vm) over E. Thus it can be
used to compute TorEi (E/(v1, . . . ,vm), ·) and ExtiE(E/(v1, . . . ,vm), ·):
Proposition 2.4. [3, Theorem 2.2] Let M ∈ M and v = v1, . . . ,vm ∈ E1. There are iso-
morphisms of graded E-modules
TorEi (E/(v1, . . . ,vm),M)∼= Hi(v;M), Ext
i
E(E/(v1, . . . ,vm),M)∼= H
i(v;M).
Regularity of a sequence can be detected by its Cartan complex:
Proposition 2.5. [1, Remark 3.4] Let M ∈ M and v = v1, . . . ,vm ∈ E1. The following
statements are equivalent:
(i) v is M-regular;
(ii) H1(v;M) = 0;
(iii) Hi(v;M) = 0 for i ≥ 1.
In particular, permutations of regular sequences are regular sequences because the van-
ishing of the first Cartan homology does not depend on the order of the elements as one
easily sees using Proposition 2.3.
6 GESA K ¨AMPF AND TIM R ¨OMER
3. INITIAL AND GENERIC INITIAL IDEALS
In this section we describe some properties of generic initial ideals and stable ideals.
The existence of the generic initial ideal gin(J) of a graded ideal J in the exterior algebra
over an infinite field is proved by Aramova, Herzog and Hibi in [3, Theorem 1.6], analo-
gously to the case of ideals in the polynomial ring. (See, e.g., also [11, Chapter 5] or [14]
for related results.)
A monomial ideal J ⊆ E is called stable if e j uemax(u) ∈ J for every monomial u ∈ J and
j < max(u). The ideal J is called strongly stable if e j uei ∈ J for every monomial u ∈ J,
i ∈ supp(u) and j < i.
The generic initial ideal gin(J) of a graded ideal J is strongly stable if it exists (see,
e.g., [3, Proposition 1.7]). This is independent of the characteristic of K in contrast to
ideals in a polynomial ring. By (the proof of) [13, Lemma 1.1] we have:
Lemma 3.1. Let |K|= ∞ and J ⊆ E be a graded ideal in E. Then
in((E/J)∗)∼= (E/ in(J))∗
as graded E-modules, where (E/J)∗ is identified with the ideal 0 :E J. In particular,
gin((E/J)∗)∼= (E/gin(J))∗.
With this result we can compare the Bass numbers of a graded ideal with the Bass
numbers of its initial ideal because we already know βi, j(E/J)≤ βi, j(E/ in(J)) for all i, j
by [3, Proposition 1.8].
Corollary 3.2. Let J ⊆ E be a graded ideal. Then
µi j(E/J)≤ µi j(E/ in(J)) for all i, j.
Proof. It follows from the inequalities
βi, j(E/J)≤ βi, j(E/ in(J))
and Lemma 3.1 that
µi, j(E/J) = βi,n− j((E/J)∗)
≤ βi,n− j(in((E/J)∗))
= βi,n− j((E/ in(J))∗)
= µi, j(E/ in(J)).

In the following we collect some results on (strongly) stable ideals. They are inspired
by the chapter on squarefree strongly stable ideals in the polynomial ring in [12]. Let
G(J) be the unique minimal system of monomials generators of a monomial ideal J.
Aramova, Herzog and Hibi [3] computed a formula for the graded Betti numbers of
stable ideals:
Lemma 3.3. [3, Corollary 3.3] Let 0 6= J ⊂ E be a stable ideal. Then
βi,i+ j(J) = ∑
u∈G(J) j
(
max(u)+ i−1
max(u)−1
)
for all i ≥ 0, j ∈ Z.
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In particular, if J is stable and generated in one degree, it has a linear projective resolu-
tion. An example for such an ideal is the maximal ideal m of E and all its powers.
The complexity of a stable ideal J can be interpreted in terms of G(J).
Proposition 3.4. Let 0 6= J ⊂ E be a stable ideal. Then
cxE/J = max{max(u) : u ∈ G(J)}.
Proof. This is evident from the formula for the Betti numbers of stable ideals since
βi(J) =
n
∑
k=1
mk(J)
(
k+ i−1
k−1
)
where mk(J) = |{u ∈ G(J) : max(u) = k}|. The binomial coefficient in this sum is a
polynomial in i of degree k− 1 and the number max{max(u) : u ∈ G(J)} is exactly the
maximal k for which mk(J) 6= 0. 
Recall that
d(M) = max{i ∈ Z : Mi 6= 0}= n−min{i ∈ Z : (M∗)i 6= 0}.
Here the second equality results from the isomorphism (M∗)i ∼= (Mn−i)∨. In the case of
strongly stable ideals J this number has a meaning in terms of G(J).
Proposition 3.5. Let 0 6= J ⊂ E be a strongly stable ideal. Then
d(E/J) = n−max{min(u) : u ∈ G(J)}.
Observe that the right hand side of the equation does not change when replacing G(J)
by J because J is strongly stable.
Proof. Set s = max{min(u) : u ∈ G(J)}. We want to show that
s = min{i : (E/J)∗i 6= 0}.
As J ⊆ (e1, . . . ,es) we obtain “≥” immediately from the equivalence
J ⊆ (ei1, . . . ,eir)⇔ ei1 · · ·eir ∈ 0 :E J ∼= (E/J)
∗
for i1, . . . , ir ∈ [n].
The other inequality “≤” follows if we show that J ⊆ (ei1, . . . ,eir) implies r ≥ s.
First consider the case that J ⊆ (es). As J is strongly stable, ei ues ∈ J for all monomials
u ∈ J and all i < s. But ei ues 6∈ (es) for i 6∈ supp(u) and thus i ∈ supp(u) for all i < s. By
the definition of s this implies s = 1 and hence r ≥ s.
Now assume J 6⊆ (es) and consider the ideal J = J + (es)/(es). This ideal is again
strongly stable in the exterior algebra E in n− 1 variables e1, . . . ,es−1,es+1, . . . ,en. The
position of ei diminishes by one for i > s. We see that
min(u) =
{
min(u) if min(u)< s
min(u)−1 if min(u)> s
for the residue class of a monomial u of E with es 6 | u . By the choice of s we see immedi-
ately that max{min(u) : u ∈ J}= s. On the other hand J ⊆ (ei1, . . . ,eir)+(es)/(es). By an
appropriate induction on n we get that s≤ r if s 6∈ {i1, . . . , ir} and s≤ r−1 otherwise. 
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4. DEPTH OF GRADED E-MODULES
The purpose of this section is to present further results on regular sequences over the
exterior algebra.
Recall that H(M, t) = ∑i∈Z dimK Mit i denotes the Hilbert series of a graded E-module
M. Analogously to the well-known Hilbert-Serre theorem (see, e.g., [5, Proposition
4.4.1]) we have the following result.
Theorem 4.1. Let |K| = ∞ and 0 6= J ⊂ E be a graded ideal with depthE/J = s. Let
E/J have a linear injective resolution. Then there exists a polynomial Q(t) ∈ Z[t] with
non-negative coefficients such that the Hilbert series of E/J has the form
H(E/J, t) = Q(t) · (1+ t)s with Q(−1) 6= 0.
Note that it is not possible to generalize the equation in this form to the case of arbitrary
quotient rings. The ideal (e1e2,e1e3,e1e4,e2e3e4) provides a counterexample.
Proof. Let M = E/J. First of all we show that if v is M-regular, then
(2) H(M, t) = (1+ t)H(M/vM, t).
We have the exact sequence
0 −→ vM −→ M −→ M/vM −→ 0
which implies
(3) H(vM, t) = H(M, t)−H(M/vM, t).
As v is M-regular the sequence
0 −→ vM(−1)−→ M(−1) ·v−→ M −→ M/vM −→ 0
is exact and gives
(4) (1− t)H(M, t) = H(M/vM, t)− tH(vM, t).
Equations (3) and (4) together show (2).
Thus if v1, . . . ,vs is a maximal E/J-regular sequence, we obtain inductively
H(E/J, t) = (1+ t)sH(E/J+(v1, . . . ,vs), t).
The Hilbert series of E/(J +(v1, . . . ,vs)) is a polynomial with nonnegative coefficients
and depthE/(J +(v1, . . . ,vs)) = 0. We claim that the polynomial 1+ t does not divide
H(E/(J+(v1, . . . ,vs)), t).
To this end we may assume that depthE/J = 0. The Hilbert series and the depth of
E/J and E/gin(J) coincide, so we may assume in addition that J is strongly stable. Then
we know the Betti numbers of J. Proving that 1+ t does not divide the Hilbert series of
E/J is the same as showing this for J as the Hilbert series of E is (1+ t)n.
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Let mk j(J) = |{u ∈ G(J) : max(u) = k,deg(u) = j}|. Computing the Hilbert series of
J via the minimal graded free resolution of J gives
H(J, t) = ∑
i≥0
(−1)iH(
⊕
j∈ZE(− j)
βi j(J), t)
= ∑
i≥0
(−1)i ∑
j∈Z
t jβi j(J)(1+ t)n
= ∑
i≥0
(−1)i ∑
j∈Z
t i+ jβi,i+ j(J)(1+ t)n
= ∑
i≥0
(−1)i ∑
j∈Z
t i+ j(1+ t)n ∑
u∈G(J) j
(
max(u)+ i−1
max(u)−1
)
= ∑
i≥0
(−1)i
n
∑
k=1
k
∑
j=1
mk j(J)
(
k+ i−1
k−1
)
t i+ j(1+ t)n
=
n
∑
k=1
k
∑
j=1
mk j(J)t j(1+ t)n ∑
i≥0
(
k+ i−1
k−1
)
(−1)it i
=
n
∑
k=1
k
∑
j=1
mk j(J)t j(1+ t)n
1
(1+ t)k
=
n
∑
k=1
k
∑
j=1
mk j(J)t j(1+ t)n−k.
All coefficients appearing in the last sum are non-negative hence no term can be canceled
by another. n− cxE/J = depthE/J = 0 and Proposition 3.4 imply that mn j(J) 6= 0 for
some j. Let u = eFen ∈ G(J). We have eF ei ∈ J for all i = 1, . . . ,n because J is stable.
The dual of E/J is (E/J)∗ ∼= 0 :E J, which is generated by all monomials eF with eFc 6∈
J (cf. Example 5.1). But then e(F∪{i})c = eFc\{i} 6∈ (E/J)∗ for all i 6∈ F . As eF 6∈ J
(otherwise eFen would not be a minimal generator), the complement eFc is in (E/J)∗ and
even a minimal generator. The ideal (E/J)∗ has an (n− d)-linear projective resolution,
in particular it is generated in degree n− d, so |F| = n− |Fc| = n− (n− d) = d. Thus
we have seen that every minimal generator u ∈ G(J) with n ∈ supp(u) has degree d +1.
Hence mn j(J) = 0 for j 6= d +1 and mn,d+1 6= 0. Thus there is exactly one summand in
H(J, t) that is not divisible by 1+ t and we see that 1+ t does not divide H(J, t). 
Next we want to compare regular sequences on a module and its dual. To this end we
need the following lemma. Since v2 = 0 for v ∈ E1 the multiplication map on a graded
E-module M induces a complex
(M,v) : . . .−→ Mi−1
·v
−→ Mi
·v
−→Mi+1 −→ . . .
The homology of this complex is denoted by Hi(M,v). Then v is regular on M if and only
if Hi(M,v) = 0 for all i.
Lemma 4.2. Let 0→U →M → N → 0 be an exact sequence of modules in M . If v ∈ E1
is regular on two of the three modules, then it is regular on the third.
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Proof. The short exact sequence induces a short exact sequence of complexes
0 −→ (U,v)−→ (M,v)−→ (N,v)−→ 0
which induces a long exact sequence of homology modules
. . .−→ Hi−1(N,v)−→ Hi(U,v)−→ Hi(M,v)−→ Hi(N,v)−→ Hi+1(U,v)−→ . . .
Then the observation that v is regular on one of these modules, say M, if and only if the
corresponding homology Hi(M,v) is zero for all i concludes the proof 
Let v1, . . . ,vs ∈ E1 and M ∈M . To simplify notation we define
Hi(k) = Hi(v1, . . . ,vk;M) for i > 0, k = 1, . . . ,s
and
˜H0(k) =
0 :M/(v1,...,vk−1)M vk
vk(M/(v1, . . . ,vk−1)M)
.
Analogously
H i(k) = H i(v1, . . . ,vk;M) for i > 0, k = 1, . . . ,s
and
˜H0(k) =
0 :0:M(v1,...,vk−1) vk
vk(0 :M (v1, . . . ,vk−1))
.
Finally we set Hi(0) = H i(0) = 0 for i > 0. The modules ˜H0(k) and ˜H0(k) are not the
0-th Cartan homology and cohomology but defined such that the long exact sequences of
Cartan homology and cohomology modules of Proposition 2.3 induces exact sequences
. . .−→H2(k)−→H1(k)(−1)−→ H1(k−1)−→ H1(k)−→ ˜H0(k)(−1)−→ 0
and
0 −→ ˜H0(k)(+1)−→ H1(k)−→ H1(k−1)−→ H1(k)(+1)−→ H2(k)−→ . . .
Theorem 4.3. Let 0 6= M ∈M . A sequence v = v1, . . . ,vs ∈ E1 is an M-regular sequence
if and only if it is an M∗-regular sequence. In particular,
depthM = depthM∗ and cxM = cxM∗.
Proof. We may assume that |K| = ∞. It is enough to prove depthM = depthM∗. Then
cxM = cxM∗ follows from the formula cxM+depthM = n.
To prove the assertion it is enough to show that if v is an M∗-regular sequence, then it
is an M-regular sequence as well.
First of all we state two observations which will be used several times in the proof. Let
N,N′ ∈M and v ∈ E1.
(∗) If v is N′-regular and vN′ ⊆ vN, then vN∩N′ = vN′.
This is obvious since x ∈ vN ∩N′ implies x ∈ 0 :N′ v = vN′.
(∗∗) If v is regular on N,N′ and N ∩N′, then v is regular on N +N′.
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This follows from the short exact sequence
0 −→ N∩N′ −→ N⊕N′ −→ N +N′ −→ 0
and Lemma 4.2.
The main task is to show by an induction on t that vk is regular on each module of
the form vi1 · · ·vir(v j1 , . . . ,v jt )M for {i1, . . . , ir, j1, . . . , jt} ⊆ {1, . . . ,s} \ {k} and all k =
1, . . . ,s.
Then with r = 0, t = k−1 this means that vk is (v1, . . . ,vk−1)M-regular, with r = t = 0
that vk is M-regular. Hence the exact sequence
0 −→ (v1, . . . ,vk−1)M −→ M −→ M/(v1, . . . ,vk−1)M −→ 0
implies by Lemma 4.2 that vk is M/(v1, . . . ,vk−1)M-regular for all k = 1, . . . ,s.
For the induction on t let t = 0. For simplicity we show that vk is v1 · · ·vk−1M-regular.
But as permutations of regular sequences are regular sequences, the proof works for arbi-
trary elements of the sequence as well.
The Cartan homology of v with values in M∗ vanishes (see Proposition 2.5) which
implies by Proposition 2.2 that the Cartan cohomology of v with values in M vanishes. In
particular
0 = ˜H0(k;M) =
0 :0:M(v1,...,vk−1) vk
vk(0 :M (v1, . . . ,vk−1))
for all k = 1, . . . ,s. We show by a second induction on k that vk is vk−1 · · ·v1M-regular.
If k = 1 we have
0 = ˜H0(1;M) = 0 :M v1
v1M
.
Hence v1 is M-regular. Now suppose that the assertion is known for k−1.
The module 0 :M (v1, . . . ,vk−1) contains all elements of M that are annihilated by all
vi, i = 1, . . . ,k−1. Since every vi is M-regular (where we use the same argument as for
v1, since permutations of regular sequences are regular sequences), 0 :M (v1, . . . ,vk−1) =
vk−1M∩ . . .∩ v1M. We show vl−1M∩ . . .∩ v1M = vl−1 · · ·v1M by another induction on l,
2 ≤ l ≤ k.
If l = 2 this is obvious. Now if l > 2 we have
vl−1M∩ . . .∩ v1M = vl−1M∩ (vl−2M∩ . . .∩ v1M) = vl−1M∩ vl−2 · · ·v1M
(∗)
= vl−1 · · ·v1M
where the induction hypothesis of the induction on k is used, i.e. that vl−1 is regular on
vl−2 · · ·v1M since l−1 ≤ k−1.
Then
0 = ˜H0(k;M) =
0 :0:M(v1,...,vk−1) vk
vk(0 :M (v1, . . . ,vk−1))
=
0 :vk−1···v1M vk
vk(vk−1 · · ·v1M)
implies that vk is vk−1 · · ·v1M-regular. Thus we proved the basis for the induction on t.
Now suppose t > 0. We decompose vi1 · · ·vir(v j1, . . . ,v jt)M in two parts. By induction
hypothesis vk is regular on vi1 · · ·vir(v j1 , . . . ,v jt−1)M and on vi1 · · ·vir v jt M. Furthermore the
induction hypothesis gives that v jt is vi1 · · ·vir(v j1 , . . . ,v jt−1)M-regular. Hence it follows
from (∗) that the intersection of the two parts is
vi1 · · ·vir(v j1, . . . ,v jt−1)M∩ vi1 · · ·virv jt M = v jt vi1 · · ·vir(v j1 , . . . ,v jt−1)M.
12 GESA K ¨AMPF AND TIM R ¨OMER
Again by induction hypothesis vk is regular on this intersection. So (∗∗) implies that
vk is regular on vi1 · · ·vir(v j1, . . . ,v jt−1)M + vi1 · · ·virv jt M = vi1 · · ·vir(v j1 , . . . ,v jt )M. This
concludes the proof of our induction on t.
Finally it remains to show that M/(v1, . . . ,vs)M 6= 0 for v1, . . . ,vs being an M-regular
sequence. To this end we prove by (a new) induction on s that (M/(v1, . . . ,vs)M)∗ ∼=
vs · · ·v1M∗. If s = 1 this follows from the exact sequence
0 −→ 0 :M v1 −→ M
·v1−→ M −→ M/v1M −→ 0
and the corresponding exact dual sequence
0 −→ (M/v1M)∗ −→ M∗
·v1−→M∗ −→ (0 :M v1)∗ −→ 0
because here (M/v1M)∗ is the kernel of the multiplication with v1 which is v1M∗ as v1 is
M∗-regular.
Now suppose s > 1 and the assertion is proved for sequences of length < s.
An induction on r similar as in the first part of the proof shows that vk is regular on
vi1 · · ·vir(v j1, . . . ,v jt )M∗ for {i1, . . . , ir, j1, . . . , jt}⊆ [s]\{k} for k = 1, . . . ,s, this time using
the decomposition
vi1 · · ·vir(v j1, . . . ,v jt )M
∗ = vi1 · · ·vir−1(v j1, . . . ,v jt )M
∗∩ vi1 · · ·vir−2vir(v j1, . . . ,v jt )M
∗.
In particular, vs is regular on vs−1 · · ·v1M∗. By the induction hypothesis (of the induc-
tion on s) we have
vs · · ·v1M∗ = vs(vs−1 · · ·v1M∗)∼= vs(M/(vs−1, . . . ,v1)M)∗.
We have already seen that vs is regular on M/(vs−1, . . . ,v1)M and hence also on its dual
(M/(vs−1, . . . ,v1)M)∗. Thus a second application of the induction hypothesis gives
vs(M/(vs−1, . . . ,v1)M)∗ ∼=
(
M/(vs−1, . . . ,v1)M
/
vs(M/(vs−1, . . . ,v1)M)
)∗
∼= (M/(vs,vs−1, . . . ,v1)M)∗.
The module M/(vs,vs−1, . . . ,v1)M is zero if and only if (M/(vs,vs−1, . . . ,v1)M)∗ is
zero. As we have just seen the latter is isomorphic to v1 · · ·vsM∗. If v1 · · ·vsM∗ were zero,
this would imply 0 = v1 · · ·vsM∗ = 0 :v1···vs−1M∗ vs = v1 · · ·vs−1M∗. Inductively we would
obtain M∗ = 0, a contradiction. This concludes the proof. 
We state a corollary which has been proved by the way in the proof of Theorem 4.3.
Corollary 4.4. Let M ∈M and v1, . . . ,vs be an M∗-regular sequence. Then
(M/(v1, . . . ,vs)M)∗ ∼= v1 · · ·vsM∗
as graded E-modules.
The relation between Cartan homology and Cartan cohomology in Proposition 2.2 pro-
vides the following corollary.
Corollary 4.5. Let M ∈ M and v = v1, . . . ,vs ∈ E1. Then the following statements are
equivalent:
(i) v1, . . . ,vs is M-regular;
(ii) H1(v;M) = 0;
(iii) Hi(v;M) = 0 for all i > 0;
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(iv) H1(v;M) = 0;
(v) H i(v;M) = 0 for all i > 0.
Proof. The equivalence of the first three conditions is stated in Proposition 2.5. An E-
module is zero if and only if its dual is zero. Thus the equality of condition (ii) and (iv)
resp. (iii) and (v) follows from Hi(v;M∗)∼= H i(v;M)∗ as seen in Proposition 2.2. 
5. MODULES WITH LINEAR INJECTIVE RESOLUTIONS
In this section we focus on E-modules having linear injective resolutions. We begin
with an example.
Example 5.1. Let ∆ be a simplicial complex on [n]. Then ∆ is Cohen-Macaulay if and
only if the face ideal J∆∗ = (eF : F 6∈ ∆∗) of the Alexander dual ∆∗ = {F ⊆ [n] : Fc 6∈ ∆}
(here Fc denotes the complement of F in [n]) has a linear projective resolution as was
shown in [2, Corollary 7.6].
This is equivalent to say that the face ring K{∆}=E/J∆ has a linear injective resolution
as it is the dual (J∆∗)∗ ∼= E/(E/J∆∗)∗ ∼= E/0 :E J∆∗ ∼= E/J∆ of J∆∗ .
If v ∈ E1 is M-regular then M has a t-linear projective resolution over E if and only
if M/vM has a t-linear resolution over E/(v). Linear injective resolutions behave more
complicated under reduction modulo regular elements.
Lemma 5.2. Let M ∈ M and v ∈ E1 be an M-regular element. Then M has a d-linear
injective resolution over E if and only if vM has a d-linear injective resolution over E/(v).
In particular, if v is E/J-regular for some graded ideal J ⊂ E, then we have that E/J
has a d-linear injective resolution over E if and only if E/(J +(v)) has a (d−1)-linear
injective resolution over E/(v).
Proof. Let
I. : 0 −→
⊕
j∈ZE(n− j)
µ0, j(M) −→
⊕
j∈ZE(n− j)
µ1, j(M) −→ . . .
be the minimal graded injective resolution of M over E. We claim that HomE(E/(v), I.)
is the minimal graded injective resolution of HomE(E/(v),M)∼= 0 :M v = vM over E/(v)
with the same ranks and degree shifts, i.e. µE/(v)i, j (vM) = µEi, j(M). From this the claim
follows.
The homology of HomE(E/(v), I.) is isomorphic to the Cartan cohomology H i(v;M)
of M with respect to v by Proposition 2.4. As v is M-regular, Corollary 4.5 implies that
H i(v;M) = 0 for i > 0. So this is indeed a resolution of HomE(E/(v),M)∼= vM.
The modules in this resolution are
HomE(E/(v),
⊕
j∈ZE(n− j)
µi, j(M)) ∼=
⊕
j∈ZHomE(E/(v),E)(n− j)
µi, j(M)
∼=
⊕
j∈Z(0 :E v)(n− j)
µi, j(M)
∼=
⊕
j∈Z(v)(n− j)
µi, j(M)
∼=
⊕
j∈ZE/(v)(n−1− j)
µi, j(M).
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Thus HomE(E/(v), I.) is an injective resolution of vM with µE/(v)i, j (vM) = µEi, j(M) (bear
in mind that E/(v) is an exterior algebra with n− 1 variables). The minimality is pre-
served because an injective resolution over E is minimal if and only if all entries in the
matrices of the maps are in the maximal ideal. This property is not touched by applying
HomE(E/(v), ·).
Now suppose M = E/J for some graded ideal J. As just proved E/J has a d-linear
injective resolution over E if and only if v(E/J) has one over E/(v). The latter module is
isomorphic to the E/(v)-module
v(E/J) =
(
J +(v)
)
/J ∼=
(
E/(v)
)/(
J +(v)/(v)
)
(−1)
where the isomorphism is induced by the homomorphism
E/(v)→
(
J+(v)/J
)
(+1), a+(v) 7→ av+ J.
Thus v(E/J) has a d-linear injective resolution if and only if (E/(v))/(J +(v)/(v)) has
a (d−1)-linear injective resolution. 
Recall that for 0 6= M ∈M the number
regM = max{ j− i : TorEi (M,K) j 6= 0}
is the regularity of M. The regularity of M is bounded by d(M) = max{i : Mi 6= 0} which
can be seen when computing TorEi (M,K) via the Cartan complex. For a graded ideal
0 6= J⊂E there is the relationship regJ = regE/J+1. Reducing modulo a regular element
v does not change the regularity because the minimal graded free resolution of M/vM over
E/(v) has the same ranks and shifts as the minimal graded free resolution of M over E.
For quotient rings with linear injective resolution there is a nice formula for the regularity.
Theorem 5.3. Let |K|= ∞ and E/J have a d-linear injective resolution. Then
regE/J +depthE/J = d.
Proof. At first assume depthE/J = 0. Then d = d(E/J) is an upper bound for regE/J
and we want to show that both numbers are equal. In [2, Theorem 5.3] it is proved that
regE/J = regE/gin(J). Thus we may assume in addition that J is strongly stable. Then
by [3, Corollary 3.2] the regularity of J is
regJ = max{deg(u) : u ∈ G(J)}.
In particular, J is a monomial ideal such that it can be seen as the face ideal of a simplicial
complex ∆, i.e. J = J∆ = (eF : F 6∈ ∆). Then we have already seen that (E/J)∗ ∼= 0 :E J =
J∆∗ is generated by all monomials eF with eFc 6∈ J (cf. Example 5.1).
From n= cxE/J+depthE/J = cxE/J = cxJ and Proposition 3.4 follows the existence
of a monomial eFen ∈ G(J). We have eFei ∈ J for all i = 1, . . . ,n because J is stable. But
then e(F∪{i})c = eFc\{i} 6∈ (E/J)∗ for all i 6∈ F . As eF 6∈ J (otherwise eF en would not be a
minimal generator), the complement eFc is in (E/J)∗ and even a minimal generator. The
ideal (E/J)∗ has an (n− d)-linear projective resolution and is thus generated in degree
n−d, so |F|= n−|Fc|= n− (n−d) = d.
This means that there exists a minimal generator of J of degree d + 1 which implies
regE/J = regJ−1 = d +1−1 = d.
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Now suppose depthE/J = s. Reducing modulo a maximal regular sequence v1, . . . ,vs
does not change the regularity, but E/J +(v1, . . . ,vs) has a (d− s)-linear injective resolu-
tion over E/(v1, . . . ,vs) by Lemma 5.2. Then reg(E/J +(v1, . . . ,vs)) = d− s and so
regE/J = reg(E/J +(v1, . . . ,vs)) = d− s = d−depthE/J.

Remark 5.4. Let |K|= ∞ and 0 6= J ⊂ E with d-linear injective resolution. By [1, Theo-
rem 3.2] we have cxE/J = n−depthE/J. As d ≤ n this proves that
regE/J ≤ cxE/J.
This inequality is even true for general quotient rings E/J. For arbitrary graded E-
modules there is no such relation between the regularity and the complexity since the
first one is changed by shifting while the other is invariant.
For a graded ideal J ⊂ E Eisenbud, Popescu and Yuzvinsky characterize in [9] the
case when both J has a linear projective and E/J a linear injective resolution over E. In
their proof they use the Bernstein-Gel’fand-Gel’fand-correspondence between resolutions
over E and resolutions over the polynomial ring in n variables. We present a (partly) more
direct proof using generic initial ideals.
Theorem 5.5. [9, Theorem 3.4] Let |K| = ∞ and 0 6= J ⊂ E be a graded ideal. Then J
and (E/J)∗ have linear projective resolutions if and only if J reduces to a power of the
maximal ideal modulo some (respectively any) maximal E/J-regular sequence of linear
forms of E.
Proof. At first we show that it is enough to consider the case depthE/J = 0. Note that the
ideal J has a linear projective resolution over E if and only if J +(v1, . . . ,vs)/(v1, . . . ,vs)
has a linear projective resolution over E/(v1, . . . ,vs). Furthermore Lemma 5.2 says that
E/J has a linear injective resolution over E if and only if the E/(v)-module E/J +(v)
has a linear injective resolution for some E/J-regular element v. Thus inductively E/J
has a linear injective resolution over E if and only if E/(J +(v1, . . . ,vs)) has one over
E/(v1, . . . ,vs). All in all we may indeed assume that depthE/J = 0.
The t-th power of the maximal ideal m= (e1, . . . ,en) has a t-linear projective resolution
because it is strongly stable and generated in one degree (cf. Lemma 3.3). For the same
reason (E/mt)∗ ∼= 0 :E mt = mn−t+1 has a linear projective resolution. Hence the “if”
direction is proved.
Now it remains to show that if J has a t-linear projective resolution, E/J has a d-linear
injective resolution and depthE/J = 0, then J =mt .
In a first step we will see that J may be replaced by its generic initial ideal. If J has a
t-linear projective resolution, its regularity is obviously t. Then by [2, Theorem 5.3] the
regularity of gin(J) is also t. As gin(J) is generated in degree ≥ t this implies that gin(J)
has a t-linear resolution as well.
Generic initial ideals and duality commute by Lemma 3.1, i.e.
gin((E/J)∗)∼= (E/gin(J))∗.
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Then a similar argument shows that E/gin(J) has a d-linear injective resolution as well.
Finally
depthE/gin(J) = depthE/J = 0
by [13, Proposition 2.3]. Altogether gin(J) satisfies the same conditions as J. Assume
that gin(J) = mt . The Hilbert series of J and gin(J) are the same which implies that in
this case J =mt as well because J ⊆mt = gin(J).
This allows us to replace J by gin(J) so in the following we assume that J is strongly
stable.
In the proof of Theorem 5.3 was proved in the same situation that there exists a minimal
generator of J of degree d +1. As J is generated in degree t, this implies d = t−1.
Finally, we will see that this equality implies J = mt . As E/J has a d-linear injective
resolution, the number d(E/J) = max{i : (E/J)i 6= 0} equals d. Then, by Proposition 3.5,
max{min(u) : u ∈ G(J)}= n−d = n− t +1.
Thus there exists a monomial u ∈ G(J) of degree t with min(u) = n− t + 1. The only
possibility for u is u = en−t+1 · · ·en. Then every monomial of degree t is in J because J is
strongly stable and this implies J =mt since J is generated in degree t. 
Let v ∈ E1. Recall that Hi(M,v) is the homology of the complex
(M,v) : . . .−→ Mi−1
·v
−→ Mi
·v
−→Mi+1 −→ . . .
In Section 6 we need the following technical result from [9].
Theorem 5.6. [9, Theorem 4.1(b)] Let M ∈M have a d-linear injective resolution. Then
Hi(M,v) = 0 for all i ∈ Z if and only if Hd(M,v) = 0.
6. ORLIK-SOLOMON ALGEBRAS
In this section we investigate homological properties of the Orlik-Solomon algebra of a
matroid. It is one example for E-modules with linear injective resolutions. We determine
the depth and the regularity of the Orlik-Solomon algebra and characterize the matroids
whose Orlik-Solomon ideal has a linear resolution. In the following the letter “M” denotes
always a matroid and never a module.
For the convenience of the reader we first collect all necessary matroid notions that
will be used in this section. They can be found in introductory books on matroids, as for
example [16] or [20].
Let M be a non-empty matroid over [n] = {1, . . . ,n}, i.e. M is a collection I of subsets
of [n], called independent sets, satisfying the following conditions:
(i) /0 ∈I .
(ii) If A ∈I and B ⊆ A, then B ∈I .
(iii) If A,B∈I and |A|< |B|, then there exists an element i∈B\A such that A∪{i}∈
I .
The subsets of [n] that are not in I are called dependent, minimal dependent sets are
called circuits. The cardinality of maximal independent sets (called bases) is constant
and denoted by r(M), the rank of M.
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On E exists a derivation ∂ : E → E of degree −1 which maps ei to 1 and obeys the
Leibniz rule
∂ (ab) = (∂a)b+(−1)degaa(∂b)
for homogeneous a ∈ E and all b ∈ E. One easily checks
∂eS = (ei1 − ei0) · · ·(eim − ei0) =
m
∑
j=0
(−1) jeS\{i j}
for S = {i0, . . . , im}. The Orlik-Solomon ideal of M is the ideal
J(M) = (∂eS : S is dependent) = (∂eC : C is a circuit).
If there is no danger of confusion we simply write J for J(M). The quotient ring E/J is
called the Orlik-Solomon algebra of M.
A circuit whose minimal element (with respect to a chosen order on [n]) is deleted
is called a broken circuit. A set that does not contain any broken circuit is called nbc.
Bjo¨rner proves in [4, Theorem 7.10.2] that the set of all nbc-sets is a K-linear basis of
E/J.
A loop is a subset {i} that is dependent. If M has a loop {i}, then ∂ei = 1 is in J and
thus E/J is zero. Quite often it is enough to consider the case that M is simple, i.e. M
has no loops and no non-trivial parallel classes. A parallel class is a maximal subset such
that any two distinct members i, j are parallel, i.e. {i, j} is a circuit.
Note that if M has no loops, a monomial eS is contained in J if and only if the set S is
dependent (see for example [4, Lemma 7.10.1]).
Example 6.1. The simplest matroids are the uniform matroids Um,n with m ≤ n. They
are matroids on [n] such that all subsets of [n] of cardinality ≤ m are independent. The
rank of Um,n is obviously m and the circuits of Um,n are all subsets of [n] of cardinality
m+ 1. Thus the Orlik-Solomon ideal Jm,n := J(Um,n) of Um,n is the ideal Jm,n = (∂eA :
A ⊂ [n], |A|= m+1). The relation
∂eS =
k
∑
j=0
(−1) j∂eS\{i j}∪{1}
for S = {i0, . . . , ik} ⊆ [n] with 1 6∈ S is easily verified by a simple computation. Then we
can rewrite the Orlik-Solomon ideal as
Jm,n = (∂eA : A ⊂ [n], |A|= m+1,1 ∈ A).
The rank of a subset X ⊆ [n] is the rank of the matroid M|X which results from restrict-
ing M on X . Then the closure operator cl is defined as
cl(X) = {i ∈ [n] : r(X ∪{i}) = r(X)}
for X ⊆ [n]. If cl(X)= X , then X is called a flat (or a closed set). The by inclusion partially
ordered set L of all flats of M is a graded lattice. On L we consider the Mo¨bius function
which can be defined recursively by
µ(X ,X) = 1 and µ(X ,Z) =− ∑
X≤Y<Z
µ(X ,Y ) if X < Z
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and the characteristic polynomial
p(L; t) = ∑
X∈L
µ( /0,X)tr(M)−r(X).
The beta-invariant β (M) of a matroid M was introduced by Crapo in [6] as
β (M) = (−1)r(M) ∑
S⊆[n]
(−1)|S|r(S) = (−1)r(M) ∑
X∈L
µ( /0,X)r(X).
The Mo¨bius function, the characteristic polynomial and the beta-invariant are consid-
ered in detail, e.g., in [22].
The direct sum of two matroids M1 and M2 on disjoint ground sets E1 and E2 is the
matroid M1⊕M2 on the ground set E1∪E2 whose independent sets are the unions of an
independent set of M1 and an independent set of M2. The circuits of M1⊕M2 are those of
M1 and those of M2. The Hilbert series of the Orlik-Solomon algebra is multiplicative on
direct sums, i.e.
H(E/J(M1⊕M2), t) = H(E/J(M1), t) ·H(E/J(M2), t).
This can be proved using the fact that the set of all nbc-sets of cardinality k is a K-basis of
(E/J)k and that the nbc-sets of M1⊕M2 are the unions of an nbc-set of M1 and an nbc-set
of M2.
On a matroid M exists the equivalence relation
x ∼ y ⇔ x = y or there is a circuit which contains both x and y.
The equivalence classes of this relation are called the connected components or, more
briefly, components of M. They are disjoint subsets of the ground set and each circuit
contains only elements of one component. If T1, . . . ,Tk are the components of M then
M = M|T1⊕·· ·⊕M|Tk. The matroid M is called connected if it has only one connected
component.
The Orlik-Solomon algebra has a linear injective resolution, which was first observed
by Eisenbud, Popescu and Yuzvinsky in [9] for Orlik-Solomon algebras defined by hy-
perplane arrangements, although their proof works for arbitrary Orlik-Solomon algebras
as well. For the convenience of the reader we present a compact proof.
Theorem 6.2. [9, Theorem 1.1] Let l = r(M) be the rank of the matroid M. Then the
Orlik-Solomon algebra E/J of M has an l-linear injective resolution.
Proof. Let Γ be the simplicial complex whose faces are the nbc-sets of M. The face ideal
of Γ is the ideal
JΓ = (eA : A 6∈ Γ) = (eA : A is a broken circuit).
This ideal is just the initial ideal in(J) of J (this is implicitly contained in the proof of [7,
Theorem 3.3]).
By [4, Theorem 7.4.3] the complex Γ is shellable and hence Cohen-Macaulay. So as
in Example 5.1 it follows that E/JΓ = E/ in(J) has a linear injective resolution. Then
Corollary 3.2 implies that E/J has a linear injective resolution, too.
Every subset of [n] of cardinality greater than l is dependent and thus every monomial
of degree greater than l is contained in J. Hence d(E/J)=max{i : (E/J)i 6= 0}≤ l. There
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exists an independent subset A ⊆ [n] of cardinality l. Then eA 6∈ J and d(E/J) = l. So
E/J has an l-linear injective resolution as was observed in Section 2. 
Next we want to determine the depth of the Orlik-Solomon algebra. We are able to find
at least one E/J-regular element if M has no loops.
Proposition 6.3. If the matroid M has no loops, then the variable ei is E/J-regular for
all i ∈ [n]. In particular, depthE/J ≥ 1.
Proof. By Theorem 5.6 and Theorem 6.2 it is enough to show that the annihilator of ei in
E/J and the ideal (e¯i) = ei(E/J) in E/J coincide in degree l.
Every set of cardinality l+1 is dependent and therefore every monomial of degree l+1
is contained in J whence (E/J)l+1 = 0. So every element in E/J of degree l is annihilated
by ei.
Now let T be an independent set of cardinality l that does not contain i. Then T ∪{i}
is dependent and thus ∂eT∪{i} ∈ J. Arrange T ∪{i} such that i is the first element. Then
in E/J there is the relation
eT = eT −∂eT∪{i} = eT − eT +(. . .)ei = (. . .)ei.
So the residue class of every monomial of degree l is in the ideal generated by ei, which
shows that the annihilator and the ideal (ei) coincide in degree l. This shows that ei is
E/J-regular and thus the depth of E/J is at least 1. 
The matroids M whose corresponding depth is exactly 1 can be characterized by their
beta-invariant β (M).
Theorem 6.4. If |K|=∞ and M has no loops, then the depth of the Orlik-Solomon algebra
E/J equals 1 if and only if β (M) 6= 0.
Proof. Theorem 4.1 shows that the depth of E/J is the maximal number s such that the
Hilbert series can be written as H(E/J, t) = (1+ t)sQ(t) for some Q(t) ∈ Z[t].
Bjo¨rner proves in [4, Corollary 7.10.3] that
H(E/J, t) = (−t)r(M)p(L;−
1
t
).
Replacing the characteristic polynomial p(L;−1t ) by its definition gives
H(E/J, t) = ∑
X∈L
µ( /0,X)(−1)r(X)tr(X).
Thus the Taylor expansion of H(E/J, t) at −1 is
H(E/J, t) = ∑
X∈L
µ( /0,X)(−1)r(X)r(X)(−1)r(X)−1(1+ t)+(1+ t)2(. . .)
= − ∑
X∈L
µ( /0,X)r(X)(1+ t)+(1+ t)2(. . .)
= (−1)r(M)−1β (M)(1+ t)+(1+ t)2(. . .).
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Now one sees that H(E/J, t) can be divided twice by 1 + t if and only if β (M) = 0.
Observe that H(E/J,−1) = 0 because 1+ t divides H(E/J, t) at least once since ei is
regular on E/J by the preceding lemma. 
Crapo [6, Theorem II] proved that M is connected if and only if β (M) 6= 0 (see also
Welsh [20, Chapter 5.2]). Thus the above result says that if M is connected, the depth of
E/J equals the number of components of M. This is true in general.
Theorem 6.5. Let |K| = ∞ and M be a loopless matroid with k components and J its
Orlik-Solomon ideal. Then depthE/J = k.
Proof. Let M1, . . . ,Mk be the matroids on the components of M, i.e. M = M1⊕ . . .⊕Mk
and let Ji = J(Mi) be the corresponding Orlik-Solomon ideals. Theorem 4.1 and Theorem
6.4 imply that their Hilbert series can be written as
H(E/Ji, t) = Qi(t) · (1+ t)
such that Qi(−1) 6= 0. The Hilbert series is multiplicative on direct sums, thus
H(E/J, t) =
k
∏
i=1
(Qi(t) · (1+ t)) = Q(t) · (1+ t)k
with Q(−1) 6= 0 and so depthE/J = k. 
For Orlik-Solomon algebras of hyperplane arrangements this result was already proved
by Eisenbud, Popescu and Yuzvinsky. In [9, Corollary 2.3] they state that the codimen-
sion of the singular variety (i.e. the set of all non-regular elements on the Orlik-Solomon
algebra) of the arrangement is the number of central factors in an irreducible decompo-
sition of the arrangement. This codimension is exactly the depth of the Orlik-Solomon
algebra as Aramova, Avramov and Herzog showed in [1, Theorem 3.1].
Remark 6.6. Let M be a loopless matroid with components T1, . . . ,Tk and Mi = M|Ti.
A “canonical” maximal regular sequence on E/J can be found as follows. For every
component Tj choose an element i j ∈ Tj. Then ei1 , . . . ,eik is an E/J-regular sequence. As
E/J +(ei1, . . . ,ei j−1) has an (l− j + 1)-linear injective resolution over E/(ei1, . . . ,ei j−1)
by Lemma 5.2, it is enough to prove that ei j is regular on E/J +(ei1, . . . ,ei j−1) in degree
l − j + 1. Let A be an independent subset of [n] \ {i1, . . . , i j−1} with |A| = l − j + 1.
Then A = S1 ∪ . . .∪ Sk with Si ⊆ Ti. The rank of M is the sum of the ranks of the Mi,
i.e. l = r(M1)+ . . .+ r(Mk). So at most j− 1 of the Si are not bases of their matroid,
which means that there exists a t ∈ {1, . . . , j} such that St ∪{it} is dependent in Mt . Then
A∪{it} is dependent in M. The same trick as in the proof of Proposition 6.3 shows that
eA ∈ J +(ei1, . . . ,ei j).
As we know now the depth, we can compute the regularity of the Orlik-Solomon alge-
bra as well.
Corollary 6.7. Let |K| = ∞ and M be a loopless matroid of rank l with k components.
The regularity of its Orlik-Solomon algebra is
regE/J = l− k.
Proof. This is just an application of Theorem 5.3. 
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Example 6.8. We consider the uniform matroids Um,n and their Orlik-Solomon ideals
Jm,n.
If m = 0 then every set is dependent. The circuits are all sets with one element, in par-
ticular they are loops. Thus U0,n has rank 0 and n components U0,1. The Orlik-Solomon
ideal is J0,n = E.
If m = n then every set is independent. There are no circuits hence Jn,n = 0. The rank
of Un,n is n and it has n components U1,1. Thus depthE/J = n and cxE/J = 0. The
regularity is regE/J = n−n = 0.
If m 6= 0,n then Um,n is connected. Thus depthE/J = 1 and cxE/J = n−1. The rank
is m hence the regularity is regE/J = m−1.
We say that an E-module has linear relations if it is generated in one degree and the
first syzygy module is generated in degree one. Thus a linear projective resolution implies
linear relations.
Theorem 6.9. Let M be a simple matroid and have no singleton components. If the Orlik-
Solomon ideal J has linear relations then M is connected.
Proof. As M is simple there exists no circuits with one or two elements, so J is generated
in degree m ≥ 2. Suppose J = (∂eCi : i = 1, . . . ,r) where C1, . . . ,Cr are circuits of M of
cardinality m+ 1. Let f1, . . . , fr be the free generators of ⊕ri=1 E(−m) such that fi is
mapped to ∂eCi in the minimal graded free resolution of J. Then the assumption says that
the kernel of this map,
U = {
r
∑
i=1
ai fi : ai ∈ E,
r
∑
i=1
ai∂eCi = 0},
is generated by elements rk = ∑ri=1 vik fi with vik ∈ E1. We may assume that the generators
rk are minimal, i.e. no sum ∑i∈I′ vik fi with I′ ( {1, . . . ,r} is in U . The support of a linear
form v = ∑nj=1 α je j with α j ∈ K is the set supp(v) = { j : α j 6= 0}.
Under this conditions we claim that for each k the elements of the circuits Ci with vik 6= 0
are in the same component of M, which we call the component of Ci, and consequently
the support of vik is in this component, too.
The monomials in ∑ri=1 vik∂eCi = 0 have the form e jeCi\{l} with l ∈Ci and j ∈ supp(vik).
Because of the structure of ∂eCi the monomials e jeCi\{l} cannot be zero for all l ∈Ci. If it
is not zero, then there exists Cp, q ∈Cp and t ∈ supp(vpk) such that
{ j}∪Ci \{l}= {t}∪Cp \{q}.
As Ci and Cp have at least three elements, it follows that their intersection is not empty.
This means that their elements are both in the same component of M. Then the minimality
of rk implies that all elements of circuits Ci with vik 6= 0 belong to the same component.
Every j ∈ supp(vik) must belong to some circuit Cp with vpk 6= 0, otherwise we see that
e j ∑
{i: j∈supp(vik)}
αi jk∂eCi = 0
when vik = ∑nj=1 αi jke j. This implies ∑{i: j∈supp(vik)}αi jk∂eCi ∈ (e j) and thus this sum
equals zero. But this is not possible by our assumption on U . Hence all indices of the
support of vik belong to the same component of M as the elements of the circuits Ci.
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If M is not connected and has no singleton components, there exists at least two com-
ponents and thus two circuits Ci and C j whose intersection is empty. There is a trivial
relation of degree 2m between the generators corresponding to these two circuits, namely
∂eCl f j±∂eC j fl. This relation has a representation
∂eCl f j±∂eC j fl = ∑
k
gkrk = ∑
k
r
∑
i=1
gkvik fi
where gk ∈ Em−1. Then
∂eCl = ∑
k
gkv jk
since the fi are free generators. Each monomial in the sum on the right side has a variable
whose index is in the support of v jk. As shown above this support is contained in the
component of C j. Thus Cl contains elements of the component of C j which implies that
both circuits belong to the same component, a contradiction to the choice of Cl and C j. 
Finally we classify all Orlik-Solomon ideals with linear projective resolutions. Only
joining or removing “superfluous” variables has no effect on the linearity of J. This oper-
ation can be expressed using the direct sum of matroids. A singleton {i} is a component
of a (loopless) matroid M if and only if it is contained in no circuit, or equivalently, is
contained in each base. In this case i is called a coloop. The matroid on {i} is U1,1 if
i is a coloop, so we can write M = M′⊕U1,1 with M′ = M|[n]\{i}. Let E ′ = E/(ei) and
J′ the Orlik-Solomon ideal of M′ in E ′. Then ei is E/J-regular and J = J′E has a linear
resolution if and only if J′ has one. By iterating this procedure we can split up M in the
direct sum of a matroid M′ which has no singleton components and a copy of U f , f where
f is the number of coloops of M (note that U f−1, f−1⊕U1,1 = U f , f ). Then J(M′) has a
linear resolution if and only if J(M) has one.
Theorem 6.10. Let |K|= ∞ and M be a matroid on [n]. The Orlik-Solomon ideal J of M
has an m-linear projective resolution if and only if M satisfies one of the following three
conditions:
(i) M has a loop and m = 0.
(ii) M has no loops, but non-trivial parallel classes, m = 1 and M = U1,n1 ⊕ ·· ·⊕
U1,nk ⊕U f , f for some k, f ≥ 0.
(iii) M is simple and M =Um,n− f ⊕U f , f for some 0 ≤ f ≤ n.
Proof. First of all we will see that if M satisfies one of the three conditions then J has a
linear projective resolution:
(i) If M has a loop {i}, then ∂ei = 1 ∈ J so J is the whole ring E which has a linear
resolution.
If M satisfies (ii) then the circuits of M are the circuits of the U1,ni . Thus all circuits of
M have cardinality two which means that J is generated by linear forms v1, . . . ,vs and has
the Cartan complex C.(v1, . . . ,vs;E) as a linear resolution.
(iii) Following the remark preceding this theorem we may assume that M has no single-
ton components, so we have M =Um,n. If m = 0 or m = n then the Orlik-Solomon ideal
is E or zero and has a linear resolution. By Example 6.8 the matroid Um,n is connected if
m 6= 0,n. Hence it follows from Theorem 6.4 that depthE/J = 1. By Proposition 6.3 the
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variable e1 is E/J-regular. The Orlik-Solomon ideal J = Jm,n = (∂eA : |A|= m+1,1∈ A)
of Um,n was computed in Example 6.1. Then J +(e1) = (eA : |A| = m)+ (e1) and thus J
reduces modulo e1 to the m-th power of the maximal ideal in the exterior algebra E/(e1)
and hence has a linear projective resolution by Theorem 5.5.
Now let J have an m-linear projective resolution. If M has a loop, then this is a circuit
of cardinality one whence m = 0. Thus M satisfies (i).
Now we consider the case that M is simple. As above we assume that M has no sin-
gleton components. So we have to show that M = Um,n. Theorem 6.9 implies that M is
connected. Then depthE/J = 1 by Theorem 6.4 and e1 is a maximal regular sequence on
E/J by Proposition 6.3. Reducing J modulo (e1) gives the m-th power of the maximal
ideal of the exterior algebra E/(e1) by Theorem 5.5.
Let A⊆ [n] with 1∈ A, |A|= m+1 and let A′ = A\{1}. The degree of the residue class
of eA′ in E/(e1) is m and so eA′ ∈ J+(e1)/(e1). Thus there exists a representation
eA′ = f +ge1 f ∈ J,g ∈ E.
Then
eA =±eA′e1 =± f e1 ∈ J
which is the case if and only if A is dependent. So every subset of cardinality m+ 1
containing 1 is dependent. An analogous argument for i > 1 shows that every subset of
cardinality m+1 is dependent. No subset of cardinality ≤ m is dependent because J j = 0
for j < m. Thus we conclude M =Um,n.
Finally we assume that M has no loops or singleton components, but non-trivial parallel
classes. Then there exists at least one circuit with two elements. As J is generated in
degree m this implies m = 1. Let J1, . . . ,Jk be the Orlik-Solomon ideals of the components
M1, . . . ,Mk of M, i.e. J = J1 + . . .+ Jk. Each J j is generated by linear forms, because
no ∂eC with C of one component can be represented by elements ∂eCi with Ci of other
components. Ideals generated by linear forms have the Cartan complex with respect to
these linear forms as minimal graded free resolution and this is a linear resolution. Thus J j
has a linear resolution. It is the Orlik-Solomon ideal of the connected loopless matroid M j.
Following the argumentation in the preceding paragraph for simple matroids this implies
M j =U1,n j with n j the cardinality of the j-th component of M and M =
⊕k
j=1U1,n j . 
Since the powers of the maximal ideal of E are strongly stable, their minimal resolu-
tion and especially their Betti numbers are known from [3]. Also Eisenbud, Fløystad and
Schreyer give in [10, Section 5] an explicit description of the minimal graded free reso-
lution of the power of the maximal ideal using Schur functors. Their result gave the hint
how a “nicer” formula of the Betti numbers could look like.
Proposition 6.11. The graded Betti numbers of mt are
βi,i+t(mt) =
(
n+ i
t + i
)(
t + i−1
i
)
and βi,i+ j(mt) = 0 for j 6= t.
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Proof. There are (k−1t−1) monomials of degree t whose highest supporting variable is ek,
i.e. mk(mt) = |{u ∈ G(mt) : max(u) = k}|=
(k−1
t−1
)
. Hence by Lemma 3.3 we obtain
βi,i+t(mt) =
n
∑
k=t
mk(m
t)
(
k+ i−1
k−1
)
=
n
∑
k=t
(
k−1
t−1
)(
k+ i−1
k−1
)
.
That this sums equals
(
n+i
t+i
)(t+i−1
i
)
can be seen by an induction on n, where the induction
step from n to n+1 is the following:
n+1
∑
k=t
(
k−1
t−1
)(
k+ i−1
k−1
)
=
(
n+ i
t + i
)(
t + i−1
i
)
+
(
n
t−1
)(
n+ i
n
)
=
((
n+ i+1
t + i
)
−
(
n+ i
t + i−1
))(
t + i−1
i
)
+
(
n
t−1
)(
n+ i
n
)
=
(
n+ i+1
t + i
)(
t + i−1
i
)
.

Now we obtain:
Theorem 6.12. Let M be a matroid and J = J(M) be its Orlik-Solomon ideal.
(i) If M =Um,n− f ⊕U f , f for some f ≥ 0, then
β Ei (J) =
(
n− f −1+ i
m+ i
)(
m+ i−1
i
)
.
(ii) If M =U1,n1 ⊕·· ·⊕U1,nk ⊕U f , f for some k, f ≥ 0, n = f +∑ki=1 ni, then
β Ei (J) =
(
n− f − k+ i
i+1
)
.
Proof. Observe that reducing modulo a regular sequence does not change the Betti num-
bers so the Betti numbers of mm give the Betti numbers of Jm,n.
(i) The Betti numbers of J are the same as the Betti numbers of the m-th power of the
maximal ideal in the exterior algebra E on n− f −1 variables:
β Ei (J) = β Ei (mm) =
(
n− f −1+ i
m+ i
)(
m+ i−1
i
)
.
(ii) In this case J reduces to the maximal ideal in the exterior algebra on n− f − k
variables because for each component U1,ni one reduces modulo one variable as in Remark
6.6. 
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7. EXAMPLES
In this section we study some examples of matroids with small rank or small number
of elements.
Oxley enumerates in [16, Table 1.1] all non-isomorphic matroids with three or fewer
elements. The only loopless matroids among them are the uniform matroids U1,1, U1,2,
U2,2, U1,3, U2,3 and U3,3. Their depth, complexity and regularity were already computed
in Example 6.8.
Now we turn to matroids defined by central hyperplane arrangements in Cl with l ≤ 3.
The arrangement is called central if the common intersection of all hyperplanes is not
empty. A set of t hyperplanes defines an independent set if and only if their intersection
has codimension t. Thus every two hyperplanes in a central arrangement define an inde-
pendent set and so the matroids defined by central hyperplane arrangements are simple.
In C1 the only central hyperplane arrangement consists of a single point, thus the un-
derlying matroid is U1,1.
In C2 a central hyperplane arrangement consists of n lines through the origin. The
underlying matroid is U2,n if n ≥ 2 and U1,1 if n = 1.
In C3 central hyperplane arrangement define various matroids. One single hyperplane
defines a U1,1, two hyperplanes a U2,2. Three hyperplanes intersecting in a point give a
U3,3, if their intersection is a line then the underlying matroid is U2,3. More generally
n hyperplanes through a line define the matroid U2,n. Such an arrangement is called a
pencil. For the first time one obtains a matroid that is not uniform with four hyperplanes
taking three hyperplanes intersecting in a line and a fourth in general position, i.e. the
intersection of the fourth with every two others is a point. The underlying matroid has
two components, one containing the first three hyperplanes and one singleton component
for the fourth hyperplane. It is the matroid U2,3⊕U1,1. Such an arrangement is an example
for a near pencil. For simplicity we define the notions of pencil and near pencil in terms
of their underlying matroid.
Definition 7.1. A central arrangement of n ≥ 3 hyperplanes is called
(i) a pencil if its underlying matroid is U2,n.
(ii) a near pencil if its underlying matroid is U2,n−1⊕U1,1.
In abuse of notation we also call the matroid U2,n a pencil and U2,n−1 ⊕U1,1 a near
pencil.
A matroid defined by n hyperplanes in C3 is a simple matroid of rank 3 unless it is not
a pencil which has rank 2. We classify all simple rank 3 matroids by their connectedness.
Then we determine their homological invariants depth, complexity and regularity.
It is well-known that a near pencil is the unique reducible central hyperplane arrange-
ment in C3; we present a homological proof for this fact.
Theorem 7.2. Let M be a simple matroid of rank 3. Then M is connected if and only if it
is not a near pencil.
Proof. Note that n ≥ 3 since M has rank 3. If M = U2,n−1⊕U1,1 is a near pencil, it has
two components if n > 3 and three components if n = 3. Thus is it not connected in any
case.
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Suppose that M has k components with k > 1 and let J be its Orlik-Solomon ideal. It
is zero if and only if all subsets are independent. Then r(M) = 3 implies that M = U3,3
is a near pencil. So from now on we assume J 6= 0. Since M is simple, J is generated in
degree ≥ 2 and thus regJ ≥ 2. Theorem 6.5 and Corollary 6.7 imply that
regJ = regE/J +1 = 3− k+1 = 4− k ≤ 2.
Thus the regularity of J is exactly 2 and k = 2. Then J has a 2-linear resolution and we
may apply Theorem 6.10 which says that M = Um,n−i⊕Ui,i for some 0 ≤ m, i ≤ n. We
may assume m < n− i otherwise M is U3,3 and has three components. Since M is simple,
m must be at least 2. Then 3 = r(M) = m+ i so i can only take the values 0 or 1. If i = 0
then M = U3,n has one or three (if n = 3) components, so this case cannot occur. Hence
i = 1 and M =U2,n−1⊕U1,1 is a near pencil. 
In the following table we have collected the homological invariants investigated in this
paper of all simple matroids of rank 3 which are given by the above Theorem 7.2, using
[1, Theorem 3.2], Theorem 6.5 and Corollary 6.7. It is a generalization of Proposition 4.6
of Schenck and Suciu in [19], even including the special case n = 3.
depthE/J cxE/J regE/J
no near pencil 1 n−1 2
near pencil, n > 3 2 n−2 1
near pencil, n = 3 3 0 0
The number of simple rank 3 matroids is e.g. determined in [8]. If n = 4 there exist only
two simple rank 3 matroids, namely U3,4 and U2,3 ⊕U1,1. If n = 5 there exist 4 simple
rank 3 matroids, U3,5, U2,4⊕U1,1 and two further which cannot be expressed as sum of
uniform matroids since they must be connected by Theorem 7.2. One is the underlying
matroid of an arrangement of five hyperplanes, three intersecting in a line and two in
general position to each other and to the first three hyperplanes. The matroid has only one
circuit with three elements corresponding to the first three hyperplanes and three circuits
with four elements. The arrangement of five hyperplanes defining the second matroid
has twice three hyperplanes intersecting in a line. The matroid has two circuits with three
elements corresponding to these triples, and one circuit with four elements, not containing
the element in the intersection of the other circuits.
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