This paper extends the recent literature about global macroeconomic modelling by allowing the presence of a globally dominant economy. Our contribution is both theoretical and empirical. From a theoretical standpoint, we follow 2012) to derive the GVAR approach as an approximation to two Infinite-Dimensional VAR (IVAR) models featuring nonstationary variables: one corresponding to the world consisting of several small open economies (benchmark model), and one corresponding to the world featuring a dominant economy (extended model). It is established that in the presence of a dominant economy, restrictions implied by the asymptotic analysis of a system without a dominant economy are no longer valid. The theoretical framework is then brought to the data by estimating both versions of the GVAR model featuring 33 countries for the period 1979(Q2)-2003(Q4). We found some support for the extended version of the GVAR model, allowing the US to be the dominant player in the world economy.
Introduction
Macroeconomic modelling in a globalized world is a challenging area of research. Individual economies are interdependent with one another and thus all macroeconomic variables in the global economy are jointly determined. The time span of available data, however, is nowhere near large enough to consider scores of advanced economies, each featuring several key macroeconomic indicators, in a single unrestricted VAR due to 'curse of dimensionality'.
One possible method of controlling the proliferation of parameters is found within the context of Bayesian estimation where an unrestricted VAR is combined with Bayesian priors (Canova and Ciccarelli, 2007, among others) . A more common practice in the literature to overcome the curse of dimensionality is to impose restrictions directly on the parameters of the model. In particular, all foreign economies are typically approximated by one representative economy constructed as a (trade-)weighted average of foreign economies. Such 'rest of the world' aggregate variables are generally referred to as 'star' variables and typically treated as exogenous to the home economy. This modelling approach is labelled in the literature as 'small open economy'framework (see Schmitt-Grohe and Uribe, 2003) . Examples include macroeconometric modelling of a single open economy (for instance Adolfson et al., 2007 , provide an application for the Euro area), equilibrium real exchange rate modeling (e.g. Bussière et al., 2010) , or the recently introduced coherent framework for modelling international linkages known as GVAR, originally developed by Pesaran, Schuermann, and Weiner (PSW 2004, with discussion) . 1 PSW estimate individual country VARX models, each featuring domestic endogenous variables and weakly exogenous foreign star variables, and then combine them in a single global VAR (GVAR) featuring all variables in the panel.
Until recently, little justi…cation has been given in the literature for the above mentioned conventional restrictions that empirical researchers typically impose in applied macroeconomic modelling, besides referring to the home economy as small and open. Chudik and Straub (2011) demonstrate within the context of an N -country Dynamic Stochastic General Equilibrium (DSGE) model that such a modelling strategy is asymptotically (as N becomes large) justi…ed only if no country is locally or globally dominant. 2 This paper departs from existing empirical literature by allowing for the presence of a globally dominant economy. 3 Following 2012) , we control the proliferation of parameters by imposing restrictions that are binding in the limit as N ! 1 and we derive the GVAR model as an approximation to an in…nite-dimensional VAR (IVAR) where all variables in the global economy 1 The GVAR approach is capable of capturing cointegration within as well as across countries. It has been used to analyse credit risk in and . An extended and updated version of the GVAR by , which treats the Euro area as a single unit, was used by Pesaran, Smith, and Smith (2007) to evaluate the UK and the Sweden entry into the Euro. Further developments of a global modelling approach are provided in Pesaran and Smith (2006) . Garratt et al. (2006) provide a textbook treatment of the GVAR. 2 The concept of local and global dominance within the context of an N -country DSGE model is de…ned according to the orders of magnitude of the individual elements of export and import share matrices. See Chudik and Straub (2011) for details. The international trade ‡ows in theoretical models depend on various factors such as the size and position of individual economies in the world, preferences, degree of international specialization etc.
3 Shocks originating in US are viewed possibly as a global shocks in version of GVAR, where the dominant role of US economy is con…ned to endogenous determination of oil prices in the US model and to exclusion of US-speci…c star variables that did not pass weak exogeneity tests from the US VARX model. are integrated of order one and determined endogenously. Two IVAR models are considered. The …rst corresponds to a world consisting of several small, open economies. Macroeconomic variables in this model are cross sectionally weakly dependent once conditioned on unobserved and observed common factors such as technological progress, oil prices, etc. 4 An idiosyncratic shock to any economy is not a common factor. This means that strong cross section dependence, as de…ned by Chudik, Pesaran, and Tosetti (2011) , is not due to the in ‡uence of a particular country. The second IVAR model corresponds to a world consisting of one dominant economy and several small open economies. This paper shows that in the presence of a dominant economy, data shrinkage (restrictions) implied by the asymptotic analysis of a system without a dominant economy are no longer valid. In particular, individual country models need to be augmented by variables of the dominant economy. This suggestion is explored in the empirical section of the paper.
Two versions of the GVAR model featuring real output, short term interest rates, in ‡ation, real price of oil and exchange rate variables are estimated. Firstly, the benchmark GVAR model (BM) closely follows Dées et al. (DdPS, 2007) in which the country speci…c foreign variables, besides the oil price, are cross sectional weighted averages of domestic variables in the rest of the countries (star variables). The second GVAR model, also referred to as the extended GVAR model (EM), relaxes the restrictions imposed in the BM, and adds US variables to the set of foreign variables in the individual country models. This is in line with the US being treated as the globally dominant economy. The global dominance of the US implies that idiosyncratic shocks to the US economy have a non-negligible impact on potentially any country in the world while the impact of a small economy on the US is negligible. Thus, US variables e¤ectively become dynamic common factors for other economies.
Empirical evidence is presented in support of relaxing the restrictions in the BM. The fraction of additional foreign US variables that have signi…cant impact elasticity (contemporaneous e¤ect) on the domestic counterpart in non-US country models is well above the nominal level of the tests. The dynamic properties of the two GVAR models are then compared by means of persistence pro…les of a system wide shock to the cointegrating relationships and by means of generalized impulse response functions (GIRFs). We …nd that bootstrap con…dence intervals for constructed GIRFs in the EM are, in the majority of cases, smaller than those in the BM. The choice of the appropriate GVAR model by allowing the US to be the dominant economy can be of major importance when assessing the magnitude of international economic linkages. For example in the case of negative 20bp shock to the US short term interest rate, we observe a signi…cant response of Euro area short term interest rate in the EM (12bp decline in one year) whereas the response of Euro area short term interest rate in the BM is only 2bp and statistically insigni…cant beyond the …rst quarter.
The remainder of the paper is organized as follows. The next section describes the connection between IVAR models, equilibrium solution of DSGE models and the nature of the imposed restrictions. In Section 3 a nonstationary GVAR model is derived as an approximation to an in…nite-dimensional VAR model, both considering and excluding the presence of a dominant economy.
Section 4 brie ‡y discusses the asymptotic irrelevance of weights in stationary and non-stationary systems. The two versions of the GVAR model, BM and EM, are presented in Section 5. The …nal section o¤ers some concluding remarks.
A brief word on notation: kAk c denotes the maximum absolute column sum matrix norm of A 2 M n n , where M n n is the space of real-entried n n matrices. kAk r is the absolute rowsum matrix norm of matrix A. 5 kAk = p % (A 0 A) is the spectral norm of matrix A; % (A) is the spectral radius of A. Asymptotics N; T ! 1 jointly are denoted by N; T j ! 1. a n = O(b n ) states the deterministic sequence a n is at most of order b n . Symbol q:m:
! represents the convergence in quadratic mean.
2 In…nite-Dimensional VAR as an Equilibrium Solution of N -country
DSGE Models
DSGE models are becoming increasingly in ‡uential in contemporary macroeconomic policy making.
These models are highly nonlinear in nature and therefore approximate solution techniques are employed to solve for equilibrium. The most common solution method of DSGE models is loglinearization around a steady state, which allows to characterize the equilibrium by a system of linear rational expectation equations. As it is discussed for example in Binder and Pesaran (1997) , solution to a system of linear rational expectation equations takes form of a VAR model, in general.
Hence the log-linear approximation to the equilibrium of a DSGE model is in essence a VAR model, such as the following reduced form system (abstracting from deterministic terms).
where
are k k dimensional matrices of coe¢ cients, k is the number of endogenous variables and t is a vector of error terms.
In the closed economy models, a small number of key macroeconomic variables can be reliably estimated in a VAR. Owing to the mentioned curse of dimensionality, this is no longer true for multicountry models, where the dimension of x t is considerably larger. In a multicountry set-up, the solution of DSGE models is not easily tractable and models are typically calibrated. Examples include SIGMA multicountry model of Federal Reserve Board (Erceg, Guerrieri, and Gust, 2006) , or the GEM model developed by International Monetary Fund (see Pesenti, 2003, and Bayoumi et al., 2004 ).
How to model a large set of endogenously determined variables without relying too much on a particular theoretical macroeconomic structure? This is most probably the fundamental problem in applied global macroeconomic modelling. Some restrictions must be imposed for the analysis of large systems. Bayesian estimations, where priors could come from a theoretical DSGE model were mentioned as one possibility. This paper follows another, novel approach, developed by Chudik and 5 Maximum absolute column sum matrix norm and the maximum absolute row sum matrix norm are sometimes denoted in the literature as k k 1 and k k 1 , respectively. , who propose restrictions that are binding in the limit, as the number of endogenous variables approaches in…nity.
The …rst analyzed IVAR model in the next section assumes that coe¢ cients corresponding to the foreign economies in the individual equations of the system (1) are of order O N 1 , where N denotes to the number of economies (excluding US). Such order restrictions are justi…ed within the context of a micro-founded multicountry DSGE model by Chudik and Straub (2011) 
GVAR as an Approximation to an In…nite-Dimensional VAR
Suppose there are N + 1 countries indexed by i = 0; 1; 2; :::; N and k i 1 endogenous variables belonging to country i, indexed by s = 1; 2; :::; k i . 7 Let x ist denote variable s of country i in period t 2 f1; 2; ::; T g so that the country speci…c endogenous variables are given by vector x it = (x i1t ; x i2t ; :::; x ik i t ) 0 . The k 1 dimensional vector x t = (x 0 0t ; x 0 1t ; :::; x 0 N t ) 0 collects the endogenous variables of all countries, where k = P N i=0 k i denotes the total number of endogenous variables. Suppose that x t is generated according to the following extended version of VAR model (1). sectionally independent vector of country e¤ects. This paper refers to model (2) also as an in…nite-dimensional VAR, when the number of variables, k, is relatively large. Country-speci…c equations in the VAR model given by (2) can be written as
6 Note that it is not only the relative size of economies for the 'small open economy framework' to be justi…ed asymptotically as an approximation to N -country model, which treats all countries endogenously, but, more importantly, the order of magnitude of the individual coe¢ cients of export and import share matrices is the key. Chudik and Straub (2011) provides details. 7 We start indexing countries with 0 in order to be compatible with the notation used in other GVAR articles in the literature.
where [ ij (L)], i; j 2 f0; 1; ::; N g, represent partitioning of (L) into polynomials in k i k j but serially correlated country speci…c e¤ects jt . VAR model (2) with further restrictions on coe¢ cient matrices and without the unobserved common factors has been analyzed by Binder, Hsiao, and Pesaran (2005) for the large N and small T case. The focus of this paper is solely on large N and large T panels and on endogenous variables integrated of order one, I (1) for short. This is accomplished by introducing the unit root properties in the unobserved processes f t and t , and, for the simplicity of exposition, all roots of j (L)j = 0 are assumed to lie outside the unit circle.
System (2) models deviations of endogenous variables from common factors f t and deterministic terms in a VAR model. Alternatively, unobserved common factors could be introduced in the residuals. Consider the following alternative data generating process (DGP)
where # t is k 1 dimensional vector of error terms, given by
g t is m g 1 vector of unobserved common factors, and g is k m g dimensional matrix of factor loadings. 8 While it appears to be more conventional in the econometrics of panel data to introduce the unobserved common factors in the residuals, the choice between models (2) and (4) is to some extent arbitrary. Appendix B shows that models (4) and (2) are approximately the same models, but with possibly di¤erent numbers of unobserved common factors. Therefore focusing solely on either of the models bears no loss of generality, having treated the number of unobserved common factors as unknown. Hereafter, the focus will be solely on model (2), which is analytically more convenient. As it will become clear in what follows, this is because under certain assumptions about the coe¢ cient matrices f `g p =1 and D, cross-sectional averages of the right hand side of (2) converge in quadratic mean to zero as N ! 1 and the unobserved common factors f t can be approximated by cross-sectional averages of the endogenous variables x t . A similar idea has been explored for the purpose of estimation and inference in large heterogenous panels with multifactor error structure by Pesaran (2006) .
Derivation of the GVAR in a World With Many Small Open Economies
Assume x t is generated according to VAR model (2). In addition let m f k < 1, where integer k does not depend on N , and let W i = (W i0 ; W i1 ; :::; W iN ) 0 be any pre-determined k k dimensional matrix of weights satisfying the following granularity conditions
De…ne the following country speci…c vector of weighted averages
One possible example of W i is the matrix of weights de…ning cross-sectional averages. 9 The following assumptions on VAR model (2) are postulated. 
for any i 2 f0; 1; ::; N g. Furthermore,
9 It is not required that Wii = 0 for convergence results presented in this section. Weights used in the estimation, however, satisfy also requirement Wii = 0 for i 2 f0; ::; N g.
where R`, for`= 0; 1; 2; :::, is top-left k k submatrix of the matrix `, 10
ASSUMPTION 2 The common factors f t and country-speci…c e¤ ects f it g follow the processes
where the polynomials
are absolute summable, (L) and i (L) are invertible, and the variance of f t and it is uniformly bounded in N , in particular
ASSUMPTION 3 Let y t x t 0 1 t f f t and u t D t . De…ne set S f2 p; :::; 1; 0g for p 2 and S ; for p = 1. It is assumed that
for`2 S, and y 1 p is independently distributed from y`for`2 S and from t for any t 2 1 0 Alternatively, matrices R`satisfy
with starting values R0 = I k , and R`= 0 k for`< 0.
f1; ::; T g.
ASSUMPTION 4
Matrix f i has full column rank.
Remark 1 Assumption 1 allows for a general pattern of weak cross-sectional dependence of u t (including any form of commonly used spatial dependence in the literature, see Chudik, Pesaran, and Tosetti, 2011) , but excludes additional common factors besides the vector f t .
Remark 2 Condition (13) of Assumption 1 implies that all roots of j (L)j = 0 lie outside the unit circle and a point on the unit circle is not a limit point of the sequence of roots of j (L)j = 0
Remark 3 Assumptions 1, 2 and Assumption 3 on starting values imply that endogenous variables are I (1).
Remark 4 Assumption 4 is required for approximation of unobserved common factors f t by a linear combination of observed cross sectional averages x it and deterministic terms.
can be written as
Starting values y 1 p are cross sectionally weakly dependent (see Proposition 2.1 of Chudik, Pesaran, and Tosetti, 2011) and distributed with mean 0 under Assumption 3. Therefore it follows that
as N ! 1, for any weight matrix W i satisfying condition (6) only. 11
Lemma 1 Consider model (2) and let Assumptions 1-3 hold. Then for any weight matrix W i satisfying condition (6) only,
where 1 t T , y i`= P N j=0 W ij y j`a nd y j`i s de…ned in Assumption 3.
1 1 Using the Rayleigh-Ritz theorem (see Horn and Johnson, 1985, 1985, p. 176) ,
where % ( 1 p) = O (1) by condition (21) of Assumption 3. Self-adjoint and submultiplicative properties of the spectral norm establish that kW
Proof of Lemma 1 is relegated to Appendix.
Lemma 1 and equation (25) imply that for any increasing integer value function T (N ) :
the following equality holds
Since also E (y it ) = 0, we say that
uniformly in t 2 f1; 2; :::; T (N )g as N; T j ! 1, such that T =N ! 0, or as N ! 1 followed by T ! 1. Equation (28) establishes that it is possible to approximate the unobserved common factors f t by a linear combination of fx it ; 1; tg if also Assumption 4 holds. 12 Multiplying the equation (28) by matrix
f i from the left yields
uniformly in t under the same asymptotics. Equation (30) holds for any weights W i satisfying granularity condition (6) only. Notice that under Assumption 1, matrices f `; i g p =1 satisfy the following inequality, see Bernstein (2005, p. 369, Fact 9.8.15) .
where 
uniformly in t as N; T j ! 1, such that T =N ! 0 (or under the sequential asymptotics N ! 1 followed by T ! 1), and the country-speci…c equation (3) reduces to
uniformly in t under the same asymptotics. The process u it = P N j=0 D ij jt is a stationary weakly cross-sectionally dependent process. Using the Wold decomposition theorem, u it can be written as
where it is serially uncorrelated, but in general weakly cross-sectionally dependent. Using the following approximation
individual VAR models are obtained as
Country-speci…c models (36) with common factors proxied by (30) with x it entering as weakly exogenous can be estimated separately by techniques developed by Harbo et al. (1998) and Pesaran, Shin, and Smith (2000) . 13 After the individual VARX models are estimated, they can be combined in a GVAR model featuring all endogenous variables. This idea was originally introduced by PSW.
Derivation of a GVAR Model Featuring a Dominant Economy
This section derives GVAR as an approximation to the in…nite dimensional VAR model (2) with country 0 being dominant. For clarity of exposition and in order to focus on the implication of a dominant country, it is assumed without loss of generality that p = 1. Furthermore,
has full column rank for any i 2 f0; 1; :::; N g.
Remark 5
Under Assumption 5 all roots of (L) = I k L lie outside the unit circle and no point on the unit circle is a limit point of the sequence of eigenvalues of as N ! 1. Note also that under Assumption 5 k k c = O (N ). As discussed in Chudik and Pesaran (2012) , the presence of a dominant column in the matrix implies fy it g is cross sectionally strongly dependent.
Remark 6 Assumptions 2, 3 and 5 imply
Multiplying VAR model (2) by W 0 i from the left and taking the …rst di¤erences under Assumptions 2, 3 and 5 yields
But
! 0 as N ! 1 by Lemma 3 in the Appendix. Hence
as
Similarly, we have by Lemma 3,
For simplicity of exposition, the focus of this subsection is on the convergence at the point in time t, and N ! 1. Equations (42) and (43), assuming Assumption 6 also holds, establish "
Equation (44) has two important implications. First, it establishes that the unobserved common factor f t and the dynamic common factor 0t can be approximated using fx 0t ; x it g, their lags, and deterministic terms. Assuming
it follows from (44) that
Observe that the set of (dynamic) common factors ff t ; 0t g can be successfully approximated only if M i has full column rank (i.e. Assumption 6 holds). The number of unobserved common factors in f t not exceeding the number of star variables, m f k , is therefore a necessary condition for Assumption 6 to hold. In the case where m f > k , the country-speci…c models cannot be consistently estimated from the VARX models developed below. The second implication of result (44) is that the variables corresponding to the dominant group, x 0t and x 0t , are generally endogenously determined. Rewriting (44) for i = 0 yields a model for the dominant country given by
Equations for the remaining countries are now easily derived. Taking …rst di¤erences of the country-speci…c equations (3) yields
Lemma 3 implies 
as N ! 1, where the second result follows from Lemma 3 by noting that
as N ! 1, since
where kV ar ( t )k r max i kV ar ( it )k r = O (1) by Assumption 2, and E D 0
as N ! 1, where
Using (47), the unobserved vector of innovations for the common factors, v 0 0t ; v 0
, can be approximated by observable variables x 0t , x it , their lags and deterministic terms. Substituting (47) into (54) and assuming
the following country-speci…c VARX models are obtained for i > 0,
Country-speci…c models (57) for i = 1; ::; N and the model (48) for a dominant country can be consistently estimated separately. Observe that there are k endogenous variables, but k + k equations given in (57) and (48). Therefore, in order to construct a GVAR model featuring k endogenous variables in a coherent manner for the purpose of forecasting or impulse-response analysis, the conditional model for x 0t from (48) can be combined with country models (57) to form a GVAR model featuring all endogenous variables.
The main implications for empirical modelling are summarized as follows. In the presence of a dominant country 0, individual models for countries i > 0 need to be augmented by star variables
x it as well as variables x 0t . The model for dominant economy i = 0 is a separate model and, without further restrictions, x 0t should generally be treated endogenously with x 0t .
Dimensions of the Panel and Asymptotic Irrelevance of Weights
The selection of country-speci…c weights W i de…ned in Section 3.1, as well as weights used in the analysis of stationary in…nite-dimensional VAR models in , are asymptotically irrelevant under the proper relative rates of convergence for N and T dimensions of the panel as long as they satisfy the stated minimal requirements.
In the case of stationary systems, any joint or sequential convergence for N; T ! 1 could be assumed for de-coupling of a group from the system (uniformly in t 2 f1; 2; ::; T (N )g), once conditioned on all common factors. This is because for any weakly dependent stationary process t with zero mean, absolute summable autocovariances, and
where kWk 2 = O N 1 by granularity condition (6). Equation (58) implies 14
for any increasing integer-valued function T (N ). For the purpose of estimation and inference in stationary IVARs, show that the relevant asymptotics are T; N j ! 1
with T =N ! < 1. This means that the time dimension should not go to in…nity at a faster rate than the number of groups. Theoretical results developed in are thus suitable for balanced panels, or for panels where N is large relative to T , and T is not very small. in Section 3.1 in order to approximate the unobserved factors f t (uniformly in t) using observable averages. Again, the intuition is simple. For any cross-sectionally weakly dependent I (1) process
which proves that
for any increasing integer-valued function T (N ) satisfying
That is, if joint asymptotics N; T j ! 1 are considered (T ! 1 is needed for consistent estimation), then T =N ! 0 for equation (61) Since the group dimension (number of countries) needs to be large relative to the time dimension of the panel in the case of I (1) variables (as opposed to stationary variables) for the above uniform convergence results to hold, it is in general more likely that a purely ad-hoc selection of weights is an empirically irrelevant issue in the context of modelling stationary systems (as opposed to nonstationary systems). 15 On the other hand, the main disadvantage of modelling variables that have been transformed to induce stationarity is the potential bias resulting from the omitted errorcorrection terms.
Economic theory does not have a unique answer regarding the selection of weights. For example, the cointegrating vector for relative prices and relative productivities across multiple economies typically depends on the joint assumptions of the macroeconomic model under consideration.
The GVAR Model in which the US is Treated as the Globally Dominant Economy
This section develops two versions of a GVAR model of the global economy. The selection of variables is one of the most important modelling choices. The GVAR model developed in DdPS includes (depending on the availability) 6 endogenous variables in the individual country models: real output (y it ), the rate of in ‡ation ( it = p it ), the real equity prices (q it ), the short term interest rate ( s it ), a long rate of interest ( L it ) and an exchange rate variable 16 . The selection of variables must be balanced with the availability of the data. Treating the US as a globally dominant economy comes at an additional cost in terms of degrees of freedom. Consider country models (57). If the number of lags are restricted to p i 2 (for domestic endogenous variables), r 0i = 1 (for weakly exogenous US variables) and r 1i = 1 (for weakly exogenous crosssectional averages), then the number of parameters per equation to be estimated in country models is 36. 17 This is clearly not reliable and therefore the number of endogenous variables must be reduced in order to increase the degrees of freedom. In particular, long-term interest rates and real equity prices were omitted from the model. Modelling choices regarding the exchange rate variable follow those found in the DdPS model.
Two models were constructed for this paper. The …rst is the benchmark GVAR model (BM), which is similar to the DdPS version of GVAR, but without the real stock prices and long term interest rates. Where available, endogenous (domestic) variables in country models were
and
Oil prices are an observed common factor and they were therefore included as endogenous variable in the US model and as a weakly exogenous variable in the remaining country models. The vector of weakly exogenous foreign variables in the individual country models is
and for the US
Variables s 0t ; e 0t p 0t were not included as weakly exogenous in the benchmark US model as the weak exogeneity assumption was found to be rejected across various lag speci…cations. This is consistent with the hypothesis that the dominance of the US is likely to occur predominantly via …nancial markets. Similar …ndings are reported in DdPS. As in DdPS, foreign variables that did not pass the weak exogeneity tests were excluded from the US model. 
The main di¤erence in relation to the BM is thus the relaxation of the restrictions given by the speci…cation of individual country models. Note that the analysis of the IVAR model in Section 3.2 implies that US variables and US-speci…c foreign star variables should, in general, be treated as endogenous. This suggestion is considered in the Supplement. 18 Estimating an unrestricted VAR in 8 endogenous variables is, given the availability of data, not very reliable. The US country models in the BM and EM explored below are chosen to be the same.
Aggregation Weights
As in DdPS and Dées, Holly, Pesaran, and Smith (2007) The US is the …rst, followed very closely by the Euro area. The drawback of Figure 1 is that it contains information only on the trade of goods. Yet the dominance of the US is likely to occur predominantly via the …nancial markets.
Unit Root Tests
The order of integration of the individual series under consideration were initially examined. Assuming variables are I (1) allows long-run relationships to be interpreted as cointegrating. Real output, in ‡ation and interest rates are commonly found to be I (1) in the literature. Supplement A of DdPS reports WS-ADF unit root tests of Fuller and Park (1995) for all variables in the panel. 0 , a conditional model for x0t (conditioning is on foreign variables) is derived. This derived conditional model is used in the supplement for the construction of a new version of a GVAR. AIC criterion proposed by Ng and Perron (2001) , which is found to have better …nite sample properties than traditional AIC. DdPS results were largely con…rmed, with the UK output no longer being a borderline case. 19
Estimation of the Country Models
Assuming foreign variables are weakly exogenous and the parameters are stable over time, individual VARX models were estimated using techniques developed by Harbo et al. (1998) and Pesaran, Shin, and Smith (2000) . 20 Both of these assumptions are tested in the following subsections.
Lags for the endogenous variables in the individual VARX models, denoted by p i , were chosen by AIC. Owing to the data constraints, p i was not allowed to be greater than 2 and lags for the weakly exogenous variables, denoted by q i = r 0i = r 1i , were set as equal to 1. Cointegration tests were subsequently conducted. The rank of the cointegrating space was determined according to trace statistics, which is known to have better …nite sample performance than the max eigenvalue statistics. Asymptotic 5% critical values taken from MacKinnon, Haug, and Michelis (1999) were employed in the tests. 21 The deterministics considered were unrestricted intercept and restricted trends (also referred to as the 'case IV' in the literature). Individual country models were then estimated subject to the reduced rank restrictions and the corresponding error correcting terms (ECM) were derived. ECMs were subsequently used to conduct weak exogeneity tests.
The number of cointegrating relationships in the BM country VARX models, which do not include US variables as additional weakly exogenous regressors, and the selected lag length for 1 9 Besides the WS ADF unit root tests, the ADF tests with GLS de-trending and the MAX ADF test proposed by Leybourne (1995) with GLS de-trending were also performed. These tests con…rmed the …ndings of the unit root tests in Table 9 and are therefore omitted due to space considerations.
2 0 Estimation strategy is the same as in PSW, and DdPS versions of GVAR. See also Footnote 13. 2 1 Detailed cointegration tests are presented in the Supplement due to space considerations.
the domestic and foreign variables are reported in Table 2 . Table 6 presents the same results for the EM country models. For comparison, the tables also report the number of cointegrating relationships in the corresponding VAR models that contain only domestic endogenous variables plus the real price of oil (p 0 t ). The preferred speci…cation seems to be VARX (2; 1). There were 49 cointegrating relationships in the BM compared to 52 in the EM. These cointegrating relationships will be assessed by means of persistence pro…les in the constructed GVAR models in Subsection 5.7 below.
Weak Exogeneity Tests
Weak exogeneity of foreign variables with respect to the long-run parameters of the conditional model was one of the assumptions underlying the estimation strategy. After estimating the individual VARX models, weak exogeneity was formally tested for along the lines of Harbo et al. (1998) and Johansen (1992) . In particular, F-tests for the joint signi…cance of the error-correcting terms taken from the individual (conditional) VARX models in the partial models for the corresponding postulated weakly exogenous variables were conducted. The number of lags for the variables in the partial models were the same as those in the corresponding conditional models in the reported test results in Table 1 for BM and Table 5 for EM. Also investigated was the sensitivity of these tests to the di¤erent choices of lags. Very similar results were found to those presented in the Appendix.
Weak exogeneity assumptions were rejected at the 5% level in the BM (Table 1) Table 5 con…rm the weak exogeneity of foreign variables in the EM. Weak exogeneity was rejected at the 5% level in only 4% of cases (7 out of 177 tests). Among the foreign US variables, weak exogeneity was rejected in the case of US in ‡ation in Malaysia and US output in Japan (p-value is 3.6%) and Chile. Three rejections (at the 5% signi…cance level) out of 75 tests again represent a fraction of only 4%.
Structural Stability Tests
The same battery of structural stability tests as performed in DdPS were conducted. Although, in the context of cointegrated models, the possibility of a structural break is relevant for both long-run as well as short-run coe¢ cients, the focus was on the stability of short-run coe¢ cients, as the availability of data hinders any meaningful tests of the stability of cointegrating vectors.
The following tests were performed; Ploberger and Krämer (1992) maximal OLS cumulative sum (CUSUM) statistics, denoted by P K sup ; its mean square variant, denoted by P K msq ; Nyblom's (1989) tests for the parameter constancy against non-stationary alternatives, denoted by N; the Wald form of Quandt's (1960) likelihood ratio statistics, denoted by QLR; the mean Wald statistics of Hansen, denoted by M W ; and Andrews and Ploberger (1994) Wald statistics based on exponential average, denoted by AP W . The last three tests are Wald type tests utilizing a single break at an unknown point. The heterokedasticity-robust version of the tests were also conducted.
Stability tests performed were based on residuals of the individual country models, which depend on the dimension of the cointegrating space, not on the identi…cation of cointegrating relationships.
The results of these tests at 5% signi…cance level are reported while critical values of the tests, computed under the null of parameter stability, were calculated using the sieve bootstrap samples.
Details of the bootstrap procedure is given in DdPS (2007, Supplement A). Table 4 summarizes the stability tests for BM. The …ndings were similar to the DdPS version of GVAR. Test results varied across the tests and to a lesser extent across variables. In particular, among N, QLR; M W and AP W tests, outcomes depended to a large extent on whether heteroskedasticity-robust versions of the tests were employed. Non-robust versions showed relatively large rejections, while coe¢ cients seemed reasonably stable using robust versions of the tests. P K tests (both versions) rejected the null of parameter constancy in only 6.8% of cases. As in DdPS, the main reason for the rejection seems to be breaks in the error variances as opposed to parameter coe¢ cients. Once breaks in error variances are allowed for, parameters seems to be reasonably stable. Turning to the tests outcomes summarized in Table 8 for EM, the pattern of rejections was similar to BM. There were fewer numbers of overall rejections across all tests with the exception P K sup (the same number of rejections as in BM) and robust-AP W (11 rejections out of 103 tests).
In accordance with DdPS, the problem of possible breaks in error variances was dealt with by using bootstrap means and bootstrap con…dence intervals in the persistence pro…les and in the generalized impulse responses analysis, and by using robust standard errors for constructing t-ratios for the impact elasticities of the foreign variables given below.
Contemporaneous E¤ects (Impact Elasticities) of Foreign Variables on Their Domestic Counterparts
The contemporaneous e¤ects of foreign variables on their domestic counterparts are presented in Table 3 for BM and Table 7 for EM. t-ratios were computed using White's heteroskedasticity consistent variance estimator.
Findings in the BM were similar to the DdPS version of the GVAR. Contemporaneous e¤ects were signi…cant in about 45% of the cases with the average impact elasticity for output being 61%
(signi…cant in 10 out of 26 cases), 67% for in ‡ation (signi…cant in 12 out of 26 cases) and 51% for short term interest rates (signi…cant in 9 out of 25 cases).
The EM included US variables as additional weakly exogenous foreign variables in the individual VARX models. Note that the star variables are weighted averages of all foreign trade partners, thus they themselves include US variables by construction. The signi…cance of additional US variables ( 0t ; y 0t ; s 0t ) in the non-US country models would imply that the relaxation of the restrictions in BM improves the model. Contemporaneous e¤ects of the US foreign variables on their domestic counterparts were found to be signi…cant in 18 out of 74 cases, including the models for the Euro area, Japan and UK. This represent a fraction of 24.3% , well above the nominal 5% level of the tests.
Contemporaneous e¤ects of star variables remain signi…cant in about 40% of cases. It is interesting that in the case of Canada additional foreign US variables were not signi…cant. This suggests that either the power of the tests in this case is low (star variables for Canada were highly correlated with US variables simply because US variables have a large weight in the construction of Canadian star variables) or that the impact of the US on Canada successfully comes through the star variables, i.e. that the restriction imposed by the trade weights in construction of star variables is valid. On average, the impact elasticity of y it on domestic output was 74%, it on domestic in ‡ation was 88% and it on domestic short term interest rates was 37%. The impact elasticity of the additional US foreign output variable on domestic output was on average negative, -16%, suggesting that the weight of the US output in the construction of star variables is probably overstated on average, at least in the short-run. Note that the negative elasticity here does not imply that US output, on average, has an instantaneously negative impact on the output in remaining countries. 22 Also, in the case of the foreign US short term interest rate variable, the average impact elasticity on domestic short term interest rates was negative, -25%. Finally, in the case of US in ‡ation, the average of impact elasticity on domestic in ‡ation was positive, 27%, suggesting that on average, weights of US in ‡ation in it are probably understated, at least in the short-run. It would be interesting in future research to compare these results with the weights derived from a theoretical N -country DSGE model calibrated to data. Note that the relaxation of the trade weight restrictions achieved by including the US variables allows for both the short-run and long-run impact of the US variables on the domestic economy to be chosen by data.
Construction of GVAR and Persistence Pro…les
There are 26 individual country models and 103 endogenous variables in both models. Individual country models were solved together in one system using steps described in detail by DdPS. The largest eigenvalue of the solved GVAR model was 1 in both the BM and EM versions. There were exactly 54 eigenvalues equal to one in the BM, which corresponds to the number of endogenous variables minus the number of cointegrating relationships (54 = 103 49). The same was true for the EM, where the number of eigenvalues equal to unity was 51 = 103 52. The largest eigenvalue in absolute value inside the unit circle was 0.928 in the BM and 0.929 in the EM.
Persistence pro…les (PP) introduced by Pesaran and Shin (1996) were used to examine the e¤ect of system-wide shocks on the dynamics of the long-run relations. PPs are based on a moving average representation of the GVAR and they refer to the time pro…le of the e¤ects of a shock on the cointegrating relations. See Dées, Holly, Pesaran, and Smith (2007) for a theoretical exposition of PPs in the context of GVAR. PPs have a value of 1 at the time of impact and should converge to zero as the time horizon reaches in…nity. Thus PPs allows us to examine the speed at which the long-run relations converge to their equilibrium states.
Bootstrap means of PPs are plotted in Figure 2 for BM and Figure 3 for EM. After a shock, all variables returned to their long-run equilibrium. In most cases, the convergence was quite rapid, often taking less than 2 years. In 28 out of 49 cointegrating relationships the value of the PPs was less than 20% after one year in the BM and only in the case of UK (for 2 cointegrating relationships), Japan (for 2 cointegrating relationships) and Peru (for 1 cointegrating relationship) was the PP more than one-third after two years. Convergence towards long-run equilibrium was found to be more rapid in the EM, where the value of the PPs was less than 20% after one year in 39 out of 53 cointegrating relationships and no PP exceeded 20% after two years.
Generalized Impulse-Responses
The dynamic properties of the two developed versions of GVAR were investigated further by means of generalized impulse response functions (GIRF). Compact theoretical expositions of GIRFs within the context of a GVAR model is provided in Dées, Holly, Pesaran, and Smith (2007) . Four sets of GIRFs were constructed. A negative unit (1 s.e.) shock to US variables (real output, in ‡ation and interest rates) and to the real price of oil was introduced. The impact on the four largest economies based on average nominal output, the US, the Euro area, Japan, and UK, is presented.
Shock to US Real Output
Negative unit shock to US GDP corresponds to a 0.5% decline in US real output. Corresponding GIRFs are presented in Figure 4 . Conditional US country models in the EM and BM are identical;
hence it is not surprising that the response of US variables to the shock was similar across BM and EM. This is also true of other shocks to US variables. It is interesting to note that bootstrap con…dence intervals were smaller in the EM model for GIRFs characterizing the response of US indicators.
In the case of UK macroeconomic variables, the impact of a half percent decline in US GDP becomes statistically signi…cant in the EM: UK GDP su¤ered approximately a 0.25% decline in one year, the UK interest rate dropped by 15 basis points (bp) in two years, while UK in ‡ation was only marginally a¤ected (less than a 0.1% decline). Macroeconomic indicators in Japan, on the other hand, showed no signi…cant responses to US GDP shock in the EM model, except from a very small 3bp instantaneous increase in interest rates. This is despite considerably smaller bootstrap con…dence bounds than the BM. The BM on the other hand shows a signi…cant long-run impact on in ‡ation and interest rates in Japan.
The responses of Euro area indicators were similar across the two models. Output was a¤ected only marginally, in ‡ation showed no signi…cant response and interest rates declined by about 6bp over a longer period. Figure 5 plots the GIRFs of a negative unit shock to US In ‡ation, which corresponds to a 0.38% decrease. The shock induced an increase in US GDP (about 0.6%-0.8% in two years) and a slight 6bp drop in US interest rates.
Shock to US In ‡ation
With the exception of Japan, foreign real output was positively a¤ected. A circa 0.5% increase in Euro area output in 2 years and a 0.3% rise in UK output in one year was noted. Foreign in ‡ation in general declined. In the case of the Euro area and Japan, the response of in ‡ation to the shock was more pronounced in the EM model with much smaller bootstrap bounds. The response of UK in ‡ation was similar across the two models.
Turning to interest rates, there was a signi…cant drop in Japanese short term interest rates, around 8bp in 1 year. Interest rates in the Euro area showed no statistically signi…cant response in the BM and a marginally signi…cant response in the EM a few quarters after the shock. The two responses have opposite signs. The response of UK interest rates was signi…cantly positive in the BM (10bp increase in 2 years) and statistically insigni…cant in the EM.
Shock to US Short-Term Interest Rates
Turning to Figure 6 which plots the GIRFs of a negative unit shock to US interest rates, we see that the price puzzle (Sims, 1992; Eichenbaum, 1992) , also observed in the DdPS version of GVAR, remains. In particular, a 20 bp decrease in US short term interest rates was accommodated by a decrease in in ‡ation. There was also a slight drop in US output, although this response became positive in about 1-2 years, but was statistically insigni…cant.
The biggest di¤erence between the EM and BM GIRFs can be seen in the case of the Euro area and UK interest rates. Here the responses were more pronounced in the EM. Euro area interest rates dropped by 12bp in one year. Similar pattern were observed in the UK interest rates response.
Shock to the Real Price of Oil
The GIRFs of a negative unit shock to the real price of oil in Figure 7 were similar across the EM and BM with the exception of interest rates in Japan and in ‡ation in the UK and Japan. Interest rates in Japan were less a¤ected in the EM, showing about a 5bp decline in one year compared to 12bp in the BM. In ‡ation in the UK and Japan, on the other hand, exhibited more oscillatory behavior in the EM.
The shock represented about a 12% instantaneous decline in the real price of oil. Impact on in ‡ation across countries was in general negative, which is intuitive. In ‡ation dropped by 0.2%-1.2% after one year, depending on the country. The response of real output to the shock was signi…cant by a margin only in the case of the UK while statistically insigni…cant in the US, Euro area and Japan. With the exception of Japan (and marginally in the Euro area in the BM) interest rates were left una¤ected.
Overall, in 40 of the 48 GIRFs in Figures 5-7 bootstrap con…dence bounds are found to be smaller in the EM when compared to the BM.
Concluding Remarks
In this paper, macroeconometric modelling from a global perspective, treating the US economy as globally dominant, has been considered. Following 2012) , the GVAR approach is derived as an approximation to an in…nite dimensional VAR model featuring variables integrated of order one. It has been highlighted that the restrictions commonly imposed by researchers to overcome the curse of dimensionality in open economy macroeconomics are misspeci…ed in the presence of a globally dominant economy (assumed to be the US). In this case, individual country models for small open economies need to be augmented by US variables in addition to weighted cross sectional averages of foreign trading partners (star variables).
This suggestion was followed in the estimation of a GVAR model featuring 33 countries during the period 1979(Q2)-2003(Q4). Two GVAR models were constructed, each featuring the same set of variables: real output, interest rates, in ‡ation, the real price of oil and exchange rate variables.
The …rst is the benchmark GVAR model (BM), which is similar to the Dées et al. (DdPS, 2007) model. The second, the extended GVAR model (EM), relaxed the restrictions imposed in the BM.
Individual country models in the EM were augmented by both US and star variables in line with the US being treated as globally dominant. Evidence in support of the EM is presented and the two models are compared by means of persistence pro…les of system wide shocks to the cointegrating relationships and by means of generalized impulse response functions. The choice of whether the US economy should be treated as the "globally dominant" economy in the GVAR is shown to be of importance when assessing the magnitude of international economic linkages.
While statistical evidence was found for relaxing the restrictions assumed in the BM, treating the US as globally dominant has its cost in terms of degrees of freedom. Problem of …nding balance between complexity of estimated model and availability of data has not been addressed. A promising avenue for future research would be to combine limiting restrictions considered in this paper with Bayesian restrictions in the empirical work. A closer integration of theoretical DSGE models and GVAR remains also an interesting and unexplored topic. :::
Note: Signi…cant coe¢ cients at 5% level are highlighted. (ii) The matrix = I k has reduced rank r < k, i.e. = 0 where and are k r matrices of full column rank.
(iii) The matrix 0 ? ? has full rank, where ? and ? are orthogonal complements to and . where C`= E y i;t+` y 0 it is`-th autocovariance of y it , and y it W 0 i y t .
Proof of lemma 2. Recall that y t , under Assumption 1-3, is
where we have used submultiplicative property of matrix norms, the fact that the spectral norm is self-adjoint (see Horn and Johnson, 1985, p. 309) , and as N ! 1, where matrix and D w satis…es Assumption 5, and t is given by Assumption 2.
Proof. Lemma 3 is a direct extension of Lemma 2 presented in supplement of to multivariate case.
