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Using Coulomb blockaded double quantum dots, we realize the superconducting analog of the
celebrated two-impurity Kondo model. Focusing on gate regions with a single spin-1/2 on each dot,
we demonstrate gate-tuned changes of the ground state from an interdot singlet to independently
screened Yu-Shiba-Rusinov singlets. In contrast to the zero-temperature two-impurity Kondo model,
the crossover between these two singlets is heralded by quantum phase boundaries to nearby doublet
phases, in which only a single spin is screened. We identify all four ground states via transport
measurements.
Magnetism relies on the presence of magnetic moments
and their mutual exchange interactions. At low temper-
atures, local moments in metals may be screened by the
Kondo effect and magnetism disrupted. This competi-
tion was first proposed by Mott [1] as a mechanism for
the vanishing of magnetism at low temperatures in the f -
electron metal CeAl3, and later explored by Doniach [2]
within a simple one-dimensional Kondo-lattice model,
from which he established a phase diagram delineating
the magnetic phase as a function of the ratio between
Kondo temperature, TK , and inter-impurity exchange.
The essence of this competition was subsequently re-
duced to the two-impurity Kondo model, which exhibits
an unstable fixed point separating a ground state (GS) of
two local Kondo singlets from an inter-impurity exchange
singlet[3]. This competition remains a central ingredient
in the current understanding of many heavy-fermion ma-
terials and their quantum critical properties [4–9].
In a superconductor, the gap around the Fermi surface
precludes the Kondo effect, but local magnetic moments
may still be screened by forming a local singlet with BCS
quasiparticles. As demonstrated by Yu, Shiba, and Rusi-
nov (YSR) [10–12], a local exchange coupling between a
superconductor and a magnetic impurity leads to a spin
singlet sub-gap bound state, which crosses zero energy
and becomes the GS at a coupling strength correspond-
ing to TK ≈ 0.3∆, where ∆ denotes the superconducting
gap [13, 14]. This quantum phase transition reduces the
spin by ~/2, quenching a spin-1/2 altogether and pro-
hibiting coexistence of (S = 1/2) local-moment mag-
netism and superconductivity. In contrast to the normal
state Kondo effect, the zero-temperature two-impurity
phase diagram depends strongly on the two different lo-
cal exchange couplings, including not only the two differ-
ent singlets, but also a doublet GS in which only a single
spin is screened.
Here, we report on the experimental realization of this
two-impurity YSR model within a Coulomb blockaded
serial double quantum dot (DQD) coupled to supercon-
FIG. 1. (a) Micrograph of the device. Gate 2 (4) is used
as the plunger VgL (VgR) of the left (right) dot. Gates 1,
3, 5 and a backgate, Vbg, tune couplings. (b-d) Schematized
interaction of dot spins and quasiparticles from the supercon-
ducting leads for various tunnelling rates ΓL,ΓR. D stands for
doublet and S for singlet; the index indicates the number of
screened dot spins. (e) DQD GS phase diagram versus ΓL,ΓR
for two spinful levels, as calculated by NRG for td = 0.09 meV,
charging energies UL = UR = 2 meV and ∆ = 0.25 meV,
similar to experimental ∆ = 0.265 meV, UL ≈ 1.85 meV and
UR ≈ 1.62 meV in the decoupled regime [15]. Black lines
denote the boundaries between singlet and doublet GS. The
shading provides the interdot spin-spin correlation 〈S1 · S2〉,
which is ≈ −3/4 for S0 and zero for D1, S2. The diagram
is qualitatively reproduced by the Zero Bandwidth (ZBW)
approximation [16].
ducting source, and drain contacts (cf. Fig. 1a). Tun-
ing voltages on the multiple gates, we first load a single
spin-1/2 on each dot and then adjust the individual tun-
nel couplings so as to realize all three different ground
states (cf. Fig. 1b-d): the unscreened inter-dot exchange
singlet (S0), the singly screened doublet (D1), and the
fully screened singlet (S2). A weak tunnel coupling, td,
between the two dots gives rise to antiferromagnetic su-
perexchange, which correlates the two local spins as long
ar
X
iv
:1
81
2.
09
30
3v
1 
 [c
on
d-
ma
t.m
es
-h
all
]  
21
 D
ec
 20
18
2FIG. 2. Colormaps of linear conductance (G) versus plunger
voltages at slightly different gate settings corresponding to
different ΓL,ΓR. From (a) to (d), (Vg1, Vg3, Vg5, Vbg) in V is
(-9.2, -9.3, -0.25, 10.4), (-9.2, -9.3, -1.25, 11), (-9.2, -9.2, -2,
10), and (-9.2, -9.3, -0.25, 9.6). In panel (a), the conductance
abruptly jumps when the GS changes from the addition of
a charge on the left (right) dot predominantly tuned by VgL
(VgR). However, such jumps are missing for addition of a
charge in the left dot in panel (b), in the right dot in panel
(c), and in either dot in panel (d). The GS is indicated in
some charge sectors to facilitate comparison with Fig. 3. The
two-impurity GS in the (1,1) sector evolves as (a) S0, (b) D1,
(c) D1, (d) S2. The screened impurity is different in panels
(b) and (c).
as they remain unscreened, as captured in Fig. 1e.
The DQD operates as an overdamped Josephson junc-
tion. Using standard lock-in techniques to measure the
differential conductance, the critical current, IC , may be
deduced from a fit of the narrow zero-bias conductance
peaks, which are observed in all regimes [15, 17, 18]. Each
of the distinct ground states are identified from the mea-
sured stability diagrams together with their characteris-
tic Ic dependence on gate voltage, both of which we have
calculated from a two-orbital Anderson model using the
Numerical Renormalization Group (NRG) technique. Fi-
nally, we show spectroscopy of the YSR sub-gap states
when the GS is the novel S2 state, unreachable in pre-
vious experiments on S-DQD-N [19] or weakly-coupled
S-DQD-S junctions [15, 20], where N stands for nor-
mal metal. We find a complex subgap spectrum, which
nonetheless follows the general attributes of a simpli-
fied Bardeen-model calculation, and allows assigning the
strengths of dot-lead couplings for each of the two shells.
The device (Fig. 1a) consists of an Al-covered InAs
nanowire [21] deposited on top of narrow hafnium oxide-
covered gates, five of which were used to define two quan-
tum dots. Al was etched away to form a Josephson junc-
tion comprising the dots. The junction, which was also
equipped with a global backgate, was contacted by two
Au leads and measured at T = 15 mK. We label the
FIG. 3. NRG calculation of GS stability diagrams at fixed
ΓL,ΓR (in meV), chosen to simultaneously match the mag-
nitude and gate dependence of experimental Ic, the shape
of the experimental stability diagrams and the line-shape of
the lowest pair of peaks in the spectra in Figs. 6a,b. Each
lower-left corner symbol indicates a point in Fig. 1e. Energy
difference between the lowest singlet and doublet ES−ED ver-
sus nL, nR (gate-induced charges controlled in the experiment
by VgL, VgR). (a) td = 0.3 meV. (b-d) td = 0.09 meV. td in
the decoupled regime was chosen larger than in the screened
regimes to match the experimental Ic. For simplicity, we keep
td constant in panels (b-d).
charge sectors of the DQD by (NL, NR), where NL and
NR are the (integer) charges in the highest level of the
left and right dots, respectively. All measurements were
done in the same DQD shells to simplify the parameter
space. We employ three well-established methods for ob-
taining the quantum states of the system: 1) gate-tuning
of the stability diagram [19, 22], 2) gate dispersion of
the Josephson current [15, 23–29], and 3) spectroscopy
of the subgap states [15, 20, 22, 30, 31]. The same device
configured to the same shells was studied in Ref. [15] in
the weak-coupling regime. Here we gate the system so as
to reach the strong-coupling regime, where the antiferro-
magnetic (S0) GS is replaced by the fully YSR screened
(S2) GS.
We begin our exploration of the phase diagram by
showing in Fig. 2 the experimental DQD stability dia-
gram at four ΓL, ΓR points indicated by a square, circle,
star and cross in Fig. 1e. The step-by-step metamorpho-
sis of the stability diagram between these endpoints as a
result of gate tuning is included as Supplemental Material
[16]. We are particularly interested in the (1,1) charge
sector, for which two-impurity physics arises. Note that
the zero-bias conductance, G, plotted in each panel, is
dominated by supercurrent. In panel (a), the diagram
shows the characteristic honeycomb pattern of dots de-
coupled from the leads, characterized by abrupt jumps
in G denoting GS transitions when the total occupation
changes from an odd to an even number [15]. In panel
3FIG. 4. Differential conductance, dI/dVsd, colormaps taken
with the gate swept through the solid line in corresponding
panels of Fig. 2, overlaid by fitted Ic (white curves). The
symbol at the bottom-right corner in panel (a) indicates the
direction of the line-cut on the stability diagram (the same in
the four cases). In this direction, nR = 1 and nL is varied.
Dashed lines indicate unreliable fitting due to crossings of
subgap states [15].
(b), a slightly different gate configuration, corresponding
to an increase in ΓL, prompts dramatic changes in the
diagram. Boundaries of the NL = 1 sectors pointed to
by white arrows in panel (a) vanish, and G in sector (1,1)
drops. These changes are compatible with a GS change
from S0 in panel (a) to D1 in panel (b), as the left of
the two impurities is screened. In turn, the odd-occupied
DQD state D0 transits to S1. The odd-occupied DQD
phase diagram, analog to Fig. 1e, is shown as Supple-
mental Material [16].
Such distortions of the honeycomb pattern also appear
in a S-DQD-N system [19]. However, due to the presence
of the extra S lead in the S-DQD-S system, we can ro-
tate the pattern of panel (b) by ≈ 90◦ by inverting the
ΓL,ΓR asymmetry as shown in panel (c), when indepen-
dent screening of the right spin occurs (compare star and
circle in Fig. 1e). Exact 90◦ rotation is prevented by gate
cross-coupling.
Additional gate tuning, which effectively increases ΓL
while keeping strong ΓR, results in a complete distortion
of the honeycomb pattern, which is seen in panel (d). The
remaining boundaries of the doublet domain in panel (c)
(white arrows) vanish and the pattern becomes a broad
blob of conductance devoid of lines of parity crossings of
either dot, indicating that the same GS is enforced in the
nine charge sectors initially mapped in panel (a). This
can be interpreted as a change of the two-impurity GS
from D1 to S2. Other DQD shells retain their boundaries,
most probably due to different couplings.
Our diagrams are supported by the theory colormaps
20 1nL
|I C
| (
nA
)
20 1nL
|I C
| (
nA
)
(c) (d)
(b)(a)
*
ГL=0.1
ГR=0.1
ГL=0.5
ГR=0.15
ГL=0.45
ГR=1.5
ГL=0.3
ГR=1.5
0
0.6 0.6
0
0
0
0.40.8
FIG. 5. |Ic| versus nL calculated by NRG at nR = 1 using the
parameters of the corresponding panels in Fig. 3. The curves
support the Ic data in Fig. 4, with the slight electron-hole
asymmetry in Ic versus VgL attributed to unintended gate
and barrier cross-coupling, not included in the calculations.
ΓL,ΓR are given in meV.
of Fig. 3, which show the doublet to singlet energy differ-
ence, ES−ED, versus nL, nR at different tunneling rates.
Note that in Fig. 3d the novel S2 GS is attained even
though there is an asymmetry in ΓL,ΓR, which results
in smaller |ES − ED| at nL = 1, nR = 0, 2 as compared
to nL = 0, 2, nR = 1. Case (d) is a unique feature of this
strongly coupled S-DQD-S system [32–34].
The GS transitions uncovered through the changes
in the stability diagram are confirmed by the evolu-
tion of the gate dependence of Ic. Figure 4 shows
dI/dVsd(Vsd, Vg) colormaps taken with the gate swept
through the two-impurity sector (1,1) following the solid
line in the corresponding G colormaps of Fig. 2. A nar-
row bias-symmetric zero-bias peak in these maps is inter-
preted as supercurrent from an overdamped Josephson
junction with thermal fluctuations. We fit the peak with
the resistively and capacitively shunted junction (RCSJ)
model [17] to extract Ic [15, 16, 24, 35–37], which is over-
laid as a white curve on each panel. In panel (a), Ic ex-
hibits asymmetric peaks which mark D0 → S0 GS tran-
sitions at parity changes [15]. The number of possible
doublet to singlet excitations is halved with respect to
the singlet to doublet case, resulting in this asymmetry.
In panel (b), these peaks are washed away and replaced
by a smooth dependence as screening of the left spin oc-
curs, compatible with an all-doublet D0 − D1 − D0 GS
sequence following a S0 to D1 GS change in the (1,1)
sector. In panel (c), independent screening of the right
dot (instead of the left one) results in a radically differ-
ent Ic lineshape, displaying the asymmetric peaks of a
S1 − D1 − S1 GS sequence. This happens because the
single-impurity sectors crossed by the Ic line-cut are also
screened, in contrast to panel (b). In panel (d), simul-
taneous two-impurity screening results in the all-singlet
GS sequence S1 − S2 − S1, and thus in a smooth Ic line-
shape. In view of the similar Ic lineshapes in panels (b)
and (d), the context provided by the stability diagram in
Figs. 2b,d is crucial for the distinction of the associated
GS. The non-trivial line-shape and magnitude of Ic are
consistent with NRG calculations shown in Fig. 5 [16].
The identification of the GS is further supported by
spectroscopy of YSR subgap states [16, 34]. In partic-
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FIG. 6. YSR subgap states bias-spectroscopy versus gate
through (a) solid and (b) dashed line in Fig. 2d. (c,d) NRG
calculations of the respective excitation spectra for the same
parameters as Fig. 3d. E0 is the GS energy. The five subgap
states of the system are colored according to their total spin
(one singlet lies outside the gap); only excitations that change
spin by ~/2 are possible. An arrow in (c) points to a doublet
anti-crossing. (e,f) dI/dVsd colormaps calculated from spec-
tra in (c,d) by Bardeen’s tunnelling approach. Since both
singlet → doublet excitations in panel (d) are dispersionless,
the corresponding dI/dVsd peaks in panel (f) are also disper-
sionless. In panel (c), in contrast, one excitation is highly
dispersive, leading to dispersive dI/dVsd peaks in panel (e).
ular, in the novel S2 GS these states show a different
dependence on nL and nR, which allows to distinguish
the degree of screening of each of the two spins, and
helps placing the measurement of Fig. 2d in the phase
diagram of Fig. 1e. The corresponding dI/dVsd maps,
shown in Figs. 6a,b, were taken following gate trajecto-
ries which cross the center of S2 in Fig. 2d and are par-
allel to left- and right-dot parity lines, respectively, so as
to change the occupation of only one of the dots. The
maps display sub-gap state peaks split in bias voltage
[22, 30, 31, 38, 39] which are accompanied by negative
differential conductance (NDC) [40–44]. These indicate
that a gapped and peaked density of states in one lead
is probing its counterpart in the other lead [15]. Appar-
ent replicas of the lowest pair of peaks may be related to
our hybrid nanowire/superconductor leads [15, 45, 46].
A charge-independent singlet GS in both panels is de-
duced from the absence of peak crossings [19, 30] of the
pair of states at lowest bias, in agreement with the Ic
gate dependence in Fig. 4d and the stability diagram of
Fig. 2d.
Intriguingly, whereas the lowest pair of states in
Fig. 6a is further lowered in bias voltage in the center
of S2 (VgL ≈ −1.85 V), the same pair is nearly gate-
independent in panel (b). To explain this observation, we
calculate the excitation spectra for the same parameters
as the Ic line-cut in Fig. 5d (shown in Figs. 6c,d). Based
on td  ΓL,ΓR, we use the spectra to obtain dI/dVsd
maps following Bardeen’s tunnelling approach [47, 48]
(shown in Figs. 6e,f). The outcome can be visualized as
the result of the density of states in one dot probing its
counterpart in the other through a large barrier. This
simple model captures the differences in dispersion seen
in the lowest pair of peaks in Figs. 6a,b, as it reflects
the differences in the spectra due to ΓL,ΓR asymmetry.
It also reproduces NDC and the order of magnitude of
dI/dVsd. However, the model does not take into account
multiple Andreev reflection [49], the AC Josephson ef-
fect, hybrid leads [15, 45, 46], and higher-order processes
(the two sides are decoupled), and it is therefore unable
to reflect all the details of the measurement.
We emphasize that, despite the absence of features in
the experimental stability diagram of Fig. 2d, consistent
with the theory Fig. 3d, our gate tuning of the stability
diagram and the consistent Ic and subgap state behavior
constitute different routes to observe the S2 GS in our
device. Further support is provided in the Supplemen-
tal Material, where we show more details on the gradual
S0 → D1 → S2 transition [16].
In summary, we have demonstrated two-impurity YSR
physics in a hybrid nanowire. The Kondo-YSR anal-
ogy breaks down at zero temperature, as confirmed by
the existence of doublet domains in the phase diagram
at kBT  ∆. Our spectroscopy methods maintain the
sharpness of the relevant features in all regimes indepen-
dently of the tunnelling rates, in stark contrast to the case
of impurities coupled to metals, which broaden the con-
ductance features at strong hybridization [50–55]. Unlike
scanning tunnelling spectroscopy of dimers of magnetic
adatoms on superconducting surfaces [56–58], our DQD
realization comprises two spin-1/2 states which can be
completely screened on demand by individual supercon-
ducting channels. In addition, the demonstrated gate
control of a two-site quantum dot chain in superconduct-
ing proximity is a crucial step towards the implementa-
tion in our hybrid wires of the YSR analog of Doniach’s
Kondo necklace [2] and of the Kitaev chain [59–61], com-
plementing ongoing research of emergent manifestations
of topology [46].
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