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1. Introduction
Since the fundamental work of pioneers (e.g. [7,11]), neuronal network models have attracted many experts to investigate
the rich dynamics, such as traveling wave fronts, pulses, spirals and target waves, as well as Hopf bifurcation and Turing
Hopf instability. A nonlocal model equation which incorporates spatial temporal delay due to the ﬁnite propagation velocity
of action potentials along axons takes the form [13]
ut + u = α
∫
R
K (x− y)H
(
u
(
y, t − 1
c
|x− y|
)
− θ
)
dy + I(x, t), (1.1)
where 0 < c ∞, K (x) is the kernel function, the function I(x, t) stands for an external applied current. When I(x, t) = 0,
Eq. (1.1) becomes
ut + u = α
∫
R
K (x− y)H
(
u
(
y, t − 1
c
|x− y|
)
− θ
)
dy. (1.2)
In the paper [13], Zhang studied the existence, uniqueness and stability of traveling waves of (1.2) for the case that the
kernel function K (x) is nonnegative function, or Mexican hat function or upside down Mexican hat function. Note that
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ut + u = α
∫
R
K (x− y)H(u(y, t) − θ)dy. (1.3)
In the another paper [14], Zhang studied the following nonlinear equations with two thresholds:
ut + aux + u = α
∫
R
K (x− y)H(u(y, t) − θ)dy + β ∫
R
K (x− y)H(u(y, t) − Θ)dy. (1.4)
It is assumed in the paper [14] that the kernel function K (x) is nonnegative, or there exist M,N > 0 such that K (x) 0 in
(−∞,−M) ∪ (N,∞) and K (x) 0 in (−M,N).
Eq. (1.4) was derived by setting ε = 0 and w = 0 from the following nonlinear singularly perturbed system of integral-
differential equations arising from the study of synaptically, coupled neuronal network (see [4])⎧⎪⎨
⎪⎩
ut + aux + u + w = α
∫
R
K (x− y)H(u(y, t) − θ)dy + β ∫
R
K (x− y)H(u(y, t) − Θ)dy,
wt + awx = ε(u − rw).
(1.5)
In equations from (1.2) to (1.5), u(x, t) stands for the membrane potential of a neuron at position x and time t , and w
represents a slow gating variable, or the leaking current. Parameters α and β represent synaptic rate constants, θ stands for
a low persistent activity rate and Θ denotes a high saturating rate. The convolutions α{K ∗[H(u−θ)]} and β{K ∗[H(u−Θ)]}
represent the nonlocal interactions between neurons. The function K represents synaptic coupling between neurons. The
symbol H denotes the Heaviside gain function and satisﬁes H(u − θ) = 0 for all u < θ , H(θ) = 12 and H(u − θ) = 1 for all
u > θ . There are many similar models to the above integral-differential equations, see [2,4–6].
Motivated by the papers [13,14], in this paper we study the existences, uniqueness and proﬁles of traveling waves of
Eqs. (1.2), (1.3) and (1.4), respectively, by applying fundamental ideas in differential equations and functional analysis [8,12],
for ﬁve classes of oscillatory kernel functions K (x). It is well known that, in the simplest sense, cortical neurons can be
divided into excitatory and inhibitory cells (see [1,3] for the details). Amari [1] ﬁrst considered the ﬁelds consisting of an
excitatory and an inhibitory layer and deﬁned the “Mexican hat” connection function. In this paper, we consider the more
general oscillatory kernels than Mexican hat function. Throughout this paper, we assume that parameters α, θ and Θ satisfy
0 < 2θ < α < Θ.
And suppose that the kernel function K (x) is continuous at x = 0, almost everywhere smooth, and satisﬁes
∫
R
K (x)dx = 1,
0∫
−∞
K (x)dx = 1
2
,
∫
R
|x|K (x)dx 0, ∣∣K (x)∣∣ κe−ρ|x| in R, (1.6)
where κ and ρ are positive constants.
Five classes of oscillatory kernel functions K (x) that will be considered are the following:
(A) The ﬁrst class consists of these kernel functions which cross through the negative real axis two times and positive real
axis one time, that is, K (x)  0 in (−∞,−M2) ∪ (−M1,N) and K (x)  0 in (−M2,−M1) ∪ (N,∞) for some positive
constants M1 < M2 and N , and K (x) satisﬁes
−M1∫
−∞
K (x)dx < 0 < α
−M2∫
−∞
K (x)dx < θ,
0∫
−M2
|x|K (x)dx 0.
For the simplicity, we say that K ∈A if K belongs to the class (A).
(B) The second class consists of these kernel functions which cross the negative real axis one time and positive real axis
two times, that is, K (x) 0 in (−M1,N) ∪ (N1,∞) and K (x) 0 in (−∞,−M1) ∪ (N,N1) for some constants M1 > 0,
N1 > N  0, and K (x) satisﬁes
α
2
+ α
N1∫
0
K (x)dx θ,
∞∫
N
K (x)dx > 0.
We say that K ∈ B when K belongs to the class (B).
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for some constants M1 > 0, N1 > N  0, and K (x) satisﬁes
α
2
+ α
N∫
0
K (x)dx θ.
We say that K ∈ C if K belongs to the class (C).
(D) The forth class consists of these kernel functions which cross the negative real axis three times and positive real axis
one time, that is, K (x) 0 in (−M3,−M2) ∪ (−M1,N) and K (x) 0 in (−∞,−M3) ∪ (−M2,−M1) ∪ (N,∞) for some
positive constants M1 < M2 < M3 and N , and K (x) satisﬁes
−M1∫
−M3
K (x)dx < 0 < α
−M2∫
−∞
K (x)dx < θ,
0∫
−M2
|x|K (x)dx 0.
We say that K ∈D when K belongs to the class (D).
(E) The ﬁfth class consists of these kernel functions which cross the negative real axis two times and positive real axis
two times, that is K (x)  0 in (−∞,−M2) ∪ (−M1,N1) ∪ (N2,∞) and K (x)  0 in (−M2,−M1) ∪ (N1,N2) for some
constants M2 > M1 > 0 and N2 > N1 > 0, and K (x) satisﬁes
−M1∫
−∞
K (x)dx < 0 < α
−M2∫
−∞
K (x)dx < θ,
0∫
−M2
|x|K (x)dx 0, α
2
+ α
N2∫
0
K (x)dx > θ.
We say that K ∈ E if K belongs to the class (E).
It is worth to mention that for any kernel function K ∈A∪D ∪ E , there holds
0∫
−M2
K (x)dx > 0.
We also remark that we can use a similar method to Zhang [10,11] to establish the stability of traveling wave fronts of
Eqs. (1.2)–(1.4) with the above ﬁve class kernel functions. But in this paper, we only consider the existence and uniqueness
of traveling wave fronts.
Before we close this section, we give some examples for the above kernel functions. For the ﬁrst class, i.e. Ka ∈A, we
deﬁne
Ka(x) =
⎧⎪⎨
⎪⎩
A1(x2 + 3x+ 2)(e3x+3 − e4x+3) for x−1,
A1π
2 cos
πx
2 for −1 x 0,
B1e−b1x − e−x for x 0,
where
A1 = 27
52+ 27e−1/16 , B1 = 1+
A1π
2
, b1 = 2
3
B1,
see Fig. 15. For Kb ∈ B, we can deﬁne Kb(x) = Ka(−x). And for Ke ∈ E , we can deﬁne Ke(x) = Ka(x) for x 0 and Ke(x) =
Ka(−x) for x 0. If Kc ∈ C , we deﬁne
Kc(x) =
{
2xe−2x2 − xe− 12 x2 for x 0,
4xe−2x2 − xe−x2 for x 0.
See Fig. 16 for the graph of Kc(c). Similarly, if Kd ∈D, we can deﬁne
Kd(x) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
A2(e3(x+2) − ex) for x−3,
A2(x+ 2)(ex − e3(x+2)) for −3 x−2,
A2(x2 + 3x+ 2)(e3(x+2) − ex) for −2 x 0,
−b2x −xB2e − e for x 0,
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A2 = 27
22e6 − 58+ 108e−2 + 48e−3 , B2 = 1+ 2A2
(
e6 − 1), b2 = 2
3
B2.
The rest of this paper is organized as follows. In Section 2, we will give some lemmas to establish our main results.
Section 3 deals with the one threshold case, and Section 4 deals with the two thresholds case.
2. Preliminary lemmas
Our approach for the discussion of traveling wave solutions to Eqs. (1.2), or (1.3), or (1.4) is based on fundamental ideas
in differential equations and function analysis. We ﬁnd that the speed index function (deﬁned as [13,14]) plays a very
important role in the analysis of traveling waves. To better understand the speed index function, we ﬁrst prove a lemma.
Lemma 2.1. For any kernel function K ∈A∪B ∪D ∪ E and any positive constant μ, there hold:
0∫
−∞
e
x
μ K (x)dx > 0,
0∫
−∞
|x|e xμ K (x)dx > 0. (2.1)
Proof. If the kernel K ∈A∪ E , then we have
0∫
−∞
e
x
μ K (x)dx >
( −M1∫
−M2
+
0∫
−M1
)
e
x
μ K (x)dx > e
−M1
μ
0∫
−M2
K (x)dx > 0,
0∫
−∞
|x|e xμ K (x)dx >
( −M1∫
−M2
+
0∫
−M1
)
|x|e xμ K (x)dx > e
−M1
μ
0∫
−M2
|x|K (x)dx 0.
Similarly, if the kernel K ∈ B, we have
0∫
−∞
e
x
μ K (x)dx > e
−M1
μ
0∫
−∞
K (x)dx = 1
2
e
−M1
μ > 0,
0∫
−∞
|x|e xμ K (x)dx > e
−M1
μ
0∫
−∞
|x|K (x)dx 0.
If the kernel K ∈D, then we have
0∫
−∞
e
x
μ K (x)dx =
( −M2∫
−∞
+
0∫
−M2
)
e
x
μ K (x)dx
>
(
e
−M3
μ
−M2∫
−∞
+ e
−M1
μ
0∫
−M2
)
K (x)dx
> e
−M3
μ
0∫
−∞
K (x)dx = 1
2
e
−M3
μ > 0,
0∫
−∞
|x|e xμ K (x)dx > e
−M3
μ
0∫
−∞
|x|K (x)dx 0.
The proof is completed. 
We now deﬁne the so-called speed index functions ϕ in (0,∞) for the equation without delay and ϕ∗ in (0, c) for the
equations with time delay by
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0∫
−∞
e
x
μ K (x)dx, ϕ∗(μ) = α
0∫
−∞
exp
(
c − μ
cμ
x
)
K (x)dx, (2.2)
respectively. Then ϕ(μ) and ϕ∗(μ) are all positive functions by the ﬁrst inequality of (2.1). Note that if c = ∞, then ϕ(u) =
ϕ∗(u).
Lemma 2.2. For any kernel function K being in the above ﬁve classes, there exist a unique μ0 ∈ (0,∞) and a unique μ∗0 ∈ (0, c), such
that ϕ(μ0) = α2 − θ and ϕ∗(μ∗0) = α2 − θ , where 0 < 2θ < α.
Proof. When the kernel function K ∈ C , from Lemma 1 of the paper [13], we know that there exist a unique μ0 ∈ (0,∞)
and a unique μ∗0 ∈ (0, c), such that ϕ(μ0) = ϕ∗(μ∗0) = α2 − θ . The conclusion is true.
Now we discuss the case that K ∈A ∪B ∪D ∪ E . It is not diﬃcult to see that if there exists a unique μ0 ∈ (0,∞) such
that ϕ(μ0) = α2 − θ , then there exists a unique μ∗0 ∈ (0, c) such that ϕ∗(μ∗0) = α2 − θ . Moreover, 1μ∗0 =
1
μ0
+ 1c . From the
deﬁnition of ϕ(x), we have
lim
μ→0+
ϕ(μ) = 0 < α
2
− θ < α
2
= lim
μ→∞ϕ(μ), ϕ
′(μ) = α
μ2
0∫
−∞
|x|e xμ K (x)dx.
The existence of the positive number μ0 is obvious. In view of (2.1) we know that ϕ′ > 0. The uniqueness is true. The proof
of the lemma is completed. 
3. One threshold case
In this section, we study the existence and proﬁles of traveling waves for the one threshold case, i.e. Eqs. (1.2) and (1.3).
Additionally, we assume that the kernel function K (x) is not identical to zero on any interval. We ﬁrst consider Eq. (1.3)
with I = 0, i.e.
ut + u = α
∫
R
K (x− y)H(u(y, t) − θ)dy. (3.1)
Theorem 3.1. For any kernel function K (x) belonging to the above ﬁve classes, there exists a unique traveling wave U (z) to (3.1).
Moreover, the wave U (z) crosses the threshold only once, and U (z) is given uniquely by
U (z) = α
z∫
−∞
K (s)ds − α
z∫
−∞
exp
(
s − z
μ0
)
K (s)ds, (3.2)
and satisﬁes
U ′(z) = α
μ0
z∫
−∞
exp
(
s − z
μ0
)
K (s)ds, (3.3)
lim
z→−∞U (z) = 0, limz→∞U (z) = α, limz→±∞U
′(z) = 0, (3.4)
where z = x + μ0t and the wave speed μ0 is determined by Lemma 2.2. Additionally, for the proﬁle of U (z), we have the following
results:
(i) If the kernel K ∈A, then the wave U (z) has a local maximum and a local minimum in (−∞,0), and has two possible proﬁles in
(0,∞), see Figs. 1 and 2;
(ii) If the kernel K ∈ B, then the wave U (z) has a global minimum in (−∞,0), and has two possible proﬁles in (0,∞), see Figs. 3
and 4;
(iii) If the kernel K ∈ C , then the wave U (z) increases in (−∞,0), and has four possible proﬁles in (0,∞), see Figs. 5–8;
(iv) If the kernel K ∈ D, then the wave U (z) has two local minimums and one local maximum in (−∞,0), and has two possible
proﬁles in (0,∞), see Figs. 9 and 10;
(v) If the kernel K ∈ E , then the wave U (z) has a local maximum and a local minimum in (−∞,0), and has two possible proﬁles in
(0,∞), see Figs. 11 and 12.
Proof. First of all, we ﬁnd that U0 ≡ 0 and U1 ≡ α are the stable constant solutions of (3.1). Due to translation invariance
of the traveling wave, we look for the traveling wave solution U (z) with properties:
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Fig. 3. A TW of (3.1) with K ∈B. Fig. 4. A TW of (3.1) with K ∈B.
Fig. 5. A TW of (3.1) with K ∈ C. Fig. 6. A TW of (3.1) with K ∈ C.
Fig. 7. A TW of (3.1) with K ∈ C. Fig. 8. A TW of (3.1) with K ∈ C.
limz→−∞ U (z) = 0, limz→∞ U (z) = α, U (0) = θ , U ′(0) > 0, U (z) < θ in (−∞,0) and U (z) > θ in (0,∞), where z =
x+ μt .
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Fig. 11. A TW of (3.1) with K ∈ E . Fig. 12. A TW of (3.1) with K ∈ E .
Therefore,
∫
R
K (z − y)H(U (y) − θ)dy =
z∫
−∞
K (s)ds.
Then the traveling wave equation reduces to the ﬁrst-order linear nonhomogeneous ordinary differential equation
μU ′ + U = α
z∫
−∞
K (s)ds.
Solving the above equation, we obtain that
U (z) = α
μ
z∫
−∞
exp
(
s − z
μ
)( s∫
−∞
K (ξ)dξ
)
ds
= α
z∫
−∞
K (ξ)dξ − α
z∫
−∞
exp
(
s − z
μ
)
K (s)ds,
U ′(z) = α
μ
exp
(
− z
μ
) z∫
−∞
exp
(
s
μ
)
K (s)ds.
It is easy to see that, for any μ > 0, such U (z) satisﬁes
lim
z→−∞U (z) = 0, limz→∞U (z) = α, limz→±∞U
′(z) = 0.
From Lemma 2.2, we know that there exists a unique μ0 ∈ (0,∞) such that ϕ(μ0) = α2 − θ . It follows that, for such a μ0,
U (z) satisﬁes U (0) = α2 − ϕ(μ0) = θ , and U ′(0) = 1μ0 ϕ(μ0) > 0.
If the kernel K ∈A, we have that
U ′(−M2) = α
μ0
exp
(
M2
μ0
) −M2∫
exp
(
s
μ0
)
K (s)ds > 0,−∞
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μ0
exp
(
M1
μ0
) −M1∫
−∞
exp
(
s
μ0
)
K (s)ds
<
α
μ0
exp
(
M1 − M2
μ0
) −M1∫
−∞
K (s)ds < 0.
Hence there exist p2 ∈ (−M2,−M1) and p1 ∈ (−M1,0) such that U ′(pi) = 0 (i = 1,2). Note that the expression of U ′(z) and
the properties of K (x), we can prove that U ′(z) > 0 in (−∞, p2) ∪ (p1,0), and U ′(z) < 0 in (p2, p1). Actually, we need only
to prove that there exist a unique point p2 ∈ (−M2,−M1) and a unique point p1 ∈ (−M1,0) such that U ′(pi) = 0 (i = 1,2).
Without loss of generality, suppose that p2 ∈ (−M2,−M1) is the ﬁrst point such that U ′(p2) = 0. Recall that K (x)  0 in
(−∞,−M2) ∪ (−M1,N) and K (x) 0 in (−M2,−M1) ∪ (N,∞), and K (x) is not identical to zero on any interval. Then for
any z ∈ (−∞, p2),
U ′(z) = α
μ0
z∫
−∞
exp
(
s − z
μ0
)
K (s)ds > 0,
and for any z ∈ (p2,−M1),
U ′(z) = α
μ0
z∫
−∞
exp
(
s − z
μ0
)
K (s)ds
= α
μ0
exp
(
p2 − z
μ0
) p2∫
−∞
exp
(
s − p2
μ0
)
K (s)ds + α
μ0
exp
(
− z
μ0
) z∫
p2
exp
(
s
μ0
)
K (s)ds
= exp
(
p2 − z
μ0
)
U ′(p2) + α
μ0
exp
(
− z
μ0
) z∫
p2
exp
(
s
μ0
)
K (s)ds
= α
μ0
exp
(
− z
μ0
) z∫
p2
exp
(
s
μ0
)
K (s)ds < 0.
The uniqueness of p2 is obtained. Similarly, we can prove that there exists a unique p1 ∈ (−M1,0) such that U ′(p1) = 0.
The above discussion shows that U (z) attains only one local minimum (at z = p1) and only one local maximum (at
z = p2) in (−∞,0). It is easy to show that
U (p2) = α
p2∫
−∞
K (s)ds < α
M2∫
−∞
K (s)ds θ = U (0).
Now we investigate the proﬁle of U (z) in (0,∞). Since K (s) > 0 in (−M1,N) and U ′(0) > 0, we have that U ′(z) > 0 for
all z ∈ [0,N]. If there exists p0 > N such that U ′(p0)  0, then U ′(z)  0 for all z > p0 since K (s)  0 in (N,∞). Due to
limz→∞ U (z) = α, the wave U (z) has only one global maximum in (0,∞) and the proﬁle of U (z) likes Fig. 1. Otherwise,
U ′(z) 0 in (0,∞) and the proﬁle of U (z) likes Fig. 2. In Remark 3.2, we will give a suﬃcient condition to assert that the
proﬁle of the wave is exact Fig. 1.
If the kernel function K ∈ B, we have U ′(−M1) < 0. Thanks to the property of K (x), similar to the above discussion
(for the case K ∈A), it is easy to see that there exists p1 ∈ (−M1,0) such that U ′(z) < 0 in (−∞, p1) and U ′(z) > 0 in
(p1,0]. The wave U (z) has only one local minimum (at z = p1) in (−∞,0). Let us investigate the proﬁle of the wave U (z)
in (0,∞). If U ′(N1)  0, then U (z) increases in (0,∞). In this case, the proﬁle of U (z) likes Fig. 3. If U ′(N1) < 0, due to
U ′(0) > 0 and the property of K (x), it follows that there exists a unique p2 ∈ (N,N1) such that U ′(p2) = 0, U ′(z) > 0 in
(0, p2) and U ′(z) < 0 in (p2,N1). Hence
U (p2) = α
p2∫
−∞
K (s)ds = α
0∫
−∞
K (s) + α
p2∫
0
K (s)ds α
2
+ α
N∫
0
K (s)ds < α.
Based on the proﬁle of the kernel function K ∈ B and limz→∞ U (z) = α, similar to the above discussion, we obtain that
there exists a unique p3 ∈ (N1,∞) such that U ′(p3) = 0, and U ′(z) < 0 in (p2, p3) and U ′(z) > 0 in (p3,∞). In other words,
in the half line (0,∞) the wave U (z) attains only one local minimum at z = p3. It is easy to see that
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p3∫
−∞
K (s)ds = α
0∫
−∞
K (s) + α
p3∫
0
K (s)ds >
α
2
+ α
N1∫
0
K (s)ds θ,
which implies that the wave U (z) does not cross the threshold θ in (0,∞). In this case, the proﬁle of U (z) likes Fig. 4.
If the kernel function K ∈ C , then we have that U ′(z) > 0 for all z ∈ (−∞,−M1] since K (x)  0 in (−∞,−M1). Note
that U ′(0) > 0 and K (x) 0 in (−M1,0), we have that for all z ∈ (−M1,0),
μ0 exp
(
z
μ0
)
U ′(z) = α
z∫
−∞
exp
(
s
μ0
)
K (s)ds
> α
0∫
−∞
exp
(
s
μ0
)
K (s)ds
= U ′(0) > 0. (3.5)
Hence U (z) increases in (−∞,0). Now we investigate the proﬁle of the wave U (z) in (0,∞). Note that
U ′(N) = α
μ0
exp
(
− N
μ0
) N∫
−∞
exp
(
s
μ0
)
K (s)ds
and
α
N∫
−∞
exp
(
s
μ0
)
K (s)ds = α
0∫
−∞
exp
(
s
μ0
)
K (s)ds + α
N∫
0
exp
(
s
μ0
)
K (s)ds
= ϕ(μ0) + α
N∫
0
exp
(
s
μ0
)
K (s)ds
= α
2
− θ + α
N∫
0
exp
(
s
μ0
)
K (s)ds,
we see that if
α
2
− θ + α
N∫
0
exp
(
s
μ0
)
K (s)ds 0, (3.6)
then U ′(N)  0. Since K (x)  0 in (0,N), same as the deduction of (3.5) we have that U ′(z) > 0 in (−∞,N). Thanks to
K (x) 0 in (N,N1), it follows that U ′(z) > 0 in (−∞,N)∪ (N,N1]. The proﬁle of U (z) has two possibilities in (N1,∞). The
ﬁrst one is that U ′(z) > 0 in (N1,∞), and the proﬁle of U (z) likes Fig. 5. The second one is that there exists a p0 > N1 such
that U ′(p0) = 0. Note that K (x) 0 in (N1,∞), we see that such p0 is unique. That is, U ′(z) > 0 in (−∞, p0) and U ′(z) < 0
in (p0,∞). The proﬁle of U (z) likes Fig. 6. Actually, in order to obtain Fig. 6, one can give a suﬃcient condition which is
similar to Remark 3.2.
If (3.6) doesn’t hold, then U ′(N) < 0. Since
∫∞
0 K (x)dx = 12 and K (x) 0 in (N1,∞), it follows that
N1∫
0
K (s)ds >
∞∫
0
K (s)ds = 1
2
.
Note that K (x) 0 in (0,N), K (x) 0 in (N,N1) and
0∫
−∞
exp
(
s
μ0
)
K (s)ds = ϕ(μ0) = α
2
− θ,
we have
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μ0
exp
(
−N1
μ0
) N1∫
−∞
exp
(
s
μ0
)
K (s)ds
= 1
μ0
exp
(
−N1
μ0
)[
α
2
− θ + α
N∫
0
exp
(
s
μ0
)
K (s)ds + α
N1∫
N
exp
(
s
μ0
)
K (s)ds
]
 1
μ0
exp
(
−N1
μ0
)[
α
2
− θ + α exp
(
N
μ0
) N∫
0
K (s)ds + α exp
(
N
μ0
) N1∫
N
K (s)ds
]
= 1
μ0
exp
(
−N1
μ0
)[
α
2
− θ + α exp
(
N
μ0
) N1∫
0
K (s)ds
]
>
1
μ0
exp
(
−N1
μ0
)[
α
2
− θ + 1
2
α exp
(
N
μ0
)]
> 0.
Since U ′(0) > 0, there exist p0 ∈ (0,N) and p1 ∈ (N,N1) such that U ′(pi) = 0 (i = 0,1), U ′(z) > 0 in (0, p0) and U ′(z) < 0
in (p0, p1). The proﬁle of the wave U (z) in (N1,∞) is similar to the case that U ′(N) > 0, see Figs. 7 and 8.
Note that
U (p1) = α
p1∫
−∞
K (s)ds > α
N∫
−∞
K (s)ds θ,
U (p0) = α
p0∫
−∞
K (s)ds α
0∫
−∞
K (s)ds = α
2
< α.
The wave U (z) crosses the threshold only once and the local maximum U (p0) bellows α.
If the kernel function K ∈D, we have
U ′(−M3) = α
μ0
−M3∫
−∞
exp
(
s + M3
μ0
)
K (s)ds < 0,
U ′(−M2) = α
μ0
−M2∫
−∞
exp
(
s + M2
μ0
)
K (s)ds >
α
μ0
exp
(
M2 − M3
μ0
) −M2∫
−∞
K (s)ds > 0,
U ′(−M1) = α
μ0
−M1∫
−∞
exp
(
s + M1
μ0
)
K (s)ds <
α
μ0
−M1∫
−M3
K (s)ds exp
(
M1 − M2
μ0
)
< 0.
Therefore, there exist p3 ∈ (−M3,−M2), p2 ∈ (−M2,−M1) and p1 ∈ (−M1,0), such that U ′(z) > 0 in (p3, p2) ∪ (p1,0),
U ′(z) < 0 in (−∞, p3) ∪ (p2, p1) and U ′(pi) = 0 (i = 1,2,3). In other words, U (z) attains local minimum at z = p3 and
z = p1, and local maximum at z = p2.
The proﬁle of U (z) in the right half line is similar to the case that K ∈A, see Figs. 9 and 10. Note that
U (p2) = α
p2∫
−∞
K (s)ds α
M2∫
−∞
K (s)ds < θ,
we see that the wave U (z) crosses the threshold θ only once.
If the kernel function K ∈ E , we have the same proﬁle to the case that K ∈A in (−∞,0) and the same proﬁle to the
case that K ∈ B in (0,∞), see Figs. 11 and 12. 
Remark 3.1. If we get rid of the condition that the kernel function K (x) is not identical to zero on any interval, the proﬁle
of the wave may not like the description as the above. For example, when K ∈A, from the proof of Theorem 3.1 we know
that U ′(p2) = 0. If K (x) ≡ 0 in (p2, p] for some p2 < p < −M1, then U ′(z) = 0 on (p2, p] and U (z) attains local maximum
at any point in (p2, p). Therefore, the proﬁle of U (z) will not like Fig. 1.
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global maximum. If there exists a positive number ρ , such that ρ < 1μ0 and K (x)  −ce−ρx in (N,∞), then there exists
a unique z0 ∈ (N,∞), such that U ′(z0) = 0 and U ′(z) < 0 for all z > z0. Thus the wave U (z) has a global maximum, see
Figs. 1 and 10. But there is another case, for example
N∫
0
K (x)dx = 1, and K (x) = 3
μ0
e
3N
μ0
[
e
− 3xμ0 − e− 3Nμ0 ]e− 3μ0 (x−N), x N.
By the simple computation we have
∞∫
N
K (x) = −1
2
, −
∞∫
N
e
x
μ0 K (x) = 9
10
< 1 <
N∫
0
e
x
μ0 K (x).
Therefore, U (z) increases in (0,∞), see Figs. 2 and 9.
Remark 3.3. Let the kernel function be Mexican hat kernel function, that is, K (x)  0 in (−M,N) and K (x)  0 in
(−∞,−M) ∪ (N,∞), then the wave U (z) has two different proﬁles in (0,∞). Moreover, the result of Remark 3.2 is also
true.
Now we consider Eq. (1.2) with I(x, t) = 0, i.e.
ut + u = α
∫
R
K (x− y)H
(
u
(
y, t − 1
c
|x− y|
)
− θ
)
dy. (3.7)
Similar to Theorem 1 in [13], we have
Theorem 3.2. For any kernel function K (x) in the above ﬁve classes, there exists a unique traveling wave solution U (z) to (3.7), and
the wave U (z) crosses the threshold θ only once. Explicitly,
U (z) = α
cz
c+S(z)μ∗0∫
−∞
K (x)dx− α
z∫
−∞
exp
(
x− z
μ∗0
)[
c
c + S(x)μ∗0
K
(
cx
c + S(x)μ∗0
)]
dx, (3.8)
U ′(z) = α
μ∗0
z∫
−∞
exp
(
x− z
μ∗0
)[
c
c + S(x)μ∗0
K
(
cx
c + S(x)μ∗0
)]
dx, (3.9)
lim
z→−∞U (c,μ0, z) = 0, limz→∞U (c,μ0, z) = α, limz→±∞U
′(z) = 0, (3.10)
where z = x + μ∗0 , the wave speed μ∗0 is determined by Lemma 2.2 and S(x) is the usual sign function. Moreover, the wave U (z) has
the similar proﬁle to Theorem 3.1.
Actually, set ω = cz/(c − μ∗0), 1/μ0 = 1/μ∗0 − 1/c, then (3.9) can be rewritten as
U ′
(
c,μ∗0, z
)= α
μ∗0
e
− z
μ∗0
ω∫
−∞
ex/μ0 dx = μ0
μ∗0
exp
(
ω
μ0
− z
μ∗0
)
U ′(ω)
for z  0. Therefore, U ′(c,μ∗0, p(c − μ∗0)/c) = 0 if U ′(p) = 0. In other words, if U (z) has a local minimum or maximum at
z = p, then U (c,μ∗0, z) has a local minimum or maximum at z = p(c − μ∗0)/c.
Let us consider an interesting case. Assume that the kernel function K (x) crosses x-axis 2n times (we denote K (x) ∈A∗)
or 2n + 1 times (we denote K (x) ∈ C∗) in (−∞,0), and satisﬁes the following conditions: When K (x) ∈A∗
−M2k−1∫
−M2k+1
K (x)dx < 0 <
−M2k−2∫
−M2k
K (x)dx, α
−M2∫
−M2n+1
K (x)dx < θ, k = 1, . . . ,n, (3.11)
with M0 = 0, M2n+1 = ∞; when K (x) ∈ C∗
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−M2k+1
K (x)dx < 0 <
−M2k∫
−M2k+2
K (x)dx, α
−M2∫
−M2n+2
K (x)dx < θ, k = 1, . . . ,n, (3.12)
with M0 = 0, M2n+2 = ∞. Similar to Theorem 3.1, we have
Corollary 3.1. If the kernel function K (x) satisﬁes either (1.6) and (3.11) or (1.6) and (3.12), then there exists a unique traveling wave
to Eqs. (1.2) or (1.3), respectively, satisfying (3.8)–(3.10) or (3.2)–(3.4). Additionally, the wave U (z) has n local minimums and n local
maximums when K ∈ A∗ , and U (z) has n + 1 local minimums and n local maximums when K ∈ C∗ . Furthermore, the wave U (z)
crosses the threshold θ only once.
We can similarly discuss the kernel function K (x) crossing x-axis N times in (−∞,0). It is easy to see that there are
N + 2 cases when N is an even number and N + 1 cases when N is an odd number.
Remark 3.4. From Theorem 3.2 and Corollary 3.1 we know that the model without delay has a wave, so does the model
with delay. Moreover, the delay will decrease the minimal speed. Similar result can refer to the paper [9].
4. Two thresholds case
In this section, we will discuss the existence and proﬁle of traveling wave solutions to Eq. (1.4) with kernel function
K ∈ B ∪D. To get our main result, we state some assumptions:
(H1) N  M1 and 0 < 2θ < α < Θ < α+β2
α + β
2
+ (α + β)
N1∫
0
K (x)dx > Θ if K ∈ B,
(α + β)
−M2∫
−∞
K (x)dx θ if K ∈D.
(H2) When K ∈ B, it is assumed that
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
−Γ0∫
−∞
K (x)dx = 0,
0∫
−∞
[
αK (x) + βK (x− Γ0)
]
dx 0,
βθ − αΘ −α
2
2
+ α2
0∫
−M1
K (x)dx.
(4.1)
While when K ∈D, it is assumed that
βθ − αΘ  β
2θ
α + β + α
2 exp
(
−Γ0 + M2
B0
) −M1∫
−M3
K (x)dx− α2
−M1∫
−∞
K (x)dx, (4.2)
−M2∫
−∞
[
αK (x) + βK (x− Γ0)
]
dx 0,
−M1∫
−M3
[
αK (x) + βK (x− Γ0)
]
dx 0, (4.3)
where 0 < Γ0 < M1 and satisﬁes
∫ −Γ0
−M2 K (x)dx = 0 (such Γ0 must exist by our assumption), constant B0 is uniquely
determined by
ϕ(B0) = α
0∫
exp
(
x
B0
)
K (x)dx = α
2
− α
α + β Θ.
−∞
94 G. Lv, M. Wang / J. Math. Anal. Appl. 370 (2010) 82–100Moreover, we assume that if
∫ b
a K (x)dx 0 for some a < b < 0 then
b∫
a
|x+ Γ0|K (x)dx 0. (4.4)
(H3) When K ∈ B, it is assumed that K (x) is not identical zero on any interval. When K ∈D, it is assumed that M2 > 2M1,
M3 > 4M1 and
K (x) = 0 on [−M3 − Γ0,−M3] ∪ [−M2 − Γ0,−M2] ∪ [−M1 − Γ0,−M1], (4.5)
and K (x) is not identical zero on any other interval. Note that the condition (4.3) can be removed if the condition (4.5)
holds.
Theorem 4.1.We assume that (H1) holds. Then there are two traveling waves of Eq. (1.4). The ﬁrst wave U1(z1) crosses the threshold
θ only once, and it is given uniquely by
U1(z1) = α
z1∫
−∞
K (x)dx− α
z1∫
−∞
exp
(
x− z1
μ1
)
K (x)dx,
U ′1(z1) =
α
μ1
z1∫
−∞
exp
(
x− z1
μ1
)
K (x)dx,
lim
z1→−∞
U1(z1) = 0, lim
z1→∞
U1(z1) = α, lim
z1→±∞
U ′1(z) = 0,
where z1 = x+ ν1t and the speed ν1 = μ1 −a, and μ1 is determined uniquely by Lemma 2.2 (there we denote it by μ0). Additionally,
the wave U1(z1) has the same proﬁles as described in Theorem 3.1, see Figs. 3–4 for K ∈ B and Figs. 9–10 for K ∈D.
The second wave U2(z2) crosses the threshold Θ only once, and it is given uniquely by
U2(z2) = α + β
z2∫
−∞
K (x)dx− β
z2∫
−∞
exp
(
x− z2
μ2
)
K (x)dx,
U ′2(z2) =
β
μ2
z2∫
−∞
exp
(
x− z2
μ2
)
K (x)dx,
lim
z2→−∞
U2(z2) = α, lim
z2→∞
U2(z2) = α + β, lim
z2→±∞
U ′2(z2) = 0,
where z2 = x+ ν2t and the speed ν2 = μ2 − a, and μ2 is determined uniquely by
β
0∫
−∞
exp
(
x
μ2
)
K (x)dx = α + β
0∫
−∞
K (x)dx− Θ.
Moreover, the wave U2(z2) has the similar proﬁles as described in Theorem 3.1. Explicitly, when K ∈ B, the proﬁle of U2(z2) is Fig. 3
or Fig. 4;when K ∈D, the proﬁle of U2(z2) is Fig. 9 or Fig. 10, where 0, θ and α in Figs. 3, 4, 9, 10 will be replaced by α, Θ and α +β ,
respectively.
If in addition we assume that the condition (H2) holds, then there is a third/large wave U3(z3). This wave crosses both θ and Θ
only once, respectively, and it is given uniquely by
U3(z3) = α
z3∫
−∞
K (x)dx+ β
z3−Γ∫
−∞
K (x)dx−
z3∫
−∞
exp
(
x− z3
μ3
)[
αK (x) + βK (x− Γ )]dx,
U ′3(z3) =
1
μ3
z3∫
−∞
exp
(
x− z3
μ3
)[
αK (x) + βK (x− Γ )]dx,
lim
z3→−∞
U3(z3) = 0, lim
z3→∞
U3(z3) = α + β, lim
z3→±∞
U ′3(z3) = 0,
where z3 = x+ ν3t and the speed ν3 = μ3 − a, and μ3 and the positive number Γ (Γ < Γ0) are determined uniquely by
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Fig. 15. The function K ∈A.
0∫
−∞
exp
(
x
μ3
)[
αK (x) + βK (x− Γ )]dx = α
0∫
−∞
K (x)dx+ β
−Γ∫
−∞
K (x)dx− θ,
0∫
−∞
exp
(
x
μ3
)[
αK (x+ Γ ) + βK (x)]dx = α
Γ∫
−∞
K (x)dx+ β
0∫
−∞
K (x)dx− Θ.
Moreover, if we further assume that the condition (H3) holds, then the wave U3(z3) has a unique global minimum in (−∞,0) for
the case K ∈ B, and has a unique local maximum and two local minimums in (−∞,0) for the case K ∈D. Furthermore, when K ∈ B,
the proﬁle of U3(z3) in (0,∞) is similar to the case K ∈ B in Theorem 3.1; when K ∈ D, the proﬁle of U3(z3) in (0,∞) has two
possibilities: Figs. 13 and 14.
Remark 4.1. In Theorem 4.1, when the kernel function K (x) is the Mexican hat function deﬁned as in Theorem 1 of [14],
the condition (H1) can be replaced by the assumption:
0 < 2θ < α < Θ <
α + β
2
, and K (x) satisﬁes (1.6).
The conditions (H2) and (H3) can be replaced by (4.1). In addition, if K (x) is nonnegative, the condition (4.1) can be replaced
by βθ > α(Θ − α).
Proof of Theorem 4.1. The proof for the case that K ∈ B is similar to the ones that K ∈D. So we only give the proof for the
case that K ∈D.
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Deﬁne U0 = 0, U1 = α and U2 = α + β . These are the stable constant solutions of (1.4). The ﬁrst two waves may be
solved very similarly to the analysis given in Theorem 3.1. The details are omitted.
In the following, we investigate the large wave connecting U0 = 0 at z = −∞ to U2 = α + β at z = ∞. Due to the
translation invariance, we look for the wave satisfying U (0) = θ , U ′(0) > 0, U < θ in (−∞,0) and U > θ in (0,∞). Similarly,
we request that the wave satisﬁes U (Γ ) = Θ , U ′(Γ ) > 0, U < Θ in (−∞,Γ ) and U > Θ in (Γ,∞), for some constant
0< Γ < Γ0. Under these conditions, the traveling wave equation becomes
μU ′ + U = α
z∫
−∞
K (x)dx+ β
z−Γ∫
−∞
K (x)dx.
By applying fundamental techniques in dynamical systems, we get
U (z) = α
z∫
−∞
K (x)dx+ β
z−Γ∫
−∞
K (x)dx−
z∫
−∞
exp
(
x− z
μ
)[
αK (x) + βK (x− Γ )]dx. (4.6)
It is easy to see that
U ′(z) = 1
μ
z∫
−∞
exp
(
x− z
μ
)[
αK (x) + βK (x− Γ )]dx,
lim
z→−∞U (z) = 0, limz→∞U (z) = α + β, limz→±∞U
′(z) = 0.
In particular, for all μ > 0 and K ∈D, the wave U (z) given by (4.6) satisﬁes
U ′(0) = 1
μ
0∫
−∞
exp
(
x
μ
)[
αK (x) + βK (x− Γ )]dx
>
β
μ
0∫
−∞
exp
(
x
μ
)
K (x− Γ0)dx > β
μ
exp
(
Γ0 − M1
μ
) −Γ0∫
K (x)dx = 0,−M2
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μ
0∫
−∞
exp
(
x
μ
)[
αK (x+ Γ ) + βK (x)]dx
 1
μ
0∫
−∞
exp
(
x
μ
)[
αK (x) + βK (x)]dx > α + β
μ
exp
(−M3
μ
) 0∫
−∞
K (x)dx > 0.
We will use the implicit function theorem to verify the existence and uniqueness of the wave speed ν = μ − a and the
positive number Γ ∈ (0,Γ0). For this purpose, we construct the auxiliary functions
F(μ,Γ ) = α
0∫
−∞
K (x)dx+ β
−Γ∫
−∞
K (x)dx−
0∫
−∞
exp
(
x
μ
)[
αK (x) + βK (x− Γ )]dx,
G(μ,Γ ) = α
Γ∫
−∞
K (x)dx+ β
0∫
−∞
K (x)dx−
0∫
−∞
exp
(
x
μ
)[
αK (x+ Γ ) + βK (x)]dx.
The direct computation yields
∂F
∂μ
= − 1
μ2
0∫
−∞
|x|exp
(
x
μ
)[
αK (x) + βK (x− Γ )]dx,
∂F
∂Γ
= − β
μ
0∫
−∞
exp
(
x
μ
)
K (x− Γ )dx,
∂G
∂μ
= − 1
μ2
0∫
−∞
|x|exp
(
x
μ
)[
αK (x+ Γ ) + βK (x)]dx,
∂G
∂Γ
= α
μ
0∫
−∞
exp
(
x
μ
)
K (x+ Γ )dx.
Now we prove that, for Γ ∈ [0,Γ0],
∂F
∂μ
< 0,
∂F
∂Γ
< 0,
∂G
∂μ
< 0,
∂G
∂Γ
> 0. (4.7)
Actually, note that K  0 in (0,N) and N  M1  Γ0, using (2.1) we obtain that
0∫
−∞
exp
(
x
μ
)
K (x+ Γ )dx > exp
(−Γ
μ
) 0∫
−∞
exp
(
x
μ
)
K (x)dx > 0,
0∫
−∞
exp
(
x
μ
)
K (x− Γ )dx > exp
(−M3
μ
) −M2∫
−∞
K (x)dx > 0.
Using the condition (4.4) and
∫ −Γ0
−M2 K (x)dx = 0<
∫ −M2
−∞ K (x)dx, it follows that
0∫
−∞
|x|exp
(
x
μ
)[
αK (x) + βK (x− Γ )]dx
>
0∫
−∞
|x|exp
(
x
μ
)
βK (x− Γ )dx
> β exp
(−M3 + Γ
μ
) −M2∫
−∞
|x|K (x)dx+ β exp
(−M1 + Γ
μ
) −Γ0∫
−M2
|x|K (x)dx
 0.
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f (Γ ) =
0∫
−∞
|x|exp
(
x
μ
)[
αK (x+ Γ ) + βK (x)]dx
then we have f ′(Γ ) > 0. It follows from (1.6) that
0∫
−∞
|x|exp
(
x
μ
)[
αK (x+ Γ ) + βK (x)]dx > 0.
Therefore, the condition (4.7) holds for all Γ ∈ (0,Γ0].
Since (4.7) is also true for Γ = 0, from the equations F(μ,Γ ) = θ and G(μ,Γ ) = Θ , respectively, we conclude that
functions μ = A(Γ ) and μ = B(Γ ) are well deﬁned for all Γ ∈ [0,Γ0], and satisﬁes F(A(Γ ),Γ ) = θ and G(B(Γ ),Γ ) = Θ ,
respectively. Set A(0) = A0, B(0) = B0, A(Γ0) = A∗ , B(Γ0) = B∗ . Then A0, B0, A∗ and B∗ satisfy, respectively, the following
equations
(α + β)
0∫
−∞
K (x)dx− α + β
α
ϕ(A0) = θ, (4.8)
(α + β)
0∫
−∞
K (x)dx− α + β
α
ϕ(B0) = Θ, (4.9)
α
2
+ β
0∫
−∞
(
1− e xA∗ )K (x− Γ0)dx− ϕ(A∗)= θ, (4.10)
α
2
+ α
2
β
0∫
−∞
(
1− e xB∗ )K (x+ Γ0)dx− ϕ(B∗)= α
β
Θ, (4.11)
where ϕ(μ) = α ∫ 0−∞ ex/μK (x)dx and ϕ′(μ) > 0 in (0,∞).
Differentiating F(A(Γ ),Γ ) = θ and G(B(Γ ),Γ ) = Θ with respect to Γ , we obtain
A′(Γ ) = −∂μF(A(Γ ),Γ )
∂ΓF(A(Γ ),Γ )
< 0, B ′(Γ ) = −∂μG(A(Γ ),Γ )
∂Γ G(A(Γ ),Γ )
> 0.
This shows that A is strictly decreasing and B is strictly increasing in (0,Γ0]. We want to get a unique Γ ∈ (0,Γ0) such that
A(Γ ) = B(Γ ). Denote this value A(Γ ) by μ(Γ ). Then the pair (μ(Γ ),Γ ) satisﬁes F(μ(Γ ),Γ ) = θ and G(μ(Γ ),Γ ) = Θ .
To this aim, noting that A0 > B0, we need only prove that A∗ < B∗ . Due to ϕ′(μ) > 0, it is enough to prove ϕ(A∗) < ϕ(B∗).
It follows from (4.8)–(4.11) that
ϕ
(
B∗
)− ϕ(A∗)= βθ − αΘ
β
− β
0∫
−∞
(
1− e xA∗ )K (x− Γ0)dx+ α2
β
0∫
−∞
(
1− e xB∗ )K (x+ Γ0)dx.
Since
∫ −Γ0
−M2 K (x)dx = 0, we have
0∫
−∞
exp
(
x
A∗
)
K (x− Γ0)dx > exp
(
Γ0 − M1
A∗
) −Γ0∫
−M2
K (x)dx = 0. (4.12)
Due to B ′(Γ ) > 0 in (0,Γ0], it deduces that
B∗ = B(Γ0) > B(0) = B0, exp
(
−Γ0
B∗
)
> exp
(
−Γ0
B0
)
,
0∫
−∞
e
x
B∗ K (x+ Γ0)dx < exp
(
−Γ0 + M2
B0
) −M1∫
K (x)dx+
0∫
K (x)dx+
Γ0∫
K (x)dx. (4.13)−M3 −M1 0
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ϕ
(
B∗
)− ϕ(A∗)> βθ − αΘ
β
− β
0∫
−∞
K (x− Γ0)dx+ α
2
β
×
[ 0∫
−∞
K (x+ Γ0)dx− exp
(
−Γ0 + M2
B0
) −M1∫
−M3
K (x)dx−
0∫
−M1
K (x)dx−
Γ0∫
0
K (x)dx
]
 βθ − αΘ
β
− βθ
α + β −
α2
β
exp
(
−Γ0 + M2
B0
) −M1∫
−M3
K (x)dx+ α
2
β
−M1∫
−∞
K (x)dx
by the condition (H1). In view of the condition (4.2) we have that ϕ(B∗) − ϕ(A∗) > 0.
Now we discuss the proﬁle of the wave U (z) obtained by the above. It is obvious that
U ′(−M3) = 1
μ3
−M3∫
−∞
exp
(
x+ M3
μ3
)[
αK (x) + βK (x− Γ )]< 0.
Applying (4.1) we have
U ′(−M2) = 1
μ3
−M2∫
−∞
exp
(
x+ M2
μ3
)[
αK (x) + βK (x− Γ )]dx
= 1
μ3
exp
(
M2
μ3
)[
α
−M2∫
−∞
exp
(
x
μ3
)
K (x)dx+ β
−M2−Γ∫
−∞
exp
(
x
μ3
)
K (x)dx
]
>
1
μ3
exp
(
M2 − M3
μ3
) −M2∫
−∞
[
αK (x) + βK (x− Γ )]dx
>
1
μ3
exp
(
M2 − M3
μ3
) −M2∫
−∞
[
αK (x) + βK (x− Γ0)
]
dx
 0,
U ′(−M1) = 1
μ3
−M1∫
−∞
exp
(
x+ M1
μ3
)[
αK (x) + βK (x− Γ )]dx
= 1
μ3
exp
(
M1
μ3
)[
α
−M1∫
−∞
exp
(
x
μ3
)
K (x)dx+ β
−M1−Γ∫
−∞
exp
(
x+ Γ
μ3
)
K (x)dx
]
<
1
μ3
exp
(
M1 − M2
μ3
) −M1∫
−M3
[
αK (x) + βK (x− Γ )]K (x)dx
<
1
μ3
exp
(
M1 − M2
μ3
) −M1∫
−M3
[
αK (x) + βK (x− Γ0)
]
K (x)dx
 0.
Hence, there exist p3 ∈ (−M3,−M2), p2 ∈ (−M2,−M1) and p1 ∈ (−M1,0), such that U ′(pi) = 0 (i = 1,2,3). According
to the condition (4.5), similar to the proof of Theorem 3.1 for the case K ∈A, we have U ′(z) < 0 in (−∞, p3) ∪ (p2, p1),
U ′(z) > 0 in (p3, p2) ∪ (p1,0). This shows that U (z) has exactly two local minimums and one local maximum in (−∞,0).
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U (p2) = α
p2∫
−∞
K (x)dx+ β
p2−Γ∫
−∞
K (x)dx < (α + β)
−M2∫
−∞
K (x)dx < θ.
Therefore, the wave U (z) crosses the threshold θ only once in (−∞,0).
Thanks to K (x) 0 in (−M1,N) and U ′(0) > 0, it follows that U ′(z) > 0 in (0,N]. The proﬁle of U (z) has two possibilities
in (N,∞). The ﬁrst one is that U ′(z) > 0 in (N,∞), and the proﬁle of U (z) likes Fig. 13. The second one is that there exists
a p0 > N such that U ′(p0) = 0. Since K (x) 0 in (N,∞), we see that such p0 is unique. That is, U ′(z) > 0 in (0, p0) and
U ′(z) < 0 in (p0,∞). The proﬁle of U (z) likes Fig. 14. In order to get Fig. 14, one can give a suﬃcient condition similar to
Remark 3.2. From the above discussion we know that U (z) has no local minimum in (0,∞). Hence the wave U (z) crosses
the threshold Θ only once. The proof of the theorem is completed. 
In Figs. 1–16, TW means that traveling wave.
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