Abstract. In this paper, the q-Pfaff-Saalschütz formula and the q-Sheppard 3 φ 2 transformation formula are established combinatorially.
Introduction
In 1987, J. T. Joichi and D. Stanton [10] established bijective proofs of basic hypergeometric series identities by systematic methods. Their strategy was to set up either a bijection or an involution for each step and to form a bijection for an identity by combining the bijections and involutions. Their method works very nicely for identities whose analytic proofs are simple, while many bijections and involutions are required to find bijections for identities whose analytic proofs are rather complicated. For instance, the 2 φ 1 transformation
(1 − abzq n /c) (1 − zq n )
(abz/c) j has a bijective proof, which requires 6 applications of their bijection for the q-binomial theorem and 23 cancelling involutions. By multiplying the 2 φ 1 transformation above by itself after making some changes of variables, and equating coefficients of z n on both sides, we obtain a terminating Saalschützian (1-balanced) 4 φ 3 transformation, which is in the middle of their hierarchy of higher transformations, where Watson's transformation of a 8 φ 7 to a 4 φ 3 is followed by the Rogers-Ramanujan identities. They remarked that it would be interesting if their bijective proofs of higher transformations could be explicitly identified.
Recently, S. Corteel and J. Lovejoy [5, 6] have worked on various identities in basic hypergeometric series by combinatorial methods. In particular, in [4] , Corteel employed particle seas to obtain explicit bijections for the higher transformations in the hierarchy of Joichi and Stanton.
In the sequel, we assume that |q| < 1 and use the customary notation for q-series
(a) n := (a; q) n := (a; q) ∞ (aq n ; q) ∞ for any n.
A terminating Saalschützian (1-balanced) 4 φ 3 transformation [10] is given by
where cf = abde. By letting f be equal to e in (1.1), we obtain the q-Pfaff-Saalschütz formula [7] given by
There are several combinatorial proofs of (1.2) [2, 8, 12] , but they are all for special cases when a = q α , b = q β , c = q γ for appropriate α, β, and γ. In Section 3, we present a combinatorial proof of (1.2) for any a, b, and c.
In [2] , G. E. Andrews and D. Bressoud extended the method for the q-Pfaff-Saalschütz formula to the special case of the following q-analogue of Sheppard's 3 F 2 transformation formula
which is proved combinatorially in Section 4.
In the following section, we present lemmas to be used in the other sections. These lemmas are all combinatorial versions of the q-binomial theorem and can be found in [3] . In particular, the concept of Lemma 2.1 was first introduced in [11] to prove Ramanujan's 1 ψ 1 summation formula.
Preliminaries
We combinatorially state and prove the q-binomial theorem in Lemmas 2.1, 2.2, and 2.3, namely,
A partition of an integer n is a nonincreasing sequence π = π 1 π 2 · · · π l whose sum equals n [1] . Throughout this paper, we denote the partition with no parts by , and denote the number of parts of a partition π by (π) and the sum of the parts by |π|.
Let D m,M be the set of partitions into distinct parts s, m ≤ s < M , and D m,M (k) be the subset of D m,M such that partitions have exactly k parts. Let P m,M be the set of partitions into parts s, m ≤ s < M , and P m,M (k) be the subset of P m,M such that partitions have exactly k parts.
Lemma 2.1. For any nonnegative integers l, m, and n, there is a one to one correspondence between
Proof. In this lemma, we put the parts of a partition in nondecreasing order. Let (π 1 , π 2 ) ∈ D m,m+n × P l,∞ (n) be given. Let k be the number of parts of π
and define π 4 as the partition of the remaining n − k parts of
The process is invertible. Let (π 3 , π 4 ) ∈ D m+l,∞ (k) × P l,∞ (n − k) be given. We begin with π 4 , and progressively build partitions using the parts of π 3 beginning with the largest one until all parts of π 3 have been used. We define a map φ that will be employed at each step. Let ρ be a partition. Then for any integer I ≥ m, we can find the unique j such that
where
We successively apply φ a total of k times as follows: 
and define µ 3 as the partition of the remaining n − k parts of µ 2 . Note that µ 4 is a partition in P l+m+n−1,∞ (k), since µ 1 is a partition into k distinct parts ≥ m, µ 2 is a partition into distinct parts ≥ l, and in the process, µ 1 i is added to the (µ
Since the inverse process can be defined similarly, as we showed in the proof of Lemma 2.1, we omit the proof of the inverse process.
Throughout this paper, we say that two sets are equivalent if there exists a one to one correspondence between the sets. Lemma 2.3. For any nonnegative integers l, m, and n,
Proof. Note that taking the conjugate of a partition in P 1,n+1 gives a partition in
By applying the map defined in Lemma 2.1 to D m,m+n × P 0,∞ (n), we see that there is a one to one correspondence between
By dividing the parts of partitions in D l,l+n into parts less than l + k and the others, we can say that D l,l+n is equivalent to
which is equivalent to
by Lemmas 2.2 and 2.1.
3. The q-Pfaff-Saalschütz formula A terminating balanced 3 φ 2 series [7] is given by
which is equal to (1.2). In (1.2), we multiply both sides by (c) n (c/ab) n /(q) n , and replace a and b by −a and −b, respectively, to obtain
Then the left side of (3.1) generates vector partitions (
Meanwhile, the right side generates vector partitions (
and D 0,n × D 0,n × P 1,n+1 is equivalent to 0≤l 1 ,l 2 ,l 3 ,l 4 ≤n l 1 +l 2 +l 3 +l 4 =n
and for (ν
Thus, (3.2) becomes
To prove (3.1), we take the union of the sets defined in (3.4) for 0 ≤ j ≤ n and define an involution on the union under which the invariant set is equivalent to the set in (3.5). 
where n 1 + n 2 ≤ j and n 3 + n 4 ≤ m − j, and define a weight w by
Proof. In this proof, we denote the smallest part of a partition π by s(π). Given j, let 
Thus, after cancellation, there remain the vector partitions in
which is equivalent to (3.5) by the correspondence from k 1 , k 3 , k 6 , k 8 to l 3 , l 1 , l 2 , l 4 , respectively. By (3.7), the remaining vector partitions have the weight
which is equal to
since k 1 + k 3 = j. By (3.6) and the correspondence above, (3.9) is equal to (3.3) . Therefore, the q-Pfaff-Saalschütz formula (3.1) has been proved.
The q-Sheppard 3 φ 2 transformation formula
A q-analogue of Sheppard's transformations for a 3 φ 2 series [7] is given by
With substitutions of −a, −b, and −c −1 q 1−n for a, b, and c, respectively, and some manipulations, the formula above becomes
(4.1) Then the left side of (4.1) generates vector partitions (
By Lemma 2.3, we see that
To prove (4.1), we take the union of the sets defined in (4.3) for 0 ≤ j ≤ n and define an involution on the union as in the following lemma, which is equivalent to 4) and define a weight w by
where (µ 1 , µ 2 ) is in (4.4).
Proof. In this proof, we denote the smallest part of a partition π by s(π). Given j, let (µ 1 , µ 2 ) be in
, then move s(µ 2 ) from µ 2 to µ 1 . It is clear that the map is a sign reversing involution. Thus, the lemma has been shown.
We apply the involution defined in Lemma 4.1 to (π 2 , π 7 ), where (π
By (4.2) and (4.3), the remaining vector partitions have the following weight (−1)
Meanwhile, the right side of (4.1) generates vector partitions (
By Lemma 2.3, we see that since l 1 + l 2 + l 4 = j. Identifying k 1 , k 3 , k 4 , k 5 , k 6 , k 8 with l 7 , l 1 , l 4 , l 5 , l 2 , l 8 , respectively, shows that the sets of the remaining vector partitions from both sides of (4.1) are equal. Thus (4.1) has been proved.
Remarks
In this paper, two special transformations in basic hypergeometric series have been studied combinatorially. In the future research, however, we shall seek more general and common constructions to discover simple combinatorial proofs for further identities.
