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“MIXED SPECTRAL NATURE” OF THUE–MORSE
HAMILTONIAN
QINGHUI LIU, YANHUI QU, AND XIAO YAO
Abstract. We find three dense subsets ΣI ,ΣII and ΣIII of the spec-
trum of the Thue-Morse Hamiltonian, such that each energy in ΣI is
extended; each energy in ΣII is pseudo-localized and each energy in ΣIII
is one-sided pseudo-localized. We also obtain exact estimations on the
norm of the transfer matrices and the norm of the formal solutions for
these energies. Especially, for E ∈ ΣII ∪ ΣIII , the norms of the transfer
matrices behave like
ec1γ
√
n ≤ ‖Tn(E)‖ ≤ ec2γ
√
n.
The local dimensions of the spectral measure on these subsets are also
studied. The local dimension is 0 for energy in ΣII and is larger than
1 for energy in ΣI ∪ ΣIII . In summary, the Thue-Morse Hamiltonian
exhibits “mixed spectral nature”.
1. Introduction
Discrete Schro¨dinger operator originates from crystal physics. To describe
the motion of one electron in a one-dimensional crystal, physicists use the
following “tight binding” model: HV : `
2(Z)→ `2(Z) defined as
(HV ψ)n = ψn+1 + ψn−1 + V (n)ψn,
where V : Z → R is the potential. To understand the spectral property of
HV , the central issue is to analyze the eigen-equation HV ψ = Eψ, where
E ∈ R is an energy. Define transfer matrices as follows:
Mn(E) :=
(
E − V (n) −1
1 0
)
; Tm→n(E) :=

Mn · · ·Mm+1 m < n
I m = n
(Mm · · ·Mn+1))−1 m > n.
Write Tn(E) := T0→n(E) and ~ψn := (ψn+1, ψn)t, where vt is the transpose of
v. Then HV ψ = Eψ if and only if for any integers m,n,
(1.1) ~ψn = Tm→n ~ψm.
1.1. Literature and background. For crystal, the potential V is periodic.
Assume the period of V is N , then it is well-known that the spectrum σ(HV )
of HV satisfies
σ(HV ) = {E ∈ R : |tr(TN(E))| ≤ 2},
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which is made of finitely many intervals. The spectral measure of HV is
absolutely continuous. See for example [17, 58]. From fractal geometry
point of view, the spectral measure has Hausdorff dimension 1. In particular,
TN(E) is elliptic for any E ∈ σ(HV ) with |tr(TN(E))| < 2. As a consequence,
there exists a constant C > 1 such that, for any n ∈ Z,
(1.2) 1 ≤ ‖Tn(E)‖ ≤ C
and for any solution ψ of HV ψ = Eψ, any n ∈ Z,
(1.3) C−1‖~ψ0‖ ≤ ‖~ψn‖ ≤ C‖~ψ0‖.
In this case, E is called an extended state.
In order to study crystal with impurities, Anderson [1] proposed the fol-
lowing model: assume {Vω(n) : n ∈ Z} are i.i.d. random variables. For this
model, the typical spectral picture is as follows. Assume ϕ is the probability
distribution of Vω(0), then almost surely
σ(Hω) = supp(ϕ) + [−2, 2].
Thus the spectrum still has a band structure. On the other hand, almost
surely, the spectral measure of Hω is pure point; the set of eigenvalues {Eω,i :
i ∈ N} is dense in σ(Hω); the eigenfunctions {ψω,i : i ∈ N} form a basis of
`2(Z); each ψω,i decays exponentially: there exists a constant γ > 0 such
that for any  > 0 small,
(1.4) e−(γ+)|n| . ‖~ψω,in ‖ . e−(γ−)|n|.
If φ is another solution of the eigen-equation and independent with ψω,i,
then
(1.5) e(γ−)|n| . ‖~φn‖ . e(γ+)|n|.
Moreover, the following estimation on the norms of the transfer matrices
holds:
(1.6) e(γ−)|n| . ‖Tn(Eω,i)‖ . e(γ+)|n|.
The energy Eω,i is called a localized state. Since the spectral measure
is supported on a countable set, it has Hausdorff dimension 0. The above
property is known as Anderson localization, see for example [32, 51, 54, 15,
43, 16, 24].
The periodic potentials and random potentials lie in two extremes ac-
cording to the degree of orderness of potentials. In between, there are rich
varieties. The most popular potentials which have been extensively studied
in the past three decades are the so-called quasiperiodic potentials. They
all have their roots in physics, see for example [2, 42, 53, 57]. The spectral
properties of the related operators exhibit big varieties. Here we focus on
two typical classes of potentials. One class consists of analytic potentials,
the most famous example is the so-called Almost Mathieu potential defined
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by V am(n) = cos 2pi(nα+θ), where α ∈ R\Q, θ ∈ R. Another class consists
of potentials generated by primitive substitutions, the most famous exam-
ple is the so-called Fibonacci potential, defined by V F (n) = χ(α,1](nα + θ
(mod 1)), where α = (
√
5− 1)/2 is the inverse of Golden mean.
The spectrum of Almost Mathieu operator HλV am is well understood now,
it is known that the spectrum is a Cantor set (this is the famous Ten Martini
problem, see [3]) independent with θ, and has Lebesgue measure
|σ(HλV am)| = |4− 2λ|
(see [44, 37, 8]). For the spectral measure, Aubry and Andre [2] conjectured
that for irrational frequency α, the spectral measure of the operator is ab-
solutely continuous when |λ| < 2, while it is pure point with exponentially
decaying eigenfunctions when |λ| > 2. That is, there exists a metal-insulator
transition at |λ| = 2. It was soon realized that this conjecture is not true
for certain frequencies α and phases θ, see [9, 40]. On the other hand, Jit-
omirskaya [36] established this conjecture for Lebesgue a.e. frequencies and
phases. Consequently for such α and θ, the eigenvalues, eigenfunctions and
transfer matrices of the corresponding operator have similar properties as
(1.4), (1.5) and (1.6). The spectral measure still has Hausdorff dimension 0
since it is pure point. In general, by subordinate theory, Jitomirskaya and
Last [39] showed that when |λ| > 2, for any irrational α and θ, the spectral
measure of related operator also has Hausdorff dimension 0, even not neces-
sarily pure point. This means that the spectral measure is still close to pure
point in some sense. Recently Avila [7] established the absolute continuity
of spectral measure for any α and θ when |λ| < 2.
Now we turn to the second class. It is known that, if V is defined through a
primitive substitution, then the spectrum σ(HλV ) has zero Lebesgue measure
for any λ 6= 0, see [13, 45, 47]. Consequently the spectrum is a Cantor set.
Remark that the Fibonacci potential can also be defined through the famous
Fibonacci substitution τ : τ(a) = ab and τ(b) = a(see for example [29] Sect.
5.4), thus σ(HλV F ) has Lebesgue measure 0. The Hausdorff dimension of
σ(HλV F ) has been extensively studied, see [55, 39, 48, 18, 20, 21], especially
the recent work [22]. In particular, the following property is shown in [18]:
(1.7) lim
|λ|→∞
dimH σ(HλV F ) ln |λ| = ln(1 +
√
2).
This implies that dimH σ(HλV F )→ 0 when |λ| → ∞. On the other hand, for
any E ∈ σ(HλV F ) and any solution ψ of HλV Fψ = Eψ, by [35, 34, 39, 23],
there exist 0 < α1 ≤ α2 and β > 0 such that
(1.8) Lα1 . ‖ψ‖L . Lα2 and ‖Tn(E)‖ . |n|β,
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where ‖ψ‖L is defined by
‖ψ‖L :=
 [L]∑
n=0
|ψ(n)|2 + (L− [L])|ψ([L] + 1)|2
1/2 .
Remark that (1.8) is different from (1.4), (1.5) and (1.6), where for the
formal solution ψ, ‖ψ‖L is either bounded, or increasing exponentially; the
norms of transfer matrices also increase exponentially. As a consequence
of (1.8), the spectral measure µ is uniformly α-Ho¨lder continuous, where
α = 2α1/(α1 + α2). This implies that dµ(E) ≥ α for any E ∈ σ(HλV F )(see
[23]), thus dimH µ ≥ α. It is also known that dimH σ(HλV F ) < 1 for any
λ 6= 0 ([14, 22]). Since the spectral measure µ is supported on the spectrum,
we have dimH µ < 1. This implies that, in (1.8), α1 is strictly less than α2.
Thus (1.8) is also different from the periodic case, for which, (1.2) implies
that for any formal solution ψ, ‖ψ‖L ∼ L1/2.
Now we consider Thue-Morse potential, which is the potential we will
study in this paper. It has been studied by many authors, see [4, 50, 56,
5, 6, 49, 10, 12, 13, 25]. The Thue-Morse potential w is defined as follows:
Let ς be the Thue-Morse substitution given by ς(a) = ab and ς(b) = ba. Let
u = u1u2 · · · := ς∞(a). For n ≥ 1, let w(n) = 1 if un = a; let w(n) = −1 if
un = b; let w(1−n) = w(n) for n ≥ 1. The operator Hλw is called the Thue-
Morse Hamiltonian. Since ς is primitive, σ(Hλw) has Lebesgue measure 0
when λ 6= 0. On the other hand, it is shown in [33, 19] that the operator
has no eigenvalues, consequently the spectral measure is purely singular
continuous. Recently it was shown in [46] that the Hausdorff dimension of
σ(Hλw) has an absolute positive lower bound for any λ, which form a big
contrast with (1.7).
In this work, we concentrate on three subsets of the spectrum σ(Hλw)
and study some finer spectral properties of Hλw. More precisely, we study
the behavior of the transfer matrices and eigenfunctions for those energies,
we also study the local dimension of the spectral measure at those energies.
From now on, we only consider the Thue-Morse Hamiltonian for λ 6= 0, thus
we simplify the notation Hλw to Hλ.
1.2. Main results. We start with an estimation on the norm of the transfer
matrices for any energy in the spectrum. It is known that(see e.g. [11, 13,
45]), for any potential generated by primitive substitution, the Lyapunov
exponent vanishes on the spectrum, and it was implied by their proofs that,
there are c = c(λ,E) > 0 and 0 < α < 1 such that, for any n > 0,
‖Tn(E)‖ . ecnα ,
where in the case of Thue-Morse, α > 3/4. Here, we improve the exponent
α to 1/2.
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Theorem 1.1. There exists c = c(λ) > 0 such that, for any E ∈ σ(Hλ) and
n ∈ N,
(1.9) ‖T±n(E)‖ ≤ ecn1/2 .
One may ask, whether α = 1/2 is sharp, or equivalently, does there exist
some energy such that the norm of related transfer matrices increases at
least as ec˜
√
n for some positive constant c˜? We will answer this question
later. Indeed, we will construct three subsets of the spectrum, such that
among each of them, we can get more precise estimations on the norm of
the transfer matrices.
Let us give a description on the structure of the spectrum. Define tn(E)
to be the trace of T2n(E). It is a polynomial of order 2
n and is called the
n-th trace polynomial related to Thue–Morse Hamiltonian. Define σn :=
{E ∈ R : |tn(E)| ≤ 2}. It is shown in [46] that {σn ∪ σn+1 : n ≥ 1} is a
decreasing set sequence and
(1.10) σ(Hλ) =
⋂
n≥1
(σn ∪ σn+1).
E ∈ R is called a type-I energy if tk(E) = 0 for some k ∈ N. E ∈ R is
called a type-II energy if there exists some n0 depending on E, such that
E ∈ σ2n \ σ2n+1 for all n ≥ n0. E ∈ R is called a type-III energy if there
exists some n0 depending on E, such that E ∈ σ2n+1 \ σ2n for all n ≥ n0.
For T ∈ {I, II, III}, define
ΣT := {E ∈ R : E is a type-T energy}.
It is seen that ΣI is countable. Moreover, it is shown in [46] that ΣI is
dense in σ(Hλ).
Proposition 1.2. For any E ∈ ΣI , there exists a constant C(E) > 1 such
that for any formal solution ψ of Hλψ = Eψ,
(1.11) C−1‖~ψ0‖ ≤ ‖~ψn‖ ≤ C‖~ψ0‖ and 1 ≤ ‖Tn(E)‖ ≤ C.
Compare with (1.2) and (1.3), we conclude that E is an extended state for
any E ∈ ΣI . Proposition 1.2 follows quite easily from an observation stated
in [25], and implicitly proved in [6].
Now we study the other two subsets. By (1.10) and the definitions of ΣII
and ΣIII , we know that ΣII ,ΣIII ⊂ σ(Hλ). Of course, apriori ΣII and ΣIII
may be empty. However we have the following:
Theorem 1.3. Both ΣII and ΣIII are dense in σ(Hλ) and uncountable.
As we will see, the proof of the theorem is far from trivial, which involves
the detailed analysis of the dynamics of a two-dimensional polynomial map,
constructed through the recurrence relation of the trace polynomials.
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Next, we obtain the estimations for the norms of transfer matrices for
type-II and type-III energies.
Theorem 1.4. For any E ∈ ΣII ∪ ΣIII , there exist constant γ = γ(E) > 0
and absolute constants c2 > c1 > 0 such that, for n large enough,
(1.12) ec1γ
√
n ≤ ‖T±n(E)‖ ≤ ec2γ
√
n.
Remark 1.1. (i) (1.12) implies that ‖T±n(E)‖ increase at least with the
speed ec1γ
√
n for n large enough, thus the exponent α = 1/2 in (1.9) is
sharp.
(ii) One may expect that the following limit exists
lim
n→∞
log ‖T±n(E)‖√
n
.
However, it is not the case, as suggested by Remark 5.5 and Remark 6.5.
(iii) It is clear that (1.12) is different from all of (1.2), (1.6) and (1.8).
To our best knowledge, this is the first time that energies with (1.12) are
presented.
Even the definitions of ΣII and ΣIII are quite similar, the related spec-
tral properties are quite different. To state the result, we introduce a new
notation. Write vθ := (cos θ,− sin θ)t for any θ ∈ R.
For type-II energy, we have the following result:
Theorem 1.5. For each E ∈ ΣII , the equation Hλψ = Eψ has a unique
subordinate solution ψ satisfying the following:
(i) There exist α > 0 and c 6= 0 such that ~ψ0 = v ηpi
4
with η ∈ {+,−} and
(1.13)
{
‖~ψ±n‖ . nα, ‖~ψ±22n‖ . e−2nγ,
~ψ22n+1 = −η ~ψ−22n+1 = ±c v− ηpi
4
+O(e−2
n+1γ).
(ii) If φ is such that Hλφ = Eφ and φ is independent with ψ, then
(1.14) ‖~φ±n‖ & e
γ
4
√
n.
Remark 1.2. (i) (1.13) and (1.14) obviously implies that ψ is the unique
subordinate solution of the related eigen-equation. (1.13) also reveals an-
other interesting phenomenon: while the solution ψ is sub-exponentially
localized along the subsequences {22n : n ≥ 1} and {−22n : n ≥ 1}, it is
extended along the subsequences {22n+1 : n ≥ 1} and {−22n+1 : n ≥ 1}. So
ψ is an oscillated solution with polynomial bound.
(ii) Compare with (1.4) and (1.5), it is reasonable to call each E ∈ ΣII
a pseudo-localized state of Hλ, and call ψ the pseudo-eigenfunction related
to E. Since ΣII is dense in the spectrum, we may say that Hλ exhibits
pseudo-localization.
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For type-III energy, we have the following result:
Theorem 1.6. For each E ∈ ΣIII , the equation Hλψ = Eψ has a unique
right-subordinate solution ψr and a unique left-subordinate solution ψl sat-
isfying the following:
(i) there exist θ 6= ±pi
4
+ kpi and α > 0 such that ~ψr0 = vθ, and
(1.15)
{
‖~ψrn‖ . nα, ‖~ψr−n‖ & e
γ
4
√
n,
‖~ψr22n+1‖ . e−2
nγ, ~ψr22n = ± 1√2v−pi2−θ +O(e−2
nγ);
~ψl0 = v−pi2−θ, and
(1.16)
{
‖~ψl−n‖ . nα, ‖~ψln‖ & e
γ
4
√
n,
‖~ψl−22n+1‖ . e−2
nγ, ~ψl−22n = ± 1√2vθ +O(e−2
nγ).
(ii) If φ is such that Hλφ = Eφ and φ 6∈ span(ψl) ∪ span(ψr), then
(1.17) ‖~φ±n‖ & e
γ
4
√
n.
Remark 1.3. (i) Indeed, ψl is just a reflection of ψr with respect to 1/2.
Since θ 6= ±pi
4
+kpi, we have ~ψr0 ∦ ~ψl0, consequently ψr and ψl are independent
and {ψr, ψl} is a basis of the space of the solutions of Hλψ = Eψ.
(ii) (1.15), (1.16) and (1.17) implies that ψr is the unique right-subordinate
solution and ψl is the unique left-subordinate solution. However, in this case,
there is no nonzero two-sided subordinate solution. Indeed if φ is a global
subordinate solution, then φ is both a right- and left-subordinate solution,
then φ = t1ψ
r = t2ψ
l, for some t1, t2 ∈ R. Since ψl and ψr are independent,
the only possibility is t1 = t2 = 0.
(iii) Not like the type-II energy case, (1.15) reveals a more complex phe-
nomenon: while the solution ψr is sub-exponentially localized along the sub-
sequence {22n+1 : n ≥ 1}, it is extended along the subsequence {22n : n ≥ 1}
and sub-exponentially exploring along Z−. However, ψr is still an oscillated
solution with polynomial bound on Z+. For ψl we have similar observation.
(iv) Compare with the classical definition of localization, it is still reason-
able to call each E ∈ ΣIII a one-sided pseudo-localized state of Hλ, and call
ψr(ψl) a right (left) pseudo-eigenfunction related to E. Since ΣIII is dense
in the spectrum, we may say that Hλ exhibits one-sided pseudo-localization.
We summarize the spectral properties of all the operators mentioned above
in the following table, where Θ(γ) means cγ ≤ Θ(γ) ≤ dγ for constants
c, d > 0.
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Model & Energy ‖T±n(E)‖ subordinate ‖~ψ±n‖ other sol. ‖~φ±n‖
Periodic σ(H) ≤ C no ≤ C
Anderson σp(H) e
(γ+o(1))n e−(γ+o(1))n e(γ+o(1))n
Fibonacci σ(H) ≤ nβ ≤ nβ ≤ nβ
Thue-Morse ΣI ≤ C no ≤ C
Thue-Morse ΣII e
Θ(γ)
√
n ≤ nα eΘ(γ)√n
Thue-Morse ΣIII e
Θ(γ)
√
n no eΘ(γ)
√
n
With these properties in hand, by using the subordinacy theory developed
in [38, 39], we can estimate the local dimensions of the spectral measure at
these energies.
We introduce several more notations. Given a finite measure µ on R. Fix
x ∈ suppµ and α > 0. The α-density of µ at x is defined as
Dαµ(x) := lim sup
→0
µ((x− , x+ ))
(2)α
.
The local Hausdorff dimension of µ at x is defined as
dµ(x) := lim inf
→0
log µ((x− , x+ ))
log 
.
dµ(x) gives the local Ho¨lder exponent of the distribution of µ at x. The
relation of these two quantities is
(1.18) dµ(x) = sup{α : Dαµ(x) = 0} = inf{α : Dαµ(x) =∞}.
Now assume µ is the spectral measure of Hλ, we study the local Hausdorff
dimension of µ at energy E of type-I, II and III. We divide the set ΣIII
further into two parts:
ΣIII,1 := {E ∈ ΣIII : ~ψr0 = v0 or vpi2 }; ΣIII,2 = ΣIII \ ΣIII,1.
Theorem 1.7. We have
(1.19)

dµ(E) ≥ 1 E ∈ ΣI ,
dµ(E) = 0 E ∈ ΣII ,
dµ(E) ≥ 2 E ∈ ΣIII,1,
dµ(E) ≥ 1 E ∈ ΣIII,2.
Consequently we have
µ(ΣI) = 0; dimH ΣII = 0 and µ(ΣIII,1) = 0.
Remark 1.4. (i) Loosely speaking, µ|ΣI is reminiscent of the spectral mea-
sure of periodic Hamiltonian, while µ|ΣII is quite close to the spectral mea-
sure of almost Mathieu operator for |λ| > 2, as studied in [39]. The behavior
of µ|ΣIII is a bit strange, because if one consider the half-line operator, the
spectral measure should be as singular as µ|ΣII , however for the whole line
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operator, the spectral measure is very smooth in the sense that, the local
Ho¨lder exponent is very large(can be ≥ 2). It is the same phenomenon as
explained in [39](see the remark after Lemma 4 [39]).
(ii) Unfortunately, we do not know which subset essentially supports the
spectral measure. It is left as an interesting and challenging problem.
(iii) From fractal geometry point of view, (1.19) suggests that µ is a mul-
tifractal measure, another interesting problem is to estimate the local di-
mensions for all the other energies in the spectrum.
(iv) ΣIII,1 contains at most two energies. Indeed, ΣIII,1 is empty for
|λ| > 1; on the other hand, there exists a uncountable subset Γ ⊂ [−1, 1],
such that ΣIII,1 = {λ,−λ} for any λ ∈ Γ. See Lemma 7.3 for detail. For
the coupling parameter λ ∈ Γ, the energies ±λ may have some physical
implication due to their strange local dimensions.
The following table offers a summary on these three types of energies.
Type Type I Type II
Type III
III-1 III-2
Existence Yes Yes Sometimes Yes Yes
Ordinality Countable Uncountable 0 or 2 Uncountable
Denseness Yes Yes No Yes
dµ(·) ≥ 1 0 ≥ 2 ≥ 1
1.3. Ideas of the proof. In the following, we explain several key points in
our proof.
At first we explain the proof of the existence and denseness of ΣII and
ΣIII . We take ΣIII as example. Based on the recurrence relation of trace
polynomials(see (2.5)), we define a mapping f : R2 → R2 as
f(x, y) = (x2(y − 2) + 2, x2y2(y − 2) + 2).
Then for any E ∈ R and any n ≥ 1,
f(tn(E), tn+1(E)) = (tn+2(E), tn+3(E)).
Write D := [−2, 2]× (−∞,−2). In view of the definition of type-III ener-
gies and a simple fact deduced from the recurrence relation(see Lemma 2.1
(iii)), we have
(1.20) ΣIII = {E ∈ R : fn(t2k−1(E), t2k(E)) ∈ D, ∃k ∈ N,∀n ≥ 0},
If we write
ϕk(E) := (tk(E), tk+1(E)) and Λ(D) :=
⋂
n≥0
f−n(D),
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we can rewrite (1.20) as
ΣIII =
⋃
k odd
{E : ϕk(E) ∈ Λ(D)}.
Thus ΣIII is nonempty if the curve ϕk(R) intersects Λ(D) for some odd k.
It is dense in the spectrum if for any E ∈ σ(Hλ) and  > 0, the sub-curve
ϕk([E − , E + ]) intersects Λ(D) for some odd k. Hence it is crucial to
understand Λ(D). However, it turns out that this set is very hard to deal
with, because D is not matched with the dynamical properties of f . On the
other hand, observe that the parabola y = x2 − 2 is invariant under f and
(−1,−1) is a fixed point of f , then a more suitable starting domain is
S = {(x, y) : −1 ≤ x ≤ 1; y ≤ x2 − 2}.
Figure 1. Proof of the denseness of ΣIII
Indeed, by a bit extra work, we can show that
ΣIII =
⋃
k odd
{E : ϕk(E) ∈ Λ(S)}.
The good point is that the structure of Λ(S) is relatively simple. In fact, f
has four inverse branches F0, F1, F2, F3 with
F0(S), F1(S) ⊂ S, F0(S) ∩ F1(S) = ∅ and F2(S) ∩ S = F3(S) ∩ S = ∅.
Thus
Λ(S) =
⋂
n≥0
f−n(S) =
⋂
n≥1
⋃
wi∈{0,1}
Fw1 ◦ · · · ◦ Fwn(S).
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Λ(S) is kind of repeller and has a “lamination” structure. Moreover, each
“fiber” Λω :=
⋂
n Fω1 ◦ · · · ◦Fωn(S) is rooted in the parabola y = x2− 2 and
goes down to −∞. Now, due to the denseness of ΣI , for each E ∈ σ(Hλ)
and  > 0, we can find odd k large enough and a subinterval [E1, E2] ⊂
[E − , E + ], such that the sub-curve ϕk([E1, E2]) stays in S and touches
the left and right boundaries of S. As a result, this sub-curve must intersect
with each fiber Λω, which finishes the proof(see Figure 1).
Next, we explain how to get the lower bound of the norms of the transfer
matrices for type-II and type-III energies. We take type-II energy as exam-
ple. Fix E ∈ ΣII , due to the combinatorial nature of Thue-Morse potential,
it is natural to consider firstly the norms of
An = T2n and Bn = T2n→2n+1 .
Define four special matrices as follows:
(1.21) I =
(
1 0
0 1
)
, U =
(
0 1
1 0
)
, V =
(
1 0
0 −1
)
, W =
(
0 −1
1 0
)
.
A key observation in [27] is that,
(1.22) A2n−1 −B2n−1 = µnU
for some µn ∈ R. By this observation, we obtain
(1.23) A2n −B2n = νnV + ωnW
for some νn, ωn ∈ R. Combine (1.22) with the recurrence relations of An and
Bn, we get
A2n+1 = t2nt2n−1A2n−1 − t2n−1µnU + (1− t22n−1)I,
where tn is the n-th trace polynomial. By studying the recurrence relation
of tn(see (2.4) and (2.5)), we show that there is γ > 0 such that
|t2n−1| ∼ e2nγ, |t2n| ∼ e−2nγ and |µn| ∼ e2nγ.
By more precise estimations on these three quantities, we can show that
{t−12n−1A2n−1 : n ≥ 1} is a Cauchy sequence and moreover
(1.24)
A2n−1
t2n−1
=
I ± U
2
+O(e−2
n−1γ).
Similarly but more complicatedly, by using (1.23), we can show that
(1.25) t2nA2n = ±c(V ∓W ) +O(e−2n+1γ),
where c is a nonzero constant. These two equations suggest that
‖A2n‖, ‖A2n−1‖ ∼ e2nγ.
Now an interpolation argument shows that for any n ∈ N, we have ‖Tn‖ &
ecγ
√
n. Figure 2 is a simulation on the norms of the transfer matrices for some
E ∈ ΣII , which matches very well with the theoretical prediction (1.12).
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Figure 2. log ‖Tn(E)‖, n = 1, · · · , 4096, where λ = 1, E = 1.571613 · · ·
Now we explain how to find the subordinate solution at Z+. By (1.1),
we only need to find the suitable initial condition ~ψ0 such that the norm of
~ψn = Tn ~ψ0 is as small as possible. In the language of dynamical system, we
should find the stable direction of {Tn : n ∈ N}.
If the constants c1 and c2 in Theorem 1.4 satisfy c2 < 2c1, then we could
apply Oseledets’ argument to find a stable direction s such that ‖Tns‖ .
e−cγ
√
n, and for any vector v that is linear independent with s, ‖Tnv‖ & ecγ
√
n.
However, comparing with Theorem 1.5 and Theorem 1.6, it is impossible to
choose c1, c2 such that c2 < 2c1 in our case. On the other hand, one can
always apply Oseledets’ argument to find a “pre”-stable direction s such
that for any vector v that is linear independent with s,
(1.26) ‖Tnv‖ & ecγ
√
n.
This s should be the initial condition ~ψ0 we are looking for, but this approach
say nothing about ‖Tns‖ itself.
Instead of considering the whole sequence {Tn : n ∈ N}, we treat the
subsequence {An = T2n : n ∈ N} firstly. The advantage is that, in this case
we know the exact asymptotic behaviors of ‖An‖ due to (1.24) and (1.25).
But here there is a further subtlety. It turns out there is no stable direction
for {An : n ∈ N}, and we need to consider a further subsequence. It is at
this point that we need to treat type-II and type-III energies separately.
At first suppose E ∈ ΣII . By Oseledets’ argument, there exists a stable
direction s˜ for {A2n : n ∈ N} such that ‖A2ns˜‖ . e−2nγ. In view of (1.26),
s = s˜. Moreover, by (1.25), s must be parallel to v±pi/4. By some extra work,
we can show that ‖A2n+1s‖ ∼ 1 and ‖Tns‖ ≤ nα for some α > 0 and any n.
As a result, we find the subordinate solution at Z+.
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Next suppose E ∈ ΣIII . Again by Oseledets’ argument, there exists a
stable direction sˆ for {A2n+1 : n ∈ N} such that ‖A2n+1sˆ‖ . e−2nγ. Still by
(1.26), s = sˆ. However, s is never parallel to v±pi/4 in this case. Indeed, we
can show a formula analogous to (1.24):
A2n
t2n
=
1
2
(I ± sec θ V ± tan θ W ) +O(e−2n−1γ),
where θ ∈ (−pi/2, pi/2) is determined by sin θ = (E2 − λ2)/2E. By a simple
computation, we get s ‖ v−θ/2 or v(θ−pi)/2. Thus s ∦ v±pi/4. We can still show
that ‖A2ns‖ ∼ 1 and ‖Tns‖ ≤ nα for some α > 0 and any n, so we also find
a subordinate solution at Z+ for type-III energy.
Let us check whether this one-sided subordinate solution extends to a
global one. From the definition, it is seen that the Thue-Morse potential is
symmetric with respect to 1/2. If E is a type-II energy, then ~ψ0 = (ψ1, ψ0) =
s ‖ v±pi/4, which is either symmetric or anti-symmetric with respect to 1/2.
Consequently, ψ extends to a global subordinate solution. As a comparison,
if E is a type-III energy, then ~ψ0 ∦ v±pi/4, hence ψ never extends to a global
subordinate solution.
Finally, we say some words on notations.
By an . bn, we mean there exists C > 0 such that, for any n > 0,
an ≤ Cbn. The notation & can be defined analogously. By an ∼ bn, we
mean an . bn and an & bn.
We denote by ‖x‖ the 2-norm of x ∈ R2. For any matrix A of order 2,
‖A‖ := sup
‖x‖=1
‖Ax‖.
Note that if detA = 1, then ‖A‖ = ‖A−1‖ ≥ 1.
The rest of the paper is organized as follows. In Section 2, we give basic
definitions and some useful facts related to Thue-Morse potential and the
first structure of the transfer matrices. In Section 3, we prove Theorem
1.1 and Proposition 1.2, which are relatively easy. In Section 4, we prove
Theorem 1.3. In Section 5, we prove Theorem 1.4 for type-II energy and
Theorem 1.5. In Section 6, we prove Theorem 1.4 for type-III energy and
Theorem 1.6. In Section 7, we prove Theorem 1.7. Finally, in the Appendix,
we give an alternative proof of the fact that Hλ has no point spectrum, which
is based on our new understanding on the operator.
2. Preliminaries
In this section, we give the basic definitions and collect some basic facts
related to trace polynomials. We also give the first structure of the transfer
matrices.
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2.1. Basic definitions.
Define a¯ := b and b¯ := a. For a1 · · · an ∈ {a, b}n, define a1 · · · an :=
a1 · · · an. Recall that ς∞(a) = u = u1u2 · · · is the Thue-Morse sequence. It
has the following symmetric property:
(2.1) u2n+1 · · ·u2n+1 = u1 · · ·u2n ; u1 · · ·u22n = u22n · · ·u1, ∀n > 0.
We extend u to a two-sided Thue-Morse sequence as follows
(2.2) u1−n = un, ∀n > 0.
By this definition, u is symmetric with respect to 1/2.
Denote the free group generated by a, b as FG(a, b). Given λ,E ∈ R and
λ 6= 0, define a homomorphism % : FG(a, b)→ SL(2,R) as
%(a) =
[
E − λ −1
1 0
]
, %(b) =
[
E + λ −1
1 0
]
and %(a1 · · · an) = %(an) · · · %(a1). The transfer matrix Tm→n(E) can be
rewritten as
Tm→n(E) =

%(um+1 · · ·un) m < n
I m = n
(%(un+1 · · ·um))−1 m > n
It is basic that Tm→n(E) has determinant 1.
Define %¯(x) = %(x¯) for x = a and b and extend the definition of %¯ to finite
word. Define
Tm→n(E) :=

%¯(um+1 · · ·un) m < n
I m = n
(%¯(un+1 · · ·um))−1 m > n
For n ≥ 0, define
An(E) := %(ς
n(a)) = T2n(E) and Bn(E) := %(ς
n(b)) = T 2n(E).
Then for n ≥ 0, we have
(2.3) An+1(E) = Bn(E)An(E), Bn+1(E) = An(E)Bn(E).
As a consequence, tr(An(E)) = tr(Bn(E)) for n ≥ 1(where tr(A) denotes the
trace of the matrix A). Recall that we have defined tn(E) = tr(T2n(E)) =
tr(An(E)). It is shown in [6, 10] that
(2.4) t1(E) = E
2 − λ2 − 2, t2(E) = (E2 − λ2)2 − 4E2 + 2,
and for n ≥ 2,
(2.5) tn+1(E) = t
2
n−1(E)(tn(E)− 2) + 2.
{tn : n ≥ 1} is the family of trace polynomials related to the Thue-Morse
Hamiltonian.
The follow lemma collects basic facts about the trace polynomials.
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Lemma 2.1. (i) If tn(E) = 0, then tk(E) = 2 for any k ≥ n + 2. Conse-
quently ΣI ∩ (ΣII ∪ ΣIII) = ∅.
(ii) If n ≥ 2 and tn(E) = 2, then tk(E) = 2 for any k ≥ n.
(iii) If E ∈ σ(Hλ), tn−1(E) 6= 0 and |tn(E)| > 2 for some n > 1, then
tn(E) < −2.
(iv) 0 6∈ σ(Hλ).
Proof. (i) follows directly from (2.5) and the definitions of ΣI ,ΣII and ΣIII .
(ii) follows directly from (2.5).
By (2.5), if tn(E) > 2, then tn+1(E) = t
2
n−1(E)(tn(E)− 2) + 2 > 2, which
contradicts with (1.10). Thus (iii) holds.
By (2.4), we have t1(0) = −λ2 − 2 < −2 and t2(0) = 2 + λ4 > 2. Thus
0 6∈ σ1 ∪ σ2. By (1.10), 0 6∈ σ(Hλ). 
We usually drop E from the notations when there is no confusion. For
example, we simplify An(E), Tn(E), tn(E) to An, Tn, tn.
2.2. Structures of An and Bn.
It is a simple observation that, for any 2 × 2 matrix A = (aij) with
determinant 1,
(2.6) UAU = A−1 if and only if a12 + a21 = 0,
where U is defined in (1.21). As a consequence, we have
Lemma 2.2 ([27, 19]). (i) U%(a)U = %−1(a) and U%(b)U = %−1(b).
(ii) More generally, for a word a1 · · · an ∈ {a, b}n,
(2.7) U%(a1 · · · an)U = %−1(an · · · a1).
(iii) In particular, for any n ≥ 1, we have
(2.8) T−n(E) = UTn(E)U.
Proof. (i) and (ii) follow directly from (2.6) and the definition of %.
By (ii) and the definition of Tn(E),
UTn(E)U = U%(u1 · · ·un)U = %−1(un · · ·u1).
On the other hand, by (2.2),
T−n(E) = (T−n→0(E))−1 = %−1(u1−n · · ·u0) = %−1(un · · ·u1).
Thus (iii) holds. 
Remark 2.3. By (2.1) and Lemma 2.2 (ii), for any n > 0, we have UA2nU =
A−12n and UB2nU = B
−1
2n . By (2.6), for any n ≥ 0, if we write
A2n =
(
a11 a12
a21 a22
)
, B2n =
(
b11 b12
b21 b22
)
,
then a12 = −a21 and b12 = −b21. See also [27, 19].
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By (2.3) and direct computation, for any n > 0, if we write
A2n−1 =
(
a′11 a
′
12
a′21 a
′
22
)
, B2n−1 =
(
b′11 b
′
12
b′21 b
′
22
)
,
then a′11 = b
′
11, a
′
12 = −b′21, a′21 = −b′12, a′22 = b′22.
Lemma 2.4. We have
An+2 = tn(tn+1 − 1)An + tnBn + (1− t2n)I,
Bn+2 = tn(tn+1 − 1)Bn + tnAn + (1− t2n)I,
B2nAn = tnAn+1 − An, A2nBn = tnBn+1 −Bn.
The proof follows from Cayley-Hamilton Theorem for matrix A of order
2, i.e. A2 − (trA)A+ (detA)I = 0.
The following relation between A2n−1 and B2n−1 is observed in [27]:
Lemma 2.5. [27] There exists a real sequence {µn}∞n=1 such that
(2.9) A2n−1 −B2n−1 = µnU and t2n = t22n−1 − µ2n − 2.
We observe the following parallel relation between A2n and B2n :
Lemma 2.6. There exist two real sequences {νn}∞n=1 and {ωn}∞n=1 such that
(2.10) A2n −B2n = νnV + ωnW and t2n+1 = t22n − ν2n + ω2n − 2,
where V and W are defined in (1.21).
Proof. Since A2n−1U−UA2n−1 is a linear combination of V and W , by (2.9),
there exist νn, ωn ∈ R such that
A2n −B2n = B2n−1A2n−1 − A2n−1B2n−1
= (A2n−1 − µnU)A2n−1 − A2n−1(A2n−1 − µnU)
= µn(A2n−1U − UA2n−1)
= νnV + ωnW.
Noticing that det(νnV + ωnW ) = ω
2
n − ν2n and tr(νnV + ωnW ) = 0, by
Cayley-Hamilton Theorem,
−(ω2n − ν2n)I = (A2n −B2n)2
= A22n +B
2
2n − A2nB2n −B2nA2n
= t2nA2n + t2nB2n − A2n+1 −B2n+1 − 2I.
Taking trace on both sides, we get the second equality of the lemma. 
Moreover, µn, νn and ωn satisfy the following recurrence relations:
Lemma 2.7. The following three recurrence relations hold:
µn+1 = (t2n − 2)t2n−1 µn,
νn+1 = (t2n+1 − 2)t2n νn,
ωn+1 = (t2n+1 − 2)t2n ωn
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with initial conditions
(2.11) µ1 = −2λ; ν1 = 4λE and ω1 = 2λ(E2 − λ2).
Proof. At first, by direct computation, we get (2.11).
By Lemma 2.4 and (2.9) we have
(2.12)
{
A2n+1 = t2nt2n−1A2n−1 − t2n−1µnU + (1− t22n−1)I,
B2n+1 = t2nt2n−1B2n−1 + t2n−1µnU + (1− t22n−1)I.
Subtracting the two equations, we get the first recurrence relation.
By Lemma 2.4 and (2.10) we have
(2.13)
{
A2n+2 = t2nt2n+1A2n − t2nνnV − t2nωnW + (1− t22n)I,
B2n+2 = t2nt2n+1B2n + t2nνnV + t2nωnW + (1− t22n)I.
Subtracting the two equations, we get the second and the third recurrence
relations. 
Finally we need the following basic fact to estimate the norms of An and
Bn, the proof of which is elementary and will be omitted.
Lemma 2.8. Assume γ, c, d > 0 and {an : n ≥ 1} is a nonnegative sequence.
If either an+1 ≤ c+d·e−2nγan for all n ∈ N or an+1 ≤ (1+c·e−2nγ)an+d·e−2nγ
for all n ∈ N, then {an : n ≥ 1} is bounded.
3. Upper bounds for ‖T±n(E)‖; type-I energy
In this section, we give the proofs of Theorem 1.1 and Proposition 1.2,
which are relatively easy.
3.1. Uniform upper bound for ‖T±n(E)‖.
Note that for a matrix A of order 2, we have |tr(A)| ≤ 2‖A‖.
Proof of Theorem 1.1. By Remark 2.3, ‖A2n−1‖ = ‖B2n−1‖ for any n ≥ 1.
Claim: ‖A2n+1‖ ≤ 12‖A2n−1‖2.
C Since tn = trAn = trBn for any n ≥ 1, we have
(3.1) |tn| ≤ 2 min{‖An‖, ‖Bn‖}.
By Lemma 2.4,
A2n+1 = t2n−1(t2n − 1)A2n−1 + t2n−1B2n−1 + (1− t22n−1)I.
If |t2n| ≤ 2, then by using |t2n−1| ≤ 2‖A2n−1‖, we have
‖A2n+1‖ ≤ 12‖A2n−1‖2.
If |t2n| > 2 and t2n−1 = 0, then A2n+1 = I. Thus the claim obviously holds
since ‖A2n−1‖ ≥ 1.
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If |t2n| > 2 and t2n−1 6= 0, then t2n < −2 by Lemma 2.1 (iii). Consequently
|t2n+1|, |t2n−1| ≤ 2 by (1.10). Hence by (2.5),
|t2n−1| =
√
2− t2n+1
2− t2n ≤
2√|t2n| .
On the other hand, |t2n| ≤ 2‖A2n‖ ≤ 2‖A2n−1‖‖B2n−1‖ = 2‖A2n−1‖2, so
‖A2n+1‖ ≤ |t2n−1t2n|‖A2n−1‖+ 2|t2n−1|‖A2n−1‖+ |1− t22n−1|
≤ 2√|t2n|‖A2n−1‖+ 8‖A2n−1‖ ≤ 12‖A2n−1‖2.
Thus the claim holds. B
It is seen that |E| ≤ |λ|+ 2 for any E ∈ σ(Hλ). Thus
‖A1(E)‖ = ‖%(ab)‖ ≤ ‖%(a)‖‖%(b)‖ ≤ 4(2 + |λ|)2.
Define c1 = 2(ln 2 + ln(2 + |λ|), define cn = cn−1 + 2−n+1 ln 12 for any n > 1,
it is direct to show by induction that
‖A2n−1‖ ≤ ecn2n−1 .
Then for any n > 0,
max{‖A2n‖, ‖B2n‖} ≤ ‖A2n−1‖2 ≤ ecn2n .
Let c = c1 + ln 12. For any n > 0, we get
max{‖An‖, ‖Bn‖} ≤ ec2n/2 .
For any n > 0, let k = blog n/ log 2c, then n = ∑kj=0 aj2j with aj ∈ {0, 1}
and ak = 1. Define n0 = 0; for any 1 ≤ i ≤ k+1, define ni =
∑i−1
j=0 ak−j2
k−j.
Then Tnj→nj+1 = Ak−j or Bk−j if ak−j = 1. And hence,
‖Tn‖ ≤
k∏
j=0
‖Tnj→nj+1‖ ≤
k∏
j=0
eajc2
j/2 ≤ e
√
2c√
2−1 (2
k)1/2 ≤ e
√
2c√
2−1n
1/2
.
By Lemma 2.2 (iii) and the fact that U is unitary, we have ‖T−n‖ = ‖Tn‖
for any n ∈ N. Thus the result follows. 
Compare with the upper bound of the transfer matrices, it is much more
difficult to obtain a non-trivial lower bound, as we will see in the proof of
Theorem 1.4.
3.2. Type-I energy.
The following simple fact is observed in [6, 25], which also follows directly
from Lemma 2.4.
Lemma 3.1. If tk(E) = 0 for some k, then Ak+2 = Bk+2 = I.
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Proof of Proposition 1.2. By Lemma 2.2 (iii), we only need to prove the
result for n ∈ N. Take E ∈ ΣI and assume tK(E) = 0, then AK+2 = BK+2 =
I by the above lemma. Define
C := max{‖Tl(E)‖, ‖T l(E)‖ : 1 ≤ l ≤ 2K+2}.
Fix any n ∈ N and assume n = m2K+2 + l, with 0 ≤ l < 2K+2. Then
Tn(E) = Tl(E) or T l(E), since AK+2 = BK+2 = I. Thus (1.11) follows. 
4. ΣII and ΣIII are dense and uncountable
In this section, we will prove Theorem 1.3, i.e., both ΣII and ΣIII are
dense in σ(Hλ) and uncountable.
Recall that in the Introduction we have defined a map
f(x, y) = (x2(y − 2) + 2, x2y2(y − 2) + 2)
and a strip
S = {(x, y) ∈ R2 : |x| ≤ 1, y ≤ x2 − 2}.
As we have explained in the Introduction, it is crucial to study the be-
havior of the inverse branches of f on the strip S.
4.1. Dynamical properties of f .
Write (x1, y1) = f(x, y), the following relations will be frequently used
later:
(4.1) y1 − 2 = x2y2(y − 2), y1 − x21 + 2 = (y − x2 + 2)(y − 2)2x2.
They follow directly from the definition of f.
There are four inverse branches for f , which are denoted as F,η with
, η ∈ {+,−},
F,η(x, y) =
√√√√ 2− x
2− η
√
2−y
2−x
, η
√
2− y
2− x
 .
The corresponding domains are,
Dom(F±,−) = {(x, y) : x < 2, y < 2}, Dom(F±,+) = U ,
where
U = {(x, y) : x < 2, y < 2, y − 4x+ 6 > 0}⋃
{(x, y) : x > 2, y > 2, y − 4x+ 6 > 0}.
Write
F0 = F−,−, F1 = F+,−, F2 = F−,+ and F3 = F+,+.
We have the following basic lemma(see Figure 1):
Lemma 4.1. F2(U) ∩ S = F3(U) ∩ S = ∅. F0(S), F1(S) ⊂ S and F0(S) ∩
F1(S) = ∅.
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Proof. Since S ⊂ [−1, 1]× (−∞,−1], the first equation follows easily.
Next we show F1(S) ⊂ S. Notice that S ⊂ Dom(F1). Take any (x, y) ∈ S,
denote F1(x, y) = (xˆ, yˆ), then
−yˆ =
√
2− y
2− x ≥
√
4− x2
2− x =
√
2 + x ≥ 1 ≥ |x|.
Thus we get
0 < xˆ =
√
2− x
2− yˆ ≤ 1.
On the other hand, by direct computation,
yˆ − xˆ2 + 2 = y − x
2 + 2
(2 +
√
2−y
2−x)(2− x)
≤ 0,
so we get (xˆ, yˆ) ∈ S. Thus F1(S) ⊂ S ∩ {(x, y) : x > 0}.
Since S is symmetric w.r.t. y axis and F0(S) is the reflection of F1(S)
w.r.t. y axis, we get F0(S) ⊂ S ∩{(x, y) : x < 0}. So F0(S)∩F1(S) = ∅. 
Recall that we have defined
Λ(S) =
⋂
n≥0
f−n(S).
Define the parabola
P := {(x, y) : y = x2 − 2}.
Lemma 4.2. Write (xk, yk) := f
k(x, y) for any k ≥ 0. If (x, y) ∈ Λ(S)\P,
then
lim
k→∞
xk = 0, lim
k→∞
yk = −∞.
Proof. For any k ≥ 0, write ak = x2k − yk − 2. Since
(x, y) ∈ Λ(S) \P ⊂ S \P,
we have a0 > 0. By the definition of f , we have xk = x
2
k−1(yk−1 − 2) + 2.
Then by (4.1),
ak = ak−1(2− yk−1)2x2k−1 = ak−1(2− yk−1)(2− xk).
Since (x, y) ∈ Λ(S), we have (xk, yk) = fk(x, y) ∈ S. Thus |xk| ≤ 1 and
yk ≤ −1. Hence ak ≥ 3ka0.
Since yk = x
2
k − 2− ak and |xk| ≤ 1, we have limk→∞ yk = −∞.
Since x2k = (2− xk+1)/(2− yk), we have limk→∞ xk = 0. 
By Lemma 4.1,
Λ(S) =
⋂
n≥1
⋃
w∈{0,1}n
Fw1 ◦ · · · ◦ Fwn(S).
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For ω ∈ {0, 1}∞, define
Λω :=
⋂
n≥1
Fω1 ◦ · · · ◦ Fωn(S).
Then
Λ(S) =
⋃
ω∈{0,1}∞
Λω.
Lemma 4.3. For every ω ∈ {0, 1}∞, pω := Λω∩P 6= ∅ and pω is connected.
Moreover the connected component of Λω which contains pω is unbounded.
Λω ∩ Λω˜ = ∅ if ω 6= ω˜.
Proof. Write P1 = {(x, y) : y = x2 − 2, −1 ≤ x ≤ 1}, then P1 = P ∩ S.
By the definition of F0 and F1, it is direct to check that
F0(P1), F1(P1) ⊂P1 and F0(S \P1), F1(S \P1) ⊂ S \P1.
Consequently
pω =
(⋂
n≥1
Fω1 ◦ · · · ◦ Fωn(S)
)
∩P =
⋂
n≥1
Fω1 ◦ · · · ◦ Fωn(P1).
Since Fω1◦· · ·◦Fωn(P1) is compact, connected and decreasing, pω is nonempty,
compact and connected.
Let Ψ : S2 \ {N} → R2 be the standard polar projection from the unit
sphere S2 to R2, where N = (0, 0, 1) is the north pole. Let Φ : R2 → S2\{N}
be the inverse of Ψ. Define Sˆ = Φ(S) ∪ {N} ⊂ S2, then Sˆ is compact and
connected. For i = 0, 1, define Fˆi : Sˆ → Sˆ as
Fˆi(x) =
{
Φ ◦ Fi ◦Ψ(x) x 6= N,
N x = N.
From the definition of Fi and Fˆi, it is easy to check that Fˆ0, Fˆ1 are continuous.
Moreover, by Lemma 4.1,
Fˆi(Sˆ \ {N}) ⊂ Sˆ \ {N}, (i = 0, 1) and Fˆ0(Sˆ) ∩ Fˆ1(Sˆ) = {N}.
For any ω ∈ {0, 1}∞, define
Λˆω :=
⋂
n≥0
Fˆω1 ◦ · · · ◦ Fˆωn(Sˆ).
Then Λˆω is compact, connected and N ∈ Λˆω. Moreover from the definition
of Fˆi, we have Λˆω \ {N} = Φ(Λω). It is known that if E is a compact
and connected set in S2 and N ∈ E, then each connected component of
Ψ(E\{N}) is unbounded(see for example [52] page 84). Applying to our
situation, we conclude that each connected components of Λω is unbounded.
In particular, the component containing pω is unbounded.
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Now assume ω 6= ω˜. Notice that F1, F2 are all injective, and by Lemma
4.1, F0(S) ∩ F1(S) = ∅, then it is seen that Λω ∩ Λω˜ = ∅. 
4.2. Type-II and type-III energies are dense and uncountable.
The following initial condition is useful in what follows.
Lemma 4.4. We have{
t21(E)− t2(E)− 2 = 4λ2 E ∈ R,
t22(E)− t3(E)− 2 > 0 E ∈ int(σ1 ∪ σ2).
Proof. The first equation follows trivially from (2.4).
By (2.4),(2.5) and direct computation, we know that (t2(E), t3(E)) is in
the parabola y = x2+4λ2x−8λ2−2. Thus t22(E)−t3(E)−2 > 0 if t2(E) < 2.
By (2.4), we have
σ1 = {E : |λ| ≤ |E| ≤
√
4 + λ2}
{E : t2(E) ≤ 2} = {E :
√
1 + λ2 − 1 ≤ |E| ≤
√
1 + λ2 + 1}.
Since σ2 = {E : |t2(E)| ≤ 2},
√
1 + λ2−1 ≤ |λ| and √4 + λ2 ≤ √1 + λ2 +1,
we conclude that σ1∪σ2 ⊂ {E : t2(E) ≤ 2} and consequently int(σ1∪σ2) ⊂
{E : t2(E) < 2}. 
Now we relate type-II and type-III energies to Λ(S). For any k ≥ 1, write
ϕk(E) = (tk(E), tk+1(E)).
By (2.5), it is direct to check that for any E ∈ R and any k ≥ 1,
(4.2) f(ϕk(E)) = ϕk+2(E).
Lemma 4.5. We have
ΣII =
⋃
k even
{E : ϕk(E) ∈ Λ(S) \P} = {E : t2n(E)→ 0; t2n−1(E)→ −∞}
ΣIII =
⋃
k odd
{E : ϕk(E) ∈ Λ(S) \P} = {E : t2n−1(E)→ 0; t2n(E)→ −∞}.
Proof. We only show the first equation, since the proof of the second one is
the same.
At first we fix E ∈ ΣII . By the definition of type-II energy, there exists
an even number k > 0 such that, for any n ≥ 0,
|tk+2n(E)| ≤ 2 and |tk+2n+1(E)| > 2.
By Lemma 2.1 (i) and (iii), we have tk+2n+1(E) < −2 for any n ≥ 0. So
0 ≤ 2− tk+2n+2(E) ≤ 4 and 2− tk+2n+1(E) > 4. By (2.5), we have
2− tk+2n+2(E) = t2k+2n(E)(2− tk+2n+1(E)).
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This implies that |tk+2n(E)| < 1 for any n ≥ 0. That is, for any n ≥ 0,
ϕk+2n(E) = (tk+2n(E), tk+2n+1(E)) ∈ [−1, 1]× (−∞,−2) ⊂ S.
Since ϕk+2n(E) = f
n(ϕk(E)) by (4.2), we conclude that ϕk(E) ∈ Λ(S). We
also have ϕk(E) 6∈P since ϕk(E) ∈ [−1, 1]× (−∞,−2) and y ≥ −2 for any
(x, y) ∈P. Thus ϕk(E) ∈ Λ(S) \P.
Next we fix k even, and take E such that ϕk(E) ∈ Λ(S) \P. By Lemma
4.2 and the fact that ϕk+2n(E) = f
n(ϕk(E)), we have tk+2n(E) → 0 and
tk+2n+1(E)→ −∞.
Finally if E is such that t2n(E)→ 0 and t2n−1(E)→ −∞, by the definition
of type-II energy, we conclude that E ∈ ΣII . 
We are ready for the proof of Theorem 1.3.
Proof of Theorem 1.3. Fix E∗ ∈ σ(Hλ) and ε > 0. Since ΣI is dense in
σ(Hλ)(see [46]), there exists E0 ∈ ΣI such that |E0 − E∗| < ε/2. By the
definition of type-I energy, there exists K ∈ N such that tK(E0) = 0. Then
tn(E0) = 2 for any n ≥ K + 2 by Lemma 2.1 (i). It is known that σn is
made of 2n non-overlapping closed bands and E0 is an end point of some
band Bn ⊂ σn, moreover tn is monotone on Bn and tn(Bn) = [−2, 2]. By
choosing odd (even) number k > K + 2 large enough, we can assume E0 is
the endpoint of Bk ⊂ σk and Bk has length less than /2(see [46] Appendix).
Let E1, E2 ∈ Bk be such that tk([E1, E2]) = [−1, 1].
Claim: For any ω ∈ {0, 1}∞,
ϕk([E1, E2]) ∩ Λω 6= ∅.
C Let us show that the curve ϕk([E1, E2]) ⊂ S stays below P and touches
the left and right boundaries of S(see Figure 1) .
Fix E ∈ [E1, E2]. Since f(tn(E), tn+1(E)) = (tn+2(E), tn+3(E)), by (4.1),
t2k(E)− tk+1(E)− 2
=

(t21(E)− t2(E)− 2)
(k−1)/2∏
l=1
t22l−1(E)(2− t2l(E))2 k odd,
(t22(E)− t3(E)− 2)
k/2−1∏
l=1
t22l(E)(2− t2l+1(E))2 k even.
Notice that tk(E) 6= 2 since E ∈ [E1, E2]. By Lemma 2.1 (ii), ti(E) 6= 2
for any 2 ≤ i ≤ k, and by Lemma 2.1 (i), ti(E) 6= 0 for any 1 ≤ i ≤ k − 2.
Moreover, by Lemma 4.4, t21(E)− t2(E)− 2 > 0 and t22(E)− t3(E)− 2 > 0
since σk ⊂ σ1 ∪ σ2 and thus
E ∈ int(Bk) ⊂ int(σk) ⊂ int(σ1 ∪ σ2).
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(see [46]). Hence t2k(E) − tk+1(E) − 2 > 0, i.e. ϕk(E) is below P. On the
other hand, since tk is monotone on [E1, E2] and {tk(E1), tk(E2)} = {−1, 1},
the curve ϕk([E1, E2]) stays in S and touches the left and right boundaries.
By Lemma 4.3, Λω ⊂ S has a unbounded connected component which is
rooted in P, then the curve ϕk([E1, E2]) must intersect Λω. B
For any ω, fix some Eω ∈ [E1, E2] such that ϕk(Eω) ∈ Λω, then ϕk(Eω) 6∈
P since ϕk([E1, E2]) stays below P. Moreover, Eω 6= Eω˜ for ω 6= ω˜ since
Λω and Λω˜ are disjoint and tk is monotone on [E1, E2]. Then by Lemma 4.5,
Eω ∈ ΣIII(ΣII). We also have
|Eω − E∗| ≤ |Eω − E0|+ |E0 − E∗| ≤ .
Thus ΣIII(ΣII) is dense in σ(Hλ) and uncountable. 
For later use, we show the following relation between νn(E) and ωn(E)
for type-II and type-III energies(see (2.10) for the definitions of νn(E) and
ωn(E)).
Lemma 4.6. For any E ∈ ΣII ∪ ΣIII , νn(E) 6= 0. Moreover,
(4.3)
ωn(E)
νn(E)
=
E2 − λ2
2E
=: κ(E)
with |κ(E)| < 1. We take θ(E) ∈ (−pi/2, pi/2) such that sin θ(E) = κ(E).
Proof. At first we show that νn(E) 6= 0 for all n ≥ 1. Since E is in the
spectrum, E 6= 0 by Lemma 2.1 (iv). By Lemma 2.7, ν1(E) = 4λE 6= 0 and
νn+1(E) = (t2n+1(E)− 2)t2n(E)νn(E).
Since E is of type-II or type-III, by Lemma 2.1 (i) and (ii), tn(E) 6= 0 for
n ≥ 1 and tn(E) 6= 2 for n ≥ 2. Consequently νn(E) 6= 0 for all n ≥ 1.
(4.3) follows directly from Lemma 2.7.
Next, we show |κ(E)| < 1. By (2.10) and (4.3), we have
t2n+1(E) = t
2
2n(E) + (κ
2(E)− 1)ν2n(E)− 2.
By Lemma 4.5, t2n(E)→ 0 and t2n+1(E)→ −∞ if E is of type-II; t2n+1(E)→
0 and t2n(E)→ −∞ if E is of type-III. In both cases, it is easy to see that
|κ(E)| < 1. 
5. Type-II energy
In this section, we prove Theorem 1.4 for type-II energy and Theorem 1.5.
In Section 5.1, we study the asymptotic behaviors of tn, µn, νn and ωn.
Based on these asymptotic behaviors, we obtain the structures of An and
Bn in Section 5.2. By these structures of An and Bn and an interpolation
argument, we prove Theorem 1.4 for type-II energies in Section 5.3. To find
the boundary condition of the subordinate solution to the eigen-equation
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Hλψ = Eψ, we study the stable directions of A2n and B2n in Section 5.4.
Finally in Section 5.5, we prove Theorem 1.5.
Throughout this section, we fix E ∈ ΣII .
5.1. Exact asymptotic behaviors of tn, µn, νn and ωn.
Theorem 5.1. There exists γ = γ(E) > 0 such that
(5.1)

lim
n→∞
|t2n−1(E)|
e2nγ
=
1
2
, lim
n→∞
|t2n(E)|
e−2nγ
= 2, lim
n→∞
|µn(E)|
e2nγ
=
1
2
,
lim
n→∞
|νn(E)|
e2nγ
=
sec θ(E)√
2
, lim
n→∞
|ωn(E)|
e2nγ
=
| tan θ(E)|√
2
,
where θ(E) is defined in Lemma 4.6.
Proof. Since E ∈ ΣII , by Lemma 4.5,
(5.2) lim
n→∞
t2n(E) = 0 and lim
n→∞
t2n−1(E) = −∞.
Write
|t2n(E)| = e−2nγ2n and t2n−1(E) = −e2nγ2n−1 ,
then γn > 0 for n large enough.
Claim: limn→∞ γn exists.
C By (2.5), we have t2n(E) = t22n−2(E)(t2n−1(E) − 2) + 2. By taking the
limits on both sides and using (5.2), we get
(5.3) lim
n→∞
2n(γ2n−1 − γ2n−2) = ln 2.
By (2.5), we also have t2n+1(E) = t
2
2n−1(E)(t2n(E)− 2) + 2. Thus
t2n+1(E)
t22n−1(E)
= (t2n(E)− 2) + 2
t22n−1(E)
.
By taking the limits on both sides and using (5.2), we get
(5.4) lim
n→∞
2n+1(γ2n+1 − γ2n−1) = ln 2.
(5.3) implies that γ2n+1−γ2n = O(2−n). (5.4) implies that γ2n+1−γ2n−1 =
O(2−n). Consequently γ2n − γ2n−1 = O(2−n). As a result, γn+1 − γn =
O(2−n/2). Hence {γn : n ≥ 1} is a Cauchy sequence, and the limit exists.
We denote the limit by γ. B
Now fix any small  > 0. By (5.4), there exists N ∈ N such that for all
n > N ,
(1− ) ln 2
2n+1
≤ γ2n+1 − γ2n−1 ≤ (1 + ) ln 2
2n+1
.
Then we have
(1− ) ln 2
2n
≤ γ − γ2n−1 ≤ (1 + ) ln 2
2n
,
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or equivalently,
1
21+
≤ |t2n−1(E)|
e2nγ
≤ 1
21−
.
Since  > 0 is arbitrary, we get the first equality of (5.1).
By (5.2), |t2n−1(E)| → ∞, then the first equality of (5.1) implies that
γ > 0.
By (5.3), we have e2
nγ2n+1|t2n(E)| →
√
2. By the first equality of (5.1), we
have e2
nγ−2nγ2n+1 → √2. Combine these two equations, we get the second
equality of (5.1).
By (2.9), we have t2n(E) = t
2
2n−1(E)− µ2n(E)− 2. By (5.2), we conclude
that |µn(E)|/|t2n−1(E)| → 1. Then the third equality of (5.1) follows from
the first one of (5.1).
By (2.10) and (4.3), we have t2n+1(E) = t
2
2n(E)− (1− κ2)ν2n(E)− 2. By
(5.2), we conclude that ν2n(E)/|t2n+1(E)| → 1/(1−κ2). Then the fourth and
fifth equalities of (5.1) follow from the first one of (5.1) and (4.3). 
To study the structures of An and Bn, we need more precise descriptions
of tn(E) and µn(E) :
Proposition 5.2. We have the following expansions:
(5.5)
e2
nγ|t2n(E)| = 2 +O(e−2nγ),
e−2
nγ|t2n−1(E)| = 12 +O(e−2
nγ),
e−2
nγ|µn(E)| = 12 +O(e−2
nγ)
Proof. By (5.1), if we write
(5.6) |t2n| = 2e−2nγ+ζ2n , and |t2n−1| = e
2nγ+ζ2n−1
2
,
then ζn → 0 when n→∞.
By (2.5), we have t2n+1 = t
2
2n−1(t2n − 2) + 2. By (5.6), it is equivalent to
eζ2n+1−2ζ2n−1 = 1± e−2nγ+ζ2n − 4e−2n+1γ−2ζ2n−1
Consequently, |2ζ2n−1 − ζ2n+1| ≤ 3e−2nγ for n large enough. Hence,
(5.7) |ζ2n−1| ≤ 3e−2nγ.
This implies the second equation of (5.5).
Still by (2.5), we have t2n+2 = t
2
2n(t2n+1 − 2) + 2. By (5.6), we have
e2ζ2n+ζ2n+1 = 1± e−2n+1γ+ζ2n+2 − 4e−2n+1γ+2ζ2n .
Consequently, |2ζ2n + ζ2n+1| ≤ 3e−2nγ for n large enough. Then by (5.7),
|ζ2n| ≤ 3e−2nγ. This implies the first equation of (5.5).
By (2.9) and (5.1), for n large enough,∣∣|t2n−1| − |µn|∣∣ = |2 + t2n||t2n−1|+ |µn| ≤ 3e−2nγ.
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This implies the third equation of (5.5). 
5.2. Structures of An and Bn.
Write n := sign(µn). By Lemma 2.7 and Lemma 4.5, n is eventually
constant, which we denote by η.
Theorem 5.3. For n large enough,
(5.8)
A2n+1
t2n+1
=
I − ηU
2
+O(e−2
nγ),
B2n+1
t2n+1
=
I + ηU
2
+O(e−2
nγ).
Proof. By (2.12), we have
(5.9)
A2n+1
t2n+1
=
t2nt
2
2n−1
t2n+1
A2n−1
t2n−1
− t2n−1µn
t2n+1
U − t
2
2n−1 − 1
t2n+1
I.
By (5.5), there exist constants c, d > 0 such that∥∥∥∥A2n+1t2n+1
∥∥∥∥ ≤ c+ d · e−2nγ ∥∥∥∥A2n−1t2n−1
∥∥∥∥ .
By Lemma 2.8, ‖A2n+1/t2n+1‖ = O(1). Now by (5.9) and (5.5),
A2n+1
t2n+1
=
I − nU
2
+O(e−2
nγ).
This proves the first equation of (5.8).
The proof of the second equation of (5.8) is same. 
Since E ∈ ΣII , tn(E) 6= 0 for all n ∈ N. Write ξn := −sign(t2n) and
δn =
∏n
j=1 ξj.
Theorem 5.4. There exist nonzero constants c = c(E) and cˆ = cˆ(E) such
that for n large enough,
(5.10)
t2nA2n = δnc(V + ηW ) +O(e
−2n+1γ),
t2nB2n = δncˆ(V − ηW ) +O(e−2n+1γ).
Proof. By (2.13), we have
(5.11)
t2nA2n = t2nt2n−1t2n−2A2n−2 + t2n(1− t22n−2)I
−t2nt2n−2νn−1V − t2nt2n−2ωn−1W.
By (5.1) and (5.5),
‖t2nA2n‖ ≤
(
1 +O(e−2
nγ)
) ‖t2n−2A2n−2‖+O(e−2nγ).
By Lemma 2.8, ‖t2nA2n‖ = O(1).
On the other hand, (5.11) implies that
δnt2nA2n = |t2nt2n−1|δn−1t2n−2A2n−2 +O(e−2nγ).
By (5.5), |t2nt2n−1| = 1 +O(e−2nγ). Thus
(5.12) δnt2nA2n − δn−1t2n−2A2n−2 = O(e−2nγ).
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Consequently {δnt2nA2n : n ≥ 1} is a Cauchy sequence. Let matrix C be
the limit, then (5.12) implies that
(5.13) t2nA2n = δnC +O(e
−2n+1γ).
The same proof shows that there exists a matrix Ĉ such that
(5.14) t2nB2n = δnĈ +O(e
−2n+1γ).
In the following we show C is nonzero. If otherwise, we have t2nA2n =
O(e−2
n+1γ), then ‖A2n‖ = O(e−2nγ) by (5.1). On the other hand, (5.14) im-
plies that ‖B2n‖ = O(e2nγ). Thus ‖A2n+1‖ ≤ ‖B2n‖‖A2n‖ = O(1). However,
by Theorem 5.3, we have ‖A2n+1‖ ∼ e2n+1γ, which is a contradiction. So C
is nonzero.
The same proof shows that Ĉ is nonzero.
To obtain the exact forms of C and Ĉ, further informations are needed.
We will postpone the proof to Section 5.4. 
Remark 5.5. Recall that An = T2n . Thus Theorem 5.3 implies that ‖Tk‖ ∼
e
√
2γ
√
k for k = 22n+1, while Theorem 5.4 implies that ‖Tk‖ ∼ eγ
√
k for
k = 22n. This implies that there exists fluctuation for the coefficients of
√
k.
Theorem 5.4 has the following consequence, which will be used in the
proof of Theorem 1.4.
Corollary 5.6. We have
lim
n→∞
‖B22nA2n‖
e2nγ
= lim
n→∞
‖A2nB22n‖
e2nγ
=
√
1 + c2,
lim
n→∞
‖A22nB2n‖
e2nγ
= lim
n→∞
‖B2nA22n‖
e2nγ
=
√
1 + cˆ2.
Proof. By Lemma 2.4, Theorem 5.3, Theorem 5.4 and (5.1), we have
B22nA2n
= t2nA2n+1 − A2n = t2nt2n+1A2n+1
t2n+1
− t−12n t2nA2n
= t2nt2n+1
(
I − nU
2
+O(e−2
nγ)
)
− t−12n
(
δnc(V + nW ) +O(e
−2nγ)
)
=
e2
nγ
2
(±(I ± U)± c(V ∓W ) + o(1)) .
Then the first equality holds. The same proof shows that the other three
equalities hold. 
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5.3. Proof of Theorem 1.4 for type-II energy.
We will frequently use the following two facts: if X ∈ SL(2,R), then
‖X‖ = ‖X−1‖; if X is invertible and X = Y Z, then
‖X‖ ≤ ‖Y ‖‖Z‖ or equivalently ‖Y ‖ ≥ ‖X‖/‖Z‖.
Theorem 1.4 follows from the following lemma, the proof of which is by
interpolation. See also Figure 2 for some intuition.
Lemma 5.7. There exists a constant C = C(E) > 1 such that
(5.15) C−n−1e2
nγ ≤ ‖Tk‖, ‖T k‖ ≤ Cn+1e2n+1γ
if 22n ≤ k < 22(n+1). Consequently, if k < 22n, then
(5.16) ‖Tk‖, ‖T k‖ ≤ Cne2nγ.
Proof. The proofs for Tk and T k are essentially the same, so we only prove
the result for Tk. (5.16) is a direct consequence of (5.15), so we only need to
show (5.15).
By Theroem 5.3, Theroem 5.4 and Corollary 5.6, there exists a constant
C = C(E) > 1 such that for any n ∈ N,
(5.17) C−1e2
nγ ≤ ‖D2n−1‖, ‖D2n‖, ‖D2nD¯22n‖, ‖D22nD¯2n‖ ≤ Ce2
nγ,
where D ∈ {A,B} and D¯ = B if D = A and D¯ = A if D = B.
Assume 22n ≤ k < 22(n+1). Write k = ∑nj=0 lj22j with 0 ≤ lj ≤ 3, then
ln > 0. Define P(k) := min{j : lj > 0}.
If P(k) = n, then k = ln22n with ln = 1, 2 or 3. By (5.17),{
C−1e2
nγ ≤ ‖Tk‖ ≤ Ce2nγ, ln = 1 or 3;
C−1e2
n+1γ ≤ ‖Tk‖ ≤ Ce2n+1γ, ln = 2.
Then (5.15) holds.
Now assume P(k) < n. We will prove that if lP(k) = 1 or 3, then
(5.18) C−n−1+P(k)e(2
n+2P(k))γ ≤ ‖Tk‖ ≤ Cn+1−P(k)e(2n+1−2P(k))γ;
if lP(k) = 2 then
(5.19) C−n−1+P(k)e2
nγ ≤ ‖Tk‖ ≤ Cn+1−P(k)e2n+1γ,
which obviously implies (5.15). We prove it by induction on P(k).
Consider firstly the case P(k) = n− 1.
If ln = 1 or 3. By Tk = Tln22n→kTln22n and (5.17),
‖Tk‖ ≤ C2e(2n+2n−1)γ = C2e(2n+1−2n−1)γ, if ln−1 = 1 or 3;
‖Tk‖ ≤ C2e(2n+2n)γ = C2e2n+1γ, if ln−1 = 2.
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By T(ln+1)22n = Tk→(ln+1)22nTk and (5.17),
‖Tk‖ ≥ C−2e(2n+1−2n−1)γ = C−2e(2n+2n−1)γ, if ln−1 = 1 or 3;
‖Tk‖ ≥ C−2e(2n+1−2n)γ = C−2e2nγ, if ln−1 = 2.
If ln = 2. By Tk = T
−1
k→3×22nT3×22n and (5.17),
‖Tk‖ ≤ C2e(2n+2n−1)γ = C2e(2n+1−2n−1)γ, if ln−1 = 1 or 3;
‖Tk‖ ≤ C2e(2n+2n)γ = C2e2n+1γ, if ln−1 = 2.
By T2×22n = T
−1
2×22n→kTk and (5.17),
‖Tk‖ ≥ C−2e(2n+1−2n−1)γ = C−2e(2n+2n−1)γ, if ln−1 = 1 or 3;
‖Tk‖ ≥ C−2e(2n+1−2n)γ = C−2e2nγ, if ln−1 = 2.
Thus (5.18) and (5.19) holds for P(k) = n− 1.
Now take any p < n − 1. Suppose (5.18) and (5.19) hold for any k˜ with
P(k˜) > p. Take any k with P(k) = p.
If lp+1 = 0 or 2, set k
′ = k − lp22p + 22(p+1), then P(k′) = p + 1 and
lp+1(k
′) = 1 or 3. By Tk′ = Tk→k′Tk, inductive hypothesis and (5.17),
‖Tk‖ ≤ Cn+1−pe(2n+1−2p+1+2p)γ = Cn+1−pe(2n+1−2p)γ, if lp = 1 or 3;
‖Tk‖ ≤ Cn+1−pe(2n+1−2p+1+2p+1)γ = Cn+1−pe2n+1γ, if lp = 2;
‖Tk‖ ≥ C−n−1+pe(2n+2p+1−2p)γ = C−n−1+pe(2n+2p)γ, if lp = 1 or 3;
‖Tk‖ ≥ C−n−1+pe(2n+2p+1−2p+1)γ = C−n−1+pe2nγ, if lp = 2.
If lp+1 = 1 or 3, set k
′ = k − lp22p, then P(k′) = p+ 1 and lp+1(k′) = 1 or
3. By Tk = Tk′→kTk′ , inductive hypothesis and (5.17),
‖Tk‖ ≤ Cn+1−pe(2n+1−2p+1+2p)γ = Cn+1−pe(2n+1−2p)γ, if lp = 1 or 3;
‖Tk‖ ≤ Cn+1−pe(2n+1−2p+1+2p+1)γ = Cn+1−pe2n+1γ, if lp = 2;
‖Tk‖ ≥ C−n−1+pe(2n+2p+1−2p)γ = C−n−1+pe(2n+2p)γ, if lp = 1 or 3;
‖Tk‖ ≥ C−n−1+pe(2n+2p+1−2p+1)γ = C−n−1+pe2nγ, if lp = 2.
Thus (5.18) and (5.19) holds for P(k) = p. This finishes the proof. 
Proof of Theorem 1.4(type-II energy). By Lemma 2.2 (iii), we only
need to consider Tn. Fix n ∈ N, let k be the unique integer such that
22k ≤ n < 22(k+1). Then 2k ≤ √n < 2k+1. By (5.15), we have
(5.20) n−αe
γ
2
√
n ≤ C−k−1e γ2
√
n ≤ ‖Tn‖ ≤ Ck+1e2γ
√
n ≤ nαe2γ
√
n,
where α = logC/ log 2. Then Theorem 1.4 holds for any c2 > 2 and c1 ∈
(0, 1/2). 
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5.4. Stable directions of {A2n} and {B2n}.
Proposition 5.8. There exist unit vectors s, sˆ ∈ R2 such that
(5.21) ‖A2ns‖, ‖B2nsˆ‖ = O(e−2nγ)
and for any unit vector v(vˆ) which is independent with s(sˆ),
‖A2nv‖, ‖B2nvˆ‖ & e2nγ.
We only prove the result for {A2n}, since the prove for {B2n} is the same.
The proof is inspired by Oseledets’ argument.
By the singular value decomposition, there exist four unit vectors sn, un, vn
and wn such that
sn ⊥ un, vn ⊥ wn, A2nsn = ‖A2n‖−1vn, A2nun = ‖A2n‖wn.
Lemma 5.9. The sequence (sn)n is a Cauchy sequence in projective space.
Let s be the limit, then
(5.22) | sin](sn, s)| = O(e−2n+1γ).
Proof. Write βn = ](sn, sn+1). Then sn = sn+1 cos βn + un+1 sin βn. Thus
A2n+2sn = cos βn‖A2n+2‖−1vn+1 + sin βn‖A2n+2‖wn+1.
Recall that A2n+2 = A2nB
2
2nA2n, then
| sin βn| ≤ ‖A2n+2sn‖‖A2n+2‖ =
‖A2nB22nvn‖
‖A2n‖‖A2n+2‖ .
By Theorem 5.4, Corollary 5.6 and (5.1), we get ‖A2n‖, ‖A2nB22n‖ ∼ e2nγ.
Consequently,
| sin βn| = O(‖A2n+2‖−1) = O(e−2n+1γ).(5.23)
This implies that {sn}n is a Cauchy sequence. Let s be the limit, then (5.22)
follows from (5.23). 
Indeed s is the direction we are looking for.
Proof of Proposition 5.8. Let θn be the angle between sn and s, then
| sin θn| = O(e−2n+1γ) by (5.22). Since s = cos θnsn + sin θnun, we have
‖A2ns‖ = ‖ cos θnA2nsn + sin θnA2nun‖ ≤ ‖A2n‖−1 + | sin θn|‖A2n‖
= O(e−2
nγ).
Now fix an unit vector v which is independent with s, denote the angle
between v and sn in projective space by φn. Then ](s, v)/2 ≤ φn ≤ pi/2 for
n large enough. Since v = cosφnsn + sinφnun, we have
‖A2nv‖ = ‖ cosφnA2nsn + sinφnA2nun‖ ≥ | sinφn|‖A2n‖ & e2nγ.
Thus the result follows. 
32 QINGHUI LIU, YANHUI QU, AND XIAO YAO
We call s and sˆ the stable directions of {A2n} and {B2n}, respectively.
Recall that vθ = (cos θ,− sin θ)t.
Proposition 5.10. s ‖ v− ηpi
4
and sˆ ‖ v ηpi
4
. Consequently
(5.24) s ⊥ sˆ, Us = ηs and Usˆ = −ηsˆ.
Proof. At first we show that s ‖ v− ηpi
4
. If otherwise, s = vθ with θ 6= −ηpi4 +kpi,
then cos θ + η sin θ 6= 0. On the other hand, by (5.8),
A2n−1
t2n−1
=
I − ηU
2
+O(e−2
n−1γ).
Consequently,
‖A2n−1s‖ = |t2n−1|
2
‖(cos θ + η sin θ)(1,−η)t +O(e−2n−1γ)‖ ∼ e2nγ.
By (5.8), ‖B2n−1‖ ∼ e2nγ. Since detB2n−1 = 1, we have ‖B−12n−1‖ = ‖B2n−1‖.
Thus
‖A2ns‖ = ‖B2n−1A2n−1s‖ ≥ ‖A2n−1s‖‖B−12n−1‖
=
‖A2n−1s‖
‖B2n−1‖ ∼ 1,
which contradicts with (5.21).
The same proof shows that sˆ ‖ v ηpi
4
.
Since s ‖ (1, η)t and sˆ ‖ (1,−η)t, (5.24) follows easily. 
Now we can finish the proof of Theorem 5.4.
Proof of Theorem 5.4(continued). By (5.13), for n large enough, t2nA2n =
δnC +O(e
−2n+1γ). Write
C =
(
c11 c12
c21 c22
)
.
By Proposition 5.10, s ‖ (1, η)t. By Proposition 5.8, for n large enough,{
|t−12n (c11 + ηc12 +O(e−2n+1γ))| = O(e−2nγ)
|t−12n (c21 + ηc22 +O(e−2n+1γ))| = O(e−2nγ)
On the other hand, by Remark 2.3, we have t−12n (c21 + c12) = O(e
−2nγ). Since
t2n ∼ e−2nγ, we conclude that
c11 = −ηc12, c21 = −ηc22 and c21 = −c12.
This means that C = c(V + ηW ) for some c nonzreo.
The same argument shows that Ĉ = cˆ(V − ηW ) for some cˆ nonzero. 
Now we study the behaviors of A2n+1s and B2n+1sˆ.
Proposition 5.11. Let c and cˆ be given as in Theorem 5.4, then
(5.25) A2n+1s = δncˆsˆ+O(e
−2n+1γ) and B2n+1sˆ = δncs+O(e−2
n+1γ).
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Proof. By Proposition 5.10, without loss of generality, we take s = (1, η)t/
√
2
and sˆ = (1,−η)t/√2. By Remark 2.3 and (5.10), there exist real c∗, p, q and
cˆ∗, pˆ, qˆ such that
t2nA2n = c∗
(
1 −η
η −1
)
+
(
p 0
0 q
)
= 2c∗ssˆt +
(
p 0
0 q
)
,(5.26)
t2nB2n = cˆ∗
(
1 η
−η −1
)
+
(
pˆ 0
0 qˆ
)
= 2cˆ∗sˆst +
(
pˆ 0
0 qˆ
)
(5.27)
with
(5.28) |δnc− c∗|, |δncˆ− cˆ∗| = O(e−2n+1γ), p, q, pˆ, qˆ = O(e−2n+1γ).
By taking the trace on both sides of (5.26), we get p + q = t22n. Since
A2n+1 = B2nA2n and s ⊥ sˆ, by (5.26), (5.27), (5.28) and direct computation,
t22nA2n+1s = cˆ∗(p+ q)sˆ+
1√
2
(
ppˆ
ηqqˆ
)
= cˆ∗t22nsˆ+O(e
−2n+2γ).
Consequently by (5.1) and (5.28), we have
A2n+1s = cˆ∗sˆ+ t−22nO(e
−2n+2γ) = cˆ∗sˆ+O(e−2
n+1γ) = δncˆsˆ+O(e
−2n+1γ).
Similarly, we get B2n+1sˆ = δncs+O(e
−2n+1γ). 
5.5. Subordinate solution.
In this subsection, we prove Theorem 1.5. As a preparation, we have
Lemma 5.12. There exist α = α(E) > 0 and unit vector vˆ such that for
any n ∈ N and any vector w ∦ vˆ, we have
‖Tnw‖ & n−αe
γ
2
√
n.
Proof. By singular value decomposition, there exist unit vectors sn, un, xn
and yn such that sn ⊥ un, xn ⊥ yn and Tnsn = ‖Tn‖−1xn, Tnun = ‖Tn‖yn.
Write βn = ∠(sn, sn+1), then sn = sn+1 cos βn + un+1 sin βn. Since Tn+1 =
Tn→n+1Tn, we have
‖Tn+1sn‖ ≥ ‖Tn+1un+1 sin βn‖ = | sin βn|‖Tn+1‖ & | sin βn|‖Tn‖.
On the other hand
‖Tn+1sn‖ = ‖Tn→n+1Tnsn‖ . ‖Tnsn‖ . ‖Tn‖−1.
Combine with (5.20), we have
| sin βn| . ‖Tn‖−2 . n2αe−γ
√
n.
This implies that sn converges to an unit vector vˆ in the projective space.
Now assume unit vector w is independent with vˆ, let ϕ be the angle of w
and vˆ in projective space, then 0 < ϕ < pi/2. Let θn be the angle of w and
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sn in projective space, then when n large enough, we have ϕ/2 < θn < pi/2.
By w = sn cos θn + un sin θn and (5.20), we get
‖Tnw‖ ≥ | sin θn|‖Tnun‖ ≥ | sin ϕ
2
|‖Tn‖ & n−αe
γ
2
√
n.
Now for any w ∦ vˆ, we have ‖Tnw‖ = ‖w‖‖Tn(w/‖w‖)‖ & n−αe γ2
√
n. 
Recall that any solution of Hλφ = Eφ is uniquely determined by ~φ0 =
(φ1, φ0)
t. We denote by ψθ the solution with ~ψθ0 = vθ.
Proof of Theorem 1.5. We will show that ψ−ηpi/4 is the desired sub-
ordinate solution. By Proposition 5.10, without loss of generality, we take
s = (1, η)t/
√
2 = v−ηpi/4, where s is the stable direction of {A2n : n ≥ 1}.
At first we note that, if φ is a solution of Hλφ = Eφ, then by Lemma 2.2
(iii), for any n ∈ N,
(5.29) U~φ−n = TnU~φ0.
Next we claim that vˆ ‖ s, where vˆ is from Lemma 5.12. Indeed if on the
contrary, by Lemma 5.12,
‖Tns‖ & n−αe
γ
2
√
n →∞.
On the other hand, by Proposition 5.8 and Proposition 5.10, we have
‖T22ns‖ = ‖A2ns‖ = O(e−2nγ)→ 0.
Thus we get a contradiction.
As a result, we have vˆ ‖ s. Let ψ = ψ−ηpi/4, then ~ψ0 = s and ~ψn = Tns.
By (5.24), U ~ψ0 = η ~ψ0. By (5.29), we have
(5.30) ~ψ−n = ηU ~ψn.
Thus the second equation of (1.13) follows from (5.21) and (5.30); the third
equation of (1.13) follows from (5.24), (5.25) and (5.30). Assume φ is inde-
pendent with ψ. Since ~ψ0 = s = v−ηpi/4, both ~φ0 and U~φ0 are not parallel to
~ψ0. Thus (1.14) follows from Lemma 5.12 and (5.29).
Now we show the first equation of (1.13). By (5.30), we only need to
consider ‖~ψn‖. We know that ~ψn = Tns. Let k be the unique integer such
that 22k ≤ n < 22(k+1). We discuss two cases.
Case I: 22k ≤ n < 22k+1. In this case, by (2.1), we have
Tn = T22k→nT22k = T n−22kA2k.
Since n− 22k < 22k, by (5.16),
‖T n−22k‖ ≤ Cke2kγ ≤ nαe2kγ.
Combine with (5.21), we get
(5.31) ‖~ψn‖ = ‖Tns‖ ≤ ‖T n−22k‖‖A2ks‖ . nα.
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Case II: 22k+1 ≤ n < 22(k+1). In this case, by (2.1) and (2.7), we have
Tn = T
−1
n→22(k+1)T22(k+1) = UT22(k+1)−nUA2(k+1).
Since 22(k+1) − n < 22k+1, by (5.16),
‖T22(k+1)−n‖ ≤ Ck+1e2
k+1γ ≤ nαe2k+1γ.
Combine with (5.21), we get
(5.32) ‖~ψn‖ = ‖Tns‖ ≤ ‖T22(k+1)−n‖‖A2(k+1)s‖ . nα.
The first equation of (1.13) now follows from (5.31) and (5.32). 
6. Type-III energy
In this section, we prove Theorem 1.4 for type-III energy and Theorem
1.6. Basically we follow the strategy of last section. Since considerable part
of the proof is the same, we only sketch it, and focus on the part which is
different.
Throughout this section, we fix E ∈ ΣIII .
6.1. Exact asymptotic behaviors of tn, µn, νn and ωn.
Theorem 6.1. There exists γ = γ(E) > 0 such that
(6.1)

lim
n→∞
|t2n(E)|
e2nγ
=
1
2
, lim
n→∞
|t2n+1(E)|
e−2nγ
= 2, lim
n→∞
|µn(E)|
e2n−1γ
=
1√
2
,
lim
n→∞
|νn(E)|
e2nγ
=
sec θ(E)
2
, lim
n→∞
|ωn(E)|
e2nγ
=
| tan θ(E)|
2
.
where θ(E) is defined in Lemma 4.6.
Proof. Since E ∈ ΣIII , by Lemma 4.5,
lim
n→∞
|t2n+1(E)| = 0 and lim
n→∞
t2n(E) = −∞.
Write
|t2n(E)| = e2nγ2n and |t2n+1(E)| = e−2nγ2n+1 .
By repeating the proof of Theorem 5.1, we can show that limn γn = γ > 0
exists. Moreover the first two equalities of (6.1) can be obtained in the same
way. The other three equalities follows from (2.9), (2.10) and (4.3). 
We also need the following more precise descriptions of tn(E), νn(E) and
ωn(E) to study the structure of An and Bn.
Proposition 6.2. We have the following expansions:
(6.2)
|t2n(E)|e−2nγ = 12 +O(e−2
nγ)
|t2n+1(E)|e2nγ = 2 +O(e−2nγ)
|νn(E)|e−2nγ = sec θ(E)2 +O(e−2
nγ)
|ωn(E)|e−2nγ = | tan θ(E)|2 +O(e−2
nγ).
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Proof. The proof of the first two equations of (6.2) is similar as that of
Proposition 5.2. By (2.10), (4.3) and (6.1), for n large enough, we have∣∣|t2n(E)| − |νn(E)| cos θ(E)∣∣ = |2 + t2n+1(E)||t2n(E)|+ |νn(E)| cos θ(E) ≤ 6e−2nγ.
Then the third equation of (6.2) holds. By (4.3), the last equation of (6.2)
holds. 
6.2. Structures of An and Bn.
Write εn := sign(νn). By Lemma 2.7 and Lemma 4.5, εn is eventually
constant, which we denote by ηˆ. By (4.3), the sign of ωn(E) is equal to the
sign of νn(E) sin θ(E). Write
(6.3)
C±(E) := I ∓ sec θ(E) V ∓ tan θ(E) W
=
(
1∓ sec θ(E) ± tan θ(E)
∓ tan θ(E) 1± sec θ(E)
)
.
Theorem 6.3. For n large enough, we have
(6.4)
A2n
t2n
=
Cηˆ(E)
2
+O(e−2
n−1γ),
B2n
t2n
=
C−ηˆ(E)
2
+O(e−2
n−1γ).
Proof. By (2.13), we have
(6.5)
A2n+2
t2n+2
=
t2nt2n+1
t2n+2
A2n − t2nνn
t2n+2
V − t2nωn
t2n+2
W +
(1− t22n)
t2n+2
I
Then by (6.2), there exist two constants c, d > 0 such that∥∥∥∥A2n+2t2n+2
∥∥∥∥ ≤ c+ de−2nγ ∥∥∥∥A2nt2n
∥∥∥∥ .
By Lemma 2.8, ‖A2n/t2n‖ = O(1). Together with (6.5) and (6.2), we get
A2n+2
t2n+2
=
1
2
(I − εn sec θ V − εn tan θ W ) +O(e−2nγ).
This proves the first equation of (6.4).
The proof of the second equation of (6.4) is analogous. 
Since E ∈ ΣIII , tn(E) 6= 0 for all n ∈ N. Write ξˆn = −sign(t2n−1) and
δˆn =
∏n
j=1 ξˆj.
Theorem 6.4. For n large enough, we have
t2n−1A2n−1 = ± δˆnUCηˆ(E)√
2
+O(e−2
nγ),
t2n−1B2n−1 = ∓ δˆnUC−ηˆ(E)√
2
+O(e−2
nγ).
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Proof. By using (2.12), (6.1) and (6.2), the same proof as that in Theorem
5.4 shows that, there exist two nonzero matrices C ′ and Ĉ ′ such that
(6.6) t2n−1A2n−1 = δˆnC ′ +O(e−2
nγ); t2n−1B2n−1 = δˆnĈ ′ +O(e−2
nγ).
To get the exact forms of C ′ and Ĉ ′, we need further informations. We
postpone the proof to Section 6.4. 
Remark 6.5. Recall that An = T2n . Thus Theorem 6.3 implies that ‖Tk‖ ∼
eγ
√
k for k = 22n, while Theorem 6.4 implies that ‖Tk‖ ∼ e
γ√
2
√
k
for k = 22n−1.
This implies that there exists fluctuation for the coefficients of
√
k. For type-
II energy, we observe the same phenomenon, as Remark 5.5 has suggested.
6.3. Proof of Theorem 1.4 for type-III energy.
Similar as Lemma 5.7, we have the following result, the proof of which is
essentially the same and will be omitted.
Lemma 6.6. There exists constant C = C(E) > 1 such that
(6.7) C−n−2e2
n−1γ ≤ ‖Tk‖, ‖T k‖ ≤ Cn+2e2nγ.
if 22n−1 ≤ k < 22n+1. Consequently, if k < 22n+1, then
‖Tk‖, ‖T k‖ ≤ Cn+2e2nγ.
Proof of Theorem 1.4(type-III energy). By Lemma 2.2 (iii), we only
need to consider Tn. Fix n ∈ N, let k be the unique integer such that
22k−1 ≤ n < 22k+1. Then 2k−1/2 ≤ √n < 2k+1/2. By (6.7), we have
n−αe
γ
2
√
2
√
n ≤ C−k−2e γ2√2
√
n ≤ ‖Tn‖ ≤ Ck+2e
√
2γ
√
n ≤ nαe
√
2γ
√
n.
where α = 3 logC/ log 2. Then Theorem 1.4 holds for any c2 >
√
2 and
c1 ∈ (0,
√
2/4). 
6.4. Stable directions of {A2n−1} and {B2n−1}.
By an analogous proof with Proposition 5.8, we have the following
Proposition 6.7. There exist unit vectors s, sˆ ∈ R2 such that
(6.8) ‖A2n−1s‖, ‖B2n−1sˆ‖ = O(e−2n−1γ).
and for any unit vector v(vˆ) which is independent with s(sˆ),
‖A2n−1v‖, ‖B2n−1vˆ‖ & e2n−1γ.
We call s and sˆ the stable directions of {A2n−1} and {B2n−1}, respectively.
In the following, we study the exact forms of s and sˆ.
Lemma 6.8. Cηˆ(E)s = ~0 and C−ηˆ(E)sˆ = ~0.
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Proof. At first we show that Cηˆ(E)s = ~0. Indeed, if otherwise, Cηˆ(E)s 6= ~0.
By Theorem 6.3, we have ‖A2ns‖ = |t2n|2 ‖Cηˆ(E)s+o(1)‖ ∼ e2
nγ and ‖B2n‖ ∼
e2
nγ. Consequently
‖A2n+1s‖ = ‖B2nA2ns‖ ≥ ‖A2ns‖‖B−12n ‖
=
‖A2ns‖
‖B2n‖ ∼ 1,
which contradicts with (6.8).
The same argument shows that C−ηˆ(E)sˆ = ~0. 
By (6.3), C+(E) and C−(E) are of rank one, and by direct computation,
(6.9) C+(E)v− θ(E)
2
= ~0 and C−(E)v θ(E)−pi
2
= ~0.
Thus we have:
Corollary 6.9. (i) If ηˆ = +, then
s ‖ v− θ(E)
2
, sˆ ‖ v θ(E)−pi
2
.
If ηˆ = −, then
s ‖ v θ(E)−pi
2
, sˆ ‖ v− θ(E)
2
.
Consequently Us ‖ sˆ and s ∦ sˆ.
(ii) If |E| = λ, then s ‖ v0 or vpi/2.
(iii) If |E| 6= λ, then s ∦ v0, v±pi/4, vpi/2.
Proof. (i) The first two statements follow directly from (6.9). It is seen that
Uv− θ(E)
2
= v θ(E)−pi
2
, consequently Us ‖ sˆ. To have s ‖ sˆ, we need − θ(E)
2
=
θ(E)−pi
2
+ kpi, or equivalently, θ(E) = pi
2
− kpi. However by Lemma 4.6,
|θ(E)| < pi
2
. So s ∦ sˆ.
(ii) By (4.3) and the definition of θ(E), |E| = λ if and only if θ(E) = 0.
Then (ii) follows from (i).
(iii) Since |E| 6= λ, we have 0 < |θ(E)| < pi
2
. The result follows from
(i). 
Now we can finish the proof of Theorem 6.4:
Proof of Theorem 6.4(continued). Recall that by (6.6),
t2n−1A2n−1 = δˆnC ′ +O(e−2
nγ).
By taking the traces on both sides, we get tr(C ′) = δˆnt22n−1 + O(e
−2nγ).
Since t2n−1 ∼ e−2n−1γ, we get tr(C ′) = 0. Moreover, by (6.8), we have
A2n−1s = t−12n−1(δˆnC
′s + O(e−2
nγ)) = O(e−2
n−1γ). Since t2n−1 ∼ e−2n−1γ, we
conclude that C ′s = ~0.
On the other hand, by Lemma 6.8 and direct computation, we have
UCηˆ(E)s = ~0 and tr(UCηˆ(E)) = 0.
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Thus there exists c 6= 0 such that C ′ = c UCηˆ(E). By the same argument,
there exists cˆ 6= 0 such that Cˆ ′ = cˆ UC−ηˆ(E).
In the following we compute c and cˆ. By the formulas of C ′ and Cˆ ′, for n
large enough, we have
δˆnt2n−1(A2n−1 −B2n−1)
= (c− cˆ)U + ηˆ sec θ(c+ cˆ)W + ηˆ tan θ(c+ cˆ)V +O(e−2nγ).
Recall that A2n−1 −B2n−1 = µnU. Then by (6.1), we conclude that
t2n−1(A2n−1 −B2n−1) = ±(
√
2 + o(1))U.
Consequently,
(±
√
2 + cˆ− c)U + ηˆ sec θ(c+ cˆ)W + ηˆ tan θ(c+ cˆ)V = o(1).
Since U, V,W are linearly independent, we have
±
√
2 + cˆ− c = sec θ(c+ cˆ) = tan θ(c+ cˆ) = 0.
Since sec θ 6= 0, we get c = −cˆ = ±√2/2. 
Next we study the behaviors of A2ns and B2nsˆ.
Proposition 6.10. We have
A2ns = ±
√
2
2
sˆ+O(e−2
nγ), and B2nsˆ = ∓
√
2
2
s+O(e−2
nγ).
Proof. By Theorem 6.4, without loss of generality, we take ηˆ = + and assume
t2n−1A2n−1 =
1√
2
UC+ +
(
x˜n u˜n
y˜n z˜n
)
with x˜n, y˜n, u˜n, z˜n = O(e
−2nγ). Define
cn =
1√
2
+
u˜n
1 + sec θ
.
Since θ = θ(E) ∈ (−pi/2, pi/2), sec θ > 0. Thus cn = 1/
√
2 + O(e−2
nγ). By
(6.3), there are xn, yn, zn such that
(6.10) t2n−1A2n−1 = cnUC+ +
(
xn 0
yn zn
)
with xn, yn, zn = O(e
−2nγ). By (6.10) and Remark 2.3,
(6.11) t2n−1B2n−1 = −cnUC− +
(
xn −yn
0 zn
)
.
Taking traces on both sides of (6.10), we have
(6.12) t22n−1 = xn + zn.
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Taking determinants on both sides of (6.10), we have
(6.13) t22n−1 = cn((xn − zn) tan θ − yn(1 + sec θ)) + xnzn.
Since ηˆ = +, by Corollary 6.9, without loss of generality, we can take
s = v− θ
2
= (cos
θ
2
, sin
θ
2
)t and sˆ = v θ−pi
2
= (sin
θ
2
, cos
θ
2
)t.
Write
s⊥ := (− sin θ
2
, cos
θ
2
)t and sˆ⊥ := (cos
θ
2
,− sin θ
2
)t,
then s ⊥ s⊥ and sˆ ⊥ sˆ⊥. Moreover by direct computation,
(6.14) UC+ = 2 sec θ s · st⊥, UC− = 2 sec θ sˆ · sˆt⊥.
Thus (UC+)
2 = (UC−)2 is zero matrix. Write
X :=
(
xn 0
yn zn
)
, Y :=
(
xn −yn
0 zn
)
and
∆1 := sˆ
t
⊥Xs = xn cos
2 θ
2
− yn sin θ2 cos θ2 − zn sin2 θ2
∆2 := s
t
⊥Y sˆ = −xn sin2 θ2 + yn sin θ2 cos θ2 + zn cos2 θ2
∆3 := sˆ
t
⊥Y Xs = x
2
n cos
2 θ
2
− (yn cos θ2 + zn sin θ2)2
∆4 := s
t
⊥XY sˆ = z
2
n cos
2 θ
2
− (yn cos θ2 − xn sin θ2)2.
By (6.10), (6.11), (6.14) and Lemma 6.8, we have
t22n−1A2ns = −cnUC−Xs+ Y Xs = −(2cn∆1 sec θ)sˆ+O(e−2n+1γ),
t22n−1B2nsˆ = cnUC+Y sˆ+XY sˆ = (2cn∆2 sec θ)s+O(e
−2n+1γ).
It is seen that ∆1,∆2 = O(e
−2nγ). Since cn = 1/
√
2 +O(e−2
nγ), we have
(6.15)
A2ns = −
√
2 sec θ t−22n−1∆1 sˆ+O(e
−2nγ),
B2nsˆ =
√
2 sec θ t−22n−1∆2 s+O(e
−2nγ).
Now we study t−22n−1∆i. Since C+s = ~0 and (UC−)
2 is zero matrix, by
(6.14),
t42n−1A2n+1s
= (t2n−1A2n−1)(t2n−1B2n−1)(t2n−1B2n−1)(t2n−1A2n−1)s
= (cnUC+ +X)(−cnUC− + Y )(−cnUC− + Y )(cnUC+ +X)s
= −c2nUC+UC−Y Xs− c2nUC+Y UC−Xs+O(e−3×2nγ)
= −(4c2n sec2 θ)s (st⊥sˆsˆt⊥Y Xs+ st⊥Y sˆsˆt⊥Xs) +O(e−3×2nγ)
= −4c2n sec2 θ(∆3 cos θ + ∆1∆2)s+O(e−3×2nγ).
By (6.8), A2n+1s = O(e
−2nγ). By (6.1), t42n−1 ∼ O(e−2n+1γ). Thus we have
∆3 cos θ + ∆1∆2 = O(e
−3×2nγ).
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Analogously, we have
t42n−1B2n+1sˆ = −4c2n sec2 θ(∆4 cos θ + ∆1∆2)sˆ+O(e−3×2
nγ),
and consequently
∆4 cos θ + ∆1∆2 = O(e
−3×2nγ).
Since θ ∈ (−pi/2, pi/2), we have cos θ 6= 0. Thus we conclude that
∆3 −∆4 = O(e−3×2nγ).
On the other hand, by (6.12),
∆3 −∆4 = (xn + zn)(xn − zn − yn sin θ) = t22n−1(xn − zn − yn sin θ),
Thus we have
t−22n−1(xn − zn − yn sin θ) = t−42n−1(∆3 −∆4) = O(e−2
nγ).
Together with (6.12), (6.13), we get
t−22n−1xn =
1
2
−
√
2 sin θ
2(1+cos θ)
+O(e−2
nγ),
t−22n−1yn = −
√
2
1+cos θ
+O(e−2
nγ),
t−22n−1zn =
1
2
+
√
2 sin θ
2(1+cos θ)
+O(e−2
nγ).
Then t−22n−1∆1, t
−2
2n−1∆2 =
cos θ
2
+O(e−2
nγ). By (6.15), the result follows. 
6.5. One-sided Subordinate solution.
In this subsection, we prove Theorem 1.6. At first, analogous to Lemma
5.12, we have:
Lemma 6.11. There exist α = α(E) > 0 and unit vector vˆ such that for
any n ∈ N and any vector w ∦ vˆ, we have
‖Tnw‖ & n−αe
γ
2
√
2
√
n
.
Recall that ψθ is the solution of Hλψ = Eψ with ~ψ0 = vθ.
Proof of Theorem 1.6. (i) Let s and sˆ be the the stable directions of
{A2n−1 : n ≥ 1} and {B2n−1 : n ≥ 1}, respectively. Assume θˆ is such that
vθˆ = s. By Corollary 6.9, θˆ 6= ±pi/4 + kpi and sˆ ‖ v−θˆ−pi
2
. Define ψr := ψθˆ
and ψl := ψ−θˆ−
pi
2 . Let us check that ψr and ψl satisfy the desired properties.
We deal with ψr firstly. At first we claim that vˆ ‖ s, where vˆ is from
Lemma 6.11. Indeed if on the contrary, we have
‖Tns‖ & n−αe
γ
2
√
2
√
n →∞.
On the other hand, by Proposition 6.7, we have
‖T22n−1s‖ = ‖A2n−1s‖ = O(e−2n−1γ)→ 0.
Thus we get a contradiction.
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Since ~ψrn = Tn
~ψr0 = Tns, the third equation of (1.15) follows from Propo-
sition 6.7; since sˆ ‖ v−θˆ−pi
2
, the fourth equation of (1.15) follows from Propo-
sition 6.10.
By Corollary 6.9 (i), s ∦ sˆ. Since Uvθˆ = v−pi
2
−θˆ, by (2.8) and Lemma 6.11,
‖~ψr−n‖ = ‖T−n ~ψθˆ0‖ = ‖UTnUvθˆ‖ = ‖Tnv−pi
2
−θˆ‖ = ‖Tnsˆ‖ & e
γ
4
√
n.
That is, the second equation of (1.15) holds.
Finally the proof of the first equation of (1.15) is the same as that of the
first equation of (1.13).
Now we consider ψl. By (2.8), for n ∈ Z,
~ψl−n = T−nv−pi
2
−θˆ = UTnUv−pi
2
−θˆ = UTnvθˆ = U ~ψn,
or equivalently, ψln = ψ
r
1−n for n ∈ Z. Then (1.16) follows from (1.15).
(ii) By the assumption, ~φ0 ∦ s, sˆ. Then for n ∈ N, by Lemma 6.11,
‖~φn‖ = ‖Tn~φ0‖ & e
γ
4
√
n.
Since ~φ0 ∦ sˆ, by Corollary 6.9 (i), U~φ0 ∦ Usˆ ‖ s. By (2.8) and Lemma 6.11,
‖~φ−n‖ = ‖T−n~φ0‖ = ‖UTnU~φ0‖ = ‖TnU~φ0‖ & e
γ
4
√
n.
Thus (1.17) holds. 
7. Local dimensions of the spectral measure
In this section, we prove Theorem 1.7. The main tool is the subordinacy
theory developed in [31, 30, 41, 38, 39]. Let us recall the basic settings and
the main results of [38, 39].
7.1. Basic notations and facts.
Fix a bounded real potential V and consider the operator H = HV . Let
Z+ = {1, 2, 3, · · · } and Z− = {· · · ,−2,−1, 0}. Consider the family of phase
boundary conditions:
(7.1) ψ0 cos β + ψ1 sin β = 0,
where −pi/2 < β ≤ pi/2.
Let z = E + i and consider equation
(7.2) Hu = zu.
It is known that for  > 0, the eigen-equation has unique(up to normaliza-
tion) solutions uˆ±z which are in `
2 at, correspondingly, ±∞. Let uˆ±β,z be uˆ±z
normalized by uˆ±β,z(0) cos β + uˆ
±
β,z(1) sin β = 1. We denote by u
±
β,z the solu-
tion of (7.2) on Z± satisfying the boundary condition (7.1) and normalized
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by |u±β,z(0)|2 + |u±β,z(1)|2 = 1. For z in the upper half-plane, the right and
left Weyl-Titchmarsh m-functions are uniquely defined by
uˆ±β,z = u
±
β+pi/2,z ∓m±β (z)u±β,z.
From the definition, we know that m±β+pi(z) = m
±
β (z).
For =z > 0, define the whole-line m-function as
M(z) =
m+0 (z)m
−
0 (z)− 1
m+0 (z) +m
−
0 (z)
=
m+β (z)m
−
β (z)− 1
m+β (z) +m
−
β (z)
.
M(z) coincides with the Borel transform of the spectral measure µ of H:
M(z) =
∫
dµ(x)
x− z .
It is shown in [26] that, for α ∈ [0, 1),
(7.3)
{
lim sup→0 
1−α|M(E + i)| =∞ ⇔ Dαµ(E) =∞
lim sup→0 
1−α|M(E + i)| = 0 ⇔ Dαµ(E) = 0.
For any u : Z+ → R, define the norm of u over an interval of length L as
‖u‖L :=
 [L]∑
n=1
|u(n)|2 + (L− [L])|u([L] + 1)|2
1/2 ,
where [L] denotes the integer part of L. Similarly, for any u : Z− → R, define
the norm of u over an interval of length L as
‖u‖L :=
[L]−1∑
n=0
|u(−n)|2 + (L− [L])|u(−[L])|2
1/2 .
Now given any  > 0, define the lengths L±β () by requiring the equality
(7.4) ‖u±β,E‖L±β ()‖u
±
β+pi
2
,E‖L±β () =
1
2
.
Note that L±β ()→∞ when → 0. It is proven in [38] that
(7.5) |m+β (E + i)| ∼
‖u+β+pi
2
,E‖L+β ()
‖u+β,E‖L+β ()
.
Now introduce operator U : `2(Z) → `2(Z) as (U ψ)n = ψ1−n, n ∈ Z.
By this operator, the space `2(Z−) is naturally identified with `2(Z+). If we
define an operator H˜ := U HU −1, it is seen that H˜ is another Schro¨dinger
operator with potential V˜ , which is the reflection of V with respect to the
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point 1/2. Let m˜+β , u˜
±
β , L˜
±
β , denote, correspondingly, m
+
β , u
±
β , L
±
β of the oper-
ator H˜. Then by an elementary computation, we have
M(z) =
m+β (z)m˜
+
pi
2
−β(z)− 1
m+β (z) + m˜
+
pi
2
−β(z)
.
Now we go back to the Thue-Morse potential λw. By (2.2), we know
that λw is symmetric with respect to 1/2, consequently we have H˜λ = Hλ
and hence m˜+β = m
+
β . Thus for Thue-Morse Hamiltonian Hλ, the Weyl’s
m-function satisfies
(7.6) M(z) =
m+β (z)m
+
pi
2
−β(z)− 1
m+β (z) +m
+
pi
2
−β(z)
, (∀β ∈ (−pi/2, pi/2]).
7.2. Proof of Theorem 1.7.
At first we consider type-I energy. By (1.11), if E ∈ ΣI , then for any
β ∈ (−pi/2, pi/2],
(7.7) ‖u+β,E‖L ∼ L1/2.
Proof of Theorem 1.7 (E ∈ ΣI). Take β = pi/4. By (7.7) and (7.5),
we have |m+pi/4(E + i)| ∼ 1. So by (7.6), |M(E + i)| . 1. Then by (7.3),
Dαµ(E) = 0 for all α < 1. Thus by (1.18), we have dµ(E) ≥ 1.
Next we show that µ(ΣI) = 0. If otherwise, we have µ(ΣI) > 0. Since
dµ(E) ≥ 1 for every E ∈ ΣI , it is well-known that dimH ΣI ≥ 1(see for exam-
ple [28]). On the other hand, notice that ΣI is countable, then dimH ΣI = 0,
we get a contradiction. 
Next we consider type-II energy.
Lemma 7.1. If E ∈ ΣII , then there exists α, γ > 0 and θ = ±pi/4 such that
(7.8) ‖u+θ,E‖L . Lα+1 and ‖u+β,E‖L & eγ
√
L/4, (∀β ∈ (−pi/2, pi/2] \ {θ}).
Proof. Let ψ be the unique subordinate solution in Theorem 1.5, assume
~ψ0 = vθ, then θ = ±pi/4. By the definition of u+θ,E and the first inequality of
(1.13), for any n ≥ 1, we have |u+θ,E(n)| = |ψ(n)| . nα. Consequently
‖u+θ,E‖L ≤
[L]+1∑
n=1
|u+θ,E(n)|2
1/2 . Lα+1.
If β ∈ (−pi/2, pi/2] and β 6= θ, by (1.14) we have |u+β,E(n)|2 + |u+β,E(n +
1)|2 & eγ√n/2. In particular, ‖u+β,E‖2L ≥ |u+β,E([L] − 1)|2 + |u+β,E([L])|2 &
eγ
√
L/2. 
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Proof of Theorem 1.7 (E ∈ ΣII). Fix any E ∈ ΣII . Assume θ = ±pi/4
is given by Lemma 7.1, then by (7.5) and (7.8),
(7.9) |m+θ (E + i)| ∼
‖u+θ+pi/2,E‖L+θ ()
‖u+θ,E‖L+θ ()
& e
γ
√
L+θ ()/4
(L+θ ())
α+1
& eγ
√
L+θ ()/5.
Since θ = ±pi/4, we have m+θ = m+pi/2−θ. By (7.6) and (7.9),
|M(E + i)| ∼ |m+θ (E + i)|.
Fix any η ∈ (0, 1), by (7.4), (7.5) and (7.8), we have
1−η|M(E + i)| ∼ 1−η|m+θ (E + i)| ∼
‖u+θ+pi/2,E‖ηL+θ ()
‖u+θ,E‖2−ηL+θ ()
& e
γη
√
L+θ ()/4
(L+θ ())
(α+1)(2−η) & e
γη
√
L+θ ()/5 →∞
when  ↓ 0. By (7.3), we conclude that Dηµ(E) = ∞. Then by (1.18), we
conclude that dµ(E) = 0.
Now a well known result in fractal geometry shows that dimH ΣII = 0
(see for example [28]). 
At last, we consider type-III energy.
Lemma 7.2. If E ∈ ΣIII , then there exist α, γ > 0, β(E) ∈ (−pi/2, pi/2]
such that
(7.10)
‖u+β(E),E‖L . Lα+1 and ‖u+β,E‖L & eγ
√
L/4, (∀β ∈ (−pi/2, pi/2] \ {β(E)}).
Moreover if E ∈ ΣIII,1, then β(E) = 0 or pi/2; if E ∈ ΣIII,2, then β(E) 6=
0,±pi/4, pi/2.
Proof. By the proof of Theorem 1.6, ψr is the solution with ~ψr0 = s, where s is
the stable direction of {A2n−1 : n ∈ N}. Assume β(E) ∈ (−pi/2, pi/2] is such
that s = vβ(E), then u
+
β(E),E(n) = ψ
r(n) for n ≥ 1. Now the proof of (7.10)
is the same as that of (7.8), by using (1.15), (1.16) and (1.17). β(E) = 0
or pi/2 for E ∈ ΣIII,1 follows from the definition. β(E) 6= 0,±pi/4, pi/2 for
E ∈ ΣIII,2 follows from the definition and Corollary 6.9 (iii). 
Indeed, we know more about ΣIII,1:
Lemma 7.3. ΣIII,1 ⊂ {λ,−λ}. Moreover, if |λ| > 1, then ΣIII,1 = ∅; on
the other hand, there exists a uncountable set Γ ⊂ [−1, 1] \ {0} such that for
each λ ∈ Γ, we have ΣIII,1 = {λ,−λ}.
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Proof. At first we show that ΣIII,1 ⊂ {λ,−λ}. Assume ΣIII,1 is nonempty
and take E ∈ ΣIII,1. By the definition of ΣIII,1, ~ψr0 = v0 or vpi2 . By the proof
of Theorem 1.6, ~ψr0 = s, where s is the stable direction of {A2n−1 : n ∈ N}.
By Corollary 6.9, E = ±λ.
Now we show that ΣIII,1 is empty when |λ| > 1. If otherwise, take
E ∈ ΣIII,1, then E = ±λ. By (2.4), t1(E) = −2 and t2(E) = 2− 4λ2 < −2.
Then by (2.5), t3(E) = 2− 16λ2 < −2. Thus E 6∈ σ2 ∪σ3. Hence E 6∈ σ(Hλ)
by (1.10), which is a contradiction.
Define a curve C as
C := {f(−2, y) : 5
4
≤ y ≤ 7
4
}.
Since f(−2, y) = (4y − 6, 4y2(y − 2) + 2), it is easy to check that C ⊂ S, C
stays below the parabola P and touches the left and right boundaries of S.
Then the same proof as Theorem 1.3 shows that (Λω ∩ C) \P 6= ∅ for each
ω ∈ {0, 1}N. Assume yω ∈ [5/4, 7/4] is such that f(−2, yω) ∈ (Λω ∩ C) \P,
then yω 6= yω˜ for ω 6= ω˜. For each ω, define
λω,± := ±
√
2− yω
2
.
Define Γ := {λω,± : ω ∈ {0, 1}N}.
Now fix λ ∈ Γ, we will show that ±λ ∈ σ(Hλ) and they are type-III
energies. At first, by (2.4), we have t1(±λ) = −2 and (t2(±λ)) = 2 − 4λ2.
By the definition of Γ, there exists yω ∈ [5/4, 7/4] such that
f(t1(±λ), t2(±λ)) = f(−2, 2− 4λ2) = f(−2, yω) ∈ Λω \P.
On the other hand, we know that
f(t1(±λ), t2(±λ)) = (t3(±λ), t4(±λ)) = ϕ3(±λ).
This means that ϕ3(±λ) ∈ Λ(S) \P. Hence by Lemma 4.5, we conclude
that ±λ ∈ ΣIII . Now by Corollary 6.9, ΣIII,1 = {λ,−λ}. 
Proof of Theorem 1.7 (E ∈ ΣIII). At first we fix E ∈ ΣIII,1. Then we
have β(E) = 0 or pi/2. By (7.10) and (7.5), we have
|m+β(E)(E + i)| ∼
‖u+β(E)+pi/2,E‖L+β(E)()
‖u+β(E),E‖L+β(E)()
→∞
|m+pi
2
−β(E)(E + i)| ∼
‖u+pi−β(E),E‖L+β(E)()
‖u+pi/2−β(E),E‖L+β(E)()
=
‖u+β(E),E‖L+β(E)()
‖u+β(E)+pi/2,E‖L+β(E)()
→ 0
when → 0. Consequently |m+β(E)(E + i)||m+pi/2−β(E)(E+ i)| ∼ 1. Then by
(7.6), we know that
|M(E + i)| . |m+β(E)(E + i)|−1.
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We know that ( equation (3.1) of [26] )
=M(E + i) = 
∫ ∞
−∞
dµ(y)
(E − y)2 + 2 ≥
µ(E − , E + )
2
.
Thus for any η ∈ (0, 2), by (7.5), (7.4) and (7.10),
µ((E − , E + ))
(2)η
. 1−η|M(E + i)| . 1−η|m+β(E)(E + i)|−1
∼ ‖u+β(E)+pi/2,E‖η−2L+
β(E)
()
‖u+β(E),E‖ηL+
β(E)
()
. eγ(η−2)
√
L+
β(E)
()/4
L+β(E)()
η(α+1) → 0.
Thus Dηµ(E) = 0 for all η < 2. Thus by (1.18), we have dµ(E) ≥ 2.
Since dµ(E) ≥ 2 for any E ∈ ΣIII,1, and ΣIII,1 contains at most two points
by Lemma 7.3, the same argument for µ(ΣI) = 0 shows that µ(ΣIII,1) = 0.
Now fix E ∈ ΣIII,2, then β(E) 6= 0,±pi/4, pi/2. Still by (7.10) and (7.5),
(7.11) |m+β(E)(E + i)| ∼
‖u+β(E)+pi/2,E‖L+β(E)()
‖u+β(E),E‖L+θ(E)()
→∞.
On the other hand, since β(E) 6= 0,±pi/4, pi/2, we conclude that
pi − β(E), pi/2− β(E) 6≡ β(E) (mod pi).
Consequently u+pi−β(E),E and u
+
pi
2
−β(E),E are independent with u
+
β(E),E. Notice
that the space of solutions of Hλu = Eu has dimension 2, and
{u+β(E),E, u+β(E)+pi/2,E}
is a basis of that space, then there exist real numbers s1, s2 and t1, t2, with
s2, t2 6= 0, such that
u+pi−β(E),E = s1u
+
β(E),E + s2u
+
β(E)+pi/2,E,
u+pi
2
−β(E),E = t1u
+
β(E),E + t2u
+
β(E)+pi/2,E.
By (7.10), we get
‖u+pi−β(E),E‖L, ‖u+pi
2
−β(E),E‖L ∼ ‖u+β(E)+pi/2,E‖L
By (7.5), we get
|m+pi/2−β(E)(E + i)| ∼ 1.
Combine with (7.6) and (7.11), we conclude that
|M(E + i)| ∼ 1.
Then by (7.3), Dαµ(E) = 0 for all α < 1. By (1.18), we have dµ(E) ≥ 1. 
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8. Appendix
In this appendix, we give another proof for the fact that the Thue-Morse
Hamiltonian has no point spectrum.
Theorem 8.1. ([33, 19]) Hλ has no point spectrum.
We begin with the following observation:
Lemma 8.2. If E ∈ R is such that Hλφ = Eφ has a solution φ with φ±n → 0
when n→∞, then E is a type-II energy.
Proof. Since the two-sided Thue-Morse sequence is symmetric w.r.t. 1/2,
~φ0 has only two choices: vpi/4 or v−pi/4, as argued in [19]. Without loss of
generality, we assume ~φ0 = vpi/4 = (1,−1)t/
√
2. Then we have
A2n~φ0 = (φ22n+1, φ22n)
t → ~0
when n → ∞. On the other hand, by Remark 2.3, A2n has the following
form( see also [19]):
A2n =
(
an bn
−bn cn
)
.
Thus an − bn =
√
2φ22n+1 and −bn − cn =
√
2φ22n . Consequently
t2n(E) = an + cn =
√
2(φ22n+1 − φ22n)→ 0.
By the recurrence relation of tn, we get
t2n+1(E) = 2− 2− t2n+2(E)
t22n(E)
→ −∞.
By Lemma 4.5, E is a type-II energy. 
Proof of Theorem 8.1. Assume on the contrary that E is a point spec-
trum of Hλ, then there exists nonzero φ ∈ `2(Z) such that Hλφ = Eφ.
Then by the above lemma, E is a type-II enenrgy. However this will con-
tradict with Theorem 1.5, since by that theorem, no `2 solution is possible
for E ∈ ΣII . 
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