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We present an exact and fully analytical treatment of the entanglement dynamics for an isolated
system of N coupled oscillators following a sudden quench of the system parameters. The system
is analyzed using the solutions of the time dependent Schrodinger’s equation, which are obtained
by solving the corresponding nonlinear Ermakov equations. The entanglement entropies exhibit a
multi-oscillatory behaviour, where the number of dynamically generated time scales increases with
N . The harmonic chains exhibit entanglement revival and for larger values of N(> 10), we find near-
critical logarithmic scaling for the entanglement entropy, which is modulated by a time dependent
factor. The N = 2 case is equivalent to the two site Bose-Hubbard model in the tunneling regime,
which is amenable to empirical realization in cold atom systems.
I. INTRODUCTION
Entanglement is one of the most fundamental yet in-
triguing features of quantum systems and plays a cru-
cial role in the description of a large class of quantum
phenomena. Various entanglement entropies such as von
Neumann [1, 2] and the Re´nyi [3] have been proposed
as measures of entanglement. In a pioneering work, the
exact analytical expression for the von Neumann en-
tropy for a time independent Gaussian density matrix
was obtained in [4], which was subsequently generalized
for massless free scalar field in [5]. Since then, various en-
tanglement entropies have found use in probing quantum
criticality [6, 7], distinguishing various phases of topo-
logical states of matter [8, 9], non-equilibrium dynamics
[10, 11] and related phenomena.
The time evolution of entanglement entropy is of great
interest in the non-equilibrium dynamics of closed and
isolated quantum systems [12]. Following some initial
works [13, 14], a detailed analysis of the time develop-
ment of the entanglement entropy in a quantum Ising
chain under a quench in the transverse magnetic field
was presented in [15]. Subsequently the phenomenon
of entanglement dynamics has been investigated in the
context of many-body localizations [16–19], spin chains
[20] and rings [21], diffusive [22], integrable [15, 23], non-
integrable [24] and various other discrete systems [25, 26].
One of the main objectives of the present work is to
explore the generation and time-dependence of entangle-
ment entropy within an exact and fully analytical frame-
work. For this purpose, we consider a chain of N inter-
acting harmonic oscillators described by the Hamiltonian
H =
1
2
 N∑
j=1
(p2j + ω
2x2j ) + k
N−1∑
j=1
(xj − xj+1)2
 , (1)
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where j = 1 to N denotes the number of oscillators and
we have set the particles masses to unity. Such a sys-
tem can be experimentally realized using optical tweezers
[27] and the individual coupling parameters can be tuned
using ultracold atoms [28] or Rydberg states [29, 30].
Properties of the reduced density matrix for similar sys-
tems [31, 32] as well as the relationship of the reduced
density matrix with correlation functions [33] has been
discussed in the literature in the time independent con-
text. Here we present a time dependent analysis of the
reduced density matrix and the entanglement dynamics
of the system (1) following a sudden quench of the system
parameters, using the exact solutions of the time depen-
dent Schro¨dinger’s equation (TDSE) [34, 35]. The time
dependence of the wave functions is encoded in the solu-
tions of the corresponding non-linear Ermakov equations
[35–38], which ensures that the dynamics of the entan-
gled state is fully consistent with the TDSE through out
the quench protocol. The Ermakov equations reveal the
existence of dynamically generated multiple time scales,
which lead to a multi-oscillatory behaviour of the entan-
glement entropies. The use of the Ermakov equations
to describe the time dependence of the entanglement en-
tropy is an important feature of the present work, which
distinguishes it from other approaches [39–41] . It may
be noted the certain oscillatory behaviour for the entan-
glement entropy [24, 25] in discrete systems have been
observed using numerical techniques. The exact analyt-
ical treatment presented here provides a more detailed
and comprehensive picture of such entanglement oscilla-
tions.
We start the discussion with the N = 2 case, which can
be mapped to a two site Bose-Hubbard model with time
dependent frequency and coupling. This model describes
a double well potential loaded with bosonic particles in
the tunneling regime, which has been realized in the lab-
oratory [42]. Next we discuss the entanglement dynamics
of full N -body system, using the exact solutions of the
TDSE and derive the exact analytical expressions for the
Re´nyi and von Neumann entanglement entropies. We
present the results for the case N = 4, 6, 10, 16, 20 and
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2discuss various physical properties of our system such as
the entanglement revival [43], near-critical scaling [44–46]
and the connection with the area law [6]. We conclude
the paper with a summary and outlook.
II. TWO SITE BOSE-HUBBARD MODEL
Two site Bose-Hubbard model [47] in second quantized
form with ~ = 1 is described by the Hamiltonian,
H = ωBH(a
†
1a1 + a
†
2a2)− J(a†1a2 + a†2a1). (2)
In terms of the canonically conjugate coordinates
Xj =
aj + a
†
j√
2
, Pj =
aj − a†j√
2i
, (3)
where j = 1, 2, the Bose-Hubbard Hamiltonian takes the
form
H =
ωBH
2
(X21 +P
2
1 +X
2
2 +P
2
2 )−J(X1X2 +P1P2). (4)
We now define a new set of coordinates x± and momenta
p± as
x+ ≡ X+√
ωBH − J
, x− ≡ X−√
ωBH + J
p+ ≡
√
ωBH − JP+, p− ≡
√
ωBH + JP−
(5)
where P± = P1±P2√2 and X± =
X1±X2√
2
. The Hamiltonian
H in (4) can now be written as
H =
1
2
[
p2+ + p
2
− + ω
2
+x
2
+ + ω
2
−x
2
−
]
(6)
with ω+ = (ωBH − J) and ω− = (ωBH + J). Note that
(x+, p+) and (x−, p−) are canonically conjugate and com-
mute between +/− indices. The Bose-Hubbard Hamilto-
nian in (4) therefore can be expressed as two commuting
harmonic oscillators with frequencies ω+ and ω−.
Furthermore, it may be noted that the Hamiltonian in
(6) can be equivalently expressed as that of two coupled
oscillators
H =
1
2
[
p21 + p
2
2 + ω
2(x21 + x
2
2) + k(x1 − x2)2
]
(7)
with the identifications p± = p1±p2√2 and x± =
x1±x2√
2
and with ω = ω+ = (ωBH − J) and ω− =
√
ω2 + 2k =
(ωBH + J). These relations imply that the coupling pa-
rameter k in (7) is given by k = 2ωBHJ . This necessi-
tates the sign of k to be always positive as long as we
relate the (7) to Bose-Hubbard model. We are thus able
to express the Hamiltonian of the two site Bose-Hubbard
model given in (2) as the Hamiltonian of two uncoupled
oscillators as in (6) or equivalently as the Hamiltonian of
two coupled oscillators as in (7) with suitable identifica-
tion of the respective system parameters.
III. TIME DEPENDENT WAVE-FUNCTION
FOR N=2
In this section we obtain the wave-function of the Bose-
Hubbard model where the parameter ωBH in (2) or equiv-
alently the parameters ω and k in (7) are explicitly time
dependent. Our strategy would be to solve the TDSE for
the the Hamiltonian in (6) using the non-linear Ermakov
equation [36] and from there to obtain the time depen-
dent solution for the two coupled harmonic oscillators
described by (7).
The TDSE for the Hamiltonian in (6) is given by,
i
∂ψ(x+, x−, t)
∂t
=
1
2
[
− ∂
2
∂x2+
− ∂
2
∂x2−
+ ω2+x
2
+ + ω
2
−x
2
−
]
× ψ(x+, x−, t),
(8)
where ω+(t) = ω(t), ω−(t) =
√
ω(t)2 + 2k(t). Thus the
ground state ψ0 of the system at time t = 0 is given by
ψ0(x+, x−, t = 0) =
(ω+(0)ω−(0))1/4√
pi
× exp
[
− (ω+(0)x
2
+ + ω−(0)x
2
−)
2
]
.
(9)
The full time dependent wave function is obtained by
solving (8), where the initial value of the wave-function
is given in (9). Following the techniques developed in
[34, 35], full time dependent solution of (8) can be written
as
ψ(x+, x−, t) = exp
[ imb˙1
2b1
x2+ − iE+τ+
]
ψ(
x+
b1
, 0)
× exp
[ imb˙2
2b2
x2− − iE−τ−
]
ψ(
x−
b2
, 0),
(10)
where E± are the energies of the two decoupled systems
at time t = 0 with τ+ =
∫ t
0
dt′
b21(t
′) , τ− =
∫ t
0
dt′
b22(t
′) and
b1(t), b2(t) are the scaling parameters which satisfy the
nonlinear Ermakov equations [35, 36]
b¨1 + ω
2
+(t)b1 =
ω2+(0)
b31
and b¨2 + ω
2
−(t)b2 =
ω2−(0)
b32
.
(11)
In terms of the coordinates x1, x2 appearing in (7), the
wavefunction takes the form
ψ(x1, x2, t) =A˜(t)exp
[
i
(
a1x
2
1 + a1x
2
2 + 2a2x1x2
)]
× exp
[
− i
(
E+τ+ + E−τ−
)]
× exp
[
− 1
4b21
ω+(0)(x1 + x2)
2
]
× exp
[
− 1
4b22
ω−(0)(x1 − x2)2
]
.
(12)
3where A˜(t) = (ω+(0)ω−(0))
1/4√
pib1(t)b2(t)
, a1(t) = (
b˙1
4b1
+ b˙24b2 ), a2(t) =
( b˙14b1 − b˙24b2 ). Note that throughout the text, the quantities
ω±(0) correspond to their values just before the quench.
Using (12), the density matrix can be written as
ρ(x1, x2, x
′
1, x
′
2, t) = ψ(x1, x2, t)ψ
∗(x′1, x
′
2, t). (13)
IV. ENTANGLEMENT ENTROPY
The Re´nyi entropy of order α is defined as
Sα =
1
1− α log Tr(ρ
α
red), (14)
where α is any positive integer. The von Neumann en-
tropy can be obtained in the limit α → 1. The reduced
density matrix is defined as
ρred(x1, x
′
1, t) =
∫
dx2ρ(x1, x2, x
′
1, x2, t). (15)
Using (13) and (15) we get
ρred(x1, x
′
1, t) =pi
−1/2(γ − β)1/2 exp [i(x21 − x′21 )z(t)
−γ
2
(x21 + x
′2
1 ) + βx1x
′
1
]
where
γ =
(
ω+(0)
b21(t)
+ ω−(0)
b22(t)
)
2
−
(
ω+(0)
b21(t)
− ω−(0)
b22(t)
)2
−
(
b˙1
b1
− b˙2b2
)2
4
(
ω+(0)
b21(t)
+ ω−(0)
b22(t)
) ,
β =
(
ω+(0)
b21(t)
− ω−(0)
b22(t)
)2
+
(
b˙1
b1
− b˙2b2
)2
4
(
ω+(0)
b21(t)
+ ω−(0)
b22(t)
) ,
z(t) =
(
b˙1
4b1
+
b˙2
4b2
)
−
ω+(0)
b21(t)
− ω−(0)
b22(t)
ω+(0)
b21(t)
+ ω−(0)
b22(t)
(
b˙1
4b1
− b˙2
4b2
)
.
(16)
To calculate various entropies, we first obtain the eigen-
values of the reduced density matrix from the equation,∫ ∞
−∞
dx′1ρred(x1, x
′
1, t)fn(x
′
1, t) = pn(t)fn(x1, t), (17)
where n is an integer labelling the eigenvalues and the
corresponding eigenfunctions. The solutions of the eigen-
value equation (17) can be written as
fn(x1, t) = Hn(
√
x1)exp
[
−x
2
1
2
+ ix21z(t)
]
, (18)
pn(t) = (1− ξ(t))ξ(t)n, (19)
where Hn is the n
th Hermite polynomial,  = (γ2−β2)1/2
and explicit time-dependence of ξ(t) is given by,
ξ(t) =
β
γ + 
=
β
γ
1 +
√
1− β2γ2
< 1, (20)
where βγ =
(
ω+(0)
b21(t)
−ω−(0)
b22(t)
)2
+
(
b˙1
b1
− b˙2b2
)2
2
(
ω+(0)
b21(t)
+
ω−(0)
b22(t)
)2
−
(
ω+(0)
b21(t)
−ω−(0)
b22(t)
)2
+
(
b˙1
b1
− b˙2b2
)2 .
It may be noted that these expressions reduce to their
time independent counterparts [4, 5] when the system
parameters are time independent.
Thus the Re´nyi entropy can be immediately calculated
as,
Sα(t) =
1
1− α log
(1− ξ(t))α
1− ξ(t)α . (21)
The von Neumann entropy can also now be written as
S1(t) = − log(1− ξ(t))− ξ(t)
1− ξ(t) log ξ(t). (22)
This gives the most general form of the entanglement
entropies for the arbitrary time dependence in the Hamil-
tonian parameters.
V. QUENCH AND ENTANGLEMENT
DYNAMICS
Let us consider the two site Bose-Hubbard model. At
at time t = 0, ωBH(t) is suddenly quenched from a con-
stant value ωBH(i) to another constant value ωBH(f),
while the hopping strength J remains constant. This im-
plies that both the ω and k are quenched as well. The
solutions of the Ermakov equations (11) with the bound-
ary conditions b1(2)(t = 0) = 1 and b˙1(2)(t = 0) = 0, for
this quench are given by
b1(t) =
√
n1 cos(2(ωBH(f)− J)t) +m1, (23)
b2(t) =
√
n2 cos(2(ωBH(f) + J)t) +m2, (24)
where n1 =
(ωBH(f)−J)2−(ωBH(i)−J)2
2(ωBH(f)−J)2 , m1 =
(ωBH(f)−J)2+(ωBH(i)−J)2
2(ωBH(f)−J)2 n2 =
(ωBH(f)+J)
2−(ωBH(i)+J)2
2(ωBH(f)+J)2
and m2 =
(ωBH(f)+J)
2+(ωBH(i)+J)
2
2(ωBH(f)+J)2
. Using these expres-
sions of b1, b2 and Eqns. (20), (21) and (22), we can
obtain the various Re´nyi entropies including the von
Neumann entropy.
As an illustration of our results, in Fig. 1 we plot the
von Neumann entropy where ωBH(i) = 3, J = 2 and for
three values of ωBH(f) = 2.15, 2.06 and 2.01. The last
value of ωBH(f) is chosen to investigate the behaviour of
the von Neumann entropy in the limit ωBH(f)→ J . The
entropy exhibits a bi-oscillatory behaviour with two dis-
tinct periods. These periods are same as those appearing
in the solutions of the Ermakov equations (23) and (24).
As ωBH(f) → J , the time period of the larger of the
two oscillations grows further and mimics a polynomial
growth at a shorter scale. We emphasize that the multi-
ple time scales appearing here are generated dynamically.
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FIG. 1. Plots of von Neumann entropy for N = 2. Here
ωBH(i) = 3 and J = 2. The ωBH(i) is quenched to three
different values labelled by ωBH(f) = 2.15, 2.06 and 2.01.
When ωBH(f) = 2.15, the entropy exhibits a bi-oscillatory
behaviour (red line). As the final value of ωBH approaches
J , one of the periods of oscillations grows larger, as can be
seen for ωBH(f) = 2.06 (cyan line). In the limiting case
when ωBH(f)→ J , the overall envelope of the entanglement
entropy increasing monotonically with time (black line).
VI. N COUPLED OSCILLATORS
The Hamiltonian for N coupled oscillators with time
dependent parameters is given by
HN (t) =
1
2
 N∑
j=1
(p2j + ω
2(t)x2j ) + k(t)
N−1∑
j=1
(xj − xj+1)2

=
1
2
 N∑
j=1
p2j +X
T .K(t).X
 ,
(25)
whereX=(x1, x2...xN )
T andK is a real symmetricN×N
matrix with real eigenvalues. This Hamiltonian can be
decoupled using an orthogonal transformation U to give,
H ′ =
1
2
 N∑
j=1
(P 2j + y
2
jK
D
jj(t))
 , (26)
where Y = UX = (y1, .., yN )
T and KD = UKUT is a
diagonal matrix. The time dependent ground state of
the Hamiltonian can be written as
ψ(y1, .., yN , t) =
 N∏
j=1
1
b2j (t)
det
√
KD
pi
 14
× exp
i N∑
j=1
(
b˙j
2bj
y2j − Ejτj
)× exp
 N∑
j=1
y2j
√
KDjj
2b2j (t)
 ,
(27)
which can be expressed as
ψ(x1, ...., xN , t) =
(
det
Ω
pi
) 1
4
exp
i
XT b˜X − N∑
j=1
Ejτj

× exp
[
−X
TΩX
2
]
.
(28)
Here Ω = UT
√
K ′DU , K ′Djj =
KDjj(0)
b4j (t)
, b˜ = UT b˜DU and b˜D
is a diagonal matrix with elements
b˙j(t)
2bj(t)
. The Ermakov
equation satisfied by bj(t) is given by
b¨j + λ
2
j (t)bj =
λ2j (0)
b3j
, (29)
where λj is the jth eigenvalue of the matrix K(t). The
time dependent density matrix of the whole system has
the form
ρ(X,X ′, t) =
(
det
Ω
pi
) 1
2
exp
[
i
(
XT b˜X −X ′T b˜X ′
)]
exp
[
−X
TΩX
2
− X
′TΩX ′
2
]
,
(30)
We partition the whole system in two subsystems A
and B with degrees of freedom n, N −n and coordinates
{Xα}, {Xa} respectively. Tracing over the subsystem A,
the reduced density matrix of B is given by
ρred(X
a, X ′a, t) =
∫ n∏
α=1
dXαρ(Xa, Xα, X ′a, Xα).
(31)
To do this integration we write the matrices Ω and b
respectively as [4, 5],
Ω =
(
Ωn×n Ωn×N−n
ΩTn×N−n ΩN−n×N−n
)
,
b˜ =
(
b˜n×n b˜n×N−n
b˜Tn×N−n b˜N−n×N−n
)
.
(32)
Using (30) in (31) and after some algebra, we get
ρred(X
a, X ′a, t)
=
(
detΩpi
detΩn×npi
) 1
2
exp
[
i
(
XaTZXa −X ′aTZX ′a)]
× exp
[
−1
2
(
XaT γXa +X ′aT γX ′a
)
+XaTβX ′a
]
,
(33)
5where Xa, X ′a has N − n components and
Z(t) = b˜N−n×N−n − b˜Tn×N−nΩ−1n×nΩn×N−n,
γ(t) = ΩN−n×N−n − 1
2
ΩTn×N−nΩ
−1
n×nΩn×N−n
+ 2b˜Tn×N−nΩ
−1
n×nb˜n×N−n,
β(t) =
1
2
ΩTn×N−nΩ
−1
n×nΩn×N−n + 2b˜
T
n×N−nΩ
−1
n×nb˜n×N−n,
(34)
which are (N − n)× (N − n) matrices.
The reduced density matrix can be written in a prod-
uct form upto a phase in new coordinates Ra using the
orthogonal transformations V and W such that X =
V T γ
−1/2
D WR. Here V is the diagonalizing matrix of
γ such that γ = V T γDV and W diagonalizes β˜ where
β˜ = γ
−1/2
D V βV
T γ
−1/2
D . The reduced density matrix in
new coordinates takes the form
ρred(R
a, R′a, t) = exp
[
iRaTZ ′′Ra − iR′aTZ ′′R′a]
×
N∏
j=n+1
(
1− β˜j
) 1
2
piN−n
exp
[
−1
2
(r2j + r
′2
j ) + β˜jrjr
′
j
]
,
(35)
where Ra = (rn+1, ..., rN )
T , Z ′′ =
WT γ
−1/2
D V ZV
T γ
−1/2
D W and β˜j are the eigenvalues
of β˜ matrix. The eigenvalue equation for the reduced
density matrix is given by∫ ∞
−∞
DR′aρred(Ra, R′a, t)fl(R′a, t) = pl(t)fl(Ra, t).
(36)
The eigenfunctions are given by
fl(R
a, t) = Hl(
1/2Ra) exp[−RaT 
2
Ra] exp
[
iRaTZ ′′Ra
]
,
(37)
where Hl(
1/2Ra) =
∏N
j=n+1Hl(
1/2rj) and Hl denotes
the Hermite polynomial of degree l. The eigenvalues
are given by pl(t) =
∏N
j=n+1(1 − ξj)ξlj , where ξj(t) =
β˜j
1+
√
1−β˜j2
. Hence the Re´nyi entropy of order α is given
by
Sα(t) =
N∑
j=N−n
Sα[ξj(t)], (38)
where each Sα[ξj(t)] has the form as (21) or (22).
VII. RESULTS AND PHYSICAL
INTERPRETATIONS
In order to illustrate the key physical features of the
above analysis, we explicitly consider the cases for N =
4, 6, 10, 16 and 20 for a periodic harmonic chain. We shall
focus on how the dynamically generated multiple time
scales and the particle number N affect the entangle-
ment dynamics. Note that the time dependence is com-
pletely determined by the solutions bj of the Ermakov
eqns. (29), which depends on the eigenvalues λj of the
matrix K given by λj = ω
2 + 2k[1 − cos( 2pijN )], where
j = 1, 2, ...N . The number of the time scales contribut-
ing to the entanglement dynamics for any N depends on
the number of distinct eigenvalue of the corresponding
K.
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FIG. 2. Plots of von Neumann entropy for N = 4. The
initial values are ω(i) = 3 and k(i) = 2. The quenched values
are ω(f) = 0.3, 0.1, 0.01 and k(f) = 2.5. Three independent
time scales contribute to the entanglement dynamics. This
plot shows entanglement revival whose time period increases
with decreasing ω(f). Each revival period contains several
quasi-revivals on shorter time scales due to the effect of the
Ermakov solutions
.
In order to demonstrate the basic features of the time
dependence, we first consider the a chain of N = 4 os-
cillators and perform a sudden quench at time t = 0,
when ω, k change from a constant values (ω(i), k(i)) to
(ω(f), k(f)). The reduced system is defined by tracing
out the last two oscillators in the chain. The solutions
of the Ermakov equations with bj(t = 0) = 1 and b˙j(t =
0) = 0 are given by bj(t) =
√
nj cos(2
√
λj(f)t) +mj
where nj =
λj(f)−λj(i)
2λj(f)
, mj =
λj(f)+λj(i)
2λj(f)
and λj(i), λj(f)
are the eigenvalues of K before and after the quench.
Note that for N = 4, there are only three distinct eigen-
values of K as λ1 = λ3 with b1(t) = b3(t). Thus for
N = 4, there would only be three time scales contribut-
ing to the entanglement dynamics.
The results for the von Neumann entropy for N = 4
under several different quenches are shown in Fig. 2.
At large times, the profile of the entanglement dynam-
ics is dominated by the smallest frequency, which being
independent of interaction k could be a robust experi-
mental probe for testing the entanglement revival in the
harmonic chains. The revival time period increases with
decreasing value of the quenched frequency ω(f). The
6phenomena of revival has been observed in the entan-
glement negativity for the non-equilibrium dynamics of
harmonic chains [43]. The important difference in our
analysis is the existence of dynamically generated mul-
tiple time scales within each revival period, which is a
new feature due to the solutions of the Ermakov equa-
tions. Such quasi-revivals at shorter time scales encode
the effect of the interaction k.
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FIG. 3. Plots of von Neumann entropy for N = 4, 6, 10, 16
and 20. The parameters are ω(i) = 3, k(i) = 2, ω(f) = 0.01
and k(f) = 2.5. For N = 4, 6 the chains are away from
criticality and their entropies are approximately equal, with
variations arising from the multiple time scales. For larger
N = 10, 16, 20, apart from the time dependent factors, even
the N dependence makes the plots different, signalling a vio-
lation of the area law
.
Scaling of Entropy for large N - The von Neumann en-
tropy S1(t,N) is plotted in Fig. 3 as a function of time
t for various N with same ω(f) = 0.01. For each value
of N , the time evolution of S1(t,N) shows the effect of
multiple time scales whose number increases with N . In
addition, the von Neumann entropy itself increases as a
function of N . In order to extract the N dependence of
the entropy, in Fig. 4 we have plotted the ratio S1(t,N)lnN
as a function of time t for several N . For N ≥ 10, the
nature of this plot is consistent with the scaling relation
S1(t,N) = c(t) lnN +O (1) , (39)
where c(t) is a time dependent function that encodes the
cumulative effect of the dynamically generated multiple
time scales. In order to understand the origin of the
scaling, note that for N →∞ and in the continuum limit,
the oscillator chain given by Hamiltonian (25) can be
described by a single bosonic massive scalar field whose
mass is given by ω [46]. Under these conditions, in the
limit ω → 0, the system tends to criticality leading to
a logarithmic scaling of the entropy [44]. In our case,
finite N and small but non-zero ω(f) = 0.01 makes the
system approximately critical. From Fig. 4 we find that
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FIG. 4. The entropy curves for N = 10, 16 and 20 almost col-
lapse on each other consistent with Eqn. (39), the difference
being due to the multiple oscillatory time scales. Chains with
N = 4 and 6 are further away from criticality, which is valid
only for larger values of N
.
the ratio S1(t,N)lnN for N ≥ 10 essentially collapse on each
other, the variations appearing primarily from the time
dependent factor c(t), which encodes the effect of the
multiple time scales. The function c(t) would in general
have contributions from bj(t) and their time derivatives,
all of which are periodic functions. At large time scales,
these large number of different periodic functions would
tend to produce a smoother time dependence.
From Figs. 3 and 4, we can infer about the validity
of area law for the various chains. For N ≥ 10, the von
Neumann entropy scales as lnN and does not saturate
to any finite fixed value. This indicates a logarithmic
violation for these larger chains, which is consistent with
their approximate criticality in the post quench regime.
The smaller chains are further away from criticality and
their entropies essentially coincide upto variations arising
from the Ermakov time scales, which is approximately
consistent with the area law [6].
VIII. SUMMARY AND OUTLOOK
We have obtained exact analytical expressions for the
time-dependent von Neumann and Re´nyi entropies for
a system of N coupled oscillators, following a sudden
quench. Our analysis employs the solutions of the TDSE,
which are obtained by solving the corresponding nonlin-
ear Ermakov equations. The entanglement dynamics is
characterized by a multi-oscillatory behaviour and the
number of time scales appearing in the entanglement dy-
namics increases with N .
The exact analysis and the formulae presented here are
valid for any N . Although we have used sudden quench
to study the entanglement dynamics, the formalism de-
veloped here can be easily adapted to investigate the ef-
7fects of more general time dependence and to study other
entanglement measures.
In the critical limit of our system, we expect the log-
arithmic scaling of the entropy [44] to be robust against
small polynomial perturbations. In addition, the exten-
sion of our analysis to finite temperatures using confor-
mal field theory [45] would be interesting.
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