We introduce new classes of facet-deÿning inequalities for the polytope P pd associated with the set packing formulation of the simple plant location problem (SPLP) with p plants and d destinations. The inequalities are obtained by identifying subgraphs of the intersection graph G(p; d) of SPLP that are facet-deÿning, and lifting their associated facets if it is necessary. To this end, we ÿnd subfamilies of previously known structured families of facet-deÿning graphs, like fans and wheels, inside G(p; d). We also characterize a class of facets of SPLP and summarize the previous polyhedral results on this problem. ?
Introduction
The simple plant location problem (SPLP) is a well-known combinatorial optimization problem, in which some plants are to be chosen among a set of candidates and each customer must be allocated to a plant, in such a way that the total (installation plus allocation) cost is minimized. SPLP is an NP-hard problem [14] . Here we deal with the polyhedral structure of the convex hull of the feasible solutions. Concretely, our aim is to obtain facet-deÿning inequalities of the polyhedron associated with a formulation of the problem. When these inequalities are added to the LP relaxation of SPLP (where the integrality constraints are removed), some fractional solutions of this relaxation are cut o , and the performance of the branch-and-bound methods hopefully improves. So far, there has been a certain amount of work on the theme, mainly the papers [7,8,10 -12,15 ] and more recently [5] . Through the paper, we summarize the facet-deÿning inequalities given in these papers, and also make our contribution to the ÿeld, adding some new facet-deÿning inequalities to the partially known description of the polyhedron. Some papers concerning the polyhedral study of related discrete location problems include [1, 2, 13, 16, 17, 19, 23] .
The contents of the paper are as follows. First we give the formulation of SPLP, introduce necessary notation and some preliminary results on set packing problems. In Section 2, we review inequalities known to be facet-deÿning for SPLP. In Section 3, we prove some new results about the known facet-deÿning inequalities. In Sections 4 and 5, we introduce new families of facet-deÿning inequalities, as well as some related theoretical results. The reader should note that all the variables and constants used through the paper are integer (except f i and b ij , deÿned in the following paragraph).
Let P = {1; : : : ; p} be the set of plants (facilities, depots) and D = {1; : : : ; d} the set of destinations (customers, demand points). In order to obtain a set packing-type formulation, we use the following binary variables: y i = 0 if plant i is open, and y i = 1 otherwise; x ij = 1 if the demand of destination j is supplied from plant i, and x ij = 0 otherwise. The ÿxed cost of opening plant i is denoted by f i ¿ 0 and the ÿxed beneÿt of supplying all the demand of destination j from plant i is b ij ¿ 0. Then, the formulation of SPLP we utilize is SPLP : max 
x ij + y i 6 1; i∈ P; j ∈ D; (2) y i ; x ij ∈ {0; 1}; i∈ P; j ∈ D;
where the irrelevant constant − p i=1 f i has been removed from the objective function. This formulation can be obtained from the usual one, in which the allocation of a customer to a plant has an associated cost, in a very simple way (see, e.g., [7] ).
A set packing problem is a binary optimization problem SPP : Opt{ct: At 6 1 m ; t ∈ {0; 1} n };
where c ∈ R n , A ∈ {0; 1} m×n and 1 m is an m-vector of ones. It is clear that SPLP is a special class of SPP. Then, it is useful to introduce some background on SPP and associated graphs.
Let G = (V; E) be a graph with node set V and edge set E. G is said to be odd (respectively even) if |V | is odd (resp. even). The incidence vector of a subset B of V is a binary vector (t 1 ; : : : ; t |V | ) where t j =1 if and only if the jth node of V belongs to B, j = 1; : : : ; |V |. A nonempty subset of V of mutually nonadjacent nodes in G is called a packing. A maximal packing is a packing that is not a proper subset of another packing. A maximum packing is a packing of maximum cardinality. The independence number of G, (G), is the cardinality of any maximum packing in G. An edge e ∈ E is critical if the removal of e from G produces a graph with independence number greater than (G). A complete graph is that in which all the nodes are pairwise adjacent. A clique in G is a maximal complete subgraph. A path (v 1 ; e 1 ; v 2 ; e 2 ; : : : ; v '−1 ; e '−1 ; v ' ) is a graph with distinct nodes {v 1 ; : : : ; v ' } and edges {e 1 ; : : : ; e '−1 } and such that e i = (v i ; v i+1 ), i=1; : : : ; '−1. A cycle (v 1 ; e 1 ; v 2 ; e 2 ; : : : ; v ' ; e ' ) is a graph with distinct nodes {v 1 ; : : : ; v ' } and edges {e 1 ; : : : ; e ' } and such that e i = (v i ; v i+1 ), i = 1; : : : ; ' − 1 and e ' = (v ' ; v 1 ). A chord for a cycle (v 1 ; e 1 ; : : : ; v ' ; e ' ) is an edge e ∈ {e 1 ; : : : ; e ' } connecting two nodes in the cycle. A hole is a chordless cycle with more than three nodes. The neighborhood N (v) of a node v is the set of nodes that are adjacent to v. The incidence degree (v) of a node v is the cardinality of its neighborhood. P I (G) is the set of incidence vectors of all the packings of G, and the polytope associated with G, P(G), is the convex hull of P I (G). (It holds that P(G) is a full dimensional polytope, and a vector t is a vertex of P(G) if and only if t ∈ P I (G)). The graph associated with (intersection graph of) SPP is G = (V; E) with |V | = n and (v i ; v j ) ∈ E if and only if the ith and jth columns of A are not orthogonal. Then, if G is the graph associated with SPP, the feasible set of SPP is P I (G) and the optimal solutions of SPP can be obtained by solving the linear optimization problem Opt{ct: t ∈ P(G)}:
A linear inequality t 6 0 is said to be valid for P(G) if it holds for all t ∈ P(G). A valid inequality for P(G) is a proper face of P(G) if it is satisÿed as an equality by at least one vertex of P(G). A valid inequality for P(G) is a facet of P(G) if and only if it is satisÿed as an equality by |V | independent vertices of P(G). A facet of P(G) is termed nontrivial if it is di erent from t j ¿ 0 for any j = 1; : : : ; |V |. All nontrivial facets of P(G) are of the form t 6 0 with j ¿ 0, j = 1; : : : ; |V | and 0 ¿ 0. A graph G = (V; E) is facet-deÿning if a facet of P(G) t 6 0 exists such that j ¿ 0 for all v j ∈ V .
We shall denote the same node indi erently by v j and j. In particular, j will be used in the ÿgures, summations and subindices and v j in the text. We do not utilize the usual deÿnition of the operation modulo, but the following one: Let c be the remainder when a is divided by b; then, if c ¿ 0, a mod b is equal to c; if c = 0, a mod b is equal to b.
The following result can be used to obtain facet-deÿning inequalities of P(G) from those of the polyhedra associated with its induced subgraphs. We shall refer to it as usual lifting procedure, even if it is sequentially applied to several nodes which are added to the original graph.
Proposition 1 (Padberg [20] , see also Padberg [21, 22] ). Let G = (V; E) be a graph with |V | = n. If G induced by V − {v n }, then n−1 j=1 j t j + n t n 6 0 , where
is a facet-deÿning inequality of P(G).
We call v n the lifted node and t n the lifted variable.
There are several facet generating procedures for set packing problems in the literature. The following one, which will be used in the forthcoming sections, was given in [8] . It is illustrated in Fig. 1 .
Theorem 2 (Cho et al. [8] ). Let G = (V; E) be a graph, V = {v 1 ; : : : ; v n }, and let n j=1 j t j 6 0 be a facet-deÿning inequality of P(G). Consider C i = (V i ; E i ), i = 1; : : : ; q, q ¿ 2, complete and disjoint subgraphs of G such that |V i | ¿ 2, i = 1; : : : ; q. Construct the graph G z = (V z ; E z ) as follows.
M b = max{ n j=1 j t j : t ∈ P I (G); t j = 0 ∀v j ∈ i∈B V i ; B ⊆ {1; : : : ; q}; |B| = b}, ∀b = 1; : : : ; q.
, ∀b = 1; : : : ; q, the inequality
is a facet-deÿning inequality of P(G z ).
Back to the SPLP, by labeling each node with the name of its associated variable, the intersection graph is given by V = {y i : i ∈ P} ∪ {x ij : i ∈ P; j ∈ D} and E = {(x ij ; y i ): i ∈ P; j ∈ D}∪{(x ij ; x kj ): i; k ∈ P; i ¡ k; j ∈ D}. We call this graph G(p; d), and note P pd :=P(G(p; d)). Fig. 2 shows G(4; 6). Through the paper we will number the y-nodes (plants) in the ÿgures, and sort the x-cliques corresponding with destinations from left to right. If min{p; d} 6 2, the coe cient matrix of SPLP is totally unimodular; to discard this trivial case, we assume through the paper p ¿ 3; d ¿ 3. If p * 6 p and d * 6 d, we call p * × d * adjacency matrix S any p * × d * , 0-1 matrix having no zero row and no zero column. Given an adjacency matrix S and two ordered sets
S ; j ∈ J S ; s ij = 1}. We also denote P S = P(G S ) and
, is the minimum cardinality of a set of y-nodes, {y i : i ∈ I }, such that i∈I N (y i ) contains all the x-nodes in V S . We call maximal adjacency matrix any p × d adjacency matrix S such that, changing a zero element in S to one, either (G S ) increases by one or ÿ(G S ) decreases by one. We call pd-adjacency matrix any p × d adjacency matrix S satisfying (i) G S is connected, (ii) there exists at least one zero element per column of S, and (iii) |I S | ¿ 3; |J S | ¿ 3. We call pd-subgraph any subgraph G S of G associated with a pd-adjacency matrix S. A k × k matrix is called a cyclic (k; ') matrix if its rows are 0-1 vectors with ' adjacent ones that move one position to the right side in each row.
Adjacency matrices are very useful in the characterization of subgraphs of G(p; d) that are facet-deÿning. It is well known that such a graph must be 2-connected, and it was proved in [4] that, if G =(V; E) is a graph with associated facet-deÿning inequality t 6 0 -di erent from a clique facet to be deÿned afterward-, and C ⊂ V is a set of nodes inducing a clique in G, and v 1 ∈ C is a node such that (v 1 ; v j ) ∈ E for any v j ∈ C, then 1 = 0. Using the previous considerations with G(p; d) yields (i) if B ⊆ V induces a facet-deÿning graph, then x ij ∈ B ⇒ y i ∈ B and (ii) every y-node is connected to at least two x-nodes. Then, any subgraph of G(p; d) that is facet-deÿning can be characterized by means of two ordered sets I S ⊆ P, J S ⊆ D and a |I S | × |J S | adjacency matrix S. Furthermore, taking into account the structure of G(p; d), i.e., that any subgraph that is facet-deÿning can be transformed into another facet-deÿning subgraph by choosing di erent ordered subsets of plants and destinations, we can give such subgraphs without speciÿcation of I S and J S . Many times, for simplicity, we shall take I S = {1; : : : ; |I S |} and J S = {1; : : : ; |J S |}. To change and to permute the elements of I S and J S will be called elementary operations. Similarly, when lifting a facet-deÿning inequality by means of the usual lifting we shall restrict ourselves to the set of nodes that could be lifted with nonzero coe cients, that is to say, the x-nodes that are added to a previously existing x-clique and are connected to a previously existing y-node. We call these x-nodes x-candidates (summarizing, an x-candidate is x ij with i ∈ I S , j ∈ J S and s ij = 0). The following result, which enables us to present the results by means of the smallest G(p; d) in which the facet-deÿning graph is included, is obtained as a corollary.
Revisiting the previously known facets
In order to ÿnd the facet-deÿning inequalities of SPLP with binary coe cients and right-hand side 1, the following well-known result has been used. [18] , Padberg [20, 22] ). Let G = (V; E) be a graph and let B be a subset of V . The inequality j∈B t j 6 1 is a facet-deÿning inequality of P(G) if and only if the subgraph induced by B is a clique in G.
Proposition 4 (Nemhauser and Trotter
Clearly, (1) and (2) are the unique clique facets of SPLP, as noted in [12] . Another family of facets for set packing problems are the so-called rank facets (facet-deÿning inequalities with binary coe cients). It is clear that, if the inequality j∈V t j 6 0 is a facet-deÿning inequality of P(G), 0 must be equal to (G). Among others, the following results concerning this kind of facet-deÿning inequalities are known.
Proposition 5 (Padberg [20] , see also Nemhauser and Trotter [18] ). Let G =(V; E) be an odd hole. Then; j∈V t j 6 (|V | − 1)=2 is a facet-deÿning inequality of P(G).
Proposition 6 (ChvÃ atal [9] , see also Balas and Zemel [3] and Padberg [20] ). Let G= (V; E) be a graph and let E * be the set of critical edges of G. If (V; E * ) is connected; then j∈V t j 6 (G) is a facet-deÿning inequality of P(G).
If G is an induced subgraph of P pd , the facet-deÿning inequalities given in the two previous results can be transformed into facet-deÿning inequalities of P pd by means of usual lifting. Moreover, di erent facet-deÿning inequalities of P pd can be obtained when the nodes in G(p; d) but not in G are considered in di erent orders. Regarding this point, it was noted in [12] that certain subsets of nodes in G(p; d) induce odd holes. By considering the holes with 9, 15 and 21 nodes and all the possible usual liftings, the authors obtained 1, 6 and 35 facet-deÿning inequalities of P 33 , P 55 and P 77 , respectively. The following result characterizes the subgraphs of G(p; d) that are odd holes. The proof is straightforward. The ÿrst observation of CornuÃ ejols and Thizy (9-holes deÿne facets of P 33 ) is detailed in the following result. Recall we take I S = {1; : : : ; |I S |} and J S = {1; : : : ; |J S |} for simplicity.
Proposition 8. The inequality
is a facet-deÿning inequality of P 33 .
Proof. Let S be the adjacency matrix associated with the inequality (4). Since G S is a 9-hole; (4) is a facet-deÿning inequality of P S . Then; it su ces to prove that all the x-candidates are lifted with null coe cient. Notice that; after adding an x-candidate x i1j1 to G S ; N(x i1j1 )={y i1 ; x i2j1 ; x i3j1 }; where (i 1 ; i 2 ; i 3 ) is a permutation of (1; 2; 3). Now;
the maximum being reached by the packing {y i2 ; y i3 ; x i1j2 ; x i1j3 }; where (j 1 ; j 2 ; j 3 ) is a permutation of (1; 2; 3). Then; the coe cient obtained in Proposition 1 is zero.
As CornuÃ ejols and Thizy noted, holes of length at least 15 can be lifted in several ways. Nevertheless, all the liftings of the 15-hole deÿne facets that can be obtained by means of elementary operations from the one which is given in the following result, illustrated in Fig. 3 .
Proposition 9 (CornuÃ ejols and Thizy [12] ). The inequality
is a facet-deÿning inequality of P 55 .
Proof. Let S be the adjacency matrix associated with the inequality
Since G S is a 15-hole; the inequality is a facet-deÿning inequality of P S . In order to lift the node x 13 we easily obtain
and then the inequality
deÿnes a facet. Similarly; let S be the adjacency matrix associated with the last inequality; then; for any ' ∈ {1; : : : ; 5} and h ∈ {1; : : : ; 5} − {'; (' + 1) mod 5}.
The following result was shown in [8] .
Theorem 10 (Cho et al. [8] ). Consider I S ⊆ P and J S ⊆ D. Then; the inequality with
is a facet-deÿning inequality of P pd (di erent from a clique facet) if and only if S is a |I S | × |J S |; maximal pd-adjacency matrix.
A characterization of maximal pd-adjacency matrices can be also found in [8] . A special case of maximal pd-adjacency matrix, whose associated graph has a known independence number, gives rise to a concrete family of facet-deÿning inequalities of P pd :
Theorem 11 (CornuÃ ejols and Thizy [12] ). Consider ' and t such that 2 6 t ¡ ' 6 p and subsets I ⊆ P; J ⊆ D; such that |J | = ( ' t ); |I | = q. Let A 't be the matrix whose columns are all vectors 0-1 with t ones and q − t zeros. Then; i∈I j∈J a 't ij x ij + i∈I y i 6 '
is a facet-deÿning inequality of P pd .
A constructive procedure was also given in [8] for obtaining other rank facets of P pd from cyclic adjacency matrices which do not deÿne facets themselves. The details can be found in the reference. Finally, we consider facet-deÿning inequalities whose coe cients are integer numbers in general. The following result was shown in [8] .
Theorem 12 (Cho et al. [8] ). Consider I ⊆ P; J ⊆ D; such that |I | = |J | = m; m ¿ 3. Consider the facet-deÿning inequality of P mm given by i∈I j∈Ji
where the sets J i are all the di erent subsets of J with |J i | = m − 1. Suppose we add |S| + |T | plants of P to I in such a way that each plant in S covers m − 1 destinations and each plant in T covers all the m destinations. Let |S| = s and |T | = t. Then;
is a facet-deÿning inequality of P (m+s+t)m ; where (1) ij = i = m − 1; i∈ I ∪ S; j ∈ J i ; (2) ij = i = m − 2; i∈ T; j ∈ J i .
For their part, the authors of [5] obtained a new family of facet-deÿning inequalities with integer coe cients by means of the following result.
Theorem 13 (CÃ anovas et al. [5] ). Let S be an r × c adjacency matrix satisfying (i) ∀i 1 ; i 2 ∈ I S ∃j ∈ J S such that s i1j s i2j = 1 and (ii) ∀(i; j) ∈ I S × J S with s ij = 1 ∃' ∈ I S ; ' = i; such that s 'j = 1 and s ih s 'h = 0 ∀h = j. Then;
is a facet-deÿning inequality of P rc .
New results on known facets
First, we show how to construct some facet-deÿning graphs for set packing problems by applying Theorem 2 to certain odd holes. Proof. In order to apply Theorem 2 to the facet-deÿning inequality of P(H ) ; ' = 1; : : : ; b; from the hole; the remaining nodes form b chains; and only one of them is an odd chain. The maximum cardinality of a packing of such a subgraph is 1=2 plus half the cardinality of the subgraph. Since the cardinality of the subgraph is n − 2b; the maximum value that a packing can reach in (6) The following result shows how the graphs of Theorems 14 and 15 can be extracted from G(p; d).
Corollary 17. Let C be the cyclic (2k +1; 2) matrix; k ¿ 1; and let S be the adjacency matrix given by is a facet-deÿning inequality of P S and a face of P (2k+1+ )(2k+1) .
The following results are devoted to the study of the facet-deÿning inequalities of P pd of the form i∈P i∈D s ij x ij + i∈P i y i 6 0
with s ij ∈ {0; 1}, 0 ¿ 0 and integer, i ¿ 0 and integer for all i ∈ P. As seen, S = (s ij ) must be an adjacency matrix. We deÿne i = j∈D s ij , the incidence degree of y i in the intersection graph which deÿnes (7). The two following general results hold.
Proposition 18. If (7) is a facet-deÿning inequality of P pd ; then i 6 i − 1 for all i ∈ P.
Proof. Consider any i ∈ P. If (7) is a facet-deÿning inequality of P pd ; a vertex (x 1 ; y 1 ) ∈ P I satisfying (7) exactly with y (7); where a is the number of destinations j with x 1 ij = 1 and s ij = 1. Then; 0 − a + i 6 0 ⇒ i 6 a 6 i :
Now; assume i = i for some i ∈ P. Then; a vertex with x ij = 0 for some j such that s ij = 1 cannot satisfy (7) exactly. If it did; changing each x ij by 0 and y i by 1; the new vertex would not satisfy (7) . Therefore; all the vertices satisfying (7) exactly verify i y i + j∈D s ij x ij = i and (7) cannot be a facet. (7) is a facet-deÿning inequality of P pd ; then 0 ¿ i∈P i + 1.
Proposition 19. If
Proof. The vertex of G(p; d) (x 1 ; y 1 ) with x 'j =1 ∀j ∈ D; x ij =0 otherwise; y i =1 ∀i = '; y ' = 0; takes the value ' + i =' i in the left-hand side of (7). Using Proposition 18;
which must be less than or equal to 0 .
Restricting ourselves to the facet-deÿning inequalities with minimum right-hand side, i.e., those of the form i∈P i∈D s ij x ij + i∈P i y i 6 i∈P i + 1;
the following result holds.
Theorem 20. Inequality (8) is a facet-deÿning inequality of P pd if and only if (i) ∀i 1 ; i 2 ∈ P ∃j ∈ D such that s i1j s i2j = 1; (ii) ∀(i; j) ∈ P × D with s ij = 1 ∃' ∈ P; ' = i; such that s 'j = 1 and s ih s 'h = 0 ∀h = j;
Proof. If (i); (ii) and (iii) hold; by Theorem 13; (8) is a facet-deÿning inequality of P pd . Now; suppose (8) is a facet-deÿning inequality of P pd . Consider ' ∈ P. From Proposition 18; i 6 i − 1 ∀i ∈ P. Now; the vertices of the form y i = 1 ∀i = '; y ' = 0; x 'j = 1 ∀j ∈ D and x ij = 0 otherwise; take the value i =' i + ' in the left-hand side of (8) and then ' 6 ' + 1 and (iii) follows.
To see (i) note that, if two rows of S are orthogonal, say 1 and 2, then the vertex given by y 1 = y 2 = 0, y i = 1 ∀i = 1; 2, x 1j = x 2j = 1 ∀j ∈ D, x ij = 0 otherwise, would violate the inequality (8) .
To see (ii), note that the vertex given by y i = 1 ∀i ∈ P, x ij = 0 ∀(i; j) ∈ P × D, takes the value i∈P ( i −1) in the left-hand side of (8) . In order to obtain vertices satisfying (8) exactly, and taking into account that (i) holds, one y i must be changed by 0 and all the x ij with s ij = 1 must be changed by 1, and other y ' can be changed by 0 only if the left-hand side of (8) does not decrease, i.e., only if all the x 'j with s 'j = 1 but one can be changed by 1.
Suppose that a pair in P × D, say (1; 1), satisÿes s 11 = 1 but violates (ii). Then, for all i = 1 with s i1 =1 there exists h = 1 such that s 1h s ih =1. The nodes y 1 and x 11 deÿnes a clique of G(p; d), so it holds y 1 +x 11 6 1. On the other hand, a vertex which satisÿes (8) exactly with y 1 =0 must verify x 11 =1 because, if not, x 1j =1 for all j = 1 such that s 1j = 1, implying y i = 1 ∀i ¿ 2, which contradicts the shape of extreme point described below. Therefore, all the vertices which satisfy (8) exactly must verify y 1 + x 11 = 1 and (8) cannot be a facet.
Theorem 20 underlines the importance of the facet-deÿning inequalities given by Theorem 13. In the rest of the section we pay attention to the matrices which satisfy the conditions of Theorem 13. Note that condition (i) means S has no pair of orthogonal rows.
Proposition 21. Let S be an adjacency matrix and let S be the matrix obtained from S duplicating some rows. If S satisÿes the conditions (i) and (ii) of Theorem 13; then also S satisÿes them.
Proof. Without loss of generality; we assume that the dimensions of S and S are r × c and (r + 1) × c respectively; and also that the rows 1 and r + 1 of S are identical.
Suppose S satisÿes (i) and take 2 6 i 1 6 r and i 2 =r+1. Then, ∃j such that s 1j s i1j =1 and s r+1;j = s 1j , hence s r+1;j s i1j = 1. Now, take i 1 = 1 and i 2 = r + 1; since there must exist j ∈ D such that s 1j = 1 and s 1j = s r+1;j , it follows s 1j s r+1;j = 1.
Suppose S satisÿes (ii) and take s r+1;j = 1. Then, s 1j = 1 and ∃' 6 r, ' = 1, such that s 'j = 1 and s 1h s 'h = 0 ∀h = j, which implies s r+1;h s 'h = 0 ∀h = j. Proof. First; we prove that ∀i 1 ; i 2 ∈ I S ∃j ∈ J S such that s i1j s i2j = 1. We distinguish three cases.
(1) If i 1 ; i 2 6 r; then it is obvious since M satisÿes condition (i). (2) If i 1 ; i 2 ¿ r; then s i1;2c+1 s i2;2c+1 = 1. (3) If i 1 6 r and i 2 ¿ r; then either s i1i2 s i2i2 = 1 or s i1;i2+r s i2;i2+r = 1. Now; we prove that ∀(i; j) ∈ I S × J S with s ij = 1 ∃' ∈ I S ; ' = i; such that s 'j = 1 and s ih s 'h = 0 ∀h = j. We distinguish three cases. Corollary 24. Let M = (m ij ) be an rc-adjacency matrix satisfying ∀i 1 ; i 2 ∈ {1; : : : ; r}∃j ∈ {1; : : : ; c} such that m i1j m i2j = 1. Then;
is a facet-deÿning inequality of P (r+c)(2c+1) .
Proof. It follows directly from Proposition 23 and Theorem 13. corresponding with the graph of Fig. 6 ; is obtained.
New facets based on fans
A family of facet-deÿning graphs called fans was introduced in [4] , from which the following deÿnition and main result are excerpted. Deÿnition 26 (CÃ anovas et al: [4] ). Consider a complete graph G = (V; E) with V = {v 1 ; : : : ; v n }. A fan A = (V A ; E A ) can be obtained from G by means of an iterative procedure:
Step 1. Add 2k 1 − 1 new nodes, k 1 ¿ 2, and construct an odd hole traversing v 1 , v 2 and the new nodes. Set c = 2.
Step 2. Add 2k c − 1 new nodes, k c ¿ 1, and construct an odd hole traversing v c , v c+1 , the new nodes and an even number of nodes of the previously constructed odd hole. Set c = c + 1.
Step 3. Stop if c = n. If not, go to Step 2.
Theorem 27 (CÃ anovas et al. [4] ). Let A = (V A ; E A ) be a fan obtained by means of the above construction. Then
is a facet-deÿning inequality of P(A).
Example 28. Fig. 7 shows a fan with associated facet-deÿning inequality
Any subgraph of G(p; d) which is a fan deÿnes a face (not necessarily a facet) of P pd . In order to extract fans from G(p; d) note that, if the complete graph given in Deÿnition 26 has more than two nodes, it must be included into an x-clique. Any odd hole like those of Step 2 must be obtained from the previous hole by traversing an even number of existent nodes, and the last traversed node must be a y-node. Therefore, not all the fans can be obtained as subgraphs of G(p; d)-the fan of Fig. 7 cannot-but such a fan needs to be constructed by adding 6 c + 3 new nodes ( c = 0; 1; : : :) and linking the path to the node situated in the position 6 c + 4 ( c = 0; 1; : : :), for each c ¿ 2. Fig. 8 shows an example of fan which can be extracted from G(p; d).
Some families of fans can be easily lifted to obtain facet-deÿning inequalities of P pd . Two of such families are showed in the following results.
Theorem 29. Let S be the k × k adjacency matrix; k ¿ 3; given by
Then;
is a facet-deÿning inequality of P kk .
Proof. The graph associated with the adjacency matrix S; G S ; is the fan given in Fig. 9 . Then, Theorem 27 guarantees that (9) is a facet-deÿning inequality of P S . It remains to prove that all the x-candidates are lifted with null coe cients.
Consider ÿrst the node x 11 . The packing {y i ; x 1i : i = 2; : : : ; k} does not contain any node in N (x 11 ) and satisÿes (9) exactly. Now, consider a node x ij , i; j = 1, i = j. The packing {x ' ' : ' = 2; : : : ; k; ' = j} ∪ {y 1 ; y j ; x i1 } does not contain any node in N (x ij ) and satisÿes (9) exactly.
Note that the fan of Theorem 29 can also be obtained by means of Theorem 13. Moreover, it can be easily checked that Theorem 29 can be applied to the facet-deÿning inequality given in Theorem 29, choosing the x-cliques 1 and ' (2 6 ' 6 k) as complete subgraphs, and the resulting facet-deÿning inequality is the same that the one obtained by duplicating the 'th row of S. Theorem 30. Consider three numbers; k ¿ 5; 1 6 a ¡ k − 3 and b = k − 3 − a and let S be the k × k adjacency matrix given by
Then; i∈I S j∈J S s ij x ij + i∈I S −{k−2;k−1}
Proof. The subset of nodes V A ⊂ V S given by
induces in G(k; k) the fan A represented by means of thick lines in Fig. 10 . Then, by Theorem 27,
is a facet-deÿning inequality of P(A). Now, we sort and lift all the x-candidates x ij . Consider ÿrst the case j 6 k − 3, i ∈ {1; : : : ; k − 3}. Then, the packing {y j ; y k−2 ; y k−1 ; x k; k−2 ; x k; k−1 ; x ik } ∪ {x ' ' : ' ∈ {1; : : : ; k − 3} − {j}} does not contain any node in N (x ij ) and satisÿes (10) exactly. Therefore, x ij is lifted with null coe cient.
More x-candidates x ij which are lifted with null coe cient are grouped in the following cases:
(1) j 6 k − 3, i = k. The corresponding packing is Consider now the case j = k − 2, i ∈ {a + 1; : : : ; k − 3}. In this case, after removing the nodes in N (x ij ), the maximum value that the left-hand side of the inequality (10) can take for any packing is 2k − 4, even if some other nodes in this case have been previously added and lifted. Then, all these nodes are lifted with coe cient 1, and the facet-deÿning inequality
deÿned by the graph of Fig. 10 when the x-node situated in the center is removed, is obtained. Now, the x-candidates in the shape of x i; k−1 , i ∈ {1; : : : ; a}, are lifted with null coe cient. The corresponding packing is {x ' ' : ' ∈ {1; : : : ; k − 3}} ∪ {x a+1;k ; x a+1;k−2 ; y k−2 ; y k−1 ; y k }:
Finally, the x-candidate x kk is considered. After removing the nodes in N (x kk ), the maximum value that the left-hand side of the inequality (11) can take for any packing is 2k − 4. Therefore, x kk is lifted with coe cient one and the proof is complete.
New facets based on wheels
A family of graphs called wheels was introduced in [6] . We give a deÿnition of a wheel in the following (actually, the deÿnition corresponds with the so-called simple 1-wheels).
Deÿnition 31 (Cheng and Cunningham [6] ). Let G 1 = (V 1 ; E 1 ) be a graph with V 1 = {v 0 ; : : : ; v 2k+1 }; k ¿ 1; and E 1 = {(v 0 ; v i ); (v i ; v i+1 ): i = 1; : : : ; 2k + 1} (taking v 2k+2 = v 1 ). Consider a subdivision of G 1 . Let P 0i and P i; i+1 denote the paths obtained from (v 0 ; v i ) and (v i ; v i+1 ) respectively through the subdivision. This graph is a wheel with hub v 0 ; spokes P 01 ; : : : ; P 0; 2k+1 ; spoke-ends v 1 ; : : : ; v 2k+1 and rim-paths P 12 ; : : : ; P 2k; 2k+1 ; P 2k+1; 1 if the cycle C i consisting of P 0i ; P i; i+1 ; P 0;i+1 is odd for each i.
In [6] , several valid and facet-deÿning inequalities for wheels were studied. We are going to use here the following result.
Theorem 32 (Cheng and Cunningham [6] ). Let G = (V; E); |V | = n; be a wheel with hub v 0 and spoke-ends v 1 ; : : : ; v 2k+1 . Then (1) The inequality
where O is the set of spoke-ends j with P 0j containing an odd number of edges; is valid for P(G). Note that some variables t j appear twice in the inequality (12).
Example 33. Fig. 11 shows a wheel with k = 2 and O = {v 1 ; v 2 }. Then, 3t 0 + 2t 1 + 2t 2 + 12 j=3 t j 6 7 is a valid inequality for P(G), but it does not deÿne a facet of P(G).
Regarding wheels that are subgraphs of G(p; d), note that the hub and all the spokeends must be y-nodes. Therefore every rim-path and every spoke must contain at least two x-nodes (they actually must contain ' y-nodes and 2(' + 1) x-nodes, ' = 0; 1; : : :). Then, every wheel G in G(p; d) is facet-deÿning for P(G).
The following result gives facet-deÿning inequalities of P pd which are obtained identifying and lifting the simplest wheels that can be extracted from G(p; d), those in which all the y-nodes are either spoke-ends or the hub.
Theorem 34. Let C be the cyclic (2k + 1; 2) matrix; k ¿ 1; and let S be the (2k + 2) × (4k + 2) adjacency matrix given by is a facet-deÿning inequality of P (2k+2)(4k+2) .
Proof. Observe that G S is the wheel with hub y 2k+2 ; spokes with edges (y 2k+2 ; x 2k+2; 2k+1+' ); (x 2k+2; 2k+1+' ; x '; 2k+1+' ); (x '; 2k+1+' ; y ' ) and rim-paths with edges (y ' ; x ' ' ); (x ' ' ; x ('−1) mod(2k+1);' ); (x ('−1) mod(2k+1);' ; y ('−1) mod(2k+1) ) for all ' ∈ {1; : : : ; 2k + 1}. Now we prove that all the x-candidates x ij are lifted with null coe cients. We distinguish two cases (see Fig. 12 ).
(1) j 6 2k + 1, i.e., x ij is connected to two x-nodes in a rim-path, say x 'j and x '−1;j .
(a) If i = 2k + 2, x ij is also connected to the hub. Then, the packing of G S {y ('+2h) mod(2k+1) ; x 2k+2; ('+2h) mod(2k+1)+2k+1 : h = 0; : : : ; k} ∪ {x ('+2h+1) mod(2k+1); ('+2h+1) mod(2k+1) ;
x ('+2h+1) mod(2k+1); ('+2h+2) mod(2k+1) ;
x ('+2h+1) mod(2k+1); ('+2h+1) mod(2k+1)+2k+1 : h = 0; : : : ; k − 1};
does not contain any node of N (x ij ) and satisÿes (14) exactly. (b) If i 6 2k + 1, i.e., x ij is also connected to a spoke-end, the corresponding packing is {x ii ; x i; i+1 ; x i; 2k+1+i } ∪ {y h ; x 2k+2; 2k+1+h : 1 6 h 6 2k + 1; h = i}:
(2) j ¿ 2k + 2, i.e., x ij is connected to two x-nodes in a spoke, say x 'j and x 2k+2;j , and also to a spoke-end, say y T . The corresponding packing is (a) If T = ' + 2h for all h ∈ {0; : : : ; k}: Example 35. Fig. 13 shows the wheel of Theorem 34 with k = 2. Its associated facet-deÿning inequality is i∈I S j∈J S s ij x ij + 2y 1 + 2y 2 + 2y 3 + 2y 4 + 2y 5 + 3y 6 6 15:
In general, the wheels extracted from G(p; d) must be lifted to obtain facet-deÿning inequalities of P pd . The following result deÿnes a family of facets which are obtained by lifting wheels with two y-nodes per spoke. is a facet-deÿning inequality of P S * . Lift ÿrst the variables x h; (h+1) mod(2k+1)+4k+2 for h = 1; : : : ; 2k + 1 and then the remaining x-candidates.) Example 37. Fig. 14 shows the wheel of Theorem 36 with k = 1. Its associated facet-deÿning inequality is i∈I S j∈J S s ij x ij + 2y 1 + 2y 2 + 2y 3 + y 4 + y 5 + y 6 + y 7 6 13:
