Abstract. In this paper we give existence and regularity results for the solutions of problems whose prototype is
FRANCESCO DELLA PIETRA AND NUNZIA GAVITONE Abstract. In this paper we give existence and regularity results for the solutions of problems whose prototype is
with Ω bounded domain of R N , N ≥ 2, 0 < p − 1 < q ≤ p < N, β is a nonnegative continuous function and λ ≥ 0. Moreover, H is a general norm of R N , H o is its polar and
H (Dv) p−1 H ξ i (Dv) .
Introduction
In the present paper we study existence and regularity results for Dirichlet problems which involve a class of nonlinear elliptic operators in divergence form, under the influence of lower-order terms. Given a function H : R N → [0, +∞[, N ≥ 2, convex, 1-homogeneous and in C 1 (R N \ {0}), we deal with operators whose prototype is the following: This kind of operator has been studied in several papers (see for instance [5] , [17] , [21] , [20] , [22] for p = 2, and [8] , [9] , [30] for 1 < p < ∞).
The aim of this paper is to study a class of equations whose prototype involves in its principal part the operator (1.1), and a Hardy-type potential. Moreover, we are also interested in the influence of a lower-order term depending on the gradient. The problems we deal with are modeled on the following:
with Ω bounded domain of R N , with 0 ∈ Ω, N ≥ 2, 1 < p < N, p − 1 < q ≤ p, β is a nonnegative continuous function, λ ≥ 0 and f a measurable function on whose summability we will make different assumptions. Moreover, we denote with H o the polar function of H (see Section 2 for the precise definition).
When H(ξ) = |ξ|, the general problem (1.2) reduces to
Equations like (1.3) have been widely studied in literature either in the case λ = 0 or when β = 0.
In the case λ = 0, it is well-known that for a general continuous function β, a smallness assumption on some norm of f is needed in order to have existence results (see, for example, [23-25, 27, 28] for β ≡ 1, or [1, 19, 29, 33, 39] in the general case). Moreover, under some appropriate hypotheses on the function β, it is possible to remove the smallness condition of f (see [16, 35] ).
In the case β = 0, the existence of a solution of (1.3) can be proved under the assumption of λ ≤ Λ N (see [26] ), where Λ N denotes the best constant in the classical Hardy inequality. Moreover, if p = 2 in [15] some regularity results are proved. Surprisingly, the regularity of the solutions also depend on the size of λ.
As matter of fact, the influence of both terms in the right-hand side of (1.3) has been studied in [2, 3] in the case β is a positive constant. In such papers, some existence and nonexistence results are proved. In particular, it is shown that when p = q there is no positive solution, even in a very weak sense, when f > 0 and λ > 0.
Recently, in [31] the authors study problems whose model is (1.3) with q = p and β nonconstant, giving some existence and regularity results. More precisely, they prove that under a structural assumption on β, which involves its behavior at infinity, if f ∈ L m (Ω), m > 1 there exists a solution of (1.3) whose regularity depends on m and on the size of λ.
As regards the general problem (1.2), in [20] we investigated the particular case with β ≡ 0 and p = 2, namely
Here Ω is a bounded open set of R N , N ≥ 3, containing the origin, and λ is a nonnegative constant. We studied the existence and the regularity of the solutions of (1.4) with respect to the summability of f , chosed in suitable Lorentz spaces, and the size of λ.
Our purpose is to study problem (1.2) for a general β ≥ 0 and p − 1 < q ≤ p. In particular, the novelties of the paper relies in two main topics. First, using symmetrization techniques we are able to fully analyse the case q < p that, up to our knowledge, also in the Euclidean case has been studied only in particular cases. Second, taking into account the structure of the operator, we use a suitable symmetrization argument, involving the so-called convex symmetrization (see [5] , and Section 2 for the definition), which allows to obtain optimal results (see Remark 3.4) .
To study problem (1.2), we investigate the existence and regularity issues by choosing f in appropriate Lorentz spaces. Under suitable assumptions on β, we find a critical value of λ, which depends on β and on the summability of f , such that a solution of (1.2) exists.
Moreover, we prove that the obtained solution and its gradient belong to suitable Lorentz spaces (see Section 3, Theorems 3.1, 3.2).
As usual, a key role is played by uniform estimates of the solutions of appropriate approximating problems (see Section 4), obtained by means of the quoted convex symmetrization.
For ease of reading, we state the main results in Section 3, adding some comments and remarks. Their proofs are contained in sections 4 and 5.
Notation and preliminaries
Let N ≥ 2, and H :
Moreover, suppose that there exist two positive constants c 1 ≤ c 2 such that
The polar function
It is easy to verify that also H o is a convex function which satisfies properties (2.1) and (2.2). Furthermore,
.
is the so-called Wulff shape centered at the origin. We put κ N = |W|, and denote W r = rW.
In the following, we often make use of some well-known properties of H and H o :
Let Ω be an open subset of R N . The total variation of a function u ∈ BV(Ω) with respect to H is (see [7] ):
This yields the following definition of anisotropic perimeter of F ⊂ R N in Ω:
The following co-area formula for the anisotropic perimeter
holds, moreover
where H N−1 is the (N −1)−dimensional Hausdorff measure in R N , ∂ * F is the reduced boundary of F and ν F is the outer normal to F (see [7] ).
The anisotropic perimeter of a set F is finite if and only if the usual Euclidean perimeter
is finite. Indeed, by properties (2.1) and (2.2) we have that
and then
A fundamental inequality for the anisotropic perimeter is the isoperimetric inequality
which holds for any measurable subset E of R N (see for instance [5] ). Finally, if u ∈ W 1,1 (Ω), then (see [7] )
2.1. Rearrangements, convex symmetrization and Lorentz spaces. We recall some basic definition on rearrangements. Let Ω be an bounded open set of R N , u : Ω → R be a measurable function, and denote with |Ω| the Lebesgue measure of Ω.
The distribution function of u is the map
Such function is decreasing and right continuous. The decreasing rearrangement of u is the map u
The function u * is the generalized inverse of µ u . Following [5] , the convex symmetrization of u is the function u ⋆ (x), x ∈ Ω ⋆ defined by:
where Ω ⋆ is a set homothetic to the Wulff shape centered at the origin having the same measure of Ω, that is, Ω * = W R , with R = 
We recall that a measurable function u :
is finite. In general u p,q is not a norm. As matter of fact, it is possible to introduce a metric in L(p, q) in the following way. Let us define
We observe that also u * * is a decreasing function, hence (u * * ) * = u * * . By means of the inequality (2.7) and the properties of rearrangements, we have that for 1 < p < +∞ and 1 ≤ q ≤ +∞,
Hence, the topology induced by · (p,q) and · p,q is the same, that is
We stress that, for any fixed p, the Lorentz spaces L(p, q) increase as the secondary exponent q increases. Indeed, if 1 ≤ q ≤ r ≤ +∞, there exists a constant C > 0 depending only on p, q and r such that
More generally, the L(p, q) spaces are related in the following way:
More details on Lorentz spaces can be found, for example, in [11] . In the next sections, a basic tool will be the Hardy inequality, stated below. Remark 2.1. The inequality (2.8), using the Pólya Szegö inequality in the anisotropic case (see [5] ), can be rewritten as [4] ).
Proposition 2.2. For any u
∈ W 1,p (R N ), (2.8) R N H(Du) p dx ≥ Λ N R N |u| p H o (x) p dx,u p * ,p ≤ p (N − p)κ 1/N N R N H(Du) p dx 1/p , recovering the well-known result W 1,p 0 (Ω) ⊂ L(p * , p) (see also
Statement of the problem and main results
In this section we state the problem and the main results of the paper. The proofs of the theorems are contained in sections 4 and 5.
Our aim is to prove a priori estimates and existence results for problems of the type
where a :
with 1 < p < N, and
for a.e. x ∈ Ω, for all s ∈ R, ξ ξ ′ ∈ R N . As regards the lower order terms, we suppose that
for a.e. x ∈ Ω and for all s ∈ R, where c(x) and d(x) are measurable functions in Ω such that
, ∞ . Finally, we take f is in some suitable Lebesgue or Lorentz spaces which will be specified in the following.
If
. The summability condition on f given above is the one which yields solutions in the energy space W 1,p 0 (Ω). In order to state the main results, we need further assumptions on β and λ. First of all, let
and, for 1 < m < N p , define the value λ(m) as
The first result we get is the following.
The following results hold:
From the embedding of Lorentz spaces, the above theorem gives immediately the following result. 
Corollary 3.1. Suppose that the hypotheses
where W is the Wulff shape. We also suppose that H ∈ C 2 (R N \ {0}). In particular, we look for solutions v = v α = r −α , with α > 0, which satisfy the ODE (3.10)
Then, v α solves (3.10) if α satisfies the equation
. In order to prove the optimality of λ(m), we observe that the positive function z α (x) = z α (r) = v α (r) − 1 is such that
N−mp (W). This prove the optimality of λ(m).
Next step is to state an existence and regularity result for problems whose datum f is in L m , m > 1. To this aim, we deal with entropy solutions. Following [10] , for a general f ∈ L 1 (Ω) we will say that a measurable function u is an entropy solution of (3.
(Ω) and
(Ω) for any k > 0, it is possible to define the weak gradient of u, namely Du, as the function such that DT k (u) = (Du)χ {|u|≤k} , for any k > 0 (see [10] ).
The following result holds.
Theorem 3.2. Let us suppose that
′ ≤ σ ≤ ∞, and 0 ≤ λ < λ(m), with λ(m) as in (3.9), then there exists an entropy solution of (3.1) such that
Remark 3.2. We stress that the assumptions of Theorem 3.2 do not allow to obtain the estimate (3.12) for σ = m. As matter of fact, definedm =
it is possible to prove the existence of a solution such that
We refer the reader to remarks 4.1 and 5.1. In the case 1 < m < max{1,m}, the solutions we obtain no longer belong to a Sobolev space, but Theorem 3.2 guarantees that there exists a solution u such that, for example,
Actually,m > 1 only if p < 2 − 
Remark 3.3.
We explictly observe that, in general, the above Theorem does not hold for f ∈ L 1 (Ω). For example, it has been proved in [15] that, when H(ξ) = |ξ|, p = 2 and β ≡ 0, for any λ > 0 no a priori estimate holds for problem (3.1). As matter of fact, when λ = 0, if β ∈ L 1 (Ω) and p = q it is possible to prove the existence of a solution of (3.1) (see for example [36] , [34] |x| p . Hence, under the above growth conditions, the classical Schwarz symmetrization tecnique can be applied to problem (3.1). In this way, it is possible to obtain analogous results than Theorem 4.2, and consequently Theorem 3.1, but requiring a stronger assumption on the smallness of λ > 0 (see also [5] and Remark 4.1 in [20] ). This justifies the use of the more general convex symmetrization.
Remark 3.5. Let H(ξ) = |ξ|. If q = p, the regularity estimates obtained in Theorems 4.2 and 4.3 are slightly more general than the analogous one contained in [31] . Indeed, in such paper the datum f in suitable Lebesgue space is considered, while we give optimal regularity results in Lorentz spaces.
A priori estimates and approximating problems
The first aim of this section is to prove three integro-differential inequalities for the rearrangements of solutions of (3.1), in the spirit of the comparison results contained, for instance, in [37] , [38] , [6] , [23] . To prove such inequalities we need the additional assumption (3.8). 
Moreover, for any α >
(Ω) be a solution to (3.1). Using the following test function
by the hypotheses (3.2), (3.5) ÷ (3.7), and the Hardy-Littlewood inequality we obtain
By the continuity of β we have
Hence, using also the Hölder inequality we get
The coarea formula (2.3) and the isoperimetric inequality (2.5) imply
So, from (4.4) and (4.5) we have
where for sake of brevity we set z(s) = (c + )
. Now, using the Gronwall Lemma and the properties of rearrangements in (4.6), it follows that (4.7)
On the other hand, if p − 1 < q < p, using Hölder inequality we have (4.8)
(Observe that last inequality is trivial if q = p). Furthermore, by the properties of the distribution function µ of u, we have (4.9)
Using (4.8) and (4.9) in (4.7), we get
where last inequality follows by (3.8), and B(∞) is finite by the assumption on β. This proves the inequality (4.1). In order to show (4.2), using similarly as before the Hölder inequality, the coarea formula and the isoperimetric inequality in the left-hand side of (4.10), we get that
Integrating between s and |Ω|, we get (4.2). Finally, following the argument contained in [6] , we get last inequality (4.3).
In order to get existence and regularity results for (3.1), we will consider the approximated problems
, and T n (s) = max{−n, min{s, n}} is the standard truncature function. Under the assumptions (3.2) ÷ (3.7), the existence of a weak solution u n ∈ W 1,p 0 (Ω) to problem (4.11) follows by the classical Leray-Lions result (see [32] ). Moreover, such solution is bounded. Now we use the inequalities proved in Theorem 4.1 in order to obtain some a priori estimates for problems (4.11). As stated in the introduction, an additional assumption on the smallness of the value λ, depending on the summability of f , is needed. in (3.9) . Then, the weak solutions u n of (4.11) are such that
for some positive constant C independent of n.
Proof. We first consider the case σ = +∞. Problem (4.11) verifies the assumptions of Theorem 4.1. Hence, we can use the inequality (4.2) for u n . Recalling that (c + )
Last inequality follows simply by the definition of the Lorentz norms. Hence, from (4.13), recalling also that | f n | ≤ | f |, we get
where C is a constant which does not depend on n. Finally, being λ < λ(m), the above inequality gives that
and we get the thesis when σ = ∞. Now, suppose that max
For the sake of brevity, we denote with z(τ) the function z(τ) = (c + )
As before, from (4.2) applied to u n we obtain that (4.14)
where last inequality is obtained by using (2.6), being σ(p − 1) ≥ 1. Let us observe that
If this is the case, being σ ≥ 1, by (2.7) we get from (4.14) that
Hence, using the Minkowski inequality, we get that 
Hence, for m =
Nα N+αp
we have that α = Nm N−mp verifies (4.15), and for
we get
for some constant C. Being | f n | ≤ | f |, we get the thesis. . For sake of completeness, we sketch the proof of (4.18) in the general case. We use the same notation of Theorem 4.2.
Let ε > 0, and α > 0. By (4.10) we have:
Now we recall that for any ε > 0 sufficiently small and 0 < γ < 1, the following inequality holds:
Then we have, for 0 < α < 1,
Moreover,
and for λ < λ(m) we get the estimate (4.18). Finally, the above estimate gives also a uniform bound for Du n , that is
, this follows from (4.18) by Sobolev inequality. Otherwise, the above computations give that for ε > 0
Hence, reasoning as in [31] , Hölder and Sobolev inequalities give (4.22).
Remark 4.2. We explicitly observe that if
Next proposition will be an useful tool to pass to the limit in the approximating problems (4.11), and is a consequence of the obtained estimates on u n . 
where last inequality follows from (4.1) and (4.2). We always denote with C a constant independent of n. 
Hence, applying (4.26) in (4.25), we get
Hence, if q = p, the thesis follows immediately by (3.8) . Otherwise, using the Hölder inequality, the hypothesis (3.8) and again the boundedness of u
, ∞), we get that
> 0, and the proposition is completely proved.
Now we consider the case f ∈ L(m, σ), with 1 < m < (p * ) ′ and 1 < σ < +∞, and get some estimates for the Lorentz norm of the gradient of u n . 
Proofs of the existence and regularity theorems
Now we can prove the existence and regularity results for problem (3.1) stated in Section 3. Using the estimates of the previous section, we will pass to the limit in the approximating problems (5.1)
− div a(x, u n , Du n ) = b n (x, u n , Du n ) + g n (x, u n ) + f n (x) in Ω, u n = 0 on ∂Ω, where, as in the previous section, b n , g n and f n are the truncates of b, g and f , respectively.
Proof of Theorem 3.1. As usual, we show that the solutions u n ∈ W 
