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Two Boolean functions, f(xl ..... x,,) and g(x~ ,..., x~) are said to be affine 
equivalent if g can be written as :g  ~ f o a + l, where: (I) a is a permutat ion and/ 
or complementat ion f the input  variables o f f ;  and (2) 1 is a l inear combination 
(or the negation of a linear combination) of some of the input  variables of f .  
Affine equivalence is an equivalence relation. A general method for counting the 
number  of afl~ne quivalence classes (affine families) onn  variables is presented, 
providing new results for n = 5 and n = 6, and verifying existing results for 
values of n ~ 4. 
I. INTRODUCTION 
The 22" boolean functions (also referred to as switching functions in the 
literature) on n variables can be partitioned into equivalence classes if we permit 
permutations and/or complementations of the input variables. Harrison (1963) 
has computed the number of such classes for values of n up to 6. He further 
considered a more restricted equivalence by permitting function complementa- 
tion and obtained parallel results. Ninomiya (1961) has considered adding a 
linear function of the input variables to the functional value. This strengthens 
the equivalence and reduces the number of classes. These new classes are 
called aNne families. Stone and Jackson (1969) verified Ninomiya's result for 
the number of affine families on four variables. In this paper, we present a 
general counting method for the number of affine families on n variables. 
A boolean function on n variables is a function f (x  1 , x 2 ..... x~) from {0, 1} n 
to {0, l). Boolean functions of the form: 
xq + x,s + --- + xi~ + 
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where '+ '  denotes modulo two sum (hereafter referred to as sum) and 8 is 
either 0 or 1, are called linear functions. We denote the set of all linear functions 
on n variables by L~. Let 
D n = {0, 1} n be the domain for boolean functions on n variables; 
In . l  =2~ 
Fn = {f If: D,  -~ {0, 1}}; ]F~ [ = 2 2" 
G~ = group of permutations on D~ induced by permutations 
and/or complementations of the input variables. This 
group is discussed in detail in Section II. ] G~ I = 2nn! 
DEFINITION 1. f l  ,f2 E Fn are said to be ajfine equivalent if there exists 
g ~ G n and f~L  n such that: 
fl(d) = f2(g(d)) + fl(d) for all d e D~ 
I fg  ~ Gn and d~Ln,  by defining dog by: 
(d o g)(d) = f(g(d)) for all d ~ D. ,  
d o g is a linear function and is in Ln. It follows that affine equivalence is an 
equivalence relation and thus partitions Fn into equivalence classes. These 
equivalence classes are called affine families on n variables and the number of 
such classes is denoted by A(n). In this paper, we develop a counting technique 
for calculating A(n). 
In Section II, the group G n is described. We then present amatrix representa- 
tion for the domain space D~. Lemmas 1-5 develop important properties of 
the group G,, ; these results summarize important aspects of the work reported 
in Harrison (1963) and are presented without proof. 
In Section III, we show that affane equivalence is the same as the equivalence 
relation induced by Gn × L~ on F~. Thus, d(n) is the number of induced 
equivalence classes and may be claculated by a Burnside type count, viz., 
by a summation of the number of invariances of the elements in G n × L~.  
The number of invariances of an element (g, d) in G n x Ln is found to be 
entirely determined by certain structural properties of g in G n , leading to the 
definition of a function, Good(g). We close this section by deriving an expression 
for A(n) in terms of existing results and Good(g). 
In Section IV, we present our two main theorems which allow us to calculate 
Good(g). 
In Section V, we report numerical results for A(n). 
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I I .  BACKGROUND RESULTS 
Harrison (1963) has completely analysed the group Gn on D n . We present 
below some specific results of his analysis. For proofs of claims made in this 
section, the reader is referred to Harrison (1963, 1965) or Stone (1973). 
G~ is isomorphic to S~ × C~, where S~ is the group of all permutations of
the n input variables, and Cn is the group of complementations of the input 
variables. Hence each element g ~ G~ is said to be induced by a pair (Tr, C) in 
Sn X C~. We denote the cycle structure of ~r by f = (j~ ,J2 .... ) indicating 
that ~r has Ji cycles of length i. 
Given (~r, C) in S~ × C~, there is an induced parity assignment Pj on the 
cycle structure f of ~r. This induced assignment indicates whether the comple- 
mentation C assigns and odd or even parity to the cycles of 7r. (The parity of C 
on a cycle of rr is odd (even) if the number of variables in that cycle that are 
complemented by C is odd (even)). 
DEFINITION 2. A cycle in 7r that is assigned an odd (even) parity by C is 
called an odd (even) parity cycle of 7r. 
Harrison (1963) discusses the following lemma. 
LEMMA 1. Let (~rl , C1) and (~re , C~) in Sn × C~ be such that 7r~ and rr 2 have 
identical cycle structures f ,  and Cz and C a assign identical parities on the cycles 
of f .  Let gl and gz in Gn be the induced permutations of D~ respectively. Then 
the cycle structures of g~ and g2 are identical. 
We shall often employ a matrix representation for the space D~. D~, being 
the domain space for boolean functions, is the set of all n-digit binary sequences. 
This can be represented as a 2 ~ × n matrix, where each row is an element of 
D~ and the ith column in the row refers to the value assigned to the ith variable. 
Observe that there is a row of zeroes and a row of ones, which we will denote 
by dZERO and dONE respectively. 
Thus, the effect of a linear function: 
~ = x;~ + x;~ + ... + x ; ,+  ~ 
on an element dl = diflifli8 "'" din in Dn is given by: 
¢(di) = d ,  1 + d,~ + ... + di;,0 + 
Thus, 7r a Sn, representing a permutation of the input variables, corresponds 
to a permutation of the columns of this matrix. Similarly, C ~ Cn, representing 
a complementation f a subset of the input variables, corresponds to comple- 
menting specific columns of this matrix. Permuting and complementing the 
columns of this matrix rearranges the matrix rows; such rearrangements are 
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exactly the elements of the permutation group G~. Consistent with this notation, 
we will call G~ the row permutation group. We will refer to an element g in G~ 
as a row permutation and an element ~- in S n as a column permutation. 
Suppose g is an element of the row permutation group G~. If  g contains 
a cycle of length r, then we will denote this cycle by d 1 , d 2 ,..., d r , or by 
,4 ] i= l , r  
~ i J J J= l ,n  • 
The length and structure of the cycle d a ..... d r bears a definite relationship 
to the structure of g in G~, yielding lemmas 2 through 5. These lemmas are 
presented without proof. They are implicit in the work of Harrison (1963, 1965). 
In these lemmas, g in G~ is induced by (~r, C) in S~ × C~ and d 1 ..... d r is a 
cycle of length r in g. Any other assumption made within a lemma applies only 
to that 1emma. 
LEMMA 2. Suppose ~r has an odd parity cycle of length m. Then there exists 
an integer i such that r is a multiple of i and i [ 2m, but i ~( m. 
COROLLARY 1. In the setting of Lemma 2, i f  we further postulate that 2Vim, 
then 2 v+l I r. 
LEMMA 3. Let C be the trivial complementation that complements none of the 
variables. Let Xa and X~ be two input variables that fall in the same cycle of ~r. 
Then the columns dla , d2a dra and dlb , d2~ dr~ in rd li=l,r . . . . . . . . . , • i~a~'=l,~ are identical 
except for a cyclic shift. 
LEMMA 4. Let ~ have an even parity cycle of length m, and let Xa be an input 
variable occurring in that cycle. I f  further, 2 ~ ] r and 2 ~ ~ m, then the columns 
dla d~a dra in rd li=l'r , ,"', L m~=l,n must be such that the upper half of the column is 
identical to the lower half, i.e., 
r 
dia = di+fr/2), a for i = 1, 2 , . ,  
LEMMA 5. Let ~ have an odd parity cycle and let X~ be an input variable 
occurring in that cycle. Then the column dla , d2a ,..., dra in [dij]~.Z~',~ has an equal 
number of zeroes and ones. 
I I I .  Good LINEAR FUNCTIONS 
Consider an element (g, d) E Gn × Ln . (g, ~) permutes Fn , where (g, d)(f) 
is given by: 
(g, ~)(f)(d) = f(g(d)) + d(d) d ~ Dn 
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It is easily seen that (g, ~) is indeed a permutation of F n and that G~ × Ln 
forms a permutation group on F~. Furthermore, by our construction, the 
equivalence r lation induced by G~ × Ln on F~ is the same as affine equivalence. 
Hence, Burnside's Theorem (Liu, 1968) yields: 
1 
A(n) V~ 
X~ ~b(g, ~) (l) 
I c .  I I L .  I 2_. z. 
g~G n vteLn  
where ~b(g, Y) = number o f f~F~ such that (g, Y)(f) ~f .  
DEFINITION 3. For g e G~, define c(g) to be the number of cycles in g. 
LEMMA 6. ~b(g, E) = 0 or  2 °(g). 
Pro@ Let g ~ G~, f~L~.  Let d 1 ,..., d~ be a cycle of length r in g.'~Thus: 
g(4)  = d2, 
g(d2) = da , 
. 
g(~) = 4 .  
I f f~F~ is invariant under (g, f), i.e., (g, d)(f) ~f ,  then 
f(da) -~ f(g(d~)) ~- E(d~) 
= f (4 )  + E(4) 
Similarly, 
Substituting back, we get: 
f(d2) = f(d3) -Jr- f (4 )  
f(d~.) = f(dl)  @ f(d~) 
yielding: 
f(dl) = f(da) + d(da) + d(4) + "'" + {(d,) 
~'(d~) + ~(4) + "" + ~%) = o (2) 
This must be true for every cycle in g. 
However, if (2) is true for every cycle in g, the invariant function f is com- 
pletely specified by its values on any one element of each of the c(g) cycles in g. 
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Hence, there are 2 c(g) functions in Fn that would be left invariant under (g, d). 
Therefore: 
¢(g ,  OP) = ~II d in 
one cycle 
otherwise. 
for all cycles in g; 
(3) 
DEFINITION 4. A linear function deL,, is said to be 'good' with respect o 
a cycle dl, d2 ,... , d~ of g ~ G, if 
i ~(d i )  = 0 
A linear function d is said to be 'good' with respect o a row permutation g in 
G~ if d is good with respect tO each cycle in g. 
COROLLARY 2. 
t2 ~(g), if d is good with respect o g; 
¢(g' d) = 10, otherwise. 
DEFINITION 5. Good(g) is defined to be the number of linear functions 
d~L~ which are good with respect to g. 
This reduces (1) to: 
1 
A(n) -- I G~ ]]L.  1 ~ 2c(g) Good(g). 
g~G n 
Breaking up the summation, we get: 
1 
A(n) 2~(g) Good(g). 
weS n CeC n 
(4) 
LEMMA 7. Let (Tr a , C1) and (rr~, Ca) induce gl and g~ in Gn respectively. Let 
7 h and 7re have identical cycle structures J, and let C 1 and C~ assign identical 
parities on f. Then: 
(a) c(gl) - -  c(g~) 
(b) Good(g 0 = Good(g2). 
Proof. (a) is an immediate consequence of Lemma 1. We proceed to show (b). 
Let d~Ln be good with respect to gl,  with: 
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Replace each xij in C with its corresponding variables x;j in %.  Temporarily 
negate xij if the eomplementation of C 2 on x;j is different from that of C 1 on xi~ • 
These negations can be factored out to yield at most a single negation, providing 
a new linear function f '  ELn. By our construction, gl and g~. have identical 
cycle structures and f and f '  have identical effects on the corresponding cycles 
of gl and g~. The transformation from ff to if' described above produces a map 
)t:L,~--~Ln that preserves 'goodness.' Furthermore, the transformation is
invertible, so h is one-one. By finiteness of L~, A is onto. Hence, Good(g1) = 
Good(g2). 
We can now rewrite the summation i  (4) yielding: 
1 ~ /number of 7r e S .  with )
A(n) -- [ Gn [ I Ln [ possibl~'lecycle (cyc le  s t ruc tur  e J z ( J )  
structures J 
where 
(number of c e C~ with] 2c(9 ) Good(g) (5) 
Z( J )  : ~ \that parity pattern / possible parity 
assignments for 
the cycles of J 
Let J = j l ,  J2 .... , j~ be a cycle representation f a permutation ~re S~, meaning 
that there areji cycles of length i. Then: 
i=l 
Let Pj be a parity assignment for the cycles of f. Then, from the combinatorial 
argument detailed in Harrison (1965), (5) yields: 
1 n! 2 n 
A(n) --  n!2~ 2~+1 Z 17~ f~,  ~ Z ~ 2c{a' Good(g) 
J~Jl ..... Jn [ 1i=1 i" Py 
/=1 
i.e., 
1 n! 2 n 
A(n) --  n!2~ 2,~_ 1 ~ ]-[i=11~" " " ' (2i)'i ~ 2~(g' Go0d(g) (6) 
We have shown that c(g) and Good(g) depend only on f and P j .  Harrison 
(1963) has presented an algorithm for computing c(g). In the next section, we 
present two theorems that lead to an algorithm for computing Good(g). 
643/43/3-6 
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IV. MAIN THEOREMS 
DEFINITION 6. Let ~ ~ Sn and ~L n . The linear function ¢~ is said to be 
of even (odd) rank with respect o a given cycle of ~r if the number of variables 
occurring in that cycle that are also referenced by ff is even (odd). 
THEOREM 1 (Even Parity Theorem). Let ~r ~ Sn have a cycle structure 
f = ( J l ,  .... j~) with q cycles, i.e., 
n 
ZJ i  = q" 
i=1  
Let Ps be the parity assignment for f that assigns an even parity to each cycle in f .  
Let g be the induced permutation on D~ . Then 
Good(g) ~-2 n-q 
Proof. Since every cycle of 7r is assigned an even parity, we can assume 
without loss of generality that the complementation C is the zero complimenta- 
tion. Let ~ ~ L~ given by: 
~-- t~+ ~o~+ ... + ~.~+ ~ (7) 
where 3 = 0 or 1, be good with respect o g. Hence, E is good for each cycle 
in g. Observe that dzERo forms a cycle of length 1 in g. Thus, ~ is good for 
that cycle. But, 
~(dzERO) = ~- 
Hence, 3 must be 0, reducing (7) to: 
We now show that it is necessary and sufficient hat f be of even rank with 
respect o each cycle of rr. To show that it is necessary, assume the contrary. 
Let • be of odd rank on some cycle of o. Consider d ~ D n formed by assigning 1
to every variable occurring in that cycle and 0 to all other variables. Clearly, 
d forms a cycle of length 1 in g. But f(d) = 1, and thus is not good for that 
cycle. Since f is assumed to be good for g, we arrive at a contradiction. 
To establish sufficiency of the claim, let d 1 ..... d, be a cycle of length r in g. 
Consider t~i~a~=~,nr,~ l~=a, r' . If Xjl and X~. 2 are two variables occurring in the same cycle 
of ~, then by Lemma 3: 
I= I  i= l  
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I f  Y is of even rank on each cycle of or, then: 
j= l  i= l  
Rewriting this, we get: 
i.e.: 
L L div~ = 0 
i=1 j~ l  
.z 
Z 4a~) = 0 
i= l  
Thus, ~ is good with respect to the cycle d 1 .... , dr in g. Hence, Good(g) is 
precisely the number of f in L~ which are of even rank on every cycle of ~r. 
Thus: 
Good(g) = 2 n-q 
where q is the number of cycles in ~r. 
THEOREM 2 (Odd Parity Theorem). Let rr in S~ have a cycle structure f
with parity assignment PJ such that there is at least one odd parity cycle in rr. 
Let g be the induced permutation on D~ . Let p be the largest non-negative integer 
(possibly O) such that 2 ~ divides the length of some odd parity cycle in ~r. By a 
monster cycle, we mean an even parity cycle of ~r whose length is a multiple of 2 "+1. 
Let there be ~o monster cycles in ~r, (~o could be 0). Then: 
t2"-% if p = O; 
Good(g) = {2~_o~+1 ' if p ~ 1, 
Proof. Let f in L~ given by: 
= X~l + Xo~ + ." + Xv~ (8) 
be good with respect o g. It follows from Corollary 1 that every cycle in g is 
of even length. Thus, f is good with respect o a cycle in g if (Y + 1) is good 
with respect o that cycle. Hence v" is good with respect o g if (~ + 1) is good 
with respect o g. It is thus sufficient o count the number of good linear func- 
tions of the form (8) and double our final count to obtain Good(g). 
Let d 1 , dz ,..., d r be a cycle of length r in g. By Corollary 1, 2 "+1 I r. Let VA 
be a variable in a non-monster even parity cycle VA of ~r. Since VA is not a 
monster cycle, 2 "+1 does not divide the length of VA • Since 2 ~+1 ]r, then by 
Lemma 4 
L d~a = 0 
i=1 
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Now let % be a variable in an odd parity cycle: of zr. Then by Lemma 5, 
*/~ {~ if r/2iseven; 
dia = E 1 -~ if r/2 is odd. 
i=1 4=1 
Since 2 ~+1 ]r, we rewrite the above as: 
4=1di~= if p=0.  
d Now let Va be a variable in a monster cycle of ~r. Then by Lemma 3, ~]i=aia 
is constant for all % occurring in that monster cycle. 
Hence, if: 
(a) : is of even rank on each of the monster cycles; and 
(b) either p >~ 1 or : restricted to all odd parity cycles of ~r references an 
even number of variables, then: 
Rewriting this, we get: 
i.e.: 
• ~ di~ ~ = 0 
j=l i=1 
i ~ d~=O 
i=1 i=1 
:(d,) = 0 
i= l  
Thus, : is good with respect to that cycle in g. This is true for every cycle in g. 
Hence, : is good with respect to g. 
It is easy to produce counterexamples, a  in Theorem 1, to show that condi- 
tions (a) and (b) above are, in fact, necessary for v: to be good with respect to g. 
The number of linear functions of the form (8) that satisfy the two conditions 
above 
= t2 . . . .  =1, if p=0;  
{2'~-% if p ~ 1. 
Doubling this figure to account for complemen t linear functions, we get: 
t2. -`°, if p = 0; 
Good(g) -- {2~_`0._1, i f  p >/ 1. 
Theorems 1and 2 provide a way to compute Good(g) given the cycle structure 
J of zr and the parity assignment Ps on J. 
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V. CONCLUSION 
Using Theorems 1 and 2 to compute Good(g), Harrison's (1963) algorithm 
for computing c(g) and eq(6) we can compute A(n). Results for values of n up 
to 6 are given in Table I. 
TABLE I 
n 1 2 3 4 5 6 
A(n) 1 2 5 39 22,442 3,130,528,740,208 
These results verify published results for n = 1, 2, 3 and 4 and provide 
new results for 5 and 6. We are still left with the problem of finding a general 
classification of the structure of affine families, which, for the case of n = 4, 
has been discussed by Stone and Jackson (1969). 
To cor/clude this paper, we observe that if the order of the group acting on 
F~ (in our case, I G~ 74 L~ ] = 22n+lnl) is not comparable to the group's degree 
(in our case 2~"), then the number of classes will approach the order of F~ for 
large n. 
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