Introduction
Skin cancer is the third most common human malignancy, being diagnosed mostly among light pigmented skin [7] . Skin cancer can be classified as melanoma and non-melanoma. Malignant melanoma causes the most mortality, although it is not the most prevalent among all skin cancer types [27] . Fortunately, an early screening of skin cancer can greatly increase the chance of cure. However, due to the similarity between nevi and early stage melanoma, as illustrated in Fig. 1 , they are in many cases difficult to differentiate even for experienced skin specialists, not to mention for those non-experts and people with- To make a preliminary diagnosis, dermatologists usually use a non-invasive method, i.e., dermoscopy, to examine the suspected skin lesion before biopsy. However, this greatly depends on dermatologists' experience, turning out to be subjective and many times inaccurate. In order to tackle this problem, researchers are making efforts to build automatic image-based diagnosis systems. The development of melanoma detection methods in such systems is normally in accordance with the clinical rules which are based on the appearance of local certain colours or texture patterns, such as classical pattern analysis [22] , ABCD rules [28] , Menzies method [20] and 7-point checklist [2] .
Most image-based skin cancer classifications methods follow a pipeline of pre-processing, segmentation, feature extraction and classification. Pre-processing aims at removing noises and occlusions as well as enhancing the focal areas in the image, after which feature extraction is conducted. Besides some commonly used feature extraction methods in computer vision, such as SIFT, LBP, GLCM, and color histogram etc., subtle features are extracted following clinical rules, such as streaks [25] , the blue-whitish structures [5, 15] and pigmented network [26] . In more recent, deep learning is also applied to skin lesion extraction [9] . After feature extraction, images have to be encoded into vectorized representation for classification.
Normally, these feature vectors have a dimension of several hundreds. If they are classified directly, we cannot achieve the best classification performance, as recent studies show that dimensionality reduction can enhance the classification performance by projecting samples from highdimensional space to a low-dimensional space. However, seldom any work has been incorporated into the learning process of melanoma detection method. Therefore, this paper focuses on developing novel dimensionality reduction method for melanoma detection, in particular, via matrix factorization.
Commonly used matrix factorization methods include principle component analysis (PCA), singular value decomposition (SVD), QR decomposition (QRD), nonnegative matrix factorization (NMF), etc. Among these methods, NMF extracts part representation that can be used to identify semantic features in images. Given a vectorized image representation after feature extraction from each image, a feature matrix can be constructed from all data and then factorized into a basis matrix and a coefficient matrix. NMF has shown great flexibility of its framework [4, 13] . The iteration rules of NMF are simpler, easier to implement and faster to converge than other dimension reduction methods. Furthermore, NMF model has an explicit physical interpretation or explanation. Each column of the factorized basis matrix represents the cluster centre while the factorized coefficient matrix represents the closeness between each sample to its cluster centre, which benefits the incorporation of manifold of training data into testing data. However, most of NMF methods either fail to consider the intrinsic geometry of the data or are unsupervised methods without much discriminative ability.
To address this problem, Cai et al. [4] proposed an unsupervised manifold regularized method GNMF to enhance the clustering performance. The manifold regularizer takes the local interrelations between data points into account by constructing a nearest neighbour graph. GNMF can turn into a semi-supervised learning algorithm with GNMF weighting directly encoded into the graph structure. However, it might lead to over-fitting since it fails to consider the locally geometric structure of the data. To solve the over-fitting problem, instead of encoding the weight matrix directly, Ren et al. [24] proposes a method to involve Mahalanobis distance learning into GNMF so as to improve the clustering performance. Another solution is constrained NMF [13] which incorporates label information in the lower dimensional space by applying hard constraints on the coefficient matrix from the global perspective. However, this method fails to consider the local geometry of the data.
In this paper, we investigate both local manifold and global constraints in the data and propose a novel melanoma detection method based on Mahalanobis distance learning and constrained graph regularized nonnegative matrix factorization (MCNMF) so as to improve the classification performance. On one hand, a Mahalanobis distance matrix is learned from the training data, which later contributes to constructing the local manifold from the distribution of data points and image labels. On the other hand, the labels are applied as additional constraints to the coefficient matrix globally.
The rest of the paper is organized as follows. We introduce related NMF methods in the context of melanoma detection in section 2. Section 3 describes the details of the proposed method. In order to verify the effectiveness of our method, experimental evaluations and comparison with other four commonly used classification methods are presented in Section 4. Finally, conclusions are drawn in Section 5.
Related Work
NMF aims at projecting a non-negative matrix into lower dimensional representations as the product of two matrices of non-negative elements. Given encoded feature matrix of all skin lesion images X = [x 1 , ..., x m ] ∈ R n×m , two decomposed nonnegative matrices are basis matrix U ∈ R n×k and its coefficient matrix V ∈ R m×k . Then the objective function of NMF is represented as:
On top of the objective function of NMF defined in Eq. (1), GNMF aims at building a graph for the data points in the new data space by considering the geometrical relations of points in the original space. This graph is used to regularize the NMF decomposition process, so as to generate consistent data distribution in the projected subspaces based on the manifold assumption.
Here, we consider the feature vector of each skin lesion as a data point or a vertex in a graph. The graph is built by firstly finding N nearest neighbours for each data point and then building edges between the point and its neighbours. So N nearest neighbors form N vertices in the graph. Let the new basis of the low dimensional representation V as
T . The distance between two vertices x j and x l can be characterized using weight w jl , which is an entry in weight matrix W. Therefore, we can use the 
where T r(·) denotes the trace of a matrix and the entries of the diagonal matrix D equal to the column (or row, since W is symmetric) sum of W, i.e.,
With the graph and Laplacian matrix constructed, we can use them as the manifold constraint for the GNMF model, so that the original geometrical relations of the skin lesion images can be embedded into the new space. It is expected that in the low dimensional space v j is close to v l if the x j and x l in the same class (either melanoma or nevus) are close. This can be achieved by solving the new objective function of NMF with manifold constraint. The objective function of GNMF is defined as follows arg min
Proposed Method
In this section, we describe the proposed method based on Mahalanobis distance learning and constrained graph regularized NMF (MCNMF). As shown in Fig. 2 , given a set of skin images, preprocessing and feature extraction are performed first. The feature extraction step also encodes the images into vectorized representations. To this end, we use several commonly used feature extraction methods in melanoma detection research, which will be described in Section 4. The core procedure can then be divided into a learning stage and a classification stage. The learning stage uses label information in both local and global perspectives. First, we adopted a Mahalanobis distance learning method to enhance the discriminability of the proposed method from a local perspective. In the projected lowdimensional data, the learning method enlarges distances of data samples between different classes while reducing the distances among samples within the same class. Second, with the label constraints being added to the coefficient matrix, the discriminability can be enhanced from a global perspective, where the samples from the same class are projected to the same class in new lower dimensional space. After solving the objective function, we obtain a projecting matrix and go to the next stage. In the classification stage, the learned projection matrix is used to project the testing data into the same low dimensional space. At last, the new representation of the testing sample in the projected subspace is classified by a classifier.
In the following, we focus on the learning stage of our classification method and describe in detail the objective functions and their updating rules for obtaining the solutions. In addition, proof of the convergence of the objective function is also provided.
Local Discriminative Analysis
In GNMF model, it is the constructed weight matrix that matters. Instead of using fixed Euclidean distance as in NMF, in our method, the weight matrix is calculated through Mahalanobis distance learning [30] , as distance metric learning is an important technique in introducing prior class knowledge into clustering or classification models [10] . The aim of this step is to effectively explore the label information on melanoma and nevus data so as to minimize the distances between similar samples in the same class while maximizing the distances between dissimilar samples in different classes. In addition, as we mentioned before, this can also avoid over-fitting by considering the locally geometric structure of data.
Here we borrow the data assumption in Section 2. Given a pair of data points x j , x l ∈ R n describing the vectorized feature of two skin lesion images, their Mahalanobis distance w j,l ∈ W is calculated as follows
where M ∈ R n×n is positive semidefinite. Instead of calculating the Mahalanobis distance matrix directly, we can obtain it through computing a simplified matrix beforehand to facilitate the calculation. This is achieved by using Cholesky decomposition. M can be decomposed into M = BB T , where B is a lower triangular matrix, B ∈ R n×b and b n. Here, we follow the work of Xiang et al [30] to learn the Mahalanobis distance matrix. First, the training dataset is divided into two groups: linking group (L) and not-linking (N) group. The linking group contains point pairs under the same class while the not-linking group contains points from different classes. Then matrix B can be learned from these two groups.
Denote the sum of squared distances between points within group L and N as D L and D N respectively.
where S L and S N are the covariance matrices of the point pairs in L and N respectively, and are defined as
In order to achieve the optimal B, D N shall be maximized and D L shall be minimized. Therefore, we have the following objective function
Here, a constraint B T B = I is introduced in order to avoid that the solutions to be degenerate [30] , where I ∈ R b×b . It shall be noted that if b = n, B T B = BB T = I, so that the distance will be Euclidean distance. Hence, we set condition d < n. Therefore, the Mahalanobis matrix M can be achieved as follows:
Global Discriminative Analysis
In addition to the local discriminative information introduced into the low-dimensional data, adding label information to global low-dimensional data improves discriminability. Here, we treat labels of the data samples as hard constraints to preserve the labels in the new low-dimensional space.
Assume there are p melanoma samples in X, while the other m − p samples are nevi. We label melanoma as 1, and nevi as 2. If a sample x i belongs to class j ∈ {1, 2}, then we denote it as c ij = 1. Otherwise, c ij = 0. The constraint matrix is defined as:
where C p1 ∈ R p×2 is a matrix with 1 in the first column and 0 in the second column, while C p2 ∈ R (m−p)×2 is a matrix with 0 in the first column and 1 in the second column.
Then, we use this constraint matrix to map the label information into the new low-dimensional data, so as to label the coefficient matrix. Hence, after introducing an auxiliary matrix Z, the mapping can be denoted as:
where, Z ∈ R 2×k , k m and k n.
Objective Function
By imposing the global constraints and local manifold into GNMF, our proposed objective function is:
where the Laplacian matrix L D − W, after introducing the matrix M, the entries of W are defined in Eq. 4, M = AA T , and A is learned from the Mahalanobis distance learning.
Updating Rules
We now discuss how to achieve the optimal weight matrix A and lower dimensional matrices U, Z through minimizing the two objective functions defined in Eqs. (9) and (12) .
We start from solving the objective function in Eq. (9), where two cases are considered according to whether the denominator tr(A T S N A) is zero or not. This determines the relationship between b and n − r, where r is the rank of the matrix S N . Details on two cases and the complete updating algorithm can be found in [30] .
After obtaining the Mahalanobis distance matrix, we impose it to Eq. (12) and solve the minimization problem in Eq. (12) . We obtain the local minima by iteratively updating two rules regarding U and Z respectively, since it is obvious that Eq. (12) is not convex if both U and Z are changing together.
Here we introduce the Lagrange multipliers, that, the term in Eq. (12) to be optimized can be rewritten as:
Then, the Lagrange L is:
In order to achieve the local minima, we calculate the partial derivatives of L regarding to U and Z respectively, thereby having:
Due to KKT conditions ψ ik u ik = 0, φ jk z jk = 0, we have the final updating rules for u ik and z jk :
Regarding to the updating rules above, the objective function (12) is non-increasing. The objective function is invariant under these updates if and only if U and Z are at a stationary point. As we only impose the learned distance matrix into the graph, the proof of convergence is then similar to the proof in GNMF [4] and CNMF [13] and is omitted due to the space limitation.
Experiments and Results

Dataset
We evaluated the proposed method on two datasets, PH2 Dermoscopy Image Dataset [19] and Edinburgh Dermofit Image Library [1]. Both datasets provide binary masks on skin lesion regions as well as skin cancer labels. PH2 is a relatively small dataset with 200 dermoscopy images, including 40 melanoma images and 160 nevus images. The Edinburgh library contains rather comprehensive classes of images. Besides 76 melanoma images, it has skin images in 9 classes, including 331 dysplastic nevus images. In the experiments, we used all melanoma images and the same number of randomly selected dysplastic nevus images.
Experimental Setting
We randomly took half of the images in each class as the training set while using the other half as the testing set. We ran the experiments for ten times and calculated means and standard deviations as the final results. It should be noted that since the performance of NMF methods is greatly impacted by the initialization condition, we repeated the GNMF methods for 200 times and adopted the results with the best sensitivity. Before extracting features, all the images were segmented with the binary masks and were preprocessed with the DullRazor hair removal algorithm [12] . Some samples segmented and pre-processed images in two datasets are shown in Fig. 3 .
To demonstrate how the proposed method performs on different feature extraction methods, we tested our method on four features, namely, SIFT [14] , Local Binary Patterns (LBP) [8] , Colour histogram (ClrHst) and Gray-Level CoOccurrence Matrix (GLCM) [21] , which are all commonly used features in melanoma classification research [23, 11, 16, 17] . The SIFT feature was used with the Bag of Words method to generate vectorized image representation with a dimension of 200. Instead of analyzing each single pattern and extracting features for each specific pattern, bag of words allows the skin lesion be effectively represented as the distribution of the most distinct local features. Local binary patterns assigns a binary label to every center pixel of an image by thresholding its 3 × 3 neighbourhood, so each point can be represented by a 8-digit number. Then a 256-dimensional vector can be generated, which records the histogram of each combination of whether the center is greater or less than the neighbourhood. Colour histogram is a widely used colour feature descriptor in melanoma diagnosis. This descriptor is a 144-dimension vector, including the histogram of the nine channels in three colour space, i.e., RGB, HSV, and LAB. GLCM is a classic texture descriptor and has been widely used to describe dermoscopy images. The texture features are extracted based on statistics measurement of co-occurrence probabilities between two pixels. It calculates how often a pixel with gray scale intensity occurs adjacent to a pixel with another value. The spatial distance and orientation between the adjacent point pairs are related to the distance and the direction. Here,we set the size of LBP vector as 256.
To show the effectiveness of our proposed dimensionality reduction method, after MCNMF was applied, we used support vector machine (SVM), and random forest (RF) to classify the projected data. These two classifiers are commonly used for melanoma detection [18, 23, 29] . We also present the results of SVM and RF with the raw features. For the SVM classifier, we used LIBSVM [6] to implement the training and testing step. When random Forest [3] was used, we adopted a two-stage classification implementation. First, 20 decision trees were trained from the original data.
Then the method was trained by bootstrap aggregating and the best split among the randomly selected subset of features. In the testing step, a sample was labelled by majority voting. In addition, a related NMF method, constrained non-negative factorization (CNMF), was used for comparison.
There are two important parameters in the proposed method, regularization parameter λ and the number of nearest neighbors in the constructed manifold p. λ controls the contribution of the data reconstruction term and the manifold regularization term. Since the vectorized data representation are constructed from different features, this leads to varied influence of regularization term. On the other hand, similar to GNMF, p has a great impact on the local geometric structure of the data distribution. Hence, we ran experiments with λ ∈ [10 −3 , 10 3 ] and p ∈ [3, 21] respectively on the mean sensitivity of ten groups of randomly sampled data on both datasets.
We used sensitivity (SE) and specificity (SP), which are two commonly adopted criteria in melanoma diagnosis, to evaluate various methods. Sensitivity measures the proportion of melanoma images that are correctly identified, i.e., the number of correctly classified melanoma images divided by the sum of the number of correctly classified melanoma images and the number of falsely classified nevus images. Specificity measures the proportion of negatives that are correctly identified, i.e., the number of correctly classified nevus images divided by the sum of the number of correctly classified nevus images and the number of falsely classified melanoma images. For both criteria, a higher value implies a better performance. Moreover, in melanoma detection, higher sensitivity is preferred over specificity, as correctly detected melanoma is more important. Hence, when tuning the parameters, we chose the ones that generate the best performance in terms of sensitivity.
Results and Analysis
In the beginning, we tune the parameter λ and p so as to achieve the best performance of the MCNMF method. Fig.  (4) illustrates the influence of λ on the sensitivity of all the four features on both datasets. Except LBP, sensitivity of all other features remains stable when λ varies, while sensitivity of LBP drops when λ increases on PH2 and peaks around λ = 1 on Edinburgh. Therefore, we set λ according to the maximum performance for each feature on either dataset. Fig. (5) shows the influence of p on the sensitivity of all the four features on both datasets, yet we set the value of p for each feature according to the best experimental results. It was reported that the performance tends to fade when p increases [4] . However, in our result, this tendency is quite subtle. LBP increases when p > 17 on PH2, and p > 8 on Edinburgh. This may be due to the influence of the global constraint. When p increases, the impact of local manifold drops, and hence the global constraints has more influence on the performance.
We present the melanoma detection results in Table 1 . It can be observed that the proposed MCNMF method has achieved the best results on both datasets, which are 94.43% (SE) and 81.01% (SP) with LBP and SVM on PH2, and 99.5% (SE) and 93.68% (SP) with SIFT features and RF on the Edinburgh library. Since we consider SE as a more important evaluation criteria, when choosing all the parameters to achieve the best SE, our MCNMF method has significantly outperformed all other approaches, no matter which feature is used. Although applying SVM directly on feature vectors on Edinburgh show promising specificity, it sacrifices sensitivity. The effectiveness of the dimensionality reduction method can also be illustrated by the comparison with SVM and RF with raw features. Using classifiers directly is inferior to adopting dimensionality reduction with either MCNMF or CNMF before the classification step. Furthermore, we can also see that our method outperforms CNMF with the same SVM and RF classifier. This is because the local manifold that we build improves the discriminability. The standard deviations of most results from the MCNMF method are relatively small compared with those of most other methods, showing that our method is more robust in dealing with random split of training and testing images.
Moreover, datasets themselves also have great influence on the classification results. Table 1 shows that RF generally outperforms SVM on PH2, but SVM performs better than RF on Edinburgh, under the comparison of each single feature. That is mainly due to the difference of quality of the images and the image capturing conditions between these two datasets. In general, our proposed method achieves the best performance on both datasets compared with other classification methods.
Among all the features, LBP, color histogram, and GLCM are quite promising on PH2 while all features seem suitable for classifying images from Edinburgh dataset. LBP, SIFT and GLCM have achieved similar results on Edinburgh, indicating that texture features might be more effective than color distribution to distinguish Melanoma and Nevus. On PH2 dataset, color histogram shows good performance as well as texture features, which means color feature is also valid for feature extraction. 
Conclusions
In this paper, we have introduced a method to classify melanoma from dysplastic nevi. We put our emphasis on dimensionality reduction before classification and proposed a novel classification method based on Mahalanobis distance learning and constrained graph regularized nonnegative matrix factorization. This makes it possible to involve the geometric information of training data into the projection of testing data, so as to enlarge the distances between classes and improve the classification results. The proposed method has been evaluated on two datasets with four features and compared with four alternative classification methods. Our method has achieved the best results in terms of sensitivity. In the current stage, our work uses only single feature to represent the image data. In the fu- ture work, we will look into the fusion of multiple features on existing data and exploring deep learning methods when larger amount of images are available.
