Abstract-For humanoid robots that should assist humans in their daily life the capability of an adequate interaction with human operators is a key feature. A key factor for human like interaction is the usage of non-verbal communication. Therefore robots must be able to have some kind of emotions. These emotions mainly depends on the achievement of the goals of the interaction. Psychologists point out that motives generate these kind of goals to humans. Because of this, this paper presents a motive model for the emotion-based architecture of the humanoid robot ROMAN. For the implementation of these motives a behavior-based approach is used. Furthermore some experiments concerning the functionality of the motives of interaction are presented and discussed.
I. INTRODUCTION
The usage of robots as assistance or service systems in the daily life of humans is one of the great challenges in robotics today. They should assist in the household or they should be used in elderly care, for nursery, and so on. That means the robots have to navigate and act autonomously in the direct surrounding of humans. Because of this the human-robot interaction becomes much more important. To handle these new requirements robots must have the abilities to communicate and behave intelligently. Common architectures like reactive or deliberative architectures are not able to handle the fast changes of the environment and the generation of situation adapted dynamical behavior. By investigating humans it turns out that the emotional state plays an important role in the generation of intelligent behavior. Because of this several roboticists all over the world focus on the generation of an emotional state to robots. Scientists like M.A. Arbib and J.M. Fellous, for instance, research the combination of emotions and robots [1] . Depending on these studies several roboticists try to formulate the function of emotions for robots.
But a still unanswered question is how these emotional reactions and expressions should be activated. In [2] R. Adolphs points out that it is no problem at the moment to create robots that behave like they would have emotions. But the only way to have human-or animal like emotions is to have feelings, as these are an important condition for emotions. So the question is: how can robots have feelings? We think the answer to this question is that a robot needs intrinsic goals for its behavior and its "being". This emotion based goal and the corresponding emotional state is generated by motives [3] . At the moment there are many emotion-based architectures, like [4] , but these architectures completely lack intrinsic motivation generation by some kind of motive. Other projects like [5] , are using some kind of deliberative architecture to generate goals for the system behavior. But the achievement of goals generated by a deliberative layer is not the same as human motives. A more humanlike generation of intrinsic behavior activation is the way realized in robots like WE-4RII [6] or Kismet [7] . In this architecture so called "needs" (WE-4RII) or "drives" (Kismet) are used to define goals for the robot's behavior. The parameters that are necessary for the emotion activation need to be defined empirically, which means additional effort is needed and makes the systems hard to handle. Another approach that uses drives is described in [8] . In this architecture the drives represent the robot's internal needs. The satisfaction of the drives is related to internal and external variables. In order to determine the dominant drive, each drive has its own priority. Behavior selection is done in order to satisfy the drives. But the influence of different drives to the robot's internal state and the behavior activation is hard coded. For every drive a special weight variable is defined. Some kind of behaviorbased approach containing fusion mechanisms might solve some of these problems. This paper presents a new approach for the generation of intrinsic motivation of emotional behavior for the humanoid robot ROMAN (figure 1) by using motives of interaction. At first a short overview of the mechatronics system of the robot ROMAN is presented. Afterwards the emotion-based architecture is introduced. The motive system of the robot is explained and discussed and the implementation of the motives is given. Then experimental results are illustrated and analyzed. In the conclusion a summary of the paper and a outlook for future works are given.
II. MECHATRONICS OF ROMAN
The mechanics of the head consists of a basic unit (cranial bone) including the lower jaw, the neck, and the motor unit for the artificial eyes. A silicon skin is clued on 8 metal plates in the basic unit. These plates can be moved via wires. The eyeballs can be moved independently up/down and left/right. The upper eyelids can also be moved. This is necessary for the expression of specific emotions. The neck has 4 active DOF (degree of freedom). The first degree of freedom is the rotation over vertical axis. The second degree of freedom is the inclination of the neck over horizontal axis in the side plane. The third degree of freedom is the inclination of the neck in frontal plane. It is rotating around the axis, which is moving accordingly to the second degree of freedom. In addition there is a 4th joint used for nodding head. The axis of the 4th joint is located next to the center of the head to realize a rotation along the head's pitch-axis. The upper body consists of a stiff plate and a joint with 3 DOF in a single point to approximate the human spine. More information on the mechanical system of the humanoid robot head ROMAN can be found in [9] , [10] . The complete mechatronics system as well as the sensor system are shown in figure 2.
III. EMOTION-BASED ARCHITECTURE
The emotion-based control architecture used for humanrobot interaction [11] is designed with respect to psychological theories as in [12] . The whole architecture is shown in figure 3 . The emotion-based control architecture consists of 4 main groups, motives, emotional state, habits of interaction, and percepts of interaction.
The first question when creating an emotion-based architecture is how to model the emotional state of the system. In psychology so-called emotion spaces are used to represent the actual emotional state [13] , [14] . For the usage of an emotion space for robotics it is important that all parameters can be determined by the robot. Because of this a 3-dimensional space according to [7] with the axes arousal, valence, and stance (A, V, S) was selected. The emotional state influences the perception part as well as the habits of interaction. In different emotional states, the robot will interpret its environment in different ways. It will also act in different ways. For example if it is very nervous, its movements will be executed much faster and also its speech will be conducted much faster, than otherwise.
Another important question for the interaction between humans and robots is how to model non-verbal expressions. There are several elements like eyes, facial movements, head, neck, upper-body, etc. that need to be controlled. Looking to psychology and sociology leads to the Facial Action Coding System (FACS) of Ekman [15] . One problem with the FACS is that not all action units (AUs) can be transferred to corresponding actuators, because of the huge amount of AUs. Also the non-functional aspects like the influence of time on an expression (duration, strength) are not considered in the FACS. As the robot should not be limited to facial expressions a system for the description of gestures, posture, as well as verbal expressions is also needed. These problems were the starting point for a new system of modeling interaction expressions. As basic components of this system, the so-called Habits of Interaction (HI) were developed [16] . As basic modules for the HI the behavior modules of iB2C [17] are used. More complex HI, e.g. emotional expressions, can be generated as a combination of basic HI. HI concerning the same or similar body parts can be grouped. Based on the hierarchical ordering of the HI, different complexity levels can be generated. That way a complex behavior network for the generation of social behavior in an interaction situation is generated. The sensor data is interpreted by the percepts of interaction [18] . Depending on the sensor data the active percepts are determined. As additional information the position, color, or volume of a percept is determined. That way some kind of vector of active percepts is calculated. The implemented percepts are listed in table I.
Depending on this information the motives determine their satisfaction with regard to the active percepts and the emotional state. Depending on the satisfaction of the motives the emotional state is changed and the habits of interaction are stimulated.
IV. MOTIVES FOR INTERACTION
To have a robot that uses an emotional state and has the ability to express these emotions, by using habits of interaction, leads to the question: how to activate these components. As explained in [19] , a key factor for the social humanhuman interaction is to reach a certain goal. Without thess goals humans would not interact with each other. Because of this some kind of a motivating element is necessary for a robot to interact with humans. A.E. Kelley [20] points out that the emotional part is crucial for the motivation of human behavior. Because of this the robot needs a component that combines emotional as well as cognitive characteristics. Looking to psychology, for solving this problem, leads to the human motives. As pointed out in [19] motives are generating goal directed behavior sequences. A certain motive is defined by its activation, direction, intensity, and duration. They represent the combination of emotions, needs, and their satisfaction. The usage of motives for human beings is explained e.g. in [3] . In psychology there are many motives defined for humans. Some of these motives are:
It is clear that there is no need to realize these motives in a robot system. But it is also clear that the meaning of motives to humans can be transferred to robots and this may be a great step towards the generation of social intelligent robots.
The motives in the emotion-based architecture of RO-MAN, calculate their satisfaction depending on the active percepts of interaction. Depending on this satisfaction every motive influences the actual emotional state. The motives also try to influence the robots behavior in way to reach a satisfied state again. The output of the different motives, that means the change of the emotional state and the activation of habits of interaction, is merged depending on the satisfaction of the motives. The lower the satisfaction of a motive, the higher is its influence on the fusion. In a robot system motives can be used to define some basic goals of the robot. For the usage in a system for the interaction with humans some kind of communication motive seems to be appropriate. Also some kinds of safety motives are useful.
V. IMPLEMENTATION
The motives are built using behavior modules of the iB2C-Architecture of the Robotics Research Lab [17] . In comparison to a "common" behavior module a motive does not use the stimulation input, since a motive is stimulated all over the time. It also does not use the reward output because the reward is implicit conducted via the activity output a. A motive (see figure 4) consists of two inputs (sensor data e, and inhibition i) as well as two outputs (control data u, and activity a). In addition, it has two internal functions. The first function r( e, w, d, t) (see Eq. 1), calculates the satisfaction of the motive depending on the active percepts. Where N denotes the number of percepts, w means the weight vector that contains one weight for every percept, p is the percept vector, d represents the dependence on time for every motive, and t is the current time. The sigmoid function is shown in Eq. 2. The second function of a motive calculates the activity a(r( e, w, d, t), i) (see Eq. 3), where i ∈ [0, 1] denotes the inhibition input. 
The activity-function of a motive is a piecewise defined function in which the interval [0, t 0 ] denotes the inactive area of the motive, [t 0 , t 1 ] the area in which the activity is calculated based on the r( e, w, d, t) and [t 1 , 1] means the satisfaction area. The codomain for the satisfaction function as well as for the activity function is [0, 1].
a(r( e, w, d, t), i) =ã(r( e, w, d, t))
if r( e, w, d, t) > t 1 r( e, w, d, t) else (3)
As described above a motive gets active if the discontent value exceeds t 0 . The motive than calculates parameters that change the emotional state and that select the behaviors of the robot. The aim of the motive is to reach a saturated state by the selection of the behaviors. If the saturation of the motive is getting higher, the activity of the motive is getting lower. In addition every motive consists of different states. In every state the weight vector w as well as the dependence of time d may change. That way the generated motives realize the above mentioned request. That they act in a completely different manner depending on their progress and on the environmental situation.
Motives that realize similar behaviors are grouped together (see figure 5 ). Within these groups the different motives can be realized on different priority levels or also on the same priority level. Motives on higher priority levels inhibit motives on lower levels, depending on their activity. For generating the output of a motive group, the output of the single motives is merged by a weighted fusion. The different motive groups are also realized on different priority levels. Groups on higher priority levels inhibit groups on lower levels. The activity of a motive group is represented by the activity of the corresponding fusion module and the inhibition of a motive group is realized by inhibiting this fusion module. Because of this modular set up the motive system remains maintainable and it can easily be exchanged or extended. The motives that are implemented at the moment and their function are listed in table II.
VI. EXPERIMENTS AND RESULTS
For testing purposes some motives were implemented, e.g. an exploration motive, a communication motive, a self protection motive and an obey humans motive. These are arranged in 2 motive groups, social motives and basic motives ( figure 5 ). The output u of the different motives are control values to activate the different habits of interaction and to influence the emotional state. This output is merged by a weighted fusion, depending on the activity a of a motive. Following human orders should be the most important motive of ROMAN. In this way, this motive inhibits the "self protection" motive. The inhibition is done by using the Fig. 5 . An example of the realized motive system. Basic motives one on a higher priority level than social motives. i means a inhibiting signal, a represents the activity of the motives, and u the output data of the motives. activity of the motive. That means the more active "obey humans" is the more "self protection" is inhibited. Also the communication motive should be more important than the exploration motive. That way ROMAN starts communicating if it detects a human. Finally the basic motives are more important than the social motives. Because of this the basic motives inhibit the social motives. The inhibition between motive groups is done by inhibiting the fusion module of the corresponding group.
To test and verify the architecture several experiments At first the goals and the behavior of the involved motives are explained. The goal of the exploration motive is to find new interesting objects and the goal of the communication motive is to communicate with humans. The target rating of the exploration motive rises the more bored ROMAN gets. Boring depends on the time passed since the appearance of stimuli. If the target rating reaches 1, the motive generates a new point to look at. The communication motive gets unsatisfied (high target rating) if the robot detects a person. If the communication starts the motive gets satisfied (low target rating) again, if not the satisfaction will continue to decrease. The self protection behavior has low target rating and activity if no disturbing stimuli appears. If a too close object is detected the target rating starts to increase. If the target rating reaches 1 the motive gets active and starts an evasion behavior. If the distance of the object gets large, the target rating as well as the activity decrease again.
Experimental Setup: A person stands next to ROMAN, that way that it has to turn its head to detect the person. When the person is detected it should communicate with the person. The person steps closer towards the robot until the robot tells the person to step back. Afterwards the person should step back and the dialog should be completed.
Expected Behavior: It is expected that the target rating of the exploration motive increases, which will be displayed with a rising r-value. This will initiate a turning of the head. If the robot detects the person, the communication motive should get active because it wants to start a dialog with the person. The r-value of the communication motive should fall to 0 when the communication has started. In addition the "communication-motive" should inhibit the exploration motive. When the subject is getting closer and closer towards ROMAN the target rating of the self protection should increase and when it reaches 1 the motive should get active and the other motives should be inhibited. The robot should start its evasion and tell the human to step back. Afterward the communication should be continued.
Experiment Results:
The results of this experiment are shown in figure 6 . The exploration motive gets discontent and active, turns the robot's head and detects the person. After approx. 5 s the communication motive gets active and the exploration motive is inhibited. After approx. 45 s the target rating of the communication motive increases as the probability rate of the human detection decreases. Approx. at 50 s the target rating of the communication reaches 1 and the exploration is getting active again. But a few seconds later the subject is detected again and the communication continues. After approx. 58 s the target rating of the self protection motive increases because the subject is to close to ROMAN. The motive get active inhibits the other motives, activates an evasion behavior and tells the human to step back. After approx. 68 s the target rating and the activity of the self protection motive reaches 0 again and the communication can be fulfilled. 
VII. CONCLUSION
A new approach for the generation of intrinsic behavior activation for the humanoid robot ROMAN, based on motives of interaction, was presented. The motives depend on psychological theories concerning the role of emotions as motivation component for humans. This psychological background as well as the state of the art in the generation of intrinsic behavior motivation for robots was pointed out. The humanoid robot ROMAN and its emotion-based control architecture for human-robot interaction was presented. In the main part of this paper, the development of the motives for interaction, their usage for robots, and their implementation were analyzed and explained. Afterwards the results of some experiments were displayed and discussed.
With the implementation of the motives all parts of the emotion-based architecture of ROMAN were developed. Because of the enormous importance of gestures for the nonverbal interaction the inclusion of arms is planned for the future. That also means that some more habits of interaction using these arms need to be implemented. Also some more motives as well as some more percepts of interaction need to be implemented in the near future. After that, psychological experiments concerning the whole system behavior in human-robot interaction situations must be realized. Also the acceptance of such a robot system by humans must be tested. Depending on these results the system behavior can be evaluated and improved. As final test scenario a situation is imagined where the robot assists a human being solving some kind of puzzle. The robot knows the correct solution of the puzzle and should motivate the human subject by showing emotional expressions. It should also tell the subject the next correct move, if the subject asks. The results of this final test will be interpreted in cooperation with a psychologist that is involved in the ROMAN project.
