Modifying Asia University’s Freshman English Placement Test by unknown
1 
 
Modifying Asia University’s Freshman English Placement Test 
Jeff Hull, Asia University 
 
This article reviews and analyzes the Freshman English Placement Test (FEPT) administered at Asia 
University as part of a project carried out by the Assessments Committee at the Center For English 
Language Education (CELE) to modify the FEPT. 
 
 
I.  History of the FEPT 
 
The FEPT was developed by two teachers at the university in 1997 in response to the need for a new 
placement test for Freshman English (FE) classes (Forster and Kearney, 1997, p. 145).  It was 
modified in 1999 from a 100-item test to be given in one hour to a 75-item test requiring 45 minutes.   
In 2001, the CELE Oral Proficiency Interview (OPI) and Placement Process, which was designed to 
assess students’ oral English proficiency, was implemented as a second step in the placement process 
because of inaccuracies that resulted from using the FEPT as the sole instrument for placement 
(Hansford, 2004, p. 95).  The test was reprinted with new pictures for 2004 but with no other 
changes.  New listening tapes were made in 2005 and 2006.  In 2006, the test was significantly 
rewritten and expanded to a 98-item test to be given in 50 minutes (Messerklinger, 2007).  In 2009, 
eight items in the test were edited, and the listening CD was adjusted to include the revised items.  
Also in 2009, a decision was made by the administration at the university to discontinue use of the 
CELE OPI, leaving the FEPT as the sole measure to place students in FE classes.  A modified form 
of the OPI is now utilized only when an FE teacher feels a student is misplaced and refers the student 
to the Assessment Committee for evaluation.  
 
II.  FEPT Administration and Committee Task 
 
The FEPT is administered twice a year, once in April before the beginning of the academic year to 
place Business Administration, Business Hospitality, Economics and Law students in Freshman 
English classes, and then again in January at the conclusion of the year to place students from those  
same faculties who enroll in English classes in their sophomore year.   Since 2009, the International 
Relations Faculty has used the TOEIC to place its students in FE and sophomore English classes. 
 
The April FEPT is scheduled at one time in large lecture halls with sufficient time for students to 
complete the test.  In January, the test is given in more casual circumstances by individual instructors 
in their 45-minute FE classes.  Because the test actually runs about 54 minutes from start to finish, 
many instructors choose to give the January test in two classes, one class period for the listening 
section of the test and a second class period for the vocabulary, grammar and reading section.  One 
problem that results from this division in the administration of the test is that, because of attendance 
problems in FE classes, a significant number of students end up with scores for one or the other of 
the two halves of the test but not the entire test.  The Academic Office, which uses the test scores to 
place students in sophomore English classes, then has to either refer back to students’ entrance FEPT 
scores from April or to their FE class’s January FEPT scores.  Both options are less satisfactory than 
referring to an FEPT score for an individual student after a complete year of study in an FE class.  
Another problem with dividing the test over two classes, of course, is that students, and teachers, 
lose an additional class period which could be better used for instruction rather than testing. 
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Consequently, the Assessments Committee at the Center For English Language Education was 
tasked with the responsibility of modifying the exam so that it could be administered in one 45- 
minute class.  The purpose of this paper, then, is to analyze the FEPT and find the best possible way 
of modifying it, within the time and resources available, so that the test can be given in its entirety in 
one 45-minute FE class.   
 
 
III.  Analysis of the FEPT 
 
Before the test can be properly modified, it is necessary to review some of its key features. 
 
Distribution of Scores 
 
The distribution of scores for the April 2010 and 2011 FEPT is remarkably similar with most scores 
registering between 20 and 85 for this 98-item test, which suggests that the test has a reasonable 
level of consistency in testing entering freshman students.   
 
 
 
 
 
Both administrations have a relatively broad standard deviation of 11.9 and 11.7 and a nearly 
identical average score.  The distribution of scores for these two years, as well as the standard 
deviation and mean, is consistent with those reported by Messerklinger (2007, 2008).   
Although the current FEPT is a slightly revised version of the one reported for those years, the two 
versions are similar enough for comparisons to be made, and no report has been published since the 
last revision in the test was made to compare with the results from the last two years.  Despite the 
revisions that were made to the 2007 version, nearly all of the key test evaluation measurements are 
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consistent with each other.  Mean scores have risen slightly, but that may be a reflection of the 
changes that were made to eight items in the test in 2009. 
 
 
FEPT Test Number of 
Examinees 
Mean Std. Error of 
Measurement 
Std.  
Deviation 
April 2007 Not Reported 46.5 4.45 11.9 
April 2008 1501 45.8 4.44 11.1 
April 2010 1259 48.6 4.45 11.9 
April 2011 1106 48.1 4.51 11.7 
 
 
Pretest-Posttest Results 
 
Comparing the results from the two administrations of the test given in one academic year has a 
number of limitations.  As previously stated, the test is administered in very different circumstances, 
which results in a significant number of students with incomplete scores.  That combined with 
attendance problems at the end of the year resulted in the population of students with a complete 
score in January being nearly 23% smaller than that of April for 2010-2011. 
 
That noted, the following graph compares the pretest and posttest scores for one faculty which 
includes only the results of students who sat for both administrations of the test. 
 
 
 
 
Pretest scores show a slight skew to the left indicating, on average, students found the test more 
difficult and scored lower whereas at the end of the year the distribution skews slightly to the right 
suggesting the students found the test a little easier and scored higher.     
 
Although it is tempting to say the students made progress, the content of the test is not in any way 
connected to the curriculum students study in their FE classes and, therefore, cannot be used to 
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measure progress in mastering class content.   The table below shows prestest and posttest scores for 
one faculty after eliminating scores for students who did not have complete scores for both 
administrations in order to make a more reliable comparison.   Though students’ scores increased on 
average about 4.5 points and appear to be quite different, the scores actually correlate very closely, in 
fact identically to the correlation Messerklinger (2009, p. 51) reported in his last examination of the 
test for one faculty, which indicates that there is not a great difference between the pretest and 
posttest scores.  However, as will be pointed out in the next section, it is one indication that the test 
measures students fairly consistently.  
 
 
 Pretest Posttest 
Number of examinees 229 229 
Mean 47.1 51.6 
Pearson product moment correlation   0.82 
 
 
Reliability 
 
The typical measurement of a test’s ability to place students consistently and accurately is reliability.  
The reliability of the FEPT was estimated using Cronbach’s alpha and Kuder-Richardson 21 in order 
to compare the results of the current version of the test with the previous version.  Cronbach’s alpha 
is identical to Kuder-Richardson 20, which is a more accurate measurement of reliability than Kuder-
Richardson 21.   Cronbach’s alpha values for 2010 and 2011 are .86 and .85, and those of KR 21 are 
.84 and .83.  Ideally, a reliability quotient of at least .90 is preferable, but, as Harris (1969, p. 17) 
notes, “homemade” tests will tend to have lower reliability measures, in the .70s or .80s.  All of the 
reliability measures of the last two versions of the FEPT on record are above the critical .80, which is 
generally considered a reasonable level of test reliability. 
 
In fact, the 2010 and 2011 measurements of reliability are very consistent with those reported for 
2007 and 2008.  Again, the slight improvements in reliability may be due to the revisions that were 
made to the test in 2009. 
 
 
FEPT Test Number of Examinees KR20/Cronbach’s alpa KR21 
April 2007 Not Reported .86 .84 
April 2008 1501 .84 .81 
April 2010 1259 .86 .84 
April 2011 1106 .85 .83 
 
 
With this level of reliability and the consistent record of score distribution the FEPT has had over a 
number of years, then, the test would seem to return similar scores each time it is 
administered to an entering class of freshman students.  However, it is important to remember that 
although the test has an acceptable level of reliability, it should not be confused with validity.  
 
For the test to be both reliable and valid is a rather tall order that the FEPT does not satisfy.  If an 
individual steps onto a bathroom scale five times and the scale reads exactly 70 kilograms each time, 
then the scale is reliable.   However, if that person actually weighs 100 kilograms, the scale, although 
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reliable, is not a valid measure of that person’s true weight.  And so it is with the FEPT.  Based on 
analysis of the test that has been carried out in the past and based on faculty experience with students 
who have been placed in classes on the basis of FEPT test scores, we can say the test does a 
reasonable job of placing students in Freshman English classes as long as fine differentiations are not 
expected.  It distributes students, with reasonable consistency, along a scale of greater or lesser 
proficiency in English although it does not indicate what that level of proficiency is.   That 
distribution makes it possible to place the students into one of three broad textbook groups, upper, 
middle and lower, that are currently designed for the Freshman English program.  But no attempt has 
been made to calibrate the test scores with any other tests of proficiency.         
 
Item Discrimination  
 
How well the test divides students of greater proficiency from those of lesser proficiency can be 
determined by doing an analysis of the items of the test, a very useful one for this test being item 
discrimination because it can be compared with the values yielded in the last published examination 
of the FEPT and because it can also be used as a critical tool to modify the test.  Basically, if a test 
item is discriminating between students effectively, more students at the higher end of proficiency 
will answer correctly but fewer will at the lower end of proficiency.   
 
One typical way of calculating a discrimination index, and the one used here, is to rank students by 
their total scores on the test, divide them into a top third, middle third and bottom third group, and 
then compare how the top third responds to an item with the bottom third.  The greater proportion of 
correct responses in the top third relative to the bottom third, the higher the item discrimination 
value.  The highest discrimination value possible is +1.00.  This occurs when all of the students in 
the top third answer an item correctly whereas all of the students in the bottom third answer it wrong.  
Naturally, it would be very rare to have such an item.  Usually, an item that has a discrimination 
index of +.5 is considered to separate out students reasonably well because more of the students with 
higher scores have answered it correctly compared to the students with lower scores (Alderson, 
Clapham and Wall, 1996, p. 82).  On the other hand, a discrimination index below 0 would indicate a 
very poor item that more students with lower total scores have answered correctly than students with 
higher total scores. 
 
The following graph shows each item’s ability to separate higher ability students from lower ability 
students. 
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The average item discrimination index is .27 for 2010 and .26 for 2011.  This is very close to the 
averages reported for 2007 and 2008, which were .25 and .26 respectively (Messerklinger, 2009, p. 
53).  Unfortunately, these values fall far below .4, the level which would normally be considered 
acceptable (Alderson, Clapham and Wall, 1996, p. 82).  On the other hand, the fact that the values 
are nearly identical for the two years examined does indicate that there is considerable consistency in 
how the items function from one year to another.  An item, such as item 2, that discriminates poorly 
one year discriminates poorly the next, as well.  Conversely, an item, such as item 5, that 
discriminates reasonably well, does so in repeated administrations.  In fact, these two items have 
very similar values over the four years that have been reported. 
 
 
IV.  Modifying the FEPT 
 
Normally, if a test writer wishes to improve the quality of a test, it would be sensible to replace all 
items that have a low discrimination index, for example below 0.2, with items that discriminate at a 
level of .4 or above.  With more than 25 of the items in the current FEPT falling below the 0.2 level, 
there is obviously considerable room for improvement.  Unfortunately, the time required to 
systematically rewrite such a number of items and then test them would be nearly a full-time 
commitment in itself.  Fortunately, our current goal is to shorten the FEPT rather than to keep it the 
same length, at least for the end of year administration, so identifying those items which are 
functioning poorly provides some options to achieve that goal.   The critical point, however, is how 
to reduce the length of the test without significantly compromising its reliability.  Again, eliminating 
items that function poorly is the key to achieving that. 
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Level of Difficulty 
 
Another issue that needs to be taken into consideration when evaluating how to shorten the test is to 
identify those items, or those sections of the test, that are either too easy or too difficult for this 
population of students.  An item that is too easy, for example, results in most of the students at both 
the top and lower end getting the answer correct and therefore does not discriminate effectively 
between the two groups.  Conversely, an item that is too difficult can result in so few students getting 
the item correct, including students at the top end, that it again does not separate the two groups 
effectively.  
  
Returning to the original score distribution chart presented in this article, one can see that the test 
appears to be, roughly speaking, about the appropriate level of difficulty for the population being 
tested since the greatest number of scores are recorded around the 50% mark.  In fact, the average 
score of 48 is just 1 point short of what would normally be considered the ideal for a 98-item test.  If 
the test were significantly below the 50% mark, and therefore too easy, most students would answer 
most items correctly and the test would not discriminate among student levels sufficiently to make 
placement decisions.  It would be the same case if the test were too difficult (Brown and Hudson, 
2002, p. 33). 
 
However, the average scores by section of the test reveals more detail in regard to the difficulty 
level. 
 
Average scores by section (reported as percent correct) 
 
 Listening Vocabulary, Grammar  
and Reading 
TEST 1 2 3 4 5 6 7 8 
April 2010 48.8% 55.7% 50.3% 46.6% 37.4% 56.4% 52.1% 40.6% 
April 2011 47.3% 53.9% 50% 45.2% 37% 56.8% 51.5% 41.9% 
 
 
Compared to the other parts of the listening section, part five, which consists of short lectures, is 
clearly too difficult for these students.  Similarly, the final part of the vocabulary, grammar and 
reading section, which tests reading comprehension at the sentence and paragraph level, is too 
difficult and, like part five, is either in need of revision, or in our case a part of the test where 
reductions can be made particularly if the item discrimination indexes are low.   On the other hand, 
part two, which tests students’ ability to identify pictures, and part six, which tests students’ ability to 
match a target word with its opposite, are comparatively easy and merit further examination, as well. 
 
That the students find the final parts of both sections of the test the hardest is not surprising since the 
test is designed to progress from easier to more difficult items.  The fact that students score lower in 
those parts is not necessarily a problem as long as the items are effectively separating out students of 
higher ability from students of lower ability.  It is a problem on a couple of levels, however, if the 
items are not discriminating effectively.   First, the items add little to the process of separating out 
and placing students accurately, which lowers the reliability of the test, and second, it results in a 
rather frustrating experience for nearly the entire group of students being tested since so few are able 
to understand and answer the questions correctly.  
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The following table shows the facility values, which indicates the level of difficulty of an item, 
together with the discrimination index for the final part of the two sections of the test.   
 
 
Facility Values and Discrimination Indexes  
 
Listening Section 
Part 5 
Vocabulary, Grammar and Reading 
Part 8 
Items 
FEP
T 
Test 
Value 
47 48 49 50 51 52 93 94 95 96 97 98 
April 
2010 
Facility Value 
0.35 0.43 0.49 0.35 0.31 0.29 0.54 0.15 0.27 0.29 0.26 0.29 
April 
2011 
Facility Value 
0.34 0.43 0.47 0.36 0.29 0.32 0.56 0.2 0.26 0.26 0.3 0.37 
              
April 
2010 
Discrimination   
Index 
0.16 0.14 0.1 0.13 0.27 0.14 0.27 0.15 0.06 0.14 0.13 0.22 
April 
2011 
Discrimination 
Index 
0.14 0.07 0.13 0.14 0.27 0.1 0.35 0.22 0.05 0.07 0.18 0.19 
 
 
The facility values indicate the percentage of students who answered the question correctly.  The 
value for item 94, for example, indicates that only 15% in 2010 and 20% in 2011 answered the item 
correctly.  Alderson, Clapham and Wall (1996, p.83) point out that, generally speaking, to get items 
that have high discrimination values, the facility values should be close to 50% because items of 
medium difficulty allow for more discrimination.   That seems borne out in the case of item 94, 
which has very low DIs. 
 
With the exception of items 51 and 93, all of the items fall under the .2 value level for the 
discrimination index in at least one of the two administrations of the test, with most of them falling 
under that level in both administrations. Clearly, these items are not effectively separating students 
from the top and the bottom.  In addition, with the exception of items 49 and 93, the facility values 
indicate these items are too difficult. The undesirable combination of a low discrimination index 
along with a very high level of difficulty makes these items strong candidates for elimination.   On 
the other hand, the disadvantage of removing mostly items that have high facility indexes is that it 
makes the overall test one measure easier for the students.  However, since the test currently leans 
slightly on the more difficult side, removing this limited number of more difficult items may bring 
the test closer to the desired 50% level of difficulty. 
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Ideally, items 51 and 93 could be kept in the test and the other items removed.  Practically speaking, 
however, the items are bound together in reading sections, and it is not possible to retain some while 
removing others because it would result in a very disjointed test section.  It can also be pointed out 
that items 51 and 93 fall well under the minimum desired level of .4. 
 
An 86-item FEPT 
 
If we were to remove these twelve items, the length of the test could be reduced from a 98-item test, 
which requires 54 minutes to an 86-item test requiring 44 minutes.  It would also result in the same 
balance of items for the two sections of the test since an equal number of items would be removed 
from both sections.  A 44 minute test is a bit tight considering freshman students’ punctuality, or lack 
thereof, but it would require a very limited revision of the test and could be administered in a 45-
minute class.   In addition, as can be seen in the chart below, the removal of these items from the test 
does not compromise the reliability of the test, nor does it significantly affect how spread out the 
scores are.  On the other hand, it does make the test slightly easier, at an overall level of 51%.  This 
is still within 1% of the ideal, though, just as the 98-item 49% is. 
  
 
FEPT Test Number of 
Items 
Mean Std. Error of 
Measurement 
Std.  
Deviation 
Cronbach’s 
alpa 
KR21 
April 2011  98 48.1 4.51 11.7 .85 .83 
April 2011 86 43.9 4.19 10.8 .85 .83 
 
 
Another way of gauging the effect of reducing these items from the test is to examine how many 
students would change a textbook level based on the new scores they would have had if the test were 
the 86 items.  Recalculating the students total scores for the 86-item test and then dividing them into 
the three levels results, on average, in about five students in each of the faculties moving from the 
bottom group to the middle group or from the top group to the middle group and vice-versa.  Again, 
making the reduction would not appear to hamper the functioning of the test in any significant way.  
In fact, it would seem to function about as well. 
 
 
A 72-item FEPT 
 
Taking into consideration the general lack of punctuality our FE students have and the time required 
to distribute tests to a class and get matters underway, a slightly shorter version of the test would 
have an advantage and make it easier for instructors to administer the test in a 45-minute class.  
Toward that end, it is worth considering how to reduce the test down to a length of 40 minutes.  The 
same principles can be applied that were applied to making the 86-item test.  The first principle 
should be to focus on items that have low discrimination indexes because eliminating them will have 
less of an impact on the overall reliability of the test.  However, since the items removed in the 86-
item version were at the higher level of difficulty and resulted in making the overall test a little 
easier, selecting items at the lower end of the level of difficulty needs to be examined carefully, so 
that the shorter version of the test doesn’t become too easy.  Naturally, how the deletions affect the 
balance of each part of the test, as well as the relative weighting of the two major sections of the test, 
needs to be considered, as well. 
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Two obstacles quickly become apparent in this regard.  First, the majority of items with weak 
discrimination indexes have high levels of difficulty.  Second, the two sections of the test are not 
equal in how well their items discriminate among upper and lower student abilities.  The listening 
section has 17 items that have discrimination indexes below .2 whereas the reading section has but 
nine.  Both of these obstacles make the choices for item deletion more limited.   It would be easier to 
remove a greater number of weaker items from the listening section, but that would result in a test 
that emphasizes the vocabulary, grammar and reading section over the listening section.  
Historically, because of the greater emphasis on oral communication skills in the Freshman English 
classes, the test has been more heavily weighted on the listening side.  While the emphasis on oral 
communication continues to be the program’s goal, the placement test should reflect that.   
 
After reviewing the discrimination values and facility indexes for all of the items, 14 additional items 
were identified that best fit the criteria described above.  The resulting values again indicate a shorter 
version of the test that does not compromise the reliability of the test and has a distribution of scores 
that is nearly as big as the 86-item version.  The test would become 1.5% easier than the 86-item 
version, but that would seem to be less significant than being able to administer the test comfortably 
in one class and being able to deliver the Academic Office a greater number of complete scores for 
placing students in sophomore English classes.    
 
 
FEPT Test Number of 
Items 
Mean Std. Error of 
Measurement 
Std.  
Deviation 
Cronbach’s 
alpa 
KR21 
April 2011  98 48.1 4.51 11.7 .85 .83 
April 2011 86 43.9 4.19 10.8 .851 .826 
April 2011  72 37.8 3.84 10.1 .857 .836 
 
 
Recalculating the students’ total scores for the 72-item test, as was done for the 86-item test, and 
then dividing them into the three textbook levels results, on average, in about six students in each of 
the faculties moving from the bottom group to the middle group or from the top group to the middle 
group and vice-versa.  Similar to the 86-item test, making the reduction would not appear to hinder 
the functioning of the test in any significant way.  
 
Conclusion 
 
When analyzing the 2008 results of the FEPT, Messerklinger (2009, p. 52) makes the observation 
that a better test would need fewer questions and take less time for both students and test proctors.  
The modifications that are being undertaken by the Assessments Committee this year, reducing the 
number of items in the test from 98 to 72 and reducing the time required to administer the test from 
54 minutes to 40 minutes, certainly meets part of the criteria for the better test he writes about.   
These modifications also achieve the committee’s goal of having a test that can be comfortably 
administered in a 45-minute class and that will, hopefully, provide more complete results that the 
Academic Office can base placement decisions on for sophomore English classes.  It would be 
unrealistic, however, to expect that this reduced version of the test will perform better than the 98-
item version.  One of the primary reasons the test was extended from a 75 to 98-item test in 2007 
was to improve its reliability.  However, the analysis presented here in regard to how the proposed 
72-item test would have performed in the past two years, particularly the very comparative level of 
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reliability and reasonably broad distribution of scores, gives some hope that the reduced form of the 
test will perform as well as the longer test.  Monitoring the results of the test will be essential to 
determine not only how the new reduced version is performing but also, as long as the FEPT 
continues to be used for placement purposes at Asia University, how to improve the overall 
functioning of the test.  
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