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Abstract
We investigate an approach to matroid complexity that involves de-
scribing a matroid via a list of independent sets, bases, circuits, or some
other family of subsets of the ground set. The computational complexity
of algorithmic problems under this scheme appears to be highly dependent
on the choice of input-type. We define an order on the various methods of
description, and we show how this order acts upon ten types of input. We
also show that under this approach several natural algorithmic problems
are complete in classes thought not to be equal to P.
1 Introduction
The study of matroid-theoretical algorithmic problems and their complexity has
been dominated by two approaches. The first approach was implicitly used by
Edmonds [1] and later developed by Hausmann and Korte [4, 5]. It uses the
idea of an ordinary Turing machine augmented with an oracle. Suppose that
the subject of the computation is a matroid on the ground set E. When queried
about a subset, X , of E, the oracle returns in unit time some information about
X . That information might be the rank of X , or an answer to the question “Is
X independent?”, to mention the two most widely used oracles.
The other approach to matroid complexity uses the standard model of a
Turing machine, but considers as its input only a restricted class of matroids
that can be represented by some ‘succinct’ structure, for instance, a graph, or
a matrix over a field.
A third approach to the study of matroid complexity would, in some ways,
be more natural. A matroid is essentially a finite set with a structured family
∗Current address: School of Mathematics, Victoria University of Wellington, P.O. BOX
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of subsets (we shall not consider infinite matroids). An obvious way to describe
a matroid to a Turing machine is to simply list the subsets that belong to this
family. The advantage of this approach is that any matroid could be received
as input, and not merely those matroids which belong to some restricted class.
The reason this approach has not received as much attention is the concern
that the input will be too large. A result of Knuth’s [8] says that if f(n) is the
number of non-isomorphic matroids on a set of size n, then there is a constant
c such that
log2 log2 f(n) ≥ n−
3
2
log2 n+ c log2 log2 n
for sufficiently large values of n. It follows that if Σ is a finite alphabet and
σ : M→ Σ∗ is an injective encoding scheme that takes the set of all matroids
to words in Σ, then there can be no polynomial function p such that |σ(M)|,
the length of the word σ(M), is bounded above by p(|E(M)|) for every matroid
M . Thus if we wish to use this type of encoding function we must in some
sense abandon the cardinality of the ground set of a matroid as a measure
of its ‘size’. Historically the concern with this type of scheme has been that,
because of the large size of the input, the class of problems that can be solved
in polynomial time will be artificially inflated, and that therefore, in a trivial
way, all algorithmic problems for matroids will be tractable.
In this paper we show that the situation is apparently more subtle than this.
We show that several natural matroid problems are complete in classes thought
not to be equal to P, even using an encoding scheme that works for all matroids:
for instance, the scheme that describes a matroid by listing its independent sets.
A quirk of this approach to matroid complexity is that the difficulty of a
computational problem appears to vary widely according to the type of input.
A problem may be solvable in polynomial time if the input takes the form of
a list of bases, but if the input is a list of circuits the same problem may be
NP-complete.
Before we examine the complexity of matroid-theoretical problems, we define
an order on types of input, and we show how this order acts upon a set of ten
natural methods of description. This work is an analogue of that done by
Hausmann and Korte [6], and Robinson and Welsh [12], comparing different
types of oracles.
Our references for basic concepts, notation, and terminology will be Ox-
ley [11] with regards to matroids, and Garey and Johnson [2] with regards to
complexity theory.
2 Various types of inputs
The ten types of input that we consider are as follows: Rank, Indepen-
dent Sets, Spanning Sets, Bases, Flats, Circuits, Hyperplanes, Non-
Spanning Circuits, Dependent Hyperplanes, and Cyclic Flats.
Of these, some need little explanation. A list of the independent sets, span-
ning sets, bases, flats, circuits, or hyperplanes of a matroid uniquely specifies
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that matroid. Thus the corresponding forms of input will consist simply of lists
of the appropriate subsets.
The Rank input will list each subset of the ground set, along with its rank.
The Non-Spanning Circuits input for a matroidM will specify the rank ofM
and list all its non-spanning circuits. Dually, the Dependent Hyperplanes
input will specify the rank of M and list its dependent hyperplanes.
A cyclic flat is a flat that is also a (possibly empty) union of circuits. It is
known that listing the cyclic flats and specifying their ranks completely deter-
mines a matroid. Therefore the Cyclic Flats input will list each cyclic flat,
along with its rank.
(Note that we have not specified how to describe some exceptional cases,
such as a matroid M with no non-spanning circuits. In this particular case we
will assume that the Non-Spanning Circuits description lists only the rank
of M . Other exceptional cases are easily dealt with in a similar way.)
Suppose that f and g are two functions on the positive integers. If there
exist constants, c1 and c2, and an integer, N , such that c1g(n) ≤ f(n) ≤ c2g(n)
for every positive integer n ≥ N , then we shall write f = Θ(g). Equivalently,
f = Θ(g) if and only if f = O(g) and g = O(f).
Suppose thatM is a matroid on a ground set of size n, and that Input is one
of the types of input discussed above. Let (M, Input) be a word that describes
M via Input. We shall assume that a subset of the ground set is specified by
its characteristic vector. Thus if the Input description involves listing i subsets
of E(M) then |(M, Input)| ≥ ni. We shall consider only ‘reasonable’ encoding
schemes (i.e. those that do not allow, for instance, padding of words). It follows
easily that |(M, Input)| = Θ(ni).
Obviously there are many other natural ways of describing a matroid, but
many are related in a fairly trivial way to one of the methods we have already
discussed. For example, a matroid can be described by listing its cocircuits, but
the cocircuits are exactly the complements of the hyperplanes.
3 A comparison of inputs
It is natural to ask whether one form of description is intrinsically more compact
than another. In this section we attempt to answer that question.
Definition 3.1. Suppose that Input1 and Input2 are two methods for de-
scribing a matroid. Then Input1 ≤ Input2 if there exists a polynomial-time
Turing machine which will produce (M, Input2) given (M, Input1) for any
matroid M .
Suppose that Input1 ≤ Input2. If a problem is in P for descriptions via
Input2 then clearly it is in P for Input1. Similarly, if a problem is NP-complete
for Input1 then the same problem is NP-hard for Input2.
It is clear that ≤ is both reflexive and transitive. The rest of this section
will be devoted to proving Theorem 3.2.
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Theorem 3.2. The ten types of input listed in Section 2 are ordered by ≤
according to the Hasse diagram in Figure 1.
Rank
Spanning Sets Independent Sets
Bases Flats
Circuits Hyperplanes
Non-Spanning
Circuits
Dependent
Hyperplanes
Cyclic
Flats
Figure 1: An ordering of input types.
Theorem 3.2 will follow from the subsequent lemmas.
Lemma 3.3. Rank ≤ Spanning Sets and Rank ≤ Independent Sets.
Proof. To find (M, Spanning Sets) given (M, Rank), a Turing machine need
only write onto its output those subsets whose rank equals r(M). Similarly, to
produce (M, Independent Sets) the machine need only write those subsets
of E(M) whose rank is equal to their size.
Lemma 3.4. Spanning Sets ≤ Bases and Independent Sets ≤ Bases.
Proof. The bases of a matroid are exactly the minimal spanning sets and the
maximal independent sets, so the result follows easily.
Lemma 3.5. Independent Sets ≤ Flats.
Proof. Given the list of independent sets of M , we can create the list of flats
by finding, in turn, the closure of each independent set, and then eliminating
duplications. To find the closure of the independent set I, we check each set of
the form I ∪e, where e /∈ I, to see if it is independent. The element e belongs to
cl(I) if and only if I∪e is dependent. Since |(M, Independent Sets)| = Θ(ni),
where |E(M)| = n and the number of independent sets is i, it is easy to see that
this entire procedure can be accomplished in polynomial time.
Lemma 3.6. Bases ≤ Circuits.
Proof. If B is a basis of a matroid M and e ∈ E(M)−B, then B ∪ e contains a
unique circuit C(e, B), known as the fundamental circuit of e with respect to B.
Since every circuit is a fundamental circuit with respect to some basis, we can
construct the list of circuits of M , given the list of bases, by creating the list
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of fundamental circuits with respect to each of the bases, and then eliminating
duplications.
If B is a basis of M , and e ∈ E(M) − B, we find C(e, B) by comparing
(B∪ e)− f against the list of bases for each f ∈ B. The element f is in C(e, B)
if and only if (B ∪ e)− f is a basis.
The next result follows easily using duality and Lemma 3.6.
Lemma 3.7. Bases ≤ Hyperplanes.
Let the number of bases and cyclic flats in the matroid M be denoted by
b(M) and z(M), respectively.
Proposition 3.8. Let M be a matroid. Then z(M) ≤ b(M).
Proof. The proof will be by induction on |E(M)|. If |E(M)| = 0, then b(M) =
z(M) = 1, so the proposition holds.
Let M be a matroid such that |E(M)| = n > 0, and assume that the
proposition holds for all matroids on ground sets of n − 1 elements. We may
assume that there exists an element e ∈ E(M) such that e is neither a loop nor
a coloop, for otherwise b(M) = z(M) = 1.
Let be(M) be the number of bases of M that contain e, and let be¯(M) be
the number of bases of M that avoid e. Then be(M) = b(M/e) and be¯(M) =
b(M\e). Similarly, let ze(M) be the number of cyclic flats of M that contain e,
and let ze¯(M) be the number of cyclic flats that do not contain e. It is easy to
see that any cyclic flat that does not contain e is also a cyclic flat of M\e, so
ze¯(M) ≤ z(M\e). Moreover, if Z is a cyclic flat of M , and e ∈ Z, then Z − e is
a cyclic flat of M/e. Thus ze(M) ≤ z(M/e), and hence
z(M) = ze(M) + ze¯(M) ≤ z(M/e) + z(M\e).
By the inductive hypothesis, z(M/e) ≤ b(M/e) and z(M\e) ≤ b(M\e), so
z(M) ≤ b(M/e) + b(M\e) = be(M) + be¯(M) = b(M).
Lemma 3.9. Bases ≤ Cyclic Flats.
Proof. Our algorithm for generating the list of cyclic flats, given the list of bases,
will start by constructing the closures of all circuits. At each repetition of the
loop the algorithm will find the closure of the union of every pair of cyclic flats
already on the list.
Suppose that M is a matroid on the ground set E. Note that we can check
in polynomial time whether a set is independent by comparing it against the
family of bases. Hence if A ⊆ E we can use the greedy algorithm to find a basis
I of A. The element e /∈ A is in cl(A) if and only if I ∪e is dependent. It follows
that we can find cl(A) in polynomial time.
From Lemma 3.6 we see that we can find the list of circuits in polynomial
time, given the list of bases. Hence we can also construct the list of closures of
circuits, add the closure of the empty set, and then eliminate duplications from
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the list in polynomial time. This completes the preprocessing the algorithm will
do before entering the loop.
Suppose that Z1, . . . , Zt is the list of cyclic flats that has been constructed
after the loop has been repeated i times. In the next repetition of the loop the
algorithm will take each pair {Zj, Zk} of cyclic flats and find cl(Zj ∪ Zk). At
the completion of the loop the algorithm will add these new cyclic flats to the
list and then eliminate duplications. By Proposition 3.8 the length of the list at
the beginning of the loop will never exceed b, the number of bases. Thus in each
repetition of the loop the algorithm must find the closure of at most b2 unions
of flats. It is easy to see that after r(M) repetitions of the loop the algorithm
will have found every cyclic flat. Finding the rank of these flats can clearly be
accomplished in polynomial time, using the greedy algorithm. Therefore the
algorithm can construct (M, Cyclic Flats) in polynomial time.
Lemma 3.10. Flats ≤ Hyperplanes.
Proof. The flat F is a hyperplane of M if and only if there is no flat, F ′, such
that F ⊂ F ′ ⊂ E(M). This clearly leads to a polynomial-time algorithm.
Lemma 3.11. Flats ≤ Cyclic Flats.
Proof. A flat F fails to be a cylic flat if and only if there is an element e ∈ F such
that F − e is also a flat. This clearly leads to a polynomial time algorithm.
Lemma 3.12. Circuits ≤ Non-Spanning Circuits.
Proof. Given (M, Circuits) a Turing machine can check in polynomial time
whether a subset A ⊆ E(M) is independent. Thus such a machine could find
a basis of M by using the greedy algorithm. Once the rank of M is known the
rest follows easily.
The next lemma follows easily using duality and Lemma 3.12.
Lemma 3.13. Hyperplanes ≤ Dependent Hyperplanes.
To complete the proof of Theorem 3.2 we must show that if Input1 and
Input2 are two types of input and the preceding results do not imply that
Input1 ≤ Input2, then Input1  Input2. It is clear that if Input1 ≤ Input2
then there must exist a polynomial p such that
|(M, Input2)| ≤ p(|(M, Input1)|)
for any matroid M . Thus if there exists a family of matroids M1, M2, M3, . . .
such that {|(Mi, Input2)|}i≥1 is not polynomially bounded by the sequence
{|(Mi, Input1)|}i≥1 then Input1  Input2.
The following proposition follows immediately from transitivity.
Proposition 3.14. Suppose that Input1  Input2. If Input1 ≤ Input3,
and Input4 ≤ Input2, then Input3  Input4.
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Using Proposition 3.14, it is a relatively simple matter to check that the
proof of Theorem 3.2. will be completed by verifying the following cases.
1. Spanning Sets  Flats
2. Independent Sets  Spanning Sets
3. Flats  Non-Spanning Circuits
4. Circuits  Dependent Hyperplanes
5. Hyperplanes  Cyclic Flats
6. Circuits  Cyclic Flats
7. Non-Spanning Circuits  Circuits
8. Dependent Hyperplanes  Hyperplanes
9. Cyclic Flats  Dependent Hyperplanes
Lemma 3.15 (Case 1). Spanning Sets  Flats.
Proof. For n ≥ 1 let Mn be isomorphic to Un−1,n, the n-element uniform
matroid of rank n − 1. The number of spanning sets of Mn is n + 1, whereas
the number of flats is 2n − n. Thus |(Mn, Spanning Sets)| = Θ(n
2), while
|(Mn, Flats)| = Θ(n2
n).
Lemma 3.16 (Case 2). Independent Sets  Spanning Sets.
Proof. For n ≥ 1 let Mn be isomorphic to U1,n. The number of independent
sets in Mn is n+ 1, while the number of spanning sets is 2
n − 1.
We denote the truncation of the matroid M by T (M). If m is a positive
integer then we define mUr,n to be the matroid obtained by replacing each
element in Ur,n with a parallel class of size m.
Lemma 3.17 (Case 3). Flats  Non-Spanning Circuits.
Proof. For n ≥ 3 define Mn to be T (nUn−1,n ⊕ U2,2). Note that Mn contains
n2 + 2 elements. There are n + 2 parallel classes in Mn. It follows that the
number of flats of Mn is at most 2
n+2. However the number of non-spanning
circuits of Mn is exactly n
n + n
(
n
2
)
. Thus |(Mn, Flats)| = O(n
22n+2) while
|(Mn, Non-Spanning Circuits)| = Θ(n
n+2).
Lemma 3.18 (Case 4). Circuits  Dependent Hyperplanes.
Proof. It is not difficult to see that a polynomial-time algorithm that constructs
(M, Dependent Hyperplanes) from (M, Circuits) for any matroid M can
be used to show that Hyperplanes ≤ Non-Spanning Circuits. This con-
tradicts Proposition 3.14, as Flats ≤ Hyperplanes by Lemma 3.10, and
Flats  Non-Spanning Circuits by Lemma 3.17.
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Lemma 3.19 (Case 5). Hyperplanes  Cyclic Flats.
Proof. For n ≥ 3, let Mn be isomorphic to 2Un−1,n. The hyperplanes of Mn
are exactly the sets of n− 2 parallel classes, while any non-empty set of parallel
classes is a cyclic flat as long as it does not contain exactly n− 1 such classes.
Thus the number of hyperplanes is (n2 − n)/2 while the number of cyclic flats
is 2n − n− 1.
Lemma 3.20 (Case 6). Circuits  Cyclic Flats.
Proof. Given (M, Hyperplanes) we can certainly find (M∗, Circuits) in poly-
nomial time. Also, given (M∗, Cyclic Flats) we can find the cyclic flats of
M in polynomial time, since the cyclic flats of M∗ are the complements of the
cyclic flats of M . Moreover it is easy to see that given (M∗, Circuits) we can
find the rank of any subset in M in polynomial time.
Suppose that Circuits ≤ Cyclic flats. The above discussion implies that
Hyperplanes ≤ Cyclic Flats, in contradiction to Lemma 3.19.
Lemma 3.21 (Case 7). Non-Spanning Circuits  Circuits.
Proof. IfMn is isomorphic to Un,2n then Mn contains no non-spanning circuits,
so by definition |(Mn, Non-Spanning Circuits)| = O(n). On the other hand,
the number of circuits is
(
2n
n+1
)
, which is exponential in n.
The next lemma follows using duality and Lemma 3.21.
Lemma 3.22 (Case 8). Dependent Hyperplanes  Hyperplanes.
Lemma 3.23 (Case 9). Cyclic Flats  Dependent Hyperplanes.
Proof. For n ≥ 2 let Mn be the matroid obtained by adding a single parallel
element to a member of the ground set of Un,2n. The only cyclic flats ofMn are
the empty set, the non-trivial parallel class, and the entire ground set. Thus
|(Mn, Cyclic Flats)| = Θ(n). However any hyperplane that contains the
non-trivial parallel class is dependent, so the number of such hyperplanes is(
2n−1
n−2
)
.
With this lemma we have completed the proof of Theorem 3.2.
4 Matroid intersection
It is easy to see that given (M, Input), it is possible to determine in polynomial
time whether or not a subset of E(M) is independent in M . (Henceforth we
assume Input to be one of the types of input discussed in Section 2.) Hausmann
and Korte [6], and Robinson and Welsh [12] show that the standard matroid
oracles can be efficiently simulated by an independence oracle. It follows from
these observations that if a computational problem can be solved by an oracle
Turing machine in time that is bounded by p(n) for any n-element matroid,
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where p is a fixed polynomial, then the same problem can be solved in polynomial
time by a Turing machine which receives (M, Input) as its input.
The converse is not true. Consider the problem of deciding whether a
matroid is uniform. Robinson and Welsh [12] note that a Turing machine
equipped with an oracle cannot solve this problem in time bounded by a poly-
nomial function of the size of the ground set. In contrast, deciding whether M
is uniform given (M, Input) is trivial.
However, there do exist matroid-theoretical problems which are probably
not solvable in polynomial time, even when the input consists of a list of some
family of subsets. One of these is 3-MATROID INTERSECTION.
3-MATROID INTERSECTION
Instance: An integer k and (Mi, Input) for 1 ≤ i ≤ 3, where M1,
M2, and M3 are matroids with a common ground set E.
Question: Does there exist a set A ⊆ E such that |A| = k and A is
independent in M1, M2, and M3?
The fact that this problem is NP-complete was first observed by Lawler [9].
He does not specify a form of matroid input, but he remarks that the problem is
NP-complete for partition matroids (direct sums of rank-one uniform matroids).
It is clear from his comments that a partition matroid is to be described via the
partition of its ground set into connected components. We sketch a modified
version of his proof here.
Theorem 4.1. If Circuits ≤ Input or if Hyperplanes ≤ Input, then
3-MATROID INTERSECTION is NP-complete. However, if Input ≤ Bases
then 3-MATROID INTERSECTION is in P.
Proof. Obviously the problem is in NP. It suffices to prove NP-completeness
only in the case that Input = Circuits or Input = Hyperplanes. We
provide a reduction from the following NP-complete problem.
3-DIMENSIONAL MATCHING
Instance: A set of triples, M ⊆ X1 ×X2 ×X3, where X1, X2, and
X3 are pairwise disjoint sets having the same cardinality.
Question: Does M contain a matching? (A subset M ′ ⊆ M , such
that every element in X1∪X2∪X3 is contained in exactly one triple
in M ′.)
Let M ⊆ X1 ×X2 ×X3 be an instance of 3-DIMENSIONAL MATCHING,
and suppose that Xi = {x
i
1, . . . , x
i
s} for 1 ≤ i ≤ 3. Suppose that M contains
t triples, p1, . . . , pt. We construct three partition matroids, M1, M2, and M3,
on the ground set E = {e1, . . . , et}. Each matroid Mi contains s connected
components, corresponding to the elements of Xi. The connected component
corresponding to xij is equal to {ek | pk contains x
i
j , 1 ≤ k ≤ t}. It is clear
that M contains a matching if and only if M1, M2, and M3 contain a common
independent set of size s.
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It remains to show that (Mi, Circuits) and (Mi, Hyperplanes) can be
constructed in polynomial time. Since the number of circuits or hyperplanes
in a partition matroid is at most quadratic in the size of the ground set this is
easily done.
If Input = Bases then we can find a common independent set of maxi-
mum size by considering the intersection of every triple of bases from the three
matroids. This can clearly be done in polynomial time, so 3-MATROID IN-
TERSECTION is in P if Input ≤ Bases.
Theorem 4.1 shows that 3-MATROID INTERSECTION is either NP-complete
or in P for all but two of the methods of input described in Section 2: The
status of the problem is open for the case that Input = Cyclic Flats or
Input = Flats.
5 The isomorphism problem
The following computational problem has attracted much attention.
GRAPH ISOMORPHISM
Instance: Two graphs, G and G′.
Question: Are G and G′ isomorphic?
GRAPH ISOMORPHISM is thought to be a good candidate for a problem
in NP that is neither NP-complete nor in P (see [2]).
A decision problem that is polynomially equivalent to GRAPH ISOMOR-
PHISM is isomorphism-complete. In this section we show that the analogous
matroid problem is in general isomorphism-complete.
MATROID ISOMORPHISM
Instance: (M, Input) and (M ′, Input).
Question: Are M and M ′ isomorphic?
Lemma 5.1. MATROID ISOMORPHISM is polynomially reducible to GRAPH
ISOMORPHISM.
Proof. A proof can be found in [10], we give here an outline. We must construct a
polynomial-time computable transformation that takes descriptions of matroids
to graphs in such a way that isomorphism is preserved. There are many ways
in which this can be accomplished. The key idea is that a list of characteristic
vectors, representing subsets of the ground set, can be seen as the rows of the
vertex-adjacency matrix of a bipartite graph.
The rest of the demonstration involves refining the transformation so that,
given the unlabelled bipartite graph, it is possible to reconstruct the matroid
description, up to relabelling. This guarantees that the transformation preserves
isomorphism. Thus we must somehow distinguish the vertices that correspond
to subsets of the ground set from the vertices that correspond to elements of
the ground set. In the case that Input relies upon ranks being assigned to
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sets, as is the case when Input = Cyclic Flats, we must find a method of
encoding binary representations of integers in the form of graphs. Constructing a
transformation that satisfies these criteria, and confirming that it is polynomial-
time computable, is an easy exercise.
Next we develop a polynomial transformation from graphs to matroid de-
scriptions. Suppose that G is a simple graph with n vertices, {v1, . . . , vn},
and m edges, {e1, . . . , em}. Assume that n ≥ 3. Let X = {x1, . . . , xn},
X ′ = {x′1, . . . , x
′
n}, and Y = {y1, . . . , ym} be disjoint sets. The matroid Φ(G)
has rank 3, and the ground set of Φ(G) is X∪X ′∪Y . The non-spanning circuits
of Φ(G) are sets of the form {xi, x
′
i}, where i ∈ {1, . . . , n}, and the sets
{{zi, zj , yk} | zi ∈ {xi, x
′
i}, zj ∈ {xj , x
′
j}, and ek joins vi to vj}.
Thus Φ(G) can be formed by placing n parallel pairs, corresponding to the
n vertices of G, in the plane in general position, and placing an element be-
tween parallel pairs that correspond to adjacent vertices, in such a way that no
additional dependencies are formed.
Let G be a graph. The cyclomatic number of G is |V (G)| − |E(F )|, where
F is a spanning forest of G. The bicircular matroid of a graph, G, denoted by
B(G), has the edge set of G as its ground set. The circuits of B(G) are exactly
the minimal connected edge sets of G with cyclomatic number two, known as
bicycles. Thus a set of edges is independent in B(G) if and only if the subgraph
of G it induces contains at most one cycle in every connected component.
Suppose that G is simple and has at least three vertices. Let G◦◦ be the
graph which is obtained by adding two loops at each vertex of G. Then Φ(G)
is isomorphic to the matroid obtained by repeatedly truncating B(G◦◦) so that
its rank is reduced to three.
Suppose that G is a simple graph with n ≥ 3 vertices and m edges. Then
|Φ(G)| = 2n + m. Since m ≤ n2 the number of independent sets in Φ(G)
is O(n6). Thus (Φ(G), Input) can be constructed in polynomial time from a
description of G when Independent Sets ≤ Input.
It is easy to demonstrate that if G and G′ are simple graphs on at least
3 vertices, then G and G′ are isomorphic if and only if Φ(G) and Φ(G′) are
isomorphic. Since GRAPH ISOMORPHISM is generally defined in terms of
simple graphs we have proved the following result.
Lemma 5.2. If Independent Sets ≤ Input, then GRAPH ISOMORPHISM
is polynomially reducible to MATROID ISOMORPHISM.
Using duality we see that (Φ(G)∗, Spanning Sets) can also be constructed
in polynomial time from a description of G, where G is any simple graph with
at least three vertices. Since G and G′ are isomorphic graphs if and only if
(Φ(G))∗ and (Φ(G′))∗ are isomorphic matroids we have proved the following.
Theorem 5.3. If Spanning Sets ≤ Input, or Independent Sets ≤ Input,
then MATROID ISOMORPHISM is isomorphism-complete.
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6 Detecting minors
It is a well known observation of Seymour’s that an oracle Turing machine
cannot decide whether a matroid has a U2,4-minor in time that is polynomially-
bounded by the size of the ground set [13]. We will show that, in general,
deciding whether a matroid contains a minor isomorphic to some fixed matroid
can be done in polynomial time, given a list of the independent sets or some
similar input. It is routine to verify the following result.
Proposition 6.1. Suppose that M is a matroid and that X and Y are disjoint
subsets of E(M). It is possible to construct (M/X\Y, Input) in polynomial
time given (M, Input).
Proposition 6.2. Let N be a matroid and let t be the number of circuits of
N , where t > 0. If M is a matroid on the ground set E, and M has a minor
isomorphic to N on the set A ⊆ E, then there exist circuits, C1, . . . , Ct, of M ,
such that, if X = (C1∪· · ·∪Ct)−A, and Y = E− (A∪X), then M/X\Y ∼= N .
Proof. Suppose thatM/X ′\Y ′ is isomorphic to N , where (X ′, Y ′) is a partition
of E −A. We may assume that X ′ is independent. There are exactly t circuits,
C′1, . . . , C
′
t, in M/X
′\Y ′. For each circuit, C′i, there exists a circuit Ci of M
such that Ci ⊆ C
′
i ∪X
′ and C′i = Ci −X
′. Let X be the set (C1 ∪ · · · ∪Ct)−A
and let Y be E − (A ∪X). It remains to show that M/X\Y ∼= N . Note that
X ⊆ X ′. If X = X ′ then we are done so suppose that x is an element in X ′−X .
Let M ′ = M/(X ′ − x)\(Y ′ ∪ x). To complete the proof it will suffice to show
that M ′ =M/X ′\Y ′. This is elementary.
Let N be some fixed matroid. It is a consequence of Propositions 6.1 and 6.2
that the following problem is, in general, in P.
DETECTING AN N -MINOR
Instance: (M, Input).
Question: Does M have a minor isomorphic to N?
Theorem 6.3. If Input ≤ Circuits or Input ≤ Hyperplanes, then DE-
TECTING AN N -MINOR is in P for any fixed matroid N .
Proof. By duality it will suffice to prove the theorem only when Input is equal
to Circuits. We may assume that we have the list of circuits of N , for we can
construct it in constant time.
Suppose that the ground set ofM is E, where |E| = n, and thatM contains
c circuits, so that |(M, Circuits)| = Θ(nc). Suppose also that |E(N)| = s,
and that N has exactly t circuits. We may assume that t > 0, for otherwise the
problem is trivially in P.
An algorithm to check whetherM has anN -minor could simply work its way
through every subset, A, of E, such that |A| = s, and every set, {C1, . . . , Ct}, of t
circuits ofM . By Proposition 6.1 it is possible to construct (M/X\Y, Circuits),
where X = (C1 ∪ · · · ∪ Ct)−A and Y = E − (A ∪X), and then check whether
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M/X\Y ∼= N in polynomial time. Proposition 6.2 guarantees that if M does
have an minor isomorphic to N , then this procedure will find such a minor.
Checking whether an isomorphism exists between N and M/X\Y will take
some constant time, so the running time of the algorithm is determined by the
number of subsets, A ⊆ E, and the number of families of circuits we must
check. The first quantity is
(
n
s
)
, and the second is
(
c
t
)
, so the running time of
the algorithm is O(nsct). Since s and t are fixed constants the algorithm runs
in polynomial time.
In contrast to Theorem 6.3, Hlineˇny´ shows that problem of deciding whether
M has a minor isomorphic N for a fixed matroid N is NP-complete when the
input consists of a representation of M over the rational numbers [7]. On the
other hand, Geelen, Gerards, and Whittle conjecture that the problem is in P
when the input consists of a representation of M over a finite field [3].
The exponent in the running time of the algorithm described in Theorem 6.3
depends upon N . It is natural to ask whether there is a fixed-parameter tractable
algorithm for DETECTING AN N -MINOR, that is, an algorithm which runs in
time f(N)|(M, Input)|k, where f is a function which depends only on N and
k is a fixed constant. Certainly such an algorithm exists when Input = Rank,
for we can simply consider minors of the form M/X\Y for all disjoint sets X
and Y , and check by brute force whether any such minor is isomorphic to N .
This leads to an FPT algorithm. The existence of such an algorithm when M
is described via an input that lies above Rank is an open problem.
We have shown that detecting a fixed minor can be solved in polynomial
time, in general. However, the problem of detecting a minor which forms part
of the input is in general NP-complete.
MINOR ISOMORPHISM
Instance: (M, Input) and (N, Input).
Question: Does M have a minor isomorphic to N?
Theorem 6.4. If Independent Sets ≤ Input or Spanning Sets ≤ Input,
then MINOR ISOMORPHISM is NP-complete.
Proof. It is easy to see that MINOR ISOMORPHISM is in NP. The following
problem is well known to be NP-complete.
SUBGRAPH ISOMORPHISM
Instance: Two graphs, G and H .
Question: Does G have a subgraph isomorphic to H?
Suppose that the graphs G and H correspond to an instance of SUBGRAPH
ISOMORPHISM. We may assume that G and H are simple and that both
have at least three vertices. Since we can construct either (Φ(G), Input) or
(Φ(G)∗, Input) in polynomial time from the description of G (and the same
statement applies for H), the proof will be complete if we can demonstrate that
G contains a subgraph isomorphic to H if and only if Φ(G) contains a minor
isomorphic to Φ(H). This is easily done.
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Suppose that M is a family of matroids. A natural computational problem
is to ask whether a matroid M has a minor isomorphic to a member of M
with specified size. The proof of Theorem 6.4 can be used to show that if
M = {Φ(Kn) | n ≥ 1} then this problem is in general NP-complete. We will
conclude by showing that the problem is in general also NP-complete when
M = {Ur,n | n ≥ r}, where r is a fixed constant.
Ur,n-MINOR
Instance: (M, Input) and an integer n.
Question: Does M have a minor isomorphic to Ur,n?
Theorem 6.5. If r > 2 is a fixed integer and Independent Sets ≤ Input
then Ur,n-MINOR is NP-complete.
Proof. It is easy to see that Ur,n-MINOR is in NP. We construct a reduction
from the following NP-complete problem.
INDEPENDENT SET
Instance: An integer k and a graph G.
Question: Does G contain an independent set of k vertices?
Let r > 2 be a fixed integer. Suppose that the integer k and the simple graph
G are an instance of INDEPENDENT SET. Let m be the number of edges in
G. Let t be ⌈(r− 1)/2⌉, and let tG◦ be the graph obtained by adding a loop to
each vertex of G and then replacing each non-loop edge with a path of length
t. The matroid Φr(G) is the bicircular matroid of tG
◦, repeatedly truncated so
that its rank is equal to r.
Checking whether a set of edges of tG◦ is independent in B(tG◦) can cer-
tainly be done in polynomial time. Since r is a fixed integer, and no independent
set of Φr(G) exceeds r in size, it follows that (Φr(G), Input) can be constructed
in polynomial time as long as Independent Sets ≤ Input.
We complete the proof by showing thatG has an independent set of k vertices
if and only if Φr(G) has a rank-r uniform minor of size k +mt.
Every non-loop cycle of tG◦ contains at least 3t edges, so if a bicycle of tG◦
contains at most one loop, then it has size at least 3t + 1. This quantity is
greater than r, as r ≥ 3. If a bicycle contains two loops, then either it contains
exactly t + 2 elements, or its size is at least 2t + 2. It is straightforward to
confirm that t+ 2 ≤ r and that 2t+ 2 > r. This shows that the non-spanning
circuits of Φr(G) are exactly the sets containing the t edges in a path joining
two vertices of G and the two loops incident with those vertices.
Suppose that G contains an independent set of k vertices. These vertices
correspond to k loops of tG◦. The set containing these loops and all the non-
loop edges of tG◦ cannot contain a non-spanning circuit of Φr(G), by the above
discussion. Thus restricting Φr(G) to this set of k+mt elements gives a uniform
minor. We may assume that m ≥ 3, so k + mt is certainly no less than r.
Therefore Φr(G) contains a rank-r uniform minor with k +mt elements.
For the converse suppose that Φr(G) has a rank-r uniform minor on the
set A, where |A| = k + mt, and assume that G has no independent set of k
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vertices. The number of non-loop edges in A is at most mt. Suppose that A
has been chosen so that it contains as many non-loop edges as possible. Now A
contains at least k loops, so there must be a pair of loops, l and l′, in A that
correspond to adjacent vertices in G. Therefore one of the t edges that join l to
l′ in tG◦ does not belong to A. Let us call this edge e. Then (A− l)∪e contains
no non-spanning circuits of Φr(G), and our assumption on A is contradicted.
Therefore G has an independent set of k vertices.
If r ≤ 2 then Ur,n-MINOR is trivially in P. Using duality, we can show
that the problem of deciding whether M has a minor isomorphic to Un−r,n is
NP-complete for fixed values of r > 2 as long as Spanning Sets ≤ Input.
7 Open Problems
In this summary section we collect some open problems. 3-MATROID INTER-
SECTION is known to be either in P or NP-complete for all but two of the types
of input mentioned in Section 2. The status of the problem is open when Input
is either Cyclic Flats or Flats. MATROID ISOMORPHISM is NP-complete
for all forms of input, except possibly Rank. Deciding if MATROID ISOMOR-
PHISM can be solved in polynomial time when the matroids are described via
the rank of each of their subsets is an open problem. More generally, it would
be interesting to know if there is any ‘natural’ computational problem which is
NP-complete for the Rank input.
DETECTING AN N -MINOR is known to be in P for all forms of input
except Non-Spanning Circuits, Cyclic Flats, and Dependent Hyper-
planes. The status of the problem for these types of input is unknown. The
existence or otherwise of an FPT algorithm for MINOR ISOMORPHISM is
known only when Input = Rank. Otherwise the problem is open.
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