ABSTRACT Android malware severely threaten system and user security in terms of privilege escalation, remote control, tariff theft, and privacy leakage. Therefore, it is of great importance and necessity to detect Android malware. In this paper, we present a combination method for Android malware detection based on the machine learning algorithm. First, we construct the control flow graph of the application to obtain API information. Based on the API information, we innovatively construct Boolean, frequency, and time-series data sets. Based on these three data sets, three detection models for Android malware detection regarding API calls, API frequency, and API sequence aspects are constructed. Ultimately, an ensemble model is constructed for conformity. We tested and compared the accuracy and stability of our detection models through a large number of experiments. The experiments were conducted on 10010 benign applications and 10683 malicious applications. The results show that our detection model achieves 98.98% detection precision and has high accuracy and stability. All of the results are consistent with the theoretical analysis in this paper.
I. INTRODUCTION
Android has become the first choice for many handset makers and other intelligent devices. According to Gartner [1] , the global sales of Android-powered smart phones ranked first in 2017, accounting for 84.1% of all smart phone sales. However, the Android system is often attacked by malicious software. In 2017, Symantec [2] intercepted an average of 24,000 mobile phone malwares per day. In contrast to other platforms, Android allows for installing applications from unverified sources, such as third-party markets, which makes it easier for a malicious code developer to attack it. According to statistics, 17% of all Android applications are malware [3] . It is essential and of great importance to stop the proliferation of malwares on Android markets and smart phones.
The Android platform provides several security measures, most notably the Android permission system to prevent malicious software. To perform a certain task that needs Android
The associate editor coordinating the review of this manuscript and approving it for publication was Lin Bai. permission, such as the location permission, each app has to explicitly request permission from the user during installation time or running time. However, without better understanding of Android permission, the users usually grant permission to unknown applications. As a consequence, the permission system can hardly guarantee realistic security.
Nowadays, a large number of researchers and companies began research on android malware. In industry, several companies have developed mobile anti-virus software and detection machines for Android malware detection. Among which Google introduced the latest machine learning modules and technologies which have significantly improved Google Play's security detection capabilities. While in academia, there are many articles on Android malware detection at conferences, in journals and on the Internet. Many are about an overview of Android security. For example, Enck et al. [4] elaborated on the Android system security model and the development of secure applications. Others are about Android malware. For example, Zhou and Jiang [5] systematically researched more than 1200 malicious software discovered from August 2010 to October 2011 and established data sets about malware installation methods, malicious behavior activation method and attack payloads; DroidRanger [6] extracted malicious features through a manual analysis of known malwares and used heuristic rules to detect unknown malware. Many articles are about analysis and discussion of specific issues. For example, in order to solve the privacy leakage, McGill University designed a real-time monitoring system AppAudit [7] to monitor Android applications and detect whether there is a privacy leak in the application. As for vulnerabilities existing in Android systems, Felt et al. [8] analyzed the Android malware and found that there were loopholes in the Android platform, and conducted an in-depth study of the vulnerability; ComDroid [9] researched Android communication vulnerabilities, and initially solved the vulnerability of intentional information theft and forgery. Machine learning algorithms have been proved to be reliable and accurate in many problems [10] , [11] , and have also been used to detect Android malware. For example, McLaughlin et al. [12] constructed a malware detection system by using a convolutional neural network algorithm to analyze the application's byte code sequence.
In this paper, we present a machine learning method for Android malware detection which can automatically detect known and unknown types of malware if it belongs to the malware types that we have analyzed. In our methods, we first de-compile the Android application and construct the control flow graph (CFG) from the source code. Then we extract Application Program Interface (API) calls from the CFG and build three different types of API data sets:Boolean data sets, frequency data sets and chronological data sets. We build 3 detection models: API Usage Detection Model, API Frequency Detection Model and API Sequence Detection Model based on the data sets using machine learning methods.
The experiment with 10010 benign applications from AndroZoo [13] and 10683 malwares from Android Malware Dataset (AMD) [14] , [15] shows that our methods are effective: the API Usage Detection Model detects 95% of the malware samples with a false-positive rate of 6.2%. The API Frequency Detection Model detects 97% of the malware samples with a false-positive rate of 9.1%. The API Sequence Detection Model detects 99% of the malware samples with a false-positive rate of 2.9%. So far, our methods are the first to construct chronological datasets of the Android application using static detection methods and the Long Short-Term Memory (LSTM) algorithm to build the detection model.
In summary, the contributions of this paper are as follows: 1) We extracted system APIs from the application's control flow graph and built 3 different data sets. Compared to extracting APIs directly from the application source code, this method reduces the number of redundant APIs which will reduce the analysis time and improve detection efficiency.
2) We build 3 different detection models using machine learning algorithms based on each data sets. Machine learning methods can predict the type of data according to its training model. Thus, not only can we detect known malwares, but unknown malwares can also be detected.
3) We propose a method to build chronological API data sets using statical analysis methods and use LSTM to analyze them. Compared to traditional data sets: Boolean data sets, frequency data sets, and chronological API data sets are more accurate in characterizing an application.
The rest of this paper is organized as follows. Section 2 introduces the control flow graph construction and gives an overview of our detection architecture. Section 3 presents our three detection models: API usage detection model, API frequency detection model and API sequence detection model. Evaluation and comparison of these three detection models are presented in section 4. Section 5 discusses related works and future works. Section 6 concludes the paper.
II. PRELIMINARIES A. CFG CONSTRUCTION
We use FLOWDROID to do this job. FLOWDROID is an open source framework which performs the statical taint analysis for Android applications. It builds a precise model of the Android's lifecycle, allowing the analysis to properly handle callbacks invoked by the Android framework, while context, flow, field and object-sensitivity allow the analysis to reduce the number of false alarms [16] . The CFG builds the android application for accomplishing the taint analysis based on our method, but the taint analysis is useless for us as our aim is not at privacy leak. So, we modified the source code of FLOWDROID, replacing the taint analysis with our method.
A control flow graph represents all the flows of control that may arise during program execution [17] . In our methods, CFG is a directed graph G = (N, E, entry) presented in figure 1(a), while figure 1(b) represents the corresponding source code, where N is a node set, and each API in the program (including system API and user-defined API) represents one node; E is the edge set and E = {< n 1 , n 2 > |n1, n2 ∈ N and n2 may be executed immediately after n1} ; and entry is the entry node of the program. Each java application has an entry function main (), so, we can treat main() as an entry of a Java application. Each corresponding Android application contains onCreate () in a package android.app.Application which can be used as an entry function of an Android application.
As Figure 1 (a) shows, one circle represents an element of node set N ; an arrow represents the calling relation. For example, an arrow from a() to b() means a() calls b() in the source code shown in Figure 1(b) . So, corresponding to this graph, CFG will be represented as (N, E, entry) where the node set dummyMainMethod() which is an alias for onCreate() in order to relate to the Java main() method.
B. INFORMATION EXTRACTION
Usually, malicious applications use dangerous APIs to achieve certain targets. For example, privacy leaking will happen by using SMS APIs to get private information and sending them though a network with network APIs. This kind of malware can be detected by analyzing the usage of APIs. However, some malicious behavior will use normal APIs many times. For example, DOS attack will happen by constantly using network APIS. Thus, by analyzing the frequency of APIs, these kinds of malwares will be detected. Although this type of information helps to detect malware, it is not accurate enough. A benign application will use the same APIs intermittently during the application lifetime which makes it difficult to detect by analyzing the frequency. However, by analyzing the order of APIs, we can easily solve this problem. What's more, by analyzing the chronological API sequence, we will obtain its behavior.
Therefore, in our methods, we focus on three kinds of information in an application: the usage of APIs (which APIs the application uses), the API frequencies (how many times the application uses APIs) and API sequence (the order the application uses APIs). All of this information can be extracted from CFG and will be presented in the following forms.
1) API USAGE FORM
In this form, the information will be presented as a set 
2) API FREQUENCIES FORM
In this form, we use a set of key value pairs F = {<
where API n indicates one API in set K, and f n indicates the times that API n appears in CFG to express the information.
3) API SEQUENCE FORM
A chronological API sequence R = {r 1 , r 2 , . . . , r n . . .} (each r represents an API) which means if i < j, API i will be called earlier than API j in the executed path of the application used to express the information.
C. DETECTION ARCHITECTURE AND OVERVIEW
The architecture of our detection architecture is shown in Figure 2 . In our methods, we train 3 detection model based on the features in CFG (section 2.2): API Usage Detection Model, API Frequency Detection Model and API Sequence Detection Model.
1) TRAINING STAGE
The data we train for this stage are the key set K =
. .} and API sequence R = {r 1 , r 2 , . . . , r n . . .} of CFGs are extracted from malicious applications and benign applications. We train a 2-class classification model for different data sets with different algorithms.
2) DETECTION STAGE
For each new arrived APK, the CFG will be constructed and K , F and R will be obtained based on the CFG. We use the three models to classify the K , F and R. If the result of the classification is malicious, we consider that the APK is malicious.
III. MALWARE DETECTION
We use the three detection models to detect malware. In the rest of this section, we introduce the methods to build the three models in detail and how to detect malware with the models.
A. API USAGE DETECTION MODEL 1) DATASET Construction
In our CFG, the node set N contains all of the nodes of CFG and each node is presented as an API. So, we can get VOLUME 7, 2019 the API usage of CFG simplify by traversing its node set. For example, in the CFG shown in Figure 1 , the node set
After we traverse this set, we obtain the API's usage set K = {dummyMainMethod, a, b, c, d, e, f , g} (we only take the API name into considerarion).
As the number of user-defined APIs are infinite and the user-defined APIs will always call the system API to accomplish a certain task, we remove the user-defined APIs during analysis and only the system APIs remain (here the system API in our methods is the API that Java Developer's Kit (JDK) and Software Development Kit (SDK) contain). The total number of system APIs is a constant. Let S = {API 1 , API 2 , . . . API m } be the total system API set (suppose the total number of system APIs is m). There are two methods to obtain S : first, looking it up in the JDK and SDK documents and collecting the system APIs manually; second, using the self-learning methods. In our methods, we choose the second method.
2) SELF-LEARNING METHODS
We build a Boolean data set based on S and K . In the Boolean data sets, the attributes are the APIs in set S plus a classification label, and the value is a matrix of 0 and 1 (we use 0 to indicate that the API does not appear in set K while 1 indicates that it appears. As for the classification value, 0 represents benign and 1 represents malicious). For example, assuming S = {a, b, c, d, e, f , type}, K 1 = {a, c, f } and is extracted from a malicious CFG, K 2 = {b, d, e} and is extracted from a benign CFG, then the vector of K 1 will be {1, 0, 1, 0, 0, 1, 1} and the vector of K 2 will be {0, 1, 0, 1, 1, 0, 0}.
In each CFG, we can obtain a K = {API 1 , API 2 , . . . API n }; obviously, K ⊆ S. With the number of CFG increasing, we will get numerous K . We combine all of these K together and remove the duplicated APIs. In this way, the total system API set S is obtained.
3) TRAINING STAGE
Discrete and with each attribute having only 2 values, our data sets can be analyzed with a decision tree algorithm. C4.5 is an algorithm used to generate a decision tree which can be used for classification. In the top ten algorithms of data mining, the C4.5 algorithm ranks first [18] . So, we choose the C4.5 algorithm to train a 2-class classification model. In the training stage, we build a decision tree based on the Boolean data sets. There are 2 classes in our data sets (malicious and benign), and each attribute has 2 kinds of values (0 or 1). Assume the data set is D, and the class set is C(C = {malicious, benign}). In the first step, we calculate the information gain ratio of each attribute in S and choose the attribute with the largest value as the root of the tree. Then, we partition D into corresponding subsets D 1 , D 2 based on the value of the chosen attribute. We apply the same procedure recursively to each subset until each subset belongs to the same class. After the recursion is done, a decision tree is built.
4) TESTING STAGE
To test whether an incoming K is malicious or benign, we use the decision tree built during the training stage to test: Let K = {API 1 , API 2 . . . API n , . . .}. Suppose the root of the tree is attribute API k , we choose one branch of the tree root according to the value of API k in set K . We apply the same procedure recursively to each subset and finally the classification result of K will come out.
B. API FREQUENCY DETECTION MODEL 1) DATA SET CONSTRUCTION
Identically, we only construct the data sets of system APIs. Since our CFG is a directed graph [19] , we use the BFS (breadth-first search) algorithm [20] to traverse its node. The result of each traversal is stored in a key-value pair form where the key is the node represented as API and the value includes the frequencies where the node appears. As an example in figure 1, suppose the frequencies set is F = {<
We take the same methods to update F until the traversal finishes and finally
We built frequencies datasets based on F and S (the whole system API set). In the data sets, the attributes are the same as Boolean data sets but the attribute values are no longer 0 and 1. The attribute value is a matrix of 0 and an integer number indicates the frequencies of the API. For example, assuming S = {a, b, c, d, e, f , type}, F 1 = {< a, 10 >, < c, 50 >, < f , 25 >} and is extracted from a malicious CFG; F 2 = {< b, 20 >, < d, 15 >, < e, 22 >} and is extracted from a benign CFG, then the corresponding vector of V 1 will be {10, 0, 50, 0, 0, 25, 1} and the vector of V 2 will be {0, 20, 0, 15, 22, 0, 0}(here 0 indicates benign CFG and 1 indicates malicious CFG).
2) TRAINING STAGE
As each attribute value in our data set is a continuous integer, it will be complicated for the decision tree algorithm to build the model. However, DNN (deep neural network) is able to learn patterns in the numerical vectors form and can classify or cluster raw input. Therefore, we use the DNN algorithm instead. In this stage, a 2-class classification model is trained with the DNN algorithm based on the training sets. That is, for each vector V = {f 1 , f 2 , . . . f n , label}. The algorithm will calculate and update the coefficients based on input f k to make the results of the label equal to the input label.
3) TESTING STAGE
For each vector V , we calculate the classification result with input f k and the coefficients trained in the training stage, and compare the result with the input label. We use standard classification metrics such as Precision, Recall and F-measure to test the performance of the model.
4) THE DNN APPROACH
DNN is part of the broad field of AI, which is the science and engineering of creating intelligent machines that have the ability to achieve goals like humans do [21] . Figure 4 shows a single DNN neural and the expanding network.
The top of Figure 3 shows a single DNN neural. In the DNN network, each DNN neuron maintains state and passes it to the next neural. The output state is calculated with the input, weights values and bias which satisfy z = W i ×f i +b plus an activation function σ (z) where f i is the input and σ (z) is the output state. An h-layer DNN network is shown in the button of Figure 4 . DNN network will calculate a proper W and b to make the output equal to or very close to the sample output as much as possible during training. In other words, given a V = {f 1 , f 2 , . . . f n , label}. DNN will calculate the label based on {f 1 , f 2 , . . . f n } using some mathematical formula expressed with W and b, i.e. z = W i ×f i +b. After each calculation step, W and b will be updated to a proper value to make the calculated label equal to or very close to the input label.
After the training is done, we can predict the output for an input {f 1 , f 2 , . . . f n , label}. By comparing the output with the input label, we know whether the prediction is correct.
C. API SEQUENCE DETECTION MODEL
In fact, an application will call a set of APIs sequentially to accomplish a certain function. These chronological API sequences are the best for characterizing an application. In the rest of the manuscript, we introduce how we construct and analyze the chronological API sequences. Figure 4 shows the process how we construct an API sequence. In FLOWDROID, each API is represented as a class MethodOrMethodContext. The edge of CFG is presented as two APIs: source API and target API, which are stored in an array. When FLOWDROID analyzes an application, it will store the edge in the order that the API appears in the application. So, the edges in the array are chronological. We use DFS (depth-first search) [22] to traverse the array. In each traversal, we obtain a route of APIs call a sequence. After all the traversala are done, a set of the route is obtained. We take the last API of each route in order and combine them to form a chronological route. Let us take the CFG in figure 1 as an example; after the traversal is done, we get 7 routes:
Then, we take the last API in each route in order, combine them together and we get a chronological route of the CFG i.e. d() > e() > f () > e() > f () > f (). Here, we need to point out that: 1) In general, the last API in each route is the system API, as user-defined APIs will always call the system APIs. This means the chronological route of the CFG is formed from system APIs.
2) The edges in the array are chronological, and when we use the DFS algorithm to traverse the array, the earliercalled API should be traversed earlier. The final route is chronological, and corresponding to our example, a() is called earlier than b(), b() is called earlier than c(), and d() is called earlier than b(). . .
2) ROUTE DIGITIZING
Let R = {API 1 , API 2 , API 3 , . . . , API n } be the chronological route of CFG, and let S be the whole system API set as any API k in R must be an element of S. We use the index of API k in S to present API k . For example, assuming R = {a, e, c, d} and S = {a, b, c, d, e, f }, then we can translate R into digital form {1, 5, 3, 4} (the index of the first element in S is 1).
3) DATA SET CONSTRUCTION
We build a chronological data sets with R, S and the class the corresponding CFG belongs to. That is, assuming R 1 = {a, b, c, f } and is extracted from a malicious CFG and R 2 = {e, e, a, b} and is extracted from a benign CFG, S = {a, b, c, d, e, f }, then the vector of R 1 in our data set is {1, 2, 3, 6, 1} and the vector of R 2 is {5, 5, 1, 2, 0}(here 0 indicates benign and 1 indicates malicious). We split the data sets into training sets and tests sets based on the split ratio.
4) TRAINING STAGE
We use the LSTM algorithm to train a 2-class classifier based on the training set. That is, for each input vector R = {r 1 , r 2 , . . . , r n , label}. The algorithm will calculate and update the coefficients based on the input rk to make the result equal to or close to the input label.
5) TESTING STAGE
For each input R = {r 1 , r 2 , . . . , r n , label} in the testing set, we calculate the classification result with input r k and the coefficients trained during the training stage, and compare the result with the input label. We use standard classification metrics such as Precision, Recall and F-measure to test the performance of the model.
6) THE LSTM APPROACH
LSTM is a recurrent neural network (RNN) architecture that has been designed to address the vanishing and exploding gradient problems of conventional RNNs. Unlike feed forward neural networks, RNNs have cyclic connections making them powerful for modeling sequences [23] . Thus, our methods use LSTM for malware detection from an API sequence.
Our LSTM network is trained to maximize the probability of having a classification result 0 or 1 on the training data set. Which means, it learns a probability distribution {Pr(label = 0|r 1 , r 2 , . . . , r n ) Pr(label = 1|r 1 , r 2 , . . . , r n )} which maximizes the probability. Figure 5 shows how we use LSTM to train our datasets. The left is a single LSTM cell. The state of an LSTM cell will be passed to the next cell together with the input data to calculate the new state of the next cell. This is the way that historical information is passed on and maintained in a single LSTM block and why LSTM can process sequential datasets.
After expanding a single LSTM cell by layer, a series of LSTM cells form a one layer LSTM network shown in the middle of Figure 5 . A hidden vector Ht and a cell state vector St is maintained in each cell and will be passed to the next cell to calculate its state. In our methods, one LSTM cell represents an API in a route vector. Therefore, one layer of the LSTM network consists of l (where l is the length of the route) LSTM cell.
By unfolding a layer LSTM network, we obtain a multi-layer LSTM network shown in Figure 5 . In our methods, we choose different numbers of layers to test its performance. We use the hidden state of the previous layer as the input of each corresponding LSTM cell in the next layer.
In the multi-layer LSTM network, each LSTM cell will do the following things with the input data(r t ) and the output of previous cells(H t−1 ) during training: 1) calculate and maintain its states S t ; 2) calculate output H t . The calculation is done by using some gate function (in the LSTM network, there are three gates in each cell, i.e. the input, output and forget gates that provide continuous analogues of write, read and reset operations for the cell). Each gating function is parameterized by a set of weights to be learned.
The whole process of the training stage is to calculate proper weight values to make the output equal to or very close to the sample output as much as possible with the input data of the training data set. In our methods, the input data is the API sequence and the output is the class (0 or 1) that the API sequence belongs to.
After training is done, we can predict whether the API sequence is malicious or benign.
D. COMBINATION METHOD
The most widely used method for model combination is Boosting, a machine learning ensemble meta-algorithm for improving accuracy, which converts weak learners to strong ones. As is discussed above, each of the detection models can respectively extract API features and give prediction results. However, the performance in Sec.IV shows that the three detection models are far better than weak learners. Thus, we adopt soft voting to implement the combination method.
To implement the combination detection, we extract three kinds of dataset, the API usage data, the API frequency data and the API sequence data, from Android package files. The result generated by a model is either 1 or 0 which represents a malicious or benign prediction. The classification accuracy of each model is used as its weight and the weighted sum of three models serve as the final detection result. The package file whose weighted sum is more than half of the total weight will be predicted malicious, otherwise benign.
IV. PERFORMANCE EVALUATION
Our experiment is carried out with 10010 benign applications from AndroZoo [13] and 10683 malwares from AMD [14] , [15] . In order to ensure the accuracy of malicious and benign applications, we send each sample application to the common 4 anti-virus scanners (McAfee, 360 Security Guard, Kingsoft Antivirus, Norton). We flag the application as malicious when it is detected by one or more of these scanners. In the rest of this section, we show evaluations of each detection model. Since all of our detection models are classification models, we use standard classification metrics such as False Positive Rate (FPR), Precision, Recall and F-measure. FPR = 
A. API USAGE DETECTION MODEL
We first split the total data into 10 parts, each of which consists of 1000 sets of benign API usage data and 1060 sets of malicious API usage data without repetition (constructed from benign and malicious applications respectively). In our 10 iterations of cross validation one part of the dataset serves as the test data and the other are the training data.
We do the same process to construct the test sets. The performance with different split ratios is shown in Figure 5 .
In total, the model performs well as the average precision of API usage model is 96.81% with a worst F-score of 95.22% and a worst FPR of 5.30%. From the result we can obtain our detection model to detect malware with great feasibility.
B. API FREQUENCY DETECTION MODEL
To test the model, we first vary the number layers with 4000 sets of training data and 2000 test data. The ratio of malicious and benign applications is 1:1 in both of the dataset. Table 1 presents that the FPR comes to a low level when there are 8 hidden layers. With the number of layers increasing to 16 and 32, there is no obvious improvement in precision and recall. It is appropriate to set the number of layers to 8 in this model.
We carry out the same experiments on our API frequency dataset constructed from the same Android applications as the API usage detection model does.
As is shown in Figure 7 , the average precision reaches 97.70% with a worst F-score of 96.55% and a worst FPR of 3.50%. In average, the API frequency detection model successfully reduces the FPR compared with API usage detection model, which means fewer benign applications are predicted as malware.
C. API SEQUENCE DETECTION MODEL
In Table 1 , we also vary the value of layer numbers of API sequence model. Similarly, 8 layers are suitable. Figure 8 provides the result of the similar experiment we have done in other two models. The average precision of API usage model is 98.45% with a worst F-score of 98.25% and a worst FPR of 2.40%. In total, the performance is fairly stable with respect to different values.
D. COMBINATION AND COMPARISON OF THREE MODELS
In this section, we utilize a voting classifier to combine these three models. Table 2 provides the FPR, precision, recall and F-score in average of the ensemble model along with three sub-models.
We compare the performance of these ensemble model and three sub-models from two aspects: accuracy and resource consumption. In the resource consumption test, we use a windows resource monitoring tool Perfmon to monitor the CPU and memory consumption when the models run.
1) ACCURACY COMPARISON
As illustrated in Table 2 , the API sequence model has the best result Among these sub-models while the API usage VOLUME 7, 2019 detection model has the worst. However, all models perform well with each F-score value over 96% and FPR under 4%. Based on these three sub-models, the ensemble model successfully makes a slight improvement that the precision reaches 99.15% with the FPR of 1.58%.
2) RESOURCE CONSUMPTION COMPARISON
Perfmon obtains the resource that all of the applications consume, including our models. In order to get our model's resource consumption, we used Perfmon to monitor the application's resource consumption when there are no model runs. Then, the accurate model's resource consumption is obtained by the model's resource consumption minus the application resource consumption.
4 screenshots in Figure 11 show the result. The subfigure (a) shows the application's resource consumption when there are no models running. Obviously, the CPU consumption is around 0 and the memory consumption is around 17%. The sub-figure (b) shows the API usage detection model resource consumption. From the result we can obtain that the CPU and memory consumption is stable with around 27% CPU consumption and 20% memory consumption (actually 3%). The sub-figure (c) and (d) show the API frequency model and API sequence model resource consumption. In these two sub-figures, the CPU consumption is high in the beginning, then it goes down and becomes stable. We know that in the model constructing stage there are more computing steps, that is why the consumption is higher in the beginning. After the model is constructed, the testing stage does less computing and becomes stable.
In total, after the model is constructed, our detection model consumes little and has a stable resource, which allows it to be applied to mobile devices as well.
E. COMPARISON WITH OTHER METHODS
In order to prove our detection methods are effective, we compare our methods with other well-known detection methods by experiment. Table 1 shows the experiment result.
The 10600 malicious samples and 10000 benign samples we selected respectively come from AMD and AndroZoo. We have tested each sample to the common 4 anti-virus scanners :McAfee, 360 Security Guard, Kingsoft Antivirus and Norton to ensure the reliability. From TABLE 3, we can obtain that our ensemble detection model has the highest accurate rate. 
V. RELATED WORKS
Numerous methods have been proposed to detect android malwares. And which can be basically divided into two categories
A. STATIC DETECTION METHODS
Static methods is the first approach proposed to detect android malwares. Among which, many use permission based methods: Mahindru and Singh [26] detect malwares based on the dynamic permissions methods; Adrienne et al. [27] build a tool to detect over privilege in compiled Android applications; AndroidLeaks [28] automatically finds potential leaks of sensitive information based on maps of permissions and APIs. Although simple and efficient, the permission based methods are not practical as modern Android applications must request the permission before installing. What's more, the permissions should be granted in application running time.
Thus, API based approaches have been proposed. DREBIN [29] build a SVM detection model based on APIs and many other information of an application. R-PackDroid [30] detects ransom wares based on system API package. Fan et al. [31] build a detection system based on the API log information. Although they are accurate and efficient, the analyzed APIs are extracted from either source code or from de-compiled files. Compared to APIs extracted from CFG (as our methods do), they contains many redundant APIs. In our methods, we also analyze the APIs, but we extracted them from CFG of the application.
Many approaches focus on the structure features of CFG. Gascon et al. [32] build a structural feature map based on function call graphs and use a linear SVM to analyze them. Cesare and Xiang [33] construct a malware signature by the set of control flow graphs and detect with feature matching techniques. Kruegel et al. [34] detect worm applications based on the structural of the CFG of a worm application and use graph coloring technique to classify the structures. Although these methods performs well, the structure of a CFG is complex. Besides the features database should be huge enough to cover all the features and be updated regularly and what's more they can only detect known type malwares. So, in our methods, we only extracted APIs from CFG and let machine learning methods do the analyzing job.
Machine learning methods have advantages in detecting unknown malwares. Hou et al. [35] develop an intelligent malware detection system using cluster-oriented ensemble classifiers. Atici et al. [36] construct a CFG in grammar forms and use various classification methods to analyze them. DroidScribe [37] builds a classification models based on runtime behavior. McLaughlin et al. [12] utilize CNN to build an android malware detection system based on opcode sequence from a disassembled program. Though, these methods performs well, they cannot detect the chronological features of applications. The chronological features may help to understand what an application does.
B. DYNAMIC DETECTION METHODS
TaintDroid [38] tracks the sensitive information of an application in real time to protect the privacy of the users. DroidScope [39] monitors application behaviors at three different platform layers. Chen et al. [40] generate API CFG based on the real-time behaviors of software and use data mining methods to analyze them. Although able to detect malwares at runtime, they cannot be deployed in the smart phone to detect malwares directly. Besides, in order to get as much information as possible, one should trigger all the application functions manually.
VI. CONCLUSIONS
In this paper, we present methods to detect Android malwares. We de-compile the android applications and construct the CFG of each application. We construct 3 kinds of system API data sets: API usage data sets (indicates which API the CFG contains), API frequency data sets (indicates how many times the CFG uses corresponding API) and API sequence data sets (indicates what the API sequence appearing in CFG is) sets based on the CFG. As far as I know, we are the first to construct the API sequence data sets of an android application. For each data sets, we build a 2-class classification model and use the model to detect whether the incoming application is malicious. We evaluate the accuracy of each model using standard classification metrics -Precision, Recall and F-score -and compare the performance of these three model. With the combination method, an ensemble model is constructed and achieves 98.98% detection precision.
In the future we would but are not limited to do the following works:
• Addressing the malicious APIs position in source code.
In DeepLog [23] , Du et al. build a workflow model for anomaly log detection and with which the uses can diagnose the anomaly. Inspired by this approach, we can build an APIs workflow to diagnose malwares and find the root cause of malicious behavior.
• Detecting the malicious families that malwares belong to. In this paper, the models we build are 2-class classification models, which means we can only determine whether the application is malicious or not. In the future, we will build a multi-class classification model to determine which malicious family the application belong to if detected malicious. 
