Abstract. The goal of this article is to establish tauberian theorems for the k-summability processes defined by germs of analytic functions in several complex variables. The proofs are based on the tauberian theorems for k-summability in one variable and in monomials, and a method of monomialization of germs of analytic functions.
Introduction
This paper aims to be a step towards a general theory of multisummability in several variables, related with the notion of asymptotic expansion with respect to an analytic germ.
More precisely, consider a wide range of analytic problems, as differential, difference equations, or any other kind of more general functional equations. We can distinguish two situations when we search for local solutions at a point. At non-singular points it is customary to obtain analytic solutions under mild assumptions. It is at singular points where formal solutions occur. They can consist of formal power series including logarithms, exponential series or even more complicated objects. Then the question of how to associate a true solution to a formal one is of great importance in the understanding of the given problem.
Borel summability and more generally k-summability are classical and have proved to be efficient summability methods in one variable to approach such problems, see [9, 1] . For instance they have been successfully applied to holomorphic ordinary differential equations at irregular singular points and to families of partial differential equations in two variables of non-Kowalevskian type. Unfortunately these methods are not powerful enough to sum all formal power series solutions of the previous problems. A fundamental result in the theory of holomorphic ODEs at singular points is the multisummability of its formal power series solutions: every formal solution can be built from k-summable series for different values of k. A cornerstone in the theory of multisummability is the following tauberian condition (see Theorem 5.1): a series k-summable for two different values of k is convergent.
For several variables the same questions appear when facing for instance singularly perturbed ordinary and partial differential equations. In previous works of the authors, k-summability in a monomial has been used effectively in these problems. In fact, the concept was investigated in detail for two variables in [3] and applied to doubly singular equations. Then it was also used in [4, 5] to sum formal power series solutions of singularly perturbed first order partial differential equations using a Borel-Laplace analysis adapted to this situation. their previous work [3] with M. Canalis-Durand for monomials. This theory has been proved to behave well under blow-ups and it is also stable under the usual algebraic operations and differentiation. The authors are convinced that it is an important notion of summability in several variables useful to sum formal solutions of certain partial differential equations and in the study of normal forms and reduction of singularities of holomorphic foliations.
The tauberian theorems we present here contribute to the study of these new summability methods, extending naturally the ones for k-summability in one variable and the ones for monomials in [6] and [4] . They provide a criterion to determine when two such methods are equivalent in the sense that they sum the same formal series. It turns out that they also associate the same value to a summable series in this case. Our theorems also imply that a series summable w.r.t. two essentially different methods is convergent and provide examples of series that cannot be summed w.r.t. any of them as it had been done in one dimension. The proofs are based on the classical methods to prove tauberian properties for k-summability in one variable, c.f., [10] , and on induction on the number of steps to monomialize the germs of analytic functions involved.
The structure of the paper is as follows: Section 2 contains the facts on monomialization of germs of analytic functions we will use during the paper, as presented in [8] . Section 3 and 4 are devoted to recall the concept and main results on asymptotic expansions and k-summability in an analytic germ. Section 4 also includes new properties of P -s-Gevrey series. Finally Section 5 contains the main results of this work, namely, the tauberian properties for these summability methods (Theorems 5.2 and 5.5).
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Remarks on Monomialization
Let N denote the set of natural numbers including 0 and N + = N \ {0}. We also write R + for the set of positive real numbers.
Let d ≥ 2 be an integer. We will work with (C d , 0) and local coordinates x = (x 1 , . . . , x d ). We will write x ′ = (x 2 , . . . , 
We will use blow-ups of codimension two smooth varieties. We choose the center of the blow-up to be {x 1 = x 2 = 0} and we will denote by
the blow-up manifold and the canonical projection over the base space C d , respectively. Here P 1 C denotes the complex projective line. The set
is called the exceptional divisor. It is connected and for d = 2 it is also compact.
M is covered by affine charts, each one analytically equivalent to C d . In fact, identifying
we use the charts centered at ξ ∈ C and ∞,
respectively, where
Then the map b in the charts φ ξ , φ ∞ takes the form
We will also use the ramifications determined by
We say that f ∈ O has normal crossings (at the origin) if there is a diffeomorphism
has normal crossings, then every f j has normal crossings. The converse is also true assuming that a common diffeomorphism D can be found for all f j .
Using these blow-ups and ramifications it is possible to achieve normal crossings for a given holomorphic map, see [11] , and [8, Lemma 2.1] for the main ideas of the proof.
Lemma 2.1. There exists a function h : O \ {0} → N with the following properties:
Observe that we can assume that h(f ) ≤ h(f · g), for all f, g ∈ O \ {0}, by redefining h such that h(f ) = N is the minimal number of blow ups and ramifications in any chain of diffeomorphisms, blow ups and ramifications reducing f to normal crossing. Indeed, since any factors of a germ having normal crossings must have normal crossings, too, any chain of diffeomorphisms, blow ups and ramifications reducing f · g to normal crossing also reduces f .
We will need the following lemmas on convergence and associated elements under ramifications or blow-ups, see e.g., [7, p. 493] . The proof of Lemma 2.3 follows the same lines as at the end of the proof of Lemma 2.2 in [8] .
Lemma 2.2. For anyf ∈Ô the following assertions are equivalent:
Proof. The only non-trivial statement is (3) implies (1). Considerf = β∈N d f β x β and as-
Thusf is clearly convergent.
Lemma 2.3. Consider f 1 , f 2 ∈ O. Then f 2 = U · f 1 for some U ∈ O * if and only if one (and in fact, both) of the following situations hold:
Proof. 
Since f 1 is not identically zero, this means that u ξ and u ζ coincide on an open and dense subset of Ω ξ ∩ Ω ζ . Therefore u ξ = u ζ on this intersection and thus all u ξ , ξ ∈ P 1 C , define a holomorphic function u : Ω → C, where Ω is some neighborhood of P 1 C × {0} ⊆ M . P 1 C being compact, u is constant over it, so there exists a holomorphic U :
Finally, we will also make use of the monomial transformations
that correspond to the charts of the blow-up with center {x i = x j = 0} and can be obtained from b 0 , b ∞ after permutations of the coordinates. We will call a monomial blow-up a finite composition of these monomial transformations.
We will work with the partial order on
To simplify notations we identify an element (α, 1/k) and its equivalence class. On Λ d we consider the partial order given by ( 
The pull-back of x α under π ij is given by π * ij (x α ) = x α x αj i , for any α ∈ N d . We will also denote by π * ij : Λ d → Λ d the map given by π * ij (α, 1/k) := (α + α j e i , 1/k). Here e i is the ith vector of the canonical base of C d . We use analogous notations for any monomial blow-up π :
is not a totally-ordered set. However given a finite subset of it we can always apply an adequate monomial blow-up to obtain a totally-ordered set, as the following lemma shows.
is totally ordered w.r.t. ≺ and the entries of all the new monomials are different from zero.
Proof. It is straightforward to see that using the transformations π ij we may assume the entries of the monomials are not zero. Then the problem is equivalent to order w.r.t. < the vectors
We say that β i and β j are comparable if β i ≤ β j or β j ≤ β i . If β i and β j are not comparable, there exist indices l = m such that β i,l < β j,l and β i,m > β j,m . After the monomial blow-up π , we obtain new vectors β
Then after a finite number of such transformations, we obtain comparable vectors. Note that if two vectors are comparable, further monomial blow-ups preserve this property.
In this case the problem is equivalent to monomialize the polynomial
see e.g., [2] . Let us note that this is a particular case of a toric ideal (generated by products of binomials). In this case, reduction of singularities and monomialization turns out to be much simpler than in general cases. In particular, it is combinatorial, without the need of using diffeomorphisms during the process.
We can extend the previous equivalence relation to germs of analytic functions other than monomials as follows. Consider P 0 , P 1 ∈ O \ {0}, P 0 (0) = P 1 (0) = 0 and k 0 , k 1 > 0. We will write
1 . This equivalence relation is preserved under ramifications and blow-ups as the following lemma shows.
Lemma 2.7.
if and only if one of the following statements hold: (1) and (2) 
Then the relation (P 0 , 1/k 0 ) ∼ (P 1 , 1/k 1 ) follows from Lemma 2.3. Now assume that (2) holds. By definition we can find p 0,ξ , p 1,ξ ∈ N + and U ξ ∈ O * , such that
Asymptotic expansions in an analytic germ
The goal of this section is to present a summary on asymptotic expansion in a germ of analytic function, based on [8] . We have not included proofs, except for Lemma 3.2. The aim here is only to establish the necessary background to be able to state and prove the tauberian properties in Section 5.
Usual domains in C where holomorphic maps admit an asymptotic expansion are sectors at e.g., the origin. We will denote them as V (a, b; r) := {t ∈ C | 0 < |t| < r, a < arg(t) < b} = S(θ, b − a; r), emphasizing on its bisecting direction θ = (b + a)/2, opening b − a and radius 0 < r ≤ ∞. A subsector of S is simply
The disk centered at the origin with radius r > 0 will be denoted by D r = {t ∈ C | |t| < r}.
We fix a Banach space (E, · ). We will use the notation O(Ω, E) and O b (Ω, E) for the space of holomorphic and holomorphic and bounded E-valued maps defined on an open set Ω ⊆ C d .
Let S be a sector, f ∈ O(S, E) and letf = ∞ n=0 a n t n ∈ E[[t]] be its asymptotic expansion on S (written f ∼f as S ∋ t → 0), i.e., for each subsector S ′ and each N ∈ N, there exists
The asymptotic expansion is said to be of s-Gevrey type (s > 0 and written
] s is a s-Gevrey series in t, i.e., there are constants B, D > 0 such that a n ≤ BD n n! s , for all n ∈ N.
Remark 3.1. To have f ∼ sf as S ∋ t → 0 it is actually sufficient to have inequalities (1) only for the values N = M p, where M ∈ N + is fixed. The reader may check this assertion with the aid of the following lemma that we will use later.
Lemma 3.2. Let V = V (a, b; r) be a sector, 0 < ρ < r and M be a positive integer. There is a constant C V (ρ, M ) with the following property: If
Then from our hypothesis we see that
as required.
A key point to generalize asymptotic expansions in a germ is the following: f ∼f as S ∋ t → 0 if and only if there exists (
In the case f ∼ sf as S ∋ t → 0 we also require that
In any case, the seriesf is completely determined by f since a n = lim S ′ ∋t→0
n! , for any subsector S ′ , and it is given by the limit of the Taylor series at the origin of the f n , in the m-topology of E[[t]], m = (t).
For several variables, we use the notationÔ(E) = E[[x]]
and O(E) = E{x} for the space of formal and convergent power series in x with coefficients in E, respectively. For any r = (r 1 , . . . ,
. . , d} will denote the polydisk centered at the origin with polyradius r. If r j = r, for all j, we will write the Cartesian product D d r instead. We denote by J : O(D r , E) → O(E) the Taylor map assigning to a function its Taylor series at the origin.
can be written uniquely as
Analogously, given P ∈Ô \ {0}, P (0) = 0 and an injective linear form ℓ :
can be written uniquely in the form
Here the linear form ℓ is used to order the monomials by:
, where the minimum is taken according to < ℓ and
In the case P = x α we will simply write ∆(
The decomposition (3) follows from the Generalized Weierstrass Division determined by P and ℓ, see [8, Lemma 2.4, 2.6].
Proposition 3.3. Let P and ℓ as above. For everyĝ ∈Ô(E), there exist unique q ∈Ô(E) and r ∈ ∆ ℓ (P, E) such that g = qP + r. Furthermore, if ρ > 0 is sufficiently small, then for every
are linear and continuous.
Remark 3.4. We remark the following facts that will be used later:
(1) For anyf ∈Ô(E) and N ∈ N + , since decomposition (3) is unique, we have the relation
, for all n ∈ N, such that f can also be written in the form
Using the operators Q P,ℓ , R P,ℓ , the functions f P,ℓ,n are given by
Using decompositions (2) and (3) we obtain isomorphisms
that satisfy (T αf )(x α ) =f and (T P,ℓf )(P ) =f , for all seriesf ∈Ô(E), i.e., when we substitute t = x α or t = P (x), respectively, we recover the initial seriesf .
From now on, we will assume P ∈ O \ {0}, P (0) = 0, is a germ of analytic function. For asymptotic expansions in x α or P we will need to restrict our attention to formal power series in O(E) for which the application of the previous isomorphisms gives us meaningful coefficients, i.e., holomorphic maps. For this purpose we introduce the following spaces:
(1) For the monomial case we will denote:
] and all coefficientsf α,n = f α,n have a common radius of convergence at the origin.
(2) For the general case we recall that a sequence
, for all n ∈ N, then we will say that the sequence is a P -asymptotic sequence forf . Then we can define:
We will refer to the elements ofÔ P (E) as P -asymptotic series. Note that E α r and E P ℓ,r become Banach spaces with the norm g = sup |x|<r g(x) .
] and all coefficientsf P,ℓ,n = f P,ℓ,n have a common radius of convergence at the origin [8, Coro. 4.10] . When necessary we will employ the notationT P,ℓf | D d ρ to empathize the fact that the coefficients f P,ℓ,n are defined on
In the analytic setting it is natural to work with P -sectors, i.e., sets of the form
where a < b are real numbers and
d is a polyradius. For P (x) = x α we will simply write Π α . The values b − a and θ = (b + a)/2 are called the opening and the bisecting direction of the P -sector Π P . We will also use the notation Π P (a, b; R) = S P (θ, b − a; R) = S P . The notion of subsector is also clear.
Here any convenient branch of arg may be used. Anyhow, we we will only consider P -sectors of opening not greater than 2π.
It is possible to construct operators T α and T P,ℓ sharing the same properties as their formal counterparts (4) for holomorphic maps defined on x α -and P -sectors, respectively. We recall this main and technical result [8, Lemma 3.8, Thm. 4.7] in the following theorem. (1) If f : Π P → E is a holomorphic map, then there exists a uniquely determined holomorphic map
for any t and
(3) If P (x) = x α , then we can choose σ = R α and the inequality in (2) takes the form
Finally we are in position to recall the notion of x α -and P -asymptotic expansions.
Definition 3.1. Let f ∈ O(Π P , E), Π P = Π P (a, b; R) andf ∈Ô(E). We will say that f hasf as P -asymptotic expansion on Π P iff ∈Ô
r . We will denote this situation by f ∼ Pf on Π P . If P (x) = x α , we will write f ∼ αf on Π α .
The main purpose of the operatorsT α , T α ,T P,ℓ and T P,ℓ is to provide a characterization of x α -and P -asymptotic expansion in terms of classical asymptotic expansions in one variable, respectively. In this context, we state the following result [8, Thm. 4.9] .
and one of the following two equivalent conditions holds:
(1) We can choose f N = N −1 n=0 f P,ℓ,n P n in Definition 3.1, i.e., for every N ∈ N and Π
(2) The function T P,ℓ f from Theorem 3.5 is defined on V (a, b; σ) × D d ρ → C for some positive σ and satisfies
Remark 3.7. We remark the following facts on the notion of P -asymptotic expansions:
(1) The previous definition is independent of the chosen P -asymptotic sequence with limitf .
(2) P -asymptotic expansions are stable under addition and partial derivatives. If E is a Banach algebra, thenÔ(E) is an algebra. In this case P -asymptotic expansions are stable under products as well. This is not obvious from the definition, except for addition. (3) The P -asymptotic expansion of a function on a P -sector, if it exists, is unique. Indeed, if
For β = 0 the formula follows from inequality (6) for N = 1 in Theorem 3.6(2). For an arbitrary β the limit follows using the stability of ∼ P under derivatives. (4) Consider two associated elements P, Q ∈ O \ {0}, i.e., Q = U · P where U ∈ O * is a unit. ThenÔ P (E) =Ô Q (E). Furthermore, if |x| < r, then θ 1 < arg U (x) < θ 2 , for some θ 1 < θ 2 and θ 2 − θ 1 can be made as small as desired if r is small enough. It follows that if
Remark 3.8. We remark that the germ P we have worked with may not depend on all x. To fix ideas assume x = (x 1 , x 2 ) ∈ C n × C d−n and P (x) = P (x 1 ). Then the variables x 2 are interpreted as regular parameters and instead of working in E we work in the Banach space O b (D ρ , E), for some ρ ∈ (R + ) d−n .
Summability in an analytic germ
In this section we recall P -s-Gevrey asymptotic expansions and summability in a germ of analytic function. In particular we define P -s-Gevrey series and find a new characterization in Lemma 4.1 that allow us to easily prove basic properties of these series. We also include the key Lemmas 4.3 and 4.5 that will be used in the last section of the paper.
We say thatf ∈Ô(E) is a P -s-Gevrey series, s ≥ 0, if there is a P -asymptotic sequence
In this case we say that {f n } n∈N is a P -s-asymptotic sequence forf . We will use the notationÔ P,s (E) for the set of P -s-Gevrey series. In the case P (x) = x α we will write
Given any injective linear form ℓ :
is a s−Gevrey series in t, see [8, Def./Prop. 7.5]. In fact, the restriction on the supports of the g n can be removed, as the following lemma shows. 
Proof. Iff ∈Ô P,s (E), the statement follows by [8, Def./Prop. 7.5] as seen above. Conversely, let us fix an injective linear form ℓ : N d → R + . Using Proposition 3.3 and Remark 3.4(2) we can find ρ > 0 small enough such that for all n ∈ N we can write
f n,j (x)P j (x), |x| < ρ, where f n,j = R P,ℓ • Q j P,ℓ (f n ) and J(f n,j ) ∈ ∆ ℓ (P, E).
In particular we see thatT
Since the operators R P,ℓ and Q P.ℓ are linear and continuous their operator norms R P,ℓ , Q P.ℓ are finite and we obtain the bound
for |x| < ρ. Then it is clear that we can find constants B, D > 0 such that F N (x) ≤ DB N N ! s , for all |x| ≤ ρ, N ∈ N and thusf ∈Ô P,s (E).
Corollary 4.2. Let P, Q ∈ O \ {0} such that P (0) = Q(0) = 0. The following assertions hold:
(1)Ô P,s (E) is stable under sums and partial derivatives. If E is a Banach algebra, then O P,s (E) is also stable under products.
Proof. Fix an injective linear form ℓ : N d → R + and letf ∈Ô P,s (E). Then there is ρ > 0 and a
To prove (1) from Cauchy inequalities applied to g n and Lemma 4.1.
For (2) we recall that the limit
allows to interchange, up to a geometric factor of n, the terms (nk)! 1/k and n!. To see that
Using the limit (7) we can find constants B, D > 0 such that h n (x) ≤ DB n n! N s , for all |x| ≤ ρ, n ∈ N and thusf ∈Ô 
where h m = g n if m = N n and 0 otherwise. The limit (7) implies once more the required bounds for the h m and then f ∈Ô P,s (E).
Finally to prove (3) assume P = Q · R, where
For the case P (x) = x α , we see thatf is a x α -s-Gevrey series if for some r > 0,
and it is a s-Gevrey series in t, i.e., there are constants C, A > 0 such that f α,n ≤ CA n n! s , for all n ∈ N. This condition can be directly identified from the coefficients off . The proof is the same as in [4, Lemma 3.1] but it is included here for sake of completeness. It is worth mentioning that Lemma 4.3 (2) below is the crucial point to prove our main result, namely, Theorem 5.5. 
In particular, we obtain again that
Proof. (1) Assume there are constants B, D > 0 such that f α,n ≤ DB n n! s , for all n ∈ N. Given γ ∈ N d , let n = min 1≤j≤d ⌊γ j /α j ⌋, where ⌊·⌋ denotes the floor function. Thus γ = nα + β with β l < α l for some l. Then by Cauchy's inequalities we see that
which yields one implication. The converse follows by the same argument as in (2) below.
, we can directly estimate the growth of the f α,n by means of equation (2): if |x| < r, and rA < 1 we obtain
If we write s ′ = max 1≤j≤d {α j /α ′ j }s, using the limit (7) we can find constants B, D > 0 such that
for all n ∈ N. Then it is clear that we can find constants K, M > 0 such that f α,n (x) ≤ KM n n! s ′ , for all |x| < r and all n ∈ N, as we wanted to show.
For convergent series, i.e., for s = 0, we also see directly thatf ∈ O(E) if and only ifT αf ∈ E α r {t} for some r > 0. For the general case we also havef ∈ O(E) if and only ifT P,ℓf ∈ E P ℓ,r {t} for some r > 0. One implication is the content of Remark 3.4(2). The converse follows by simply replacing t = P (x).
Definition 4.1. Let Π P = Π P (a, b; R) be a P -sector, f ∈ O(Π P , E) andf ∈ O(E). We will say that f hasf as P -s-Gevrey asymptotic expansion on Π P if f ∼ Pf on Π P and furthermore:
(1) One of the sequences {f n } n∈N of Definition 3.1 satisfies f N (x) ≤ KA N N ! s , for all N ∈ N, |x| < r. In this case {f n } n∈N is called a P -s-asymptotic sequence forf . This notion is independent of the choice of the P -s-asymptotic series. We will denote this by f ∼ P sf on Π P . If P (x) = x α , we will write f ∼ α sf on Π α . Remark 4.4. We remark the following facts on the notion of P -s-Gevrey asymptotic expansions:
(1) Definition 4.1 is independent of the choice of the P -s-asymptotic sequence forf . ( 2) The analog of Theorem 3.6 holds in this setting: Let ℓ : N d → R + be an injective linear form. Then f ∼ P sf on Π P = Π P (a, b; R) if and only if there exists ρ > 0 such that
] is a formal s-Gevrey series and one of the following two equivalent conditions holds: (a) For every Π ′ P ⊂ Π P , there exist C, B > 0 such that for every N ∈ N
(b) The function T P,ℓ f from Theorem 3.5 is defined on V (a, b; σ) × D d ρ → C for some positive σ and satisfies jf on Π P . Indeed, assume that (8) holds. The hypotheses on divisibility imply that x −1 j f P,ℓ,0 (x) is analytic at the origin. Thus we can divide (8) by x j to obtain We can compare asymptotic expansions in different powers of some analytic germ. On this matter we will use the following lemma, proof of which follows the same lines as in [6, Prop. 3.5] for the particular case treated there.
Proof. Let us fix an injective linear form ℓ :
, we see that
If f ∼ P sf on Π P (a, b; R), we can conclude that also f ∼ P M Msf on Π P (a/M, b/M ; R) using inequalities (6) for the values N = M p, p ∈ N and the limit (7) for k = M to adjust the constant
, this implies that inequalities (6) hold only for the values N = pM , p ∈ N:
We can apply Theorem 3.5 (2) with K(u) = u Mp to conclude that
in the corresponding sector but with |t| < σ and |x| < ρ, where σ, ρ > 0 are small enough. Using (9) for p and p + 1 we conclude that
in the same domain. Applying Lemma 3.2 with
we can conclude thatT P,ℓf is indeed s-Gevrey in t, i.e., there are constants C, A > 0 such that f P,ℓ,n (x) ≤ CA n n! s , for all |x| < ρ and n ∈ N. Using again (9) for p and p+1 it is straightforward to check that
for large enough constants C ′′ , A ′′ > 0 independent of p. An application of Remark 3.1 shows that T P,ℓ f ∼ sTP,ℓf in V (a, b; σ) as we wanted to show.
For Gevrey asymptotic expansions in one variable, we know that f ∼ s 0 on S if and only if for every subsector S ′ ⊂ S there are constants C, A > 0 such that f (t) ≤ C exp(−1/A|t| 1/s ), t ∈ S ′ . Furthermore the cornerstone to define k-summability in one variable is Watson's lemma: if f ∼ s 0 on S(θ, b − a; r) and b − a > sπ, then f ≡ 0. Then it is natural to say forf ∈Ô(E), k > 0 and θ ∈ R that:
(1) The seriesf is k-summable on S = S(θ, b − a; r) with sum f ∈ O(S, E) if b − a > π/k and f ∼ 1/kf on S. We also say thatf is k-summable in the direction θ. The corresponding space is denoted as E{x} 1/k,θ . (2) The seriesf is k-summable if it is k-summable in all directions up to a finite number of them mod. 2π (the singular directions). The corresponding space is denoted as E{x} 1/k .
For proofs in Section 5, we recall the following characterization of k-summability in terms of Borel-Laplace transformations.
(1) Its formal Borel transform g(t) = ∞ n=0 a n ξ n /Γ(1 + n/k) is analytic in a neighborhood of the origin.
(2) The function g can be continued analytically in some infinite sector S = V (θ − δ, θ + δ; ∞)
containing the ray arg ξ = θ. (3) It has exponential growth there, i.e., there are positive constants such that
Hence the Laplace integral f (x) = arg ξ=θ e
k defining the sum off converges for
x in a certain sector V = V θ − π/2k −δ/k, θ + π/2k +δ/k; r , 0 <δ < δ, and suitably choseñ θ close to θ. It satisfies f ∼ 1/kf on V .
For null P -s-Gevrey asymptotic expansions we have the two similar statements: First, f ∼
on Π P if and only if for every subsector Π (1) The seriesf is called P -k-summable on S P = S P (θ, b − a, R) with sum f ∈ O(S P , E) if b − a > π/k and f ∼ P 1/kf on S P . We also say thatf is P -k-summable in the direction θ. The space of P -k-summable series in the direction θ will be denoted by E{x}
The seriesf is called P -k-summable, if it is P -k-summable in all directions up to a finite number of them mod. 2π (the singular directions). The corresponding space is denoted as E{x}
If P (x) = x α , we will simply write E{x} Note that both E{x} P 1/k,θ and E{x} P 1/k are vector spaces stable by partial derivatives and they inherit naturally a structure of algebra if E is a Banach algebra.
Remark 4.7. We emphasize the following properties that will be used in the next section:
(1) If P, Q ∈ O \ {0}, P (0) = Q(0) = 0, are associated, then it follows from Remark 3.7 (4) that E{x}
(3) By Remark 3.7(5) we see that iff ∈ E{x}
The converse is even more interesting and also true, although we will not use it in this paper.
Tauberian properties for P -k-summability
In one variable, we have the following classical statements providing tauberian properties for k-summability which we will generalize for k-summability in an analytic germ.
Theorem 5.1. The followings statements are true for 0 < k < k ′ and 0 < k 0 , k 1 , . . . , k n :
(1) Iff ∈ E{t} 1/k has no singular directions, then it is convergent.
Considerf j ∈ E{t} 1/kj for j = 1, . . . , n and assume that 0 < k 1 < · · · < k n . Then f 1 + · · · +f n = 0 implies thatf j ∈ E{t}, for all j = 1, . . . , n.
We will use that, by Remark 4.4(2), a seriesf is P -k-summable in some direction θ if and only if there exist r = r θ > 0 such thatT
in the classical sense. Unfortunately, r θ might tend to 0 when θ tends to a singular direction. Therefore, P -k-summability of a seriesf does not imply thatT P,ℓf | D d r is k-summable in E P ℓ,r for some fixed r > 0. For a counterexample, see [3] , Section 6. Nevertheless, we have Theorem 5.2. Iff ∈ E{x} P 1/k has no singular directions, thenf is convergent.
Proof. We follow a classical proof of Theorem 5.1(1). First, choose an injective linear form ℓ :
Let us writeT P,ℓf (t) = ∞ n=0 f P,ℓ,n t n where f P,ℓ,n ∈ E P ℓ,R with some R > 0. Iff is P -k-summable in all directions, then, by Remark 4.4(2), for all directions θ ∈ [0, 2π], there exists some 0 < r θ ≤ R such thatT P,ℓf (t) | D d r θ is k-summable in direction θ. By Proposition 4.6, this means that for every θ ∈ [0, 2π], there exist ρ θ , δ θ > 0 such that the k-Borel transform
n is convergent and defines by analytic continuation a holomorphic
Furthermore g θ has exponential growth of order k, i.e., there exist A θ , K θ > 0 such that 
. This means that the sectors S(θ j , 2δ θj ) cover the punctured complex plane. As every g θj is an analytic continuation of the same germ at ξ = 0, they can be combined to a holomorphic function g :
, for all ξ ∈ C, |x| < ρ, with the constants K = max 1≤j≤N K θj and A = max 1≤j≤N A θj .
It is well known that this implies the convergence ofT P,ℓf and hence the convergence off . Indeed, Cauchy's inequalities on a disk of radius (
An application of Stirling's formula allows to conclude thatf is convergent.
The following statements hold:
(1) Iff ∈ E{x} α 1/k andT αf is an s-Gevrey series with some s < 1/k, thenf is convergent. In particular, if the entries of α and α ′ are not zero and max 1≤j≤d {α j /α
Proof.
(1) The second statement is indeed a consequence of the first:
′ -Gevrey series in some E α r and the first statement applies.
For the proof of the first statement, we follow the proof of Theorem 3.8.2 in [10] . Let us writeT αf (t) = ∞ n=0 f n t n , with f n ∈ E α r and use the k-Borel transform g ofT αf in the form
SinceT αf is s-Gevrey with some s < 1/k, as seen above Lemma 4.1, we find constants K, A > 0 such that
As is well known, this implies that g is not only convergent, but defines a holomorphic function on D d r × C having exponential growth of order at most µ with respect to ξ, i.e., there are L, B > 0 such that
Now we claim thatf is x α -k-summable in all directions and hence convergent by Theorem 5.2 which proves statement (1). We give a proof by contradiction. Assume that θ is a singular direction off . We choose a positive δ < 
Finally, the opening of the sector is smaller than π/µ. Hence the Phragmén-Lindelöf principle yields that h is bounded on the full sector. Thus we can find constantsM ,C > 0 such that
is also k-summable in direction θ by Proposition 4.6. Therefore, by Remark 4.4(2),f is x α -k-summable in direction θ contradicting the assumption.
(2) If kα = k ′ α ′ , then k/k ′ = p/q for some p, q ∈ N + , (p, q) = 1 and thus pα = qα ′ . Then using Remark 4.7(2) we obtain
If kα = k ′ α ′ we can use Lemma 2.5 to find a monomial blow-up π :
are comparable and the new monomials have no nonzero entries, i.e., we are in the situation of item (1) due to Remark 2.4. Iff ∈ E{x} [4, 6] . Although the statements are correct, the proofs given there were based on the false statement discussed above Theorem 5.2. This is repaired here.
Recall from Section 2 that for P 0 , P 1 ∈ O \ {0}, P 0 (0) = P 1 (0) = 0 and k 0 , k 1 > 0 the couples
0 . It follows from Remark 4.7(1) and (2) that if
The converse is also true and in fact, we can generalize Theorem 5.1 (2) and (3) for P -k-summability as follows.
Theorem 5.5. Let P j ∈ O \ {0}, P j (0) = 0, k j > 0 for j = 1, . . . , n. For each j = 1, . . . , n consider a seriesf j ∈ E{x} Pj 1/kj . If the couples (P j , 1/k j ), j = 1, . . . , n are pairwise not equivalent andf 1 + · · · +f n = 0, thenf j ∈ E{x}, for all j = 1 . . . , n.
In particular, E{x}
Proof. We proceed by induction on n. If n = 1, there is nothing to prove. Assume now that the statement is true for some n − 1 ≥ 1. To show it holds for n we proceed by induction on N = h( n j=1 P j ), where h is the function in Lemma 2.1. For N = 0 we can assume P j (x) = x αj for all j. Here the hypothesis on the couples is equivalent to the fact that (α 1 , 1/k 1 ), . . . , (α n , 1/k n ) ∈ Λ d are all distinct, more precisely, the products k j α j are pairwise different. By Lemma 2.5 there is a monomial blow-up π :
. . , n are totally ordered with respect to ≺. Re-indexing if necessary we assume that (α
applies and yields the convergence off 1 • π. By Lemma 2.2,f 1 is convergent. We can apply the induction hypothesis to the n − 1 seriesf 1 +f 2 ,f 3 , . . . ,f n to obtain the statement for the present n and N = 0. Now suppose the statement is true whenever we have fewer than n series or if h(
. . , n. We consider the two possibilities:
(1) h( n j=1 Q j • r m ) < N for some m ≥ 2. By Remark 4.7(3) we haveĝ j • r m ∈ E{x} Qj •rm 1/kj , and by Lemma 2.7 the couples (Q j •r m , 1/k j ) are pairwise not equivalent. By the induction hypothesis,ĝ j • r m ∈ E{x}, and so, by Lemma 2.2(2),ĝ j ∈ E{x} and hencef j ∈ E{x} for all j = 1, . . . , n.
(2) Assume now that h(
are not equivalent. We group the germŝ g j • b ξ0 with respect to equivalence of the couples (Q j • b ξ0 , 1/k j ), obtaining a partition I 1 ∪ · · · ∪ I n ′ of {1, 2, . . . , n} with n ′ > 1 because at least two of the couples are not equivalent. Observe that for each i the spaces E{x}
. . , n ′ are pairwise not equivalent by construction. Denoting byĥ i = j∈Iiĝ j • b ξ0 , we haveĥ 1 + · · · +ĥ n ′ = 0 and
) < N , the induction hypothesis on N yields thatĥ i ∈ E{x} for all i. By Lemma 2.2(2), we conclude that G i := j∈Iiĝ j ∈ E{x} for each i. If some I i contains more than one element, we fix such an i temporarily and change someĝ j toĝ j − G i . Then we can apply the induction hypothesis on n because |I i | < n and obtain that allĝ j , j ∈ I i converge. As i is arbitrary here, we conclude thatĝ j ∈ E{x} and hencef j ∈ E{x} for all j = 1, . . . , n.
Finally the principle of induction allows us to conclude the proof.
Remark 5.6. (1) Theorem 5.5 in particular implies that a divergent series cannot be summable with respect to two germs if they depend on different variables. This observation has been applied in [6] to obtain convergence of formal solutions of Pfaffian systems with normal crossings and giving an alternative proof of Gérard-Sibuya theorem.
(2) As a consequence of Theorem 5.5, if some formal seriesf can be written in two wayŝ f =ĝ 1 + · · · +ĝ n =ĥ 1 + · · · +ĥ n , whereĝ j ,ĥ j ∈ E{x} Pj 1/kj and the couples (P j , 1/k j ) are pairwise not equivalent, then these decompositions are essentially the same in the sense that all differencesĝ j −ĥ j are analytic. This is a first step towards a definition of multisummability with respect to analytic germs.
Unfortunately sums of P j -k j -summable series are not sufficient to define a multisummability compatible, e.g., with products. We give an example of a product of summable series that cannot be a sum of Gevrey series.
Example 5.1. Consider the seriesf (t) = n≥0 n!t n which is known to be 1-summable and the productF
Assume thatF (x 1 , x 2 ) =ĝ 1 (x 1 , x 2 ) +ĝ 2 (x 1 , x 2 ), whereĝ j is x j -1-Gevrey, j = 1, 2. Writê g j (x 1 , x 2 ) = k g 1k (x 2 )x The example shows that it is desirable to have at least an analog of Remark 5.6(2) for products of summable series. As a corollary of Theorem 5.5 we prove here the following weaker statement for the case E = C.
Corollary 5.7. Let P j ∈ O \ {0}, P j (0) = 0, k j > 0 for j = 1, . . . , n. For each j = 1, . . . , n consider a seriesf j ∈ C{x} Pj 1/kj . Iff 0 =f 1 · · ·f n ∈ C{x}, and the couples (P j , 1/k j ) are pairwise not equivalent, thenf j are convergent for all j = 1, . . . , n.
Proof. There is a sequence φ of monomial blow ups, ramifications and right compositions with analytic diffeomorphisms such thatf 0 • φ and P 1 • φ, · · · , P n • φ are products of a monomial times a unit in C{x}. We can augment φ by a monomial blow up such that additionally, all the monomial factors of the P j • φ contain every variable x 1 , . . . , x d . Nowf 0 • φ = (f 1 • φ) · · · (f n • φ) and hence thef j • φ are also products of monomials and units. Thus if we write (f j • φ)(x) = x αjÛ j (x), U j ∈ O * a unit, j = 0, 1, . . . , n we must have α 0 = α 1 + · · · + α n . By Remark 4.4 (3), we can divide by the factors of the monomials and obtainÛ 0 =Û 1 · · ·Û n , whereÛ 0 is convergent and theÛ j are (P j • φ)-k j -summable. Taking the logarithm, we arrive essentially at the situation of Theorem 5.5.
Example 5.2. There are singularly perturbed differential equations with a formal solution being not P -k-summable for any P or k > 0. We provide an example based on the one given by J.P. Ramis and Y. Sibuya in [10] for the case of one variable. Consider Euler's equation t 2 y ′ + y = t and its formal solutionÊ(t) := ∞ n=0 (−1) n n!t n+1 . For any germ P ∈ O \ {0} such that P (0) = 0, the seriesŷ =Ê(P ) is P -1-summable and it satisfies the system of equations P Let us consider the skew-ring of differential operators C({x})[∂ 1 , . . . , ∂ d ], ∂ j = ∂ xj ,with product satisfying [∂ i , ∂ j ] = 0 and ∂ j · f = f ∂ j + ∂ j f , for every germ f ∈ C({x}). For any P ∈ O \ {0}, let L P,j := P 2 ∂ j + ∂ j P , that verifies L P,j (Ê(P )) = ∂ j P · P .
To construct an operator havingÊ(P ) +Ê(Q) as solution, for fixed P, Q ∈ O \ {0}, we can look for a right least common multiple of L P,j and L Q,j : it must be an operator L j such that L j = M P,j L P,j = M Q,j L Q,j , for some M P,j , M Q,j . Indeed, if L j = A j ∂ 2 j + B j ∂ j + C j , performing division to the right by L P,j , we obtain L j = M P,j L P,j + R P,j , M P,j = A j P 2 ∂ j + 1 P 2 B j − A j P 2 (2P + 1)∂ j P , and R P,j = C j − Aj P 2 ∂ 2 j P − 1 P 2 ∂ j P B j − Aj P 2 (2P + 1)∂ j P . If we require that R P,j = 0 and R Q,j = 0, then the equation R P,j = R Q,j determines A j /B j . Thus, we can choose
and C j determined by the equalities R P,j = 0 or R Q,j = 0. It follows thatÊ(P ) +Ê(Q) is a formal solution of the system (10) L j (y) = M P,j (P ∂ j P ) + M Q,j (Q∂ j Q) , j = 1, . . . , d.
Note that A j = 0, for all j = 1, . . . , d if and only if Q = U P , where U = 1 + cQ ∈ O * , c ∈ C. In this case we don't obtain a new equation since L j = Q 2 L P,j = P 2 L Q,j , for all j. In fact, the solution E(P ) +Ê(Q) is P -1-summable. If this is not the case, we can use Theorem 5.5 to conclude that E(P ) +Ê(Q) is not P -k-summable, for any P, k, but it is still a formal solution of the system (10). Finally, if P and Q are polynomials, so is L j (Ê(P ) +Ê(Q)), andÊ(P ) +Ê(Q) is a solution of the polynomial differential equation ∂ N j L j (y) = 0, for an appropriate N ∈ N. We refer the reader to Examples 8.1 and 8.2 in [8] for a singular ordinary and a partial differential equation with P -1-summable formal solutions, respectively, where P is a polynomial in two variables with certain conditions. We note that due to Theorem 5.5, P -1-summability is essentially the only Q-k-summability method applicable to these formal solutions. In particular, monomial summability is not sufficient to sum these power series.
