Abstract. We propose a new method for the approximate solution of the Lyapunov equation with rank-1 right-hand side, which is based on extended rational Krylov subspace approximation with adaptively computed shifts. The shift selection is obtained from the connection between the Lyapunov equation, solution of systems of linear ODEs and alternating least squares method for low-rank approximation. The numerical experiments confirm the effectiveness of our approach.
1. Introduction. Let A be an n × n stable matrix (i.e. (A + A * ) < 0) and y 0 is a vector of length N . We consider the continuous-time Lyapunov equation with rank-1 right-hand side:
For large n it is impossible to store X, thus a low-rank approximation of the solution is sought:
Lyapunov equation has fundamental role in many application areas such as signal processing and system and control theory [25, 4, 35, 3, 20] . There are many approaches for the solution of the Lyapunov equation. Alternating directions implicit (ADI) methods are powerful techniques that arise from the solution methods for elliptic and parabolic partial differential equations [19, 34, 22, 17, 5, 21, 2] . Krylov subspace methods have been successful in solving linear systems and eigenvalues problems. They utilizes Arnoldi-type or Lanczos-type algorithms to construct low-rank approximation using Krylov subspaces [16, 18, 16, 27, 15, 26, 23, 31, 30] . Krylov subspace methods have advantage in simplicity but the convergence can be slow for ill-conditioned A.
Rational Krylov subspace methods (extended Krylov subspace method [6, 28] , adaptive rational Krylov [30, 7, 8, 9] , Smith method [13, 24] ) are often the method of choice. Manifold-based approaches have been proposed in [33, 32] where the solution is been sought directly in the low-rank format (1.2). The main computational cost in such algorithms is the solution of linear systems with matrices of the form A + λ i I. A comprehensive review on the solution of linear matrix equations in general and Lyapunov equation in particular can be found in [29] .
In this work we start from the Lyapunov equation and a simple method that doubles the size of U at each step using the solution of an auxiliary Sylvester equation. The convergence of this approach is not bad but still too many linear system solvers are required. Using the rank-1 approximation to the correction equation, we obtain a simple formula for the new vector. In our experiments we also found that it is a good idea to add a Krylov vector to the subspace. This increases the accuracy significantly at almost no additional cost. We compare the effectiveness of the new method with publicly available implementations of the extended rational Krylov method and adaptive rational Krylov approach on several model examples with symmetric and non-symmetric matrices A coming from discretizations of two-dimensional elliptic PDEs on different grids.
2. Minimization problem. How do we define what is the best low-rank approximation to the Lyapunov equation? A natural way is to formulate the initial problem as a minimization problem R(X) → min, and then reduce this problem to the minimization over the manifold of low-rank matrices. A popular choice is the residual:
which is easy to compute for a low-rank matrix X. Disadvantage of the functional (2.1) is well known: it may lead to the large condition numbers. For the symmetric positive definite case another functional is often used:
For a non-symmetric case we can use a different functional, which is based on the connection of the low-rank solution to the Lyapunov equation and low-dimensional subspace approximation to the solution of a system of linear ODEs. Consider an ODE with the matrix A:
It is natural to look for the solution in the low-dimensional subspace form
where U is an n × r orthogonal matrix and c(t) is an r × 1 vector. Then the columns of the matrix U that minimizes
are the eigenvectors, corresponding to the largest eigenvalues of the matrix X that solves the Lyapunov equation (1.1). However, the computation of U ⊤ y(t) requires the knowledge of the true solution y(t) which is not known. Instead, we can consider the Galerkin projection:
2)
The final approximation is then
where B = U ⊤ AU . The functional to be minimized is
Note that the functional depends only on U . Given U , the approximation to the solution of the Lyapunov equation can be recovered from the solution of the "small" Lyapunov equation
The functional (2.4) can not be efficiently computed. However, a simple expansion of the norm gives
The first term in (2.6) does not depend on U , so it can be omitted in the minimization. Then the resulting functional is
where
Lemma 2.1. The functionals F 1 (U ), F 2 (U ) can be calculated as follows:
where P is the solution of the Sylvester equation and Z is solution of the Lyapunov equation:
(2.8)
Proof:
It is easy to see, that
In the same way ∞ 0 y 2 dt = tr X and we can write
The Sylvester equation can be solved using a standard method since the matrix B is r × r, r ≪ n. We compute the Schur decomposition of B ⊤ and the equation is reduced to r linear systems with the matrices A + λ i I, i = 1, . . . , r.
Lemma 2.2. The gradient of F (U ) can be computed as:
where P, Z are defined by (2.8) and
Variation of Z can be expressed as a solution of the Lyapunov equation with another right hand side:
Using the well-known integral form of the solution of the Lyapunov equation we get that:
Similarly for P :
Finally,
Now denote by R 1 (U ) and R 2 (U ) residuals of the Lyapunov and Sylvester equations:
Lemma 2.3. Assume that y 0 lies in the column space of U . Then the next equality holds:
Since Z is the solution of the Lyapunov equation, we get that
We can use the same trick for the residual of the Sylvester equation:
Lemma 2.3 is valid if y 0 ∈ span U and we will always make sure that y 0 = U U ⊤ y 0 . The next Lemma shows that if the residual of the Lyapunov equation goes to zero, so does the values of the functional F (U ).
Lemma 2.4. Assume that y 0 lies in the column space of U . Then,
with a constant C that depends only on A and r. Proof: The matrix X − U ZU ⊤ satisfies the Lyapunov equation
and
Thus,
In the same way,
Lemma 2.4 shows that R 1 (U ), the residual of the Lyapunov equation, is a viable error bound for our functional F (U ).
3. Methods for basis enrichment. Notice that the column vectors of the gradient are a linear combination of the column vectors of P, AU, A ⊤ U and y 0 . We need a method to enlarge the basis U so the first idea is to use matrix P to extend the basis. Note, that the matrix U Z can be also considered as an approximation to the solution of Sylvester equation. So to enrich the basis we will use P 1 = P − U Z instead, and the matrix P 1 satisfies the equation:
where we have used that y 0 = U U ⊤ y 0 . The method is summarised in Algorithm 1. The convergence of Algorithm 1 is not bad, however the computational cost grows at each step. If U has r columns, the next step will require r solutions of n × n linear systems with matrices of the form A + λ i I.
Algorithm 1: The doubling method
Data: Input matrix A ∈ R n×n , vector y 0 ∈ R n×1 , maximal rank r max , accuracy parameter ε. Result: Orthonormal matrix U ∈ R n×r . begin 
Update U = orth[U,
Algorithm 1 is similar to the IRKA method [1, 11, 12, 10] for the computation of shifts in the rational Krylov subspaces.
To reduce the number of solvers required by the algorithm, we propose two impovements. The first is to add the last Krylov vector to the subspace. In this case, as we will show, the residual will always have rank-1. The second improvement is to add only one vector each time. In order to do so, we will use a simple rank-1 approximation to P 1 .
3.1. Adding a Krylov vector and a rational Krylov vector to the subspace. In the following section we will show, that under a special basis enrichment strategy, the rank-1 approximation to P 1 can be replaced by adding one vector of the form (A + sI) −1 w to the subspace. In this case, as it was already described in in [28] , [30] adding an additional Krylov vector preserves the rank-1 structure of the residual of the equation (3.1) is a rank-1 matrix.
Lemma 3.1. Let A be an n × n matrix and y 0 is a vector of size n. Assume that an n×r orthogonal matrix U and vectors w, v of size n satisfy the following equations:
Let us denote by U 1 the basis of the span of the columns of the matrix [U, w, v]. Then the following equality holds
I − U 1 U ⊤ 1 AU 1 = I − U 1 U ⊤ 1 Aw q ⊤ .
Proof:
Due to the fact that (I − U U ⊤ )AU = wq ⊤ we get that (I − U 1 U ⊤ 1 )AU = 0. On the other hand we have
⊤ . Lemma 3.1 shows that if the approximation algorithm starts from U 0 = y0 y0 and adds a vector from the Krylov subspace and a corresponding vector from the rational Krylov subspace at each step then the residual matrix (AU −U B)Z = (I −U U ⊤ )AU Z is rank-1 at any step. That is the main benefit from using the Krylov subspaces in our approach. Moreover, the residual has the form w q ⊤ , where w = (I − U 1 U ⊤ 1 )Aw is the next Krylov vector. This fact is important and will be used later. where z ⊤ is the last row of the matrix Z. Therefore, the equation for P 1 takes the form
The last step from the doubling method to the final algorithm is find to a rank-1 approximation to the solution of (3.2). If U is known, we apply one step of alternating iterations, looking for the solution in the form P 1 ≈ vq ⊤ , where q = z z is the normalized last row of the matrix Z. The Galerkin condition for v leads to the equation
Due to the simple rank-1 structure of the residual its norm can be efficiently computed as
The final algorithm which we call alternating low rank (ALR) method is presented in Algorithm 2. The main computational cost is solving one linear system at each step.
Algorithm 2:
The Adaptive low-rank method Data: Input matrix A ∈ R n×n , vector y 0 ∈ R n×1 , maximal rank r max , accuracy parameter ε.
Compute Z as Lyapunov equation solution:
Compute z as the last row of the matrix Z. 
Numerical experiments.
We have implemented the ALR method in Python using scipy and numpy packages available in the Anaconda Python distribution. The implementation is available online at https://github.com/dkolesnikov/alr. The matrices, Matlab code and IPython notebooks which reproduce all the figures in this work are available at https://github.com/dkolesnikov/alr-paper, where the .mat files with test matrices and vectors can be found as well. We have compared the ALR method with two methods with publicly available implementations.
The first method uses the Extended Krylov Subspaces appproach which was proposed in [6] . Its main idea is to use as the basis the extended Krylov subspace of the form span A −k y 0 , . . . , y 0 , . . . , A l y 0 .
Note, that the residual in this approach also has rank-1 and can be cheaply computed. This approach was implemented as the Krylov plus Inverted Krylov algorithm (hereafter KPIK) in [28] and convergence estimate also was obtained.
The second approach is the Rational Krylov Subspace Method (RKSM) which was proposed in [7] . Its main idea is to compute vectors step by step from the rational Krylov subspaces
The shifts s i are selected by a special procedure. There are different algorithms to compute the shift (and the method proposed in this paper falls into this class, also there is a recent algorithm [9] based on tangential interpolation). We use the RKSM method described in [8] which has the publicly avalible implementation. The MAT-LAB code of both methods can be downloaded from http://www.dm.unibo.it/~simoncin/software.html. Note that it is not fully fair to compare the efficiency of the ALR and KPIK with RKSM. The first two methods use vectors from Krylov subspace and have 2r+1 size of approximation subspaces at r iteration step, in but "pure" RKSM method has a basis of size (r + 1) after r iterations. We tried to "extend" the RKSM method by adding Krylov vectors. It is not a trivial task due to a special functional, optimized in the RKSM method to compute the shifts. However, we can mimic the Krylov vectors by adding very large shift s i at each odd iteration. This introduces an additional emprical parameter s i which have to be selected. For our numerical examples we have found that the effect of such approach is twofold. For small r, the convergence is improved. For larger r the method reaches a plateu. The exact reason for this behaviour is to be investigated. This extended approach we will call ERKSM. It is interesting to study the convergence of the ALR method for the case of non-symmetric A, so we have performed several experiments on the convection diffusion problem of the form
with Dirichlet boundary conditions on the unit square. The discretization was done on an n × n mesh using the finite volume scheme provided by the FiPy package [14] . For the third problem we take the convection-dominated case: D = 0.0001, vec v = (1.0, −1.0). The results are presented on Figure 4 .4. The ERKSM, RKSM and KPIK methods stagnate, and ALR method has much better convergence. This behaviour has to be studied in more details, but it is probably due to the large Peclet number. 5. Conclusions and future work. In this paper we propose a new projection method for low-rank approximation to the solution of large-scale Lyapunov equations. Numerical experiments confirm the efficiency of our method: it adapts the rank of the approximation, has cheap error estimation and simple stopping criterion.
The main computational cost of the ALR method is the solution of linear systems with shifted matrices of the form A + λ i I. In the current version, these systems are solved with high accuracy using the direct sparse solver, however for most of the shifts the condition number is small, and iterative methods can be used. We plan to investigate this issue (including the effect of inexact solves) in our future work.
The algorithm described in this paper formally applies to rank-1 right-hand sides, however it is not difficult to generalize it to the rank-r case. It would be also very interesting to obtain theoretical estimates on the convergence of the method.
The ALR method for rank-1 right-hand side can be used to approximate the action of the matrix exponential and we plan to compare its efficiency with other well-established ODE solvers.
