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Let H be a Hopf algebra with a modular pair in involution
(δ,1). Let A be a (module) algebra over H equipped with a non-
degenerated δ-invariant 1-trace τ . We show that Connes–Moscovici
characteristic map ϕτ : HC∗(δ,1)(H) → HC∗λ(A) is a morphism of
graded Lie algebras. We also have a morphism Φ of Batalin–
Vilkovisky algebras from the cotorsion product of H , Cotor∗H (k,k),
to the Hochschild cohomology of A, HH∗(A, A). Let K be both
a Hopf algebra and a symmetric Frobenius algebra. Suppose that
the square of its antipode is an inner automorphism by a group-
like element. Then this morphism of Batalin–Vilkovisky algebras
Φ : Cotor∗K∨ (F,F) ∼= ExtK (F,F) ↪→ HH∗(K , K ) is injective.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Let k be any commutative ring and F be any ﬁeld. It is well known that the Hochschild cohomol-
ogy of an algebra A, HH∗(A, A), is a Gerstenhaber algebra. It is also well known that the homology
of a double pointed loop space, H∗(Ω2X), is also a Gerstenhaber algebra [4]. Let H be a bialgebra.
It is not well known (see [25] for a recent paper rediscovering it) that the cotorsion product of H ,
Cotor∗H (k,k) has a Gerstenhaber algebra structure (this results from [16, p. 65]). But it should. Indeed,
by Adams cobar equivalence, there is an isomorphism Cotor∗S∗(Ω X)(k,k) ∼= H∗(Ω2X) between the two
Gerstenhaber algebras (see the proof of Corollary 26 for details.)
The ﬁrst goal of this paper is to study (Section 4) this Gerstenhaber algebra Cotor∗H (k,k). In partic-
ular, generalizing a result of Farinati and Solotar [9], we show (Theorem 16) that the exterior product
Ext∗H (k,k) is a sub Gerstenhaber algebra of the Hochschild cohomology of H , HH∗(H, H).
In Section 5, we turn our attention to a particular case of Gerstenhaber algebras: the Batalin–
Vilkovisky algebras. In [41], we introduced the notion of cyclic operad with multiplication (Deﬁni-
E-mail address: luc.menichi@univ-angers.fr.0021-8693/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2010.12.025
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module such that
– the homology of the associated cochain complex H(C∗(O)) is a Batalin–Vilkovisky algebra and
– the negative cyclic cohomology of C∗(O), HC∗−(O), has a Lie bracket of degree −2.
Let M be a simply-connected closed manifold. In [2], Chas and Sullivan showed that H∗(LM),
the free loop space homology of M , is a Batalin–Vilkovisky algebra and that the S1-equivariant ho-
mology HS
1
∗ (LM) has a Lie bracket. The singular cochains of M , S∗(M) is a (derived) symmetric
Frobenius algebra. Motivated by Chas–Sullivan string topology, in [41], as ﬁrst application of Theo-
rem 36, we obtained that the Hochschild cohomology of a symmetric Frobenius algebra A, HH∗(A, A),
is a Batalin–Vilkovisky algebra and that the negative cyclic cohomology of A, HC∗−(A) has a Lie
bracket of degree −2. It is expected that there is an isomorphism of Batalin–Vilkovisky algebras
HH∗(S∗(M), S∗(M)) ∼= H∗(LM) and an isomorphism of Lie algebras HC∗−(S∗(M)) ∼= HS1∗ (LM).
In [18], Getzler showed that the Gerstenhaber algebra H∗(Ω2X) is in fact a Batalin–Vilkovisky
algebra. Therefore as second application of Theorem 36, in [41], we showed that the cotorsion product
of a Hopf algebra H with an involutive antipode or more generally with a modular pair in involution
(δ,1), Cotor∗H (k,k), is a Batalin–Vilkovisky algebra. In this paper, we give the dual result (Theorem 50)
which we believe is far more clear: Let K be a Hopf algebra such that the square of its antipode is an
inner automorphism by a group-like element. Then Ext∗K (k,k) is a Batalin–Vilkovisky algebra.
In [41], we also had that the negative cyclic cohomology of H , HC∗−(δ,1)(H) has a Lie bracket of
degree −2. But Connes and Moscovici never use negative cyclic cohomology: they use the (ordinary)
cyclic cohomology. Therefore, in this paper, we show (Corollary 45) that Connes–Moscovici (ordinary)
cyclic cohomology of H , HC∗(δ,1)(H), has also a Lie bracket (of degree −1 this time) and we show
(Theorem 54 and its variant Theorem 53) that Connes–Moscovici characteristic map χτ : HC∗(δ,1)(H) →
HC∗λ(A) is compatible with the Lie brackets of degree −1. Here A is a symmetric Frobenius algebra
equipped an action of the Hopf algebra H compatible with the product and the trace.
In fact, we show that Connes–Moscovici characteristic map is induced by a morphism of cyclic
operads with multiplication from the cobar construction of H , ΩH , to the Hochschild cochain com-
plex of A, C∗(A, A). And we show that the (ordinary) cyclic cohomology of every cyclic operad with
multiplication has naturally a Lie bracket of degree −1 (Theorem 37). As a consequence of Theo-
rem 36, we also obtain a morphism of Batalin–Vilkovisky algebras H∗(Φ) : Cotor∗H (k,k) → HH∗(A, A)
(Theorem 54).
Note that this morphism H∗(Φ) should be the algebraic counterpart of our very recent morphism
of Batalin–Vilkovisky algebras [42, Theorem 24]
CotorS∗(G)(k,k) ∼= H∗
(
Ω2BG
)→ H∗(LM) ∼= HH∗(S∗(M), S∗(M))
between the Batalin–Vilkovisky algebra on the homology of double loop space given by Getzler [18],
and the Batalin–Vilkovisky algebra on the free loop space homology of a manifold given by Chas and
Sullivan. Here G is a topological group acting on M .
In Section 8, we specialize to the case where the symmetric Frobenius algebra A is the Hopf
algebra H itself. And we show that the inclusion of Gerstenhaber algebras Ext∗H (F,F) ↪→ HH∗(H, H),
given by Theorem 16, is often an inclusion of Batalin–Vilkovisky algebras (Theorem 63).
In this last section, we compute the Batalin–Vilkovisky algebra structure on CotorH (k,k) intro-
duced in [41, Theorem 1.1] and recalled in Corollary 44 when H is the universal enveloping algebra
of a Lie algebra over a ﬁeld of characteristic 0.
2. Hochschild complex and (co)bar construction
We work over an arbitrary commutative ring k, except for Conjectures 23–25 in Section 4, for
Proposition 46 to Corollary 49 (almost all Section 6) and for all Section 8, where we use an arbitrary
ﬁeld F as coeﬃcient.
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complex Cn(A,M) = M ⊗ An with differential d : Cn(A,M) → Cn−1(A,M) given by
d(m ⊗ a1 ⊗ · · · ⊗ an) =ma1 ⊗ a2 ⊗ · · · ⊗ an +
n−1∑
i=1
(−1)im ⊗ a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an
+ (−1)nanm ⊗ a1 ⊗ · · · ⊗ an−1.
By deﬁnition, the Hochschild homology of A with coeﬃcients in M , HH∗(A,M) is the homology of
C∗(A,M). The Hochschild cochain complex C∗(A,M) is the cochain complex Cn(A,M) = Hom(An,M)
with differential d : Cn(A,M) → Cn+1(A,M) given by
d( f )(a0 ⊗ · · · ⊗ an) = a0 f (a1 ⊗ · · · ⊗ an) +
n∑
i=1
(−1)i f (a0 ⊗ · · · ⊗ ai−1ai ⊗ · · · ⊗ an)
+ (−1)n+1 f (a0 ⊗ · · · ⊗ an−1)an.
By deﬁnition, the Hochschild cohomology of A with coeﬃcients in M , HH∗(A,M) is the homology of
C∗(A,M). Suppose that A has an augmentation ε : A → k. Then k is an A-bimodule. The (reduced)
Bar construction B(A) is just then the Hochschild chain complex C∗(A,k) and Ext∗A(k,k) = HH∗(A,k).
Dually, let C be a coalgebra with diagonal C : C → C ⊗ C . Let N be a C-bicomodule with left
C-coaction lN : N → C ⊗ N and right C-coaction rN : N → N ⊗ C . The Hochschild cochain complexC∗coalg(C,N) ([16, p. 57] or [1, 30.3]) is the cochain complex Cn(C,N) = Hom(N,Cn) with differential
d : Cn(C,N) → Cn+1(C,N) given by
d(ϕ) = (C ⊗ ϕ) ◦ lN +
n∑
i=1
(−1)i(C⊗i−1 ⊗ C ⊗ C⊗n−i) ◦ ϕ + (−1)n+1(ϕ ⊗ C) ◦ rN .
The Hochschild coalgebra cohomology HH∗coalg(C,N) is the homology of C∗coalg(C,N). Suppose that C has
a coaugmentation η : k → C . Then k is a C-bicomodule. The (reduced) cobar construction Ω(C) [27,
p. 432] is just C∗coalg(C,k) and Cotor∗C (k,k) = HH∗coalg(C,k).
3. Operads with multiplication
A Gerstenhaber algebra is a commutative graded algebra A = {Ai}i∈Z equipped with a bracket of
degree −1
{−,−} : Ai ⊗ A j → Ai+ j−1, x⊗ y 	→ {x, y}
such that the product and the Lie bracket satisfy the Poisson rule: for any c ∈ Ak the adjunction
map {−, c} : Ai → Ai+k−1, a 	→ {a, c} is a (k − 1)-derivation: i.e. for a,b, c ∈ A, {ab, c} = {a, c}b +
(−1)|a|(|c|−1)a{b, c}.
In this paper, every Gerstenhaber algebra comes from a (linear) operad with multiplication using
the following general theorem:
Theorem 1. (See [16,17,39].)
(a) Each operad with multiplication O is a cosimplicial module (see (5)). Denote by C∗(O ) the associated
cochain complex.
(b) Its homology H(C∗(O )) is a Gerstenhaber algebra.
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In this paper, operad means non-Σ-operad in the category of k-modules. That is: a sequence of
modules {O (n)}n0, an identity element id ∈ O (1) and structure maps
γ : O (n) ⊗ O (i1) ⊗ · · · ⊗ O (in) → O (i1 + · · · + in),
f ⊗ g1 ⊗ · · · ⊗ gn 	→ γ ( f ; g1, . . . , gn)
satisfying associativity and unit [37].
Hereafter we use mainly the composition operations ◦i : O (m) ⊗ O (n) → O (m + n − 1), f ⊗ g 	→
f ◦i g deﬁned for m ∈ N∗ , n ∈ N and 1 i m by f ◦i g := γ ( f ; id, . . . , g, id, . . . , id) where g is the
i-th element after the semicolon.
Example 2. Let (C,⊗,k) be a monoidal category. Suppose that C is enriched over the category of
k-modules [36, I.8] and that
⊗ : HomC(V1,W1) ×HomC(V2,W2) → HomC(V1 ⊗ V2,W1 ⊗ W2),
mapping (g1, g2) to g1 ⊗ g2, is k-bilinear (we say that C is a k-linear monoidal category). Let V be an
object of C . The endomorphism operad of V in C [37, p. 43] is the operad EndC(V ) deﬁned by
EndC(V )(n) := HomC
(
V⊗n, V
)
.
The structure maps γ ,
HomC
(
V⊗n, V
)⊗HomC(V⊗i1 , V )⊗ · · · ⊗HomC(V⊗in , V )→ HomC(V⊗i1+···+in , V )
are given by γ ( f ; g1, . . . , gn) = f ◦ (g1 ⊗ · · · ⊗ gn). The identity element of EndC(V ) is the identity
map idV : V → V .
Example 3. The coendomorphism operad of V in C , denoted CoEndC(V ), is by deﬁnition the endomor-
phism operad of V in the opposite category Cop , EndCop (V ). Explicitly [37, p. 43-4] CoEndC(V ) is the
operad given by
CoEndC(V )(n) := HomC
(
V , V⊗n
)
.
The structure maps γ ,
HomC
(
V , V⊗n
)⊗HomC(V , V⊗i1)⊗ · · · ⊗HomC(V , V⊗in)→ HomC(V , V⊗i1+···+in)
are given by γ ( f ; g1, . . . , gn) = (g1 ⊗ · · · ⊗ gn) ◦ f . The identity element of EndC(V ) is again id.
Deﬁnition 4. An operad with multiplication is an operad equipped with an element μ ∈ O (2) called the
multiplication and an element e ∈ O (0) such that μ ◦1 μ = μ ◦2 μ and μ ◦1 e = id = μ ◦2 e.
Let Ass be the (non-Σ ) associative operad [37]: Ass(n) := k. An operad O is an operad with multi-
plication if and only if O is equipped with a morphism of operads Ass → O .
Sketch of proof of 1. (a) The coface maps δi : O (n) → O (n + 1) and codegeneracy maps σi : O (n) →
O (n − 1) are deﬁned [39] by
δ0 f = μ ◦2 f , δi f = f ◦i μ, δn+1 f = μ ◦1 f , σi−1 f = f ◦i e for 1 i  n. (5)
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d :=
n+1∑
i=0
(−1)iδi : O (n) → O (n+ 1).
The linear maps ∪ : O (m) ⊗ O (n) → O (m + n) deﬁned by
f ∪ g := (μ ◦1 f ) ◦m+1 g = (μ ◦2 g) ◦1 f (6)
gives C∗(O ) a structure of differential graded algebra. The linear maps of degree −1,
◦, {−,−} : O (m) ⊗ O (n) → O (m+ n − 1)
are deﬁned by
f ◦g := (−1)(m−1)(n−1)
m∑
i=1
(−1)(n−1)(i−1) f ◦i g (7)
and
{ f , g} := f ◦g − (−1)(m−1)(n−1)g◦ f .
The bracket {−,−} deﬁnes a structure of differential graded Lie algebra of degree −1 on C∗(O ). After
passing to cohomology, the cup product ∪ and the bracket {−,−} satisfy the Poisson rule. 
Remark 8. As pointed by Turchin in [55], the Gerstenhaber algebra H(C∗(O)) has Dyer–Lashof opera-
tions. In particular [16, p. 63], if n is even or if 2 = 0 in k, a Steenrod or Dyer–Lashof (non-additive)
operation Sqn−1 : Hn(C∗(O)) → H2n−1(C∗(O)) is deﬁned by Sqn−1( f ) = f ◦ f for f ∈ O(n).
Remark 9. Let O be an operad. Then O(1) equipped with ◦1 : O(1)⊗O(1) → O(1) and id : k → O(1)
is an algebra. By (7), the Lie algebra C1(O ) is just O(1) equipped with the Lie bracket given by
{ f , g} := f ◦1 g − g ◦1 f .
Example 10. Let A be a monoid in C , i.e. an object of C equipped with an associative multiplica-
tion μ : A ⊗ A → A and a unit e : k → A. Then the endomorphism operad EndC(A) of A equipped
with μ ∈ HomC(A⊗2, A) = EndC(A)(2) and e ∈ HomC(A⊗0, A) = EndC(A)(0) is an operad with mul-
tiplication. The associated cosimplicial module is the cosimplicial module {HomC(A⊗n, A)}n∈N . The
coface maps δi : HomC(A⊗n, A) → HomC(A⊗n+1, A) and the codegeneracy map σi : HomC(A⊗n, A) →
HomC(A⊗n−1, A) are given by [41, (2.5)]
δ0 f = μ ◦ (id ⊗ f ), δi f = f ◦
(
id⊗i−1 ⊗μ⊗ id⊗n−i), δn+1 f = μ ◦ ( f ⊗ id), (11)
and σi−1 f = f ◦ (id⊗i−1 ⊗ e ⊗ id⊗n−i) for 1 i  n.
If C is the category of k-modules, A is an algebra and the cochain complex C∗(EndC(A)) associated
to this cosimplicial module is the Hochschild cochain complex of A, denoted C∗(A, A). This is why
Turchin in his work on knots [53,54] always call the cochain complex associated to a linear operad
with multiplication, the Hochschild cochain complex of the operad with multiplication.
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tor (in the sense of [36, p. 255]). Let ψ : F (V ) ⊗ F (W ) → F (V ⊗ W ) be the associated associative
unital natural transformation. Suppose that F : HomC(V ,W ) → HomD(F (V ), F (W )) is k-linear. Let
A be a monoid in C . Then F (A) is a monoid in D and the map Γ from EndC(A) to EndD(F (A)),
mapping f : A⊗n → A to the composite F ( f ) ◦ ψ : F (A)⊗n → F (A), is a morphism of operads with
multiplication.
Example 13. Dually, let C be a comonoid in C , i.e. an object of C equipped with a coassociative
diagonal  : C → C ⊗ C and a counit ε : C  k. Since C is a monoid in Cop , the coendomorphism
operad of C , CoEndC(C) equipped with  ∈ HomC(C,C⊗2) = CoEndC(C)(2) and ε ∈ HomC(C,C⊗0) =
CoEndC(C)(0) is also an operad with multiplication. The associated cosimplicial module is the cosim-
plicial module {HomC(C,C⊗n)}n∈N . The coface maps δi : HomC(C,C⊗n) → HomC(C,C⊗n+1) and the
codegeneracy map σi : HomC(C,C⊗n) → HomC(C,C⊗n−1) are given by
δ0 f = (id ⊗ f ) ◦ , δi f =
(
id⊗i−1 ⊗  ⊗ id⊗n−i) ◦ f , δn+1 f = ( f ⊗ id) ◦ , (14)
and σi−1 f = (id⊗i−1 ⊗ ε ⊗ id⊗n−i) ◦ f for 1 i  n.
If C is the category of k-modules, C is a coalgebra and the cochain complex C∗(CoEndC(C)) as-
sociated to this cosimplicial module is the Hochschild cochain complex of the coalgebra C , denoted
C∗coalg(C,C).
More generally, let A be k-algebra. Let C be the category of A-bimodules. Let C be an A-coring, i.e.
a comonoid in C ([26, 4.2] or [1, 17.1]). The cochain complex C∗(CoEndC(C)) associated to this cosim-
plicial module is the Cartier cochain complex of C with coeﬃcients in C , denoted CCa(C,C). Therefore,
without any calculations, we have obtained that CCa(C,C) is an operad with multiplication [1, 30.8].
This is again an example of our leitmotiv in this paper:
“Every operad with multiplication should be the endomorphism operad of a monoid in an appro-
priate monoidal category C”.
4. Gerstenhaber algebra structure on Ext∗A(k,k)
Let C be a bialgebra. The cobar construction of C is the cosimplicial module associated to a speciﬁc
linear operad with multiplication [16, p. 65]. Therefore its cohomology Cotor∗C (k,k) has a Gersten-
haber algebra structure. In the following, we show that this operad with multiplication is just the
endomorphism operad of a monoid in an appropriate monoidal category and we show:
Theorem 15. Let C be a bialgebra. Then Cotor∗C (k,k) is a sub Gerstenhaber algebra of the Hochschild coho-
mology of the coalgebra C , HH∗coalg(C,C).
By Property 17, this Lie bracket of degree −1 on the cotorsion product of a bialgebra is an exten-
sion of the well-known Lie bracket on the primitive elements of a bialgebra. Dually, we prove
Theorem 16. Let A be a bialgebra. Then Ext∗A(k,k) is a sub Gerstenhaber algebra of the Hochschild cohomol-
ogy of the algebra A, HH∗(A, A).
When A is a Hopf algebra, this theorem was proved by Farinati and Solotar [9]. But as we would
like to emphasize, antipodes are not needed for the Gerstenhaber algebra structure. As we explain in
Theorem 50, antipodes are needed only to have a Batalin–Vilkovisky algebra structure.
By Property 20, this inclusion of Gerstenhaber algebras is in degree 1 the inclusion of the Lie
algebra of “differentiations” into the Lie algebra of derivations, well known in algebraic groups.
In Proposition 22, we prove that when the bialgebra C is k-free of ﬁnite type, Theorem 16 is the
dual of Theorem 15. This duality will be later extended in Corollary 49.
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−1 given by Theorem 16 on Ext∗A(F,F) should vanish and be replaced by a Lie bracket of degree −2.
This is related to a conjecture of Kontsevich.
In Corollary 26, we explain that the homology of a double loop space H∗(Ω2X) is always a sub
Gerstenhaber algebra of Hochschild cohomology if X is 2-connected.
In Corollary 28, we show that the cohomology algebra of any path-connected topological space is
also a sub Gerstenhaber algebra of Hochschild cohomology.
Proof of Theorem 15. The category of left C-modules, C-mod, is a monoidal category. Let M be a
comonoid in this monoidal category, i.e. M is a C-module coalgebra [27, Deﬁnition IX.2.1]. The co-
endomorphism operad associated to M is the operad {HomC-mod(M,M⊗n)}n∈N with multiplication
 : M → M ⊗ M ∈ HomC-mod(M,M⊗2) and ε : M → k ∈ HomC-mod(M,M⊗0). The inclusion maps
iC : HomC-mod(M,M⊗n) ↪→ Homk-mod(M,M⊗n) deﬁnes obviously a morphism of linear operads with
multiplication.
The underlying coalgebra C is an example of C-module coalgebra. Therefore we can take in par-
ticular M = C . The linear morphism ev : HomC-mod(C,C⊗n)
∼=−→ C⊗n , mapping f : C → C⊗n to f (1) is
an isomorphism. The inverse is the linear map ext : C⊗n ∼=−→ HomC-mod(C,C⊗n), mapping c1 ⊗· · ·⊗ cn
to f : C → C⊗n deﬁned by f (c) = c(1)c1 ⊗ · · · ⊗ c(n)cn . Here we have denoted by c(1) ⊗ · · · ⊗ c(n) the
iterated diagonal of c, n−1(c). Consider the associated cosimplicial set {HomC-mod(C,C⊗n)}n∈N . The
coface maps δi and codegeneracy maps σi are given by Eqs. (14). Therefore for 1 i  n,
ev ◦ δ0 ◦ ext(c1 ⊗ · · · ⊗ cn) = 1⊗ c1 ⊗ · · · ⊗ cn,
ev ◦ δi ◦ ext(c1 ⊗ · · · ⊗ cn) = c1 ⊗ · · · ⊗ (ci) ⊗ · · · ⊗ cn,
ev ◦ δn+1 ◦ ext(c1 ⊗ · · · ⊗ cn) = c1 ⊗ · · · ⊗ cn ⊗ 1, and
ev ◦ σi−1 ◦ ext(c1 ⊗ · · · ⊗ cn) = c1 ⊗ · · · ⊗ ε(ci) ⊗ · · · ⊗ cn.
So ext : C⊗n ∼=−→ HomC-mod(C,C⊗n) is an isomorphism of cosimplicial modules between the cobar
construction of C , ΩC , and the cosimplicial module associated to the operad with multiplication
CoEndC-mod(C). Therefore Cotor∗C (k,k) := H∗(ΩC) is a Gerstenhaber algebra. The composite
C⊗n ext−→ HomC-mod
(
C,C⊗n
)⊂ Homk-mod(C,C⊗n)
admits the morphism of differential graded algebras
C∗(C, η) : C∗coalg(C,C) :→ C∗coalg(C,k) = ΩC
mapping f : C → C⊗n to f (1) as retract. Passing to cohomology, we obtain an injective morphism of
Gerstenhaber algebras
Cotor∗C (k,k) ↪→ HH∗coalg(C,C)
which admits the morphism of graded algebras
HH∗(C, η) : HH∗coalg(C,C) Cotor∗C (k,k)
as retract. 
Property 17. The Lie algebra structure on Cotor1C (k,k) given by Theorem 15 coincides with the Lie
algebra of primitive elements P (C) of the bialgebra C .
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ev ◦ ◦i ◦ (ext ⊗ ext)(a1 ⊗ · · · ⊗ am ⊗ b1 ⊗ · · · ⊗ bn)
= a1 ⊗ · · · ⊗ ai−1 ⊗ a(1)i b1 ⊗ · · · ⊗ a(n)i bn ⊗ ai+1 ⊗ · · · ⊗ am, (18)
ev(idC ) = 1C ∈ C , ev(ε) = 1k ∈ k and ev() = 1C ⊗ 1C ∈ C ⊗ C . Therefore ev : HomC-mod(C,C⊗n)
∼=−→
C⊗n is an isomorphism of linear operads with multiplication between CoEndC-mod(C) and the operad
with multiplication O of [41, Proof of Corollary 2.9], ﬁrst considered by Gerstenhaber and Schack [16,
p. 65] (see also [39, Example 3.5]). In particular ◦1 : O(1) ⊗ O(1) → O(1) is the multiplication of C ,
μ : C ⊗ C → C . Therefore, by (9), the Lie algebra Cotor1C (k,k) coincides with the Lie algebra of primi-
tive elements of C , denoted P (C). 
In order to check that the Gerstenhaber algebra structure given by Theorem 16 coincides with the
Gerstenhaber algebra structure on Ext∗A(k,k) given by Farinati and Solotar [9], we give the proof of
Theorem 16.
Property 19. Let C be a coalgebra. Let ε : C  k be its counit. Let N be a left C-comodule. Then the
linear morphism
proj : HomC-comod(N,C)
∼=−→ N∨, F 	→ ε ◦ F ,
is an isomorphism. Its inverse is the linear map lift : N∨ ∼=−→ HomC-comod(N,C) mapping f : N → k to
the composite N
N−→ C ⊗ N C⊗ f−→ C ⊗ k = C .
Proof of Theorem 16. The category of left A-comodules, A-comod, is a monoidal category. Let M
be a monoid in this monoidal category, i.e. M is an A-comodule algebra [27, Deﬁnition III.7.1]. The
endomorphism operad associated to M is the operad {HomA-comod(M⊗n,M)}n∈N with multiplication
μ : M ⊗ M → M ∈ HomA-comod(M⊗2,M) and η : k → M ∈ HomA-comod(M⊗0,M). The coaction of A
on M⊗n , M⊗n , is the composite M⊗n
⊗nM−→ (A ⊗ M)⊗n τ−→ A⊗n ⊗ M⊗n μA⊗M
⊗n
−−−−→ A ⊗ M⊗n where τ
is the exchange isomorphism. Explicitly M⊗n (a1 ⊗ · · · ⊗ an) = a(1)1 . . .a(1)n ⊗ (a(2)1 ⊗ · · · ⊗ a(2)n ) where
Mai = a(1)i ⊗ a(2)i .
We now take M = A. Using Property 19 with C = A and N = A⊗n , we obtain that
proj : HomA-comod
(
A⊗n, A
) ∼=−→ (A⊗n)∨, F 	→ ε ◦ F ,
is an isomorphism. Its inverse is the linear map lift : (A⊗n)∨ ∼=−→ HomA-comod(A⊗n, A) mapping
f : A⊗n → k to F : A⊗n → A deﬁned by F (a1 ⊗ · · · ⊗ an) = a(1)1 . . .a(1)n f (a(2)1 ⊗ · · · ⊗ a(2)n ).
Therefore the composite
(
A⊗n
)∨ lift−→ HomA-comod(A⊗n, A)⊂ Homk-mod(A⊗n, A)
coincides with the section of C∗(A, ε) : C∗(A, A) → B A∨ deﬁned by Farinati and Solotar [9, p. 2862].
Consider the associated cosimplicial set {HomA-comod(A⊗n, A)}n∈N . The coface maps δi and code-
generacy maps σi are given by Eqs. (11). Therefore for 1 i  n,
proj ◦ δ0 ◦ lift( f )(a1 ⊗ · · · ⊗ an+1) = ε(a1) f (a2 ⊗ · · · ⊗ an+1),
proj ◦ δi ◦ lift( f )(a1 ⊗ · · · ⊗ an+1) = f (a1 ⊗ · · · ⊗ aiai+1 ⊗ · · · ⊗ an+1),
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proj ◦ σi−1 ◦ lift( f )(a1 ⊗ · · · ⊗ an−1) = f (a1 ⊗ · · · ⊗ ai−1 ⊗ 1A ⊗ ai ⊗ · · · ⊗ an).
So lift : (A⊗n)∨ ∼=−→ HomA-comod(A⊗n, A) is an isomorphism of cosimplicial modules between the dual
of the bar construction of A, B A∨ , and the cosimplicial module associated to the operad with multi-
plication EndA-comod(A). Therefore Ext∗A(k,k) := H∗(B A∨) is a Gerstenhaber algebra. 
Let A be an algebra and M be an A-bimodule. The cocycles of degree 1 of the Hochschild complex
C∗(A,M) are exactly the module of derivations Der(A,M). A linear map f : A → M is a derivation
if and only if ∀a, b ∈ A, f (ab) = f (a)b + af (b). The boundaries of degree 1 of C∗(A,M) are the
inner derivations, i.e. the linear maps f : A → M , a 	→ am −ma, where m is a given element of M .
The degree 1 component of Hochschild cohomology, HH1(A,M), can be identiﬁed with the quotient
Der(A,M)/{inner derivations} [34, 1.5.2]. In particular, suppose that A has an augmentation ε : A → k.
Then Ext1A(k,k) = HH1(A,k) = Der(A,k).
Property 20. Let A be a bialgebra. The inclusion of Lie algebra Ext1A(k,k) ↪→ HH1(A, A) given by
Theorem 16 can be identiﬁed with the following composite of Lie algebra morphisms
Der(A,k)
i
↪→ Der(A, A) q Der(A, A)/{inner derivations}.
Here q is the obvious quotient map and i is the inclusion of the Lie algebra of “differentiations” of A
into the Lie algebra of derivations of A given by [23, p. 36].
Let G be an aﬃne algebraic group. Then the algebra of polynomial functions on G , P(G), is a com-
mutative Hopf algebra. By deﬁnition [23, p. 36], the Lie algebra of G is Ext1P(G)(k,k) = Der(P(G),k).
Let G be a Lie group. The algebra of smooth maps on G , C∞(G), is a module algebra over the
group ring R[G], but is not a bialgebra (except when G is ﬁnite and discrete). However there is still
an analogue of the inclusion i: the composite
Te(G)
∼=−→
lift
Hommod-R[G]
(
C∞(G),C∞(G)
)∩ Der(C∞(G))⊂ Der(C∞(G)).
Here lift is the isomorphism between the tangent space and the right invariant vector ﬁelds on G .
Proof. Consider the inverse isomorphisms proj : HomA-comod(An, A)
∼=−→ (A⊗n)∨ and lift : (A⊗n)∨ ∼=−→
HomA-comod(An, A) given in the proof of Theorem 16. Let O denote the linear operad with multipli-
cation such that proj : EndA-comod(A)
∼=−→ O is an isomorphism of linear operads with multiplication.
Explicitly, for f ∈ O(m) = (A⊗m)∨ and g ∈ O(n) = (A⊗n)∨ , f ◦i g is given by
f ◦i g(a1 ⊗ · · · ⊗ am+n−1)
= f (a1 ⊗ · · · ⊗ ai−1 ⊗ a(1)i . . .a(1)i+n−1g(a(2)i ⊗ . . .a(2)i+n−1)⊗ ai+n ⊗ · · · ⊗ am+n−1)
where a j = a(1)j ⊗ a(2)j . The identity element of O is the counit of A, ε ∈ A∨ = O(1). The multi-
plication of O is the composite ε ◦ μ ∈ (A ⊗ A)∨ = O(2) and the unit is idk ∈ (A⊗0)∨ = O(0). In
particular, ◦1 : O(1) ⊗ O(1) → O(1) is the multiplication of A∨ , μA∨ : A∨ ⊗ A∨ → A∨ obtained by
dualizing the diagonal of A. Therefore, by (9), the Lie algebra C1(O) is just the Lie algebra associated
to the associative algebra A∨ . The composite O lift−→∼= EndA-comod(A) ⊂ Endk-mod(A) is an injective mor-
phism of linear operads with multiplication. Therefore this composite C∗(O) lift−→∼ C∗(EndA-comod(A)) ⊂=
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posite O(1) ↪→ Endk-mod(A)(1) = Homk-mod(A, A) is the injective morphism of (associative) algebras,
mapping f : A → k to (A ⊗ f ) ◦ A , given by [23, I, Proposition 2.1]. Restricted at the cycles in de-
gree 1, this composite gives the injective morphism of Lie algebras Der(A,k)
i
↪→ Der(A, A) considered
in [23, p. 36]. 
Let us prove that Theorem 16 is the dual of Theorem 15.
Lemma 21. Let C be a coalgebra with coaugmentation η : k → C. Let A = C∨ be the dual algebra with aug-
mentation ε : A → k. Then
(i) the linear map Γ : CoEndk-mod(C) → Endk-mod(A), mapping f : C → C⊗n to the composite A⊗n →
(C⊗n)∨ f
∨
−→ A, is a morphism of linear operads with multiplication,
(ii) the linear map φ : ΩC → (B A)∨ , such that φ(c1 ⊗ · · · ⊗ cn) is the form on A⊗n, mapping ϕ1 ⊗ · · · ⊗ ϕn
to the product ϕ1(c1) . . . ϕn(cn), is a morphism of differential graded algebras,
(iii) we have the commutative diagram of differential graded algebras.
C∗coalg(C,C)
C∗coalg(C,η)
Γ
ΩC
φ
C∗(A, A)
C∗(A,ε)
(B A)∨
If C is k-free of ﬁnite type then both Γ and φ are isomorphisms.
Proof. Let ψ : V ∨ ⊗ W ∨ → (V ⊗ W )∨ be the linear map, mapping the tensor product ϕ1 ⊗ ϕ2 of a
form on V and of a form on W , to the form on V ⊗ W , also denoted ϕ1 ⊗ ϕ2, mapping v ⊗ w to
the product ϕ1(v)ϕ2(w). The functor ∨ from the opposite category of k-modules to the category of
k-modules, mapping a k-module V , to its dual V ∨ := Hom(V ,k) is a monoidal functor. Therefore by
applying Property 12, we obtain (i). (ii) is well known and (iii) is easy to check. 
Note that in [14], together with Felix and Thomas, we gave a different proof that H∗(Γ ) :
HH∗coalg(C,C) → HH∗(A, A) is a morphism of Gerstenhaber algebras.
Proposition 22. Let C be a bialgebra k-free of ﬁnite type. Let A be the dual bialgebra. Then the inclusions
of Gerstenhaber algebras given by Theorems 15 and 16 ﬁt into the commutative diagram of Gerstenhaber
algebras.
Cotor∗C (k,k)
H∗(φ) ∼=
HH∗coalg(C,C)
H∗(Γ )∼=
Ext∗A(k,k) HH∗(A, A)
Proof. Since C is an algebra k-free of ﬁnite type, the dualizing functor ∨ , deﬁned in the proof of
Lemma 21, restrict to a functor F from the opposite category of left C-modules to the category of
left A-comodules. If M and N are left C-modules, ψ : M∨ ⊗ N∨ → (M ⊗ N)∨ is a morphism of left A-
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ΓF : CoEndC-mod(C) → EndA-comod(A). Consider the two commutatives squares
CoEndC-mod(C)
iC
ΓF ∼=
CoEndk-mod(C)
Γ ∼=
C∗coalg(C,η)
ΩC
φ∼=
EndA-comod(A)
i A Endk-mod(A) C∗(A,ε) (B A)
∨
The left square commutes by deﬁnition of ΓF since the two horizontal maps iC and i A are
just the inclusions. Part (iii) of Lemma 21 says that the right square commutes. The composite
CoEndC-mod(C)
iC
↪→ CoEndk-mod(C)
C∗coalg(C,η)−−−−−→ ΩC is the isomorphism ev considered in the proof of
Theorem 15. The composite EndA-comod(A)
i A
↪→ Endk-mod(A) C
∗(A,ε)−−−→ (B A)∨ is the isomorphism proj con-
sidered in the proof of Theorem 16. Therefore, we have the commutative square of linear operads with
multiplication:
ΩC
ic◦ev−1
φ ∼=
C∗coalg(C,C)
Γ∼=
(B A)∨
i A◦proj−1 C∗(A, A)
Applying homology, we obtain the proposition. 
Let H be a ﬁnite dimensional Hopf algebra. Let D(H) be the Drinfeld double of H . Then Taille-
fer [52] proved that the Gerstenhaber–Schack cohomology of H , HGS (H, H) is isomorphic as graded
algebras to ExtD(H)op (F,F). Since D(H) is a Hopf algebra, by Theorem 16, Farinati and Solotar [9] have
obtained a Gerstenhaber algebra structure on ExtD(H)op (F,F) = HGS(H, H). But Taillefer using a braid-
ing [52, beginning of Section 5] shows that the Lie bracket in this Gerstenhaber algebra structure is
trivial. The Drinfeld double D(H) is a braided Hopf algebra. Therefore, following the proof of Taillefer,
it should be easy to prove
Conjecture 23. Let A be braided bialgebra. Then the Lie algebra of the Gerstenhaber algebra Ext∗A(F,F) given
by Theorem 16 is trivial.
Proof when A is a cocommutative Hopf algebra. Let A be a cocommutative Hopf algebra. Since A
is cocommutative, the antipode S is involutive. Therefore by Theorem 50, Ext∗A(F,F) is a Batalin–
Vilkovisky algebra. By [29, Theorem 4.1], the operator B of this Batalin–Vilkovisky algebra is trivial.
Therefore by (30), the Lie bracket is null. 
In [48], Shoikhet mentions the following conjecture of Kontsevich.
Conjecture 24 (Kontsevich). Let H be a bialgebra. Then HGS (H, H) is a 3-algebra, i.e. [37, Theorem, p. 26-7]
an algebra over the homology of the little 3-cubes operad, C3 .
Shoikhet [48, Corollary 0.3] has announced that the proof of this conjecture when H is a Hopf
algebra. We formulate the following related conjecture:
Conjecture 25. Let A be braided bialgebra. Then Ext∗A(F,F) is a 3-algebra.
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ulo p, only the Steenrod or Dyer–Lashof operations on Ext∗A(F,F) (Remark 8 and [38, Theorem 11.8])
should be non-trivial.
As an algebraic topologist, we ﬁnd the following Corollaries of Theorem 15 and Theorem 16, highly
interesting.
Corollary 26. Let X be a 2-connected pointed topological space. Denote by ΩM X the pointed Moore loops
on X. Then the homology of the double loop spaces on X, H∗(Ω2X), equipped with the Pontryagin product,
is a sub Gerstenhaber algebra of HH∗coalg(S∗(ΩM X), S∗(ΩM X)), the Hochschild cohomology of the coalgebra
S∗(ΩM X).
Proof. The bialgebra C in Theorem 15 can be differential graded. Since ΩM X is a topological
monoid, the (reduced normalized) singular chains on ΩM X form a differential graded bialge-
bra C = S∗(ΩM X). Therefore, by Theorem 15, CotorS∗(ΩM X)(k,k) is a sub Gerstenhaber algebra of
HH∗coalg(S∗(ΩM X), S∗(ΩM X)). By Adams cobar equivalence, there is an isomorphism of graded alge-
bras CotorS∗(ΩM X)(k,k) ∼= H∗(ΩMΩM X). The inclusion of the (ordinary) pointed loops into the Moore
loops Ω X
≈
↪→ ΩM X is a both a homotopy equivalence [59, p. 112-3] and a morphism of H-spaces. So
as graded algebras, H∗(ΩMΩM X) is isomorphic to H∗(Ω2X). 
Corollary 26 gives in particular a Gerstenhaber algebra structure on H∗(Ω2X) extending the Pon-
tryagin product. Of course, we believe that this Gerstenhaber algebra structure coincides with the
usual one given by Cohen in [4]:
Conjecture 27. Let X be a 2-connected pointed topological space. There is an isomorphism of Gerstenhaber
algebras between the Gerstenhaber algebra CotorS∗(ΩM X)(k,k) given by Theorem 15 and the Gerstenhaber
algebra H∗(Ω2X) given by Cohen in [4].
Recall that the Gerstenhaber algebra on H∗(Ω2X) is usually deﬁned as follows: the little 2-cube
operad C2 acts on the double loop space, Ω2X . So its homology H∗(Ω2X) is an algebra over the
homology of C2, i.e. is a Gerstenhaber algebra by Cohen [4].
Corollary 28. Let X be a path-connected topological space. Denote by ΩM X the pointed Moore loops
on X. Then the cohomology of X , H∗(X), equipped with the cup product, is a sub Gerstenhaber algebra of
HH∗(S∗(ΩM X), S∗(ΩM X)), the Hochschild cohomology of the algebra S∗(ΩM X).
Proof. By Theorem 16 applied to A = S∗(ΩM X), Ext∗S∗(ΩM X)(k,k) is a sub Gerstenhaber algebra of
HH∗(S∗(ΩM X), S∗(ΩM X)). Applying homology to [12, Theorem 7.2(ii)], gives the natural isomor-
phism of graded algebras
H∗(X) ∼= Ext∗S∗(ΩM X)(k,k). 
We believe that the Lie bracket on H∗(X) ∼= Ext∗S∗(ΩM X)(k,k) given by Corollary 28 is trivial since
S∗(ΩM X) is cocommutative up to homotopy in some E∞-sense.
5. Batalin–Vilkovisky algebras
29. A Batalin–Vilkovisky algebra is a Gerstenhaber algebra A equipped with a degree −1 linear map
B : Ai → Ai−1 such that B ◦ B = 0 and
{a,b} = (−1)|a|(B(a ∪ b) − (Ba) ∪ b − (−1)|a|a ∪ (Bb)) (30)
for a and b ∈ A.
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n ∈ N such that
∀n ∈ N, τn+1n = idO (n), (32)
∀m 1, n 1, τm+n−1( f ◦1 g) = τng ◦n τm f , (33)
∀m 2, n 0, 2 i m, τm+n−1( f ◦i g) = τm f ◦i−1 g, (34)
for each f ∈ O (m) and g ∈ O (n). In particular, we have τ1id = id.
Deﬁnition 35. (See [41].) A cyclic operad with multiplication is an operad which is both an operad with
multiplication and a cyclic operad such that
τ2μ = μ.
Theorem 36. (See [41].) If O is a cyclic operad with a multiplication then
(a) the structure of cosimplicial module on O extends to a structure of cocyclic module, and
(b) the Connes coboundary map B on C∗(O) induces a natural structure of Batalin–Vilkovisky algebra on the
Gerstenhaber algebra H∗(C∗(O)).
Theorem 37. Let O be a linear cyclic operad with multiplication. Consider the associated cocyclic module.
Then the cyclic cochains C∗λ(O) forms a subcomplex of C∗(O), stable under the Lie bracket of degree −1. In
particular, the cyclic cohomology HC∗λ(C∗(O)) has naturally a graded Lie algebra structure of degree −1.
Proof. Let O be a linear cyclic operad. Let f ∈ Cmλ (O) and g ∈ Cnλ(O). Using (33), (34) and the change
of variable i′ = i − 1 for the ﬁrst equation and using τm( f ) = (−1)m f and τm(g) = (−1)n g for the
second equation, we have
τm+n−1( f ◦g) = (−1)(m−1)(n−1)
(
τng ◦n τm f +
m−1∑
i′=1
(−1)(n−1)i′τm f ◦i′ g
)
= (−1)(m−1)(n−1)
(
(−1)m+ng ◦n f + (−1)m+n−1
m−1∑
i=1
(−1)(n−1)(i−1) f ◦i g
)
.
By symmetry
(−1)(m−1)(n−1)τm+n−1(g◦ f ) = (−1)m+n f ◦m g + (−1)m+n−1
n−1∑
i=1
(−1)(m−1)(i−1)g ◦i f .
Therefore τm+n−1{ f , g} = (−1)m+n−1{ f , g}.
Suppose now that O has an associative multiplication μ such that τ2μ = μ. Since μ ∈ C2λ(O), we
have just proved above that for any g ∈ Cnλ(O), the differential of g , d(g) = {μ, g} ∈ Cλ(O). 
Remark 38. Let O be a cyclic operad. Then τ1 : O(1) → O(1) is an involutive morphism of anti-
algebras. And C1λ(O) = Ker(τ1 + Id : O(1) → O(1)) is a sub Lie algebra of the Lie algebra associated to
the associative algebra O(1) (compare with Remark 9).
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negative cyclic cohomology of a cyclic operad O with multiplication, HC∗−(C∗(O)), has a Lie bracket
of degree −2.
Remark 40. The (ordinary) cyclic cohomology of O, HC∗(C∗(O)), has also a Lie bracket of degree −1.
This was stated only in the case of the cyclic cohomology of the group ring k[G] of a ﬁnite group G [3,
Theorem 67(a)]. But the proof of [3, Theorem 67(a)] works for any cyclic operad with multiplication.
Remark 41. The proof of Theorem 37 is a lot more simple than the proofs of Remarks 39 and 40.
Indeed, the proofs of Remarks 39 and 40 use that H∗(C∗(O)) is a Batalin–Vilkovisky algebra (The-
orem 36). On the contrary, in the proof of Theorem 37, we don’t even use that H∗(C∗(O)) is a
Gerstenhaber algebra: we use only the Lie algebra on C∗(O).
If our ground ring k contains Q, there is a natural isomorphism [34, p. 72]
HCnλ
(C∗(O)) ∼=−→ HCn(C∗(O)).
This isomorphism obviously should be compatible with the brackets.
Recall the following well-known result in string topology.
Corollary 42. (See [56], [41, Theorem 1.6].) Let A be a symmetric Frobenius algebra (Deﬁnition 55). Then its
Hochschild cohomology HH∗(A, A) is a Batalin–Vilkovisky algebra.
We need to sketch our proof given in [41].
Proof. Let Θ : A ∼=−→ A∨ be an isomorphism of A-bimodules given by the symmetric Frobenius alge-
bra structure on A. Then C∗(A,Θ) : C∗(A, A) ∼=−→ C∗(A, A∨) is an isomorphism of cosimplicial mod-
ules. Let Ad : C∗(A, A∨) ∼=−→ C∗(A, A)∨ be the adjunction map [41, (4.1)] which associates to any g ∈
Hom(An, A∨), the linear map Ad(g) : A ⊗ A⊗n → k given by Ad(g)(a0 ⊗ · · · ⊗ an) = g(a1, . . . ,an)(a0).
Then Ad : C∗(A, A∨) ∼=−→ C∗(A, A)∨ is an isomorphism of cosimplicial modules. By [41, Proof of Theo-
rem 1.6]
C∗(A, A) C
∗(A,Θ)−−−−→∼= C
∗(A, A∨) Ad−→∼= C∗(A, A)∨
equipped with the τn [41, (4.2)] is a cyclic operad with multiplication. Using Theorem 36,
HH∗(A, A)
∼=−→ HH∗(A, A∨) is a Batalin–Vilkovisky algebra. 
If instead of using Theorem 36, we apply Theorem 37 in the previous proof, we obtain the follow-
ing Corollary:
Corollary 43. Let A be a symmetric Frobenius algebra. Then its cyclic cohomology HC∗λ(A) (in the sense of
[34, 2.4.2]), is a graded Lie algebra of degree −1.
We wonder if this corollary is not a particular simple case of [22, Proposition 2.11]?
In [41], our main objective was the following result:
Corollary 44. (See [41, Theorem 1.1].) Let H be a Hopf algebra endowed with a modular pair in involution
(δ,1) (Deﬁnition 48). Then the Connes–Moscovici cocyclic on the cobar construction on H, deﬁnes a Batalin–
Vilkovisky algebra structure on Cotor∗H (k,k).
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ΩH considered in the proof of Theorem 15 equipped with the τn deﬁned by Connes and Moscovici,
is cyclic. Therefore, by Theorem 36, its homology Cotor∗H (k,k) is a Batalin–Vilkovisky algebra. 
If instead of using Theorem 36, we apply Theorem 37 in the previous proof, we obtain the follow-
ing Corollary:
Corollary 45. Let H be a Hopf algebra endowed with a modular pair in involution (δ,1) (Deﬁnition 48). Then
its cyclic cohomology, HC∗
(δ,1)(H), is a graded Lie algebra of degree −1.
6. Batalin–Vilkovisky algebra structure on Ext∗H (k,k)
Everybody is more familiar with an algebra A than with a coalgebra C . And therefore, one usually
prefers the Exterior product Ext∗A(k,k) instead of the cotorsion product Cotor∗C (k,k). The goal of this
section is to give the duals of Corollaries 44 and 45, Theorem 50 below. Taillefer [51], Khalkhali and
Rangipour [29] developed a theory dual to Connes–Moscovici cyclic cohomology of Hopf algebras.
First, we are going to explain this duality.
Proposition 46. Let K be a ﬁnite dimensional Hopf algebra with a modular pair in involution (δ,σ ) in the
sense of Khalkhali and Rangipour [29, (1)]. Then (i) its dual K∨ is a Hopf algebra equipped with a modular pair
in involution (evσ , δ) in the sense of Connes–Moscovici where evσ : K∨ → F is deﬁned by evσ (ϕ) = ϕ(σ ).
Let ψn : (K∨)⊗n
∼=−→ (K⊗n)∨ be the linear map mapping the tensor product ϕ1 ⊗ · · · ⊗ ϕn of n forms on
K to the form on K⊗n, also denoted ϕ1 ⊗ · · · ⊗ ϕn, mapping k1 ⊗ · · · ⊗ kn to the product ϕ1(k1) . . . ϕn(kn).
Then (ii) ψ∗ is an isomorphism of cocyclic modules between the cocyclic modules Ω(K∨)(evσ ,δ) introduced by
Connes–Moscovici and the dual of the cyclic module B(K )(δ,σ ) introduced by Khalkhali and Rangipour [29,
Theorem 2.1] and Taillefer [51].
(iii) In particular, ψ∗ induces an isomorphism between Connes–Moscovici cyclic cohomology of K∨ ,
HC∗(evσ ,δ)(K
∨) and the dual of Khalkhali–Rangipour–Taillefer cyclic homology of K , H˜C (δ,σ )∗ (K )∨ .
The cocyclic module Ω(H)(δ,σ ) is denoted H

(δ,σ ) in [6, Theorem 1]. The cyclic module B(K )
(δ,σ ) is
denoted K˜ (δ,σ ) in [29, Theorem 2.1] and C (σ ,ε,δ)∗ (K ) in [51, 2.1].
Deﬁnition 47. A modular pair is a couple (δ,σ ) when δ is a character and σ is a group-like element
such that δ(σ ) = 1.
Proof of Proposition 46. (i) An element σ is a group-like element of K by deﬁnition if and only
if σ = σ ⊗ σ and ε(σ ) = 1. This means that the linear map that we denoted again σ :F → K ,
mapping 1 to σ is a morphism of coalgebras. Therefore its dual evσ = σ∨ : K∨ → F is a morphism of
algebras, i.e. a character of K∨ . Let δ : K → F be a character of K , i.e. a morphism of algebras. Its dual
δ∨ : F → K∨ , mapping 1 to δ, is a morphism of coalgebras, i.e. δ is a group-like element of K∨ . By
deﬁnition, evσ (δ) = δ(σ ). Therefore (δ,σ ) is a modular pair on K if and only if (evσ , δ) is a modular
pair in K∨ .
Let (δ,σ ) be a modular pair on H . The twisted antipode S˜ associated to (δ,σ ) (in the sense of
Connes–Moscovici) is by deﬁnition the convolution product (η ◦ δ)  S in Hom(H, H). Explicitly, for
h ∈ H , S˜(h) = δ(h1)S(h2), where h = h1 ⊗ h2. Consider the map τn : H⊗n → H⊗n deﬁned by
τn(h1 ⊗ · · · ⊗ hn) := μH⊗n
(
n−1 S˜(h1) ⊗ (h2 ⊗ · · · ⊗ hn ⊗ σ)
)
Here μH⊗n : H⊗n ⊗ H⊗n → H⊗n is the product in H⊗n and n−1 : H → H⊗n is the iterated diagonal
on H . In particular, τ1(h) = S˜(h)σ .
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if and only if τ 21 = idH , i.e. ∀h ∈ H , S˜2(h) = σhσ−1.
Let (ΩH)(δ,σ ) be the usual cosimplicial module deﬁning the cobar construction, except that
δn+1 : H⊗n → H⊗n+1 is given by [6, (2.9)] δn+1(h1⊗· · ·⊗hn) = h1⊗· · ·⊗hn ⊗σ . Connes and Moscovici
have shown that if τ 21 = idH , then (ΩH)(δ,σ ) (equipped with the τn) is a cocyclic module.
Let (δ,σ ) be a modular pair on K . Let tn : K⊗n → K⊗n deﬁned by ([29, Theorem 2.1] or [51, 2.1]
which generalizes [34, (7.3.3.1)])
tn(k1 ⊗ · · · ⊗ kn) = σ S
(
k(1)1 . . .k
(1)
n
)⊗ k(2)1 ⊗ · · · ⊗ k(2)n−1δ(k(2)n )
where (ki) = k(1)i ⊗ k(2)i . In particular, t1 is equal to σ(S  η ◦ δ), the left multiplication by σ of the
convolution product  of S and η ◦ δ. By deﬁnition, the couple (δ,σ ) is a modular pair in involution in
the sense of Khalkhali and Rangipour [29, (1)] if and only if t21 = idK .
Therefore to prove part (i) of this Proposition, it suﬃces to show that τ1 = t∨1 . This will be proved
in the proof of (ii) below.
(Denote by Kop,cop the Hopf algebra with the opposite multiplication, the opposite diagonal and
the same antipode [8, Remark 4.2.10], since the convolution product  on Hom(Kop,cop, Kop,cop) is the
opposite of the convolution product  on Hom(K , K ), note that a modular pair in involution for K in
the sense of Khalkhali–Rangipour is the same as a modular pair in involution for Kop,cop in the sense
of Connes–Moscovici.)
(ii) Let B(K )(δ,σ ) be the usual simplicial module deﬁning the Bar construction except that
dn+1 : K⊗n+1 → K⊗n is given by ([29, Theorem 2.1] or [51, 2.1]) dn+1(k1 ⊗ · · · ⊗ kn+1) = k1 ⊗ · · · ⊗
knδ(kn+1). It is well known [27, Lemma XVIII.7.3] that ψ∗ is an isomorphism of cosimplicial modules
from the usual cobar construction on K∨ , Ω(K∨)(evσ ,ε) , to the dual of the usual Bar construction on
K , (B(K )(ε,σ ))∨ . Obviously, ψn+1 ◦ δn+1 = d∨n+1 ◦ ψn . Therefore ψ∗ : Ω(K∨)(evσ ,δ)
∼=−→ (B(K )(δ,σ ))∨ is
an isomorphism of cosimplicial modules even if δ = ε.
Denote by σ S : K → K the linear map deﬁned by (σ S)(k) = σ S(k), k ∈ K . The transposition
map Hom(K , K ) → Hom(K∨, K∨), mapping a linear map f : K → K to its dual f ∨ : K∨ → K∨ is
a morphism of algebras with respect to the convolution products . Since σ S can be written as the
convolution product (σ ◦ε)  S of the composite K ε−→ F σ−→ K and of the antipode S , its dual (σ S)∨
is equal to (ε∨ ◦ σ∨)  S∨ = (ε ◦ evσ )  S∨ which is the twisted antipode S˜ on K∨ associated to the
modular pair (evσ , δ).
The cyclic operator tn : K⊗n → K⊗n can be written as the composite
K⊗n
K⊗n−−−→ K⊗n ⊗ K⊗n μ
(n−1)⊗K⊗n−−−−−−→ K ⊗ K⊗n σ S⊗K⊗n−1⊗δ−−−−−−−→ K ⊗ K⊗n−1 ⊗ F.
Here μ(n−1) : K⊗n → K is the iterated product on K and K⊗n is the diagonal of K⊗n . The cocyclic
operator τn : H⊗n → H⊗n can be written as the composite
H ⊗ H⊗n−1 ⊗ F S˜⊗H⊗n−1⊗σ−−−−−−→ H ⊗ H⊗n (n−1)⊗H⊗n−−−−−−→ H⊗n ⊗ H⊗n μH⊗n−−−→ H⊗n.
Here (n−1) : H → H⊗n is the iterated diagonal on H and μH⊗n is the multiplication of H⊗n .
We saw that the twisted antipode S˜ on K∨ associated to (evσ , δ) was (σ S)∨ , the dual of σ S .
Therefore ψn ◦ τn = t∨n ◦ φn . In particular when n = 1, since ψ1 is the identity, τ1 = t∨1 . So ﬁnally,
ψ∗ : Ω(K∨)(evσ ,δ)
∼=−→ (B(K )(δ,σ ))∨ is an isomorphism of cocyclic modules. 
Corollary 49. Let K be a ﬁnite dimensional Hopf algebra equipped with a group-like element σ such that ∀k ∈
K , S ◦ S(k) = σ−1kσ . Then ψ∗ : Ω(K∨)(evσ ,ε)
∼=−→ (B(K )(ε,σ ))∨ is an isomorphism of cyclic operads with
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∼=−→ Ext∗K (F,F) is an isomorphism of Batalin–Vilkovisky
algebras and ψ∗ induces an isomorphism of graded Lie algebras HC∗(evσ ,ε)(K
∨)
∼=−→ H˜C∗(ε,σ )(K ).
Proof. The canonical injection of K into its bidual K∨∨ , ν : K ↪→ K∨∨ , is an isomorphism of bial-
gebras. Let C := K∨ be the dual bialgebra. In the proof of Proposition 22, we saw that φ : ΩC ∼=−→
B(C∨)∨ is an isomorphism of linear operads with multiplication. Therefore the composite Ω(K∨) φ−→
B(K∨∨)∨ B(ν)
∨
−→ B(K )∨ is also an isomorphism of linear operads with multiplication. But this compos-
ite coincides with the isomorphism of cocyclic modules ψ∗ : Ω(K∨)(evσ ,ε)
∼=−→ (B(K )(ε,σ ))∨ given by
part (ii) of Proposition 46. 
Theorem 50. Let K be a Hopf algebra equipped with a group-like element σ such that for all k ∈ K , S2(k) =
σ−1kσ . Let tn : K⊗n → K⊗n be the linear map deﬁned by
tn(k1 ⊗ · · · ⊗ kn) = σ S
(
k(1)1 . . .k
(1)
n−1kn
)⊗ k(2)1 ⊗ · · · ⊗ k(2)n−1.
The dual of the Bar construction on K , B(K )∨ is a cyclic operad with multiplication. In particular, the Ger-
stenhaber algebra given by Theorem 16, Ext∗K (k,k), is in fact a Batalin–Vilkovisky algebra and the cyclic
cohomology of K , H˜C
∗
(ε,σ )(K ) has a Lie bracket of degree −1.
Proof. Corollary 49 explains in details that this theorem is the dual of Corollaries 44 and 45. There-
fore, the computations dual to [41, Proof of Theorem 1.1] show that the operad with multiplication
B(K )∨ given in the proof of Theorem 16 together with the cyclic operators tn deﬁnes a cyclic operad
with multiplication. Using Theorems 36 and 37, we conclude. 
7. Characteristic maps
Lemma 51. Let H be a bialgebra. Let A be a left module algebra over H (in the sense of [27, Deﬁnition V.6.1]).
Then the application Φ : H⊗n → Homk-mod(A⊗n, A) mapping h1 ⊗ · · · ⊗ hn to f : A⊗n → A deﬁned by
f (a1 ⊗ · · · ⊗ an) = (h1.a1) . . . (hn.an) deﬁnes a morphism of linear operads with multiplication from the co-
endomorphism operad of H, CoEndH-mod(H), to the endomorphism operad of A, Endk-mod(A). In particular,
Φ induces a morphism of Gerstenhaber algebras H∗(Φ) : Cotor∗H (k,k) → HH∗(A, A).
Proof. Since 1H .a1 = a1, Φ(1H ) = idA . Let h1 ⊗ · · · ⊗ hm ∈ H⊗m , k1 ⊗ · · · ⊗ km ∈ H⊗n and a1 ⊗ · · · ⊗
am+n−1 ∈ A⊗m+n−1. Using (18), we have that Φ[(h1 ⊗ · · · ⊗ hm) ◦i (k1 ⊗ · · · ⊗ kn)] evaluated on a1 ⊗
· · · ⊗ am+n−1 is equal to the product
(h1.a1) . . . (hi−1.ai−1)
(
h(1)i k1.ai
)
. . .
(
h(n)i kn.ai+n−1
)
(hi+1.ai+n) . . . (hm.am+n−1).
On the other hand, using example 2, Φ(h1⊗· · ·⊗hm)◦i Φ(k1⊗· · ·⊗kn) evaluated on a1⊗· · ·⊗am+n−1
is equal to the product
(h1.a1) . . . (hi−1.ai−1)
(
hi .
[
(k1.ai) . . . (kn.ai+n−1)
])
(hi+1.ai+n) . . . (hm.am+n−1).
Since for any h ∈ H , a and b ∈ A, h.(ab) = (h(1).a)(h(2).a), the previous two products are equal. So Φ
is a morphism of operads. Now Φ is a morphism of operads with multiplication, since Φ(1k) is the
unit map η : k → A and since Φ(1H ⊗ 1H ) is the multiplication μ : A ⊗ A → A of A. 
The following lemma is a variant of the previous lemma if H is ﬁnite dimensional, since in this
case, A is a left module algebra over H if and only if A be a right comodule algebra over the dual of
H , H∨ .
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tion III.7.1]). Then the application Φ : (H⊗n)∨ → Homk-mod(A⊗n, A) mapping f : H⊗n → k to F : A⊗n → A
deﬁned by F (a1 ⊗ · · · ⊗ an) = a(1)1 . . .a(1)n f (a(2)1 ⊗ · · · ⊗ a(2)n ), deﬁnes a morphism of linear operads
with multiplication from the endomorphism operad of H, EndH-comod(H), to the endomorphism operad
of A, Endk-mod(A). In particular, Φ induces a morphism of Gerstenhaber algebras H∗(Φ) : Ext∗H (k,k) →
HH∗(A, A).
Note that in the case A = H , H∗(Φ) coincides with the inclusion of Gerstenhaber algebras given
by Theorem 16. The proof of Lemma 52 is a computation similar to the proof of Lemma 51.
Theorem 53. Let H be a Hopf algebra equipped with a group-like element σ ∈ H such that ∀h ∈ H,
S2(h) = σ−1hσ . Let A be a right comodule algebra over H. Let τ : A → k be a non-degenerate 1-trace,
i.e. the morphism of left A-modules Θ : A ∼=−→ A∨ , mapping b ∈ A to ϕ : A → k given by ϕ(a) = τ (ab), is
an isomorphism of A-bimodules. Suppose that τ is σ -invariant in the sense of [29, Deﬁnition 3.1]: ∀a,b ∈ A,
τ (a(1))a(2) = τ (a)σ . Then
(1) the morphism H∗(Φ) : Ext∗H (k,k) → HH∗(A, A) given by Lemma 51, is a morphism of Batalin–
Vilkovisky algebras,
(2) the characteristic map deﬁned by Khalkhali and Rangipour [29, (10)] γ ∗ : H˜C∗(ε,σ )(H) → HC∗λ(A) is a
morphism of graded Lie algebras.
Proof. Recall from the proof of Corollary 42 that
C∗(A, A) C
∗(A,Θ)−−−−→∼= C
∗(A, A∨) Ad−→∼= C∗(A, A)∨
is a cyclic operad with multiplication. By Lemma 52, Φ : B(H)∨ → C∗(A, A) is a morphism of linear
operads with multiplication. Let γ : C∗(A, A) → B(H) be the morphism of cyclic modules deﬁned
by [29, Proposition 3.1]
γ (a0 ⊗ a1 ⊗ · · · ⊗ an) = τ
(
a0a
(1)
1 . . .a
(1)
n
)(
a(2)1 ⊗ · · · ⊗ a(2)n
)
.
Here the coaction of ai , ai = a(1)i ⊗ a(2)i . A straightforward calculation shows that the composite
B(H)∨ Φ−→ C∗(A, A) C
∗(A,Θ)−−−−→∼= C
∗(A, A∨) Ad−→∼= C∗(A, A)∨
is the dual of γ , γ ∨ : C∗(A, A)∨ → B(H)∨ . Since γ ∨ is a morphism of cocyclic modules, Φ : B(H)∨ →
C∗(A, A) is a morphism of linear cyclic operads with multiplication. By applying Theorem 36, H(Φ)
is a morphism of Batalin–Vilkovisky algebras between the Batalin–Vilkovisky algebras given by Theo-
rem 50 and Corollary 42. This is (1). By applying Theorem 37, we obtain (2). 
Using this time, Lemma 51 and the cocyclic map γ deﬁned by Connes and Moscovici [6, Theo-
rem 6], we obtain easily the following variant of the previous theorem.
Theorem 54. Let H be a Hopf algebra endowed with a modular pair in involution (δ,1). Let A be a module
algebra over H. Let τ : A → k be a non-degenerate 1-trace, i.e. the morphism of left A-modulesΘ : A ∼=−→ A∨ ,
mapping b ∈ A to ϕ : A → k given by ϕ(a) = τ (ab), is an isomorphism of A-bimodules. Suppose that τ is δ-
invariant. Then
(1) the morphism H∗(Φ) : Cotor∗H (k,k) → HH∗(A, A) given by Lemma 51, is a morphism of Batalin–
Vilkovisky algebras,
L. Menichi / Journal of Algebra 331 (2011) 311–337 329(2) the characteristic map deﬁned by Connes and Moscovici χτ : HC∗(δ,1)(H) → HC∗λ(A) is a morphism of
graded Lie algebras.
In [6, Theorem 6] or [49, Section 4.4], Connes and Moscovici have deﬁned more generally a char-
acteristic map χτ : HC∗(δ,σ )(H) → HC∗λ(A) without assuming that
(i) the group-like element σ is the unit 1 of H ,
and without assuming that
(ii) the σ -trace τ is non-degenerated.
But we need (i) to have a Lie bracket on HC∗(δ,σ )(H) (Corollary 45) and we need (i) and (ii) to have
a Lie bracket on HC∗λ(A) (Corollary 43). However, note that in their ﬁrst construction of the char-
acteristic map in [5], Connes and Moscovici were assuming (i) like us. We believe that (ii) can be
weakened, since the Batalin–Vilkovisky algebra on HH∗(A, A∨) can be deﬁned for non-counital sym-
metric Frobenius algebras, i.e. “unital associative algebras with an invariant co-inner product” [57,
p. 61-2]. In particular, as Tradler explained us, A does not need to be ﬁnite dimensional.
8. Hopf algebras that are symmetric Frobenius
In this section, we work over an arbitrary ﬁeld F. We want to consider in Theorem 53, the case
where the comodule algebra A over H is the Hopf algebra H itself. We remark that for a ﬁnite di-
mensional Hopf algebra H , there is a close relationship between being a symmetric Frobenius algebra
and being equipped with a modular pair in involution of the form (ε,u) (Theorem 61). Therefore
(Theorem 63), for Hopf algebras which are symmetric Frobenius algebras, often we have an inclusion
of Batalin–Vilkovisky algebras Ext∗H (F,F) ↪→ HH∗(H, H) and in some cases, the characteristic map
H˜C
∗
(ε,σ )(H) → HC∗λ(H) is injective.
First, we recall the notion of (symmetric) Frobenius algebra and that the Nakayama automorphisms
of a symmetric Frobenius algebra are all inner automorphisms. Then we recall that an augmented
symmetric Frobenius algebra is always unimodular. Specializing to Hopf algebras, we recall that ﬁnite
dimensional Hopf algebras are always Frobenius algebras and that the square S ◦ S of the antipode of
a unimodular Hopf algebra is a particular Nakayama automorphism. Finally, we can recall Theorem 61
due to Oberst and Schneider [44], which explains when a Hopf algebra is a symmetric Frobenius
algebra. In the proof of Theorem 61, we recall the construction of a non-degenerated trace τ on H .
Checking that the diagonal of H is compatible with this trace τ , we obtain Theorem 63.
8.1. Frobenius algebras
Let A be an algebra. The morphism of right A-modules Θ : A → A∨ , mapping 1 to the form φ,
is an isomorphism (of A-bimodules) if and only if A is ﬁnite dimensional and the bilinear form
〈 , 〉 : A ⊗ A → F deﬁned by 〈a,b〉 := φ(ab) is non-degenerate (and symmetric).
Deﬁnition 55. An algebra A is a (symmetric) Frobenius algebra if there exists an isomorphism Θ : A ∼=−→
A∨ of right A-modules (respectively of A-bimodules). We call φ := Θ(1) a Frobenius form.
Example 56. Let G be a ﬁnite group then its group algebra F[G] is a non-commutative symmetric
Frobenius algebra. By deﬁnition, the group ring F[G] admits the set {g ∈ G} as a basis. Denote by δg
the dual basis in F[G]∨ . The linear isomorphism Θ : F[G] → F[G]∨ , sending g to δg−1 is an isomor-
phism of F[G]-bimodules.
Let A be a Frobenius algebra with Frobenius form φ. By deﬁnition [32, (16.42)], the Nakayama
automorphism of φ is the unique automorphism of algebras σ : A ∼=−→ A such that for all a and b ∈ A,
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by [32, (16.43)], there exists an invertible element u ∈ A such that for all x ∈ A, σ ′(x) = uσ(x)u−1. In
particular, if A is a symmetric Frobenius algebra, the identity map of A, idA : A → A is a particular
Nakayama automorphism of A. And all the other Nakayama automorphisms are inner automor-
phisms [35, p. 483, Lemma (b)].
Deﬁnition 57. Let (A,μ,η, ε) be an augmented algebra. A left (respectively right) integral in A is an
element l of A such that ∀h ∈ A, h× l = ε(h)l (respectively l× h = ε(h)l). The augmented algebra A is
unimodular if the set of left integrals in A coincides with the set of right integrals in A.
Remark 58. An element l of A is a right integral in A such that ε(l) = 1 if and only if 1A − l is a
left unit in A, the augmentation ideal of A. Suppose that there exists a right integral l in A such that
ε(l) = 1. Then l deﬁnes a morphism of right A-modules s : F → A such that ε ◦ s = idF . Therefore F
is a right projective A-module and Ext∗A(F,F) is concentrated in degree 0 (compare with [7, Proof of
Proposition 5.4]).
The set of right (respectively left) integrals in an augmented Frobenius algebra is an F-vector
space of dimension 1 [26, Proposition 6.1]. Let A be an augmented algebra and let Θ : A ∼=−→ A∨
be an isomorphism of left (respectively right) A-modules. Then Θ−1(ε) is non-zero left (respectively
right) integral in A [26, just above Proposition 6.1]. In particular, if Θ : A ∼=−→ A∨ is an isomorphism of
A-bimodules, Θ−1(ε) is both a non-zero left et right integral in A. Therefore a symmetric Frobenius
algebra with an augmentation is always unimodular.
Let A be a Frobenius algebra with an augmentation. Let t be any non-zero left integral in A. The
distinguished group-like element or left modular function [26, (6.2)] in A∨ is the unique morphism of
algebras α : A → F such that for all h ∈ A, t × h = α(h)t ([43, 2.2.3] or [45, p. 590]). Note that A is
unimodular if and only if the distinguished group-like element in A∨ is ε the augmentation of A.
8.2. Hopf algebras
Let (H,μ,η,,ε, S) be a ﬁnite dimensional Hopf algebra. Its dual is also a Hopf algebra
(H∨,∨, ε∨,μ∨, η∨, S∨). In particular, a form λ on H is a left (respectively right) integral in H∨ if
and only if for every ϕ ∈ H∨ and k ∈ H , ∑ϕ(k(1))λ(k(2)) = ϕ(1H )λ(k) (respectively ∑λ(k(1))ϕ(k(2)) =
ϕ(1H )λ(k)). Here k =∑k(1) ⊗ k(2) .
Example 59. (See [43, 2.1.2].) If G is a ﬁnite group,
∑
g∈G g is both a left and right integral in the
group algebra F[G]. And δ1, the form mapping g ∈ G to 1 if g = 1 and 0 otherwise, is both a left and
right integral in F[G]∨ . Since δ1(1) = 1, by Remark 58, Cotor∗F[G](F,F) and Ext∗F[G]∨ (F,F) are both
concentrated in degree 0 (note that here the product on G is not used and that G does not need to
be ﬁnite [28, 4, p. 97]).
The set of left (respectively right) integrals in the dual Hopf algebra H∨ is an F-vector space of
dimension 1 [50, Corollary 5.1.6(2)]. So let λ be any non-zero left (respectively right) integral in H∨ .
The morphism of left (respectively right) H-modules, H
∼=−→ H∨ , sending g to the form, denoted [50,
p. 95] g ⇀ λ, mapping h to λ(hg) (respectively to the form mapping h to λ(gh)), is an isomor-
phism [50, Proof of Corollary 5.1.6(2)]. So a ﬁnite dimensional Hopf algebra is always a Frobenius
algebra, but not always a symmetric Frobenius algebra as Theorem 61 will show.
Lemma 60. (See [45, Theorem 3(a)] or [26, (6.8)].) Let H be a ﬁnite dimensional Hopf algebra. Let λ be a
non-zero right integral in H∨ . Let α be the distinguished group-like element in H∨ . Then for all a and b ∈ H,
(i) λ(ab) = λ(S2(b ↼ α)a) where b ↼ α =∑α(b(1))b(2) ([50, p. 95], [45, p. 585] or [26, p. 55]),
(ii) in the case H is unimodular, λ(ab) = λ(S2(b)a) [33, Proposition 8].
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on’s distinguished group-like element [26, (6.2) or p. 57] m in H∨ is α−1 = α ◦ S , the inverse of
ours ([43, 2.2.3] or [26, p. 57]), since he uses right integrals to deﬁne it and we use left integrals.
Lemma 60 means that the Nakayama automorphism σ of any non-zero right integral λ in H∨ is
given by σ(b) = S2(b ↼ α) for any b ∈ H .
Theorem 61. (See [44,10,35,24].) A ﬁnite dimensional Hopf algebra H is a symmetric Frobenius algebra if and
only if H is unimodular and its antipode S satisﬁes S2 is an inner automorphism of H.
Proof. Suppose that H is a symmetric Frobenius algebra. Then we saw that H is unimodular and that
all its Nakayama automorphisms are inner automorphisms. By (ii) of Lemma 60, S2 is a Nakayama
automorphism of H .
Conversely, assume that H is unimodular and that S2 is an inner automorphism of H . Let u be
an invertible element of H such that ∀h ∈ H , S2(h) = uhu−1. Let λ be any non-zero right integral in
H∨ . We saw above that λ(ab) is a non-degenerate bilinear form on H . By (ii) of Lemma 60, λ(ab) =
λ(S2(b)a) = λ(ubu−1a). Therefore β(h,k) := λ(uhk) is a non-degenerate symmetric bilinear form [35,
p. 487 proof of Proposition]. 
Example 62. Let G be a ﬁnite group. Since S2 = Id and since δ1 is a right integral for F[G]∨ , we
recover that the the linear isomorphism F[G] → F[G]∨ , sending g to δ1(g−) = δg−1 is an isomorphism
of F[G]-bimodules.
The Sweedler algebra is an example of non-unimodular Hopf algebra over any ﬁeld of characteristic
different from 2 [43, 2.1.2]. Notice that a cocommutative Hopf algebra over a ﬁeld of characteristic
different from 0 can be non-unimodular [35, p. 487-8, Remark and Examples (1) and (4)].
The square of the antipode of every quasi-cocommutative Hopf algebra with bijective antipode
is an inner automorphism ([27, Proposition VIII.4.1] or [43, 10.1.4]). Therefore by Theorem 61, ev-
ery braided (also called quasi-triangular) unimodular ﬁnite dimensional Hopf algebra is a symmetric
Frobenius algebra. In particular, the Drinfeld double D(H) of any ﬁnite dimensional Hopf algebra is a
symmetric Frobenius algebra [26, Theorem 6.10].
Theorem 63. Let H be a ﬁnite dimensional unimodular (Deﬁnition 57) Hopf algebra equipped with a group-
like element σ such that ∀h ∈ H, S2(h) = σ−1hσ . Then (1) H∗(Φ) : Ext∗H (F,F) ↪→ HH∗(H, H) is an inclu-
sion of Batalin–Vilkovisky algebras.
(2) Suppose moreover that H is cosemisimple. Then γ ∗ : H˜C∗(ε,σ )(H) → HC∗λ(H) is an inclusion of graded
Lie algebras.
Remark that by [8, Exercise 5.5.10], a ﬁnite dimensional cosemisimple Hopf algebra is always uni-
modular.
Proof. By Theorem 16, H∗(Φ) : Ext∗H (F,F) ↪→ HH∗(H, H) is an inclusion of Gerstenhaber algebras.
By Theorem 50 (or Corollary 49), Ext∗H (F,F) is a Batalin–Vilkovisky algebra and H˜C
∗
(ε,σ )(H) has a
Lie bracket of degree −1. By Theorem 61, H is a symmetric Frobenius algebra. Therefore by Corol-
lary 42, HH∗(H, H) is a Batalin–Vilkovisky algebra. And by Corollary 43, HC∗λ(H) has a Lie bracket of
degree −1.
More precisely, let λ be any non-zero right integral in H∨ . Let τ : H → F given by τ (a) = λ(σ−1a)
for all a ∈ H . In the proof of Theorem 61, we saw that τ is a non-degenerate 1-trace. Since λ is
right integral in H∨ , using the canonical injection of H into its bidual, for every k ∈ H , λ(k(1))k(2) =
λ(k)1H . Here k = k(1) ⊗ k(2) . By taking k = σ−1a, since σ−1 is a group-like element, for all a ∈
H , τ (a(1))σ−1a(2) = λ(σ−1a(1))σ−1a(2) = λ(σ−1a)1H = τ (a)1H . This means that τ is σ -invariant in
the sense of [29, Deﬁnition 3.1]. Therefore by applying part (1) of Theorem 53 in the case A = H ,
we obtain that H∗(Φ) : ExtH (F,F) ↪→ HH∗(H, H) is a morphism of Batalin–Vilkovisky algebras. This
is (1).
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in H∨ such that t(1) = 1. Since the set of right integrals in H∨ is an F-vector space of dimension 1,
any non-zero right integral λ in H∨ satisﬁes λ(1) = 0. Since τ (σ ) = λ(σ−1σ) = λ(1) is different from
zero, by [29, Theorem 3.1], the morphism of graded Lie algebras given by part (2) of Theorem 53,
γ ∗ : H˜C∗(ε,σ )(H) → HC∗λ(H) is injective. So (2) is proved. 
Note that by Theorem 61, any Hopf algebra satisfying the hypotheses of Theorem 63 is a symmetric
Frobenius algebra. On the contrary, any Hopf algebra which is also a symmetric Frobenius algebra does
not necessarily satisﬁes the hypotheses of Theorem 63. Indeed, in a symmetric Frobenius Hopf algebra,
S2 is an inner automorphism, not necessarily given by a group-like element σ . But in order, to apply
Connes–Moscovici (or more precisely its dual Khalkhali–Rangipour–Taillefer) Hopf cyclic cohomology,
we have to suppose that σ is a group-like element.
9. The Batalin–Vilkovisky algebra Cotor∗U L(Q,Q)
Let A be a Gerstenhaber algebra. Then A1 is a Lie algebra. This forgetful functor from Gerstenhaber
algebras to Lie algebras, has a left adjoint ([16, Theorem 5, p. 67] or [15, beginning of Section 4]),
namely L 	→ Λ∗L where Λ∗L is the exterior algebra on the Lie algebra L equipped with the Schouten
bracket: for x1 ∧ · · · ∧ xp ∈ Λp L and y1 ∧ · · · ∧ yq ∈ ΛqL,
{x1 ∧ · · · ∧ xp, y1 ∧ · · · ∧ yq}
=
∑
1ip,1 jq
±{xi, y j} ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xp ∧ y1 ∧ · · · ∧ ŷ j ∧ · · · ∧ yq. (64)
Here the symbol ̂ denotes omission and ± is the sign (−1)i+ j+(p+1)(q−1) . A tedious calculation shows
that more generally in any Gerstenhaber algebra A, for x1, . . . , xp, y1, . . . , yq ∈ A,
{x1 . . . xp, y1 . . . yq} =
∑
1ip,1 jq
±{xi, y j}x1 . . . x̂i . . . xp y1 . . . ŷ j . . . yq,
where here ± is the sign (−1)|xi ||x1...xi−1|+|y j ||y1...y j−1|+(|x1...xp |+1)|y1... ŷ j ...yq | .
In particular, for any bialgebra C , the inclusion of Lie algebras P (C) ↪→ Cotor∗C (k,k) given by Prop-
erty 17 induces a unique morphism of Gerstenhaber algebras ϕC : Λ∗P (C) → Cotor∗C (k,k).
Proposition 65. (See [16, Theorem 8, p. 70].) Let L be a Lie algebra over the rationals Q. Consider the universal
enveloping algebra U L with its canonical bialgebra structure. Then the morphism of Gerstenhaber algebras
ϕU L : Λ∗L → Cotor∗U L(Q,Q) is an isomorphism.
Since we have not be able to fully understand the proof of Gerstenhaber and Schack, we give our
own detailed proof of this proposition.
Proof. Let V be a graded Q-vector space. Let ΛV be the free graded commutative algebra on V .
By [13, Proposition 22.7] applied to V considered as a differential graded abelian Lie algebra, the
linear map λV : Λ(sV ),0 ↪→ B(ΛV ), mapping v1 ∧ · · · ∧ vn to the shuﬄe product [v1]  · · ·  [vn], is
an injective quasi-isomorphism of differential graded coaugmented coalgebras (this is a consequence
of the (graded) Koszul resolution).
Let A be an augmented algebra. Denote by B A the normalized reduced Bar construction. Let τA :
s−1B A → A be the linear map of degree 0, mapping s−1[sa1| . . . |san] to a1 if n = 1 and to 0 otherwise.
Then the unique morphism of graded algebras ΩB A
−→ A, extending τA is a quasi-isomorphism
[11, Proposition 2.14]. Suppose that V is concentrated in negative (lower) degree, the both ΛsV and
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differential graded algebras
ΩλV : Ω
(
Λ(sV ),0
) −→ ΩB(ΛV )
is a quasi-isomorphism. Therefore, by composing, we obtain a quasi-isomorphism of differential
graded algebras
νsV : ΩΛsV −→ ΩB(ΛV ) −→ (ΛV ,0).
(This is a particular case of [40, line above Lemma 8.3].) Note that if V is ﬁnite dimensional, νV is
the dual of λsV ∨ .
Since L is ungraded, V = s−1L is concentrated in degree −1 and therefore, we have the quasi-
isomorphism of differential graded algebras νL : ΩΛL −→ (Λs−1L,0). Poincaré–Birkoff–Witt gives an
isomorphism of coalgebras PBW : U L ∼=−→ ΛL which restricts to the identity map on the primitives. By
deﬁnition, νL : ΩΛL → Λ(s−1L) extends the composite
s−1ΛL
s−1λs−1L−−−−→ s−1BΛs−1L τΛs−1L−−−→ Λs−1L
which maps s−1(l1∧· · ·∧ ln) to s−1l1 if n = 1 and to 0 otherwise. Therefore, we have the commutative
diagram
ΩU L
Ω(PBW)
∼= ΩΛL
νL
 Λs
−1L
s−1PU L s−1PΛL s−1L
where the vertical arrows are the canonical inclusions and the bottom horizontal maps are the iden-
tity maps. Therefore the inverse of the algebra isomorphism
H∗(ΩU L)
H∗(ΩPBW)−−−−−→ H∗(ΩΛL) H∗(νL)−−−→ Λs−1L
coincides with ϕU L . 
Let L be a Lie algebra. A character of L is by deﬁnition [7, Example 5.5] a morphism of Lie algebras
δ : L → k. Let A be a connected Batalin–Vilkovisky algebra. Then B = A1 → A0 = k is a character for
the Lie algebra A1. Indeed for a, b ∈ A1, since {1,b} = 0 and {a,1} = 0, by [18, Proposition 1.2],
B{a,b} = {Ba,b} ± {a, Bb} = 0± 0= 0.
This forgetful functor from connected Batalin–Vilkovisky algebras to Lie algebras equipped with a
character has a left adjoint (compare with [15, Freely generated BVn algebras in Section 4]):
Let L be a Lie algebra equipped with a character δ : L → k. Then λ.x := δ(x)λ for x ∈ L and λ ∈ k
deﬁnes a right (and also left) Lie action of L on k. The differential d : ΛnL → Λn+1L of the Chevalley–
Eilenberg complex C∗(L,k) is given by ([34, (10.1.3.1)] with the opposite differential or [58, 7.7.1] for
exactly the same differential)
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n∑
i=1
(−1)i−1δ(xi)x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xn
+
∑
1i< jn
(−1)i+ j{xi, x j} ∧ x1 ∧ · · · ∧ x̂i ∧ · · · ∧ x̂ j ∧ · · · ∧ xn.
Here the symbol ̂ denotes omission. A direct calculation shows that
(−1)p(d(x1 ∧ · · · ∧ xp ∧ y1 ∧ · · · ∧ yq) − d(x1 ∧ · · · ∧ xp)y1 ∧ · · · ∧ yq
× (−1)px1 ∧ · · · ∧ xpd(y1 ∧ · · · ∧ yq)
)
is the Schouten bracket on the Gerstenhaber algebra Λ∗L deﬁned by Eq. (64). Therefore the Gersten-
haber algebra Λ∗L equipped with the operator d is a Batalin–Vilkovisky algebra. By induction, one
can check that in any Batalin–Vilkovisky algebra A, for x1, . . . , xn ∈ A,
B(x1 . . . xn) =
n∑
i=1
(−1)|x1|+···+|xi−1|x1 . . . B(xi) . . . xn
+
∑
1i< jn
(−1)|x1|+···+|x j−1|+|x1...xi−1||xi |{xi, x j}x1 . . . x̂i . . . x̂ j . . . xn.
It follows easily that the inclusion of Lie algebras with character
(L, δ) → (Λ1L,d : Λ1L → Λ0L = k)
is universal.
Let C be a Hopf algebra endowed with a modular pair in involution of the form (δ,1). By [6, (2.19)
or (2.22)], the operator
B : Cotor1C (k,k) = P (C) → Cotor0C (k,k) = k
coincides with the restriction of δ, δ|P (C) : P (C) → k. Since δ is a character for the associative algebra
C , δ|P (C) is a character for the Lie algebra of primitive elements P (C). By universal property, the mor-
phism of Gerstenhaber algebra ϕC : (Λ∗P (C),d) → Cotor∗C (k,k) is a morphism of Batalin–Vilkovisky
algebras between the free Batalin–Vilkovisky algebra generated by the Lie algebra with character P (C)
and the Batalin–Vilkovisky algebra recalled in Corollary 44. As an immediate consequence of Proposi-
tion 65, we obtain the following theorem:
Theorem 66. Let L be a Lie algebra over the rationals Q. Let δ : L → Q be a character for L. Extend δ to a
character δ : U L → Q for U L. The morphism of Batalin–Vilkovisky algebras
ϕU L :
(
Λ∗L,d
)→ Cotor∗U L(Q,Q)
is an isomorphism.
In [15, Theorem 4.4], Gérald Gaudens and the author showed that the rational homology
H∗(Ω2X;Q) of the double loop space of a 2-connected space X is isomorphic as Batalin–Vilkovisky
algebras to (Λ(π∗(Ω X) ⊗ Q),d), the free Batalin–Vilkovisky algebra generated by the (graded) Lie al-
gebra π∗(Ω X)⊗Q equipped with the trivial character. The graded version of Theorem 66 shows that
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we obtain an isomorphism of Batalin–Vilkovisky algebras
H∗
(
Ω2X;Q)∼= Cotor∗H∗(Ω X;Q)(Q,Q).
Of course, such isomorphism must be compared with our Conjecture 27.
It would be interesting to compute the Batalin–Vilkovisky algebra Cotor∗H (k,k) and the Lie bracket
on HC∗(δ,1)(H) when H = Hn , the Connes–Moscovici Hopf algebra. In [5, Theorem 11], Connes and
Moscovici start the computation of HC∗
(δ,1)(Hn) by ﬁrst computing HC∗(δ,1)(U L) [5, (1) of Propo-
sition 7]. This gives a second reason why in this paper, we have chosen to compute the Batalin–
Vilkovisky algebra Cotor∗U L(k,k) when k is a ﬁeld of characteristic 0 (Theorem 66).
10. Future extension
Let H be a Hopf algebra endowed with a modular pair in involution (δ,σ ) where σ is different
from 1. Then the cocyclic module of Connes and Moscovici (ΩH)(δ,σ ) (recalled just after Deﬁni-
tion 48) is not the usual cobar construction and therefore has no obvious cup product. Therefore we
believe that its cohomology Cotor∗H (k,kσ) has no algebra structure and that its cyclic cohomology
HC∗(δ,σ )(H) has no Lie bracket: we believe that Corollaries 44, 45 and Theorem 50 cannot be general-
ized to any Hopf algebra admitting “full” modular pair in involution.
In [21,20], Connes–Moscovici Hopf cyclic cohomology was extended to Hopf algebra with right-
left stable-anti-Yetter–Drinfeld modules (SAYD). By [31, Example 4.2], Hopf cyclic cohomology
HC (∗,H)(B,M) for Hopf algebras H with a right-right SAYD H-module M gives, when B = H and
M =σ kδ , the dual of Khalkhali–Rangipour–Taillefer cyclic homology, H˜C∗(ε,σ )(H), and when H = k
and M = k the cyclic cohomology of the algebra B , HC∗λ(B). Therefore, we hope that the Hopf cyclic
cohomology HC (∗,H)(B,M) has a Lie bracket of degree −1 if (H, B,M) satisﬁes some hypotheses
generazing the hypotheses of both Corollaries 43 and 45.
The characteristic map of Connes and Moscovici has been generalized for invariant higher trace
in [7,19]. For Hopf algebras with SAYD modules, the characteristic map of Connes and Moscovici
is generalized by a cup product in Hopf cyclic cohomology [30,47,46]. It would be interesting to
generalize Theorem 54 by looking at what kind of algebraic structures those cup products preserves.
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