The present paper gives computations of weighted pseudo-colimits of pseudo-functors on 1-categories valued in certain 2-categories, such as the 2-category of contravariant pseudo-functors on a 1-category. The main result is a generalization of the well-known result of SGA 4 that shows how to compute conical colimits of certain cloven fibrations. Concluding discussions give an computation of bicolimits of certain pseudo-functors and colimits in reflective sub 2-categories.
Introduction
The present paper has its origin in the need for explicit constructions of weighted pseudo-colimits of diagrams valued in certain 2-categories. The main result is a generalization of §6.4.0 of [AGV72b] which shows how to compute colimits of category-valued pseudo-functors on 1-categories. This will be recovered as a case of the main theorem presented in §3.1, which shows how to compute the pseudo-colimit of any pseudo-functor D : C → [X op , Cat] weighted by a pseudo-functor F : C op → Cat where C and X are ordinary 1-categories. This computation is then extended to weighted pseudo-colimits of pseudo-functors of the form D : C → St(X , J) where the latter is the category of stacks on the site (X , J). Work has been done on related questions. For example, R. Street and E. Dubuc constructed bicolimits of categoryvalued 2-functors on prefiltered 2-categories in [DS06] . The recent paper [DDS] of E. Dubuc, E. Descotte and M. Szyld shows how to compute the σ-filtered colimit of a 2-functor A → Cat on a 2-category A. But these papers are not essential background for the present work. Again our focus is on pseudo-functors of the form D : C → [X op , Cat] and D : C → St(X , J) and the treatment is largely self-contained.
2-Categories
In the main, the notations for 2-categories as in §B1.1 of [Joh01] will be adopted. That is, Gothic capitals such as K and L will stand for 2-categories. The 0-cells are Latin capitals A, B, C . . . or X, Y, Z; 1-cells will be denoted by f, g, h, . . . and 2-cells are usually Greek lower-case such as α, β, . . . . The viewpoint is that 2-categories are degenerate bicategories, rather than Cat-enriched. This means that genuine pseudo-functors F : K → L are the morphisms of interest rather than just 2-functors.
Script capitals C , F , E , X , . . . are reserved for ordinary 1-caterogies. These are viewed as 2-categories with only identity 2-cells. The 2-category of pseudo-functors [X op , Cat] on X will clearly take a central place in subsequent development. It has as objects pseudo-functors F : X op → Cat, which are thought of as higher-order presheaves whose coherence properties hold up to isomorphism. That is, for any composable arrows f, g of X , there is a specified invertible 2-cell F (f )F (g) ⇒ F (gf ) satisfying the coherence condition of the reference. The transition functor associated to a morphism x : X → Y of X will be denoted x * : F Y → F X. For a covariant pseudo-functor G : X → Cat the transition functor associated to an arrow f : X → Y of X will be denoted f ! : F X → F Y . For a given pseudo-functor F , the category F X is thought of as the fiber of F over X. Its objects will usually be denoted with lowercase Latin letters toward the beginning or end of the alphabet. These considerations are a result of the well-known correspondence between pseudo-functors and (op)fibrations.
A morphism of such pseudo-functors is a pseudo-natural transformation α : F → G. This is a family of functors α X : F X → GX indexed by X ∈ X together with a family of naturality 2-cells
indexed by the morphisms x : X → Y of X . Conventionally, these isomorphisms are taken to point from F X to GY . These cells are required to satisfy the following coherence condition. Namely, for morphisms x : X → Y and y : Y → Z of X , the cells
F Z GZ F Y GY F X GX
should compose to α yx . The 2-cells of [X op , Cat] are the modifications m : α → β. Such a modification consists of natural transformation m X : α X → β X for each object X ∈ X . These natural transforma-tions should satisfy a coherence condition. For each x : X → Y the correct compositions of the cells of the following cylinder should be equal. The unlabeled back and front squares are the given coherence isomorphisms α x and β x .
These coherence identities will be important in the proof of the main result, Theorem 3.2. But when it is safe to do so, the structure and coherence isomorphisms will be ignored, or at least left unnamed.
Colimits
In ordinary category theory, a colimit is an initial object in the category of cocones on a given diagram. That is, if D : J → C is a functor on a small category J , a cocone on D with vertex X ∈ C is a natural transformation λ : D → ∆X. A morphism of cocones m : λ → ν is a map of their vertices f : X → Y such that f λ i = ν i holds for each i ∈ J 0 . Such cocones form a 1-category. The colimit of the diagram D is the initial object of the category of cocones, if it exists. This basically amounts to saying that the functor sending an object of C to the category of cocones having that object as their vertex is representable. Usually the vertex of such a colimit is denoted by lim → D. In this notation, then, the colimit of the diagram D exists if, and only if, there there is such a universal cocone (lim → , λ) admitting an isomorphism of sets
given by pullback by λ. Essentially, each cocone factors through the colimiting cocone. A category is small cocomplete if it admits all colimits of small diagrams. A category is finitely cocomplete if its admits all colimits of finite diagrams. Colimits are well-understood in many categories. For example, the categories Set, Ab and Top are small cocomplete. Filtered colimits in Set have a particularly tractable form 2.13.3 [Bor94] . In general, colimits can be constructed from small coproducts and coequalizers (dual of V.2.1 of [Mac98] ).
One way of defining a 2-category is that it is Cat-enriched. The proper notion of colimit in enriched category theory is that of a weighted colimit. Although the enriched approach concerns itself primarily with 2-functors and not pseudo-functors, the idea of a weighted colimit nonetheless makes sense. Following [Joh01] we give something close to an elementary presentation.
Let Q : J → K denote a pseudo-functor on a 2-category. Treat this as a diagram of shape J in K. For each A ∈ K there is a canonical functor K(Q(−), A). Denote this by K(Q, A). Let P : J op → Cat denote a pseudo-functor, namely, the "weight." The pseudo-colimit of the diagram Q weighted by P is a universal pseudo-cocone on the canonical functor K(Q, A) weighted by P . More precisely, the pseudo-colimit of the diagram Q weighted by P is an object P ⋆ Q of K together with counit ξ : P → K(Q, P ⋆ Q) yielding an equivalence
This pseudo-limit is "strong" if the equivalence is instead an isomorphism. The colimit given by equivalence could be termed a "weak" pseudo-colimit or a bicolimit. A pseudo-limit or colimit is conical if the weighting functor is the diagonal to 1. For such a conical limit or colimit, use the traditional notation lim ← , or lim → as the case may be. In the special case where the indexing category J is itself 1, the weighted pseudo-limit, called a "cotensor," is denoted by A ⋔ A. Here A and A denote the category and object picked out by the diagram and weighting functor from 1. The dual concept, namely, the "tensor" is traditionally denoted A ⊗ A. In the case that the diagram is Cat-valued, the tensor is the functor category. Hence every functor category is a weighted colimit. Proposition 1.1. A left 2-adjoint strictly preserves strong weighted colimits.
Proof. Take a situation of 2-adjoints
so that by the 2-Yoneda principle with B ∈ L 0 arbitrary, it follows that there is an equivalence
as required.
Categories of Fractions
The details of categories of fractions are given for example in §I.1 of [GZ67] and § §5.1-5.2 of [Bor94] . For any set of morphisms Σ of a category C there is a category C [Σ −1 ] and a canonical functor
such that the image under L of any morphism of Σ is invertible. The universal property is that there is an isomorphism of 1-categories
where the subscript Σ indicates the full subcategory of the ordinary functor category whose objects are those functors C → D that invert every arrow of Σ. The map in the displayed isomorphism is pullback by the canonical map L. As described in [Bor94] , the objects of the localization C [Σ −1 ] are those of C , but the arrows are certain formal "zig-zags." The point for us is that to define a functor C [Σ −1 ] → D it suffices to define a functor C → D that inverts all the morphisms of Σ. Another from the category of fractions is then canonically obtained making a commutative diagram The functor F is called a fibration if (1) for any morphism f : E → X of E , each object B with F B = X is the target of a cartesian morphism above f and (2) the composition of any two cartesian morphisms is cartesian. Let Σ denote the set of cartesian morphisms of F . Now, let Hom(F , C ) Σ denote the set of functors F → C inverting the arrows of Σ in C . This establishes a functor Hom(F , −) Σ : Cat → Set.
Proposition 6.2 on p. 266 of [AGV72b] shows that this functor is representable. The representing object is the category
obtained as a category of fractions by formally inverting the cartesian morphisms of F . Now, the fibration
, [Gir64] . The discussion of §6.4.0 indicates that the representing object
Of course, as already indicated, exhibiting a construction merely as a category of fractions does not give a tractable description of its morphisms. Accordingly, Proposition 6.4 and Proposition 6.5 together give conditions under which the limit F [Σ −1 ] admits a calculus of fractions. The condition is on the base category E , requiring only that it be pseudo-filtered in the sense of I.2.7 of [AGV72a] . In this case, the set of cartesian morphisms Σ admits a right calculus of fractions and the category F [Σ −1 ] appears as described in Proposition 6.5, which itself recalls the dual results of I.2 in [GZ67] .
Candidate for the Weighted Pseudo-Colimit
Fix pseudo-functors Q : C → Cat and P : C op → Cat on a small 1-category C . The following construction produces the candidate for the P -weighted pseudo-colimit of Q and will be used throughout the rest of the paper. Define the category ∆(P, Q) by first taking ∆(P, Q) 0 to consist of those tuples (C, p, q) with C ∈ C 0 , and p ∈ P C and q ∈ QC. The arrows will be triples of the form
whose components are of the form
Such a morphism is cartesian if both u and v are isomorphisms. Composition is componentwise using the usual definitions for the co-and contravariant Grothendieck constructions. Let Σ denote the set of cartesian morphisms of ∆(P, Q). Set P ⋆ Q to be the localization
This construction is basically the diagonal of the Grothendieck completion for a bifunctor as in §9.1 of [Jac99] . This localization P ⋆ Q is also pseudo-colimit. Take J to have the same objects as C and to have arrows those pairs (f op , f ) where f op is a formal opposite of f in C . Then P ⋆Q is the pseudo-colimit over the diagram that composes the inclusion from J with the bifunctor P × Q : C op × C → Cat. This is the origin of the '∆'-notation emphasizing the "diagonal" inclusion on objects from J .
Weighted Colimits in 2-Categories of Pseudo-Functors
Fix a pseudo-functor Q : C → [X op , Cat] on a small 1-category C . The present discussion will produce a candidate for the pseudo-colimit of Q weighted by a pseudo-functor P : C op → Cat using the construction of §2.2. The main result in §3.1 shows that this candidate works. For each C, the image Q(C) is a pseudo-functor X op → Cat and each f : C → D of C maps to a pseudo-natural transformation f ! . Fixing X ∈ X , the assignment C → Q(C)(X) is covariantly pseudofunctorial. Thus, define a correspondence
This extends to a pseudo-functor X op → Cat. It will be denoted P ⋆ Q. For x : X → Y , the inverse image functors are induced from the underlying categories. Take an object (C, p, q) of ∆(P, Q(−)(Y )) to the image (C, p, x * q) in ∆(P, Q(−)(X)) using the transition map x * for Q(C). The arrow assignment comes from the coherence morphism for pseudo-natural transformations. That is, take an arrow
. The arrow f : C → D induces the pseudo-natural transformation f ! coming with coherence cells for each arrow of X . There is one for the fixed x : X → Y making a square 2-cell
Thus, define the image of the arrow (f, u, v) to be
The fact that this is functorial x * : ∆(P, Q(−)(Y )) → ∆(P, Q(−)(X)) now follows. For given two arrows of the source with C -components f and g, there is induced from Q a coherence modification of the form
whose components are natural isomorphisms indexed over X ∈ X . Now, the coherence condition for this modification at x : X → Y is the condition that the assignment ∆(P,
is functorial. Note finally that the assignment inverts the cartesian morphisms of the source. So, there is an uniquely induced functor of categories of fractions making a commutative square
This is taken to be the inverse image functor at x : X → Y and will be denoted again by x * . That together these inverse image functors make P ⋆ Q pseudo-functorial is fairly straightforward. Coherence isomorphisms are needed x * y * ∼ = (yx) * for any two given arrows x : X → Y and y : Y → Z. Again these can be induced from the underlying diagonal categories. That is, given (C, p, q) ∈ ∆(P, Q(−)(Z)), there are required natural isomorphisms fitting into
But only the X -argument varies. So, the components are obtained as the arrows
where the ' ∼ =' in the display indicates the q-component of the coherence isomorphism coming from that for Q(C) as in the diagram
The map in the penultimate display is evidently an isomorphism. The associativity condition will follow automatically since it can be carried out in the Q-component of the tuple using the fact that Q(C) is a pseudo-functor. So, the only point to check is naturality. But this is guaranteed by the coherence condition for the pseudo-natural transformation Q(f ) associated to the C -arrow f : C → D of an arrow of ∆(P, Q(−)(Z)). Therefore, this natural isomorphism induces one between the associated categories of fractions. The coherence laws then follow by uniqueness. Thus, P ⋆ Q, so defined, is indeed a pseudofunctor. It is the candidate for the pseudo-colimit of Q weighted by P . The discussion so far thus produces two pseudo-functors. One is of course P ⋆ Q, but the other is the one from which this is induced, namely, the pseudo-functor making the assignment X → ∆(P, Q(−)(X)). Denote this by ∆(P, Q) and think of it as the underlying category for P ⋆ Q.
Lemma 3.1. There is a pseudo-natural isomorphism
where the subscripted Σ indicates the category of morphisms ∆(P, Q) → F inverting the cartesian morphisms of ∆(P, Q).
Proof. This follows by the construction of P ⋆Q and the universal property of the category of fractions.
Main Theorem
The goal is to establish that for any pseudo-functor Q :
pseudo-natural in P and F in the manner of (1.1) with K = [X op , Cat]. But by Lemma 3.1 it suffices to establish such an isomorphism with [X op , Cat](∆(P, Q), F ) Σ on the left of (3.2). Thus, begin with such a pseudo-natural transformation α : ∆(P, Q) → F . This comes with a system of functors α X : ∆(P, Q(−)(X)) → F X indexed over X ∈ X 0 and natural coherence isomorphisms α h
The first goal is to give a pseudo-natural transformation Φ(α) on the right side of (3.2). This should have component functors
indexed by C ∈ C 0 . Thus, for each p ∈ P C there should be a pseudo-natural transformation
3)
The components of (3.3) indexed over X ∈ X 0 will be functors of the form Φ(α) C (p) X : Q(C)(X) → F X given by the assignments
on objects q ∈ Q(C)(X) 0 and arrows w : q → s of Q(C)(X). Functoriality of each α X makes the assignments (3.4) and (3.5) functorial. Pseudo-naturality of (3.3) follows as well. To see this, first fix an arrow h :
should be natural isomorphisms indexed over q ∈ Q(C)(Y ). These can be taken to be the (C, p, q)-components of α h with C and p fixed. Pseudo-naturality follows by that of α. Therefore, the assignments of (3.3) comprise a pseudo-natural transformation. That is, Φ(α) C has a well-defined object assignment. To establish that Φ(α) C is indeed a functor, each arrow v : p → r of P C should have a corresponding modification Φ(α) C (p) → Φ(α) C (r) associated to it. The components should be indexed over X ∈ X 0 . And these should be natural transformations whose components are indexed over q ∈ Q(C)(X). Thus, the evident definition is just
This is natural in q ∈ Q(C)(X) 0 by functoriality again. And indeed the collection of such Φ(α) C (v) X over X ∈ X 0 gives a modification precisely by the naturality of the coherence isomorphism α h . This assignment is functorial by construction. Altogether, then, the Φ(α) C give components over C ∈ C 0 that will be seen to give a pseudo-natural transformation. This will give the object assignment of a functor Φ. A candidate for the arrow assignment is thus required. To this end, consider a modification of pseudonatural transformations m : α → β. This comes with a family of natural transformations m X : α X → β X of functors ∆(P, Q(−)(X)) → F X. The claim will be that there is a modification Φ(m) between Φ(α) and Φ(β). To define its components, take C ∈ C 0 , then p ∈ P (C) 0 , then X ∈ X 0 and finally q ∈ Q(C)(X). Now, make the definition
an arrow of the category F X. That this definition works involves checking several layers of well-definition and coherence. But it is easy to see that the definition yields a natural transformation in q since m X itself is a natural transformation.
Lemma 3.2. There assignments of the above discussion
are functorial.
Proof. The first claim is that the Φ(α) C give a pseudo-natural transformation. Coherence isomorphisms are required. For arrows f : C → D of C these should be natural isomorphisms Φ(α) f as in
, giving such a coherence isomorphism amounts to defining isomorphisms of the form
in the category F X with several layers of naturality. Denote these arrows by Φ(α) f,p,X,q . The evident definition is just Φ(α) f,p,X,q := α X (f, 1, 1).
Since (f, 1, 1) is cartesian its image in F X is an isomorphism. Naturality in q follows because α X is functorial. So, each Φ(α) f,p,X is a natural isomorphism. That these assemble over the X ∈ X 0 to a modification is a result of the naturality at the image of (f, 1, 1) of the coherence isomorphisms α h for arrows h : X → Y of X . To see this, fix such an arrow. The coherence condition asserts that the correct compositions of the following cells
are equal. The back and front right faces are the defined coherence isomorphisms. The left front face is the given coherence isomorphism φ from the square preceding (3.1). These are all natural transformations. So, evaluate at a component q ∈ Q(C)(Y ) 0 . That the resulting square commutes is again the naturality at (f, 1, 1) of the original α h . This uses the fact that the definition (3.1) built the needed coherence morphism φ into the definition of the inverse image maps of the pseudo-functor P ⋆ Q.
It is now asserted that these isomorphisms do indeed make the collection of Φ(α) C pseudo-natural. The point is that for arrows f : C → D and g : D → E of C the cells of the diagram
compose to the defined coherence isomorphism that gives the front face, namely, Φ(α) gf . It suffices to check this for components at an object p ∈ P (E) 0 . But the definitions show that this is equivalent to checking the commutativity of the pentagon
where θ and ψ are shorthands for the correct components of the canonical isomorphisms for composition given with P and Q. Now, that the pentagon commutes follows from the fact that α X is a functor. Therefore, Φ(α) is pseudo-natural and gives the object assignment of the functor.
The second claim is that the assignments of (3.6) assemble to a modification, yielding the arrow assignment for Φ. First it must be seen that Φ(m) C,p defines a modification with components indexed over X ∈ X 0 . These components are just the natural transformations Φ(m) C,p,X . So, consider the modification coherence diagram for an arrow h :
whose front and back faces are the defined coherence isomorphisms for Φ(α) and Φ(β). Now, for say q ∈ Q(C)(Y ) 0 , one has the square
which commutes since m is a modification. That Φ(m) c now constitutes a natural transformation indexed over p ∈ P C 0 follows since each m X is a natural transformation. So, the last point to check for welldefinition is that Φ(m) with components Φ(m) C is a modification. But this is just checking that for an arrow f : C → D of C the two ways of composing the cells in the diagram
are equal. The front faces are the defined coherence morphisms. Again it suffices to check on components. So, fixing p ∈ P C and then evaluating at X ∈ X 0 and q ∈ Q(C)(X) 0 , there is the square
which commutes because m X is natural. Now, to finish the proof it must be shown that Φ is a functor. But this is clear by the definitions making the object assignment.
Begin the assignment in the other direction. Start with pseudo-natural α : P → [X op , Cat](Q, F ) on the left side of (3.2). This has as components α C indexed over C ∈ C 0 of the form P C → [X op , Cat](QC, F ). The coherence cells appear for each arrow f : C → D of C having the form of natural isomorphisms
Denote these by α f with components α f (p) for p ∈ P D 0 . Now, the target should be a pseudo-natural transformation Ψ(α) : ∆(P, Q) → F with components Ψ(α) X : ∆(P, Q(−)(X)) → F X indexed over objects X ∈ X . Now, these components should be functors. So, define a correspondence on objects
For the arrow assignment, start with a typical arrow (f, v, w) : (C, p, q) → (D, r, s) as described in §2.2. Connect the images of (C, p, q) and (D, r, s) using the functor α C applied to v, the coherence isomorphism α f evaluated at r, and the functor α D (r) X applied to w. This yields the arrow
of F X. Define the image of (f, v, w) to be the above composite. Since the middle arrow is an isomorphism, if (f, v, w) is cartesian, the assignment clearly results in an isomorphism. Now, start with a modification m of pseudo-natural transformations α, β :
should have components Ψ(m) X indexed over X ∈ X . These should be natural transformations with components indexed over the objects of ∆(P, Q(−)(X)). Thus, for an object (C, p, q) make the evident definition Ψ(m) X,(C,p,q) := m C,p,X,q .
(3.9)
To be established is that Ψ(m) X is a natural transformation and that together these purported components do indeed define a modification. These points are part of the following result.
Lemma 3.3. In the set-up of the discussion above, the assignments
Proof. The first claim is that the assignments (3.7) and (3.8) induce a well-defined functor. Start with two arrows (f, v, w) : (C, p, q) → (D, r, s) and (g, u, t) : (D, r, s) → (E, y, z) of the appropriate form. Their composite is (gf, ξ, ζ) where ξ is the usual composite
The names φ and ψ are purely for convenience. The images of each under the correspondence run along the diagonal sides of the following diagram; the image of the composite runs along the bottom. The claim is that the diagram commutes.
This will show that the image of the of the composite is the composite of the images. To this end, note that the squares to the right and left of the inner pentagon commute by definition. The top three are naturality squares. The inner pentagon is commutes by the coherence condition for the isomorphisms α f and α g . This proves that the assignments do give a functors. These functors assemble to a pseudo-natural transformation. For each x : X → Y of X , the purported coherence cell will be
that is, the q-component of the given coherence isomorphism α C (p)(x) for the pseudo-natural transformation α C (p) as in the cell
The proposed definition (3.10) does define a natural transformation. It suffices to check on the arrows of the category underlying the category of fractions. For that, take an arrow (f, v, w) : (C, p, q) → (D, r, s) as usual. The naturality square breaks into three squares. The top and bottom arrows are the components of the proposed transformation, while the sides are the images of the arrow (f, v, w).
The middle square commutes by the coherence condition for the modification α D (r). The top square commutes by the modification condition for α C (v). And the bottom commutes since α D (r)(x) is natural. The object assignment is complete once the Ψ(α) X are seen to assemble to a pseudo-natural transformation. But this follows directly from the fact that the cells α C (p)(x) over the x of X satisfy the condition for pseudo-naturality. Therefore, Ψ(α) is a pseudo-natural transformation. For the arrow assignment there are two points to establish. First is that the definition (3.9) above establishes a natural transformation Ψ(m) X . To see this take an arrow (f, v, w) : (C, p, q) → (D, r, s) of the category ∆(P, Q(−)(X)). Using the definitions from the pervious part of the proof, the naturality square splits into three squares as in the following diagram.
The top and bottom squares are commutative naturality squares. The middle is the coherence square for m. Therefore, Ψ(m) X is natural for each X ∈ X 0 . That Φ(m) satisfies the modification condition follows by the coherence condition for m with the C-and p-arguments fixed. Thus, the arrow assignment is well-defined. It is functorial by definition.
A Calculus of Fractions
For this subsection, let P : P → C and Q : Q → X denote a fibration and an opfibration over X as described in §B1.3 of [Joh01] or §I.1 of [Jac99] . These are assumed to be cloven, in that for each f : C → D, with P (p) = D there is a given prone morphism σ(f, p) of P over f with codomain p. There is a dual situation for Q : Q → X . The analogue could perhaps be called "op-prone." Cloven fibrations give rise to pseudo-functors. In particular, §1.4 of [Jac99] shows how to construct transition morphisms
satisfying the conditions needed for pseudo-functoriality X op → Cat and X → Cat. For example, f * sends p ∈ P D to the domain of the prone morphism above f with codomain p. Denote the resulting pseudo-functors with a tilde P :
Accordingly, P ⋆Q denotes the construction of §2.2 applied to the pseudo-functors corresponding to P and Q. It has essentially the same construction since these pseudo-functors simply associate to each C ∈ C the respective fibers P C or Q C over C. That is, the objects are simply triples (C, p, q) with p ∈ P C and q ∈ Q C . The arrows are again triples (f, u, v) : (C, p, q) → (D, r, s) with components of the form
And as is well-known, a pseudo-functor G : C → Cat yields an opfibration by the so-called "Grothendieck construction." This is the category whose objects are pairs (C, q) with C ∈ C and q ∈ GC and whose morphisms are those (f, v) : (C, q) → (D, r) with f : C → D and v : f ! q → r. A dual construction yields a fibration for each pseudo-functor F : C op → Cat. Denote each such construction using the notation
Now, recall that the representing object F [Σ −1 ] associated to a fibration F → C from §2.1 admits a calculus of fraction if C is pseudo-filtered. A related result is proved here for P ⋆ Q. Recall that a category is filtered if it is nonempty, has a span connecting any two objects, and any parallel arrows are equalized by some arrow. This is the sense used in [MLM92] . But it is dual to the usual definition of §IX.1 in [Mac98] and of §2.13 in [Bor94] which would use the term "cofiltered." Before the main result, recall in detail the important 3. any parallel arrows coequalized by one in Σ are also equalized by one in Σ as in the diagram
This is essentially Definition 0.18 on p.6 of [Joh14] . It is also 5.2 of [Bor94] . It is the dual of the standard one in [GZ67] which deals with a left calculus. The description of the resulting category C [Σ −1 ] is again in [Joh14] , but also in considerable detail over the course of §5.2 of [Bor94] .
Theorem 3.5. In the notation above, if the Grothendieck completion C Q is filtered, then the set Σ of cartesian morphisms forming the category of fractions P ⋆ Q admits a right calculus of fractions.
Proof. Throughout we work with the fibration and opfibration It is clear that the condition of 3.4.1 is satisfied. The first claim is that the condition of 3.4.2 is satisfied. Start with a cospan making a corner diagram (D, r, s)
with (g, t, w) cartesian. It suffices to work in the P -argument because Q is filtered; that is, there is a span over (B, y) and (D, s) and further it can be taken to be a commutative square by equalizing. So, A map h * (y) → k * (r) now arises as a unique lift of an identity map. This is depicted in the following diagram.
The unique arrow above arises as the lift of identity on A. For u and v are vertical, the σ's are prone, and v, being a vertical isomorphism, is also prone. Now, the crucial point is the following. The unique arrow fits into the following diagram. The outside squares on the bottom and top commute by definition of the coherence isomorphisms φ and ψ; and by definition of the images k * v and h * u. Notice that the triangle above forms the top, bottom, and left-hand sides of the outside square.
Of course because f h = gk holds, it follows that σ(f h, q) = σ(gk, q). Therefore, the arrows of the inside rectangle are coequalized by this common prone morphism. But then these two arrows of the inside rectangle solve the same lifting problem since they are all vertical over common identities. Thus, they are equal. But this equality implies the commutativity of the following square the coequalizing diagram; hence they are equal. Now, the two prone morphisms on the right vertical side are the same since hf = hg. So, the two paths through the coherence morphisms from p to y are equal; that is, there are equalities of the outside paths
But the key is the dashed arrow σ(k, p). Pulling back by this arrow allows use of the uniqueness of the lifting property. For the two arrows
are coequalized by the same prone morphism σ(h, y) and they live over the same arrow f k = gk. Therefore, they solve the same lifting problem. By uniqueness, there is then an equality of the two paths from k * p to h * y via w. But since w is an isomorphism, there is the equality
The arrows of the two sides of this equality form the outside of the following diagram.
Again the squares at the top and bottom commute by construction. Thus, the vertical morphisms φk * u and ψk * v are coequalized by the prone morphism σ(f k, r) = σ(gk, r). So, by uniqueness, these vertical morphisms are equal. But this is precisely the statement that the original diagram
does indeed commute. This concludes the proof since composition works in the Q-argument. Therefore, P ⋆ Q arises through a right calculus of fractions.
Bicolimits and the Tensor Product
In the theory of ordinary presheaves, the tensor product of P : C op → Set and Q : C → Set is a colimit. But in IX.6 of [Mac98] , it is indicated that the tensor product is also realized as a coend. That is, for a cocomplete category E with Q : C → E , the tensor product is the coend
of the copower bifunctor. Now, in enriched theory, for V closed monoidal and C a V -category, the copower of P ∈ C by Q ∈ V is an object P ⊗ Q of C yielding an isomorphism
When C = V , the copower reduces to the monoidal tensor of V . So, in the case that V is Cat, a closed symmetric monoidal category under the cartesian product, the copower bifunction is the product bifunctor P × Q. Enriched theory also tells us how to compute the coend of a bifunctor B :
It is just the hom-weighted colimit
as given in (3.66) of [Kel82] . The bifunctor C op (−, −) is contravariant on C op × C . Now, note that the definition above makes sense even thought the present work is not primarily viewing 2-categories as Cat-enriched. Thus, define the tensor product of pseudo functors Q : C → Cat and P : C op → Cat to be the coend of the product bifunctor P × Q : C op × C → Cat as in
Now, Theorem 3.3 shows exactly how to compute this tensor product.
Proposition 3.6. The tensor product P ⊗ C Q as above is the category having as objects those triples
and as arrows those quadruples
with f = kgh making a commutative twisted square and two vertical arrows u : k * p → r and v : h ! q → s.
Notice that this is much like the "twisted arrow category" description of coends as in IX.6 of [Mac98] . The twist here is in the opposite direction. Now, the tensor product, so defined, plays two roles, just like the pseudo-colimit construction P ⋆ Q. That is, the tensor product at once gives both a colimit construction and a sort of "weak" tensor-hom adjunction. This will be seen in the following development.
In particular, the claim is that, for P and Q as above, there is an equivalence of categories
for any category A . Further, the equivalence is pseudo-natural in P and A , making the evident functor − ⊗ C Q the left biadjoint of the "hom" functor Cat(Q, −). This will further justify the tensor notation and the name. But further, the equivalence (3.11) is exactly the definition of the weak weighted pseudocolimit, or the weighted bicolimit of Q weighted by P . Thus, the tensor construction gives a concrete computation of this weighted bicolimit. There are at least two ways to go about a proof. Here only the outlines are given since this is really a topic for a separate paper. On the one hand, a proof could proceed in the manner of the proof of Theorem 3.4, showing explicitly the functorial assignments in each direction of (3.11). The proof is then a matter of showing well-definition and that the necessary coherence conditions obtain.
Alternatively, a proof could use the result of Theorem 3.4. That is, by definition of the tensor and the theorem, there is an isomorphism
One checks that this is appropriately natural in P . Now, the equivalence of (3.11) can be established by exhibiting a suitably natural equivalence
Now, a proof of (3.12) is purely technical. Starting with a pseudo-natural transformation α on the lefthand side, one defines Φ(α) to be the pseudo-natural transformation with components Φ(α) C acting in the following way. For p ∈ P C, there should be a functor Φ(α) C (p) acting on q ∈ QC and v : q → q ′ by
This is functorial because α C,C (1 C ) is a bifunctor, hence functorial in each of its arguments. Analogous assignments can be made for arrows u : p → p in P C in the first argument of α, making Φ(α) C a functor P C → Cat(QC, A ) again by bifunctoriality. Now, given a modification m : α → β, there should be associated a modification Φ(m) whose components Φ(m) C are natural transformations. The components of the latter should be Φ(m) C,p natural transformation in q ∈ QC. The definition that satisfies all these requirements is Φ(m) C,p,q := m C,C,p,q .
(3.15)
That the assignments (3.13), (3.14) and (3.15) are functorial is the content of the following result.
Proposition 3.7. The foregoing assignments
define a functor.
Proof. The required coherence cells for Φ(α) as above are given in the following way. The given data includes, for each pair
where the action of the vertical arrow on the left is just g → kgh. Conventionally, the coherence cell points from southeast to northwest. Required is an invertible cell for each arrow f : C → D of the form
This can be given using appropriate components of squares of the form of that in the first display. That is, for p ∈ P D and q ∈ QC, the coherence isomorphism is the composition of the isomorphisms
Now, these defining isomorphisms have the needed naturality properties to make the coherence isomorphisms appropriately natural. The coherence identity for pseudo-naturality follows by the coherence properties of the isomorphisms in the definition. Thus, Φ(α) is pseudo-natural. That the arrow assignment for Φ in (3.15) yields a modification follows by from the modification condition for the orignal m. That Φ is a functor follows immediately because the definitions are by component.
For the reverse assignment, start with pseudo-natural α : P → Cat(Q, A ) on the right side of (3.12). Required is a pseudo-natural transformation Ψ(α) :
for objects (p, q) ∈ P D × QC. This adjusts for the presence of the arrow f that takes the assignments off the diagonal. It is precisely here that explains why (3.12) will be an equivalence and not an isomorphism. Now, for the arrow assignment take u :
can be taken to be either path around the naturality square
That this assignment does indeed define a functor is a result of the naturality of the transformations associated to arrows of P D by α D . For a modification m : α → β of pseudo-natural transformations, there should be associated a modification Ψ(α) with components Ψ(α) D,C . The latter should be simply set-functions, associating to each arrow f : C → D a natural transformation of bifunctors P D ×QC → A . Accordingly, for (p, q) ∈ P D × QC, make the definition
This defines an arrow α C (p)(f ! q) → β C (p)(f ! q). Naturality follows by naturality of the components of m. Now, the assignments (3.16) and (3.17) yield a functor.
Proposition 3.8. The assignment given above
Proof. Coherence isomorphisms are required to make Φ(α) a pseudo-natural transformation. These are obtained from those coming with the pseudo-natural transformation α. That is, for an arrow
The required component at g : B → E is defined as the three-fold composite
whose center arrow is also an isomorphism, namely, the (gh) ! q-components of the coherence isomorphism α k coming with α for the arrow k : E → D. Now, naturality follows by that of the involved isomorphism in the definition. The coherence identity follows from the coherence identity for the coherence isomorphisms of the form α k involved in the definition. In this way, one sees that Ψ(α) is a pseudo-natural transformation. Now, the assignment Ψ(m) as in (3.17) produces a modification precisely because the original m itself satisfies the usual coherence condition. Finally, the assignment Ψ is functorial by its componentwise definition.
Theorem 3.9. For each pseudo-functor F : X op → Cat, there is an equivalence of categories
thus exhibiting P ⊗ C Q as the P -weighted bicolimit of Q.
Proof. It can be computed directly from the definitions leading up to Propositions 3.7 and 3.8 that ΨΦ ∼ = 1 naturally and further that in fact ΦΨ = 1 holds strictly. This suffices by the comments leading up to (3.12). Just note finally that the equivalence in the statement of the theorem is precisely the definition of the (weak) pseudo-colimit as given in B1.1.3(c) of [Joh01] on p.242.
Theorem 3.10. The tensor product P ⊗ C Q is the object assignment of a left biadjoint to the hom 2-functor [X op , Cat](Q, −).
Proof. This is just a matter of showing that the equivalence given by Propositions 3.8 and 3.8 is natural. But naturality in A is strict, as can easily be computed from the definitions. The same is true for naturality in P .
Weighted Colimits in 2-Categories of Stacks

Stacks
Let X denote a finitely complete category. A sieve on an object U ∈ X is a set S of arrows with codomain U that is closed under composition whenever it is defined. That is, such a set S is a sieve if given f ∈ S and a valid composition f g, then f g ∈ S holds as well. Sieves on U are the same as subfunctors of the corresponding representable functor yU . Given a sieve S on U and an arrow h : V → U , form the pullback by h, namely, the set of all g : W → V such that hg ∈ S holds. This pullback is a sieve, denoted by h * S. The total sieve on U is the set of all arrows of X with codomain U .
Definition 4.1. A Grothendieck topology J assigns to each object U ∈ X a set of sieves J(U ) on U in such a way that
The definition of a stack is a higher-order generalization of a sheaf to pseudo-functors valued in Cat in the place of Set. "Data" takes the place of "matching families." The category of descent data Desc(U , F ) is defined in the following way. Objects are tuples (e f , θ f g ) where e f is an object of F U for each f : U → X of the cover U on X and the θ f g are coherence isomorphisms θ f g : π * e f ∼ = π * e g of the fiber F (U × X V ) where f : U → X and g : V → X. These isomorphisms should satisfy the well-known cocycle condition given, for example, in B1.5.1 of [Joh01] . This basically expresses the fact that the coherence isomorphisms are compatible locally.
Definition 4.2. For a site (X , J), a pseudo-functor F : X op → Cat is a stack if the canonical morphism F X −→ Desc(U , F ) is a weak equivalence for any cover U of X in J.
The fully faithful condition in the definition essentially corresponds to the uniqueness of an "amalgamation" of data. When the canonical maps as above are fully faithful, the pseudo-functor is a prestack, or perhaps a "separated" stack. The existence statement is the essentially surjective part of the definition, requiring that all the amalgamations already live in the fibers of the pseudo-functor.
Reflective Sub (2-)Categories
In the theory of ordinary 1-categories (IV.3 of [Mac98] or 3.5 of [Bor94] ), a subcategory A → C is reflective if its inclusion functor has a left adjoint, sometimes called a reflector. Sheaves on a site comprise a reflective subcategory of the category of presheaves on the underlying category. Reflective subcategories are important because one will inherit limits from the ambient category of which it is a subcategory. Colimits are the image of the limit of the composite diagram under the reflector.
Reflective subcategories of a given category are often full (sheaves for instance). Define a sub 2-category to be a 2-functor of 2-categories i : L → K such that the induced functors
are equivalences. This is a just a 2-fully faithful functor L → K. Call such an i an inclusion functor. If there is no need for a label, write L ⊂ K for a sub 2-category. Now, define a sub 2-category L of a 2-category K with inclusion functor i to be reflective if the inclusion has a left 2-adjoint. Compare the proof of the following to that of Theorem IV.3.1 of [Mac98] .
Lemma 4.3. For a reflective sub 2-category L ⊂ K with inclusion i and reflector A, there is a pseudonatural equivalence Ai ≃ 1.
Proof. In the situation of the 2-adjunction A : L ⇄ K : i the naturality of the equivalences
determines a natural equivalence yB ≃ y(AiB). By the Bi-Yoneda Lemma, this corresponds to an arrow AiB → B, namely, the B-component of the counit of the 2-adjunction. By pseudo-naturality this is an equivalence in K. Proof. The colimit in K is denoted P ⋆ iD. Since left 2-adjoints preserve weighted pseudo-limits as in Proposition 1.1, compute that A(P ⋆ iD) ∼ = P ⋆ AiD.
But since Ai ≃ 1 by the foregoing lemma, this implies the result.
The proof shows that the weighted colimit of a diagram in L can be computed by viewing the diagram in K and then applying the reflector to the colimit taken in K. This is as it is described in the case of 1-categories in 3.5.4 of [Bor94] . In particular, one makes the following conclusion.
Corollary 4.5. A reflective sub 2-category L → K has all weighted pseudo-colimits if K does.
Colimits and Stackification
Let (X , J) denote a site. The category of sheaves on X is a reflective subcategory of the category of presheaves in the sense that there is an associated sheaf functor
left adjoint to the inclusion of sheaves into presheaves, as in III.5 of [MLM92] . The associated sheaf functor is left exact. Pursing the conceit that stacks on (X , J) are "higher-order sheaves," enjoying functoriality only up to isomorphism, recall that there is an associated stack 2-functor, so-called "stackification,"
left 2-ajoint to the inclusion of stacks into pseudo-functors. This is developed, for example, in §II.2 of [Gir71] . In particular, the existence theorem is Theorem II.2.2.4. A morphism of stacks is a pseudonatural transformation; a 2-cell between morphisms of stacks is a modification. Thus, stacks form a reflective sub 2-category of pseudo-functors in the manner of §4.2. Thus, the following result is immediate.
Theorem 4.6. If Q : C → St(X , J) is a pseudo-functor on a 1-category C , then the pseudo-colimit weighted by a pseudo-functor P : C op → Cat is given by the stackification of the weighted pseudo-colimit P ⋆ iD computed in [X op , Cat] in the manner of §2.2.
In particular, 2-categories of stacks have all weighted pseudo-colimits indexed by 1-categories.
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