Abstract. In this paper, we present an approach for human fall detection, which has an important application in the field of safety and security. The proposed approach consists of two part: object detection and fall model. We use an adaptive background subtraction method to detect moving object and mark it with minimum-bounding box. Fall model uses a set of extracted features to analyze, detect and confirm the fall. We implement a two-state finite state machine (FSM) to continuously monitor people and their activities. Experimental results show that our method can detect all possible types of human fall accurately and successfully.
Introduction
Falling is one of the major health problem for elderly people. Falls are dangerous and often cause serious injuries that may lead even to death. Fall related injuries have been among the five most common cause of death amongst elderly population. It is shown in [1] that the number of reported human falls per year is around 60,000 with an associated cost of at least $400 millions.
It has been found that the early detection of fall is an important step to avoid any serious injuries. An automatic fall detection system can help to overcome these problems by reducing the time between the fall and arrival of required assistance. Here, we present an approach for human fall detection using a single camera video sequence. Our approach consist of two step: object detection and fall model. We use an adaptive background subtraction method to detect moving object and mark it with minimum-bounding box. Fall model consists of two part: fall detection and fall confirmation. It uses a set of extracted features to analyze, detect and confirm the fall. We also implement a two-state finite state machine to continuously monitor people and their activities.
The organization of the paper is as follows. Section 2 explains the related work on fall detection. Section 3 describes the object detection method. Section 4 describes the fall model. Section 5 presents experimental results followed by our conclusion in section 6. In video based fall detection, human activity is captured in a video that is further analyzed using image processing and computer vision techniques to detect fall and generate an alarm. It can also provide the exact cause of human falling. Since video cameras have been widely used for surveillance, home and health care applications, therefore we use this approach for our fall detection method.
Due to the advancements in vision technologies, many individuals, researchers and organizations are concentrating on fall detection using vision or video based approaches. In [2] , they have used background modeling and subtraction of video frames in HSV color space. An on-line hypothesis-testing algorithm is employed in conjunction with finite state machine to infer fall incident detection. They have only extracted aspect ratio of person as an observation feature based on which fall incident is detected. In [3] , they have presented a fall detection algorithm using dynamic motion pattern analysis. They have assumed that a fall can only start when the subject is in an upright position and characterize a big change in either X or Y direction when a fall starts. In [5] , they have used background estimation method to detect moving regions. Using connected component analysis, they obtain the minimum bounding rectangles (blob) and calculated the aspect ratio. They have used audio channel data based decision and fused with video data based decision to reach final decision of human fall using Hidden Markov Modeling (HMM). In [6] , they have subtracted the current image from the background image to extract the foreground of interest. To obtain the associated threshold, they have used subject's personal information such as weight and height. Each extracted aspect ratio is validated with user's personal information to detect the human fall. In [7] , they have used a particle filtering method to track the person and extract its trajectories using 5-D ellipse parameters space in each sequence. An associated threshold on person's speed is used to label the inactivity zone and human fall. In [8] , they have used 3-D velocity as a feature parameter to detect human fall from a single camera video sequence. At first, 3-D trajectory is extracted by tracking person's head using a particle filter as it has a large movement during a fall. Next, 3-D velocity is computed from 3-D trajectory of the head.
Most of existing vision based fall detection system use motion information or background subtraction method for object detection. An abrupt change in the aspect ratio is analyzed by different ways such as Hidden Markov Model (HMM), adaptive threshold, and user's personal information to detect falls in video. Person's velocity is used to classify human as walking or falling in video. There are also some existing models, but they work well only in the restricted environment.
In our approach, we use an adaptive background subtraction method using Gaussian Mixture Model (GMM) in YCbCr color space for object detection. We propose a fall model that consists of two step, first fall detection and next fall confirmation. We extract three feature parameters from object and use the first two feature parameters for fall detection and last parameter for fall confirmation. We implement a simple two-state finite state machine (FSM) to continuously monitor people and their activities.
Object Detection
The first and most important task of human fall detection is to detect human objects accurately and successfully for which we apply an adaptive background subtraction method using Gaussian mixture model (GMM), and then extract a set of features for fall model.
Background Modeling and Subtraction
A recorded video is used as an input video. Dump and store the input video into a sequence of frames using Berkeley MPEG Decoder. For every frame, we convert the pixel from RGB color space to YCbCr color space and use the value of Y as pixel intensity. We use mean value of image pixel for further processing.
We use an adaptive background subtraction method using Gaussian mixture model (GMM) [9] . This method is to model each background pixel as a mixture of Gaussians. The Gaussians are evaluated using a simple heuristics to hypothesize which are most likely to be part of the background process. The probability that an observed pixel has intensity value X t at time t is modeled by a mixture of K Gaussians as
where
where m is the mean, α is the learning rate and M k,t is 1 for the model which matches and 0 for the remaining model. The background estimation problem is solved by specifying the Gaussian distributions, which have the most supporting evidence and the least variance. Because the moving object has larger variance than a background pixel, so in order to represent background process, first the Gaussians are ordered by the value of ω α in decreasing order. The background process stays on top with the lowest variance by applying a threshold T, where
All pixels X t which do not match any of these components will be marked as foreground.
Finally, pixels are partitioned as being either in the foreground or in the background and marked appropriately. Next, we apply connected component analysis (size = 2) that can identify and analyze each connected set of pixel to mark the rectangular bounding box over object.
Feature Extraction
We extract a set of features from object and its bounding box such as aspect ratio, horizontal (G x ) and vertical (G y ) gradient distribution of object in XY plane and fall angle, which we use further in fall model.
Aspect Ratio. The aspect ratio of a person is probably the simplest but effective feature for differentiating normal standing pose from other abnormal pose. In Table 1 (a), we compare the aspect ratio of object in different human pose.
Horizontal and Vertical Gradients of an Object. When falls start, a major change occurs in either X or Y direction. For each pixel, we calculate its gradient value both horizontally (G x ) and vertically (G y ). In Table 1 (b), we compare horizontal and vertical gradient distribution of object's pixel in different human pose.
Fall Angle. Fall angle (θ) is the angle of centroid of object with respect to horizontal axis of the bounding box. Centroid (C x , C y ) is the center of mass coordinates of an object. In Table 1 (c), we compare fall angle of object in different pose such as walking and falling. 
Fall Model
Fall Model consists of two step: fall detection and fall confirmation. For fall detection, we use aspect ratio and pixel's gradient distribution (horizontally and vertically). For fall confirmation, we use fall angle with respect to its horizontal axis of bounding box. We use rule-based decisions to detect and confirm the fall. 
Fall Detection

Fall Confirmation
When a person is standing, we assume that he is in upright position and angle of centroid of object with respect to horizontal axis of bounding box, θ should be approximately 90 degree. When a person is walking, its θ value varies from 45 degree to 90 degree (depends on their style and speed of walking) and when a person is falling, its θ value is always less than 45 degree.
For every frame where we have detected fall earlier, we take those frames and confirm by fall confirmation step. We calculate the fall angle (θ) and if θ value is less than 45 degree, we confirm that a person is falling. Similarly, we take next seven frames and analyze their feature parameters by fall model to conclude that there is a confirm fall in video.
State Transition
To continuously monitor human behaviors, which could change from time to time, we implement a simple two-state finite state machine (FSM). As shown in Fig. 1 to 'Fall'. When current state is 'Fall', the system begins to perform Rule 2 testing. If rule 2 does not satisfy, the state remains unchanged; otherwise it transits back to 'Walk' state, which is the case when a person has fallen for a meanwhile and again started to walk. Alarms will be triggered once a person remains in the state of 'Fall' for a period longer than a present duration.
Experimental Results
We have implemented our proposed approach using C as the programming language in Linux and tested it intensively in a laboratory environment. To verify the feasibility of the proposed approach, we have used 40 video clips as our test targets. The camera is placed on a table with horizontal viewing angle. The person is about 3m -10m away from the camera which is a reasonable distance for indoor and outdoor surveillance system. Both indoor and outdoor video clips are used containing all possible types of fall (Sideway, Forward, Backward) and No fall. In all clips, only one moving object (human) exists in the scene. We have also verified our proposed approach using omni-camera images and able to detect human fall successfully. In general, our fall detection approach is able to achieve promising results under most of test conditions. We use a set of criteria to evaluate our system including accuracy, sensitivity and specificity [6] .
In Table 2 , we have taken both indoor and outdoor video containing different types of possible fall. In our experiment, a fixed threshold is set for every feature parameter. For aspect ratio, we set the threshold between 0 and 1. For horizontal and vertical gradient distribution, we have found that there is more gradient distribution horizontally (G x ) than vertically (G y ). For a walking person, G x is less than G y . For a falling person, G x is greater than G y . For fall angle, θ is less than 45 degree. For a walking or standing person, θ is between 45 degree to 90 degree. For a falling person, θ is less than 45 degree. We have finalized these thresholds in experimental way and found true for all cases. Final system performances (Accuracy, Sensitivity and Specificity) of our proposed approach are shown in Table 3 . Some sample Image frames of successful fall detected by our proposed approach are shown in Table 4 . Table 4 . Image frames of fall detected by our proposed approach
Conclusion
We have presented an automatic detection of human fall in video. The proposed approach contains two main components, object detection and fall model. For object detection, we use an adaptive background subtraction method using Gaussian mixture model (GMM) in YCbCr color space. We extract a set of features such as aspect ratio, horizontal (G x ) and vertical (G y ) gradient distribution and fall angle. Our proposed two-step fall model gives good results. We implement a simple two-state finite state machine (FSM) to continuously monitor people and their activities. The experimental results show that the proposed method can accurately and successfully detect all possible types of fall in video.
