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Abstract
An ordering of the vertices of a graph is connected if every ver-
tex (but the first) has a neighbor among its predecessors. The greedy
colouring algorithm of a graph with a connected order consists in tak-
ing the vertices in order, and assigning to each vertex the smallest
available colour. A graph is good if the greedy algorithm on every con-
nected order gives every connected induced subgraph of it an optimal
colouring. We give the characterization of good claw-free graphs in
terms of minimal forbidden induced subgraphs.
1 Introduction
A k-colouring for a graph G is any function pi from V (G) to {1, . . . , k}
such that for any edge uv ∈ E(G), pi(u) 6= pi(v). The smallest integer k
such that G admits a k-colouring is called the chromatic number of G and
is denoted by χ(G). A χ(G)-colouring of G is called an optimal colouring
of G. Computing the chromatic number is known to be difficult.
Let G be a graph and O = [v1, . . . , vn] be a linear ordering of its ver-
tices. The greedy colouring algorithm (greedy algorithm for short) applied to
(G,O) consists in taking the vertices in the order O, and giving to each ver-
tex a colour equal to the smallest positive integer not used by its neighbours
already coloured. This obviously produces a colouring.
For every graph, there exists an order O for the vertices such that the
greedy algorithm produces an optimal colouring. To see this, consider an
optimal colouring pi, and consider the following ordering: first take vertices
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with colour 1, then vertices with colour 2, and so on. But this method has no
practical interest to compute optimal colourings, since to find the ordering,
an optimal colouring has to be known.
It is also well known that for some graphs, there exist orderings that
produce colourings very far from the optimal, for instance consider two
disjoint sets on n vertices, say A = {a1, . . . , an} and B = {b1, . . . , bn}. Add
all possible edges between A and B, except edges aibi, i ∈ {1, . . . , n}. This
produces a bipartite graph G. However, the greedy algorithm applied to the
order [a1, b1, a2, b2, . . . , an, bn] produces a colouring with n colours.
One might wonder for which graphs the greedy algorithm always gives
an optimal solution no matter what order is given. The operation Disjoint-
Union consists in building a new graph by taking the union of two vertex-
disjoint graphs. The operation Complete-Join consists in building a new
graph by taking the union of two vertex-disjoint graphs G1 and G2, and by
adding all possible edges between V (G1) and V (G2). Let Pk denote the path
on k vertices. When H and G are graphs, we say that G is H-free if G does
not contain an induced subgraph isomorphic to H. A cograph is a P4-free
graph. Seinsche [8] proved that cographs are exactly the graphs that can
be produced by starting with graphs on one vertex and by repeatedly apply
the operations Disjoint-Union and Complete-Join to previously constructed
graphs. The graphs such that the greedy algorithm on every order gives
every induced subgraph of them an optimal colouring are fully characterized.
Theorem 1.1 (see [6, 5]). For every graph G, the following properties are
equivalent.
• G is a cograph.
• For every induced subgraph H of G and every linear order O of V (H),
the greedy colouring algorithms applied to (H,O) produces an optimal
colouring of H.
There are many ways to order the vertices of a graph with the hope to
obtain a better colouring. In this paper, we focus on connected orders. An
order O = [v1, . . . , vn] for a graph G is connected if for every 2 ≤ i ≤ n,
there exists j < i such that vjvi ∈ E(G). A connected order exists if and
only if G is connected, and is efficiently produced by search algorithms such
as BFS, DFS (or more simply by the algorithm generic search). We say
that a graph G is good if for every connected induced subgraph H of G and
every connected order O of H, the greedy algorithm produces an optimal
colouring of H. Also, a connected order O of a graph G is good if it produces
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an optimal colouring of G. A graph or a connected order is bad if it is not
good. A graph is minimally bad if it is bad and all other connected induced
subgraphs of it are good. Connected orders are better than general orders
for colouring bipartite graphs.
Theorem 1.2 (see [3]). Every bipartite graph is good.
However, unlike general orders, it is not true that for every graph, there
exists a connected order that provides an optimal colouring, see [1] for ex-
ample. A similar claw-free example is given here:
Figure 1: A claw-free graph where every connected order is bad.
The connected greedy colouring has recently been studied. In [3], they
define Γc(G) as the maximum number k such that there exists a connected
order producing a k-colouring of G. They also proved that checking if
Γc(G) ≥ k is NP-hard if k is a part of the input. In [4], they show that
this problem remains NP-hard even when k = 7. A graph G is good in our
definition if for every connected induced subgraph H of G, Γc(H) = χ(H).
Note that their results imply also that checking if there exists a bad con-
nected order for a graph is NP-hard, but do not imply NP-hardness on
recognizing good graphs (since a class of good graphs is hereditary by our
definition). The complexity of recognizing good graphs remains open. In
[1], they gave several examples of small graphs that are not friendly with
connected orders. They also proved that gem (see Figure 2) is the unique
smallest bad graph. In [7], they defined a more restricted good graph with
respect to connected orders and gave the complete characterization of this
class. Therefore, their class is also good by our definition.
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However, the list of excluded induced subgraphs for the class of good
graphs is still unknown. Equivently, no description of minimally bad graphs
is known. Our goal is to prove an analogue of Theorem 1.1 for connected
orders. If we restrict our attention to claw-free graphs, we are able to give
this description (where the claw is the graph on {a, b, c, d} with edges ab,
ac and ad). This is our main result that we now state precisely. The rest of
the paper is devoted to its proof.
The main result
Let G(V,E) be a graph. For v ∈ V (G), let N(v) denote the set of vertices
in G that are adjacent to v. For S ⊆ V (G), we denote by G[S] the subgraph
of G induced by S. A subset K ⊆ V (G) is a clique in G if all vertices in K
are pairwise adjacent. Let A,B ⊆ V (G), we say that A is complete to B if
for every x ∈ A and y ∈ B, xy ∈ E(G). If A = {x}, we also say that x is
complete to B instead of saying {x} is complete to B.
A cycle in G is a sequence of distinct vertices v1 . . . vk such that vivi+1 ∈
E(G) for i ∈ {1, . . . , k} (the index is taken modulo k). The edges vivi+1
are the edges of the cycles, the other edges between the vertices of the cycle
are called its chords. The length of a cycle is the number of its edges (here
k). A hole is a cycle of length at least 4 that has no chord. A path in G
is a sequence P = v1 . . . vk of distinct vertices of G such that vivj ∈ E(G)
if and only if |i − j| = 1 (paths are often refered to as induced path or
chordless paths). Vertices v1 and vk are the ends of P and the rest of the
vertices are internal. The length of a path is the number of its edges. A
hole (cycle, path) is even or odd according to the parity of its length. When
P = v1 . . . vk is a path, and 1 ≤ i ≤ j ≤ k, the path vi . . . vj is called the
subpath of P from vi to vj and denoted by viPvj . A path in a graph G is
flat if all its internal vertices are of degree 2 (in G). A triangle is a graph
on three vertices and they are all adjacent.
A graph H is a prism if:
• V (H) = V (P1) ∪ V (P2) ∪ V (P3).
• For i ∈ {1, 2, 3}, Pi is a path of length ≥ 1 with two ends ai and bi.
• P1, P2, P3 are vertex-disjoint.
• {a1, a2, a3} and {b1, b2, b3} are two triangles.
• These are the only edges in H.
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A prism is short if one of its three paths is of length 1. A prism is parity
if its three paths have the same parity and is imparity otherwise. Note that
a prism contains an odd hole if and only if it is imparity. A parity prism is
even (odd) if the lengths of its three paths are even (odd).
We also need several particular graphs, defined in Figure 2.
rs
boat 4-wheel
bracelet
gem fish claw
Figure 2: Some graphs
We call obstructions the graphs represented in Figure 3 with the following
additional specifications:
• The orientation represented for each graph has no special meaning.
It is an indication of how a bad connected order can be found for it.
The orientation does not fully specify this order. The arrow should
be seen from a small to a big vertex with respect to this order. The
chromatic number of each graph is 3 and the last vertex in every bad
order receives colour 4.
• All the straight lines are edges, all the curved lines are paths of length
≥ 1.
• The hole in F1 is odd.
• The only path in F2 is of length ≥ 1. The orientation of the only
unoriented edge depends on the parity of this path. F2 is a gem when
the length of this path is 1.
• The only path in F3 is of length ≥ 1.
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• The hole in F5 is even.
• All paths in F7, F8, F9, F10 are of length ≥ 2.
• F7 is an imparity prism. The lower path is of different parity from the
other two paths.
• The prism in F8 is an even prism. The upper path of the prism contains
two flat paths: the first one is odd, the second is even.
• The prisms in F9 and F10 are odd prisms.
• The upper path of the prism in F9 contains two odd flat paths.
• The upper and lower paths of the prism in F10 contain four even flat
paths.
• The length of the only long cycle in F11 is odd ≥ 3. If its length is 3,
then F11 is a fish.
• The length of two flat paths in F12 is odd ≥ 3.
Our main result is the following.
Theorem 1.3. Let G be a claw-free graph. Then G is good if and only if
G does not contain any obstruction as an induced subgraph. Equivalently, a
claw-free graph is minimally bad if and only if it is an obstruction.
2 Some properties of minimally bad graphs
For any graph G, any order O of its vertices and any vertex v, let piG,O(v)
be the colour that vertex v receives when applying the greedy colouring
algorithm to G with order O. We also write pi(v) or piO(v) when the context
is clear.
Let G be a graph with an ordering O = [v1, . . . , vn] of its vertices. For
vertices u, v of G, we use the notations u <O v, u >O v, u ≤O v, u ≥O v with
the obvious meaning. When clear from the context, we omit the subscript O.
When v is a vertex of G, we denote by G≤v the subgraph of G induced by
{u ∈ V (G) such that u ≤ v}. Similarly, we use the notations G<v, G≥v and
G>v.
When X ⊆ V (G), we use the notation O[X] to denote the order induced
by O on X, and O \X to denote the order induced by O on V (G) \X. We
6
F1 F2 F3 F4
F5 F6 F7 F8
F9 F10
F11 F12
Figure 3: List of obstructions
write O \ v instead of O \ {v}. We denote by max(X) (resp. min(X)) the
maximum (resp. minimum) element in X.
Let G be a graph and O = [v1, . . . , vn] be a linear ordering of its vertices.
The greedy colouring algorithm starting with colour 2 applied to (G,O) con-
sists in giving v1 colour 2, and then taking the vertices from v2 on in the
order O, and to give to each vertex a colour equal to the smallest positive
integer not used by its neighbours already coloured.
Lemma 2.1. When applied to a good graph, the greedy colouring algorithm
starting with colour 2 produces an optimal colouring.
Proof. The colouring produced by this algorithm is the same as the colouring
produced by the connected order obtained from O by swapping the first two
vertices. Hence it is optimal.
For the rest of this section, G is a minimally bad graph with a bad order
O = [v1, . . . , vn]. Note that for any set S ( V (G), if O[S] is a connected
order then it produces an optimal colouring for G[S].
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Lemma 2.2. For every x ∈ V (G)\{vn}, pi(x) ≤ χ(G) and pi(vn) = χ(G)+1.
Proof. Follows directly from the fact that O is a bad order and that G is a
minimally bad graph.
Lemma 2.3. If x ∈ V (G) \ {vn} and O \ x is connected, then for some
vertex y 6= x in G, piG\x,O\x(y) 6= piG,O(y).
Proof. The conclusion is true for y = vn. Because by the minimality of
G, we have piG\x,O\x(vn) ≤ χ(G \ x) ≤ χ(G) and by Lemma 2.2, pi(vn) =
χ(G) + 1.
Lemma 2.4. pi(vn) ≥ 4.
Proof. Otherwise, pi(vn) ≤ 3, so by Lemma 2.2, χ(G) ≤ 2, so G is bipartite,
a contradiction to Theorem 1.2.
Lemma 2.5. For every vertex v ∈ V (G), G≤v, G≥v, G<v and G>v are
connected. In particular, G is connected.
Proof. For G≤v, it comes from the definition of connected orders.
Suppose C1, . . . , Ck (k ≥ 2) are the connected components of G≥v. For
i = 1, . . . k, set Gi = G[{u ∈ V (G) such that u < v} ∪ Ci] and let Oi be
the order O restricted to V (Gi). For every i ∈ {1, . . . , k} and for every
vertex u ∈ Ci, we have piG,O(u) = piGi,Oi(u) because there are no edges in G
between Ci and Cj for i 6= j. But since G is minimally bad, V (Gi) ( V (G)
and Oi is a connected order, piOi is an optimal colouring for Gi. So, for
every vertex u in G, pi(u) ≤ χ(Gi) ≤ χ(G), so pi is an optimal colouring, a
contradiction.
The proof is the same for G<v and G>v (note that we view the empty
graph as a connected graph).
A cutset in a graph G is a set S ⊆ V (G) such that G\S is disconnected.
A cutset S is a clique cutset if S is a clique.
Lemma 2.6. If S is a cutset of G, then for every component C of G \ S
except at most one, max(C) < max(S). Furthermore, if C is the unique
component such that max(C) > max(S), then vn ∈ C.
Proof. For the first claim, if max(C) > max(S) for more than one component
C, then G>max(S) is disconnected, a contradiction to Lemma 2.5. The second
claim follows trivially.
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Lemma 2.7. Suppose S is a clique cutset of G and C is a component of
G \ S such that max(S) < min(C) = v. If v is complete to S, then there
exists u ∈ S ∪ {v} such that pi(u) > |S|+ 1.
Proof. Otherwise, since S ∪ {v} is a clique, the colours 1, . . . , |S| + 1 are
exactly the colours used in S ∪ {v}. Now build an order O′ of G[S ∪ C] by
first reordering the vertices from S∪{v} by increasing order of their colours,
and then taking the rest of S ∪ C as it is ordered by O. This new order is
connected (as O) and therefore provides an optimal colouring of G[S ∪ C].
It also gives the same colouring as O for G[S ∪ C]. Since by Lemma 2.6
vn ∈ C, it follows that pi(vn) ≤ χ(G[S ∪ C]) ≤ χ(G), a contradiction to
Lemma 2.2.
Lemma 2.8. For v ∈ V (G), let S be a cutset of G≤v. If there exists a
connected component C of G≤v \S such that min(C) < min(S) then v1 ∈ C.
Proof. If v1 /∈ C, then G<min(S) is not connected: v1 and min(C) are in
different components, a contradiction to Lemma 2.5.
It is sometimes convenient to view G and O as an oriented graph DG,
obtained from G by orienting from u to v every edge uv such that u < v.
We therefore use the notion of in-neighbor, outneighbor, source and sink in
G (a source in G is a vertex with no in-neighbor in DG and a sink in G is a
vertex with no outneighbor in DG).
Lemma 2.9. G has a unique source that is v1 and a unique sink that is vn.
Proof. Obviously, v1 is a source and vn is a sink. If G has two sources
u < v, then G≤v is disconnected (u and v are in two distinct components),
a contradiction to Lemma 2.5. If G has two sinks u < v, then G≥u is
disconnected (u and v are in two distinct components), a contradiction to
Lemma 2.5.
Lemma 2.10. Let v be a vertex of degree 2 in G and let b < a be its
neighbors. One and exactly one of the following outcome occurs:
• v = v1 is the source of G and v2 = b;
• b < v < a.
Moreover, pi(v) ∈ {1, 2}.
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Proof. If b < a < v, then v is a sink of G and v = vn by Lemma 2.9. Since
v has degree 2, pi(v) ≤ 3, a contradiction to Lemma 2.4.
If v < b < a then v is a source of G and v = v1 by Lemma 2.9. Hence,
pi(v) = 1. Also, v2 = b because O is connected.
Otherwise, b < v < a. So, v has degree 1 in G≤v and pi(v) ∈ {1, 2}.
Lemma 2.11. In colouring pi, the colours of the internal vertices of any
flat path in G alternates between 1 and 2.
Proof. Clear by Lemma 2.10.
Lemma 2.12. If P is a flat path of G, then max(V (P )) is an end of P .
Proof. If P has length at most 1, the conclusion is trivial. Otherwise, the
ends of P form a cutset of G (note that G = P is impossible since a path is
a good graph by Theorem 1.2). If max(V (P )) is not an end of P , then by
Lemma 2.6, vn is an internal vertex of P . So, by Lemma 2.11, pi(vn) ∈ {1, 2},
a contradiction to Lemma 2.4.
A path P = p1 . . . pk in G is well ordered if p1 < p2 < · · · < pk or
pk < · · · < p2 < p1. A flat path in G is maximal if its two end are not of
degree 2 in G.
Lemma 2.13. If P = a . . . b is a flat path in G then either it is well ordered,
or the source v1 is an internal vertex of P and aPv1, v1Pb are both well
ordered. In particular, there exists at most one maximal flat path in G that
is not well ordered.
Proof. This follows from Lemmas 2.10 and the definition of connected or-
ders.
Lemma 2.14. Let k ≥ 2 and S = {s1, . . . , sk} be a set of vertices in G such
that s1 < · · · < sk and sk is complete to {s1, . . . , sk−1}. Let a1, . . . , ak ∈ G\S
be k distinct vertices of degree 2 in G and such that NS(ai) = si. Suppose
that for i = 1 . . . k − 1, N(si) \ {ai, sk} ⊆ N(sk). If ak < sk then:
(1) For every v ∈ N(sk) \ {ak} such that v < sk, pi(v) 6= pi(ak).
(2) pi(a1) = . . . = pi(ak) = 1 or pi(a1) = . . . = pi(ak) = 2. In particular,
{a1, . . . , ak} is a stable set of G.
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Proof. To prove (1), suppose that there exists a vertex v ∈ N(sk) \ {ak}
such that v < sk and pi(v) = pi(ak). Let b 6= sk be the second neighbor of
ak. Since ak < sk, by Lemma 2.10, ak is the source of G, or b < ak < sk. In
either case, we can see that O \ ak is a connected order for G \ ak, because
sk−1 < sk (and k ≥ 2).
If ak is not the source of G, order O \ ak gives an optimal colouring pi′
of G \ ak because G is minimally bad. Morevover, for every vertex u 6= ak
in G, we have pi′(u) = pi(u). For u = b this is because b < ak, for the other
u < sk this is because ak brings no constraint to u and for u = sk, this
is because the only constraint brought by ak is also brought by v (because
pi(v) = pi(ak)). So, pi is an optimal colouring of G, a contradiction.
If ak is the source of G, then b = v2 because sk−1 < sk. Hence, pi(b) = 2.
We consider the greedy algorithm starting with color 2 applied to (G \
ak,O \ ak). This is a connected order, and it therefore provides an optimal
colouring pi′ of G \ ak by Lemma 2.1. Again, for every vertex of G, u 6= ak,
we have pi′(u) = pi(u), because the only constraint brought by ak is given to
sk, and v gives the same constraint. So, pi is an optimal colouring of G, a
contradiction.
Let us now prove (2). By Lemma 2.10, we know that for i = 1, . . . , k,
pi(ai) = 1 or pi(ai) = 2. If pi(ak) = 1, then suppose that for some i <
k, pi(ai) = 2. No neighbor of si smaller than si has colour 1: for ai by
assumption, and all others are in N(sk) \ {ak}, so we know this by (1).
Hence, pi(si) = 1, contradicting (1). If pi(ak) = 2, the proof is similar.
Lemma 2.15. Suppose that G is claw-free. Let s1, s2 be two vertices in G
such that s1 < s2 and s1s2 ∈ E(G). Let a1, a2 be distinct vertices of degree
2 in G, such that a1s1, a2s2 ∈ E(G) and a2 < s2. Suppose that N(s1) \
{a1, s2} = N(s2) \ {a2, s1} = K, where K is a non-empty clique. Suppose
that {s1, s2} is a cutset in G and C1, C2 are two connected components of
G \ {s1, s2} such that a1, a2 ∈ C1 and K ⊆ C2.
So, pi(a1) = pi(a2) = 2, s1 < a1 and there exist vertices v ∈ K, p, q ∈
C2 \K such that vpq is a triangle, v < s1 and v < s2.
Proof. We first prove that v = min(K) < s2. Otherwise, s2 < v. Also,
v = min(C2) because O is connected. In G≤s2 , s1 and s2 both have degree at
most 2, so pi(s1), pi(s2) ∈ {1, 2, 3}. In G≤v, v has degree 2, so pi(v) ∈ {1, 2, 3}.
Hence, the clique cutset S = {s1, s2}, C2 and v contradict Lemma 2.7. This
proves our claim.
By Lemma 2.14, we consider two cases.
Case 1: pi(a1) = pi(a2) = 1.
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By Lemma 2.14, pi(v) 6= 1. So, there exists x adjacent to v with x < v
and pi(x) = 1. Note that x /∈ K because x < v and x /∈ {s1, s2} because
pi(x) = 1. If s1 < v, then G<v is disconnected (x and s1 are in different
components). Therefore, v < s1. We then have s1 < a1 for otherwise, G<s1
is disconnected (a1 and v are in different components). So, pi(s1) = 1 (since
no vertex smaller than s1 in K has colour 1 by Lemma 2.14). This is a
contradiction because pi(a1) = 1.
Case 2: pi(a1) = pi(a2) = 2.
First, pi(s1) = 1 since if pi(s1) ≥ 2, there exists a vertex u ∈ K such that
u < s1 and pi(u) = 1. So, s1 < a1 for otherwise G<s1 is disconnected. Since
by Lemma 2.14 no vertex smaller than s1 in K receives colour 2, s1 receives
colour 2, a contradiction.
By Lemma 2.14, pi(v) 6= 2 and because of s1, pi(v) 6= 1. So, pi(v) ≥ 3.
Hence, some in-neighbor q of v (q /∈ K) satisfies pi(q) = 2. If s1 < v,
then G<v is disconnected (s1 and q are in different components). So, v <
s1. Therefore, v must have an in-neighbor p /∈ K, with pi(p) = 1. Now,
pq ∈ E(G) since G is claw-free. Finally, s1 < a1, for otherwise G<s1 is
disconnected (v and a1 are in different components).
3 Forbidden structures of minimally bad graphs
Throughout this section, let G be a minimally bad claw-free graph that is
not an obstruction.
A graph H is a cap in G if:
• V (H) = K ∪ V (P ).
• K is a clique disjoint from P , K = L ∪ R ∪ C such that L, R, C are
non-empty.
• P is a flat path in G of odd length ≥ 1 with two ends a, b.
• a is complete to L, b is complete to R.
• These are the only edges in H.
• No vertex in L ∪R ∪ V (P ) has a neighbor in G \H.
Lemma 3.1. G does not contain a cap.
Proof. Suppose G contains a cap H and K, L, R, C, P , a, b are defined as
in the definition of a cap. Let a′ and b′ be the vertices adjacent to a and b
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in P , respectively. By Lemma 2.12, we may assume up to symmetry that
b = max(V (P )).
Claim 1. For every vertex v ∈ K, if v < b, then pi(v) 6= pi(b).
Otherwise, there exists v < b such that pi(v) = pi(b). Note in particular
that by Lemma 2.2, b 6= vn. Also, the existence of v implies that O \ b
is a connected order for G \ b. We then see that for every vertex y 6= b,
piG\b,O\b(y) = piG,O(y), a contradiction to Lemma 2.3. This proves Claim 1.
Claim 2. If pi(a) = 1 or pi(a) = 2, then every vertex v ∈ K satisfies v > b.
Since pi(a) = 1 or pi(a) = 2, we have pi(b′) = pi(a) by Lemma 2.11 and
the parity of P . Suppose that there exists a vertex v ∈ K with v < b.
Then, there exists a vertex u ∈ L such that u < b, for otherwise G<b
is disconnected (v and a are in different components). Since by Claim 1,
pi(u) 6= pi(b) and u has no neighbor with colour pi(b), we have pi(u) < pi(b).
But then, when the greedy algorithms visits b, colour pi(u) is available for
b (because pi(u) 6= pi(a) = pi(b′) and u is complete to R), a contradiction.
This proves Claim 2.
By Claim 2, if pi(a) = 1 or pi(a) = 2, then pi(b) = 3− pi(a) by the parity
of P . Since O is connected, in fact for every vertex v in V (G)\V (P ), v > b.
So, when the greedy algorithm visits G\P , the first vertex receives colour 1
or 2, and it gives exactly the same colours as the greedy algorithm starting
with color 1 or 2 applied to (G \ P , O \ P ) . Hence, by Lemma 2.1, we see
that O is a good order for G, a contradiction. Hence, pi(a) ≥ 3.
This implies that a has degree at least 2 in G≤a, so a has an in-neighbor
u in L. So, if a′ < a, then G<a is diconnected (a′ and u are in different
components). Hence, a < a′. So there exists a vertex in L with colour 1 (to
ensure that a has colour at least 3). Since a < a′, we know by Lemma 2.13
that P is well ordered. We therefore have pi(b′) = pi(a) ≥ 3 (if b′ = a)
or pi(b′) = 2 by the parity of P . This implies pi(b) = 1, contradicting
Claim 1.
A graph H is an even birdcage in G if:
• V (H) = ∪ki=1V (Pi) ∪ Ca ∪ Cb for some k ≥ 3.
• ∀i ∈ {1, . . . , k}, Pi is a flat path in G of even length ≥ 2 with two ends
ai, bi (all ai’s and bi’s are distinct).
• Sa = {a1, . . . , ak} and Sb = {b1, . . . , bk} are two cliques.
• Ka = Ca ∪ Sa and Kb = Cb ∪ Sb are two cliques (Ca and Cb may be
empty).
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• If Ca 6= ∅, then Sa is a clique cutset of G.
• If Cb 6= ∅, then Sb is a clique cutset of G.
• These are the only edges in H.
• No vertex in ∪ki=1V (Pi) has a neighbor in G \H.
Lemma 3.2. G does not contain an even birdcage.
Proof. Suppose G contains an even birdcage H, with the notation as in the
definition of an even birdcage. Up to symmetry, we suppose bk = max(Sa ∪
Sb).
If Cb 6= ∅, let C1 be the connected component of G \Sb that contains Sa
and let C2 be the connected component of G \Sb that contains Cb. Since G
is connected by Lemma 2.5, C1 6= C2.
If Cb = ∅, then G \ Sb is connected (because G is connected). We then
set C1 = V (G) \ Sb and C2 = ∅.
Claim 1. max(C1) < bk.
Set v = max(C1). If v ∈ V (Pi) for some i ∈ {1, . . . , k}, then v < bk
follows from Lemma 2.12. Otherwise, G>max(Sa) is disconnected (v and bk
are in different components), a contradiction to Lemma 2.5. This proves
Claim 1.
For all i ∈ {1, . . . , k}, let a′i, b′i be the vertices in Pi adjacent to ai, bi
respectively. By Lemma 2.14 applied to Sb, we consider the following two
cases:
Case 1: For all i ∈ {1, . . . , k}, pi(b′i) = 1.
Then, by the parity of P and Lemma 2.11, we also have pi(a′i) = 1.
Claim 2. ∀i ∈ {1, . . . , k}, b′i < bi.
Suppose for some i ∈ {1, . . . , k}, b′i > bi. Then, when the greedy algo-
rithm visits bi, there must be an in-neighbor of bi with colour 1 (because
pi(bi) 6= 1). This vertex is an in-neighbor of bk with colour 1, a contradiction
to Lemma 2.14(1). This proves Claim 2.
Claim 3. If Cb 6= ∅, then bk < min(C2).
Set v = min(C2). We know that v1 ∈ C1 by Claim 2 and Lemma 2.8
(applied to Sb). So, v ∈ Cb since O is a connected order. Also, since no
vertex in Sb has colour 1, v receives colour 1. Hence, by Lemma 2.14(1),
bk < v. This proves Claim 3.
Claim 4. Ca contains a vertex x of colour 1 (in particular, Ca 6= ∅).
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By Lemma 2.13, we may assume up to symmetry that P1 is well ordered.
Since pi(a1) 6= 1 and since colour 1 does not appear in Sa, a1 must have an
in-neighbor in Ca with colour 1. This proves Claim 4.
Now if Cb 6= ∅, then v = min(Cb) receives colour 1 and b1, . . . , bk are
coloured with colours 2, . . . , k + 1. This contradicts Lemma 2.7. If Cb = ∅
then bk = vn and pi(vn) = k + 1 ≤ χ(G) (since Sa ∪ {x} is a clique of size
(k + 1) in G), contradicting Lemma 2.2.
Case 2: pi(b′i) = 2 ∀i ∈ {1, . . . , k}
Then, by the parity of P and Lemma 2.11, we also have pi(a′i) = 2.
By Lemma 2.13, up to symmetry, we may assume that P1 is well ordered.
Suppose that a1 > a
′
1 ≥ b′1 > b1 (the case a1 < a′1 ≤ b′1 < b1 is similar).
Since pi(b′1) = 2, we have pi(b1) = 1. Again, by Lemma 2.13 and up to
symmetry, we may assume that P2 is well ordered. Since pi(b2) 6= 1, we
must have b2 > b
′
2 ≥ a′2 > a2 and pi(a2) = 1.
Now if P3 is also well ordered, we must have pi(a3) = 1 or pi(b3) = 1, a
contradiction. It follows by Lemma 2.13 that the source of G is an internal
vertex of P3. By the parity of P , it follows that min(a3, b3) receives colour
1, a contradiction.
A graph H is an odd birdcage in G if:
• V (H) = Ca ∪ Cb ∪ (∪ki=1V (Pi)) ∪ (∪mi=1Ki) for some k ≥ 3, m ≥ 0.
• P1 is a path of odd length ≥ 3 with two ends a1, b1.
• ∀i ∈ {2, . . . , k}, Pi is a flat path of odd length ≥ 3 with two ends ai,
bi.
• All ai’s and bi’s are distinct.
• Sa = {a1, . . . , ak} and Sb = {b1, . . . , bk} are two cliques.
• Ka = Ca ∪ Sa and Kb = Cb ∪ Sb are two cliques (Ca and Cb might be
empty).
• If Ca 6= ∅, then Sa is a clique cutset of G.
• If Cb 6= ∅, then Sb is a clique cutset of G.
• For i ∈ {1, . . . ,m}, ci’s, di’s are vertices of P1 such that:
– They appear in P1 in the following order: a1, c1, d1,. . . , cm, dm,
b1.
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– ∀i ∈ {1, . . . ,m}, cidi is an edge.
– a1P1c1 and dmP1b1 are flat paths of even length ≥ 2.
– ∀i ∈ {1, . . . ,m− 1}, diP1ci+1 is a flat path of odd length ≥ 3.
– ∀i ∈ {1, . . . ,m}, Ki is a non-empty clique complete to {ci, di}.
– ∀i ∈ {1, . . . ,m}, {ci, di} is a cutset of G.
• These are the only edges in H.
• No vertex in ∪ki=1V (Pi) has a neighbor in G \H.
Lemma 3.3. G does not contain an odd birdcage.
Proof. Suppose G contains an odd birdcage H as in the definition of an
odd birdcage. For i ∈ {1, . . . , k}, let a′i, b′i be the neighbors of ai, bi in
Pi respectively. For j ∈ {1, . . . ,m}, let c′j , d′j be the neighbors of cj , dj
in P1 \ {cj , dj} respectively. Let x = max(∪mi=1V (Pi)). By Lemma 2.12,
we may assume that x = di for some i ∈ {1, . . . ,m} or x = bj for some
j ∈ {1, . . . , k}.
Case 1: x = di for some i ∈ {1, . . . ,m}.
By Lemma 2.15 applied to the cutset {ci, di}, there exist some vertices
u ∈ Ki, p, q /∈ Ki such that u, p, q is a triangle and pi(c′i) = pi(d′i) = 2,
ci < c
′
i, u < ci and u < di. Then m = i = 1 for otherwise G contains F12.
Let C be the component of G \ {c1, d1} that contains K1. By Lemma 2.8,
the source of G is in C. Hence, by Lemma 2.13, all flat paths in H are well
ordered. In particular, c′1P1a1 is a directed odd path from c′1 to a1. Since
O is connected, c′1P1a1 contains the first vertices of ∪mi=1V (Pi), so that
pi(a1) = 1. Also, b1P1d
′
1 is a directed odd path from b1 to d
′
1, so pi(b1) = 1
because pi(d′1) = 2.
Let bl = min(b1, . . . , bk). Note that if Cb 6= ∅, bl < min(Cb) for otherwise
G<bl is disconnected (c1 and min(Cb) are in different components). So, by
the connectivity of O, bl has an in-neighbor in Pl. Since b1P1d′1 is a directed
odd path from b1 to d
′
1, bl 6= b1. Also, Pl is well ordered, and since pi(al) 6= 1
(because of a1), we have pi(a
′
l) = 1. By the parity of Pl, it follows that
pi(bl) = 1, a contradiction since pi(b1) = 1.
Case 2: x = bj for some j.
By Lemma 2.14, pi(b′i) = 1 ∀i ∈ {1, . . . , k} or pi(b′i) = 2 ∀i ∈ {1, . . . , k}.
Suppose first that pi(b′i) = 1 ∀i ∈ {1, . . . , k}.
Then for every i ∈ {2, . . . , k}, pi(a′i) = 2 by the parity of the flat paths.
Also, for every i ∈ {2, . . . , k}, b′i < bi since otherwise bi has colour ≥ 2 and
there must exist in Kb some in-neighbor of bi having colour 1, contradicting
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Lemma 2.14. By Lemma 2.13, we may assume that P3 is well ordered. Since
pi(a′3) = 2, we have pi(a3) = 1. So, pi(a2) 6= 1, and since pi(a′2) = 2, we have
a′2 < a2. So, P2 is not well ordered. By Lemma 2.13, the source of G, v1,
is an internal vertex of P2 and v1P2a2 and v1P2b2 are both well ordered. If
a2 < b2, then pi(a2) = 1, a contradiction. Hence, b2 < a2 and pi(b2) = 2.
The vertex v that comes just after b2 in O cannot be a2, because then,
again, we would have pi(a2) = 1. Hence, v is in Kb and receives colour 1, a
contradiction to Lemma 2.14.
Suppose now that pi(b′i) = 2 ∀i ∈ {1, . . . , k}. Then for every i ∈
{2, . . . , k}, pi(a′i) = 1 by the parity of the flat paths.
Claim 1. If Cb 6= ∅, then for every vertex v ∈ Cb, v > bj .
Set v = min(Cb) and suppose v < bj .
If pi(v) = 1 then v < bi for every i ∈ {1, . . . , k} for otherwise, min(Sb)
would receive colour 1, a contradiction. Hence, by Lemma 2.8, the source
of G is in the component of G \ Sb containing v. Also, by Lemma 2.14, no
in-neighbor of bj in Kb has colour 2. So, min(Sb) has no coloured neighbor
in {b′1, . . . , b′k} when the greedy algorithm visits it, so it receives colour 2, a
contradiction.
If pi(v) ≥ 3, then there exists some vertex q /∈ Cb adjacent to v having
colour 2. If for some i, bi < v, then G<v is not connected (q and bi are
in different components), a contradiction. Then v < min(Sb), and because
pi(v) 6= 1 there exists a vertex p /∈ Cb adjacent to v with colour 1. We have
pq ∈ E(G) because G is claw-free. Therefore G contains F12, a contradiction.
This proves Claim 1.
Claim 2. pi(dm) = 1.
Assume that pi(dm) 6= 1. We have pi(d′m) = 2 by the parity of flat path
b′1P1d′m. If dm < d′m then pi(dm) = 1, a contradiction. Therefore, d′m < dm.
If pi(b1) > 1, then b
′
1 < b1 and by Lemma 2.13, v1 ∈ b′1P1d′m. So, if b1 < dm,
pi(b1) = 1, a contradiction, and otherwise pi(dm) = 1, a contradiction again.
Hence, pi(b1) = 1. Therefore for every i 6= 1, b′i < bi for otherwise, b′i receives
colour 1. Now, consider the cutset S = {dm, b2, . . . , bk}. Let C be the
component of G\S that contains cm and D the component that contains b1.
Note that dm must have an in-neighbor in C, for otherwise it would receive
colour 1. So, we have min(C) < min(S). Also, min(D) < min(S) because
every vertex in S has an in-neighbor in D (clear for dm, for the other ones,
it follows from the fact that they have an in-neighbor with colour 1, namely
b1). This contradicts Lemma 2.8. This proves Claim 2.
Claim 3. pi(c′m) = 1.
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Suppose pi(c′m) = 2. Then c′m < cm and dm < cm, so there exists an out-
neighbor v of cm in Km (otherwise cm = vn, contradicting the maximality of
bj). Therefore G>cm is disconnected (v and bj are in different components),
contradicting Lemma 2.5. This proves Claim 3.
Similarly, we can prove pi(di) = pi(c
′
i) = 1 for all i ∈ {1, . . . ,m}, and
therefore pi(a′1) = 1.
We must have a vertex of colour 1 in Ca, otherwise a
′
i < ai for every
i ∈ {1, . . . , k}. Also, for some 1 ≤ i′ < i′′ ≤ k, we have b′i′ < bi′ and
b′i′′ < bi′′ because colour 1 appears at most one time in Sb. Hence, G has
two sources, a contradiction. So, we have this vertex with colour 1 in Ca,
and in particular, Ca 6= ∅, so that χ(G) ≥ k + 1.
If Cb 6= ∅ then let C ′ be the component of G \ Sb that contains Cb. By
Claim 1, we have max(S) < min(C ′). Colours 1 and 3, . . . , (k + 1) are used
in Sb and colour 2 is used for v = min(Cb). This contradicts Lemma 2.7.
If Cb = ∅, then bj = vn, but pi(bj) = k+ 1 ≤ χ(G), contradicting Lemma
2.2.
A graph H is a flower in G if:
• V (H) = Ca ∪ Cb ∪ Cc ∪ Cd ∪ki=1 V (Pi) ∪mi=1 V (Qi) ∪ V (Pac) ∪ V (Pbd)
for some k,m ≥ 2.
• For i ∈ {1, . . . , k}, Pi is a flat path of odd length ≥ 3 with two ends
ai and bi.
• For i ∈ {1, . . . ,m}, Qi is a flat path of odd length ≥ 3 with two ends
ci and di.
• Pac is a flat path of even length ≥ 2 with two ends a0 and c0.
• Pbd is a flat path of even length ≥ 2 with two ends b0 and d0.
• All ai’s, bi’s, ci’s, di’s are distinct.
• Ka = Ca ∪ {a0, . . . , ak} and Kb = Cb ∪ {b0, . . . , bk} are cliques.
• Kc = Cc ∪ {c0, . . . , cm} and Kd = Cd ∪ {d0, . . . , dm} are cliques.
• If Ca 6= ∅, {a0, . . . , ak} is a clique cutset of G.
• If Cb 6= ∅, {b0, . . . , bk} is a clique cutset of G.
• If Cc 6= ∅, {c0, . . . , ck} is a clique cutset of G.
• If Cd 6= ∅, {d0, . . . , dk} is a clique cutset of G.
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• These are the only edges in H.
• No vertex in G \H has a neighbor in H \ (Ca ∪ Cb ∪ Cc ∪ Cd).
Lemma 3.4. G does not contain a flower.
Proof. Suppose G contains a flower H as in the definition of a flower.
W.l.o.g, let bj = max(a0, . . . , ak, b0, . . . , bk, c0, . . . , cm, d0, . . . , dm). Let a
′
i,
b′i, c
′
i, d
′
i be the unique vertices of degree 2 adjacent to ai, bi, ci, di, re-
spectively. By Lemma 2.12, b′j < bj . Applying Lemma 2.14, there are two
cases:
Case 1: pi(b′i) = 1 ∀i ∈ {0, . . . , k}.
We omit the proof in this case, because it is similar to the case pi(b′i) = 1
in Lemma 3.3 (but here, we have to consider only two flat paths P1 and P2).
Case 2: pi(b′i) = 2 ∀i ∈ {0, . . . , k}: Then for every i ∈ {1, . . . , k}, pi(a′i) = 1
by the parity of the flat paths.
Claim 1. If Cb 6= ∅, then for every vertex v ∈ Cb, v > bj .
We omit the proof, because it is similar to the proof Claim 1 in the proof
of Lemma 3.3. This proves Claim 1.
Claim 2. pi(d0) = 1.
We omit the proof, because it is similar to the proof of Claim 2 in the
proof of Lemma 3.3. This proves Claim 2.
Let bl = min(b0, . . . , bk). It is clear that pi(bl) = 1 and b
′
i < bi for every
i ∈ {0, . . . , k} \ {l}.
Claim 3. For i ∈ {1, . . . ,m}, pi(d′i) = 1.
W.l.o.g suppose that for some 1 ≤ t ≤ m, {d′1, . . . , d′t} is the subset of
vertices of {d′1, . . . , d′m} having colour 2. Let S = {d1, . . . , dt}. We have
d′i < di for i ∈ {1, . . . , t} (otherwise pi(d′i) = 1). We also have d0 < di for
i ∈ {1, . . . , t} since d0 is the only vertex of colour 1 in Kd. W.l.o.g, assume
that dt = max(S). There does not exist a vertex u in Kd such that u < dt
and pi(u) = 2 by applying Lemma 2.14 for S. Therefore min(dt+1, . . . , dm) >
max(S), otherwise one of them would receive colour 2.
If b0 = bl, applying Lemma 2.8 for the cutset (S∪{b1, . . . , bk})∩V (G≤max(S))
of G≤max(S), there are sources in both sides of this cutset, a contradiction.
If b0 6= bl, applying Lemma 2.8 for the cutset (S ∪ {b0}) ∩ V (G≤max(S))
of G≤max(S), there are sources in both sides of this cutset, a contradiction.
This proves Claim 3.
By Claim 3 and the parity of all the flat paths Qi, pi(c
′
i) = 2 for every
i ∈ {1, . . . ,m}.
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Claim 4. pi(c0) ≥ 2.
Suppose pi(c0) = 1, then we have c0 < ci for i ∈ {1, . . . ,m} since c0 is
the only vertex of colour 1 in Kc. We also have c
′
i < ci for i ∈ {1, . . . ,m}
since otherwise some vertex in {c′1, . . . , c′m} would have colour 1.
If b0 = bl, applying Lemma 2.8 for the cutset {c1, . . . , cm, b1, . . . , bk} of
G, there are sources in both sides of this cutset, a contradiction.
If b0 6= bl, applying Lemma 2.8 for the cutset {c1, . . . , cm, b0} of G, there
are sources in both sides of this cutset, a contradiction. This proves Claim 4.
Claim 5. pi(c′0) = 1.
Suppose pi(c′0) = 2, then c′0 < c0. There must exist a vertex v of colour
1 in Kc such that v < c0.
If b0 = bl, applying Lemma 2.8 for the cutset {c0, b1, . . . , bk} of G, there
are sources in both sides of this cutset, a contradiction.
If b0 6= bl, applying Lemma 2.8 for the cutset {c0, b0} of G, there are
sources in both sides of this cutset, a contradiction. This proves Claim 5.
By Claim 5 and the parity of Pac, pi(a
′
0) = 1. We must have a vertex
of colour 1 in Ca, otherwise a
′
i < ai for every i ∈ {1, . . . , k} and we have at
least two sources in G. Therefore, if Cb 6= ∅ then b0, . . . , bk receive colours
1 and 3, . . . , k+ 2 and min(Cb) receives colour 2, a contradiction to Lemma
2.7. If Cb = ∅ then bj = vn, but pi(bj) = k + 2 ≤ χ(G) (we have a clique of
size (k + 2) in Ka), contradicting Lemma 2.2.
A graph H is a sun in G if:
• V (H) = V (I) ∪ki=0 Ki for some k ≥ 0.
• I is a hole.
• For i ∈ {0, . . . , k}, ai’s, bi’s are distinct vertices of I such that:
– They appear in the following clock-wise order: a0, b0, . . . , ak, bk.
– For ∀i ∈ {0, . . . , k}, ai is adjacent to bi.
– For ∀i ∈ {0, . . . , k}, the path in I from bi to ai+1 is a flat path of
length ≥ 2 (the subscript is taken modulo (k + 1)).
• For i ∈ {0, . . . , k}, Ki is a non-empty clique complete to {ai, bi}.
• For i ∈ {0, . . . , k}, {ai, bi} is a cutset of G.
• These are the only edges in H.
• No vertex in G \H has a neighbor in I.
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Lemma 3.5. G does not contain a sun.
Proof. Suppose G contains a sun H as in the definition. For i ∈ {0, . . . , k},
let a′i, b
′
i be the vertices of degree 2 adjacent to ai, bi in I. W.l.o.g, suppose
bk = max(a0, b0, . . . , ak, bk). Let C1, C2 be two connected components of
G \ {ak, bk} such that C2 contains Kk.
By Lemma 2.12, b′k < bk. Applying Lemma 2.15 for the cutset {ak, bk},
we have pi(a′k) = pi(b
′
k) = 2 and there exist some vertex u ∈ Kk, p, q ∈ C2\Kk
such that upq is a triangle, ak < a
′
k, u < ak and u < bk. It is clear that
v1 ∈ C2. If I is an odd hole, then G contains F11, a contradiction. So, the
length of I is even. If there exist some ai, bi, for i 6= k such that the path
bkIai and biIak (taken in clock-wise order) are of odd length, thenG contains
F12, a contradiction. Hence, the flat path bk−1Iak and bkIa0 are of even
length, and each flat path biIai+1 is of odd length, for ∀i ∈ {0, . . . , k − 2}.
Claim 1. pi(bk−1) = pi(a′k−1) = 1.
Since we have ak < a
′
k, the flat path akIbk−1 (in counter-clockwise order)
is a directed path in DG from ak to bk−1. We have that min(Kk−1∪ak−1) >
bk−1, otherwise if there exists a vertex v ∈ Kk−1 ∪ ak−1 such that v <
bk−1 then G<bk−1 is not connected (b
′
k−1 and v are in different connected
components). Therefore, pi(bk−1) = 1 since the flat path akIbk−1 is of even
length. We have ak−1 < a′k−1 since otherwise G<ak−1 is not connected
(bk−1 and a′k−1 are in different connected components). Since pi(ak−1) ≥ 2,
pi(a′k−1) = 1. This proves Claim 1.
By the same argument as in Claim 1, we can prove that: pi(bi) = pi(a
′
i) =
1 for every i ∈ {0, . . . , k − 1}. And by Lemma 2.11 and the parity of the
flat path a0Ibk, we have pi(b
′
k) = 1, contradicting to the fact that pi(b
′
k) = 2
which we mentioned previously by Lemma 2.15.
4 Proof of Theorem 1.3
For our proof, we need results from [7]. A graph G is a parity graph if for
every pair u, v ∈ V (G), all induced paths from u to v have the same parity.
A graph is distance-hereditary if for every pair u, v ∈ V (G), all induced
paths from u to v have the same length. Clearly, every distance-hereditary
graph is a parity graph. A graph is chordal if it contains no hole.
Theorem 4.1 (see [2]). Every gem-free chordal graph is a distance-hereditary
graph and therefore a parity graph.
Theorem 4.2 (see [7]). Every fish-free parity graph is good.
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Throughout the rest of this section, let G be a minimally bad claw-free
graph that is not an obstruction. Our goal is to prove that this implies a
contradiction, thus proving Theorem 1.3.
Lemma 4.3. Let H = v0 . . . vk be a hole in G and u ∈ V (G) \ V (H) has
some neighbor in H. Then u has two or three neighbors in H and they
induce a path (of length 1 or 2), or u ∪ V (H) induces a 4-wheel.
Proof. If u is adjacent to some vertex vi inH, then umust be adjacent also to
vi−1 or vi+1, otherwise {vi, vi−1, u, vi+1} induces a claw. Suppose G[N(u) ∩
H] induces at least two components, where {vi, . . . , vj} and {vk, . . . , vm}
are its two consecutive components in H (in clock-wise order, i, j, k,m are
distinct) then {u, vj−1, vj , . . . , vk, vk+1} induces F2, a contradiction. Then
G[N(u) ∩H] induces only one component.
• If |H| ≥ 5: If u has at least four neighbors on H then u and its
four consecutive neighbors in H induce a gem (a special case of F2),
a contradiction. Then u has two or three neighbors in H and they
induce a path.
• If |H| = 4: u can have two or three neighbors in H and they induce a
path or u is complete to H and u ∪ V (H) induces a 4-wheel.
Lemma 4.4. Let H = v0 . . . vk be a hole in G. For i ∈ {0, . . . , k}, let
Si = {u|N(u) ∩H = {vi−1, vi, vi+1}} and Ri = {u|N(u) ∩H = {vi, vi+1}}.
Then for any i ∈ {0, . . . , k}:
1. Si is a clique.
2. Ri is a clique.
3. Si is complete to Si+1 and anticomplete to Sj for any j /∈ {i−1, i, i+1}.
4. Ri is anticomplete to Rj for any j 6= i.
5. Si is complete to Ri−1 and Ri.
6. If Si 6= ∅ then Rj = ∅ for any j /∈ {i− 1, i}.
7. If Ri 6= ∅ then Rj = ∅ for any j ∈ {i− 2, i− 1, i+ 1, i+ 2}.
Proof. We prove each statement following the index.
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1. Let a, b ∈ Si. If a is not adjacent to b then {vi+1, a, b, vi+2} induces a
claw, a contradiction.
2. Let a, b ∈ Ri. If a is not adjacent to b then {vi+1, a, b, vi+2} induces a
claw, a contradiction.
3. Let a ∈ Si, b ∈ Si+1 and c ∈ Sj . If a is not adjacent to b then
{vi, vi−1, a, vi+1, b} induces a gem, a contradiction. If a is adjacent to
c then {a, c, vi, vi+1, . . . , vj−1, vj} induces F3 or a gem, a contradiction.
4. Let a ∈ Ri and b ∈ Rj . If a is adjacent to b then {a, b, vi, vi+1, . . . , vj , vj+1}
contains F3 or a gem, a contradiction.
5. Let a ∈ Si and b ∈ Ri. If a is not adjacent to b then {vi, vi−1, a, vi+1, b}
induces a gem, a contradiction. Si is also complete to Ri−1 by sym-
metry.
6. Let a ∈ Si and b ∈ Rj . If a is adjacent to b then {a, b, vi, vi+1, . . . , vj , vj+1}
contains F3 or a gem, a contradiction. If a is not adjacent to b then
{a, b} ∪ V (H) contains F1, F5, F6 or a fish (a special case of F11). So,
Rj = ∅.
7. Let a ∈ Ri, b ∈ Ri+1 and c ∈ Ri+2. If a is not adjacent to b, then
{a, b} ∪ V (H) induces F2, a contradiction. If a is adjacent to b, then
{vi+1, vi, a, b, vi+2} induces a gem, a contradiction. So, Ri+1 = ∅. If a
is not adjacent to c, then {a, c}∪V (H) induces F3. If a is adjacent to c,
then {a, c, vi, vi+1, vi+2, vi+3} induces either F3 or F4, a contradiction.
So, Ri+2 = ∅. The proof for Ri−2 and Ri−1 is similar.
Lemma 4.5. G does not contain a 4-wheel.
Proof. Suppose G contains a 4-wheel consisting of a hole H = v0v1v2v3 and
a vertex x complete to that hole. For i ∈ {0, . . . , 3}, let Si = {u|N(u)∩H =
{vi−1, vi, vi+1}}, Ri = {u|N(u) ∩H = {vi, vi+1}} and T = {u|N(u) ∩H =
{v0, v1, v2, v3}}. Note that x ∈ T .
Claim 1. For i ∈ {0, . . . , 3}, Ri = ∅.
Let a ∈ Ri. If a is not adjacent to x, then {vi, vi−1, x, vi+1, a} induces a
gem, a contradiction. If a is adjacent to x, then {x, vi−2, vi−1, vi, a} induces
a gem, a contradiction. So, Ri = ∅. This proves Claim 1.
Claim 2. For i ∈ {0, . . . , 3}, Si is complete to T .
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Let a ∈ Si and b ∈ T . If a is not adjacent to b then {vi−1, vi−2, b, vi, a}
induces a gem, a contradiction. This proves Claim 2.
By Lemma 4.4, Si is a clique complete to Si+1 and anticomplete to Si+2.
So, G[∪3i=0Si] is P4-free.
Claim 3. V (G) = T ∪3i=0 Si ∪ V (H).
Suppose there exists some vertex v ∈ V (G) \ (T ∪3i=0 Si ∪ V (H)) and v
has some neighbors in T ∪3i=0 Si ∪ V (H). If v has a neighbor in V (H), then
v ∈ T ∪3i=0 Si, a contradiction. If v has a neighbor u in Si for some i but no
neighbor in V (H), then {u, v, vi−1, vi+1} forms a claw, a contradiction. If v
has a neighbor u in V (T ) but no neighbor in V (H), then {u, v0, v2, v} forms
a claw, a contradiction. This proves Claim 3.
We have G[T ] is P4-free (otherwise v0 and some P4 in G[T ] form a gem),
G[∪3i=0Si ∪ V (H)] is P4-free and T is complete to ∪3i=0Si ∪ V (H), then G is
P4-free and therefore is good by Theorem 1.1, a contradiction.
A boat is a graph consisting of a hole H and a vertex x has three con-
secutive neighbors on H.
Lemma 4.6. G does not contain a boat.
Proof. Suppose G contains a boat consisting of a hole H = v0 . . . vk and a
vertex x that has three neighbors on H: v0, v1, v2. We can assume that
H is an even hole since otherwise G contains F1. For i ∈ {0, . . . , k}, let
Si = {u|N(u) ∩H = {vi−1, vi, vi+1}} and Ri = {u|N(u) ∩H = {vi, vi+1}}.
We consider two cases:
Case 1: There exists some vertex y ∈ Rj for some j. Then j ∈ {0, 1} by
Lemma 4.4. W.l.o.g, suppose j = 1 then R0 = ∅ by Lemma 4.4. Also by
Lemma 4.4, Si = ∅ for i /∈ {1, 2}. Now, S1 ∪ S2 ∪R1 ∪ V (H) forms a cap in
G with L = S1 ∪ {v1}, R = S2 ∪ {v2}, C = R1 and P is the flat path from
v0 to v3 in H, contradicting Lemma 3.1.
Case 2: For every i ∈ {0, . . . , k}, Ri = ∅. By Lemma 4.4, each Si is a
clique complete to Si+1. It is clear that V (G) = ∪ki=0Si ∪ V (H). Hence,
G is a parity graph. Also, G is fish-free because the fish is an obstruction.
Therefore, G is good by Theorem 4.2, a contradiction.
From now on, by Lemmas 4.5 and 4.6, the neighborhood of any vertex
on a hole in G induces an edge.
Lemma 4.7. G does not contain a short prism.
Proof. Otherwise, G contains F3 or F4, a contradiction.
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From now on, we know that that every prism in G is not short, or in
another word, its three paths are of length at least two.
Lemma 4.8. G does not contain an imparity prism.
Proof. Otherwise, it contains F7, a contradiction.
A graph H is a prism system if:
• V (H) = ∪ki=1V (Pi) for some k ≥ 3.
• ∀i ∈ {1, . . . , k}, Pi is a path of length ≥ 2 with two ends ai, bi. All
Pi’s are disjoint.
• Sa = {a1, . . . , ak} and Sb = {b1, . . . , bk} are two cliques.
• These are the only edges in H.
Note that if k = 3 then H is simply a prism. A prism system is even (odd)
if the lengths of all path Pi’s are even (odd).
Lemma 4.9. G does not contain an even prism.
Proof. Suppose G contains an even prism. Then there exists an even prism
system in G as in the description, choose such a prism system H with
maximum value of k. Let Ca = {v ∈ V (G) \ V (H)|N(v) ∩ Sa 6= ∅} and
Cb = {v ∈ V (G) \ V (H)|N(v) ∩ Sb 6= ∅}.
Claim 1. All paths Pi’s are flat.
If there exists a vertex v ∈ V (G)\V (H) which has some neighbors {a, b}
in the internal of some path Pi, then G contains F2, F3 or F8, a contradiction.
This proves Claim 1.
Claim 2. Ca is a clique complete to Sa and Cb is a clique complete to Sb.
Follows directly from Lemma 4.4. This proves Claim 2.
Claim 3. We have the followings:
1. If Ca 6= ∅, Sa is a clique cutset of G.
2. If Cb 6= ∅, Sb is a clique cutset of G.
We prove only the first statement, the second is similar. Suppose that
there exists a path P from some vertex in Ca to some vertex in Cb. The
length of P is even otherwise G contains F7, then H ∪ P is a bigger even
prism system, a contradiction to the choice of H. This proves Claim 3.
By Claims 1, 2 and 3, H ∪Ca∪Cb forms an even birdcage, contradicting
Lemma 3.2.
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A bracelet (see Figure 2) has 6 paths of length ≥ 2: two paths in the
sides are of even length; the other four paths are of odd length.
A graph H is a bracelet system if:
• V (H) = ∪ki=1V (Pi) ∪mi=1 V (Qi) ∪ V (Pac) ∪ V (Pbd) for some k,m ≥ 2.
• For i ∈ {1, . . . , k}, Pi is a path of odd length ≥ 3 with two ends ai and
bi.
• For i ∈ {1, . . . ,m}, Qi is a path of odd length ≥ 3 with two ends ci
and di.
• Pac is a path of even length ≥ 2 with two ends a0 and c0.
• Pbd is a path of even length ≥ 2 with two ends b0 and d0.
• All path Pi’s, Qi’s, Pac, Pbd are disjoint.
• Sa = {a0, . . . , ak} and Sb = {b0, . . . , bk} are cliques.
• Sc = {c0, . . . , cm} and Sd = {d0, . . . , dm} are cliques.
• These are the only edges in H.
Note that if k = m = 2, then H is simply a bracelet.
Lemma 4.10. G does not contain an odd prism.
Proof. Suppose G contains an odd prism. We consider the following cases:
Case 1: G contains a bracelet. Then there exists a bracelet system in
G as in the description, choose such a system H with maximum value of
k + m. Let Ca = {v ∈ V (G) \ V (H)|N(v) ∩ Sa 6= ∅}, Cb = {v ∈ V (G) \
V (H)|N(v) ∩ Sb 6= ∅}, Cc = {v ∈ V (G) \ V (H)|N(v) ∩ Sc 6= ∅} and Cd =
{v ∈ V (G) \ V (H)|N(v) ∩ Sd 6= ∅}.
Claim 1. All the paths Pi’s, Qi’s, Pac, Pbd are flat.
Suppose there is some vertex v ∈ V (G)\V (H) has some neighbor in the
internal of one of these paths. If v has some neighbor on Pac or Pbd, then G
contains F9, a contradiction. If v has some neighbor on some Pi or Qi, then
G contains F2, F3, F9 or F10, a contradiction. This proves Claim 1.
Claim 2. Ca is a clique complete to Sa.
Follows directly from Lemma 4.4. This proves Claim 2.
We have a similar statement for Cb, Cc and Cd.
Claim 3. If Ca 6= ∅, Sa is a clique cutset in G.
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Otherwise, if there exists some path P from a vertex in Ca to some vertex
in Cc or Cd, then G contains an even prism, contradicting Lemma 4.9. If
there exists some induced path P from a vertex in Ca to some vertex in Cb,
then P is of odd length and therefore H ∪ P is a bigger bracelet system, a
contradiction to the choice of H. This proves Claim 3.
We also have similar statement for Sb, Sc and Sd. By Claims 1, 2 and 3,
H ∪ Ca ∪ Cb ∪ Cc ∪ Cd is a flower in G, contradicting Lemma 3.4.
Case 2: G does not contain bracelet. There exists an odd prism system
in G as in the description, choose such a prism system H with maximum
value of k. Let Ca = {v ∈ V (G) \ V (H)|N(v) ∩ Sa 6= ∅} and Cb = {v ∈
V (G) \ V (H)|N(v) ∩ Sb 6= ∅}.
Claim 4. Let v ∈ V (G) \ V (H) be a vertex has some neighbor {a, b} in the
internal of some path Pi (a is closer to ai than b in Pi). Then two paths
aiPia and biPib are of even length ≥ 2.
Otherwise G contains F2, F3 or F9, a contradiction. This proves Claim 4.
Claim 5. If v ∈ V (G) \ V (H) has some neighbors in Pi, then all path Pj ’s
are flat for any j 6= i.
Otherwise G contains F10, a contradiction. This proves Claim 5.W.l.o.g,
suppose that P1 is the only path among Pi’s which might not be flat. For
some m ≥ 0, let {c1, d1}, . . . , {cm, dm} be all the possible positions in P1
to which a vertex v ∈ V (G) \ V (H) can be adjacent (cidi is an edge; all
vertices are listed in order from a1 to b1). For i ∈ {1, . . . ,m}, let Ki = {v ∈
V (G) \ V (H)|N(v) ∩ {ci, di} 6= ∅}.
Claim 6. Ca is a clique complete to Sa; Cb is a clique complete to Sb and
Ki is a clique complete to {ci, di} for i ∈ {1, . . . ,m}.
Follows directly from Lemma 4.4. This proves Claim 6.
Claim 7. a1P1c1 and dmP1b1 are flat paths of even length ≥ 2; diP1ci+1 is
a flat path of odd length ≥ 3 for i ∈ {1, . . . ,m− 1}.
Follows from Claim 4. This proves Claim 7.
Claim 8. If Ca and Cb 6= ∅, Sa, Sb, {ci, di} are clique cutsets in G for
i ∈ {1, . . . ,m}.
Otherwise, if there is a path from some vertex in Ki to some vertex in
Kj for some i 6= j, then G contains a bracelet, a contradiction. If there
is a path from some vertex in Ca to some vertex in Ki for some i, then G
contains F7 or an even prim, a contradiction. If there is a path P from a
vertex in Ca to some vertex in Cb, then H ∪P is a bigger odd prism system,
a contradiction to the choice of H. This proves Claim 8.
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By Claims 5, 6, 7 and 8, H ∪ Ca ∪ Cb ∪mi=1 Ki forms an odd birdcage in
G, contradicting Lemma 3.3.
By Lemmas 4.7, 4.8, 4.9 and 4.10, G is prism-free.
Lemma 4.11. G does not contain a hole.
Proof. SupposeG contains a hole I. For some k ≥ 0, let {a0, b0}, . . . , {ak, bk}
be all the possible positions in I to which a vertex v ∈ V (G) \ I can be
adjacent (aibi is an edge; all the vertices are listed in clock-wise order). For
i ∈ {0, . . . , k}, let Ki = {v ∈ V (G) \ I|N(v) ∩ {ai, bi} 6= ∅}.
Claim 1. For i ∈ {0, . . . , k}, Ki is a clique complete to {ai, bi}.
Follows directly from Lemma 4.4. This proves Claim 1.
Claim 2. For i ∈ {0, . . . , k}, {ai, bi} is a cutset of G.
Otherwise, there is a path from a vertex in Ki to some vertex in Kj , for
some j 6= i, so G contains a prism, a contradiction. This proves Claim 2.
By Claims 1 and 2, I∪ki=0Ki forms a sun in G, contradicting Lemma 3.5.
By Lemmas 4.11, G is chordal. And since G is gem-free, G is a parity
graph by Theorem 4.1. Hence G is a fish-free parity graph and is therefore
good by Theorem 4.2, a contradiction. This proves that every minimally
bad claw-free graph is an obstruction.
To prove Theorem 1.3, we are left to prove that every obstruction is a
minimally bad claw-free graph. Suppose that it is not true for some graph F
in the list of obstructions. Since F is bad (as we already specify a bad order
for every obstruction), F must contain a minimally bad claw-free graph F ′
as an induced subgraph. Since every minimally bad claw-free graph is an
obstruction, F ′ is also an obstruction. However, it is easy to check that
there do not exist two obstructions in our list such that one contains the
other as an induced subgraph, contradiction.
5 Conclusion
In this paper, we give the characterization of good claw-free graphs in terms
of minimal forbidden induced subgraphs. Note that the arguments in Sec-
tions 3 and 4 can be turned into a polynomial algorithm for recognizing this
class, where each structure in Section 3 corresponds to a kind of decompo-
sition. A full characterization of good graphs seems hard to achieve, as we
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observe that the actual structure of minimally bad graphs could be much
more complicated. The following question is open:
Open question. Is the chromatic number of every minimally bad graph 3?
We see that this is true for claw-free graphs. The next step would be
finding the characterization for good perfect graphs, or some interesting
subclasses of perfect graphs.
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