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Abstract
We prove that, like in the linear case, there is a canonical prototype of a p-dominated homogeneous
polynomial through which every p-dominated polynomial between Banach spaces factors.
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1. Introduction
Since the 1983 paper by A. Pietsch [29], p-dominated homogeneous polynomials between
Banach spaces have been extensively investigated by several authors as an important generaliza-
tion of the ideal of absolutely p-summing linear operators to the nonlinear context (see [1–13,
18,20–30]). As expected, Pietsch’s factorization–domination theorems play a central role in this
investigation. On the one hand, it is well known that a Pietsch-type domination theorem holds
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hand, the situation is not that clear concerning the factorization theorem. Pietsch’s factorization
theorem (Theorem 3.2) asserts that there is a canonical prototype of an absolutely p-summing
linear operator through which every absolutely p-summing linear operator factors. Some factor-
ization theorems for dominated polynomials are known (see Section 2), but none characterizing
dominated polynomials as those which factor through a canonical polynomial. Filling this gap,
we show in Theorem 4.6 that there is a canonical prototype of a p-dominated homogeneous
polynomial through which every p-dominated homogeneous polynomial factors.
2. Background and notation
Throughout this paper E and F will stand for (real or complex) Banach spaces, BE denotes the
closed unit ball of E and n will always be a positive integer. By P( nE;F) we denote the Banach
space of all continuous n-homogeneous polynomials from E to F endowed with the usual sup
norm. If F is the scalar field we simply write P( nE). As usual, for n = 1 we write L(E;F)
(E′ if F is the scalar field). For the general theory of multilinear mappings and homogeneous
polynomials we refer to S. Dineen [16].
By
⊗n,s
πs
E we mean the n-fold symmetric tensor product of E endowed with the projective
s-tensor norm πs , and
⊗̂n,s
πs
E denotes its completion. We use PL to denote the linearization of
the polynomial P ∈P( nE;F), that is, PL is a linear operator from ⊗̂n,sπs E into F such that
P(x) = PL(x ⊗ · · · ⊗ x) for every x ∈ E.
The correspondence P ↔ PL establishes an isometric isomorphism between P( nE;F) and
L(⊗̂n,sπs E;F). For the theory of symmetric tensor products and its interplay with homogeneous
polynomials we refer to K. Floret [17].
Whenever K is a compact Hausdorff space, C(K) stands for the Banach space of all scalar-
valued continuous functions on K with the sup norm ‖ · ‖∞.
Given m ∈ N, x1, . . . , xm ∈ E and 0 < p < +∞, we write
∥∥(xj )mj=1∥∥w,p := sup
ϕ∈BE′
(
m∑
j=1
∣∣ϕ(xj )∣∣p)1/p.
Definition 2.1. A polynomial P ∈ P( nE;F) is said to be p-dominated (1  p < +∞), and in
this case we write P ∈Pd,p( nE;F), if there is a constant C such that
(
m∑
j=1
∥∥P(xj )∥∥ pn)n/p C[∥∥(xj )mj=1∥∥w,p]n,
for every finite sequence of vectors x1, . . . , xm ∈ E. The smallest such C is denoted by ‖P ‖d,p .
It is well known that (Pd,p,‖ · ‖d,p) is a quasi-Banach ideal of polynomials (‖ · ‖d,p is a norm
on Pd,p( nE;F) if p  n and a pn -norm if p < n). For background on ideals of polynomials we
refer to [3].
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M. Matos [20, Proposition 2.4] and [3, Theorem 45]. Making n = 1 we recover the classical ideal
of absolutely p-summing linear operators. For the general theory of absolutely summing linear
operators we refer to [15]. For further reference we state the following simple, albeit important,
property.
Proposition 2.2 (Ideal property). Let E0,E,F,F0 be Banach spaces, u ∈ L(E0,E), P ∈
Pd,p( nE;F) and v ∈ L(F,F0). Then v ◦ P ◦ u ∈Pd,p( nE0;F0).
3. Known domination–factorization theorems
We start with the linear case.
Theorem 3.1 (Pietsch’s domination theorem). Let E and F be Banach spaces and 1 p < +∞.
A linear operator u ∈ L(E;F) is absolutely p-summing if and only if there is a constant C and
a regular Borel probability measure on BE′ with the weak∗ topology such that for every x ∈ E,
∥∥u(x)∥∥ C( ∫
BE′
∣∣ϕ(x)∣∣p dμ(ϕ))1/p.
Given a Banach space E, we will henceforth consider BE′ endowed with the weak∗ topology.
Consider the linear isometry
e :E → C(BE′); e(x)(ϕ) = ϕ(x).
Given 0 < p < +∞ and a regular Borel probability measure μ on BE′ , let jp :C(BE′) → Lp(μ)
be the formal inclusion. By jEp we denote the restriction of jp to e(E). The range 1 p < +∞
is enough for the moment, but the range 0 < p < +∞ will be needed later.
Theorem 3.2 (Pietsch’s factorization theorem). Let E and F be Banach spaces and 1  p <
+∞. A linear operator u ∈ L(E;F) is absolutely p-summing if and only if there exist a regular
Borel probability measure on BE′ with the weak∗ topology, a (closed) subspace Xp of Lp(μ)
containing (jp ◦e)(E) and an operator uˆ ∈ L(Xp;F) such that the following diagram commutes:
E
e
u
F
e(E)
jEp
Xp
uˆ
C(BE′)
jp
Lp(μ)
The following Pietsch domination theorem for p-dominated polynomials, which justifies the
terminology, is known since the beginning of the theory (at least since S. Geiss [19]). A proof
can be found in [20, Proposition 3.1].
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p-dominated if and only if there is a constant C and a regular Borel probability measure on BE′
with the weak∗ topology such that for every x ∈ E,
∥∥P(x)∥∥ C( ∫
BE′
∣∣ϕ(x)∣∣p dμ(ϕ))n/p.
As to the factorization theorem, there are some results showing that p-dominated polynomi-
als are exactly those which factor through some restriction of the absolutely p-summing linear
operator jp :C(BE′) → Lp(μ) (see [20, Propositions 3.3 and 3.4], [23, Theorems 13 and 14],
[26, Theorem 3.6, Corollaries 3.7 and 3.8], [27, Theorem 1.3]). All these results can be viewed
as combinations of Theorem 3.1 with the following result, which is an adaptation of the char-
acterization of dominated multilinear mappings announced in [29, Theorem 13] (a proof of the
polynomial version can be found in [3, Proposition 46]).
Proposition 3.4. Let E and F be Banach spaces and 1 p < +∞. A polynomial P ∈ P( nE;F)
is p-dominated if and only if there exist a Banach space G, an absolutely p-summing linear
operator u :E → G and a polynomial Q ∈ P(nG;F) such that P = Q ◦ u.
B. Schneider [30, Theorem 3.8] proves a factorization theorem for 1-dominated multilinear
mappings which can be adapted to polynomials in the following fashion: let K be a compact
Hausdorff space and μ be a regular Borel probability measure on K . By μn we mean the product
measure μ ⊗ · · · ⊗ μ. Consider the polynomial
Qn,p :C(K) → Lp
(
Kn,μn
)
, Qn,p(f )(x1, . . . , xn) = f (x1) · · ·f (xn).
Theorem 3.5 (Polynomial version of [30, Theorem 3.8]). Let K be a compact Hausdorff space,
F be a Banach space and P ∈ P(nC(K);F). Then P is 1-dominated if and only if there is a
regular Borel probability measure μ on K and a linear operator u ∈ L(L1(Kn,μn);F) such
that P = u ◦ Qn,1.
Although restricted to polynomials on C(K)-spaces, this result addresses the question we
have in mind in this paper. However, shortly after proving [30, Theorem 3.8], she proves in [30,
Proposition 3.10] that things do not work so nicely for p > 1.
4. The factorization theorem
Given a Banach space E and n ∈ N, consider the n-homogeneous polynomial
Δ :E → C(BE′), Δ(x)(ϕ) = ϕ(x)n.
Then, ΔL ∈ L(⊗̂n,sπs E;C(BE′)). We shall work with the restriction of ΔL to ⊗n,sπs E, which we
denote by δ. Then, δ :
⊗n,s
πs
E → C(BE′) is a linear operator and
δ(x ⊗ · · · ⊗ x)(ϕ) = ϕ(x)n
for every x ∈ E and every ϕ ∈ BE′ .
G. Botelho et al. / Journal of Functional Analysis 243 (2007) 257–269 261Lemma 4.1. δ is injective.
Proof. Consider the n-homogeneous polynomial IE :E →P( nE′) given by IE(x)(ϕ) = ϕ(x)n.
Let JE be the linearization of IE , that is JE := (IE)L. For every x ∈ E and ϕ ∈ BE′ ,
JE(x ⊗ · · · ⊗ x)(ϕ) = IE(x)(ϕ) = ϕ(x)n = Δ(x)(ϕ) = δ(x ⊗ · · · ⊗ x)(ϕ).
But both JE and δ are linear, so
JE(θ)(ϕ) = δ(θ)(ϕ) for every θ ∈
n,s⊗
πs
E and every ϕ ∈ BE′ .
Assume that θ1, θ2 ∈⊗n,sπs E are such that δ(θ1) = δ(θ2). For every 0 = ϕ ∈ E′ we have
1
‖ϕ‖n JE(θ1)(ϕ) = JE(θ1)
(
ϕ
‖ϕ‖
)
= δ(θ1)
(
ϕ
‖ϕ‖
)
= δ(θ2)
(
ϕ
‖ϕ‖
)
= JE(θ2)
(
ϕ
‖ϕ‖
)
= 1‖ϕ‖n JE(θ2)(ϕ),
which proves that JE(θ1) = JE(θ2). By [17, p. 159] we know that JE is injective, therefore
θ1 = θ2. 
Let E be a Banach space, n ∈ N, 1 p < +∞ and μ be a regular Borel probability measure
on BE′ with the weak∗ topology. By δn we mean the canonical n-homogeneous polynomial from
E to
⊗n,s
πs
E given by δn(x) = x ⊗ · · · ⊗ x. Call
En := δ
(
n,s⊗
πs
E
)
⊆ C(BE′), E
p
n := jp
n
(En) = (j p
n
◦ δ)
(
n,s⊗
πs
E
)
⊆ Lp
n
(μ)
and let jEnp/n be the restriction of jp/n to En onto E
p
n
. For θ ∈⊗n,sπs E we define
π∞
(
δ(θ)
) := πs(θ) and
πp
n
((
j
En
p/n ◦ δ
)
(θ)
) := inf{ m∑
i=1
|λi |
∥∥(jEnp/n ◦ δ)(xi ⊗ · · · ⊗ xi)∥∥Lp
n
}
,
where the infimum is taken over all representations of θ in the form θ =∑mi=1 λixi ⊗ · · · ⊗ xi
with m ∈ N, λi ∈ K and xi ∈ E.
Note that the injectivity of δ (Lemma 4.1) yields that π∞ is a well-defined map on En and
πp
n
is a well-defined map on E
p
n
. Since δ is linear and injective and πs is a norm, it is immediate
that π∞ is a norm on En.
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n
is norm on E
p
n
.
Proof. By T we denote the symmetric n-fold tensor product of the linear operator jp ◦ e. Ac-
cording to the terminology of [17, 1.7], T =⊗n,s jp ◦ e. So, T :⊗n,s E →⊗n,s jp ◦ e(E) is a
linear operator satisfying
T (x ⊗ · · · ⊗ x) = jp
(
e(x)
)⊗ · · · ⊗ jp(e(x)) for every x ∈ E.
Combining [14, Property 2.7(2)] and [17, 1.7] with the injectivity of jp ◦ e it follows that T is
injective. For every x ∈ E,
∥∥jp ◦ e(x)∥∥nLp =
( ∫
BE′
∣∣ϕ(x)∣∣p dμ(ϕ))n/p = ∥∥jp
n
◦ δ(x ⊗ · · · ⊗ x)∥∥
Lp
n
.
In consequence, for θ ∈⊗n,s E we have
πs
(
T (θ)
)= inf{ m∑
i=1
|λi |
∥∥jp ◦ e(xi)∥∥nLp : θ = m∑
i=1
λixi ⊗ · · · ⊗ xi
}
= inf
{
m∑
i=1
|λi |
∥∥jp
n
◦ δ(xi ⊗ · · · ⊗ xi)
∥∥
Lp
n
: θ =
m∑
i=1
λixi ⊗ · · · ⊗ xi
}
= πp
n
(
jp
n
◦ δ(θ)).
The result follows because T , jp
n
and δ are injective linear operators and πs is a norm on⊗n,s
jp ◦ e(E). 
Observe that for every x ∈ E,
π∞
(
δ(x ⊗ · · · ⊗ x))= ‖x‖n = sup
ϕ∈BE′
∣∣ϕ(x)∣∣n = ∥∥δ(x ⊗ · · · ⊗ x)∥∥∞,
and
πp
n
((
j
En
p/n ◦ δ ◦ δn
)
(x)
)

∥∥(jEnp/n ◦ δ)(x ⊗ · · · ⊗ x)∥∥Lp
n
=
( ∫
BE′
∣∣ϕ(x)∣∣p dμ(ϕ))n/p.
So, ‖ · ‖∞ and π∞ coincide on the elements of the form δ(x ⊗ · · · ⊗ x) = (δ ◦ δn)(x). Let us see
that ‖ · ‖∞  π∞ on En: let θ ∈⊗n,sπs E. For each representation θ =∑mi=1 λixi ⊗ · · · ⊗ xi we
have
∥∥δ(θ)∥∥∞ =
∥∥∥∥∥δ
(
m∑
i=1
λixi ⊗ · · · ⊗ xi
)∥∥∥∥∥∞ =
∥∥∥∥∥
m∑
i=1
λiδ(xi ⊗ · · · ⊗ xi)
∥∥∥∥∥∞

m∑
|λi |
∥∥δ(xi ⊗ · · · ⊗ xi)∥∥∞ = m∑ |λi |‖xi‖n.i=1 i=1
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∥∥δ(θ)∥∥∞  inf
{
m∑
i=1
|λi |‖xi‖n: θ =
m∑
i=1
λixi ⊗ · · · ⊗ xi
}
= πs(θ) = π∞
(
δ(θ)
)
,
proving that ‖·‖∞  π∞ on En. The same reasoning shows that, for p  n, ‖·‖Lp
n
 πp
n
on E
p
n
.
It is plain that the linear operator δ :
⊗n,s
πs
E → (En,π∞) is an isometry, hence continuous.
Lemma 4.3. The linear operator jEnp/n : (En,π∞) → (E
p
n ,πp
n
) is continuous.
Proof. For every x ∈ E,
∥∥(jEnp/n ◦ δ)(x ⊗ · · · ⊗ x)∥∥Lp
n

∥∥δ(x ⊗ · · · ⊗ x)∥∥∞ = ‖x‖n.
Then, given θ ∈⊗n,sπs E,
πp
n
((
j
En
p/n ◦ δ
)
(θ)
)= inf{ m∑
i=1
|λi |
∥∥(jEnp/n ◦ δ)(xi ⊗ · · · ⊗ xi)∥∥Lp
n
: θ =
m∑
i=1
λixi ⊗ · · · ⊗ xi
}
 inf
{
m∑
i=1
|λi |‖xi‖n: θ =
m∑
i=1
λixi ⊗ · · · ⊗ xi
}
= πs(θ). 
Theorem 4.4. Let P ∈ P( nE;F) and 1 p < +∞. Then P is p-dominated if and only if there
is a regular Borel probability measure μ on BE′ with the weak∗ topology and a continuous linear
operator u : (E
p
n ,πp
n
) → F such that the following diagram commutes:
E
δ ◦ δn
P
F
En
j
En
p/n
E
p
n
u
C(BE′)
j p
n
Lp
n
(μ)
Proof. Assume that P is p-dominated. By Theorem 3.3 there is a regular Borel probability
measure μ on BE′ with the weak∗ topology and C > 0 such that
∥∥P(x)∥∥ C( ∫
B ′
∣∣ϕ(x)∣∣p dμ(ϕ))n/p.
E
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⊗n,s
πs
E still by PL, we shall define u such that the diagram
E
δn
P
F
⊗n,s
πs
E
δ
PL
F
idF
En
j
En
p/n
E
p
n
u
C(BE′)
j p
n
Lp
n
(μ)
commutes, that is, u ◦ jEnp/n ◦ δ = PL. Given z ∈ E
p
n , z = (jEnp/n ◦ δ)(θ) where θ ∈
⊗n,s
πs
E, define
u(z) = PL(θ). u is well defined because δ is injective. The commutativity of the diagram is obvi-
ous. u is linear because PL, jEnp/n and δ are linear. All that is left to prove is that u : (E
p
n ,πp
n
) → F
is continuous. Let θ =∑mi=1 λixi ⊗ · · · ⊗ xi ∈⊗n,sπs E. Then
∥∥u((jEnp/n ◦ δ)(θ))∥∥=
∥∥∥∥∥
m∑
i=1
λi
(
u ◦ jEnp/n ◦ δ
)
(xi ⊗ · · · ⊗ xi)
∥∥∥∥∥
=
∥∥∥∥∥
m∑
i=1
λiP
L(xi ⊗ · · · ⊗ xi)
∥∥∥∥∥

m∑
i=1
|λi |
∥∥P(xi)∥∥
 C
m∑
i=1
|λi |
( ∫
BE′
∣∣ϕ(xi)∣∣p dμ(ϕ))n/p
= C
m∑
i=1
|λi |
( ∫
BE′
∣∣δ(xi ⊗ · · · ⊗ xi)(ϕ)∣∣ pn dμ(ϕ))n/p
= C
m∑
i=1
|λi |
∥∥(jEnp/n ◦ δ)(xi ⊗ · · · ⊗ xi)∥∥Lp
n
.
Taking the infimum over all representations of θ we obtain∥∥u((jEnp/n ◦ δ)(θ))∥∥ C · πpn ((jEnp/n ◦ δ)(θ)),
proving that u is continuous. Conversely, assuming that the factorization scheme occurs, for
every x ∈ E we have
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 ‖u‖∥∥(jEnp/n ◦ δ ◦ δn)(x)∥∥Lp
n
= ‖u‖
( ∫
BE′
∣∣ϕ(x)∣∣p dμ(ϕ))n/p.
From Theorem 3.3 it follows that P is p-dominated. 
Now we are ready to define a canonical p-dominated polynomial through which every p-
dominated polynomial factors. Given a Banach space E, a regular Borel probability measure μ
on BE′ , n ∈ N and 1 p < +∞, consider the n-homogeneous polynomial
(j p
n
)n :C(BE′) → Lp
n
(μ), (j p
n
)n(f ) = jp
n
(
f n
)
.
It is easy to check that the diagram
E
e
δ ◦ δn
C(BE′)
j p
n
C(BE′)
(jp/n)
n
Lp
n
(μ)
is commutative. We denote by (jep/n)n the restriction of (j pn )
n to e(E). Since e is an isometry
onto its range, e(E) is a closed subspace. Observe that
Range
((
jep/n
)n)= Range((j p
n
)n ◦ e(E))= Range(jp
n
◦ δ ◦ δn(E)
)⊆ E pn .
So we can consider (jep/n)n defined on e(E) taking values in E
p
n
.
Lemma 4.5. The n-homogeneous polynomial(
jep/n
)n
:
(
e(E),‖ · ‖∞
)→ (E pn ,πp
n
)
is p-dominated.
Proof. Given x1, . . . , xm ∈ E,(
m∑
i=1
πp
n
((
jep/n
)n(
e(xi)
)) p
n
)n/p

(
m∑
i=1
∥∥jp
n
(
δ(xi ⊗ · · · ⊗ xi)
)∥∥p/n
Lp/n
)n/p
(∗)

∥∥(δ(xi ⊗ · · · ⊗ xi))mi=1∥∥w, p
n
= sup
ϕ∈B ′
(
m∑∣∣δ(xi ⊗ · · · ⊗ xi)(ϕ)∣∣ pn)n/pE i=1
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ϕ∈BE′
(
m∑
i=1
∣∣e(xi)(ϕ)∣∣p)n/p
(∗∗)
 sup
ψ∈BC(B
E′ )′
(
m∑
i=1
∣∣ψ(e(xi))∣∣p)n/p
= (∥∥(e(xi))mi=1∥∥w,p)n
(∗) Because the formal inclusion jp
n
:C(BE′) ↪→ Lp
n
(μ) is p
n
-summing with p
n
-summing norm
not greater than 1 (see [31, Proposition 9.1]).
(∗∗) Given ϕ ∈ BE′ , we can define λ :C(BE′) → K by λ(f ) = f (ϕ). It is plain that
λ ∈ B[C(BE′ )]′ . So, for every f1, . . . , fm ∈ C(BE′),
sup
ϕ∈BE′
(
m∑
i=1
∣∣fi(ϕ)∣∣p) sup
λ∈B[C(B
E′ )]′
(
m∑
i=1
∣∣λ(fi)∣∣p). 
Theorem 4.6. Let P ∈ P( nE;F) and 1 p < +∞. Then P is p-dominated if and only if there
is a regular Borel probability measure μ on BE′ with the weak∗ topology and a continuous linear
operator u : (E
p
n ,πp
n
) → F such that the following diagram commutes:
E
e
P
F
e(E)
(jep/n)
n
E
p
n
u
C(BE′)
(jp/n)
n
Lp
n
(μ)
Proof. Assuming that P is p-dominated we can consider the measure μ and the linear operator
u : (E
p
n ,πp
n
) → F given by Theorem 4.4. So,
u ◦ (jep/n)n ◦ e = u ◦ jpn ◦ δ ◦ δn = P,
proving the commutativity of the diagram. Conversely, if the factorization scheme occurs, P =
u ◦ (jep/n)n ◦ e, hence P is p-dominated by the ideal property because (jep/n)n is p-dominated
by Lemma 4.5. 
Remark 4.7. In order to obtain a factorization through mappings between Banach spaces, it is
enough to consider the continuous linear extension of u to the completion of (E
p
n ,πp
n
).
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to denote the completion of (E
p
n ,πp
n
). By Lemma 4.5 we know that the n-homogeneous poly-
nomial (je2/n)
n : (e(E),‖ · ‖∞) → Ê2/n is 2-dominated. So there is a 2-dominated polynomial
Jn2 :C(BE′) → Ê2/n such that Jn2 |e(E) = (je2/n)n (see [23, Theorem 15]).
Corollary 4.8. A polynomial P ∈ P( nE;F) is 2-dominated if and only if there is a regular
Borel probability measure μ on BE′ with the weak∗ topology and a continuous linear operator
uˆ : Ê2/n → F such that the following diagram commutes:
E
e
P
F
C(BE′)
J n2
Ê2/n
uˆ
Proof. Assuming that P is 2-dominated, take u as in Theorem 4.6 and let uˆ be its continuous
linear extension to Ê2/n. For the converse, P is 2-dominated by the ideal property because Jn2 is
2-dominated. 
5. Factorization through Lp
n
In view of Theorem 3.2, it is natural to wonder whether or not p-dominated n-homogeneous
polynomials can be characterized by a diagram similar to that of Theorem 4.6 but with (jep/n)n
taking values in some subspace of Lp
n
(μ) endowed with the Lp
n
(μ)-norm. In this section we
show that the answer is no.
Definition 5.1. We say that a polynomial P ∈ P( nE;F) enjoys an Lp
n
-diagram, 1 p < +∞,
if there exist a regular Borel probability measure μ on BE′ with the weak∗ topology, a (closed)
subspace Xp
n
of Lp
n
(μ) containing (jep/n)n(e(E)) and a continuous linear operator u :Xpn → F
such that the following diagram commutes:
E
e
P
F
e(E)
(jep/n)
n
Xp
n
u
C(BE′)
(jp/n)
n
Lp
n
(μ)
Proposition 5.2. If a polynomial P ∈ P( nE;F) enjoys an Lp
n
-diagram for some 1 p < +∞,
then P is weakly compact.
268 G. Botelho et al. / Journal of Functional Analysis 243 (2007) 257–269Proof. By assumption we have P = u ◦ (jep/n)n ◦ e. But (jep/n)n ◦ e = jpn ◦ δ ◦ δn, so P =
u ◦ jp
n
◦ δ ◦ δn. It follows that PL = u ◦ jp
n
◦ δ. The restriction of jp
n
to any subspace of Lp
n
(μ) is
absolutely p
n
-summing (see [31, Proposition 9.1]), so PL is absolutely p
n
-summing by the ideal
property. By [32, Corollary III.F.9] we have that PL is weakly compact. Since P = PL ◦ δn, the
continuity of δn and the weak compactness of PL yield that P is weakly compact. 
Now the existence of dominated polynomials which fail to be weakly compact (see [2, Ex-
ample 1]) shows that the enjoyment of an Lp
n
-diagram does not characterize p-dominated n-
homogeneous polynomials. This proves that, for our purposes, the replacement of the Lp
n
-norm
by another norm on E
p
n is not only sufficient but also necessary.
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