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ABSTRACT
Strong gravitational lenses can be used to detect low mass subhalos, based on devi-
ations in image fluxes and positions from what can be achieved with a smooth mass
distribution. So far, this method has been limited by the small number of (radio-loud,
microlensing free) systems which can be analysed for the presence of substructure.
Using the gravitational lens B1422+231, we demonstrate that adaptive optics integral
field spectroscopy can also be used to detect dark substructures. We analyse data
obtained with OSIRIS on the Keck I Telescope, using a Bayesian method that ac-
counts for uncertainties relating to the point spread function and image positions in
the separate exposures. The narrow-line [OIII] fluxes measured for the lensed images
are consistent with those measured in the radio, and show a significant deviation from
what would be expected in a smooth mass distribution, consistent with the presence
of a perturbing low mass halo. Detailed lens modelling shows that image fluxes and
positions are fit significantly better when the lens is modelled as a system containing
a single perturbing subhalo in addition to the main halo, rather than by the main halo
on its own, indicating the significant detection of substructure. The inferred mass of
the subhalo depends on the subhalo mass density profile: the 68 % confidence interval
for the perturber mass within 600 pc are: 8.2+0.6−0.8 , 8.2
+0.6
−1 and 7.6±0.3 log10[Msub/M]
respectively for a singular isothermal sphere, a pseudo-Jaffe, and an NFWmass profile.
This method can extend the study of flux ratio anomalies to virtually all quadruply
imaged quasars, and therefore offers great potential to improve the determination of
the subhalo mass function in the near future.
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1 INTRODUCTION
A fundamental prediction of the Λ Cold Dark Matter
(ΛCDM) model is that a Milky Way mass halo should be
surrounded by thousands of subhalos. However, only about
twenty are observed (e.g. Klypin et al. 1999; Moore et al.
1999; Strigari et al. 2007; Tollerud et al. 2008; Koposov et al.
2008). Significant work in the past decade has gone into un-
derstanding this failure in a theory that has otherwise been
successful at reproducing the observed power spectrum of
structure in the Universe over an enormous range of dis-
tance, mass and time scales (e.g. Planck Collaboration et al.
2013; Komatsu et al. 2011).
If CDM is correct, there must be a large number of
subhalos which do not retain enough gas (Papastergis et al.
2011) or form enough stars to be detected. A variety of bary-
onic processes are suspected to lead to dark subhalos. In
fact, star formation in satellite galaxies has been suggested
to be quenched by a variety of internal and external pro-
cess such as UV heating during reionization, tidal and ram-
pressure stripping by the central galaxy, supernova feedback,
and stellar winds (e.g. Lu et al. 2012; Menci et al. 2012; Guo
et al. 2011; Bullock et al. 2000; Benson et al. 2002; Somerville
2002; Kravtsov et al. 2004; Kaufmann et al. 2008; Macciò
2010; Springel 2010; Zolotov et al. 2012). Significant uncer-
tainty as to the relative importance of various star formation
processes remains, with numerous models reproducing the
luminosity function of Milky Way satellites while failing to
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match the satellite luminosity function in different host mass
and redshift regimes (Nierenberg et al. 2013). An alternative
explanation for the lack of satellites is that dark matter sub-
halos are not as numerous as predicted by ΛCDM, as in the
case of warm dark matter models (Nierenberg et al. 2013).
There are also discrepancies between the subhalo mass
profiles predicted by dark matter only CDM simulations and
what is observed in Local Group dwarf galaxies. Boylan-
Kolchin et al. (2011, 2012), pointed out that the most lumi-
nous Milky Way satellites reside in halos which have much
lower circular velocities than what is predicted by simu-
lations. Baryonic processes could account for a flattening
of the central density profile in the more massive satellite
galaxies (Zolotov et al. 2012). Alternatively, self-interacting
cold dark matter (SIDM) has been proposed to explain the
flattening (e.g. Rocha et al. 2013).
The only way to fundamentally distinguish between
these various dark matter models is with a direct measure-
ment of the subhalo mass function which does not rely on an
understanding of the baryonic physics in the subhalos. In the
Local Group, new work has shown the possibility that dark
subhalos may be detected via their interactions with tidal
streams (Carlberg et al. 2012), or the HI disk of the Milky
Way (Chakrabarti & Blitz 2009). However, these methods
are currently limited to low redshifts, and rely on detailed
modelling of baryonic structures.
Outside of the low redshift Universe, gravitational lens-
ing can be used to measure the subhalo mass function at
a range of redshifts, without requiring detailed modelling
of baryonic physics. Weak gravitational lensing can be used
to measure the masses of massive (∼ 1011.5M) satellites
of galaxy groups (Li et al. 2014), while strong gravitational
lensing is sensitive to lower mass subhalos. In strong grav-
itational lensing, a background source is multiply imaged
by a foreground deflector, with the image time-delays, posi-
tions, and magnifications depending sensitively on the grav-
itational potential of the deflector, and its first and second
derivatives respectively. Precise astrometry and photome-
try of lensed images have been shown to be powerful ways
to measure the mass of low-mass subhalos in proximity to
lensed images (e.g. Mao & Schneider 1998; Metcalf & Madau
2001a; Dalal & Kochanek 2002; Koopmans 2005; Amara
et al. 2006; McKean et al. 2007; Keeton & Moustakas 2009;
MacLeod et al. 2009; Treu 2010; Vegetti et al. 2010b, 2012;
Fadely & Keeton 2012).
There are two main requirements for a strong gravita-
tional lens to be suitable for the detection of substructure.
First, the background source must be sufficiently large that
it is not significantly magnified by stars in the plane of the
lens galaxy. For typical lens configurations, stars have Ein-
stein radii of order microarcseconds, thus the background
source must be significantly larger than microarcseconds
in apparent size. Secondly, the lensed images must contain
enough information to constrain the lensing ‘macromodel’,
i.e., the smooth mass distribution of the main deflector.
Traditionally, these restrictions have limited the study
of substructure to the seven known radio-loud quasar sources
which are quadruply imaged (quad). In a seminal work,
Dalal & Kochanek (2002) demonstrated that these systems
contained a fraction of mass in substructure which was
broadly consistent with predictions from CDM simulations,
albeit with large uncertainties. Progress with this technique
has been limited by the small number of known suitable
systems.
An alternative method of using gravitational lensing to
study substructure is gravitational imaging, proposed by
Koopmans (2005), in which subhalos are detected via as-
trometric perturbations of lensed galaxies. This method has
been successfully applied to HST and AO imaging Vegetti
et al. (2012, 2010a), and simulations indicate it will also work
for ALMA data (Hezaveh et al. 2013). Recently Vegetti et
al. (2014) analysed a sample of 11 lenses, finding a fraction
of substructure consistent with numerical simulations and
results from analyses of four image quasar lenses. The mass
sensitivity of this method is determined by the signal to
noise ratio and resolution of imaging, as well as the intrin-
sic morphology of the lensed galaxy. Current measurements
with Keck AO are sensitive to substructure with masses of
∼ 107.5M and larger, while measurements with the Next
Generation Adaptive Optics on Keck, the Thirty Meter Tele-
scope, Very Long Baseline Interferomety may allow the sen-
sitivity of this method to reach masses of ∼ 106M.
Strongly lensed narrow-line quasar emission provides an
alternative means of measuring the subhalo mass function
(Moustakas & Metcalf 2003). Quasar narrow-line emission at
low redshift is observed to be typically extended over tens
to hundreds of parsecs depending on the source luminos-
ity (Bennert et al. 2002), which corresponds to milliarcsec-
onds for typical source redshifts, well above the microlens-
ing scale. A benefit to studying narrow-line emission is that
many more quasars have detectable narrow-line emission as
opposed to radio emission. This makes this method ideal
for measuring the subhalo mass function in the thousands
of quad quasar lenses which are expected to be discovered
based on their optical properties in ongoing and future sur-
veys including PANSTARRS, DES and LSST (Oguri & Mar-
shall 2010).
While promising, spatially resolved spectroscopy of nar-
row line emission of quasar lenses has proven difficult to
attain. Sluse et al. (2012b) and Guerras et al. (2013) have
measured lensed image spectra for pairs of quasar images,
and for wide image separation double lenses, and observed
differential lensing between the broad and continuum emis-
sion, which is evidence for microlensing. In order to study the
lensing signal of substructure as discussed before, it is neces-
sary to measure the spectra of images individually. Metcalf
et al. (2004) and Keeton et al. (2006), achieved sufficient
spatial resolution in order to measure the broad emission in
individual quad quasar images, but neither of these stud-
ies detected narrow emission with sufficient signal to noise
ratio.
In a pioneering work, Sugai et al. (2007) used integral
field unit (IFU) optical spectroscopy in order to measure
narrow [OIII] fluxes in the gravitational lens RXJ1131. The
relatively wide separation between the lensed images (∼ 1.′′0)
made it possible to spatially resolve the lensed images, and
place an upper limit on the mass of perturbing substruc-
ture. Interestingly, they found that unlike the continuum
and broad fluxes, the [OIII] image fluxes did not deviate
significantly from a smooth model prediction without sub-
structure. In order to apply this method to a larger sam-
ple of systems and to probe lenses with configurations with
smaller image separations (such as fold lenses) it is essential
to obtain higher spatial resolution via HST (Keeton et al.
c© 2013 RAS, MNRAS 000, 1–13
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2006), or adaptive optics from the ground. In this work, we
demonstrate for the first time that subhalos can be detected
using strongly lensed narrow-line quasar emission of a high
redshift (z=3.6) quasar by combining adaptive optics with
integral field spectroscopy in order to obtain spatially re-
solved spectra of individual lensed images.
In this paper we present a measurement of narrow-line
lensing with unprecedented accuracy using the OH Sup-
pressing Infra-Red Imaging Spectrograph (OSIRIS Larkin
et al. 2006) with laser guide star adaptive optics (LGS-AO)
(Wizinowich et al. 2006) at Keck. We choose as initial case to
study the famous system B1422+231 (Patnaik et al. 1992).
Previous extensive studies across many bands of photome-
try (including radio) enable us to compare our measurement
with more traditional methods.
The structure of the paper is as follows: In §2 we present
our observations. In §3 we describe our Bayesian method for
combining multiple exposures to get sub-pixel sampling of
the images and extract spectra optimally. In §4 we present
the extracted spectra and show fits to the broad and nar-
row line components in each of the lensed images, and the
inferred fluxes from each. In §5 we discuss the gravitational
lens models we use to fit the observed image fluxes and po-
sitions. In §6 we present results from a gravitational lens
model assuming a single perturbing subhalo. In §7 we dis-
cuss future prospects for this method. Finally in §8, we sum-
marise our results. Throughout this paper, we assume a flat
ΛCDM cosmology with h = 0.7 and Ωm = 0.3. All magni-
tudes are given in the AB system (Oke 1974) unless other-
wise stated.
2 OBSERVATIONS
We observed the gravitationally lensed quasar B1422+231
on June 10 2012 at the W. M. Keck 10 m telescopes, using
OSIRIS with LGS-AO corrections. To maximise the signal-
to noise ratio we used the largest available pixel scale which
is 0.′′1. We used broad-band K (λ =2.17 microns) filter which
provided a spatial field of view of ∼ 1.′′6x6.′′4 and a spectral
range of 416 nm in the observed frame. At the time of our
observations, the instrument had recently been moved and
the full calibration had not yet been performed. As a result
we were limited to a bigger wavelength range and smaller
field of view that made it possible to only fit three of the
four images in the field of view. We observed the system
using 300 s exposures, dithering along the long axis of the
field of view, with sub-pixel offsets in order to recover more
spatial information, for a total of 2700s of integration. We
used the OSIRIS data reduction pipeline to turn the raw
CCD images from each exposure into rectified, telluric cor-
rected, and sky emission-subtracted data ‘cubes’ in which
the spatial information of the images appeared in the x-y
plane of the images, and the wavelength varied along the
third dimension.
3 DATA REDUCTION
Our goal is to measure integrated line fluxes separately for
each lensed image, taking into account all uncertainties re-
garding image positions, image deblending, and PSF prop-
erties. We do this in a three step process.
First, we infer the properties of the PSF and image po-
sitions in ‘white’ images, which we created by taking the
variance-weighted mean of the data cube over the wave-
length region dominated by the broad and narrow line emis-
sion between rest frame 4700 - 5100 Å. These white images
are effectively narrow band images of the system. Figure 1
shows the white image for a single exposure.
Next, we use a Bayesian inference in order to model
the system as three point sources (e.g., the three observed
lensed-QSO images). The centre of lens galaxy is not within
the field of view (Figure 1), and is ∼ 3 magnitudes fainter
than the QSO images, thus we do not include its contribu-
tion to light in the image. The model contains a set of global
parameters that are the same for all exposures (the offsets
between the three sources and their relative fluxes) and a
set of parameters that vary from exposure to exposure (the
sky level, the absolute location of the images, the total flux
of the three images, and properties describing the shape of
the PSF for each exposure). The PSF is modelled as two
concentric Gaussians to represent the seeing halo and the
AO corrected diffraction core. The inner diffraction core is
fixed to be circular and to have a full width at half maximum
(FWHM) of 0.′′065, based on the size of the telescope and the
wavelength of observation (see also van Dam et al. 2006).
The seeing halo Gaussian FWHM, ellipticity, position an-
gle, and amplitude relative to the diffraction core Gaussian
are free parameters. We run an Markov Chain Monte Carlo
(MCMC) sampler for at least ten thousand steps in order to
explore the full posterior probability distribution function,
including degeneracies between the parameters. We tested
this method by simulating images with the same image sep-
arations and signal-to-noise ratio as our data set, and found
that we could recover the image positions to an accuracy
of better than 5 mas, and the image fluxes to percent level
accuracy.
The resulting measured image positions are given in Ta-
ble 1. The relative image positions positions are consistent
with radio and HST measurements of the system. Our ob-
servations occurred during excellent conditions, with typical
Strehl ∼ 0.2-0.3, and seeing of ∼ 0.′′3
Finally, we extract the spectra using the inferred PSF
properties and image positions, relying on the fact that the
PSF does not vary significantly over the short wavelength
range we are considering (∼ 180 nm observed). We draw
sets of parameters describing the PSF and image positions
from the MCMC chains obtained in the previous step. Then,
for each set of parameters, for each wavelength slice in the
data cube, we perform a χ-squared optimisation via linear
inversion in order to find the best fit amplitudes for the
lensed images simultaneously for all exposures, allowing for
variations in the background flux as a function of wavelength
and exposure. The final extracted spectrum for each image
is then given by the mean and standard deviation of the best
fit image fluxes in each wavelength slice after iterating over
all of the parameter draws. This method allows us to quickly
and robustly incorporate uncertainties in our inference of
the image positions and PSF parameters directly into our
spectral extraction. Image spectra are plotted in Figure 1.
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Component dRa dDec [OIII] flux broad H-β continuum
A 0.387 ±0.005 0.315 ±0.005 0.88 ± 0.01 4.67 ± 0.06 46.3 ± 0.1
B 0 ±0.005 0 ±0.005 1.00 ±0.01 5.2 ±0.1 44.6 ±0.1
C -0.362 ±0.005 -0.728 ±0.005 0.474 ± 0.006 2.5 ±0.1 24.1 ±1
D 0.941 ±0.01 -0.797 ±0.01 - - -
G 0.734 ±0.01 -0.649 ±0.01 - - -
Table 1. Image positions and fluxes for images A B and C measured with OSIRIS. Fluxes are in units of the [OIII] flux of image B
which was measured to be 1.4 ± 0.2 × 10−14erg/(s cm2) by Murayama et al. (1999). Distances are in units of arcseconds. The position
for image D comes from averaging the offsets from radio observations by Patnaik et al. (1999) (see Equation 1), while the position for
the main lens galaxy (G) comes from averaging the offsets from HST observations from the CASTLES website.
A!
B!
C!
D 
G 
[OIII] 
Hβ 
Figure 1. Upper Left: HST NICMOS F160W image. Upper
Right: Single 300s K band exposure of target using OSIRIS with
adaptive optics at Keck, we were restricted to the small field of
view due to instrument difficulties. Lower panels: The final ex-
tracted spectra for each of the images.
4 INTEGRATED LINE FLUXES
Having extracted spectra for each of the lensed images, the
next step in our analysis is to measure the integrated line
fluxes by modelling the spectra as a sum of narrow H-β and
[OIII], broad H-β and continuum emission1.
Our data give us three independent measurements of
the quasar spectrum, which we expect to be magnified rel-
ative to each other due to gravitational lensing. We model
the broad H-β emission and narrow emission lines as being
composed as linear sums of 5th and 3rd order Gauss Hermite
polynomials respectively, while the continuum is modelled as
a power law. We allow more flexibility in the fit to the broad
emission line to account for winds which may cause signifi-
cant asymmetries in the line profile. The model imposes the
same narrow line FWHM and centroid for all 3 lensed QSO
images. The broad and narrow emission lines are allowed to
be redshifted relative to each other to account for winds.
The amplitudes of the continuum, narrow, and broad
emission lines are all free to vary between the lensed images.
The broad line width and shape (i.e. the width and ampli-
tudes of the component Gauss-Hermite polynomials which
are summed to model the broad line emission), and the con-
tinuum slope are also inferred separately for each spectrum
to account for the differential effects of microlensing and
intrinsic variability, which will more strongly affect the con-
tinuum and high-velocity tails of the broad emission line as
these are emitted from the smallest physical area. Figure
2 shows an example of the decomposition of the spectrum
into the four components for image B. Uncertainties in the
decomposition are incorporated into the final calculated line
fluxes by drawing 1000 random samples from the posterior
probability distribution of the spectral parameters and re-
computing the line fluxes for each sample draw. The inte-
grated line fluxes with measurement uncertainties for each
image are given in Table 1. In the case of [OIII], the fluxes
of both lines are summed together.
4.1 Astrometry of image D and the main lens
galaxy
Although our measurement with OSIRIS only contains in-
formation for image fluxes and positions for three of the four
images of the system, we incorporate information on the po-
sition of the fourth image from previous radio imaging by
Patnaik et al. (1999). The position of the fourth image aids
in the constraint of the model for the main deflector, and is
not expected to vary relative to the other images over time.
We take the position of image D to be the mean position
1 We also tested for the presence of broad iron nuclear emission,
but did not find a significant contribution, and thus omitted it
from the final analysis.
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Figure 2. Demonstration of best fitting model spectrum to the
spectrum of image B, as well as each of the separate line compo-
nents.
after applying the offsets measured by Patnaik et al. (1999)
between the three measured image positions:
xD = 1/3
∑
i=A,B,C
xi − (xi,p − xD,p), (1)
where xp,i represents position measurements of the ith im-
age by Patnaik et al. (1999), and xi is the corresponding
measurement in this work. The uncertainty in position D is
the standard deviation of the positions. The flux of image D
is not used as a constraint in the lens modelling.
Similarly, we use the relative position of the lens galaxy
in HST imaging from the CfA-Arizona Space Telescope
LEns Survey (CASTLES) website2 in order to constrain the
centroid of the main deflector in the lens model.
5 GRAVITATIONAL LENS MODELLING
Having obtained the integrated narrow-line fluxes and image
positions, we can now test for the presence of substructure
in the system using gravitational lens modelling. As noted
in the introduction, the positions and fluxes of the lensed
narrow-line emission images are determined by the first and
second derivatives respectively of the gravitational poten-
tial of the deflector, and therefore can be used to recover
the mass distribution of the perturber as well as the main
deflector.
We begin in Subsection 5.1 by modelling the lens as con-
taining a single main deflector with no substructure in an
external shear field, and find the best fit mass model param-
eters given our image fluxes and positions using gravlens
by Keeton (2001b,a). As with previous studies, we find that
this mass model provides a poor fit to the image fluxes (Mao
& Schneider 1998; Keeton 2001c; Bradač et al. 2002; Sluse
et al. 2012a; Dobler & Keeton 2006). In Subsection 5.2, we
2 www.cfa.harvard.edu/castles/
explore the effects of adding a single perturber to the system
with varying mass profiles.
5.1 Singular Isothermal Ellipsoid Deflector
Following numerous previous studies, we model the deflec-
tor as a singular isothermal ellipsoid (SIE) which has been
shown to provide a good fit to the macroscopic mass distri-
bution of lens galaxies (Treu 2010). The SIE has a density
distribution given by:
ρ(r) =
ρo
r2
=
σ2v
2pir2G
=
b
2pir2
(
c2
4piG
DS
DLSDL
)
(2)
Where σv is a velocity dispersion, b is the Einstein radius
of the lens, and DS , DLS and DL are the angular diameter
distances from the observer to the source, from the lens to
the source and from the observer to the lens respectively. In
gravlens, the radius is in elliptical coordinates such that:
r =
√
x2(1− ) + y2(1 + ), (3)
where  is related to the axis ratio q by q2 = (1− )/(1 + ).
This means that the Einstein radius is defined along the
intermediate axis between the major and minor axes.
As is customary, we also allow for the presence of ex-
ternal shear γ in the direction θγ in order to account for the
fact that B1422+231 is a member of a group of galaxies (e.g.
Kundic et al. 1997).
We determine the lens model parameters by first using
the gravlens optimisation routine in order to find the max-
imum likelihood parameters for the central deflector given
the observed image positions and narrow-line flux ratios.
We then use emcee hammer (Foreman-Mackey et al. 2013),
which is a Markov Chain Monte Carlo algorithm which is
efficient at exploring highly degenerate parameter spaces, in
order to determine uncertainties in the parameter values. We
initialise the proposal values in a small region in parameter
space around the best fit solutions from gravlens, and then
for each proposed set of host properties, we use gravlens in
order to optimise the source position and compute the χ2
for the resulting image positions and magnifications.
The inferred median and one sigma uncertainties for the
lens model parameters are given in Table 2. The correspond-
ing model prediction for the image fluxes and positions are
given in Table 3. The model provides an excellent fit to the
image positions, matching them within the measurement un-
certainties, however the predicted image flux ratios deviate
significantly from the observation, so that the typical model
χ2 is ∼ 50 for seven degrees of freedom. As an additional
test, we repeat the inference, this time not including image
fluxes as a constraint (row two of Table 3). In this case,
the fit is much better, with a χ2 of ∼1 for four degrees of
freedom. The inferred model parameters in this case are con-
sistent with previous studies which used IR and radio data
but did not include flux information in their lens models
(Mao & Schneider 1998; Keeton 2001c; Bradač et al. 2002;
Sluse et al. 2012a).
The significant deviation between the observed [OIII]
image flux and the smooth model prediction is consistent
with previous observations of the system across a broad
range of wavelengths, which also found that flux of image A
is about 20% brighter relative to image B than predicted by
the single deflector model (Mao & Schneider 1998; Keeton
c© 2013 RAS, MNRAS 000, 1–13
6 Nierenberg et al.
2001c; Bradač et al. 2002; Sluse et al. 2012a; Dobler & Kee-
ton 2006). Figure 3 compares the [OIII] flux ratios between
images A, B and C with measurements made at other wave-
lengths, and also relative to the smooth model prediction.
In Figure 3, we also show our measured flux ratios in the
continuum and broad Hβ emission. The broad Hβ emission
has flux ratios consistent with that of the narrow emission,
while the continuum emission deviates more dramatically
from the smooth model prediction. This is consistent with
microlensing which can act in conjunction with millilensing
by a subhalo, and would most strongly affect the smaller
continuum source size. Note that while the macromodel can
be adjusted to provide a reasonable fit to the C/B flux ratios
at other wavelengths, this is not possible in the case of the
A/B flux ratios.
In order to improve the model fit, a natural solution
is to add a perturber less massive than the central galaxy.
This can alter image fluxes without significantly shifting im-
age positions, because image fluxes depend on the second
derivative of the lensing potential, while image positions de-
pend on the first derivative. In the following subsection we
explore the effects of adding a single perturbing mass to the
lens system.
5.2 Smooth model plus Perturber
As can be seen in Figure 3, the ratio between the fluxes
of images A and B deviates significantly from the smooth
model prediction while the ratio between fluxes of image C
and B does not. The simplest solution is that image A has
been magnified by a nearby perturber (Mao & Schneider
1998; Dobler & Keeton 2006; Bradač et al. 2002), with the
amount of magnification depending on the perturber posi-
tion, mass scale and mass profile.
We explore the simple case of adding a single perturber
to the SIE plus external shear model. This is a useful way to
understand how our astrometric and photometric precision
allows us to constrain the presence of substructure, and to
compare our results with previous works, which have also as-
sumed a single perturbing subhalo to the smooth lens model.
In reality, the system is likely to contain thousands of lower
mass subhalos. However the majority of these subhalos will
be too low in mass and too far from the lensed images to
affect them. The degeneracies between perturber positions
and mass make it difficult to distinguish between the effects
of populations of perturbers and a single perturber added to
the main lens system (Fadely & Keeton 2012). With a larger
sample of lens systems, the statistical properties of the per-
turber population can be inferred more robustly, thus we will
leave a more physical model with a realistic population of
substructure to a future work in which we consider a larger
sample of lensed quasar systems.
For illustrative purposes we consider three mass profiles
for the perturber, in order to explore how the mass profile
affects the perturber lensing signal. Below we discuss each
of the mass profiles in detail.
The simplest mass profile computationally is the singu-
lar isothermal sphere (SIS) given by Equation 2, with ellip-
ticity set to zero. This profile is not physical as it diverges
as r goes to zero and extends outward indefinitely, however
it provides a good approximation to the small scale density
profiles of galaxies (e.g. Gavazzi et al. 2007; Koopmans et al.
2009b; Lagattuta et al. 2010).
It is expected that a subhalo will undergo truncation
by tidal forces from the main halo. This truncation can be
modelled by a pseudo-Jaffe profile (PJ, Muñoz et al. 2001),
which has a density distribution:
ρ(r) =
ρo
r2
a4
r2 + a2
, (4)
where ρo is the same as in Equation 2. The truncation ra-
dius, a, is traditionally calculated by assuming that the per-
turber is exactly within the plane of the lens galaxy at the
Einstein radius, bhost, so that a =
√
bsubbhost (Metcalf &
Madau 2001b). In reality, tidal stripping depends on a va-
riety of factors, including the orbit of the perturber around
the host galaxy. This assumption for the tidal truncation
radius assumes that the current projected position is also
the pericentre of the satellite orbit. The SIS and PJ mod-
els bracket two extreme cases of no tidal stripping on the
one hand, and maximum tidal stripping (in the absence of
baryons) on the other.
The third mass profile we consider is the Navarro Frenk
and White (Navarro et al. 1996, NFW) profile. This mass
profile is predicted by dark matter-only simulations, which
may be a better match to the mass profile of subhalos than
the SIS profiles. In fact the mass profile of subhalos may be
even shallower than this at the centre (e.g. Walker & Peñar-
rubia 2011; Wolf & Bullock 2012; Hayashi & Chiba 2012),
but we leave a more complete exploration of the effects of
mass profile variations to a future work. The density distri-
bution of the NFW halo is:
ρ(r) =
ρs
(r/rs)(1 + r/rs)2
(5)
Where rs and ρs are the scale radius and the density at
the scale radius respectively. To reduce the number of free
parameters, we apply the mass-concentration relation pre-
dicted by Macciò et al. (2008), assuming a WMAP5 cos-
mology (Dunkley et al. 2009). This is a large extrapolation
at dwarf galaxy scales, but allows us to make a useful one-
parameter comparison with the steeper mass profiles.
As a first step, we again use gravlens to find the best-fit
model to the narrow-line fluxes and positions for the macro-
model parameters (host and external shear) as well as the
perturber mass and position in the case of each of the three
perturber mass profiles. As with the SIE only model, we then
use emcee hammer to infer the model parameters, allowing
both the macromodel and the substructure parameters to
vary, assuming a uniform prior on the perturber position and
log-uniform prior on the perturber mass. For each proposed
perturber mass scale, position and set of host properties,
we use gravlens in order to optimise the source position
and compute the χ2 for the resulting image positions and
magnifications.
As we will demonstrate below, despite the degeneracies,
the possible perturber positions are restricted by the prox-
imity of image B to image A, as well as by the critical curve
of the main lens. Furthermore, the astrometric precision of
the measurement prevents a subhalo large enough to cause
significant astrometric deviations from the smooth model.
These effects can all be accounted for in the gravlens code.
We also place lower limits on the mass of the perturber based
on the finite size of the source, which we describe below.
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Figure 3. Comparison of measured ratios of images A B and C as a function of rest frame wavelength, with the narrow (star), broad
(triangles) and continuum Ks measurement from this work. Continuum measurements are labelled with the observed filter for convenience.
We include HST measurements with WFPC2 F791W and F555W measurements from the CASTLES website, while the NICMOS F160W
measurement is from Sluse et al. (2012a). The mid-IR N11.7 measurement is from Chiba et al. (2005). Radio measurements are from
Patnaik et al. (1992, 1999). The solid and dashed lines represent the best-fit prediction to the [OIII] fluxes for the flux ratios between
images A/B and C/B respectively, assuming one lens galaxy which is a singular isothermal ellipsoid with external shear. While the ratio
between image B and C agrees well with the model, the ratio between A/B is significantly different from the smooth model prediction.
5.3 Finite Source Effects
The finite nature of the source places lower limit to the
perturber mass that can cause the observed magnification
(Dobke & King 2006). This can qualitatively be understood
by the fact that observed magnification is the convolution of
the magnification pattern with the source surface brightness
distribution. The larger the source the more small-scale fea-
tures in the magnification due to low-mass substructure will
be smeared out. In the following subsection we discuss how
we infer the narrow-line emission source size and use this
to place lower limits on the perturber mass for the three
different perturber mass profiles.
The observed images in each exposure are a convolution
of the PSF in that exposure which we modelled as the sum
of two concentric Gaussians in Section 3, with the source
which we assumed to be a point source. This was a valid
assumption given that the flux in the images between 4500-
5100 Å is dominated by continuum and broad H−β emis-
sion, which are point-like (µas) relative to the resolution of
the telescope. Narrow-line emission, on the other hand, is
seen to extend out to hundreds or even thousands of parsecs
for the most luminous Seyferts at low redshift (e.g. Ben-
nert et al. 2002), although the dominant contribution to the
narrow-line luminosity comes from the central tens of par-
secs (Müller-Sánchez et al. 2011).
In order to determine the size of the lensed narrow-line
source, we adjust the analysis described in Section 3, this
time modelling the flux as being emitted from a Gaussian
light distribution. This Gaussian source, when convolved
with the PSF Gaussian yields observed image widths given
by
σeff =
√
σ2PSF + (µ
1/2σsource)2, (6)
where σ2PSF is the standard deviation of the seeing-halo,
and µ is the best fit magnification given by gravlens at each
of the image positions.
We apply this analysis to a narrow-line image, created
by subtracting a variance weighted mean image of the con-
tinuum region between rest-frame 5070-5140 Å from a vari-
ance weighted mean image which contains [OIII] plus con-
tinuum between rest frame 4980-5030 Å. We infer an intrin-
sic source size of ∼ 15 mas. This analysis assumes that the
diffraction core of the AO corrected PSF had a fixed size of
6.5 mas, while in reality the size of the diffraction core de-
pends on the AO performance and weather conditions, and
can vary from night to night. To test this, we also infer the
source size in an image containing light from only the quasar
continuum, which we expect to be unresolved. Instead, we
find that the continuum image has an intrinsic source size of
∼ 10 mas, implying that the diffraction core of the PSF is
not as narrow in reality as in our model. However, the [OIII]
emission is definitely larger and thus resolved. Subtracting
the two in quadrature we estimate the intrinsic [OIII] size
to be roughly ∼ 10 mas. This corresponds to approximately
60 pc at the redshift of the quasar.
Based on the size-luminosity relation for type-I AGN
measured in the Local Universe by Bennert et al. (2002),
we would have expected the full narrow-line region in
B1422+231 to extend to several hundreds of pc. However,
we are likely to only be sensitive to the highest surface
brightness parts of the narrow line regions because of sur-
face brightness sensitivity and cosmological dimming. So it
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8 Nierenberg et al.
is expected that our measurement be smaller than in the lo-
cal universe. Furthermore, we do not consider lensing shear
distortions which are expected to cause the images to be
elongated tangentially to the radial direction, rather than
simply enlarged isotropically as our analysis assumes. Thus
this simple calculation should be considered a lower limit
to the true narrow line emission region size, which corre-
sponds to a conservative lower limit to the perturber mass.
In other words, a larger narrow line region would result in a
more narrow posterior distribution function of the perturber
mass.
Dobler & Keeton (2006), computed the relationship be-
tween the source size and the minimum Einstein radius of
an SIS perturber that can cause the observed magnification
of image A, given the convergence and shear of the sys-
tem B1422+231. They found that an SIS perturber must
have mass within the Einstein of b > 0.056a, where b is the
Einstein radius of the SIS perturber, and a is the unlensed
source size. This corresponds to a lower mass limit of ∼ 106.5
and ∼ 106 M within 600 pc in the case of the SIS and PJ
perturbers respectively, assuming the perturbers are in the
plane of the lens galaxy3
The mass limit on the NFW perturber cannot be com-
puted analytically. We approximate this limit by computing
the average magnification in a grid of points with a size of
the magnified image, for increasing perturber masses. The
limit is then given approximately by the minimum perturber
mass that can achieve the observed magnification in a re-
gion the size of the magnified image. This is an approximate
result, as it assumes the source is magnified isotropically
rather than distorted as it actually is. In the case of the
SIS perturber, for instance, with this method we find that
the perturber must have b > 0.04a, which is slightly lower
than the true value computed by Dobler & Keeton (2006),
but is good enough for an order of magnitude estimate of
the minimum perturber mass. In the case of an NFW per-
turber with mass concentration relation given by Macciò
et al. (2008), the perturber must have a scale radius which
is approximately five times larger than the unlensed source
size, which corresponds to a mass limit of ∼ 106.5M within
600 pc.
6 RESULTS
The SIE host plus perturber lens models show significant
improvement relative to the SIE-only model for all three
perturber mass profiles, with best fit χ2 of one or smaller
for four degrees of freedom. The model prediction for the
image positions and fluxes are listed in Table 3, for the case
of an SIE host with an SIS perturber. The model parameters
which determine the properties of the main SIE lens and
external shear field are consistent for the SIE plus perturber
model and the SIE only model when fluxes were not included
as a model constraint. This illustrates how the perturber
can alter image fluxes without significantly affecting image
positions.
In Table 2 we list the median and one sigma confidence
3 The interpretation of the enclosed mass given a fixed Einstein
radius and density profile depends on the perturber redshift.
intervals for the lens model parameters in the case of an SIE
host galaxy and an SIS perturber. The host model param-
eters are consistent with those in the smooth model case,
which is expected given the fact that the perturbing halo is
a relatively small addition to the mass of the system.
It is useful to quantify the significance of the perturba-
tion to the smooth model. Here we discuss three different
model testing methods. First, the inferred distribution for
the perturber position and mass is informative given that
the SIE plus perturber models allows for solutions in which
the perturber does not contribute significantly to the lens-
ing, for instance if it were low mass and far from the lensed
images. In this sense the more complex SIE plus perturber
model also includes the simpler possibility of the SIE-only
model. We find that in 1.8 million iterations of the MCMC,
the perturber is always located such that it is contributing
significantly to the magnification of image A relative to the
smooth model at that location.
In addition, the maximum likelihood χ2 per degree of
freedom for the SIE-only model is 7 and the for SIE plus
SIS perturber model it is 0.1. Results are similar for the
other two perturber mass profiles. An alternative way to
compare models is via the Akaike Information Criterion,
(Akaike 1974) modified to take into account the relatively
large number of model parameters relative to data in this
case (AICc Hurvich & Tsai 1989). This is useful when try-
ing to determine whether the addition of new parameters
to a model improves the fit relative to the ‘true’ underlying
model (Kelly et al. 2014).
The AICc is calculated as:
AICc = 2k − 2 log pml + 2k(k + 1)
n− k − 1 (7)
Where here k is the number of model parameters, pml is the
maximum likelihood fit to the data given a model choice, and
n is the number of independent data points used to constrain
the model. The AICc is similar to the χ2 with an additional
penalty for extra model parameters. Given maximum log p
values of the SIE only and SIE plus SIS models, the AICc
values are 60 and 50. This indicates that the SIE plus SIS
model is of order 100 times more likely than the SIE only
model.
While all three perturber mass profiles provide equally
good fits to the observations, the posterior probability dis-
tributions for the perturber’s position and mass vary signifi-
cantly as can be seen in Figure 4. There is similar qualitative
behaviour in the sense that the further a perturber is from
image A, the more massive it must be to achieve the same
lensing effect. Furthermore, in all three cases, the mass range
is limited naturally by the astrometric precision of the mea-
surement. If the perturber becomes too massive it causes
significant astrometric perturbations to the whole system,
rather than just affecting the flux of image A. However, the
posterior probability distribution for the SIS perturber posi-
tion is much broader than in the case of the PJ profile. This
is due to the fact that the SIS mass profile extends outward
indefinitely, so that it has a fundamentally different lensing
effect than the PJ perturber outside of the truncation radius
of the PJ perturber. We discuss this in more detail in the
Appendix. Another interesting feature is that the shallower
NFW profile is not restricted by the position of the lens crit-
ical curves in the way the SIS and PJ perturbers are. This
c© 2013 RAS, MNRAS 000, 1–13
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Model host b  host PA γ θγ log10[bSIS] dRASIS dDecSIS χ
2/DOF
SIE (fluxes) 0.746±0.007 0.36±0.03 -62±1 0.16±0.01 -47±2 - - - 7
SIE (no fluxes) 0.771+0.007−0.009 0.16±0.08 -57±5 0.22±0.03 -54±1 - - - -
SIE + SIS (fluxes) 0.765±0.009 0.17±0.07 -58±5 0.22±0.02 -54+2−1 -1.9
+0.6
−0.7 0.5
+0.1
−0.2 0.4±0.2 0.1
Table 2. Posterior median and 68% confidence intervals for lens model parameters, and maximum likelihood χ2 per degree of freedom
for the two cases in which the full data set is used. In the first two cases, the lens was modelled as an SIE lens with external shear, first
using image fluxes and positions as well as the galaxy position to constrain the model, in the second case using only the image and galaxy
positions to constrain the model, for comparison with previous works. In the third row, the lens is modelled as an SIE in external shear
with a perturbing subhalo with an SIS mass profile, using image fluxes and positions, and the galaxy position as constraints. Results are
inferred based on the [OIII] image fluxes and positions. Parameters are defined in Section 5.1. Position angle and shear are in units of
degrees East of North while Einstein radii are in units of arcseconds.
Image dRa1 dDec1 Flux1 dRa2 dDec2 Flux2
A 0.375 ±0.003 0.310±0.004 0.83 ± 0.01 0.376 ± 0.004 0.327 ± 0.005 0.88 ± 0.02
B 0.002 ±0.003 0.014 ±0.004 1.00 0.000±0.004 0.000 ±0.005 1.00
C - 0.346 ±0.005 -0.743 ±0.003 0.484 ± 0.006 -0.339 ±0.005 -0.739 ±0.004 0.471 ± 0.007
Table 3. Posterior median and 68% confidence interval for model predicted image positions in units of arcseconds and fluxes in the case
of a single smooth lens galaxy (1) and a lens galaxy plus perturber with SIS mass profile (2). Results for the other two smooth plus
perturber mass profiles are similar.
shallower profile integrates to a larger total mass for fixed
aperture mass. Given that the lensing effect is determined
by the aperture rather than total mass, this implies that to
achieve the same magnification as the SIS or PJ perturbers,
the total mass of the NFW perturber must be higher. This
limits the 95% and 68% position contours for the NFW pro-
file to be closer to image A than the other two profiles.
In Figure 5, we plot the marginalised posterior prob-
ability distribution for the perturber mass within 600 par-
secs, assuming that the perturber is located in the plane
of the lens galaxy. We note that for PJ perturbers with
masses lower than ∼ 108.5, the truncation radius falls in-
side of 600 pc. The 68% confidence intervals for the log-
arithm of the perturber mass within 600 pc are 8.2+0.6−0.8,
8.2+0.6−1 and 7.6
+0.3
−0.3 log10[Msub/M], for a singular isother-
mal sphere, PJ, and NFW mass profile respectively. The PJ
perturber can have lower masses relative to the SIS mass
profile due to the truncation radius which simulates tidal
stripping, and falls within 600 pc for PJ perturbers with
masses less than ∼ 108.5M within 600 pc. The NFW pro-
file is restricted to a small range of masses due to its shallow
density profile which gives it an effectively weaker lensing
signal. For ease of comparison with Local Group studies, the
mass within 300 parsecs is shown in the upper panel of Fig-
ure 5, and has a 68% confidence interval of 7.8+0.6−0.7,8.0
+0.6
−0.8,
7.2+0.2−0.2 log10[Msub/M] for the three mass profiles.
Given the significantly different lensing effects in the
three cases, it will be possible with a larger sample of lenses
to learn about both the typical mass profile as well as the
mass function of the perturbers.
7 DISCUSSION
Our primary goal in this work is to demonstrate that
strongly lensed narrow-line emission provides an alternative
to radio emission in lensed quasars for detecting substruc-
ture, yielding lens model constraints with consistent results
and comparable accuracy. In this section we discuss previous
results for this system, how the analysis can be improved by
considering additional systematic uncertainties, as well as
future prospects for the method
7.1 Comparison with previous work
B1422+231 is a bright, radio loud system which enabled
one of the earliest detections of dark substructure at cos-
mological distances (e.g. Mao & Schneider 1998; Keeton
2001c; Bradač et al. 2002). These studies found that the
observed radio fluxes could be best explained by a per-
turbing substructure with characteristic Einstein radius of
a few mas. Although there was some question about how
macromodel assumptions might affect the inference of sub-
structure (Kawano et al. 2004), Kochanek & Dalal (2004)
demonstrated that smooth macromodels that are consistent
with observations of galaxies using weak lensing and galaxy
morphology do not provide a good fit to the observed im-
age positions and flux ratios. Our analysis based on lensed
narrow-line emission yields consistent results to these stud-
ies.
7.2 Limitations of our analysis
We have explored how our data can be used to constrain a
mass model with a main lens in external shear and one per-
turbing subhalo. As we discussed in Section 5.2, this model
makes several important simplifying assumptions.
First, for simplicity we adopt a macro-model composed
by a singular isothermal ellipsoid with external shear. This
is in general found to be a good model for early-type galax-
ies both in terms of radial profile Koopmans et al. (2006,
2009a) and angular structure (Yoo et al. 2005, 2006). How-
ever, allowing for more flexibility in the model could inflate
the uncertainties on the inferred substructure, or reduce its
significance, even though in the case of B1422+231 it is hard
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Figure 5. Marginalised posterior probability distribution of the perturber mass within 300 pc (upper row) and 600 pc (lower row)
assuming an SIS, PJ and NFW mass profile respectively from left to right.
to find physically plausible models that fit the data without
a localized substructure (Evans & Witt 2003).
Second, as with previous works, we explore the effects of
a single perturbing subhalo (MacLeod et al. 2009; McKean
et al. 2007; MacLeod et al. 2013). When studying the effects
of subhalos on lensed compact image fluxes and positions,
full populations of subhalos are computationally expensive
and not well constrained by a single lensing system (Fadely
& Keeton 2012). In the future, when large samples will be
available, it will be important to carry out a systematic anal-
ysis of the entire population of subhalos using hierarchical
modelling to infer at once the mass function and spatial dis-
tribution of the subhalos.
Third, similarly to other works of this type, we have
assumed that the perturbing substructure is in the plane
of lens galaxy in order to estimate the perturber mass (e.g.
Dalal & Kochanek 2002; MacLeod et al. 2009; Fadely &
Keeton 2012; Vegetti et al. 2010b, 2012; Vegetti et al. 2014).
Xu et al. (2012) showed that line of sight structure may
contribute significantly to image magnifications, although
the observed frequency of radio flux ratio anomalies can be
explained with in situ perturbers predicted by CDM (Xu
et al. 2013; Metcalf & Amara 2012). This has important
implications for the inferred subhalo mass function as all
masses are inferred assuming the redshift of the perturber is
known. The lensing effect varies with mass if the perturber
is not within the plane of the lens galaxy (Xu et al. 2012;
McCully et al. 2014).
We have also demonstrated the effects of varying the
assumed mass profile of the perturbing subhalo, which sig-
nificantly change the posterior probability distribution for
the perturber mass and position. It would be interesting in
a future work to consider a range of subhalo mass profiles
which are drawn directly from simulations, so that differen-
tial tidal stripping as a function of three dimensional dis-
tance from the lens halo centre, and scatter in the subhalo
concentration mass relation can be taken into account for
instance.
7.3 Future Prospects
Many more quasars have significant narrow-line emission
than radio emission, thus this method can be extended to
study substructure in a larger sample of systems. There is
significant future potential for this method as ongoing and
planned optical surveys such as DES, LSST, PANSTARRS
and GAIA are expected to find thousands more lensed
quasars based on their optical rather than radio properties
(Oguri & Marshall 2010). The next generation of adaptive
optics systems (NGAO), (Max et al. 2008), and telescopes
such as the Thirty Meter Telescope and the European Ex-
tremely Large Telescope will make it possible to measure
narrow-line lensing rapidly and with high precision for those
large samples of objects. In the nearer future, upgrades to
the Keck AO system will enable PSF telemetry which will
thereby make it possible to obtain better constraints on the
source size, and thus place stronger lower limits on perturber
masses.
Significant information is also contained in deep imag-
ing of the lensed systems, which can sometimes reveal lu-
minous substructure (McKean et al. 2007; MacLeod et al.
2009). If a luminous satellite is detected, it can be used to
break the degeneracy between the subhalo mass and posi-
tion, as well as providing a measurement of the subhalo mass
to light ratio.
8 SUMMARY
We used OSIRIS at Keck with adaptive optics in order to
obtain spatially resolved spectroscopy of the gravitational
lens B1422+231. We developed a new pipeline which en-
abled us to robustly extract lensed image spectra, by first
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Figure 4. Posterior probability distributions of the perturber
position relative to the lensed images shown as red squares, and
lens galaxy shown as a green circle, for a single SIS, PJ, and
NFW perturber from top to bottom. The grey scale represents
the perturber mass within 600 pc assuming the perturber is in the
plane of the lens galaxy, and solid and dashed contours represent
the 68 and 95% confidence contours respectively relative to the
most likely position.
inferring the PSF and image positions in each exposure. Us-
ing this information, we detected a significant deviation from
a smooth gravitational lens model, which we used to infer
the presence of a perturbing low mass subhalo. Our main
results are summarised below:
(i) Using our data reduction pipeline, we were able to
measure image positions to 5 mas accuracy and integrated
line flux ratios with ∼3% uncertainties.
(ii) The narrow-line flux ratios are consistent with radio
measurements, and deviate significantly from the smooth
model predictions. The broad-line flux ratios are consistent
with the narrow line measurements. Our measurement of the
continuum is significantly offset, showing a much stronger
deviation from the smooth model, possibly indicative of mi-
crolensing in addition to millilensing.
(iii) Based on the assumption that the deviation of ob-
served narrow-line fluxes from the smooth model is due to a
single perturbing subhalo, we infer the mass and position of
the perturbing subhalo for three different mass profiles. The
mass profile significantly affects possible perturber positions
and masses, with an NFW subhalo restricted to the small-
est region of parameter space by its shallower mass profile
which has a relatively weaker lensing signal. The 68% con-
fidence intervals for the logarithmic perturber mass within
600 pc are: 8.2+0.6−0.8, 8.2
+0.6
−1 and 7.6±0.3 log10[Msub/M], for
a singular isothermal sphere, pseudo-Jaffe, and NFW mass
profile respectively. The mass within 300 pc is 7.8+0.6−0.7 and
8.0+0.6−0.8, 7.2
+0.2
−0.2log10[Msub/M]
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APPENDIX A: VARIATION IN LENSING
EFFECT WITH PERTURBER MASS PROFILE
In this appendix we illustrate the difference in the posterior
probability distributions for the perturber position and mass
seen in Figure 4 in the case of the PJ and SIS perturber,
by means of a simple example. The most notable difference
between the two models is the large gap to the East of image
A in the case of the PJ perturber. In order to clarify the
origin of this difference, in Figure A1 we show the model
prediction for the image positions as the perturber Einstein
radius is varied for fixed position and host macromodel, in
the case that the perturber is in the gap (position 2), and
also in the region further North which is permitted for both
mass profiles (position 1). We also show the results in the
case of a point mass perturber, which has no convergence at
all at the image positions. This is the extreme opposite to
the SIS, which has a density profile which extends outward
indefinitely. The perturber positions relative to the lensed
images are given in the lower left panel of Figure A1.
The first thing to note in this figure is that the perturber
in position 1 does not provide a good fit to the observation in
either the case of the SIS or PJ perturber (the best fit χ2 per
degree of freedom is approximately 8 in the case of the SIS
perturber, and ∼ 50 in the case of the PJ perturber). This
figure illustrates the fundamental difference in the lensing
effect between the truncated and non-truncated perturber
profiles, due to the fact that the lensing signal in the case of
the truncated profile is dominated by shear, while the SIS
profile has significant convergence at the image position. In
fact, the PJ perturber has an almost identical effect to the
point mass perturber. In position 2, the PJ profile simply
cannot provide a good fit to the astrometry, irrespective of
its mass.
In Figure A2 we plot the resulting flux ratios as the
perturber masses are varied in the three cases. As before,
we see that in the three cases, the perturber in position 2
provides a less good fit to the observation in the case of the
SIS. The fit is much worse though in the case of the PJ and
point mass perturbers which again show almost identical
behaviour. Unlike the case of the SIS profile, in position 2
the flux of image A relative to image B does not increase
significantly as the perturber mass is increased for the PJ
perturber. As expected, the flux ratio between image B and
C does not vary significantly as the perturber mass is varied,
since the dominant effect is to alter the flux of image A.
This paper has been typeset from a TEX/ LATEX file prepared
by the author.
c© 2013 RAS, MNRAS 000, 1–13
14 Nierenberg et al.
2.5 2.0 1.5 1.0 0.5 0.0 0.5 1.0
x (arcseconds)
1.0
0.5
0.0
0.5
1.0
1.5
2.0
2.5
y 
(a
rc
se
co
n
d
s)
Position 1
Position 2
0.015 0.010 0.005 0.000 0.005 0.010 0.015
xmod-xobs (arcseconds)
0.015
0.010
0.005
0.000
0.005
0.010
0.015
y m
o
d
-y
o
b
s 
(a
rc
se
co
n
d
s)
SIE + SIS
SIE + PJ
SIE + Point Mass
A
0.015 0.010 0.005 0.000 0.005 0.010 0.015
xmod-xobs (arcseconds)
0.015
0.010
0.005
0.000
0.005
0.010
0.015
y m
od
-y
o
b
s 
(a
rc
se
co
n
d
s)
B
0.015 0.010 0.005 0.000 0.005 0.010 0.015
xmod-xobs (arcseconds)
0.015
0.010
0.005
0.000
0.005
0.010
0.015
y m
od
-y
o
b
s 
(a
rc
se
co
n
d
s)
C
Figure A1. Demonstration of how the model image positions vary relative to the observed image positions as the perturber Einstein
radius is varied logarithmically for fixed perturber position and SIE macromodel parameters, for an SIS, PJ and point mass perturber
represented by circles, triangles, and red stars respectively. Point sizes increase with increasing perturber Einstein radius. We explore
two perturber positions, illustrated in the upper left panel by open and filled triangles, where the red squares and green circle represent
observed image and galaxy positions respectively and the solid and dashed contours represent the 68% and 95% confidence interval for
the position of the perturber in the case of the PJ mass profile.
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Figure A2. Model flux ratios as the perturber mass is varied for fixed position for two different mass profiles in the same way as in
Figure A1. For clarity, we show results for positions one and two separately.
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