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ABSTRACT
This thesis focuses on an improved understanding of the dynamics at different
length scales of wind farms in an atmospheric boundary layer (ABL) using a series of
visualization studies and Fourier, wavelet based spectral analysis using high fidelity
large eddy simulation (LES). For this purpose, a robust LES based neutral ABL
model at very high Reynolds number has been developed using a high order spectral
element method which has been validated against the previous literature. This ABL
methodology has been used as a building block to drive large wind turbine arrays
or wind farms residing inside the boundary layer as documented in the subsequent
work. Studies conducted in the thesis involving massive periodic wind farms with
neutral ABL have indicated towards the presence of large scale coherent structures
that contribute to the power generated by the wind turbines via downdraft mecha-
nisms which are also responsible for the modulation of near wall dynamics. This key
idea about the modulation of large scales have seen a lot of promise in the application
of flow past vertically staggered wind farms with turbines at different scales. Eventu-
ally, studies involving wind farms have been progressively evolved in a framework of
inflow-outflow where the turbulent inflow is being fed from the precursor ABL using
a spectral interpolation technique. This methodology has been used to enhance the
understanding related to the multiscale physics of wind farm ABL interaction, where
phenomenon like the growth of the inner layer, and wake impingement effects in the
subsequent rows of wind turbines are important owing to the streamwise heterogene-
ity of the flow. Finally, the presence of realistic geophysical effects in the turbulent
inflow have been investigated that influence the flow past the wind turbine arrays.
Some of the geophysical effects that have been considered include the presence of the
Coriolis forces as well as the temporal variation of mean wind magnitude and direction
that might occur due to mesoscale dynamics. This study has been compared against
i
field experimental results which provides an important step towards understanding
the capability of the mean data driven LES methodology in predicting realistic flow
structures.
ii
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Chapter 1
INTRODUCTION
Energy prices, supply uncertainties, and most importantly environmental concerns
(air and water pollution in particular) are driving the United States to restructure
the US power contribution that are derived from various sources and develop diverse
sources of clean, renewable energy. The nation is working toward generating more
energy from domestic resources – energy that can be cost-effective and replaced or
“renewed” without contributing to climate change or major adverse environmental
impacts. In this context, solar energy and particularly wind energy (which is our
current focus) has been one of the rapidly emerging and developing fields of research as
a cleaner as well as safer alternative to energy sources from fossil fuels, natural gas and
even nuclear energy. United States has a very rich resource of wind, with a mean spead
peaking up to ∼ 9 m/s in central US (See Figure 1.1). This has led to a strong and
rapid growth in the mid-1980s followed by a short-term plateau during the electricity
restructuring period in the 1990s and then regaining momentum in 1999. Currently,
the U.S. wind industry is growing rapidly (around ∼ 8% of total electricity generation
in US), stimulated by policy incentives like sustained production tax credits (PTCs),
rising concerns about climate change, and renewable portfolio standards (RPS) in
roughly 50% of the states. With such growth rates and advancement in electrical
power distribution and transmission technology, the Department of Energy (DoE) has
set up a target of “20% Wind Scenario”, which aims at producing 20% of US Power
from wind energy by the end of 2030. Under the “20% Wind Scenario”, a cumulative
total of 7,600 million metric tons of CO2 emissions would be avoided by 2030, and
more than 15,000 million metric tons of harmful CO2 emissions would be avoided
1
through 2050. This would potentially also reduce cumulative water consumption in
the electric sector by 8% (or 4 trillion gallons) from 2007 through 2030 – significantly
reducing water consumption in the arid states of the interior West. In 2030, annual
water consumption in the electric sector would be reduced by 17% (See Figure 1.4).
With such targets and environmental incentives, the research scope of wind energy
has expanded significantly over the last three decades, from a few KiloWatts being
produced by single turbine to a hundreds of MegaWatts of power (See Figure 1.3)
being produced by a large array of optimally placed wind turbines commonly referred
to as “wind farm” (See Figure 1.2a, 1.2b).
In this context, we must mention that studying and optimizing the harvest of wind
power using wind turbines is a challenging task and thus it requires careful analysis of
various aspects of wind turbines, e.g., the design of rotor blades, choosing the appro-
priate size of rotor diameter, hub-height, location and spacing of the wind turbines as
well as the wind farm location. Additional considerations for wind farm design also
include the large scale variation of mean wind speed and direction with time due to
geophysical effects. Figures 1.5, 1.5b with a typical example of a wind rose diagram
and the probability distribution of wind speed magnitude illustrate a dominant wind
direction and weibull distribution of speeds that might exist for typical wind flows in
certain locations. While extensive amount of research has been performed in the field
of wind turbines, there are several aspects which demand a profound understanding.
Studies in this domain are necessary not only for rudimentary reasons but also for
the control and optimization required in the power generation process.
The wind turbines usually reside in the atmospheric boundary layer which has a
Reynolds number ∼ 1010. This very high Reynolds number creates a large separation
of the length scales, starting from the large scale motions spanning for kilometers of
length and affected by the topography, geophyiscal effects and boundary conditions,
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to the smallest dissipative scales in the order of centimetres affected by a Kolomogorov
cascade. Studies focusing on the interaction of wind turbines and atmospheric bound-
ary layer are important in order to illustrate how the turbulence at relevant length
scales of energy production is modulated. Understanding these multiscale dynamics
is essential in order to optimize and control the power generated by the wind farms.
Figure 1.1: Mean annual wind speed in different states of US. Courtesy: AWS
Truepower
source by:https://www.awstruepower.com/
From the numerical perspective, our current studies at very high Reynolds num-
ber atmospheric flow would call for very stringent mesh requirements to compute
direct simulation (DNS) (Nx×Ny×Nz ∼ Re9/4) and hence would render the method
computationally infeasible for ABL flows [1–3]. Large eddy simulation (LES) of wind
turbine arrays is a promising technique with the potential of yielding a reliable data
concerning the flow patterns as well as the energy output of turbines in a wind plant.
An LES is justified for such calculations since it resolves the spatio-temporal evolu-
3
(a) (b)
Figure 1.2: (a) Offshore wind farm at Horn-Rev, Denmark depicting wind turbine
wakes (b) A classical Onshore wind farm at Little Cheyne Court, UK.
Figure 1.3: Growth trend in Wind Turbine Size used in wind farms from 1985 to
2005
tion of large scale flow structures faithfully, which are the dominant contributors to
the energy generated by wind turbine. Several attempts at characterizing the per-
formance of wind turbine arrays with LES have been undertaken [4–8] in the last
decade.
Additionally, for more than two wind turbines as is the case in large wind farms, a
fully resolved calculation of the wind turbine blades is practically infeasible. Reduced-
4
(a) (b)
Figure 1.4: Propose reduction of (a) CO2 emission (b) Water capacity, projected
till 2030 with the goal towards “20 % Wind Scenario”
(a) (b)
Figure 1.5: (a) A typical wind rose depicting the dominant wind direction and
magnitude (b) A typical wind speed probability density function illustrating trends
of weibull distribution.
order aerodynamic models representing the effect of the rotating blades on the flow
emerged and later evolved due to the computational bottleneck of fully-resolved cal-
culations [4, 9–11]. Actuator line (AL) model is the state-of-art reduced order model
that has been used in the recent literature [11, 12] and is also used in our current
studies [13] in conjunction with LES of atmospheric boundary layer. It is impor-
tant to note that most large scale wind farm simulations performed till date use
fully developed wind turbine array boundary layer (WTABL) with periodic bound-
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ary conditions [5, 14, 15] or precursor turbulent inflow condition [7, 16–18] and have
focused on the velocity variations and power generation by the wind farms. Studies
by [19–24] have also looked into the length scales of flow structures present in the
wind turbine ABL interaction, that contribute to wind turbine power using various
methods like visualization, temporal Fourier spectra, momentum and energy stream
tubes and POD based methods. However, these studies involving the length scales
have so far not focused on their spatial organization and coherence which are essential
for understanding the modulation of large scale structures in atmospheric turbulence
due to the presence of wind turbines. Understanding the organization in different
length scale structures would elucidate more on the scales that contribute to wind
turbine power.
The current thesis focuses on an improved understanding of the physics of the
multiscale interaction of the wind turbine and ABL that contributes to turbine power
and modulation of large scale structures. This study illustrates the fundamental
mechanism in wind farms that results in the modulation of near wall turbulence and
understand the dynamics behind the scaling laws of shape, structure of the organized
eddies in wind farms. Our study retains its novelty in the focus and it is expected
to elucidate more on the design efficiencies of wind turbine arrays from our under-
standing of length scales which are directly related to the optimization capabilities of
power production and thrust generation in turbine blades.
1.1 Document Outline
This chapter (Chapter 1) is focused on providing the background motivation for
the current work involving wind farms. Chapter 2 describes the numerical methodol-
ogy in LES framework adopted for the current study with spectral element method.
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In Chapter 3, we discuss the formulation, development and validation of the neutral
atmospheric boundary layer model, in which the wind turbines reside and interact
with. In this chapter, we address the question related to a better understanding of the
numerical methods used in simulating neutral ABL, and their capability in capturing
near-wall physics. It must be mentioned that Chapter 3 contains excerpts of the text
from a work by the author and the PhD Committee Chair in Physics of Fluids. In
Chapter 4, we begin by building our wind farm model based on a useful theoreticial
conceptualization of wind turbine array boundary layer (WTABL). The numerical
methodology in LES framework has been developed in a similar manner as discussed
in Chapter 3. Our study reported in Chapter 4 adresses the questions related to the
length scales that are responsible for power generation in wind farms and the modu-
lation of near wall structures using spectral/Fourier analysis. Chapter 4 is taken from
a work by the author and the PhD Committee Chair in Physical Review Fluids. The
work in Chapter 5 stems from an idea proposed in the Conclusion in Chapter 4. This
chapter studies wind farms containing turbines at different scales (diameter and hub
height) in a WTABL framework. The work involves the investigation of the dynamics
of the wind turbines at different scales and whether the small scale turbines has the
potential to be benefitted in terms of power due to the modulation of large turbulent
structures by the large scale turbines.
Chapter 6 directly builds on the shortcomings of the assumptions in WTABL
framework as in Chapters 4, 5. The WTABL framework relies on horizontally pe-
riodic boundary conditions which enforces large-scale homogeneity in the horizontal
direction, and only allows for small scale heterogeneity in between the turbines. This
allows the model to develop streamwise heterogeneity that occurs due to phenomenon
like the growth of the inner layer and the wake impingements in the subsequent rows
of the turbines after the first row. In an effort to better understand the contribution
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of multiscale dynamics that affect such finite scale interactions, we propose to uti-
lize an inflow-outflow methodology in spectral element simulations of wind turbine
arrays, with the inflow driven by a precursor ABL simulation using spectral inter-
polation technique. This inflow-outflow methodology ensures that the streamwise
heterogeneity can be captured due to the presence of a finite size wind turbine array
in the atmospheric boundary layer. Due to heterogeneity in the streamwise direction,
advanced methods of analysis involving wavelet and Fourier-POD transforms have
been utilized in the wind turbine array framework to improve our understanding of
the turbulent interaction of wind turbines and ABL. Eventually, in Chapter 7, we
build on the wind-turbine array study with inflow-outflow conditions to incorporate
some of the features of realistic wind, e.g., time-varying mean wind speed and wind
direction, which may be imparted from large scale geophysical effects. The realistic
mean winds were fed from a cup and vane anemometer data at the Alpha Ventus
wind farm in the North Sea collected by the environmental remote sensing group,
Arizona State University headed by Dr. Ronald J. Calhoun. This chapter addresses
the question related to the capability of LES models coupled with a mean wind infor-
mation in capturing some structures of the realistic flow past the wind farms. Finally,
Chapter 8 is dedicated to summarizing the major conclusions of the work and to the
discussion of the potential future directions of the research.
1.2 Novel Contribution
This section outlines the major contributions that this work provides to the fields
of science and engineering, and specifically the wind farm and atmospheric boundary
layer community. A list of these contributions is provided below.
• Novel high-fidelity data have been collected for wind farm turbulence (highly
resolved in the turbine rotor regions), .e.g., periodic wind farm cases in WTABL
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framework, inflow-outflow cases with fully developed constant pressure driven
neutral ABL inflow as well as inflow-outflow cases with the incoming flow to
wind turbines involving field data driven neutral ABL. The data features an
improved resolution in the turbine rotor area (streamwise and plane of the
rotor) of wind farms, with resolved scales as fine as 5−10% of the rotor diameter
compared to the previous actuator line or actuator disc computation [5,7,24,25]
adopted for wind farm studies with near turbine resolution of ∼ 10 − 50% of
the rotor diameter. Such highly resolved wind turbine rotor region captures
the essential dynamics like helical vortices shed by the rotors and how they
influence the atmospheric turbulence.
• Novel analysis techniques have been utilized including application of wavelet
analysis and a Fourier POD decomposition to wind farm flows for understanding
the large scale dynamics.
• Enhanced understanding of the structure of turbulence in wind farms via a series
of visualization and spectral analysis have been achived which are documented
specifically in an itemized form below.
(i) Understanding the fundamental mechanism of the modulation of near wall
attached eddies in the presence of downdraft mechanisms from mean ki-
netic energy(MKE) flux. We have also found that these mechanisms which
lead to the growth of the integral length scale are also a function of the
farm layout. In this context, we have proposed a theory corresponding to
the scaling laws of attached eddies near wall and rotor region, and how it
leads to the extented k−1 scaling in the wind farms. To the author’s knowl-
edge, the fundamental mechanisms found in the current work, has not been
explored before. Additionally, identifying the coherence of the large scale
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eddies, contributing to turbine power is novel, and it is confirmed for the
first time, the prevalent contribution of scales larger than rotor diameter
contributing to MKE flux by the direct computation of spatial spectrum
of wind farms, documented in previous experimental observations using
temporal data.
(ii) Comprehending the mechanisms involved in the heterogeneity of large scale
structures in finite size wind farms, that are modulated in the inner layer
and rotor region and responsible for turbine power. We have used wavelet
intermittency function and spatial coherence involving wavelets in order to
understand the spatial variability of the energy content and how “linearly
correlated” and size of the large eddies at various streamwise locations are,
due to the mechanisms like growth of the inner layer and wake impingement
effects. To the author’s knowledge, wavelet analysis of the spatial data in
wind farm turbulence were conducted for the first time to gain an improved
understanding of the spatial heterogeneity of large scales.
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Chapter 2
NUMERICAL METHODS
2.1 Introduction
In the present chapter, we illustrate the numerical methods used for our study
of wind farms in large eddy simulation (LES) framework. In particular, we have
an open-source research code Nek5000 that solves a variational form of Navier-Stokes
equation for all our numerical studies. Nek5000 is based on an exponentially accurate
high-order spectral element discretization and is highly-scalable on massively-parallel
computers [26]. Currently, the code supports a diverse range of fluid solver capabili-
ties in incompressible and low Mach number fluid dynamics (more than 200 published
scientific papers and more than 2000 researchers in community). Nek5000 is main-
tained through an svn and git repositories and is freely available for download through
the svn checkout command, or github. The repository contains all the source files and
subroutines, as well as auxiliary tools for pre/post processing and several benchmark
examples.
2.2 Navier Stokes Equation
3D Navier-Stokes equation solving for velocity field u(x, t), scalar pressure field
p(x, t) with input volume force function f (x, t) (momentum and continuity equations).
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∂u
∂t
+ u.∇u = −1
ρ
∇p+ ν∇2u + f in Ω× (0, T ),
∇.u = 0 in Ω× (0, T ),
u(x, 0) = u0(x) for x ∈ Ω,
B(ub) = 0 in ∂Ω. (2.1)
Here, Ω ⊂ R3 is the three-dimensional domain in Equation (A.1), u0(x) represents
the initial condition of the PDE and ∂Ω represents the external surface of Ω on which
the boundary conditions ub are defined.
In the computational domain, the 3D incompressible Navier-Stokes equations along
with boundary conditions are solved in weak formulation using exponentially accurate
higher order spectral element methods [27], [28], [29] (Refer to Appendix A.1 for
details).
In spectral element method Nek5000, the weak formulation of the equations is
carried out by weighted residual technique (orthogonal projection of the residual of
the equations), or more specifically by Galerkin projection method [29], [30] cast using
the concept of inner products in functional spaces.
Usually, in weighted residual technique the discrete inner products are carried
out using summation on the quadrature nodes defined as the roots of the orthog-
onal polynomials from the solutions of the Sturm-Liouville problem [31], with the
corresponding quadrature weights.
It must be mentioned, that a consistent approach of using spectral element dis-
cretization involves using polynomial orders of pressure interpolants (basis functions)
usually two orders lower than the velocity interpolants, known as the PN − PN−2
approach. This is done to essentially remove the spurious modes of pressure along
the lines of finite volume approach [28,30]. Using orthogonal interpolating polynomi-
12
als (Legendre polynomials) as basis functions on N + 1 quadrature nodes as defined
above ensures that the numerical integration is exact for polynomials of degree up to
2N + 1. (For details of quadrature nodes, qudrature weights see Appendix A.1.2, for
Legendre polynomial see Appendix A.1.1, A.1.2)
In spectral element methods [27], [30], [29], the decomposition of the computa-
tional domain consists of subdividing Ω¯ = Ω ∪ ∂ Ω into E non-overlapping adjacent
rectilinear elements such that Ω¯ = ∪Ee=1Ωe. Each Ωe is the image of a reference
subdomain under a mapping xe(r) ∈ Ωe → r ∈ Ωˆ, with a well defined inverse
re(x) ∈ Ωˆ → x ∈ Ωe, where the 3D reference subdomain is Ωˆ = [−1, 1]3. Scalar
functions within each local element Ωe are represented as N
th order tensor product
polynomials on a reference subdomain Ωˆ. With such decomposition, a convenient
choice of the functional spaces of velocity and pressure fields as discussed before, are
commonly known as PN − PN−2 formulation (Refer to Equation( A.9) in Appendix
A.1). In 3D, velocity function in the spectral element method in the element can be
expressed as follows
u(r1, r2, r3)|Ωˆ =
Nx∑
i=0
Ny∑
j=0
Nz∑
k=0
ueijkpiNx,i(r1)piNy ,j(r2)piNz ,k(r3), r1, r2, r3 ∈ [−1, 1]3,
(2.2)
where, piNx,i(r1), piNy ,j(r2), piNz ,k(r3) are the Lagrange polynomial based interpolant
of degree Nx, Ny and Nz. Identically the pressure function in SEM in the local
element, with pipN,j(ζ) ∈ PN−2(ζ) can be given as
p(r1, r2, r3)|Ωˆ =
Nx−1∑
i=1
Ny−1∑
j=1
Nz−1∑
k=1
peijkpi
p
Nx,i
(r1)pi
p
Ny ,j
(r2)pi
p
Nz ,k
(r3), r1, r2, r3 ∈ [−1, 1]3
(2.3)
(See Equations(A.18, ??) in Appendix A.1.2 for details abount Lagrange interpolants).
It must be understood that due to the invertible mapping between Ωe and Ωˆ there ex-
ists a one-to-one correspondence between the nodal values of u(x, y, z)|Ωe , p(x, y, z)|Ωe
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and reference subdomain values u(r1, r2, r3)|Ωˆ, p(r1, r2, r3)|Ωˆ and the coefficients ueijk,
peijk are the local nodal values of u|Ωe , p|Ωe respectively in the nodal-based formula-
tion. The local to global mapping of data is carried out using a boolean connectivity
matrix that preserves inter element continuity.
The differential operators in the current SEM formulation have been carried out
using efficient implementation of tensor products(Refer to [32], [33], [30] and for de-
tails). The block matrices formed by Kronecker/tensor products (Appendix A.3) are
advantageous since various important matrix operations required in SEM like ma-
trix inversion, affine transformation for differentiation, eigenvalue calculations can be
obtained by using these linear algebra operators on much smaller matrices than the
global matrices [32], [30]. Hence, tensor products are computationally very efficient
in terms of parallel scalability when used in fast 2D/ 3D Poisson solvers, filtering and
other linear operators in the current SEM methodology [34].
The time discretization of Navier-Stokes solver in the current spectral element code
Nek5000 [35] involves kth order backward difference/extrapolation scheme (BDF/EXT)
where k = 2 or 3 (See [30] for details.). The code is fully dealiased using 3/2
rule [36, 37], the velocity is solved using preconditioned conjugate gradient (CG)
method and the pressure solver uses iterative generalized mean residual solver (GM-
RES) method in Krylov subspace.
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2.3 Large Eddy Simulation
For the mathematical formalism of LES we use the tensorial notation of the Navier-
Stokes equation. In 3D, the tensorial notation of NS equation can be given by
∂ui
∂t
+ uj
∂ui
∂xj
= −1
ρ
∂p
∂xi
+ Fi + ν
∂2ui
∂xj∂xj
(2.4)
For very large Re there is a large separation between the largest integral scales and
smallest dissipative (Kolomogorov) scales of motion. The large eddy simulation thus
aims at capturing the spatio-temporal evolution of large scales of motion while mod-
elling the relatively smaller scales also known as the subgrid scales of motion. Please
note, that for simulations involving wind turbine arrays the forcing function Fi used
is the actuator line model [12], the details of which are discussed in Section 2.4
The dynamical equation of the largest scales of motion can be obtained by applying
a low-pass filtering to the Navier-Stokes equation.
For any scalar field φ(x, t) the filtering in physical space can be represented as a
convolution product. The resolved part φ˜(x, t) can be written as
φ˜(x, t) =
∫∫
Ω
φ(ξ, t′)G(x − ξ, t− t′)dt′d3ξ (2.5)
with the convolution kernel G being the characteristic of the filter used and ∆ and
τc are cutoff scales in space and time associated with the kernel. Even though the
filtering performed in large eddy simulation is mostly spatial in nature, it imposes
and inherent temporal cut-off scale as well [38].
The filtered NS equations can be given as
∂u˜i
∂t
+ u˜j
∂u˜i
∂xj
+
1
ρ
∂p˜∗
∂xi
− F˜i − ν ∂
2u˜i
∂xj∂xj
= −∂τ
SGS
ij
∂xj
−
∫
∂Ω
G(x − ξ)[p(ξ)− ν
(
∂ui
∂xj
(ξ) +
∂uj
∂xi
(ξ)
)
]njdS
(2.6)
∂u˜i
∂xj
= −
∫
∂Ω
G (x − ξ)ujnj(ξ)dS = 0 (2.7)
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where the “tilde” represents the low-pass filtered variable and u˜i is the instan-
taneous filtered velocity field in the ith direction. The terms in the RHS of the
Equations( 2.6, 2.7) are direct consequence of integration by parts & Gauss Diver-
gence Theorem and can be attributed as boundary commutation errors (For detailed
derivation, see [39]). In this respect, we would like to point out that x is the stream-
wise direction, y is the spanwise direction and z is the wall-normal direction of flow.
Usually the filter chosen in the practise of LES is a linear operator and satis-
fies some fundamental properties like conservation of constants, principle of linear
superposition and commutation with other linear operators like differentiation. Con-
sequently, the non-linear convective term is the only term in the NS equation that
gives rise to commutation error in the interior of the flow domain Ω (The boundary
commutation errors are neglected for the time-being).
∂u˜i
∂t
+ u˜j
∂u˜i
∂xj
= −1
ρ
∂p˜∗
∂xi
+
∂τSGSij
∂xj
+ F˜i + ν
∂2u˜i
∂xj∂xj
(2.8)
The modification to the original Navier-Stokes equations thus comes with an ad-
ditional subgrid stress tensor τSGSij (ui, uj) which arises due to the filtering of the
non-linear term , which is given by
τSGSij = u˜iu˜j − u˜iuj. (2.9)
The modified pressure in the filtered equation can be given as
p˜∗ = p˜+
1
2
ρu˜i
2 (2.10)
The interior closure problem of LES thus relies on developing a realistic model of
τSGSij (ui, uj) by using a function Sτ (u˜i, u˜j). It is quite straightforward to visualize
that the transfer of subgrid energy from the large to small scales of motion can be
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given as −τSGSij (ui, uj)Sij which manifests that the effects on smaller scales of motion
rely on the subgrid stress model.
Some of the fundamental properties of τSGSij (ui, uj) that potentially needs to be
seen in the closure Sτ (u˜i, u˜j) are enumerated below.
• τSGSij is translation and rotation invariant
• τSGSij is symmetric and reflective: τij = τji; τij(−ui,−uj) = τij(ui, uj)
• τSGSij is realizable: τSGSij (ui, uj)ξiξj ≥ 0, ∀ξ ∈ R3
• Finite turbulent kinetic energy and ||τSGSij (ui, uj)− Sτ (u˜i, u˜j)|| ≤ C(ui)∆α for
some α ≥ 0
• τSGSij is essentially dispersive and not dissipative in nature
However, for astronomically high Reynolds number flows as in neutral ABL, optimally
dissipative SGS closure schemes have been used to correctly predict the physics of
the inner and outer layer phenomenon.
2.3.1 Large Eddy Simulation: Subgrid Scale Modelling
The spatially filtered 3D Navier-Stokes equations for large eddy simulation of
neutral ABL flows can be obtained by incorporating a convolution integral filter on
the original Navier-Stokes equations
∂u˜
∂t
+ u˜∇u˜ + 1
ρ
∇p˜∗ − F˜− ν∇2u˜ = −∇ · τ SGS(u˜, u˜) (2.11)
The subgrid stress (SGS) tensor in Equation (2.11), τ SGS(u˜, u˜) = u˜uT − u˜u˜T arising
from the non-commutativity of filtering with the nonlinear advection term, is modelled
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using a Smagorinsky type eddy viscosity closure
τ SGS − 1
3
tr(τ SGS)I = −2νt∇su˜, (2.12)
where ∇su˜ = 1
2
(∇u˜ +∇u˜T ) is the filtered stain rate, and I is the identity tensor. In
classical Smagorinsky model, the eddy viscosity is given by
νt = (lf )
2|∇su˜|, (2.13)
where |∇su˜| = (2∇su˜ : ∇su˜)1/2. The filter length scale lf is assumed to be propor-
tional to the grid filter width (cutoff scale) ∆, lf = Cs∆, and Cs is the non dimensional
Smagorinsky coefficient. According to 40, lf can also be interpreted as the mixing
length of the subgrid scale eddies (lf is usually less than ∆ justifying the name “sub-
grid scale”). The grid filter width here is calculated as ∆ = (∆x∆y∆z)1/3 [41], where
∆x,∆y,∆z are taken at the GLL nodes as the weighted averages of the node distances
(analogous to a central difference scheme) at the element interior and one sided differ-
ence at the element boundaries. For high Reynolds number turbulent ABL flow, we
use near wall algebraic wall damping function by Mason and Thompson (1992) [42],
1
lnf
=
1
(C0∆)n
+
{
1
κ(z + z0)
}n
, (2.14)
or, written directly in terms of the Smagorinsky coefficient,
1
Cns
=
1
Cn0
+
{
∆
κ(z + z0)
}n
. (2.15)
Equation (2.14) essentially represents an ad-hoc blending function with parameters
C0, n, such that the filter length scale saturates at lf (z) ∼ C0∆ at the outer layer while
retrieving Prandtl’s mixing length lf (z) ∼ κ(z + z0) as we approach the wall. While
C0 controls the asymptotic value of lf (z), n controls the shape or the growth rate
of lf (z) in the inner layer as we will see later. Here κ is the Von-Karman constant
and z0  H is the aerodynamic roughness length of the bottom “wall”, H is the
boundary layer thickness.
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2.3.2 Model Assumptions: Boundary Conditions
In this section, we discuss the boundary conditions used in the LES framework.
We begin with neutral atmospheric boundary layer (ABL) where the turbulence is
generated from the shear in the flow over rough wall terrain. Our present model uses
x as the streamwise direction, y as the spanwise direction and z as the wall normal
direction in a cartesian framework. The mean streamwise velocity profile of ABL in
the surface layer (roughly 10 ∼ 20% of boundary layer) [43–46] can be given as
U¯(z) =
uτ
κ
ln
z
z0
+
uτ
κ
ψm(
z
LM
), z  z0 (2.16)
where, uτ is the friction velocity scale, z0 is the aerodynamic roughness length and
κ = 0.4 is the Von Karman constant, ψm is a non dimensional momentum stability
function and LM is stability length scale by Monin and Obukhov. [43,47]. For neutral
ABL, LM →∞ and hence the mean velocity profile is essentially logarithmic in nature
in the surface layer [47] with ψm → 0.
The boundary layer (BL) thickness for flat plate type of turbulent flows can be usually
expressed as δ/x ∼ Re−px , where p is very close to 1 (p = 0.8 for turbulent flow over
smooth flat plate) [48]. Consequently, the streamwise growth of the turbulent BL,
could be expressed as dδ/dx ∼ Re−(1+p)x . Since Rex ≈ 108 − 1012 for ABL flows, the
growth of the turbulent BL dδ/dx ≈ 0 rendering periodic boundary condition in the
homogeneous streamwise direction feasible. The spanwise boundary conditions are
periodic since it is consistent with the physics of the flow. The top boundary condition
is a stress free lid similar to the flat plate flow, i.e., du˜x/dz = du˜y/dz = u˜z = 0. For
extremely high Re ABL flows, the viscous sublayer δν/δ ∼ O(Re−1τ ) ≈ 0, and the
aerodynamic roughness z0  δν (δν = ν/uτ , δ ABL thickness). Since the viscous layer
cannot be resolved in such simulations, the use of shear-stress boundary conditions as
near-wall modelling LES becomes imperative. Consequently, the bottom rough wall
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model for ABL has been developed from the log-law of the wall coupled with Monin-
Obukhov similarity theory [47] and near wall shear stress model of Schumann [49] and
was further used by Businger et al. [43], Moeng [50] and Stoll and Porte´-Agel [51]. At
the bottom surface, we use a wall stress boundary condition without having to resolve
the rough wall [52], relating the wall stress vector to the in-plane horizontal velocity
vector u˜h at the first half-node from the wall using the standard Monin-Obukhov
similarity law [47] along with no-penetration conditions of large eddies, w˜ = 0,
1
ρ
τ s = −κ2
̂˜uh,∆z
2
(x, y, t)| ̂˜uh,∆z
2
|(x, y, t)
log( z
z0
)
∣∣∣2
∆z
2
, (2.17)
where | ̂˜uh,∆z
2
| =
√̂˜u2∆z
2
+ ̂˜v2∆z
2
and ̂˜uh,∆z
2
= ̂˜u∆z
2
~ex + ̂˜v∆z
2
~ey (~ex, ~ey are unit vectors
in the x, y direction). The “hat” represents additional explicit filtering carried out
in the modal space by attenuating kc = 4, highest Legendre polynomial modes of
the spectral element model (please, refer to Appendix A.4 for the description of the
explicit filtering method). This explicit filtering is done along the lines of [53, 54]
to control the log-layer mismatch and to bound the wall shear stress. For collocated
spectral element methods ̂˜u∆z
2
, ̂˜v∆z
2
are calculated as an interpolation at half wall
node ∆z/2 i.e., between ̂˜u(x, y, 0, t) and ̂˜u(x, y, z = ∆z, t) (and similar procedure for̂˜v). The aerodynamic roughness is z0 = 10−4H which corresponds to the previous
literature [44, 54]. An existing literature on near wall modelling [41, 44, 49, 50, 54–56]
have generally used vertically staggered finite-difference schemes when using stress
boundary conditions for rough wall models with ∆z/2 being a physical grid distance
of the horizontal velocities away from the wall. The present paper incorporates a new
methodology for rough wall modeling using collocated spectral element method, which
is reflected in Equation (2.17). Our spectral element model for shear stress developed
using weak formulation is physically consistent, where the wall model essentially
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acts as a momentum flux closure scheme. The element level filtering and the weak
formulation of shear stress are discussed in the subsequent sections A.4, A.5.
2.4 Actuator Line Model for Wind Turbines
In the subsequent sections we describe the numerical methodologies used specific
to the modelling of 3 bladed wind turbines and the computational domain used in
wind farms. In the actuator line model, the local lift (Li,k) and drag (Di,k) forces
experienced by each discrete blade element i of each turbine k are calculated as
Li,k =
1
2
Cl(αi,k) ρ V
2
rel,i,k ci,k wd,k,
Di,k =
1
2
Cd(αi,k) ρ V
2
rel,i,k ci,k wd,k, (2.18)
where ci,k is the chord length of the corresponding airfoil at each blade element lo-
cation i of the turbine k, and wd,k is the width of the actuator line elements, which
is kept constant at each actuator line and thus only varies between the turbines and
not the blade element locations. Vrel,i,k is the local velocity magnitude relative to the
rotating blade element and is computed from the velocity triangle for the rotating
blade (see also Figure 2.2) as
Vrel,i,k, =
√
u2i,k + (Ωk ri,k − vθ,i,k)2). (2.19)
Here, Ωk is the rotor rotational speed of the turbine k, ui,k and vθ,i,k are the local
velocity components in the axial direction (perpendicular to the plane of rotation),
and in circumferential direction (in the plane of rotation) obtained from Large Eddy
Simulations, and ri,k is the radial coordinate of each blade element. The local angle
of attack αi,k is computed as αi,k = φi,k − γi,k, where φi,k is the angle between the
radial velocity and the rotor plane at each blade element,
φi,k = tan
−1 ( ui,k
Ωk ri,k − vθ,i,k
)
. (2.20)
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The total reaction force from all the actuator line elements of all the turbines expe-
rienced by the fluid is distributed smoothly across the mesh points and is given as a
forcing function in the Navier-Stokes equations
F˜AL(x, y, z, t) = −
Nt∑
k=1
Nb×Na∑
i=1
(Li,k~eL,i,k +Di,k~eD,i,k) η (|~r − ~ri,k|), (2.21)
~r = (x, y, z), where η (d) is a Gaussian function in the form of η (d) = 1/
3pi3/2 exp
[−(
d/
)2]
. ~eL,i,k, ~eD,i,k are the local unit vectors for the lift and drag coefficients at the
ith blade panel of the kth turbine. The summation in the forces is over all Nt turbines
in the farm and all Nb × Na actuator line elements per turbine, where Nb is the
number of blades, and Na is the number of actuator line elements per turbine blade.
The value  = 2wd is used in the current study as suggested in [7, 12] for optimum
results.
The azimuthal forces on wind turbine blade elements can be calculated as (See
Figure 2.2 for reference),
Fθ,i,k = Li,k sinφi,k −Di,k sinφi,k, φi,k = αi,k + γi,k, (2.22)
which can be utilized for the computation of the aerodynamic torque for each turbine
as Tk =
Nb×Na∑
i=1
ri,kFθ,i,k∆ri,k and the power
Pk = Tk × Ωk. (2.23)
2.5 Outflow Boundary Conditions of Wind Turbine Array
The boundary conditions for the rectangular domain of wind turbine array are very
similar to the ABL domain (spanwise periodic, symmetry at the top and shear stress
at the bottom “wall”), except for the streamwise direction where we choose to use a
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Figure 2.1: Actuator line forces obtained at different grid points (not to scale) of
the turbine blades. Vrel obtained from the velocity triangle. Ft and Fθ are the axial
thrust and rotational forces on the turbine blades due to aerodynamic lift (L) and
drag (D) forces. θ: azimuthal direction, in the plane of the rotor motion. Ω: angular
velocity of the rotor, r: radial distance in the blade from the center of the rotor. vθ:
azimuthal velocity of the rotor. Subscripts i, k for the local variables are omitted for
clarity.
(a) (b)
Figure 2.2: (a) Helical vortices in a single turbine, observed in a uniform inflow
Re = 2× 104 [13]. (b) Helical vortices observed in a wind turbine array [57] near the
turbine rotor. Background of neutral ABL turbulence, Re = 1010.
realistic inflow-outflow condition. The inflow condition is turbulent in nature and to
maintain a realistic spatio-temporal coherence the inlow is being fed from a seperate
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precursor ABL simulation. The choice of outflow boundary conditions in our spectral
element code requires a careful analysis. Invoking Equation B.4 (See Appendix B.9
for more mathematical details) we see that the simplest choice of natural “do nothing”
boundary condition at the outflow would be
(−p+ 1
Re
∇ · u) · n = 0 on Γ (2.24)
However implementing such boundary conditions at high Reynolds number triggers
amplification of outgoing large eddy structures at the outflow resulting in reflection
and instability. To circumvent this problem we have used sponging by extending
the domain with coarse elements and adding sufficient amount of artificial viscosity
near the outflow region ensuring required dampening of the eddies before they go
to the outflow boundary. However, sudden change in viscosity in the interface of
physical and extended domain can be dangerous giving rise to spurious reflective
waves which can potentially trigger instability. Consequently, we have extended the
idea of carefully-designed non reflective sponging layer using simple Smagorinsky type
viscosity in the sponge layer which restricts the indiscriminate growth of viscosity in
that region. In the sponge-layer, ν = νm + νsl, with νm being the molecular viscosity
where νsl = (Csl∆)
2|S˜|, with |S˜| =
√
2S˜ijS˜ij. ∆ is metric of grid spacing scale which
is similar to that in LES Smagorinsky model [58]. In our spectral element model Csl
is designed to grow quadratically in the form Csl = b(x − x0)2, with b = 0.25 and
x0 is the end of the streamwise extent of physical domain. The natural boundary
condition with a non-reflective sponge layer is seen to stabilize eddies at the outflow.
Additionally, we also plan to present the results from stabilized natural boundary
conditions by Dong et. al [59] which can be given as
−p · n + 1
Re
∇u · n− 1
2
|u|2Θ(n,u) = 0 on Γ (2.25)
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where
Θ(n,u) =
(
1− tanh(n · u)
Uδ
)
is smooth Heaviside step function to remove sudden discontinuity of the outflow fluxes
with U, δ being some chosen velocity and length scale in the flow and n is the unit
normal vector at the outflow boundary. This boundary condition has been tested to
stabilize energy of the system 1/2||u||2L2(Ω) (projecting NS equation with u) compared
to a simple natural boundary condition [34] (See Equation 2.24).
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Chapter 3
NEUTRAL ATMOSPHERIC BOUNDARY LAYER
3.1 Introduction
Accurate prediction of the turbulent transport phenomenon of momentum and
the dynamics of wall bounded shear flows as in ABL require that various important
spatio temporal scales of motion are captured efficiently within the flow. Under-
standing the dynamics of ABL at multiple length scales in the inner and outer layer
becomes completely essential since the wind turbines live mostly in the inner layer of
ABL. At present, the state-of-art computational resources allow us to perform direct
numerical simulation (DNS) of wall bounded flows (mostly canonical in nature) with
fine grid sizes resolving a span of length scales starting from the integral down to the
smallest Kolomogorov scales at moderately high Reynolds numbers (Re) which serves
as a “gold standard ” [1] for numerical benchmark. With very high Reynolds number
(Re ∼ O(108− 1012)) flows, as seen in an atmospheric surface layer, the scale separa-
tion increases and hence these cases are still beyond the reach of direct simulations in
terms of computational resources (computational cost Nx×Ny ×Nz ∼ O(Re2.7) [3]).
The fidelity of the numerical simulations for very high Reynolds number flows, e.g.
atmospheric boundary layer (ABL) with Re ∼ 108 − 1012 rely on the design of Large
Eddy Simulations (LES) [38,39] with a capability of resolving only scales of a certain
order ∆ (related to a grid size or a filter size) while modelling the remaining scales
smaller than ∆. For high Reτ = uτH/ν (H is the boundary layer (BL) thickness, uτ ,
skin friction velocity, and ν, the kinematic viscosity) rough-wall turbulent shear flows
as in ABL, the grid requirements prohibit the resolution of viscosity dominated inner
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layer δν = ν/uτ and the scales associated with the aerodynamic roughness z0  H
at the bottom wall. Consequently, shear stress boundary conditions invoking Monin-
Obukov similarity theory [47] instead of no-slip at the bottom wall has been used as
a near wall model (cost independent of Reτ ) to emulate the law of the wall (LOTW)
in atmospheric boundary layers.
In the near wall modeling LES framework, the dynamics of the smallest Kolo-
mogorov or even the viscous dominated inner layer scales cannot be resolved, limited
by the size of the computational grid. The smallest physical velocity and length scales
that can be captured correspond to the attached eddies in the inertial layer (∼ uτ for
velocity scale and ∼ κ(z + z0) for length scale that corresponds to a log layer, with
κ ≈ 0.41 being the Von-Karman constant and z being the normal distance from the
wall [60]). These length scales are dominant compared to δν and z0 far away from
the viscous wall effects. Apart from the physical length scales, there are additional
scales that are generated as an artefact of the subgrid scale closure in an LES model
and from the numerical grid in certain low order discretizations [61]. Although, both
dissipative [44, 58, 62, 63] and dispersive [64, 65] subgrid scale closure models have
been used in the past, dissipative type of subgrid closures (based on Smagorinsky
model) have gained immense popularity in the last two decades in the simulation of
atmospheric flows [50, 66–68], owing to its inherent stabilizing properties in high Re
simulations while generating reasonably consistent physics in the flow, even without
the energy backscatter [40, 42]. In particular for a dissipative LES model, a wall-
damped standard Smagorinsky model [42] is being used in our current simulations as
a less computationally expensive alternative to some other proposed models, such as
turbulent kinetic energy (TKE) two equation model [69], equilibrium-based dynamic
model [44], or adaptive Smagorinsky model [54]. For dissipative models , an artifi-
cial viscous sublayer due to LES dissipation in the grid will be formed near the wall
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(see [38,39] for more comprehensive discussion). The additional effects of filtering in
the near-wall modelling would also impose an unphysical scale near the wall. It is
thus the interaction of the physical and artificial length scales and the dominance of
one over the other that gives rise to the near wall dynamics of the flow in numerical
simulations [45].
The predominance of artificial length scales, especially in the near-wall region of
high Re ABL flows have been long known to influence the statistics of the near wall
region, e.g. the overshoot by 50− 100% of the normalized mean streamwise velocity
gradient φ(z) = κz/uτ
dU
dz
from the theoretical value of one (log law) in the lower
10% of the atmospheric boundary layer, commonly known as the problem of log-
layer mismatch (LLM) [14, 42, 44–46, 67, 70, 71]. Sullivan et al. [67] pointed out that
the neutral ABL models have worse results in terms of LLM compared to convec-
tive or stably stratified counterparts. LLM is usually attributed to a poor numerical
accuracy (numerical dissipation and dispersion associated with insufficient grid res-
olution in discretization schemes) and inefficient SGS modelling. The elimination of
LLM has been partially addressed in the previous literature. The related works in-
clude modifications to the design of the SGS model to incorporate decreasing integral
length scales of the near-wall eddies [14,42,44,53], explicit filtering in the wall closure
model [53, 54, 72], and deconvolution type reconstruction techniques along with the
Smagorinsky type dissipation [70]. More complicated techniques have also been pro-
posed, including optimal control theory [73], designing high accuracy zones for the
law of the wall [45], and blending functions in self-adaptive Smagorinsky models [54].
Unlike the previous engineered ways of eliminating the dominance of artificial
length scales while addressing LLM, our choice of an efficient LES design for a rough
wall-bounded flow (a canonical representation of a neutral ABL) is entirely based on
the rudimentary knowledge of associated physical length scales of the turbulent near
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wall eddies that are affected due to a nonlinear dissipative SGS and near wall stress
models. A fundamental perception of such length scales acts as a better guidance to
control the LES dissipation in a simplified way such that the effect of physical scales
can be retrieved in the current study. While the phenomenon of the log-layer mis-
match in the mean streamwise velocity gradient, or a relatively less known secondary
peak generation in streamwise velocity variance seen in experiments are indeed man-
ifestations of the dominance of artificial length scales in the flow [74,75], an incorrect
physics behind it cannot be properly analyzed in a coordinate framework in a physical
space (x, y, z). Rather, these deficiencies are easier to visualize in a framework where
the multiple length scales can be decoupled, since the nonlinearity in the LES model
would incur different levels of detriment at different scales of motion. The presence
of periodic boundary conditions in the streamwise and spanwise directions in the
computation of neutral ABL flows (consistent with the physics due to homogeneity),
conveniently allows us to conceive the definition of length scales in a proper way by
studying important metrics in turbulence like kinetic energy and shear stress spectra
in the wavenumber space [74, 76–78]. For example, the inverse of streamwise and
spanwise wavenumbers (kx, ky), or the wavelengths λx,y ∼ 2pi/kx,y, give an estimate
of the length scales of turbulence corresponding to a specified turbulent kinetic energy
and a shear stress in the spectra. However, to model the effects of the dynamics of
the near wall coherent structures which scale with the wall normal distance z from
the wall (e.g. attached eddies [60, 79]), the eddy viscosity of the SGS model must
be decreased towards the wall to reflect the contribution of smaller integral scales of
the near wall eddies. That would allow λx, λy and their scaling laws to be varying
with z. The approaches presently proposed in the literature to dynamically control
the eddy viscosity near the wall in the neutral ABL simulations, such as scale de-
pendent dynamic Smagorinsky [44, 53] or scale adaptive Smagorinsky [54] models,
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are expensive due to a calculation of eddy viscosity dynamically at every timestep
and also due to a stringent time stepping requriement for stability compared to their
static counterparts. To circumvent this problem, in the current simulation, we re-
sort to a relatively inexpensive method of standard Smagorinsky with Mason and
Thompson wall damping [42] for decreasing the eddy viscosity as we move towards
the wall. In our current computations we use an exponentially accurate spectral ele-
ment discretization in all directions that provides minimum dissipation and dispersion
errors asymptotically [80, 81]. The previous literature have shown an importance of
minimally-dissipative numerical schemes for Large Eddy Simulations [44, 82–84]. In
this regard, the spectral element method can be considered a robust framework for
analyzing the performance of the LES models, since the length scales involved in the
current simulation correspond only to the physical length scales limited by the grid
size and the artificial length scales due to the LES approximations.
In the current chapter, we investigate the effect of artificial length scales on neutral
ABL (as incurred by the SGS and the near wall LES models), try to understand the
nature of the incorrect physical mechanisms in the near-wall region that occur due to
such scales and, finally, suggest how to choose the LES model parameters in a spectral
element framework that can reduce the effect of artificial length scales and replicate
the effect of true physical length scales in the flow with reasonable accuracy. Most
importantly, our current study also provides a design rubric for standard Smagorinsky
SGS closures in a spectral element method based on the least alteration of the true
physics observed with these models. Furthermore, the multiscale spectral analysis
with different subgrid models provides a basic understanding of the physics of the
inner and outer-layer eddies of the neutral ABL and relates their similarities to the
eddies found in high Re channel flows and turbulent boundary layers [74–78]. All the
results in our current simulation have been compared against LES results from previ-
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Figure 3.1: Smagorinsky coefficient Cs vs z/H for the current SEM grid (30×20×24
elements). (a) C0 = 0.16 (fixed) n = 0.5, 1, 2. /, n = 2; −, n = 1; +, n = 0.5. (b)/,
C0 = 0.16, n = 2; − , C0 = 0.17, n = 1; +, C0 = 0.19, n = 0.5; ◦, C0 = 0.09, n = 2;
Inset: variation of Cs vs z/∆, zoomed-in. κ = 0.41, von Karman constant; z0 =
10−4H, aerodynamic roughness length.
ous literature [44,53] or rigorous analytical results of turbulence statistics and spectra
corroborated with the moderately high-Reynolds number DNS data [76,77,85].
3.1.1 Choice of LES Parameters
In order to analyze the subgrid-scale model given by Eqs. (2.12)–(2.15), we plot the
dependence of the Smagorinsky coefficient Cs from Eq. (2.15) on the vertical distance
z in Figure 3.1. The purpose of our analysis is to choose the appropriate values of
the subgrid-scale model parameters C0 and n to use in spectral-element methods in
high-Reynolds number simulations of a neutral atmospheric boundary layer. Large
Eddy Simulations in a continuous Galerkin based SEM with Smagorinsky-type models
are not extensive in the community [86, 87] and even though some recent studies by
Lodato and coworkers [88, 89] have explored moderate Reynolds number LES in a
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Figure 3.2: Values of {C0, n} tuple used in the past literature in a parametric
space for wall-damped Smagorinsky model. MT (gray rectangular patch) – Mason
and Thompson (1992) [42]; P ,P2 – Porte-Age´l et al. (2000) [44]; B – Bou-Zeid et al.
(2005) [53]; M , – Meyers et al. [72]; M2 – Wu and Meyers (2013) [46]. C is the {C0, n}
parameter tuple recommended for the standard wall-damped Smagorinsky model with
SEM. {C0, n} corresponding to B,C,M and P2 are used in current simulations.
discontinuous flux based SEM framework, we don’t know of any attempts to use these
methods in the context of very high Reynolds numbers and atmospheric boundary
layer flows. As discussed earlier, the value of C0 controls the asymptotic value of the
Smagorinsky coefficient Cs away from the wall. In order to understand the influence of
the parameter n, the values of Cs for a fixed value of C0 = 0.16 and different values of
n = 0.5, 1, 2 are plotted in Figure 3.1a. Note that this plot is grid-dependent (as ∆ is
grid-dependent), and the Figure 3.1 is plotted for the baseline SEM grid (30×20×24
elements) used in the current simulations. We see that although the slope of Cs in
the limit of z → zwall does not depend on n which can also be understood from a
previously discussed near-wall scaling of lf (z) ∼ κ(z+ z0), the value of n controls the
growth of Cs in the inner layer and, specifically, lower values of n result in a slower
growth of Cs and a longer vertical distance it takes for Cs to saturate to its asymptotic
value of C0. This slow growth introduces a physically-relevant dependence of Cs on
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z/∆ in the inner layer that results in correct near-wall dynamics and represents
consistent trends of filter scales with grid-refinement. It is thus understandable that,
in order to provide comparable dissipation length scales in the outer region, higher
values of C0 are usually used with lower values of n: C0|n=0.5 > C0|n=1 > C0|n=2.
This is indeed reflected in the choice of parameters C0 and n reported in the previous
literature [5,42,44,53,72] and summarized here in a parametric form in Figure 3.2. The
dependence of Cs versus z for the current choice of parameters is shown in Figure 3.1b.
In addition to standard values of n = 1, 2, we also propose to explore a lower value
of n = 0.5 ({C0, n} = {0.19, 0.5}) than reported in the previous literature, which
corresponds to a slower growth of Cs in the inner layer and provides a better control
of near-wall dissipation length scales. We will show in Section 6.3 that this model
indeed performs remarkably well in the SEM LES of atmospheric boundary layer
flows and captures physically consistent near wall and outer layer eddies. Interesting
to note that the slower inner growth of Cs corresponding to C0 = 0.19, n = 0.5
is similar to the dynamic models of Porte´-Agel [44]. In addition, we also consider
an extremely low value of C0 = 0.09 with n = 2 similar to [72] in our simulations
and show that attempts to control the near-wall dissipation by lowering the value
of C0 without changing the near-wall growth of Cs (determined by n) results in an
unphysical turbulence in the current spectral-element method.
Considering also the variation in the filtering parameter kc in the near-wall model
as discussed in Section 2.3.2, Table 3.1 summarizes the list of cases investigated
in the current chapter involving a parametrically varying wall-damped Smagorinsky
model. It must be noted that both the Smagorinsky length scale lf as well as
the cut-off modes kc in near-wall model, incorporate artificial length scales into our
flow simulations. Our purpose is to analyze the behavior of the numerical models in
presence of these artificial length scales from the perspective of physics and develop
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a robust and physically consistent ABL model in the context of spectral elements.
Case kc/N {C0, n}
C160 n
2k
2/7
c (I) 2/7 {0.16, 2}
C160 n
2k
4/7
c (IIa) 4/7 {0.16, 2}
C90n
2k
4/7
c (IIb) 4/7 {0.09, 2}
C160 n
2k
6/7
c (III) 6/7 {0.16, 2}
C170 n
1k
2/7
c (IV) 2/7 {0.17, 1}
C170 n
1k
4/7
c (V) 4/7 {0.17, 1}
C170 n
1k
6/7
c (VI) 6/7 {0.17, 1}
C190 n
05k
2/7
c (VII) 2/7 {0.19, 0.5}
C190 n
05k
4/7
c (VIII) 4/7 {0.19, 0.5}
C190 n
05k
6/7
c (IX) 6/7 {0.19, 0.5}
Table 3.1: Suite of LES cases for the neutral ABL flow involving parametric varia-
tion. kc is the number of modes of cut-off filter per element in explicit filtering of the
NWM (see Appendix A.4) and N is the order of Lagrange-Legendre polynomial in
each element. {C0, n} are the tuning parameters of the wall-damped Smagorinsky
SGS model.
3.1.2 Computational Domain
N ex ×N ey ×N ez Nxyz ∆x/∆z ∆x/∆y ∆z/z0
30× 20× 24 5.02× 106 5.0265 1.33 27
Table 3.2: The baseline grid parameters for LES of atmospheric boundary layer
The computational domain is taken to be 2piH × piH ×H as in [54], with Re =
U∞H/ν = 1010, where U∞ is the streamwise velocity outside of the boundary layer.
The size of the computational domain ensures a sufficient decay of the streamwise
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auto-correlation length scale necessary to make periodic boundary conditions consis-
tent [1,90,91], and is also able to capture the appropriate scaling laws of the attached
eddies [60, 79] as reported in the previous DNS literature [76, 77]. The discretization
parameters of the computational domain are presented in Table 3.2. N ei represents
the number of elements in the ith direction and Nxyz is the global number of grid
points used in the computation. Also, ∆x/∆z, ∆x/∆y are the aspect ratios of the
spectral elements, where ∆x, ∆y, ∆z are the sizes of the spectral elements in the
respective directions. We use 7th order Lagrange-Legendre polynomials as the basis
functions resulting in 83 collocation nodes per element. All the analysis involving
the statistics and spectra in the later sections are carried out for the baseline grid in
Table 3.2. However the LES simulations have also been tested for five other coarsened
or refined grids for the grid sensitivity analysis in order to support the robustness of
the wall modelled LES. The detailed results of the grid sensitivity can be found in
Appendix C.
The minimum grid point wall-normal distance is ∆z/z0 ' 20, manifesting that
the first grid node does not resolve the geometric roughness and lies in the log-law
of the wall, consistent with wall modeling conceptualizations [54]. All the grids de-
signed for the current ABL are refined beyond the critical grid resolution required
for an accurate representation of the mean streamwise velocity statistics, as discussed
by Brasseur and Wei [45]. The three parameters identified by [45] (hereby referred
to as BW parameters) used for designing a high-accuracy zone (HAZ), are (a) Nδ,
the vertical grid resolution in the domain, (b) R, the ratio of the turbulent shear-
stress to the total stress in the first grid point from the wall, and (c) RLES, i.e.,
the Reynolds number based on the SGS eddy viscosity. According to Brasseur and
Wei [45], these three parameters need to be greater than some critical value to be in
HAZ. For brevity, we show the BW parameters for the different Smagorinsky based
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SGS models in Figure 3.3 only for the baseline grid. However, the conclusions can be
generalized for all the grids from Table C.1 in Appendix C. The vertical resolution
in spectral elements ensures that Nδ is well above the critical value N
∗
δ ∼ 45 − 50.
The other two parameters, R and RLES, are SGS model dependent, and are only
above their critical values indicating the appropriate accuracy of the model, for Cases
VII-IX (C190 n
05k
2/7
c , C190 n
05k
4/7
c , C190 n
05k
6/7
c ). For collecting statistics presented in the
manuscript, the statistical stationarity of the neutral ABL simulations was first en-
sured after ∼ 45Te, where Te = 2piH/U∞ is the flow through time, upon which the
temporal averaging of statistics and collection of instantaneous snapshots for spectral
analysis have been carried out for 120 Te time units.
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Figure 3.3: Three BW parameters [45] compared to their critical value BW ∗ =
{N∗δ ,R∗, R∗LES} plotted in a bar chart as BW/BW ∗ in our current wall-damped
Smagorinsky model for baseline grid (30×20×24 elements). Blue (left): Nδ/N∗δ ; Red
(middle): R/R∗, Brown (right): RLES/R∗LES. Black−− is the thresholdBW/BW ∗ =
1 above which the results are considered in a high-accuracy zone [45]. Please, refer
to Table 3.1 for Case numbering.
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3.2 Results and Discussion
In this section, we provide a detailed comparison of the results involving the mean
and turbulent statistics of our LES computations with the data from the previous lit-
erature [44,53]. The results are further corroborated by a rigorous multi-dimensional
spectral analysis which elucidates the flow physics in the inner and outer layer. In-
vestigation of the results involving the statistics and the spectra of our LES computa-
tions helps us suggest an accurate and reliable LES-NWM model for spectral element
computations, which can emulate the correct physics of the eddies in wall-bounded
turbulence. The results have been further supported by grid sensitivity analysis (see
Appendix C for details) which indicates that our conclusions are grid invariant and
the statistics has a leading order effect from the wall model LES and not from the
grid itself.
3.2.1 Law of the Wall: Mitigation of Log-Layer Mismatch
The theory of turbulent flows suggests that a well-defined region of a logarithmic
dependence of the mean streamwise velocity on the vertical distance form the wall
(log-law) persists due to a dominance of inertial scales in the inner layer correspond-
ing to the lower 10% of the boundary layer, z/H ∼ 0.1 [1]. The log-law can be
compactly represented in terms of the non-dimensional streamwise velocity gradient,
φ(z) = κz/uτdU/dz, which attains a value of one in the log layer (φ(z) = κz/uτdU/dz,
z/H ≤ 0.1) and deviates from one with φ(z) > 1, dφ(z)/dz 6= 0 beyond the inner
layer depicting the so-called wake region (for more details of the logarithmic regime
in high Re wall bounded turbulence, see, for example, a review by Smits et al. [75]).
Figures 3.4a–3.4d show that except for Cases C190 n
05k
j/7
c j = 2, 4, 6, all the current
LES models develop strong deviations from the logarithmic trend of as much as 40-
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60% at z/H < 0.1 known as log-layer mismatch (LLM). As was shown in Brasseur
and Wei [45], these log-layer mismatches in LES are likely to occur due to the pres-
ence of an artifial LES viscous sublayer. Similar to physical log-law deviations due
to the viscous sublayer in smooth-wall channel flows [90, 92], a numerical viscosity
(i.e. due to a subgrid turbulent viscosity and other algorithmic additions to the dis-
sipation) creates a numerical frictional layer that causes the overshoot. Interestingly,
as the true viscous overshoot scales with the viscous units (ν/uτ ) showing the same
location of the peak overshoot versus z+ for different Reynolds numbers [90, 92], the
LES overshoot scales with the “LES viscosity” (νLES/uτ ) showing the collapse of the
velocity gradient curves in the inner layer if plotted with these z+LES units [45].
The manifestation of similar effects in our simulations with wall-damped Smagorin-
sky model are evident in Figure 3.4. We can see that decreasing C0 to 0.09 from 0.16
with n = 2 fixed (Case C160 n
2k
4/7
c vs C090 n
2k
4/7
c )) decreases the overall eddy viscosity
in the LES computation, shifting the LLM peak from z/H = 0.05 to z/H = 0.02
towards the wall as seen in Figure 3.4c indicating the shorter extent of the LES eddy
viscosity sublayer. The peaks of the log-layer mismatch in Figure 3.4 from our current
SEM simulations are closer to the wall compared to the standard Smagorinsky model
in the literature [44, 53, 54]. We point out that in Cases C190 n
05k
j/7
c j = 2, 4, 6, the
dissipation is low enough that the inertial scales ∼ κz dominate over artificial viscous
scales, which completely eliminates the formation of the artificial sublayer and hence
LLM.
Effect of kc in the Near Wall Model
The effect of explicit filtering in the near wall model is not very conspicuously observed
in the near-wall region, z/H < 0.1, even though differences are visible in the far outer
layer. Explicit filtering retains the large-scale near-wall velocity structures for the
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Figure 3.4: Temporally and horizontally averaged normalized mean streamwise ve-
locity gradient Φ(z) vs z/H for SGS parameters (a) Cases C160 n
2k
j/7
c , j = 2, 4, 6 (b)
Cases C170 n
1k
j/7
c , j = 2, 4, 6 (c) Cases C
ξ
0n
2k
4/7
c , ξ = 16, 9 (d) Cases C190 n
05k
j/7
c , j =
2, 4, 6. LS-DSMG: Lagrangian scale dependent dynamic Smagorinsky model, Bou-
Zeid et al. [53]; Std. Smag. (Standard Smagorinsky), Bou-Zeid et al. [53]; S-
DSMG: spatially averaged Scale dependent dynamic Smagorinsky model, Porte´-Agel
et al. [44]. The dashed-gray line is demarcation between the inner and outer layer.
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model, while filtering out the smaller scales near the SGS limit. The fact that the log-
law of the wall has its significant contribution from the larger scales of motion [75,85],
is manifested in the slight reduction of log-layer mismatch, with increasing the cutoff
modes in filtering kc/N , from 2/7 to 4/7 (see Figure 3.6b, 3.6c). However excessive
filtering on horizontal velocity, especially in models where artificial viscous layer is not
formed (Cases C190 n
2k
j/7
c j = 2, 4, 6), can contribute to the underdissipative negative
log-layer mismatch as in Figure 3.6b for kc = 6/7. However, further studies of this
effect are needed to form a more complete description.
Figure 3.5: Horizontally averaged resolved streamwise variance u˜′2 normalized with
u2τ for different Smagorinsky based SGS models C
16
0 n
2k
4/7
c , C170 n
1k
4/7
c , C090 n
2k
4/7
c and
C190 n
05k
4/7
c compared against scale-dependant dynamic Smagosinky (S-DSMG) [44]
and wind tunnel experiment [74].
3.2.2 Reynolds Stresses
For completeness of the discussion, we present the results of the second order mo-
ments before moving on to the discussion of the spectral analysis in the subsequent
section. A comparison of the streamwise variance for the different model parameters
40
0 5 10
10−3
10−2
10−1
100
z
H
χ
2/u2
τ
−A1 log(
z
H
) +B1
 
 
u˜′2
v˜′2
w˜′2
-u˜′w′
(a)
0 5 10
10−3
10−2
10−1
100
z
H
χ
2/u2
τ
−A1 log(
z
H
) +B1
 
 
u˜′2
v˜′2
w˜′2
-u˜′w′
(b)
0 5 10
10−3
10−2
10−1
100
z
H
χ
2/u2
τ
−A1 log(
z
H
) +B1
 
 
u˜′2
v˜′2
w˜′2
-u˜′w′
(c)
0 5 10
10−3
10−2
10−1
100
z
H
χ
2/u2
τ
−A1 log(
z
H
) +B1
 
 
u˜′2
v˜′2
w˜′2
-u˜′w′
(d)
Figure 3.6: Variation of horizontally averaged resolved second order moments
χ2 = u˜′2, v˜′2, w˜′2,−u˜′w′ with z/H for different models (a) Case C160 n2k4/7c (b) Case
C170 n
1k
4/7
c (c) Case C090 n
2k
4/7
c (d) Case C190 n
05k
4/7
c . Solid black line: log-trend of
streamwise variance, A1 = 1.25 is the slope of the logarithmic trend [14, 79]. Dashed
black line: flat trend of kinematic shear-stress – equilibrium layer.
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of the wall-damped Smagorinsky model with previously published numerical simula-
tions [44] and laboratory scale experiments [74] can be found in Figure 3.5. To better
understand the near-wall analytical scalings of the variances, Figure 3.6 shows some
of the resolved second order moments or Reynolds stresses for various parametric
cases of Smagorinsky based LES model in logarithmic plot. Perry et al. [79, 93] per-
formed a detailed analysis of the overlap regions in the spectra of u˜′2, v˜′2, w˜′2,−u˜′w′
for wall-bounded turbulence, through the theory of an equilibrium layer supported
by their hot-wire experiments. They found the evidence of a logarithmic trend in
the streamwise and spanwise variance profiles, as well as a flat trend (independence
on z) in the wall normal variance and in the kinematic shear stress in the near wall
region z/H < 0.1. Such logarithmic trends of streamwise variance (observed only in
C090 n
2k
4/7
c , C190 n
05k
4/7
c ) were also documented in later experiments of wall bounded
turbulence using hot wires [74] and in the LES computations of rough wall ABL [14].
In our computations, it is only for the case C190 n
05k
4/7
c that we observe correct log-
arithmic trends of streamwise and spanwise variances, as well as flat trends of wall
normal variance and kinematic shear stress in the near wall region z/H ∼ 10−2−10−1
(see Figure 3.6d). Interestingly, a similar effect of an artificial secondary peak gener-
ation in streamwise variance is also observed in some experiments [74,75] due to the
presence of artificial length scale effects in hot wire probes.
3.2.3 Effect of Length Scales: Spectral Analysis
The spectral analysis of wall-bounded turbulence illustrates a clear picture of the
dynamics of turbulent eddies (see the review by Jime´nez (2012) [85]) responsible for
the specific mean and turbulent statistics as discussed in Sections 3.2.1, 3.2.2 above.
In a statistical sense, the near-wall dynamics of high Re turbulence is made up
of a hierarchy of self-similar coherent active wall normal motions, bearing Reynolds
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stresses [60, 78, 79, 93–95] whose length scales, λx ∼ O(z), and the velocity scales,
∼ O(uτ ). Apart from these eddies, also present are the quasi-inviscid, anisotropic and
horizontal inactive eddies with λx  O(z), “attached” in the sense of Townsend [60].
These inactive motions at distance z from the wall, can also be thought of as being
“active” at wall distances zλ  z, where zλ is the vertical wall distance of the order
of the length scale of inactive motions [85]. Larger coherent flow organizations in
wall-bounded turbulence, e.g., large scale motions (LSM ∼ 3H) and very large-scale
motions (VLSM,  3H), carying almost 50% of the kinetic energy and Reynold’s
stresses are beyond the scope of this paper, mainly due to a shorter computational
domain, and hence are not discussed here (for more details on LSM’s & VLSM’s,
please see [75,78,95–97]).
Figure 3.9a, 3.10a illustrates the grayscale temporal snapshots of the velocity mag-
nitude at the inner and outer layer for Case C190 n
05k
4/7
c . While near-wall streaks
representative of the attached inactive motions can be seen at the inner layer, the
outer layer structures are mostly large scale bulges lacking such anisotropic streak
features. Further in Figures 3.9, the instantaneous streamwise u and w velocities at
two different times have been documented in the xz plane at y = piH/2 (middle of the
spanwise extent). They indicate ramp like structures in the u velocity [98] and fine-
scale vertical velocity updrafts and downdrafts To complement them, Figures 3.10
shows the temporal snapshots of streamwise u velocity contours and in-plane v, w
velocity vectors at plane x = piH (middle of the streamwise extent) have also been
documented. These snapshots indicate the presence of circulations, representative
of the streamwise vortices and downdrafts from the outer-layer, which hints towards
the fact, that the inner and outer layer dynamics are not decoupled, rather the outer
layer motions strongly affects the inner layer.
Strong analytical and experimental evidence of two distinct “overlap” regions
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Figure 3.7: (a) A schematic of a near-wall 1D u spectra, depicting the scaling laws
and indicating the regions of k−1x & k
−5/3
x scaling (b) A schematic of near-wall 2D
premultiplied u, v, w energy spectra, with the linear λy ∼ λx and the power law
λy ∼ λ1/px scaling shown for u spectra. Both 1D and 2D spectra are representative of
the near-wall phenomenon. Spectral Ridge corresponds to a change of scaling from
linear to a power-law.
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Figure 3.8: Time-snapshot of velocity magnitude
√
u2 + v2 + w2, normalized by U∞
at xy plane for Case C190 n
05k
4/7
c . (a) Inner layer, z/H = 0.025. Black patch: 0.7U∞;
White patch: 0.5U∞ (b) Outer layer, z/H = 0.875. Black patch: U∞; White patch:
1.2U∞. Encircled region in (a): low velocity streaky flow, λx ∼ 16z.
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(a) (b)
(c) (d)
Figure 3.9: Time-snapshot of (a),(b) streamwise u and (c),(d) wall normal w velocity
normalized by U∞ at xz plane (y = piH/2) for Case C190 n
05k
4/7
c . Snapshots Te times
apart.
(a)
(b)
Figure 3.10: Temporal snapshot streamwise u contour and inplane v, w velocity
vector normalized by U∞ at yz plane (x = piH) for Case C190 n
05k
4/7
c . Snapshots 2Te
times apart.
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in the spectra of streamwise and spanwise turbulent intensities u′2, v′2 and single
“overlap” of Kolmogorov scaling for wall-normal turbulence intensity w′2 have been
found at very high Reynolds number wall-bounded flows [79, 93, 99]. The overlap
between the integral and the attached eddy length scales gives rise to the k−1x scaling
in streamwise energy spectra while the overlap between the attached eddy and viscous
/ Kolmogorov scales gives rise to the Kolmogorov k
−5/3
x law of the cascade [1,79], with
kx being the streamwise wave number (see the schematic in Figure 3.7a). Despite
some debate on the existence of the k−1x spectra [77, 100, 101], hot wire experiments
by [74,102–104] have shown that for moderately high Re wall-bounded turbulence, a
decade of range in the inverse law spectra can be observed in the near wall regime, at
around z/H . 0.01 − 0.02. Additionally, the data from the previous literature also
indicates a consistent region of k
−1/2
x scaling at larger scales, or smaller wavenumbers
kxz, before the “well-documented” k
−1
x region, at high Re atmospheric surface layer
experiments [105–108] and neutral atmospheric boundary layer simulations [44, 72].
Although this region was not explicitly discussed in the previous literature, we find a
strong evidence of this scaling predicted by our best-performing SGS model, {C0, n} =
{0.19, 0.5}, and present some additional results in support of this.
A more supportive picture can be obtained in the two-dimensional spectra scenario
for example, looking at a 2D energy spectrum premultiplied by wavenumbers kx, ky, as
in the schematic of Figure 3.7b. A self-similar linear-scaling λy ∼ λx exists for length
scales λx . 10z, which corresponds to the active wall-normal motions. These motions
are three dimensional motions, due to the presence of vertical energy (Eww) spectra.
The regime of larger length scales, λx & 10z (kxz ∼ 100), where the power-law scaling
is present, corresponds to the attached inactive motions, which are mainly horizontal
motions, as seen from the long-wavelength cut-off of vertical energy, Eww spectra.
(For more details of “active and inactive motions” see Ref. 60, 107, 109, 110).
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The basis of this power-law behaviour λy ∼ (λx)1/p has been discussed in details in
[76,77] and is mainly attributed to the effects of long-time dispersion of flow structures
in background turbulence. While p = 3 scaling occurs at low-speed regions of the
near wall streaks, dominated by shear, the p = 2 scaling is more generic, and is not
only formed at high-speed regions of the near wall streaks, dominated by a uniform
momentum, but also due to the dissipation in the outer layer. Figure 3.8a shows
the near-wall streaky flow, which has completely different flow structures than the
outer layer in Figure 3.8b, the latter being populated by much larger eddies and is
less coherent (the snapshots are shown for Case C190 n
2k
4/7
c ). It is to be noted that for
brevity and easy reference, we refer to the power scaling in Figure 3.7b at the top of the
contour as the “A” scaling, while that in the bottom of the contour as the “B” scaling.
It must be appreciated that a part of the region of 2D spectra between the “A” &
“B” power law scaling behaviour, corresponding to the attached inactive motions,
when integrated over the λz wavelength, would supposedly generate the classic k
−1
x
scaling law. More specifically, we would like to mention, that the community in favour
of the k−1x scaling [74, 79, 103, 104, 108], actually found evidence of this inverse law
in the regime of integration, just discussed. Additionally, even though the focus of
our computational study involves rough walls, previous literature [108, 111, 112] has
consistently shown that smooth wall scaling laws of attached eddies also hold for rough
walls and particularly if the roughness length is less than 2.5% of the boundary layer
thickness (z0/H = 10
−4 in the current simulations) as also predicted by Refs. 113,114.
1D Spectra
The comparison of the spectra for the LES models in our study (see Table 3.1) will be
based on the robust theoretical scaling laws of the active and inactive motions as dis-
cussed above, since these eddies comprize of the most important dynamics of the wall
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bounded flow. It must be noted that the length scale λx ∼ 10z is the barrier between
the active and inactive motions. The discussion in this section would not only lead us
to the most consistent model corresponding to the correct spectral behavior, but also
point to the implications of the incorrect scaling laws produced by the other models
in terms of numerically inconsistent physics of the active and inactive eddies. In the
subsequent analysis, the energy spectra, cospectra are calculated as Euu = 〈uˆuˆ∗〉,
φuw = 〈uˆwˆ∗〉, whereˆdenotes Fourier transform, ∗ denotes the conjugate transpose,
and 〈〉 denotes the temporal averaging.
In Figure 3.11, we plot the mean (temporally, horizontally averaged) streamwise
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Figure 3.11: Normalized streamwise energy spectra Euu(kx, z)/u
2
τz vs kxz at dif-
ferent normalized heights (a) ξ = z/H = 0.028, (b) ξ = z/H = 0.519 compared
against previous literature [44]. Case C160 n
2k
4/7
c (Dashed), C170 n
1k
4/7
c (Chain-dotted),
C090 n
2k
4/7
c (Dotted), C190 n
05k
4/7
c (Solid), Scale dependant Dynamic model [44] (Gray
circle)
energy spectra for different parameters of the Smagorinsky SGS model compared
against the scale-dependant dynamic model [44]. An excellent agreement in stream-
swise spectra for our best-performing model (C190 n
05k
4/7
c ) at different length scales
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(a) (b)
(c) (d)
Figure 3.12: Normalized streamwise energy spectra Euu(kx, z)/u
2
τz vs kxz at differ-
ent normalized heights ξ = z/H = 0.02, 0.1, 0.5, 0.75. (a) Case C160 n
2k
4/7
c (b) Case
C170 n
1k
4/7
c (c) Case C090 n
2k
4/7
c (d) Case C190 n
05k
4/7
c . Vertical dotted – kxz = 10
0
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Figure 3.13: Normalized streamwise energy spectra Euu(kx, z)/u
2
τz vs kxz at dif-
ferent heights ξ = z/H = 0.02, 0.1, 0.5 for different values kc/N = 2/7 (Solid),
4/7 (Dashed), 6/7 (chain Dotted) in explicit filtering of the NWM for models
{C0 = 0.19, n = 0.5}. Dashed circle – kxz = 100
with the state-of-the-art LES model [44] for the neutral atmospheric boundary layer
is notable. For the more detailed spectral analysis of the models, the variation of
streamwise energy spectra at four different heights is shown in Figure 3.12. It was
observed, that the effect of filtering in near wall models was not conspicuous in the
spectra, except for, perhaps, a very slight effect at the largest scales of motions. A
reference plot in Figure 3.13 for SGS model C0 = 0.19, n = 0.5, with different kc is
provided to support the claim above. From hereafter, we would tailor our discussions
mostly to the effect of SGS closures, since they have more significant impact on the
spectral results. Furthermore, it is worth mentioning that the spectral plots in the
current and subsequent sections are corroborated by a grid sensitivity analysis (see
appendix C for details) which illustrates the fact that the scaling laws and the shape
of the spectra have a more dominant effect from the wall model LES than the grid
itself.
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While Case C190 n
05k
4/7
c predics the correct −1 and −5/3 scaling law along with
the regime of change of the scaling at kxz ∼ O(100), the situation is quite differ-
ent for “overdissipative” (Cases C160 n
2k
4/7
c , C170 n
1k
4/7
c ) as well as “under-dissipative”
(C090 n
2k
4/7
c ) models. For Smagorinsky based over-dissipative models, the k
−5/3
x law
near the wall, z/H  0.1, is absent and the location of k−1x regime is shifted to larger
length scales with a much shorter extent, indicating that the change of scaling laws
occurs at kxz ∼ O(10−1). The −5/3 law cascade, however is recovered in the outer
layer, z/H > 0.1. What is surprizing, is that with “underdissipative effects” as in
Case C090 n
2k
4/7
c , the improvement in the spectral scaling near the wall is not notica-
ble. While the dissipation in the finer scales is indeed smaller, it still cannot recover
the −5/3 law and neither does it reflect the correct location of the k−1x law. The
under-dissipative effects are further pronounced at the outer layer, with the scaling
law of the power scales clearly deviating from the −5/3 law, manifesting an ineffi-
cient cascade. A point of further concern, is the region of k
−1/2
x scaling which was
also observed from the data of the previous literature [44,108], that is conspicuously
absent in all the models, except for case C190 n
2k
4/7
c .
The fact, that the extent and location of length scales of the k−1x scaling are not
captured in some of our LES simulations, e.g., Cases C160 n
2k
4/7
c , C090 n
2k
4/7
c , C170 n
1k
4/7
c ,
can be attributed to the effects of “incorrect SGS dissipation” at different distances
from the wall, as manifested by the 1D premultiplied streamwise energy spectra con-
tours kxEuu(kx, z)/u
2
τ in Figure 3.14. Figures 3.14a– 3.14c, clearly indicate that only
Case C190 n
05k
4/7
c shows the linear growth of length scales λx with distance z from the
wall, for a band of energy contours, corresponding to the logarithmic layer [74, 85].
While Case C160 n
2k
4/7
c , retains some of the linear scaling close to z/H ∼ 0.1, a sig-
nificant deviation from the linear trend occurs for scales λx < H. Case C
09
0 n
2k
4/7
c
displays, perhaps the worst behaviour, with non-linear scaling of λx vs z even for the
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Figure 3.14: Premultiplied normalized 1D spectra contour-map kxEuu(kx, z)/u
2
τ
for different LES models in streamwise wavenumber - wall normal distance plane.
Streamwise wave number λx and wall distance z are both normalized by ABL thick-
ness H. (a) Case C160 n
2k
4/7
c (b) Case C090 n
2k
4/7
c (c) Case C190 n
05k
4/7
c . Dashed line :
λx/H ∼ z/H.
larger scales of motion, λx ≥ H.
The discussion above suggests that a proper LES model should provide an opti-
mum amount of dissipation in each region, and simply lowering C0, while decreasing
the near-wall filter scales and improving the near-wall behaviour of the spectra, results
in underdissipation and incorrect scaling law predictions in the outer layer. Control
of the SGS dissipation through the change of the shape function in Eqs. (2.14), (2.15)
via the two parameters, C0 and n, that permits a slower growth rate of Cs in the
inner layer (Case C190 n
05k
4/7
c ), provides an appropriate amount of dissipation for both
the inner and the outer layers in the current SEM method.
52
We plot the shear stress spectra for the parametric variation of wall-damped SGS
models at a fixed kc/N = 4/7 (Cases C
16
0 n
2k
4/7
c , C090 n
2k
4/7
c , C170 n
1k
4/7
c , C190 n
05k
4/7
c ) in
Figure 3.15. Similar to the streamwise spectra (Figure 3.12), distinct scaling laws
also exist in the shear stress spectra. Corresponding to the two overlap regions in
the Euu spectra [79], i.e., k
−1
x and k
−5/3
x laws, one will also have k0x and k
−5/3
x re-
gions in the Eww spectra [76, 79, 114]. For the near-wall organized motions carry-
ing significant amount of Reynolds stresses, the large and intermediate-scale orga-
nized motions near the wall should be well correlated in terms of u,w motions, i.e.,
φuw(kx, z) ≈ Euu(kx, z)1/2Eww(kx, z)1/2, where φuw is the spectra of the kinematic
shear stress −u′w′ [76]. Correspondingly, the scaling laws of the two overlap regions
of the cospectra, φuw(kx, z), would be k
−1/2
x and k
−5/3
x laws, respectively, with smaller
scales in the far-outer region depicting the classical k
−7/3
x law [114–116].
We observe, that only for the Case C190 n
05k
4/7
c we can capture the theoretical scal-
ing laws of the shear stress spectra in the inner and outer wall regions. Case C090 n
2k
4/7
c ,
even though retains the k
−1/2
x and k
−5/3
x laws in the near wall region, depicts strong
deviation from the k
−5/3
x , k
−7/3
x scaling laws in the outer layer. However, the overdis-
sipative models, Cases C160 n
2k
4/7
c and C170 n
1k
4/7
c , cannot even predict the first overlap
region, illustrating an incorrect slope of what seems to be closer to k
−3/4
x rather than
the expected k
−1/2
x , even though the intermediate /small scale laws, k
−5/3
x , k
−7/3
x are
captured quite well. This incorrect k
−3/4
x scaling will be elaborated upon further in
the next section. Additionally, in all models except for the Case C190 n
05k
4/7
c , the nor-
malized streamwise energy spectra and cospectra at different heights do not collapse
well in the overlap regions specifying that they do not scale well with u2τz specifically
in the near-wall region.
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Figure 3.15: Normalized shear stress spectra φuw(kx, z)/u
2
τz vs kxz at different nor-
malized heights ξ = z/H = 0.02, 0.1, 0.5, 0.75. (a) Case C160 n
2k
4/7
c (b) Case C170 n
1k
4/7
c
(c) Case C090 n
2k
4/7
c (d) Case C190 n
05k
4/7
c .
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Near Wall Correlations
To understand the counter-intuitive behavior of the dissipative Smagorinsky models
in affecting the larger length scales of the Reynolds stresses (manifested by the fact
that models C160 n
2k
4/7
c , C170 n
2k
4/7
c predict a k
−3/4
x scaling law instead of a k
−1/2
x law of
the shear stress spectra as seen in Figure 3.15a, 3.15c), we try to investigate how the
u,w wall correlations of the near-wall organized structures are affected by the para-
metric variation of SGS models. The plots of Euu, Eww, φuw at two different normal-
ized heights ξ = 0.02, 0.025 for the Cases C160 n
2k
4/7
c , C090 n
2k
4/7
c , Nσk
4/7
c , C190 n
05k
4/7
c are
shown in Figure 3.16. It was observed that well correlated scaling laws in the near wall
corresponding to φuw ≈ E1/2uu E1/2ww exist only for the models C160 n2k4/7c , C170 n1k4/7c , C190 n05k4/7c .
For the correlated regions in the overlap, if Euu ∼ A1u2τk−lx , Eww ∼ A3u2τk−mx , and
φuw ∼ A13u2τk−nx , one would require n = (l +m)/2 [79].
We list the observed scaling laws for Euu, Eww, φuw for the first overlap region
Case Euu scaling Eww scaling φuw scaling Observed kxz range ρuw = A13/
√
A1
√
A3
C160 n
2k
4/7
c k−1x k
−1/2
x k
−3/4
x kxz < 10
−1 0.8243
C170 n
1k
4/7
c k−1x k
−1/2
x k
−3/4
x kxz < 10
−1 0.825
C090 n
2k
4/7
c k−1x k
−1/4
x k
−1/2
x kxz < 10
−1 –
C190 n
05k
4/7
c k−1x k
0
x k
−1/2
x 10−1 < kxz < 100 0.8333
Table 3.3: Near wall u,w scaling laws, their correlation coefficient in the first over-
lap region (k−1x region of Euu spectra) and wavenumber range for four different para-
metric variations of the wall-damped SGS model C160 n
2k
4/7
c , C170 n
1k
4/7
c , C090 n
2k
4/7
c ,
C190 n
05k
4/7
c .
Case Euu scaling Eww scaling φuw scaling Observed kxz range ρuw = A13/
√
A1
√
A3
C190 n
05k
4/7
c k
−1/2
x k0x k
−1/4
x kxz < 10
−1 0.8365
Table 3.4: Near wall u,w scaling laws, their correlation coefficient for the large-scale
motions (k
−1/2
x region of Euu spectra) and wavenumber range for the Case C
19
0 n
05k
4/7
c .
55
10−2 10−1 100
10−1
100
101
102
kxz
E
χ
χ
(k
x
,z
)/
u
2 τ
z
 
 
k−1xk−3/4x
k−1/2x
Euu(kx, z)
Eww(kx, z)
φuw(kx, z)
(a)
10−2 10−1 100
10−1
100
101
102
kxz
E
χ
χ
(k
x
,z
)/
u
2 τ
z
 
 
k−1xk−3/4x
k−1/2x
Euu(kx, z)
Eww(kx, z)
φuw(kx, z)
(b)
10−2 10−1 100
10−1
100
101
102
kxz
E
χ
χ
(k
x
,z
)/
u
2 τ
z
 
 
k−1xk−1/2x
k−1/4x
Euu(kx, z)
Eww(kx, z)
φuw(kx, z)
(c)
10−2 10−1 100
10−1
100
101
102
kxz
E
χ
χ
(k
x
,z
)/
u
2 τ
z
 
 
k−1xk−1/2x
k0x
Euu(kx, z)
Eww(kx, z)
φuw(kx, z)
(d)
Figure 3.16: Near wall u,w spectral correlation scale comparing Eχχ(kx, z) =
Euu(kx, z), Eww(kx, z), φuw(kx, z) all normalized with u
2
τz at normalized wall distance
ξ = 0.02, 0.025. (a) Case C160 n
2k
4/7
c (b) Case C170 n
1
σk
4/7
c (c) Case C090 n
2k
4/7
c (d) Case
C190 n
05k
4/7
c . Solid – z/H = 0.02, Dashed – z/H = 0.025
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(corresponding to a k−1x region of the streamwise spectra) for the models C
16
0 n
2k
4/7
c ,
C090 n
2k
4/7
c , C170 n
1k
4/7
c , Nσk
4/7
c , C190 n
05k
4/7
c , together with the correlation coefficient
ρuw = A13/(
√
A1
√
A3), in Table 3.3. The correlation coefficient is expected to be
high for well correlated models. The Table 3.3 confirms that the models C160 n
2k
4/7
c ,
C170 n
1k
4/7
c , C190 n
05k
4/7
c depict the presence of the near-wall correlation, with the value
of the correlation coefficient roughly at ∼ 83%. Although the models C160 n2k4/7c ,
C170 n
1k
4/7
c do reveal the wall correlation, the scaling laws for the co-spectra are incor-
rect, which, as can be seen from Figures 3.16a and Table 3.3, comes from the incorrect
Eww spectra. It is the model C
19
0 n
05k
4/7
c that not only produces the near-wall cor-
relations, but also gives the correct scaling laws for the correlations. Interestingly,
for model C090 n
2k
4/7
c , although it produces the correct scaling for the co-spectra, the
near-wall correlation does not exist due to, again, a wrong scaling of the w compo-
nent [14].
Table 3.3 also lists the range of kxz values where the scalings characteristic
to the region were observed. Note that it is kxz < 10
−1 for the three models
C160 n
2k
4/7
c , C170 n
1k
4/7
c , C190 n
05k
4/7
c , and 10−1 < kxz < 100 for the model C190 n
05k
4/7
c .
The correlations that we see in the near-wall spectra are associated with the attached
inactive motions as discussed in the previous section. The Case C190 n
05k
4/7
c predicts
the correct upperbound of the active wall normal motions, kxz ∼ 100 corresponding
to λx/z ∼ O(101), while the other three Cases C160 n2k4/7c , C090 n2k4/7c , C170 n1k4/7c , over-
predict the size of these active motions by a decade, kxz ∼ 10−1, or λx/z ∼ O(102),
in addition to producing an incorrect scaling in Cases C160 n
2k
4/7
c , C170 n
1k
4/7
c , and un-
correlated u,w motions in the Case C090 n
2k
4/7
c . We must mention that the Case
C190 n
05k
4/7
c predicts the Euu ∼ k−1/2x scaling for such large-scale eddies, kxz ∼ 10−1,
λx/z ∼ O(102), see Table 3.4, consistent with the previous observations at high
Reynolds numbers [44,108], which are also well correlated, with the same correlation
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coefficient of ∼ 83% as the k−1x law. As discussed in Section 3.2.3, we surmise that
the −1/2 scaling law might possibly be a modification to the k−1x scaling with certain
correction factors as predicted in [76], but also caution the readers that careful anal-
ysis needs to be performed at larger computational domains before we can conjecture
on the possible implication of −1/2 region [77].
3.2.4 2D spectra
While the analysis of 1D spectra depicts the inner and outer layer streamwise
length scales of the eddies affected by SGS dissipation, they cannot predict the struc-
ture of the eddies being influenced by the LES dissipation. The potential of 2D spec-
tra in identifying eddy structures have been long realized since the last two decade
in simulations [76–78,117] and experiments [74,75,103,118]. In the above works, 2D
spectra has been utilized to estimate the streamwise and spanwise length scales of
the near wall eddies consistent with the Townsend’s attached eddy hypothesis [60] in
wall bounded turbulence.
Figure 3.17 shows the 2D premultiplied streamwise energy spectra, kxkyEuu(kx, ky, z),
in the plane of streamwise-spanwise wavelengths for different SGS models as in Cases
C160 n
2k
4/7
c , C090 n
2k
4/7
c , C190 n
05k
4/7
c . Similar to the 1D spectra, the effect of explicit fil-
tering has been found to be inconsequential to the analysis of active and inactive
length scales and their scaling laws and has been omitted from discussion from here
onwards. We compare the spectral results with kc = 4/7, since this value of cut-off
together with our model Case C190 n
05k
4/7
c , gives the best results for the log-law of the
wall.
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Figure 3.17: Premultiplied 2D streamwise energy spectra kxkyEuu(kx, ky) in
streamwise-spanwise wave number plane, λx/z and λy/z, normalized with inertial
length scale z, λx,y = 2pi/(kx,y). (a) Case C
16
0 n
2k
4/7
c (b) Case C170 n
1
σk
4/7
c (c) Case
C090 n
2k
4/7
c (d) Case C190 n
05k
4/7
c . All plots are at 5 different heights ξ = z/H =
0.015, 0.025, 0.1, 0.375, 0.5, with lighter line color shades with increasing ξ. All con-
tours are at 0.125 times of maximum. Dashed black – λy/z ∼ λx/z; Dotted black –
λy/z ∼ (λx/z)1/2; Chain dotted black – λy/z ∼ (λx/z)1/3.
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Inner Layer
The theoretical scaling laws of λx, λy in the inner layer (ξ < 0.1) can only be observed
in Case C190 n
05k
4/7
c with the active motions corresponding to λy ∼ λx extending from
the minimum resolved length scale to λx ∼ 10z at the spectral ridge, beyond which
the attached inactive motions initiate with the power law scaling (see the schematic
in Figure 3.7b in Section 3.2.3 for details), as can be judged from Figure 3.17d.
For overdissipative cases like C160 n
2k
4/7
c , Figure 3.17a, 3.17c, or underdissipative
cases like C090 n
2k
4/7
c , Figure 3.17b, the near-wall dynamics are heavily influenced. For
case C160 n
2k
4/7
c , the linear scaling λy ∼ λx of the active motions persists for scales
λx ∼ 100z, and the power law “A” scaling corresponding to p = 3 (attached inactive
motions) is completely absent. However, traces of 1/3 law “B” scaling can still be
found for cases C160 n
2k
4/7
c , C170 n
1k
4/7
c . It is suspected, that the absence of a conspicuous
inactive eddy region is responsible for the smaller regime of k−1x in the 1D u spectra
(see Figure 3.12a) that also occurs at larger length scales than anticipated. For Case
C090 n
2k
4/7
c , however, even though the scaling corresponding to the active motions are
present at λx < 10z, none of the power-law “A”, “B” (p = 3) scalings corresponding
to the inactive motions can be conspicuously identified in the near wall region.
Outer Layer
However, at the outer-layer, (ξ > 0.1), the models C160 n
2k
4/7
c , C190 n
05k
4/7
c predict the
square-root scaling, λy/z ∼ (λx/z)1/2 corresponding to the longer-narrower structures
(λx > λy). The square-root scaling analysis in the outer layer would be similar to
that of the inner layer, mainly due to similar dynamics of long term dispersion of
background turbulence (see [76, 77] for details). This is, however, not the case for
the model C090 n
2k
4/7
c , where no such square root scaling is distinctly identified, as we
60
λx/z
λ
y
/
z
 
 
100 101 102
100
101
102 Euu
Evv
Eww
φuw
(a)
λx/z
λ
y
/
z
 
 
100 101 102
100
101
102 Euu
Evv
Eww
φuw
(b)
λx/z
λ
y
/
z
 
 
100 101 102
100
101
102 Euu
Evv
Eww
φuw
(c) (d)
Figure 3.18: (a)–(d) Premultiplied 2D streamwise energy spectra kxkyEξξ(kx, ky, z)
(ξ = u, v, w) and cospectra kxkyφuw(kx, ky) in streamwise-spanwise wave number
plane at z/H = 0.15. (a) Case C160 n
2k
4/7
c (b) Case C090 n
2k
4/7
c (c) Case C190 n
05k
4/7
c .
Premultiplied spectra of Euu, Evv, Eww, φuw are plotted in progressively lighter shades
of gray. The contours in (a)–(d) are at 0.4 times of their maximum. Dashed black
– λy/z ∼ λx/z ; Chain dotted black – λy/z (λx/z)1/3 (e) Premultiplied 2D energy
spectra and cospectra of channel flow taken from Jime´nez [85] reproduced with the
permission of Annual Review of Fluid Mechanics, Volume 44, 27-45 (2012) by Annual
Reviews, http://www.annualreviews.org.
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move into the far-outer layer. It is perhaps not hard to associate this absence of the
square root scaling in the outer-layer, with the absence of a proper −5/3 law cascade
of the 1D spectra, all indicating towards the underdissipative effects.
In order to understand the implications of the presence or absence of the scaling
laws as described above, we also plot all the u, v, w energy and u′w′ shear-stress spec-
tra at z/H = 0.15 in Figures 3.18a – 3.18c, obtaining qualitatively similar structures
as in Ref. 85 (reproduced here in Figure 3.18d). While Case C190 n
05k
4/7
c displays a
qualitatively similar picture with the DNS of the channel flow simulations in Ref. 85,
with some minor discrepancies arising due to a difference in the domain size, the
situation is quite different for Cases C160 n
2k
4/7
c , C090 n
2k
4/7
c . Due to the overdissipative
effects of cases C160 n
2k
4/7
c , for scales λx > 10z, the linear scaling persists for the u
spectra, and also w spectra erroneously extends to these large scales, implying that
the 3D active turbulent motions become artificially large for case C160 n
2k
4/7
c , extend-
ing to scales where the two dimensional inactive motions should have been present.
For the underdissipative case of C090 n
2k
4/7
c , the scale λx ∼ 10z corresponds to the
long-wavelength cutoff for the w spectra, which is physically consistent from the per-
spective of the size of the active motions. The 1/3 scaling law, however is absent.
The above observations are the indication of a requirement of an optimal SGS
dissipation in our spectral-element LES models, which can be further illustrated if
we look into the 2D premultiplied enstrophy spectra (kxkyEωω = kxky〈ωˆωˆ∗〉, ωˆ is
the Fourier transform of vorticity) in Figures 3.19a, 3.19b. Enstrophy is often con-
sidered as a surrogate for the turbulent dissipation [117, 119, 120], and in our case
it is a good representative of the total (i.e., Kolmogorov + SGS) dissipation in the
LES models. For Cases C090 n
2k
4/7
c , C190 n
05k
4/7
c , the smallest scales of motion in the
near-wall dissipation (ξ = z/H = 0.025) are λx < 10z. In Case C
16
0 n
2k
4/7
c , a se-
vere near-wall dissipation hinders the growth of small scale dissipative eddies, and
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Figure 3.19: Premultiplied enstrophy spectra kxkyEωω(kx, ky, z) in the streamwise-
spanwise wavenumber plane for different cases C160 n
2k
4/7
c , C090 n
2k
4/7
c , C190 n
05k
4/7
c . (a)
contour level of 25% of the maximum. (b) contour level of 50% of the maximum.
ξ = z/H, is the normalized distance from the wall. Solid line – Case C160 n
2k
4/7
c ,
Dashed line – Case C090 n
2k
4/7
c , Chain dotted line – Case C190 n
05k
4/7
c .
the smallest resolved scales are λx & 10z that correspond to the range of attached
inactive motions. In the outer layer (ξ = z/H = 0.75), the dissipation character-
istics for Cases C160 n
2k
4/7
c , C190 n
05k
4/7
c collapse, confirming the correct −5/3 cascade
seen in Figures 3.12a, 3.12c, 3.12d, while for the Case C090 n
2k
4/7
c (Figure 3.12b), the
largest scales involved in the outer-layer dissipation are much smaller than in the
Cases C160 n
2k
4/7
c , C190 n
05k
4/7
c , revealing an inefficient cascade.
In general, before we conclude, a brief Summary of the behaviour of the wall-
damped Smagorinsky based SGS models with different parameters is presented in this
paragraph. Figure 3.20 is a qualitative sketch (picture not to scale) of the attached
eddies (hairpin vortices attached to the “wall” at an acute angle ∼ 10◦) obtained from
the spectral information as discussed above. The representative hairpin-like eddy I
is of length scale λx  10z, and hence at the height of z, it would essentially rep-
resent a horizontal two component u, v flow [79] corresponding to attached inactive
motions. Eddies of scale λx ∼ O(z) (representative eddies II, III) are responsible
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for the 3D active motions. For an overdissipative model, the eddy viscosity results
in the mixing of the eddies near the wall and attenuation of the small scale phe-
nomenon. This inflicts an artificial abundance of the active eddies of the O(z) scale,
and hence the 3D motions (averaged over all eddies) extend to longer scales as seen
in Figure 3.18a, which is schematically illustrated in Figure 3.20a. This also weakens
the vertical near-wall motions (w) manifested by the attenuation of w˜′2 in Figure 3.6.
An underdissipative case (Figure 3.20b) actually allows for much smaller eddies near
the wall to be sustained, but an inefficient forward energy cascade in the outer layer
(see Figure 3.12c) results in a pileup of energy at smaller length scales. For the op-
timally dissipative case (Figure 3.20c), the size of the near wall eddies represents the
correct distribution of the length scales of the near-wall eddies [79] that eliminates
the presence of “artificial viscous sublayer”, in concordance with the Townsend’s at-
tached eddy hypothesis [60]. The Table 3.5 further summarizes the scaling laws and
the observed correct or incorrect physics of the inner and outer layer eddies with the
different parameters of the Smagorinsky-based SGS models.
LES Models LLM TS Trends Euu ∼ k−1/2x Eww ∼ k0x λy ∼ λ1/2x −5/3 scaling SR Location
C160 n
2k
4/7
c Yes Incorrect No No Yes Yes Incorrect
C170 n
1k
4/7
c Yes Incorrect No No Yes Yes Incorrect
C090 n
2k
4/7
c Yes Incorrect No No No No Incorrect
C190 n
05k
4/7
c No Correct Yes Yes Yes Yes Correct
Table 3.5: A summary of the behaviour of different SGS models C160 n
2k
4/7
c ,
C170 n
1k
4/7
c , C090 n
2k
4/7
c , C190 n
05k
4/7
c compared against 9 important trends in physical
and spectral domain that represent inner and outer layer physics. (i) LLM – Log
Layer Mismatch, (ii) TS trends – scaling trends in the vertical variation of turbulent
stresses near the wall at z/H < 0.1, (iii) k
−1/2
x scaling of the streamwise spectra near
wall. (iv) k0x scaling of the wall-normal spectra near the wall, (v) λy ∼ λ1/2x scaling
of premultiplied 2D streamwise spectra at the outer layer, (viii) k
−5/3
x scaling of the
velocity spectra and cospectra at the outer layer, (ix) SR location – location of the
spectral ridge where linear to power law scaling transition occurs for premultiplied
2D streamwise spectra, serving as a barrier between active and inactive motions.
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(a) (b)
(c)
Figure 3.20: Sketch (not to scale) of the near wall dynamics for (a) overdissipative
(C0 = 0.16, n = 2), (b) underdissipative (C0 = 0.09, n = 2) and (c) optimally dissipa-
tive (C0 = 0.19, n = 0.5) wall-damped Smagorinsky SGS models. Attached eddies are
illustrated using hairpin vortices. I, II, III are the representative eddies at different
wall locations.
65
3.3 Conclusion
The current studies involving the different LES models not only provide the design
procedure for the reliable yet inexpensive SGS models in spectral element framework,
but also focus on another important aspect – the behaviour of the eddies in wall-
turbulence, under the influence of artificial length scales introduced by Smagorinsky
based subgrid-scale eddy viscosity closures.
We found that the LES results are extremely sensitive to the parameters of the
subgrid-scale closure model, and the Smagorinsky based SGS models need to be “op-
timally tuned” to retrieve the correct flow physics. Our results have been further
strengthened by grid sensitivity analysis (Appendix C) which also manifests the ro-
bustness of the proposed LES models designed in spectral element framework. It has
been observed that the elimination of the effect of artificial SGS filtering length scales
in our LES model is possible by reducing the growth rate of the filter scale lf near
the wall by reducing n while simultaneously increasing C0 slightly, to a threshold,
beyond which the physical length scales become dominant, which helps produce the
correct turbulent statistics and spectra. The results, on the other hand, are not sig-
nificantly affected by the explicit filtering in the near-wall modelling, except, perhaps,
the amount of Log Layer Mismatch and the spectra in the largest scales of motions
near the wall. The exact reason is still not entirely understood and requires further
investigation, but it can be attributed to the amount of removal of the near-wall dis-
sipative scales through filtering. Based on our computations, the model C190 n
05k
4/7
c is
advocated to be the best model used for LES in a spectral element framework.
Investigating the physics of the “artificial length scales” of the different LES mod-
els helps build the fundamental understanding of the inner and outer layer eddies as
well as the effect of the SGS closure on the formation of “eddy viscosity” sub-layer.
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The principal findings in the current work are summarized below, by the following
points:
(i) Apart from influencing the fine-scale dissipative eddies and the energy cascade
(−5/3 law) near wall, the Smagorinsky based SGS models are also found to
affect the larger scales as well, e.g., the active and inactive motions.
(ii) Overdissipation of the Smagorinsky SGS models affects the lengthscales of the
3D active motions in the inner layer, making them as large as the 2D inactive
ones possibly due to “mixing of eddies”. The absence of conspicuous regions of
inactive motions can be correlated with smaller, erroneous, regime of the k−1x
law.
(iii) Underdissipation of SGS models results in the larger scales of motion at the
outer layer not loosing enough energy, through the transfer mechanism (SGS
dissipation). This is supposedly reflected in the incorrect scaling and hence
dynamics of the attached inactive motions near the wall, supporting the fact
that the outer-layer motions also influence the near-wall structures.
(iv) Both the effects of over and under-dissipation in Smagorinsky based models
detrimentally influence the near-wall organization, more severely through the
vertical energy, or w spectra, resulting in incorrect u,w correlations near the
wall. For over-dissipation, the effect of incorrect w spectra is also seen in ex-
tending the length scales of 3D active motions.
(v) In the outer layer, the correct prediction of −5/3 scaling law as seen in the u
spectra is inherently related to capturing the square-root scaling of 2D u spectra
corresponding to dispersion of eddies in background turbulence.
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These outcomes indicate that “optimum LES dissipation”, both in the inner and
the outer layer, is required for correctly resolving the large-scale flow physics in neutral
ABL flows. Consequently, it is reasonable to conclude that the log-law of the wall,
the location of k−1x law, and the scaling of the active and inactive motions near the
wall, are closely associated with the proper SGS dissipation in every region of the
flow. From a practical viewpoint, our study shows that the “optimal dissipation”
can still be obtained from a fine-tuned standard wall-damped Smagorinsky model,
without having to use more expensive dynamic models.
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Chapter 4
MODULATION OF LARGE SCALE COHERENCE IN PERIODIC WIND FARMS
4.1 Introduction
Large organized arrays of wind turbines stretching over a span of tens of kilometers
in the horizontal direction, commonly known as wind farms [6,7,121], are convention-
ally used to extract wind energy from the atmospheric boundary layer (ABL) since
the last two decades. Efficient design and operation of large wind farms not only re-
quires the presence of high mean wind speed U¯ (annual mean) at hub-height location,
but also benefits from specific considerations regarding wind turbine position, e.g.,
the inter-turbine streamwise and spanwise distance, staggered vs. aligned arrange-
ments, etc [122–126]. The dynamics of the power extraction by the wind turbines
in a farm are very different and far more complicated than those of a stand-alone
turbine [5, 16, 20]. As an example, our recent study [127] has revealed that large
scale structures with length-scales of the order of ten turbine rotor diameters (D)
made significant contribution to the power generated by the wind turbines in a farm,
which have not been observed so far in lone-standing turbines. While the presence of
length scales ∼ D contributing to the turbine power in wind farms is intuitive and
was reported recently [19, 20], the current literature lacks an organized study on the
contributions of still larger scales of motion ( D) in the wind farms. Large scale
structures near the wall are known to carry significant amount of turbulent kinetic
energy and Reynolds stresses in wall bounded turbulence and were the subject of
many recent studies in canonical and boundary layer flows [94–96,107,108,128,129],
but not so much is known about the behaviour of such structures in the region of
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wind turbine wakes. Understanding the physics of large scale structures and their
organization (coherence) influencing the wind turbines is important for characteriza-
tion of wind turbine wake dynamics and power generation. These structures can also
potentially serve as an important metric apart from the hub-height mean wind speed
in selecting land locations of wind farms.
Large wind farms are usually studied as infinite wind farms in the asymptotic
limit [5,23,24], invoking streamwise-spanwise homogeneity through periodic boundary
conditions. In this framework, the flow is “fully developed” and the wind turbine ar-
ray imposes an additional geometric roughness z0,hi, and friction velocity u∗,hi (scales
with streamwise–pressure gradient as u2∗,hi/H = −1ρ∂p/∂x [5]) which are higher than
the bottom wall aerodynamic roughness z0,lo and wall friction velocity u∗,lo =
√
τw/ρ
(τw is the wall-shear stress) imposed by the topography of the land [44, 45, 54, 130].
The wind turbine array roughness z0,hi ∼ zh/sxsy is influenced both by the turbine
hub-height zh, as well as non-dimensional streamwise, spanwise turbine spacing pa-
rameters sx, sy (sxD, syD are the physical turbine spacings in multiples of the rotor
diameter D). Analogous to the rough wall boundary layer flows, the concept of infi-
nite wind farms provides a consistent way to study the influence of vertical physics
in ABL turbulence due to the presence of wind turbines [5, 127, 131, 132]. Previous
literature have also illustrated the dominance of the vertical physics compared to the
homogeneous horizontal counterpart in very large wind farms and have established
that the vertical entrainment of mean kinetic energy (MKE) through turbulent shear
stress flux, is responsible for the power generated by the turbines [5,23,24,132,133].
To the authors knowledge, there was only one recent study on large wind farms that
commented on the presence of large scale energetic counter-rotating roller modes in ki-
netic energy entrainment deduced by Proper Orthogonal Decomposition (POD) [134],
despite the fact that large scale organizations in MKE transport play a significant role
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in the power generated in large farms. In this work, we aim to analyse the physics
of the large-scale structures in wind farms and investigate how they are influenced
by the important farm design parameters, like wind turbine hub-height zh, and the
non-dimensional streamwise, spanwise inter-turbine distances (sx, sy). It must be
appreciated that the present work focuses on the global transport of the MKE flux
in the computational domain, from the top wake region, zh + D/2, to the bottom
wake region, zh−D/2, or vice-versa, and does not attempt to comment on how they
correlate to the localized energy transfers in the wind turbine rotor region. This
study is expected to improve the understanding of the MKE transport responsible
for wind turbine power and the length scales involved, and also elucidate towards
an efficient wind farm design that could position the wind turbines to systematically
utilize the large scale structures near and around them. The numerical studies in this
work involving wind farms in ABL at Re ∼ O(1010) are performed in a framework of
Large Eddy Simulations with near wall modelling. The wind turbine forces are mod-
elled using the state-of-the-art actuator line model [12], without resolving the turbine
blades. Additionally, the use of periodic boundary conditions in our computations
allows us to use Fourier transform in the horizontal directions and define the length
scales (wavelengths) as the inverses of wavenumbers kx, ky.
4.2 Computational Setup
The computational domain utilized in this work to approximate the infinite wind
farm setting is of rectangular geometry with dimensions 2piH × piH ×H or 20piD ×
10piD × 10D (H, D are the ABL thickness and the rotor diameter respectively), as
in [5] (see a schematic in Figure 5.1 for details).
Wind turbines of fixed rotor diameter D = 0.1H are placed in the computational
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Figure 4.1: Computational domain showing the 8× 6 periodic arrangement of wind
turbines for the baseline case I. Hub height zh, and rotor diameter D set to 0.1H.
The dashed white arrows indicate the direction of mean wind flow.
domain as organized arrays. Table C.1 documents the geometrical and computa-
tional parameters of the layout for the four cases simulated. The Reynolds number
Re = U∞H/ν ∼ 1010 has been set for all the cases, where U∞ is the mean streamwise
velocity at the top-edge of the boundary layer, which can be thought of as a represen-
tative of the geostrophic velocity in atmospheric flow driven by the pressure gradient
and Coriolis forces [24,25]. Normalization with U∞ was found to provide a meaningful
comparison of variables between the different cases in the periodic wind farm setting.
Case I is considered as a baseline case with sx = 7.85, sy = 5.23, and a hub height
zh = D = 0.1H located in the inner layer. Case I has been chosen as a standard test
case considered in several other studies [5,126,134] and is consistent with the param-
eters of realistic wind farms in United States and Europe. Cases IIa and IIb, (see
Table C.1), will provide a way to study the influence of the streamwise and spanwise
turbine distances on the large scale structures in the MKE transport, while Case III
will contribute to our understanding of the MKE transport with a higher hub-height
reaching into the outer layer (zh = 0.33H), where the influence of the wall is dimin-
ished as compared to zh = 0.1H. The bottom wall roughness z0,lo = z0 = 10
−4H
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induced by topography is constant through all our simulation cases I,IIa,IIb and III.
While the geometric roughness z0,hi as a function of (zh, sx, sy) can be calculated from
the LES simulation data, the geometric roughness by the wind turbines can also be
apriori estimated from the roughness measure by Lettau [135], z0,Lett = zhpi/8sxsy.
A comparison of Lettau roughness normalized by the aerodynamic wall roughness,
z0,Lett/z0 in Table C.1 clearly indicates that the geometric roughness is an order of
magnitude higher than its aerodynamic counterpart and is sensitive to the hub-height
and turbine arrangements. The LES framework for the simulations performed has
been setup using a wall-damped standard Smagorinsky based closure and shear stress
boundary condition at the bottom wall [42, 136], the details of which can be found
in Chapter 2 of the thesis. Here we document the variation of the Smagorinsky co-
efficient Cs for the wind farm domain along with the neutral ABL setup in order to
illustrate the differences in the subgrid dissipation among the models. Figure 4.2,
shows that the filter coefficient values remain very similar throughout the vertical
variation, except in regions of finer grid around the turbine rotors, where expectedly
the Cs values increase while preserving the shape into account for the decreasing grid
scale ∆ corresponding to the filter scale associated with the subgrid mixing lf .
Cartesian spectral element collocated grid has been used in the simulations, with
the number of elements and the total grid count for each simulated case listed in Ta-
ble C.1. All simulations were performed with 7th polynomial order of approximation,
which required 8 GLL collocation points per element per direction. The grids were
constructed to satisfy some specific resolution requirements: a) for the actuator line
model, one requires on the order of 4 spectral elements along the actuator line in the
yz rotor plane with the current GLL resolution; b) one needs at least one spectral
element to cover the distance of one rotor diameter downstream of each turbine in the
x direction. These refinements are necessary in order to capture the helical vortices
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and the wakes shed by the rotating turbines downstream, and hence the number of
turbines (see Table C.1) expectedly determines the grid requirements in the domain.
Appendix D.1 provides a more detailed documentation of the grid structure and grid
resolution of the simulated cases.
The LES simulations as in Table C.1 are computationally expensive requiring
∼ O(107) grid points and have been started with statistically stationary neutral ABL
initial condition obtained from a separate precursor simulation. The wind turbine
(WT) simulations have been run for long enough to allow the WT domain achieve
temporal invariance in the statistical sense. After that, spatio-temporal snapshot data
of velocities are collected for a span of ∼ 50Te time (Te = 2piH/U∞ is a flow-through
time), which were used for spectral analysis involving Fourier transform.
Case Nturb sx sy sx × sy sx/sy z0,Lett/z0 zh N ex ×N ey ×N ez Nxyz
I 8× 6 7.85 5.23 41.05 1.5 9.54 0.1H 54× 56× 24 2.52× 107
IIa 4× 6 15.7 5.23 82.11 3.0 4.77 0.1H 45× 56× 24 2.09× 107
IIb 8× 3 7.85 10.47 82.11 0.75 4.77 0.1H 54× 44× 24 1.98× 107
III 8× 6 7.85 5.23 41.05 1.5 31.5 0.33H 54× 56× 24 2.52× 107
Neutral ABL – – – – – – – 30× 20× 24 5.02× 106
Table 4.1: LES cases for the wind farm simulations. Domain size is 2piH×piH×H,
and D = 0.1H, fixed for all cases. Nturb is the number of turbines in streamwise-
spanwise arrangement, N ei is the number of spectral element in the i
th direction. Nxyz
is the total number of grid points used in the computational domain. Grid of a neutral
ABL simulation [136] is provided for comparison.
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Figure 4.2: Variation of filter length coefficient Cs vs z/D (a) for different parameters
of Smagorinsky model on neutral ABL grid. {C0 = 0.19, n = 0.5} – +, {C0 =
0.17, n = 1} – solid black line, {C0 = 0.16, n = 2} – /, {C0 = 0.09, n = 2} – ◦. (b)
for different flow configuration cases; neutral ABL (solid light gray), I (solid black),
IIa (dashed black), IIb (dashed gray), III (solid gray).
4.3 Results and Discussion
4.3.1 Statistics of Infinite Wind Farms
The vertical variation of streamwise mean velocity profile for cases I–III is shown in
Figure 4.3a. The baseline case I is validated against the actuator-disc LES simulations
of Calaf et al. [5] illustrating the double log-layers as shown below
〈u(z)〉 = u∗,lo/κ log(z/z0,lo), z < zh −D/2, (4.1)
〈u(z)〉 = u∗,hi/κ log(z/z0,hi), z > zh +D/2. (4.2)
Here, u∗,lo =
√
τw/ρ comes from the wall shear stress, while u∗,hi =
√
−H
ρ
∂p/∂x
comes from the pressure gradient force. However the friction scale velocities can also
be approximated as u∗,lo ≈
√
−(〈u′w′〉+ 〈u¯′′w¯′′〉)|zh−D/2 and u∗,hi ≈
√
−(〈u′w′〉+ 〈u¯′′w¯′′〉)|zh+D/2.
While the Reynolds stresses 〈−u′w′〉 defined in the conventional way arise due to
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Figure 4.3: (a) Mean streamwise velocity 〈u〉 normalized by u∗,hi vs z/H. (b)
Comparison of the Reynolds and Dispersive stresses of Case I with Calaf et al. [5] (c)
Total (Reynolds + Dispersive) stresses τxz normalized by u∗,hi vs z/H. Solid black
– Case I, Dashed black – Case IIa, Dashed gray – Case IIb, Solid gray – Case III.
Solid gray  in (a) – neutral ABL; open ◦ in (a), (b) – Calaf et al.(2010) [5] (same
wind farm setup parameters as in Case I). Black, gray dashed dotted vertical (a) and
horizontal (b) lines: rotor swept area of Cases I–III.
the correlation between u,w velocities, the dispersive stresses, −〈u¯′′w¯′′〉, are a man-
ifestation of the spatial heterogeneity of the u,w velocities, with 〈u¯′′〉 = u¯ − 〈u¯〉,
〈w¯′′〉 = w¯ − 〈w¯〉 (−, temporal averaging and 〈〉, xy averaging). However, the dis-
persive stresses are usually much smaller than the Reynolds stresses in infinite wind
farms. A comparison of the total stresses τxz (Reynolds + Dispersive) for the different
cases I-III (case I is also validated with [5]) is shown in Figure 4.3c. The comparison
indicates that the differences in stresses in various wind turbine layouts for Cases I-III
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are more illustratively seen in the bottom wake region of the rotor manifesting the
vertical energy entrainment. Since all the results involve the LES filtered variables,
the tilde is dropped for brevity here and in subsequent plots and analysis.
In infinite wind farms, the difference in turbulent shear stress (Reynolds + Disper-
sive) flux component of the Mean Kinetic Energy (MKE flux) at the top and bottom
region of the rotor is responsible for the mean power per unit area generated by the
wind turbines in the farm [5,24,124]. The MKE flux,
Φp(z) = −(〈u′w′〉+ 〈u¯′′w¯′′〉)〈u〉, (4.3)
is plotted in Figure 4.4a for all the cases I-III. The MKE flux difference,
∆Φp = Φp(zh +D/2)− Φp(zh −D/2), (4.4)
was shown previously to correlate with the mean power density ρmean ∼ ∆Φp [5]. The
mean power density, ρmean = 1/(NtsxsyD
2)
∑Nt
i=1 P¯i, can be calculated by averaging
the temporal mean power
∑
P¯i over all Nt turbines in the farm, and diving by the
area sxD × syD. Figure 4.4b manifests a strong correlation between ∆Φp (MKE
flux difference) and ρmean in the present data, confirming the findings in [5]. The
present data also indicates that the mean power density roughly scales with the
geometric turbine roughness in the regime of investigated sx, sy. It is understood
however that such relationship is not supposed to hold once separation distances fall
below a certain limit. As a reference, the temporal variation of the array-averaged
power P (t) = 1
Nt
∑Nt
i=1 P¯i for different cases is plotted in Figure 4.5.
4.4 Definition of Correlations and Spectra in WTABL Framework
Two point correlations
In this section we introduce the definitions of two point correlations and energy spectra
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Figure 4.4: (a) Vertical variation of the MKE flux for different cases. Solid black
– Case I, Dashed black – Case IIa, Dashed gray – Case IIb, Solid gray – Case III.
Gray square – neutral ABL. Open ◦ – Calaf et al.(2010) [5] (same wind farm setup
parameters as in Case I). Dashed dotted lines: rotor swept area of Cases I–III. (b)
Correlation between the difference in MKE flux ∆Φp and mean power density ρmean
for different cases.
Figure 4.5: Temporal variation of the array-averaged power P (t) = 1
Nt
∑Nt
i=1 P¯i of
the turbines in different layouts. Solid black – Case I, Dashed black – Case IIa,
Dashed gray – Case IIb and Solid gray – Case III. Time scale is normalized with
H/U∞. Mean power gain: IIa/I – 5%, IIb/I – 2%, III/I – 40%.
in WTABL framework that will serve as a building block for all subsequent analysis
in the chapter. Note that turbulence in wind turbine array boundary layers is ver-
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tically and horizontally inhomogeneous. For a given height z, we define a two point
correlation between the points xr = (x, y), xr + r = (x + ∆x, y + ∆y) through an
averaging in a horizontal plane
Ru′iu′j(r, t; z) =
1
LxLy
∫∫
A
〈u′i(xr, t; z)u′j(xr + r, t; z)〉d2xr. (4.5)
Here u′i refers to the turbulent velocity fluctuations in the i
th direction, A ∈ [−Lx/2, Lx/2]×
[−Ly/2, Ly/2] is the rectangular patch corresponding to the xy plane at each z lo-
cation, 〈〉 denotes the ensemble average. Due to invoking of the horizontal average,
the correlation Ru′iu′j(r, t; z) is only a function of the point separation r, and not the
points themselves, xr,xr + r.
For homogeneous turbulence, we can impose an equivalence between the spatial
average and the ensemble average, thus recovering the classical definition of two point
correlation, Ru′iu′j(r, t; z) = 〈u′i(x, t; z)u′j(x + r, t; z)〉 [1]. In inhomogeneous turbu-
lence, we need to perform a spatial averaging explicitly to recover that. Furthermore,
for statistically stationary flows, the ensemble average 〈〉 can be replaced with the
temporal average (due to ergodicity), as is done in the subsequent sections owing
to a statistical stationarity of both ABL and WTABL flows with the temporally-
invariant mean wind, as considered in the current paper. This makes the two point
correlation in (4.5) time-invariant, as Ru′iu′j(r; z).
Definition of spectra
The energy spectra for the inhomogeneous WTABL arrays can be defined from the
Fourier transform of the two-point correlation as follows,
Eˆu′iu′j(kr) =
1
2pi
∫∫
r∈R
Ru′iu′j(r; z)e
−ikr ·rd2r, (4.6)
where kr denotes the two dimensional wavenumber kr = (kx, ky). Thus, the spectral
content of Ru′u′(r; z), Rw′w′(r; z), corresponds to the streamwise and wall normal
79
energy spectra, while that for Ru′w′(r; z) is representative of the spectra of the kine-
matic shear stress (cospetra) which is required for the calculation of the MKE flux
spectra in Equation (4.8). The energy spectra as well as the kinematic shear stress
cospectra are numerically evaluated as
Eˆu′iu′j(kr) = uˆi(kr, t; z)uˆ
∗
j(kr, t; z). (4.7)
This is an outcome of the convolution theorem, illustrating that transform of the
convolution of two variables in the physical space is equal to the product or their
individual transforms in the spectral space [1].
4.4.1 Spectra of MKE Flux
The spectra of the MKE flux Φp(z) and the MKE flux difference ∆Φp defined in
Equations (4.3), (4.4) is of interest in this paper. The horizontal spectra of Φp(z)
can be defined through the corresponding spectra of two-point correlations along the
lines of discussion in Section 4.4, as
Φˆp(kx, ky, z) = |uˆ(kx, ky, z)wˆ∗(kx, ky, z)|〈u(z)〉, (4.8)
where kx, ky are streamwise and spanwise wavenumbers, ̂ is the notation for the
Fourier coefficients, and ∗ refers to the complex conjugate. The horizontal spectra of
the MKE flux difference can be defined accordingly,
∆Φˆp(kx, ky) = Φˆp(kx, ky, zh +D/2)− Φˆp(kx, ky, zh −D/2). (4.9)
The Fourier coefficients can also be expressed as a function of streamwise, spanwise
wavelengths, λx, λy (λx,y = 2pi/kx,y) and their integral in λx, λy space contributes to
the full value,
∆Φp =
∫ ∞
0
∫ ∞
0
kxky∆Φ̂p(λx, λy)dlog(λx)dlog(λy). (4.10)
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While Equation (5.2) illustrates a cumulative effect of streamwise and spanwise length
scales λx, λy on the MKE flux difference, we can still define its one-dimensional
counterpart, using a 2D Fourier transform and integrating over one wavelength di-
rection. Equation (4.11) shows the one dimensional MKE flux difference spectra,
∆Φ̂p(λη), η = x, y, isolating the spectral content in the streamwise and spanwise
length scales respectively,
∆Φ̂p(λη) =
∫ λζ,max
0
∆Φ̂p(λη, λζ)dλζ , (4.11)
where η = x, ζ = y and vice-versa. Equation (4.12) below defines the cumulative
spectral content of the 1D MKE flux difference in streamwise and spanwise length
scales. For example, γx(λ0) shows the fraction of MKE flux difference, contained at
length scales λx ≥ λ0, and γη(0) = 1,
γη(λη) =
∫ ∞
λη
∆Φ̂p(λ
′
η)dλ
′
η∫ ∞
0
∆Φ̂p(λ
′
η)dλ
′
η
, ∀η = x, y. (4.12)
(a) (b)
Figure 4.6: Premultiplied 1D spectra kxξ vs normalized streamwise wavelengths
λx/D for (a) z = 0.25D, (b) z = 8.75D. Black lines, Case I; gray lines, neutral ABL.
kxEuu (–), kxEww (−−), kxφuw (−.−). All spectra normalized by U2∞. Gray patch
corresponds to the resolved part of the spectra directly influenced by SGS viscosity.
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Figure 4.7: 2D premultiplied energy spectra vs normalized streamwise and spanwise
wavelengths, λx/D, λy/D. Black lines, Case I; gray lines, neutral ABL. kxkyEuu (–),
kxkyEww (−−), kxkyφuw (−.−). (a) z = 0.25D (b) z = D (c) z = 8.75D. Contours
are 0.25 of maximum at that level. All spectra normalized by U2∞.
In the near wall regime, robust scaling laws of the attached eddies [60, 79] can be
observed in wind farms. For example, Case I in Figure 4.6a shows the existence of the
k−1x scaling (λ
0
x scaling in premultiplied spectra) in the u energy spectra, which are
manifestations of the overlap region of the scales of attached eddies with the integral
length scales [74, 103, 136]. The k
−1/2
x scaling law (λ
−1/2
x in premultiplied spectra)
of φuw (cospectra) is an illustration of the near-wall organizations of Reynolds-stress
carrying structures, as demonstrated in the correlation scaling of 1D spectra [76,136],
φuw ≈ E1/2uu E1/2ww , (4.13)
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with Euu ∼ k−1x and Eww ∼ k0x (see Figure 4.6a). Here φuw = |uˆwˆ∗|, Euu = uˆuˆ∗
and Eww = wˆwˆ∗, where hat represents the Fourier transform and ∗ represents the
conjugate transpose. These correlated scaling regions were observed throughout the
inner layer z < D. In 1D scenario, e.g., for variation only in λx, integration of
the spectral variables Euu, Eww, φuw has been performed in the λy direction. When
compared to neutral ABL simulations (without wind turbines), we observe similar
scaling laws, but for the wind turbine domain, the attached eddy scaling laws extend
to larger length scales λx > 10D. This observation is further corroborated in the
2D premultiplied spectra shown in Figure 4.6b. The figure also illustrates that the
vertical w spectra of wind farms at close to the wall locations, z < D, as well as u
spectra and a cospectra at the same contour level, extend to much larger streamwise
and spanwise length scales compared to the neutral ABL. This indicates that the
3D turbulent motions also increase in size near the wall, possibly due to the vertical
entrainment of the mean kinetic energy flux in wind farms, which requires downdrafts
or vertical motions from the high-speed regions above the turbine rotor towards the
wall [127, 137]. Note that the higher locations in the boundary layer, e.g. at z = D
and z = 8.75D, do not show this feature, as can be seen from the corresponding
premultiplied spectra plots.
In general, Figure 4.6b shows good trends of the linear dispersion, λy ∼ λx in the
u spectra, corresponding to the active wall-normal motions as well as the power law
scaling, λy ∼ λ1/3x in both u,w energy spectra and the u′w′ cospectra corresponding to
the attached inactive motions [77,117]. However, it must be appreciated that the 1/3
law scaling, unlike the wall-bounded turbulence [76, 136], has its contribution both
from the low-speed streaks near the wall, as well as from the spanwise modulation
of the velocities due to the wind turbine wakes as shown later in Equation (4.15).
Similar near-wall scalings are observed in other cases (not shown here).
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Figures 4.6a, 4.6b show that a considerably long region of the −5/3 law (λ2/3x )
is present in the 1D spectra in the neutral ABL case at scales λx > D. These
scales are adequately resolved by the grid as evident from the details of the grid
resolution presented in Appendix D.1. At scales lower than D, λx < D, the drop in
spectra is noticeable which is explained by the fact that, although the scales down to
∼ 0.6D are still resolved by the grid, see Appendix D.1, they are also effected by the
subgrid scale viscosity, since they correspond to the highest resolved wavenumbers
targeted by the subgrid scale dissipation. These scales are identified by gray patches
in Figures 4.6a, 4.6b, following Ref. [14]. It can also be observed, that in neutral ABL,
the decay rate of the spectrum at λx < D is different in the inner and outer layer
owing to decreasing eddy viscosity effects near the wall. The extent of the −5/3 law is
smaller in wind turbine simulations that in the neutral ABL. Since these deviations are
observed in the region of scales that are well resolved in both cases with and without
wind turbines, this fact provides a room for hypothesis that the observed effect might
be caused by the modulation of turbulence by wind turbines. Although it might be
slightly obscured in the premultiplied spectra plot of the Figure 4.8, where differences
in smaller length scales are artificially exaggerated by multiplying by higher values of
kx, ky, the largest discrepancies in the spectra and hence wind turbine power amongst
different Cases I-III come from the larger length scales λx, λy > 10D. It is clearly
seen from the corresponding spectra plots that are not premultipled by wavenumbers
(not included here). We do admit that larger length scales might also suffer from
large uncertainties when it comes to their spectral characteristics due to their larger
coherence times and a potential lack of a sufficient number of uncorrelated samples.
In a separate uncertainty analysis (See Appendix D.3) of the MKE flux difference
spectra at large length scales to the duration of the averaging time, it was concluded
that the statistical uncertainty is less than 0.01% with the current averaging of 50 flow
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through times, both for the streamwise and the spanwise spectra. Additionally, we
(a) (b)
Figure 4.8: One dimensional normalized premultiplied difference in the MKE flux
spectra kη∆Φˆp(λη) (Equation (4.11)) between the top and bottom wake region, z =
zh ±D/2. (a) versus streamwise wavelength, η = x (b) versus spanwise wavelength,
η = y. Solid black – Case I; dashed black – Case IIa, dashed gray – Case IIb; solid
gray – Case III. A = sxsyD
2. Gray patch – resolved part of the spectra directly
influenced by SGS viscosity.
also observe the presence of negative contribution of kx∆Φ̂p(λx), ky∆Φ̂p(λy) in cases
I,IIa,IIb (corresponding to the lower hub-height of zh = 0.1H, which is also equal to
D) for streamwise and spanwise length scales in the order of turbine rotor diameter
D. This negative contribution corresponds to the upward transfer of the MKE flux
from the bottom to the top wake region, that does not contribute to the turbine
power. It might be hypothesized that the updrafts in the small scales of motion
are associated with the near-wall turbulence bursts that reach wind turbines with
relatively low hub-heights of zh = D. While the contribution to the flux difference
at smaller length scales λx, λy ∼ O(D), is negative for Cases I,IIa IIb, it is observed
that Case III corresponding to the higher hub-height of zh = 0.33H still contributes
to 15% of ∆Φ̂p(λx) and 20% of ∆Φ̂p(λy), in those scale ranges. Since wind turbines
now are three times higher (zh = 3D), the near-wall energetic motions do not reach
the turbine rotor region any longer. It is suspected that the contribution to the power
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by the intermediate length scales ∼ D in Case III mainly comes from the incoherent
yet energetic outer scales of motion [77]. This can also be seen in the vertical spectra
at z = zh +D/2 in Figure 4.9. The vertical spectra manifests the potential turbulent
vertical motions (“downdrafts”) due to the entrainment of mean kinetic energy, and
when compared to neutral ABL data provides interesting revelations. At z = zh+D/2,
the differences in the neutral ABL and WT spectra (Cases I, IIa, IIb) occurs at
λx > 10D, while for Case III, the discrepancies can be seen at scales λx > D in the
outer layer, all of which contribute to the turbine power.
Figure 4.9: One-dimensional premultiplied vertical velocity spectra kxEww at z =
zh+D/2 vs normalized streamwise wavelength λx/D with and without wind turbines.
Solid black – Case I; dashed black – Case IIa, dashed gray – Case IIb; solid gray –
Case III. Solid light gray – neutral ABL, rotor region of I. Dashed light gray – neutral
ABL, rotor region of III. Gray patch – resolved part of the spectra directly influenced
by SGS viscosity.
Peaks in the spectral flux difference kη∆Φ̂p(λη), η = x, y (Figure 4.8), are ob-
served, corresponding to λx = msxD, m = 1, 2, · · · in the streamwise scaling and
λy = nsyD, n = 1, 2, · · · in the spanwise scaling which are illustrative of the peri-
odicity imposed by the repeated turbine arrangements in the farm. At length scales
λx ∼ O(102D), the k−1/2x law of attached eddies (λ−1/2x in the premultiplied spectra)
can still be observed in all the cases. This is primarily because of the fact that the
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Figure 4.10: One dimensional premultiplied MKE flux spectra kxΦˆp versus normal-
ized streamwise wavelength (a) at the top wake region z = zh + D/2. (b) at the
bottom wake region z = zh − D/2. Solid black – Case I; dashed black – Case IIa,
dashed gray – Case IIb; solid gray – Case III.
−1/2 scaling law is also observed at similar λx locations in both the top and bottom
MKE flux, see Figure 4.10. Peaks corresponding to wind turbine placement are also
observed in both the top and bottom MKE flux.
Another interesting phenomenon observed is the difference in the spectra in the
cases I, IIa, IIb (different inter-turbine distances sx, sy), where the wind turbines have
the same hub-height zh, and hence potentially would have the access to similar large-
scale structures in the logarithmic layer [94,95,98]. The array-averaged turbine power
(ρmeansxsyD
2) in Cases IIa, IIb is slightly higher than in Case I (see Figure 4.5), due
to a better wake recovery owing to less number of turbines per unit area [16, 124].
Cases I, IIa and IIb demonstrate a completely different dynamics at streamwise and
spanwise length scales larger than D, below which the SGS dissipation is dominant.
For example, at higher sx × sy, Cases IIa, IIb compared to I manifest higher mag-
nitudes of updrafts at scales ∼ D and subsequently larger magnitudes of MKE flux
downdrafts at scales > 10D as well, which might be related to a diminished effect of
wake interference, otherwise inhibiting energetic near-wall updrafts and outer layer
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downdrafts. It must be noted that, when integrated over all length scales, a relative
surplus in positive and negative contributions in Cases IIa, IIb partially cancels out,
subsequently providing comparable values of power in Cases I, IIa, IIb. The fact
that the spectral content of the MKE flux difference (Figure 4.8) is quite different
at different length scales provides a room for a hypothesis that the arrangements of
wind turbines (sx, sy) actually modulate the large scale organizations in the log layer.
From the spectra of Cases I,IIa,IIb (Figures 4.8a, 4.8b), it is thus clear that increas-
ing sx allows the wind farm to take advantage of much larger streamwise structures,
since in Case IIa, contribution to mean power is the highest for length scales > 10D.
Increasing sy allows for wider structures (λy > λx) to contribute to the farm power
(Figure 4.8b), but streamwise horizontally anisotropic motions are more energetic
than their spanwise counterparts [95], thus the spectral power contribution (MKE
flux difference) in Case IIb at length scales λx < 10D (Figure 4.8a) is larger than in
Case IIa.
The modulation of large scale structures can be further understood from the visu-
alization of the isosurfaces (Case I) of streamwise velocity at 65% and 95% of U∞ in
Figure 4.11, depicting the region z < zh + 0.75D. The iso-surface plot shows that the
presence of wind turbines generate the more energetic patches, u = 0.95U∞, propagat-
ing downstream, in between the surfaces of u = 0.65U∞, which are not prominently
seen in the neutral ABL flow, without the turbines.
While the above discussion provides a qualitative visualization, a quantitative
aspect of the modulation of large-scales structures can be observed from the plots
of integral length scales, which demonstrate a measure of correlated large scales of
motion. Figure 4.12a shows the variation of integral length scales Luu with wall-
normal distance, the definition of the integral length scale used in the current study
being given in Appendix D.2. Since the integral length scales are bounded by 30D
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in all cases, which is less than half of the largest resolved streamwise wavelength
Lx = 20piD imposed by the domain length, one can conclude that the computed
integral length scales are not numerically influenced by the imposed periodicity of
the domain. It is interesting to observe that the integral scales in Cases I, IIa,
IIb, III and the neutral ABL without turbines are more or less similar in the outer
layer but manifest a marked difference in the inner layer and at hub-height. This
also corroborates that the modulation of the structures in wind farms are not only
caused by the direct turbulence-turbine interaction at hub-heights but also due to the
“downdrafts” of the MKE flux as also analyzed in Figure 4.8. The integral length
scales in Figure 4.12a and the mean-squared streamwise velocity fluctuations u′2/U2∞
both indicate that peaks occur at the hub-height of the turbines in the wind farm.
Between Cases I, IIa and IIb, which are at the same hub-height, the integral length
scales in the bulk of the boundary layer grow in magnitude as sx/sy is decreased.
When Cases I and IIa are compared, which have the same sy but different sx, the
Case IIa with the smaller streamwise turbine separation manifests larger length scales,
since the streamwise wakes of the concurrent turbines effectively merge producing
longer structures, while they have more time to recover and mix before hitting the
downstream turbines in Case I. Similarly for a fixed sx, increasing sy from Case
I to IIb allows the correlated structures in the wakes to grow more with smaller
spanwise interference. Case III at a higher hub-height zh = 0.33H (outer layer)
manifests a peak of a similar magnitude at hub-height as Case I with the same sx,
sy, showing a consistent trend in the influence of the turbine separation distances
on the peak integral length scales, irrespective of the hub-height. While the vertical
diffusion of length scales from the hub-height location might seem smaller in Case III
in Figure 4.12a, this is due to the logarithmic scaling of z axis and is, in effect, similar
between all the cases. Nonetheless, the overall dependence of Luu(z) is markedly
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different in Case III than in other cases, showing significantly smaller length scales in
the inner layer, due to a reduced influence of the enhanced turbulence structures at
hub-height, that are now significantly further away, on the inner layer turbulence.
This can be further observed in the flow visualization of the wind farms which are
documented in Figures 4.13, 4.14.
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Figure 4.11: Modulation of large scale structures. Isosurface of normalized velocity
magnitude
√
u2 + v2 + w2/U∞ for z ≤ zh + 0.75D. (a) Wind turbine array, Case I.
(b) neutral ABL, without wind turbines. Light gray patch – 0.65U∞, dark gray patch
– 0.95U∞.
The discussions above are further corroborated by the cumulative spectral con-
tent of the MKE flux difference, γx, γy, at streamwise and spanwise length scales, for
different cases (see Figure 4.15). The large scale motions with scales greater than
10D contain > 80%, even more so for streamwise motions, of the spectral flux dif-
ference, while scales smaller than 10D contribute to less than 20% of the spectral
flux difference among the resolved scales 0.6D < λx < 60D, 0.5D < λy < 30D, see
Appendix D.1 for the discussion of the resolved scales. The maximum discrepancies
among Cases I-III for γx, γy occur at the large length scales > 10D, while they are
almost identical for smaller scales < 4D. Further, the maximum discrepancies in
the spectral content occur between Case III and the other cases both for γx and γy,
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(a) (b)
Figure 4.12: Vertical variation of (a) Integral length scales Luu based on streamwise
fluctuations, (b) normalized mean-squared streamwise fluctuations u′2/U2∞ (averaged
over xy planes), with and without the presence of wind turbines. Solid black – Case
I; dashed black – Case IIa; dashed gray – Case IIb; solid gray – Case III; light gray ◦
– neutral ABL, without wind turbines. Dotted lines – hub heights, zh = 0.1H (Cases
I, IIa, IIb), zh = 0.33H (Case III). See Appendix D.2 for the definition of Luu used
in the current study.
(a) (b)
(c) (d)
Figure 4.13: Temporal snapshot of velocity magnitude
√
u2 + v2 + w2/U∞ for peri-
odic wind farms, (a),(b) I and (c),(d) III. Snapshots are Te times apart.
amounting to a difference of ∼ 20% in γy. As mentioned earlier, with the statistical
uncertainty in spectra of less than 0.01% over the chosen averaging time of 50 Te, the
observed discrepancies are attributed to the physical flow features and not spectral
uncertainties. This indicates that the large scale structures, that are generated around
the hub-height as seen earlier, in Case III have higher energy content than in Cases
91
(a)
(b)
Figure 4.14: Temporal snapshot of velocity magnitude contours
√
u2 + v2 + w2 and
in-plane velocity vectors u, w for periodic wind farms, (a),(b) I and (c),(d) III. Snap-
shots are Te times apart.
100 101 102
60
70
80
90
100
λx/D
γ
x
%
(a)
100 101 102
50
60
70
80
90
100
λy/D
γ
y
%
(b)
Figure 4.15: Cumulative spectral content of the difference in MKE flux, γη(λη)
(Equation (4.12)) at different (a) streamwise wavelengths, η = x, (b) spanwise wave-
lengths, η = y. Solid black – Case I; dashed black – Case IIa; dashed gray – Case
IIb; solid gray – Case III.
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I, IIa, IIb, probably due to the fact that they reside in the outer layer where con-
vective velocities are higher. This can also be observed in Figure 4.8, where Case III
has consistently higher values of MKE flux difference at length scales λx, λy & 11D.
A summary of the dynamics of different length scales in our simulated wind farms
is provided in Table 4.2. These results are observed to be in line with the findings
of the large-scale motions [95] of wall bounded turbulence, or the large roller-mode
structures in POD of infinite wind farms [134].
Length Scales (λx,y) Dynamics
≥ 10D
Major contribution (> 80%) to positive Pmean ∼
sxsyD
2∆Φp
∼ D
Small positive or negative contribution to Pmean ∼
sxsyD
2∆Φp,
depending on hub-height zh
< D Influenced/dissipated by subgrid scale viscosity
Table 4.2: Summary of the dynamics of important length scales in wind farms
resolved by LES simulations for different cases I-III.
The two dimensional premultiplied spectral difference, kxky∆Φ̂p(λx, λy) in Fig-
ures 4.16a– 4.16d corroborate the discussions above made with the 1D spectra, but
additionally, also contain the new information about the scaling laws and anisotropy
of the eddies responsible for the MKE flux. The streamwise horizontally anisotropic
(λx  λy) eddies responsible for the positive contribution of the spectra show a
power law scaling of the form λy ∼ λ1/3x . Cases manifesting the negative contribution
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of spectra (updraft), e.g., I, IIa demonstrate signatures of power law scaling λy ∼ λ1/3x ,
and IIb shows λy ∼ λ1/5x which is quite different than the 1/3 power law dynamics.
This hints towards the fact that for Case IIb, while there is an evidence of wider
structures for the downdrafts, thinner intermediate scales might be responsible for
the updrafts compared to cases I,IIa. Also illustrative from the figures is the fact
that the eddies responsible for the negative contribution of the spectra manifest a
greater degree of horizontal anisotropy (λx > λy) than for the eddies accountable for
the positive contribution.
The 1/3 power law in the 2D spectra of the MKE flux difference (Figures 4.16a–
4.16d) for different cases is expectedly also present in the spectra of the MKE flux
(Figure 4.17), and also in the 2D u,w, uw spectra as shown in Figure 4.6b for the dif-
ferent turbine layouts in I-III. This justifies that the 1/3 power law is a manifestation
of coherent interactions in the flow field, which is invariant of the turbine layout. A
scaling analysis is also present below, to justify the power law.
The width of the turbine wake, δy, grows in the streamwise direction, in accordance
with the turbulent mixing laws in the wake region, zh−D/2 < z < zh+D/2. Assuming
the width and the height of the wakes are the same for circular turbine wakes, the
dispersion relation of the wake width in a background turbulence is
δy ∼ (νwte)1/2, (4.14)
where νw can be thought of as a wake eddy viscosity corresponding to the wake
mixing [5], and te is the lifetime of the eddies in the wake region. The stream-
wise convection of wakes occurs mainly as a shear layer, with the streamwise wave-
lengths λx ∼ Sδyte, where S is the velocity gradient scale in the mixing length re-
gion. As shown in Figure 4.18, the low velocity wake regions at hub-height location
z = zh = 0.1H amidst the high velocity atmospheric turbulence impose a shear scale
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Figure 4.16: 2D premultiplied spectra of the difference in MKE flux,
kxky∆Φˆp(λx, λy)/U
3
∞, versus normalized streamwise and spanwise wavelengths. (a)
Case I (b) Case IIa (c) Case IIb (d) Case III. Solid gray – positive contours, dashed
gray – negative contours. Chain dotted gray – λy ∼ λ1/3x , chain dotted black –
λy ∼ λ1/2x . Gray dotted – λy ∼ λ1/5x . Contour levels: positive – 10 levels, from
10-100% of maximum; negative – 10 levels from 10-100% of minimum.
S due to the spanwise modulation of the streamwise flow similar to the near wall
streaks.
Consequently, substituting eddy lifetime te ∼ λx/(Sδy), in the turbulent disper-
sion relation δy ∼ (νwte)1/2 one can obtain an equation below in a non-dimensional
form,
δy/D = β(λx/D)
1/3, (4.15)
with spanwise length scales λy ∼ O(δy) giving λy/D = β(λx/D)1/3. A short scaling
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Figure 4.17: 2D premultiplied spectra of MKE flux for baseline case I at locations
z = zh ± D/2. Solid – z = zh − D/2, Dashed – z = zh + D/2. Black – 25% of the
maximum contour. Gray – 12.5% of the maximum contour. Chain dotted black line
– λy ∼ λ1/3x
Figure 4.18: Snapshot of normalized velocity magnitude
√
u2 + v2 + w2/U∞ contour
for Case I, in xy plane at hub-height location z = zh, taken at 15 flow-through times
Te after obtaining statistical stationarity.
analysis reveals that the wake eddy viscosity νw ∼ UcD (at high Re, the lateral
and normal expansion of the wake is insignificant), with the velocity scale, Uc ∼
1/2(〈u〉|zh+D/2 + 〈u〉|zh−D/2). The shear scale S ∼ ∆U/D where ∆U = (〈u〉|zh+D/2 −
〈u〉|zh−D/2). Subsequently, this gives β = (Uc/∆U)1/3, with β ≈ 10 for cases I,IIa,IIb
and β ≈ 80 for case III, as computed from the mean statistics of our simulations.
This illustrates that the coefficient β of the scaling law maintains the same order of
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magnitude for all the cases, but is conspicuously affected by the hub-height zh of the
wind farm.
4.5 Conclusion and Future Work
In this work we study the large scale structures involved in the power generation of
large wind farms with different geometric roughness z0,hi (different turbine layout) in
the asymptotic limit using Fourier analysis. In particular, we focus on the parametric
study of increasing wind farm power by increasing the geometric roughness, from the
perspective of the dynamics of the length scales in the farm. By investigating the
spectra of the mean kinetic energy flux difference at the top and bottom wake region
over the global computational domain, we observe that large streamwise anisotropic
eddies of length scale > 10D (D is the turbine rotor diameter) that contain over
80% of the flux spectral content are responsible for the power generation in large
wind farms. Rather different dynamics are observed at length scales ∼ O(D) for the
different cases with parametric variation in sx, sy, zh. For farms with lower hub-height
(zh), scales ∼ O(D) are also responsible for the negative contribution or the upward
vertical entrainment of the MKE flux, that does not contribute to the wind turbine
power.
At larger scales λx > 30D, the near wall k
−1/2
x scaling corresponding to the at-
tached eddies were observed in the MKE flux as well as the flux-difference spectra.
We also notice a regime of robust 1/3 scaling law (λy ∼ λ1/3x ) in the 2D premultiplied
MKE flux difference spectra, similar to the energy and co-spectra, arising due to the
background turbulent dispersion of the wake shear layer in the wind farm. Addition-
ally, the two dimensional spectra of the MKE flux difference also elucidate on the
horizontal anisotropy of the eddies that make significant contribution to the power
generation. In general, from the spectra of u, w energy, as well as the integral length
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scales it is apparent that the enlargement of eddy sizes near the wall is caused by the
downdraft of vertical turbulent motions due to the mechanism of MKE flux entrain-
ment. As a final remark, we also want to highlight about the modulation of large
scale structures in the wind farms, where eddies containing high amount of turbulent
kinetic energy were observed near and around the hub-height location of wind farms
(such non-uniform distribution of energy-containing eddies across the boundary layer
was not seen in the case without the wind farms). These modulations of large scale
structures were also quantitatively estimated by computing the vertical variation of
the integral length scales showing peaks in wind farm layouts when compared to neu-
tral ABL flows without wind turbines. These effects can be potentially explored for
a possibility of efficient, symbiotic, design of wind farms where smaller turbines are
placed in between the larger ones in a vertically staggered orientation, so that an
“optimized” energy harvesting can be achieved.
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Chapter 5
UTILIZATION OF MODULATED LARGE SCALES IN A VERTICALLY
STAGGERED WIND FARM
5.1 Introduction
Wind farms featuring large arrays of horizontal axis wind turbines (HAWT) have
become popular since the last two decades as a viable method of extracting wind
energy from the atmospheric boundary layer (ABL) [5,20,23,124,126,132,134,138],
and converting it into electric power [139–142]. The atmospheric turbulent flow in-
tercepted by the turbines, produces a low-velocity region downstream of the turbines
known as wakes. In large wind farms comprising of many arrays of wind turbines,
the wakes from the previous rows of wind turbines impinge on the turbines at sub-
sequent rows, reducing the power and increasing structural loads of those turbines.
Horizontal staggering of wind turbines is a popular way of optimizing the layout of
wind farms [21, 23, 126, 134] to reduce wake impingements, where the wind turbine
positions in two consecutive rows are offset from each other. Compared to horizontal
staggering, vertical staggering of wind farms, i.e. offsetting the wind turbine hub-
heights, is relatively less explored. A few experimental studies were concerned with
the situation where, in a model wind farm, every second row of turbines was replaced
with the turbines of smaller hub-heights, while leaving the rotor diameters intact, or
lowering it slightly in proportion with the hub-height. Chamorro et al. [125] stud-
ied an experimental model wind farm where horizontal axis wind turbines (HAWTs)
of two different rotor sizes and hub-heights were alternated, and demonstrated that
distinctive flow features not present in a single-size (homogeneous) wind farm were
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observed that led to reduced level of turbulence around the wind turbine rotors and
more homogeneous flow through the wake mixing. Although potential benefits of
reduced turbulence levels on turbine loading were implied, the effects on power were
not directly measured. Vested et al. [143] documented experiments with a model of
a vertically staggered wind farm featuring HAWTs of two different hub-heights but
identical rotor sizes, and reported 25% increase in the power of shorter wind tur-
bines operating behind the taller ones, as compared to the base configuration with
short wind turbines only. In these studies, the differences between the turbine sizes
(hub-heights and rotor diameters), and consequently, their power capacities, have not
exceeded 30-40%, which makes wind turbines operate essentially on the same scale in
terms of power production. Several recent studies [144–146] have explored the effect of
hub-height optimization in vertically staggered wind farms utilizing a semi-analytical
wake model called PARK model [147]. Vasel-Be-Hagh and Archer [148] used a similar
optimization framework and validated their optimized layout with Large Eddy Simu-
lations. These works have shown the potential power benefits of vertically-staggered
configurations with the maximum benefit obtainable at offshore locations with tight
spacing between the turbines. The aforementioned studies have focused on a hub-
height being a primary optimization variable while the rotor diameters were kept
fixed for all the turbines. In this paper, we aim to further explore the idea of verti-
cal staggering of the turbines, and introduce the concept of a multiscale wind farm,
where, in addition to wind turbines operating at a larger scale of power production,
the turbines with significantly smaller sizes (in terms of both rotor sizes and hub-
heights) and thus power capacities are added to an existing large-scale wind farm
configuration. The concept is slightly different from the same-scale variable-height
wind farms, in a sense that, a nearly-optimum layout for the wind turbines operated
at large scales (that by itself can have variable hub-heights for best performance) is
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enriched by adding more small turbines (rather than replacing the existing large tur-
bines), and an effective increase of the wind farm capacity beyond the baseline level is
expected. The turbines in such multiscale designs have a potential to influence each
other both through a direct interference via wake mixing, and also through a global
modulation of the turbulent boundary layer and the energetics of large-scale coherent
structures. From a perspective of efficiency, for a practical multiscale wind farm de-
sign, one would expect that these interactions are at least not destructive, that is, the
performance of the turbines at each scale is not negatively influenced by the presence
of the turbines at the other scale. Another added benefit of a multiscale wind farm
as compared to a combination of separate single-scale homogeneous arrangements is
the reduced cost of the terrain and electrical power lines, as well as the decrease of
overhead in operation and maintainance costs.
Along the lines of such a vertically-staggered, multiscale, wind farm design, Xie
et al. [25] in their recent study performed Large Eddy Simulations of a collocated
wind farm where 20 small vertical axis wind turbines (VAWT, with 100 times lower
capacity and almost 6 times lower hub-heights) were placed around each large HAWT
turbine. The study [25] documented 32% increase in the overall wind farm capacity,
mostly coming from high density (twenty to one) of the added VAWTs. Although the
increase in power levels extracted by the large turbines (by about 10%) was demon-
strated as well, due to a faster wake recovery from enhanced turbulence introduced
by the small turbines, the same enhanced turbulence levels were also responsible for
the increase in power fluctuations (variability) which has a negative effect on turbine
fatigue loading. In the current paper, we aim to explore whether such a “multiscale
wind farm” idea works for more conventional, HAWT-only, wind farm designs. Note
that DuPont et al. [149] have recently performed an optimization study of a similar
multiscale wind farm where both the hub heights and the rotor diameters were opti-
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mized simultaneously in a wind farm layout and were allowed to vary by as much as
three times. The study, again, used the PARK model, and the distinction between
the HAWT and VAWT turbines could not be made, since a very simplistic algebraic
power model was used.
Our idea of a multiscale wind farm stems from our previous work [127, 150] that
illustrated the presence of energetic and organized eddies originating around the wind
turbine wakes and spreading below the rotor region, which were not seen in atmo-
spheric flows without the wind turbines. Since large scale organizations have signif-
icant contribution to wind turbine power [22, 134], one of the goals of the current
work is to show that there is a potential of an efficient harvesting of these large-scale
structures by smaller turbines which can also lead to a reduced power variability in
these turbines. We also document that the choice of the hub-heights for the small
turbines influences the efficiency of the multiscale wind farm design. In this paper,
large eddy simulations with an actuator line model for wind turbines are employed
to study these effects. We note that wind turbine towers were not modeled in the
current study. Although the current computations invoke the framework of asymp-
totically infinite wind farms through incorporation of periodic boundary conditions,
we expect that the current findings can be qualitatively generalized to the finite wind
farm situations, where the savings from the land cost make multiscale configurations
especially enticing.
5.2 Computational Setup
The computational domain comprises of a periodic wind turbine array, with di-
mensions 21DL × 9DL × 3DL, where DL is the diameter of the large turbine. The
rows with small turbines of diameter DS = 0.3DL, are placed mid-way between the
rows with large turbines. In the current study, the diameter of the small turbines is
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kept fixed, while we consider two separate cases with different hub-height locations
of these small turbines in order to study the potential benefits of vertical staggering.
In order to distinguish between the cases, we will call the small turbines placed at
the smaller hub-heights as “small”, small turbines placed at the higher hub-heights as
“intermediate”, while the turbines with large rotor sizes will be referred to as “large”
(note that “small” and “intermediate” turbines have the same rotor size).
The dynamics and power of the large turbines in the vertically staggered arrange-
ments containing large-small and large-intermediate turbines is compared against the
baseline case comprising of only the large turbines in a periodic arrangement. In an
analogous way, the dynamics and power of the small/intermediate wind turbines in the
multiscale (vertically staggered) arrangements is compared against the arrays consist-
ing of only small/intermediate wind turbines at corresponding hub-heights arranged
in a periodic arrangement. Figure 5.1 illustrates the schematics of the computational
setup for the investigated multiscale and single scale periodic arrays. Unlike in previ-
ous variable-height wind farm studies involving HAWT turbines of comparable sizes
and hub-heights (within roughly 70% of each other) [125, 143], our current approach
involves wind turbine dynamics at disparate length scales in such multiscale wind
farm designs. The following acronyms are used for the wind turbine arrangements:
for large only turbines in a single scale wind farm, L is used, while LSM and LIM
refer to the multiscale arrangements of large-small and large-intermediate turbines,
and S and I are used for small and intermediate only periodic arrangements. Addi-
tionally, to distinguish between the large turbines in the single scale and multiscale
arrangements, we use the acronyms L and LM respectively. Similar treatment is done
for the the small/intermediate turbines with using the superscript M to remind the
readers about the multiscale arrangements.
The details of the wind turbine array parameters for all the five simulated cases,
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e.g., the hub-heights, zh of the large turbines and z
′
h of the small/intermediate tur-
bines, the ratio of turbine diameters D/DL, the inter-turbine streamwise and spanwise
distances, ∆xturb,∆yturb are provided in Table C.1. It must be noted that, due to
the difference in hub-heights of the small and intermediate turbines, in the multi-
scale layout LSM , the small turbines remain outside the wakes of the large turbines,
while there is a 30% overlap in the area of the rotors of the large and intermedi-
ate turbines resulting in wake mixing in the layout LIM . The scale of the large
wind turbines with respect to the ABL thickness H is DL/H = 1/3. We also define
the non-dimensional inter-turbine distances, sx, sy, for the large wind turbines, as
sx = ∆xturb/DL, sy = ∆yturb/DL, and s
′
x, s
′
y, for the small/intermediate wind tur-
bines, as s′x = ∆xturb/DS, s
′
y = ∆yturb/DS, that will be useful in the discussion to
follow, and summarize them in Table 5.2.
The turbine geometry for the small and intermediate wind turbines corresponds
to the specifications of a 2MW 3-bladed Tjæreborg turbine [12,151]. This choice has
been made due to a close match between the specified rotor diameter DS = 0.1H of
the small and intermediate turbines and the Tjæreborg rotor diameter of 61.1m, when
a typical thickness of a neutral atmospheric boundary layer is assumed [152], and a
public availability of the data. The chord length and the pitch angle in Tjæreborg
turbine vary linearly with radius as specified in Ref. [151]. The airfoil series employed
are NACA 44xx airfoils varying between the thickness of 24% at the hub and 12%
at the tip. The airfoil data
(
Cl(α), Cd(α)
)
is taken from wind tunnel measurements
performed on NACA airfoils at a chord Reynolds number Re = 6 × 106 [151]. The
geometry for the large wind turbines is also based on a 3-bladed turbine and is scaled
up from the baseline geometry proportionally to the rotor diameter, while the same
airfoil series and airfoil data are used to maintain a scale similarity between the tur-
bines for a consistent performance comparison [153]. All turbines (small, intermediate
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and large) are set to rotate clockwise if viewed from upstream with the prescribed
constant tip speed ratio λ = 5.5, such that the rotational speed of each turbine Ωk can
be calculated as Ωk = 2λUhub,k/Dk, where Uhub,k is the hub-height velocity and Dk
is the radius of each turbine. The choice of prescribing a constant tip speed ratio for
wind turbines is in line with previous simulations and experiments [21,125,154,155],
and corresponds to a region on a power curve between the cut-in wind speed and
the rated output speed (cubic region) [149]. The simulations were run for 30 eddy
turn over times, 30 × (H/u∗), where u∗ is the friction velocity above the wind tur-
bine canopy involving large turbines (case L), to ensure statistical stationarity of the
results. Unless otherwise mentioned, all the statistical and spectral results involve
normalization with mean free-stream velocity scale, U∞. Power was normalized with
U3∞.
(a)
Row L1
Row L2
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Row 2
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(c)
Figure 5.1: Schematic of the computational domain of (a) baseline case L, with
large turbines in a periodic arrangement. (b) Vertically staggered multiscale periodic
wind farm of cases LξM with large + small/intermediate turbines (ξ = S, I).(c)
Small/intermediate turbines in periodic arrangements S, I. Inter-turbine distances,
s′xDS = sxDL, s
′
yDS = syDL. Rows for large turbines: L1 − L3. Rows for
small/intermediate turbines: 1− 4.
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Case Nturb ∆xturb ∆yturb zh z
′
h D/DL
L 3× 3(L) 7DL 3DL DL – 1(L)
LSM 3× 3(L) + 4× 3(S) 3.5DL 3DL DL 0.3DL 1(L) + 0.3(S)
LIM 3× 3(L) + 4× 3(I) 3.5DL 3DL DL 0.6DL 1(L) + 0.3(I)
S 4× 3(S) 7DL 3DL – 0.3DL 0.3(S)
I 4× 3(I) 7DL 3DL – 0.6DL 0.3(I)
Table 5.1: Geometric parameters of large and small turbines in multiscale and
homogeneous/periodic wind farm arrangements. The scale of large turbines with
respect to the ABL thickness is DL/H = 1/3. L, S, I in brackets refer to the large,
small and intermediate turbines.
Turbines Streamwise distance Spanwise distance
L, LM sx = 7 sy = 3
S, I, SM , IM s′x = 23.1 s
′
y = 9.9
Table 5.2: Non-dimensional inter-turbine distances normalized with DL for large
turbines, and with DS for small/intermediate turbines.
5.3 Results: Power and Performance
In this section, the performance of the multiscale wind farm is assessed in terms
of power and its variability for wind turbines operating at different scales (large
and small/intermediate turbines) and compared against corresponding single-scale,
homogeneous, cases in similar configurations. The total power extracted by wind
turbines in a wind farm can be defined as
P =
Nt∑
k=1
Pk(t)
U3∞
, (5.1)
where Nt is the total number of the turbines in wind farm. Due to the equal tur-
bine placement density for the large and small/intermediate turbines in the consid-
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Case ∆x ∆y ∆z N ex ×N ey ×N ez Nxyz
L 0.024H 0.014H 0.0060H 42× 30× 24 1.05× 107
S 0.028H 0.014H 0.0060H 36× 30× 24 9.02× 106
I 0.028H 0.014H 0.0060H 36× 30× 24 9.02× 106
LSM 0.0206H 0.012H 0.0045H 48× 36× 32 1.92× 107
LIM 0.0206H 0.012H 0.0045H 48× 36× 32 1.92× 107
Calaf et al. [5] 0.049H 0.017H 0.016H – 2.097× 106
Table 5.3: The average grid sizes in the x, y and z direction for the five simulated
cases, L, S, I and LSM and LIM as compared to the simulations of Calaf et al. [5].
N ex,y,z – number of spectral elements in the x, y, and z direction, Nxyz is the total
number of gridpoints. Calaf et al. [5] uses a uniform grid, with domain 2piH×piH×H,
and a rotor diameter D = 0.1H.
ered cases, we take Nt = 9 in all single-scale arrangements containing large and
small/intermediate turbines, and Nt = 18 for the multiscale wind farms. Although
technically 12 small/intermediate turbines are simulated in homogeneous as well as
multiscale layouts, the turbines in the last row are essentially the same turbines as in
the first tow, due to periodicity, and are not considered. In Equation 5.2, the power
Pk(t) is the power of the k
th turbine in the computational domain calculated from
Equation 2.23 and, as discussed earlier, further normalized with U3∞ for a consistent
comparison between the cases. Pk(t) refers to a temporally averaged value of Pk(t).
It is also useful to define the mean power density, which can be calculated by di-
viding the total power in wind farm by the wind farm area Afarm = N
ξ
t sx syD
2
L as
ρm = P/Afarm, where P is the total power extracted by the wind farm defined by
Equation 5.1.
To compare the turbines operating at each particular scale, it is also useful to
define the mean power and variability of turbines at each scale. Mean turbine power
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at each scale of operation can be defined as
Pm, ξ =
1
N ξt
Nξt∑
k∈ξ:k=1
Pk(t)
U3∞
, (5.2)
where ξ is the set of the turbines of the same scale, and N ξt is the number of the
turbines of the same scale (ξ = L, I, S) in single-scale or multiscale arrangements.
Note that at some instances in the manuscript will be referring to a time-dependent
turbine-averaged mean power for each turbine scale defined as
Pm, ξ(t) =
1
N ξt
Nξt∑
k∈ξ:k=1
Pk(t)
U3∞
, (5.3)
where instantaneous, and not a temporally-averaged power, is further averaged among
all the turbines of the same scale in a wind farm.
The power variability due to turbulence for wind turbines operated at the same
scale can be further measured using the definition of coefficient of variation (standard
deviation normalized by mean) and averaged over the turbines as in Equation 5.4,
Vm,ξ =
1
N ξt
Nξt∑
k∈ξ:k=1
√(
Pk(t)2 − Pk(t)2
)
Pk(t)
. (5.4)
In the comparison of power and variability in the tables below, a case format X/Y
has been used, which manifests the fact, that the percentage gain/loss in case X has
been compared against case Y , as (X−Y )/Y ×100%. For brevity and easy reference,
throughout the subsequent sections, cases LSM , LIM are also denoted as “vertically
staggered” or “multiscale”, and cases L, S, I as “homogeneous” arrangements.
5.3.1 Overall Wind Farm Performance
We first calculate the mean turbine power density ρm for all 5 considered cases
and compare it to the mean kinetic energy (MKE) flux difference ∆Φp in Table 5.4
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Case ρm ∆Φp %Deviation
L 2.61× 10−3 2.65× 10−3 1.5%
S 5.43× 10−4 5.70× 10−4 5.0%
I 6.81× 10−4 6.97× 10−4 2.3%
LSM 3.14× 10−3 2.93× 10−3 6.7%
LIM 3.22× 10−3 2.95× 10−3 8.3%
Table 5.4: Comparison of MKE flux difference ∆Φp and mean power density ρm for
all the single scale and multiscale wind farm cases. Both ∆Φp and ρm are normalized
with U3∞.
(both normalized with U3∞). The equivalence of the two terms (ρm and ∆Φp) was first
demonstrated for a single scale wind farm by vertical integration of the temporally and
horizontally averaged kinetic energy equation between the turbine rotor bottom and
top tip location [5]. However, it can be extended quite straightforwardly to multiscale
wind farm cases by changing the bottom and top limits of integration to z′h −DS/2,
zh + DL/2, respectively, where z
′
h, zh are the hub-heights of the small/intermediate
and large turbines. As can be seen from Table 5.4, a deviation of less than 8% is
observed for all the cases, consistent with the findings of Calaf et al. [5].
We now document the overall power gain in multiscale wind farms (cases LSM , LIM)
compared to a baseline large-scale wind farm configuration (case L) in Table 5.5a. As
expected, a significant power gain of around 20% is achieved in both cases, due to the
fact that additional power capacity in the form of the small/intermediate turbines
was added. To asses the individual performance and efficiency of the turbines at
each scale, it is instructional to compare the power change in a multiscale wind farm
against the direct sum of the powers in corresponding isolated homogeneous wind
farms featuring large- and small/intermediate-scale turbines only, which is shown in
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Table 5.5b. Overall, one can distinguish between an inefficient design, where the
total power in the multiscale wind farm is less than the direct sum of the individual
powers in corresponding single-scale arrangements, PLξM < PL + Pξ, and an efficient
design, where the reduction in power is not observed, PLξM ∼ PL+Pξ, for ξ = I or S.
As Table 5.5b indicates, the multiscale wind farm with small turbines at smaller hub-
heights (Case LSM) can be considered efficient, while the one with small turbines
at larger hub-heights (Case LIM) is less efficient. In the following analysis, we look
at the performance of large and small wind turbines separately in a multiscale wind
farm, in order to elucidate the effects of interaction between the turbines of differ-
ent scales, and how these interactions influence the turbine operation compared to
homogeneous environments.
Case ∆PX/Y
LSM/L 20.45%
LIM/L 23.25%
(a)
Case ∆PX/Y
LSM/(L+ S) −0.28%
LIM/(L+ I) −2.45%
(b)
Table 5.5: Change in total power in multiscale wind farms (a) with addition of
small/intermediate turbines and (b) as compared to the direct sum in isolated homo-
geneous wind farms.
5.3.2 Large Turbines
To further assess the turbine performance, it is useful to look at the mean power
of wind turbines at each scale. Temporal variation in the mean power generated by
the large and small/intermediate turbines in vertically staggered and homogeneous
layouts containing large turbines is shown in Figure 5.2. It can be seen that the mean
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power Pm of the large turbines in multiscale layouts (LS
M , LIM) does not change
significantly ( ∼ 1%) compared to the baseline case L (See Table 5.6a). However,
while the change of power variability in large turbines in case LSM against case L
is not noticeable, variability of power in large turbines in case LIM shows approxi-
mately 10% increase compared to baseline case L possibly due to its interaction with
the intermediate turbines. These findings are inline with ∼ 5% power variability
increment in large wind turbines in a vertically staggered farm (containing HAWTs
and VAWTs) compared to HAWT-only farm of Xie et al. [25].
Case ∆Pm,X/Y ∆Vm,X/Y
LM (LSM)/L −0.99% −1.78%
LM(LIM)/L −0.54% 10.7%
(a)
Case ∆Pm,X/Y ∆Vm,X/Y
SM/S 3.87% −24.6%
IM/I −8.8% 50.98%
(b)
Table 5.6: Change in mean power and variability in large and small/intermediate
turbines in multiscale wind farms compared to their homogeneous counterparts of
equivalent hub-heights. (a) large turbines (b) small/intermediate turbines.
5.3.3 Small/Intermediate Turbines
Figure 5.3 and Table 5.6b document the comparison of power in the small and
intermediate turbines in a vertically staggered layout against the homogeneous ar-
rangements with the same hub-heights. It is interesting to note that small turbines in
a vertically staggered configuration (LSM) are power efficient and manifest a gain of
∼ 4% in mean power compared to a homogeneous arrangement (S), with a substan-
tial decrease in variability by more than 20%. For intermediate turbines in vertically
staggered farms (LIM), the power comparison results show a completely opposite
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behaviour, i.e., they are inefficient manifesting a significant 8% drop in power and
an increase in variability by ∼ 50% against homogeneous wind farms with the same
hub-heights (I). This is further corroborated in Table 5.7, where we observe that
the mean power growth is significantly suppressed when the hub-heights of the small
wind turbines are doubled in the vertically staggered arrangement.
From the above discussion, it is apparent, that while the addition of the small
turbines does not illustrate a prominent negative influence on the performance of the
large turbines, the presence of the large turbines significantly affects the performance
of the small/intermediate ones. It is evident that for the case LSM , the small turbines
(that lie completely outside the wakes of the large turbines) are able to harvest more
energy per turbine than they would do otherwise in isolated homogeneous wind farms
with the same small-turbine layout (S), perhaps by efficient utilization of the orga-
nized, coherent structures generated by large turbines, which also amounts to reduced
variability. A further evidence that the organized structures might be responsible for
the power increase was also observed in the energy spectra plots discussed in Sec-
tion 5.3. For intermediate turbines at hub-heights of 0.6DL (that are partially in the
wakes of the large turbines), on the other hand, the interference is destructive com-
pared to the intermediate-turbine only arrangements I, with less power and higher
variability in the intermediate turbines in vertically staggered wind farms, possibly
coming from stronger direct interactions between the large and intermediate turbines
due to their relative proximity, wake impingements and a modulation of coherent
structures.
5.3.4 Power Spectra
The mean power spectra of the large and small wind turbines in the vertically
staggered configuration (cases LSM , LIM) are shown in Figure 5.4a, 5.4b. The fact
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Small/Intermediate Turbines
Large Turbines
Figure 5.2: Temporal variation of the mean power (See Equation 5.3) in cases
containing large turbines: Power of large turbines in cases L, LSM , LIM , as well as
small/intermediate turbines in cases LSM , LIM , normalized with the mean power
Pm,L of baseline case L. Inset: Power of the small/intermediate turbines in cases
LSM , LIM normalized with the mean power of the small turbines Pm,SM in case
LSM .
(a)
I
(b)
Figure 5.3: A comparison of the temporal variation of the mean power (See Equa-
tion 5.3) of small/intermediate wind turbines in a vertically staggered (LSM , LIM)
and homogeneous arrangements (S, I). (a) Small turbines S, SM with hub-height
z′h = 0.3DL. (b) Intermediate turbines I, I
M with hub-height z′h = 0.6DL. Pm,ξ
(ξ = S, I) denote the mean power of small/intermediate turbines in a homogeneous,
single scale orientation.
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Case Mean Power gain
Homogeneous (I/S) 25.15%
Vertically staggered (IM/SM) 10.29%
Table 5.7: Relative change in mean power from small to intermediate turbines when
hub-height increased from 0.3DL to 0.6DL, and rotor radius fixed at DS = 0.3DL.
that the large scale structures contribute to the turbine power is apparent in the plots,
where the variation in the layout of the turbines are seen in the change of the spectra
at frequencies f < 10−2u∗/H (corresponding to large temporal scales). The series
of peaks observed in the spectra correspond to the frequency of the interception
of the eddies with the turbine blade rotation, .i.e., f = ft, 2ft, 3ft · · · . Here ft =
BΩ/2pi, where Ω is the rotation speed of the turbines in radians per sec, and B = 3
corresponding to the number of blades. It is worth noting that the difference in the
magnitude in ft (Figures 5.4a, 5.4b) in the large (ftH/u∗ ∼ 1.67 × 101) and small
(ftH/u∗ ∼ 4.64 − 4.96 × 101) turbines is due to the higher Ω in the small turbines
imposed by the constraint of the fixed tip-speed ratio in the large and small turbines
at different hub-height velocities.
To estimate the power spectra (power spectra density or PSD), a periodogram
estimate of the discrete Fourier transform of power output time series have been
performed along the lines of [156]. The power spectra plot corresponds to the square-
root of the periodogram spectra. The power spectra in both the large and the small
turbines (Figures 5.4a, 5.4b) manifest the f−1 law, at f ∼ u∗/H, and the Kolomogorov
f−5/3 law at higher frequency scales f ∼ 102u∗/H. Since the power mainly comes
from the lift forces generated by the atmospheric flow, the −5/3 law is a testimony of
the fact, that the power at higher frequency scales has significant contribution from
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the turbulent kinetic energy [1].
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Figure 5.4: Frequency content of the wind turbine power. (a) Large turbines with
cases L, LSM and LIM (b) Small/Intermediate turbines with cases LSM , LIM . The
time and frequency scale are normalized with eddy turn over time scale H/u∗, H =
3DL based on the large turbines in L. Case L – black, case LS
M – red, case LIM –
blue.
5.3.5 Joint Probability Density Function
The analysis can be further extended by the joint probability density function
(jpdf) of the power of the large and small/intermediate turbines in the multiscale
layouts. For two random variables X and Y , a joint probability density function jpdf
is related to a joint cumulative distribution function jcdf (a probability that X is no
greater than x˜ and Y is no greater than y˜) as jcdf(x˜, y˜) =
∫ x˜
−∞
∫ y˜
−∞
jpdf(x, y)dxdy. In
a discrete computation, jpdf can be extracted from the envelope of a 3D histogram plot
that computes the relative frequency of occurrence of the events within the specified
bin values. If the random variables within the bin ([x1, x2], [y1, y2]) are considered,
the relative frequency of occurrence within this bin can be defined as Nbin/Ntot, where
Nbin is the number of events falling within the bin, and Ntot is the total number of
the events. The relative frequency of occurrence (probability that the variables are
within the bin) is related to jpdf as Nbin/Ntot = jpdf × Abin, where Abin is the bin
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area, from where jpdf can be estimated by dividing the relative frequency by the
bin area (frequency density). In order to obtain a smooth approximation from a
discrete distribution data, a smoothing procedure in the form of a two dimensional
kernel density estimation from MATLAB toolbox was used to calculate the joint pdf.
The corresponding jpdf for the power of the large and small/intermediate turbines
in the multiscale layouts LSM , LIM is plotted in Figure 5.5, where the normalized
power P¯LM , P¯IM , P¯SM (normalized by the mean power of the large turbines in each
multiscale layout) is considered as random variables in the 3D histogram plot and in
jpdf. The convergence criterion
∫ ∞
−∞
∫ ∞
−∞
jpdf(P¯LM , P¯ξM )dP¯LMdP¯ξM = 1 , ξ = S, I, is
satisfied by the algorithm with the tolerance of 10−4. Thus defined, jpdf essentially
represents the rate of change of probability of a joint event with P¯LM , P¯ξM , when
the values of random variables change from P¯LM to P¯LM + ∆P¯LM , and from P¯ξM to
P¯ξM + ∆P¯ξM , ξ = S, I. The jpdf in Figure 5.5 indicates that the higher power in the
large turbines is well correlated with the higher power of the small turbines in the
same multiscale layout. From the high jpdf regions of the contour (a region of higher
probability density, jpdf(P¯LM , P¯ξM ) > 150), it is apparent that in case LS
M , for a
wide variation of power in large turbines, we have significantly less variation of power
in the small turbines, a feature not seen in case LIM . This illustration with joint pdf
indicates the fact, that the power of small wind turbines at hub-height z′h = 0.3DL
comes from more well-organized structures, than that of the intermediate turbines at
hub-height z′h = 0.6DL.
5.4 Results: Flow Analysis
Further insights regarding the physical mechanisms responsible for the change in
power and variability in the multiscale wind farm arrangements will be discussed
through the mean and the second-order turbulent statistics, as well as the energy
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Figure 5.5: Two dimensional joint probability density function jpdf(P¯LM , P¯ξM ) of
wind turbine power for the turbines LM , ξM . ξ = S, I (a) case LSM . (b) case
LIM . All power variables are normalized with Pm,LM , which is the mean power of
the large turbines in LSM and LIM for (a) and (b) respectively. The jpdf satisfies∫∫ ∞
−∞
jpdf(P¯LM , P¯
M
ξ )dP¯LMdP¯ξM = 1.
spectra, in the subsequent section.
5.4.1 Mean & Turbulent Statistics
In a conventional, homogeneous, periodic wind farm, it is known that the hori-
zontally and temporally averaged mean streamwise velocity profile 〈u〉 (−, temporal
and 〈〉, xy averaging), manifests a double log layer in the vertical direction, induced
by the bottom wall roughness z0,lo = z0 (lower log layer) as well as the wind turbine
roughness z0,hi > z0,lo (top log layer) [5]. Lettau roughness [135] is a measure of the
geometric roughness z0,hi imposed by the organized array of wind turbines in addition
to the roughness due to the topography of the land. The Lettau roughness [135] is
given as z0,Let = 0.5hS/A where h is the effective height of the obstacle posing as a
roughness, S is the silhouette area seen by the wind in the cross-wind-lateral direction
(shadow area of the obstacle projected in the plane), A is the specific lot area mea-
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sured in the horizontal plane or plane described by the average earth/air surface and
is representative of how densely packed the roughness obstacles are. The numerical
factor 0.5 corresponds to the average drag coefficient of the characteristic individual
obstacle of silhouette area. For multiscale wind farms, this formula can be potentially
modified as zLett = 0.5(n
L
t zhSL+n
S
t z
′
hSS)/A, where n
L
t , n
S
t is the number of large and
small/intermediate wind turbines at a lot of area A, zh and z
′
h are hub-heights of the
large and small/intermediate wind turbines respectively, as defined previously, and
SL = piD
2
L/4, SS = piD
2
S/4 are the rotor areas of the large and small/intermediate
turbines. In our multiscale wind farm cases, nLt = n
S
t = 1 at a lot of area A = sxsyD
2
L
(either nLt or n
S
t is zero in single scale wind farms), which results in Lettau roughness
presented in Table 5.8 for all the cases.
Case L S I LSM LSM
zLett/z0 61.71 1.72 3.34 63.43 65.05
Table 5.8: Lettau roughness of the large and small/intermediate single scale wind
farms (L, S, I), as well as the multiscale configurations LSM , LIM normalized by
aerodynamic roughness
Table 5.8 indicates that the roughness of the small/intermediate turbines only
configurations is more than an order of magnitude smaller than their large-only coun-
terpart. Consequently, the contribution of the small turbines into the overall rough-
ness in multiscale wind farms is less significant, and the roughness in Cases LSM ,
LIM is mostly defined by the roughness of large turbines, as seen from Table 5.8.
The roughness values influence the mean streamwise velocity profile in Figure 5.6
that shows distinct double log-layer trends in Cases L, LSM , LIM with a significant
degree of overlap (with the major discrepancies occurring in the region of mixing,
zh−DL/2 < z < zh+DL/2), and essentially a single logarithmic trend in Cases S, I.
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Figure 5.6: Temporally and horizontally averaged mean streamwise velocity 〈u〉/U∞.
Horizontal lines at the top and bottom tip of turbine rotors: Dashed – large turbines,
Chain dotted – intermediate turbines, Dotted – small turbines. Gray patch – overlap
area between large and intermediate turbine in LIM .
(a) (b)
Figure 5.7: Temporally and horizontally averaged (a) streamwise turbulence in-
tensity σu/U∞, where σu =
√
u′2 (b) total turbulence intensity σ/U∞, where
σ =
√
u′2 + v′2 + w′2. Normalization by mean free stream velocity scale U∞. Ro-
tor swept area shown as horizontal lines at the top and bottom tip of the turbine
rotor with a wind turbine schematic: Dashed – large turbines, Chain dotted – inter-
mediate turbines, Dotted – small turbines. Gray patch – overlap area between the
large and intermediate turbine in LIM .
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Figure 5.7 depicts the horizontally averaged turbulence intensity for the homo-
geneous and multiscale wind farms. Expectedly, the homogeneous wind farms with
small/intermediate turbines (S, I) show much smaller turbulence intensity through-
out the domain than the homogeneous farms with large turbines (L) or the multiscale
arrangements (LSM , LIM). In general, turbulence intensity profiles from the u′ fluc-
tuations alone and from the sum of the components (u′2 + v′2 +w′2) are fairly similar
in magnitude and shape, allowing for an argument that most of the turbulent activity
around the turbine rotors comes from the streamwise fluctuations. The exception is
the region near the hub-heights of the low-located small turbines (z′h = 0.3DL) in the
multiscale arrangement, suggesting that, perhaps, other components play an increas-
ingly important role in the structure of turbulence and the power production of the
small turbines in this case.
5.4.2 Wake Recovery
Insights from the power generated by the wind turbines can be gained by studying
the wake recovery of the mean velocity profile around the large and small turbines.
From Figure 5.11a, we observe, that for the baseline homogeneous case of large only
turbines L as well as the vertically staggered cases LSM , LIM , the wake recovery
of the large turbines in the location zh − DL/2 < z < zh + DL/2 (zh = DL) re-
mains similar, as is expected from the fact that the power in the large turbines was
found to be similar across the cases. The recovery of the velocity deficit regions are
also associated with the decay of the turbulence intensity and the kinematic shear
(Figure 5.11b, 5.11c) in the turbine rotor swept region. It was observed that in gen-
eral, the streamwise turbulence intensity and kinematic shear stress (σu,−u′w′) are
slightly increased in the cases LSM , LIM compared to L supposedly due to the ad-
dition of the smaller size turbines. However, for the small and intermediate turbines,
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(a)
(b) (c)
(d) (e)
Figure 5.8: xz plane (y = 4.5DL) of normalized velocity magnitude√
u2 + v2 + w2/U∞ in vertically staggered and homogeneous wind farms, temporally
averaged for 10 eddy turn over times, based on the friction velocity of large turbines.
(a) baseline case L (b) case LSM (c) case LIM (d) case S (e) case I. Contour lines
in grayscale: 0.575 – 0.8 of U∞. The solid magenta colored windows in cases LSM
and LIM point to energetic structures around small and intermediate turbines (above
for small turbines and below for intermediate turbines) present in multiscale arrange-
ments that are not seen in homogeneous cases S, I. Large, intermediate and small
turbines are schematically shown in color.
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(a)
(b)
Figure 5.9: xz plane (y = 4.5DL) of instantaneous velocity magnitude√
u2 + v2 + w2/U∞ for two different vertically staggered layouts (a) LSM , (b) LIM .
(Figures 5.12a–5.12d), it is apparent that the wakes (z′h − DS/2 < z < z′h + DS/2,
z′h = 0.3DL – small, z
′
h = 0.6DL – intermediate) in vertically staggered orienta-
tion are affected by the wakes of the large turbines. Thus, while the wakes of
the small/intermediate turbines recover smoothly in the homogeneous arrangement
(S, I), bulges corresponding to high velocity regions of the large turbines appear
at around z ≈ 0.3DL for LSM , LIM , expediting the wake recovery for case LSM
while no such benefit occurs for case LIM . These observations are in concordance
with the power of the turbines documented in Section 5.3.3. Furthermore, near the
rotor-swept regions of small turbines, cases S, I show a marked difference in the
mean and turbulent statistics with the cases LSM , LIM since the small turbines in
the latter are influenced by the dynamics of the large wind turbines. Specifically, the
influence of the large turbines on the small or intermediate ones are illustrated by the
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(a)
(b)
Figure 5.10: yz plane (x = xt + 0.5DS, xt location of second row of
small/intermediate turbines) of instantaneous velocity magnitude
√
u2 + v2 + w2/U∞
contours and in-plane velocity vectors u, v for two different vertically staggered lay-
outs (a) LSM , (b) LIM .
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(a) (b) (c)
Figure 5.11: Spanwise averaged mean and turbulent statistics focused on wake
recovery of the large turbines. (a) Mean streamwise velocity u (b) streamwise turbu-
lent fluctuations σu =
√
u′2 (c) kinematic shear −u′w′. Variables normalized by free
stream velocity U∞. xt: Large turbine location in row L2 (See Figure 5.1). Rotor
swept area shown as horizontal lines at the top and bottom tip of the turbine rotor
with a wind turbine schematic: Dashed – large turbines, Chain dotted – intermediate
turbines, Dotted – small turbines. Gray patch – overlap area between the large and
intermediate turbine in LIM .
disparate distances (scales) of the wake recovery, the decay of turbulent statistics in
the rotor swept region as well as the differences in shear stress behavior. The results
obtained from the above flow analysis and the turbine power data are seen to be
inline with a recent study by Vasel-Be-Hagh and Archer [148] who have also found
that a larger difference in hub heights is more effective than a smaller difference in
vertically staggered arrangements. The authors identified two competing effects for
the lower turbines: the presence of increased shear reduces power but a larger rotor
area that is not exposed to the upstream wakes can increase power. It was concluded
that the latter effect dominates when the spacing is tight between the turbines [148].
Figure 5.8 showing the temporally filtered velocity magnitude contours further cor-
roborates the fact that the flow features around the large wind turbines are mainly
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(a) (b) (c)
(d) (e) (f)
Figure 5.12: Spanwise averaged mean and turbulent statistics focused on wake
recovery of the small/intermediate turbines. (a), (d) Mean streamwise velocity u
(b), (e) streamwise turbulent fluctuations σu =
√
u′2 (c), (f) kinematic shear −u′w′.
Variables normalized by free stream velocity U∞. xt: Small turbine location in row 2
(See Figure 5.1).Rotor swept area shown as horizontal lines at the top and bottom tip
of the turbine rotor with a wind turbine schematic: Dashed – large turbines, Chain
dotted – intermediate turbines, Dotted – small turbines. Gray patch – overlap area
between the large and intermediate turbine in LIM .
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unaffected in the multiscale arrangements, while features around the small wind tur-
bines are influenced by the presence of the large ones. Further flow structures can
be observed in Figures 5.9, 5.10 which illustrate the turbulent interaction between
the multiscale turbines. Visual analysis of the structures shed by the large turbines
corroborates the fact that they are produced in the shear layer at the bottom rotor
tip and are entrained below the large turbine rotors, consistent with the previous
spectral analysis [127, 150]. For the small turbines at lower hub heights (also see
Figure 5.9a, 5.10a), these organized structures impinge directly on the turbine rotors
and are harvested efficiently by the small turbines, increasing their power and reduc-
ing variability. For the intermediate turbines at higher hub-heights, the structures
pass below the rotors (additionally, also see Figure 5.9a, 5.10a), leaving the interme-
diate turbines face an incoherent wake of large turbines, decreasing the power and
increasing variability in intermediate turbines.
5.4.3 Premultiplied Spectra
The 1D streamwise and wall normal energy spectra of the turbulent flow field of
the homogeneous wind farms is illustrated in Figure 5.13 for the cases L, LSM , LIM .
The spanwise-averaged 1D premultiplied streamwise and wall-normal energy spectra
(kxEuu, kxEww) in Figures 5.13b, 5.13c indicate that except for a slight discrepancy
at length scales λx > DL, the u,w energy spectra at and above the hub-height z = DL
of the large turbines remain the same for the cases L, LSM , LIM . Interestingly, it is
also observed that the wall-normal kinetic energy at length scales λx ≤ DL is much
larger than the streamwise counterpart at these locations, manifesting a potential
signature for the downdrafts of energetic structures from the top of the boundary
layer. This again, is in agreement with the fact that the power production in large
turbines is not influenced (augmented or destructed) by the addition of the smaller-
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Figure 5.13: 1D premultiplied streamwise and wall normal energy spectra kxEuu
(black), kxEww (gray) for cases L (solid), LS
M (dashed), LIM (chain-dotted). (a)
inner layer, z = 0.075DL (b) at hub height of large turbines z = DL (c) outer layer,
z = 2.25DL. λ
0
x, λ
−1
x are corresponding near-wall k
−1
x and k
0
x scaling of Euu and Eww
spectra in the neutral ABL [157].
127
10-1 100 101
10-1
100
101
(a)
10-1 100 101
10-1
100
101
(b)
10-1 100 101
10-1
100
101
(c)
10-1 100 101
10-1
100
101
(d)
10-1 100 101
10-1
100
101
(e)
10-1 100 101
10-1
100
101
(f)
Figure 5.14: 2D premultiplied streamwise energy spectra kxkyEuu/U
2
∞ of the large
turbines, top row: LSM ; bottom row: L. (a),(d) z = zh − DL/2. (b), (e) z = zh.
(c), (f) z = zh +DL/2. Contour levels: 10 - 80% of maximum, with the separation of
10% per each contour line, higher energy content is at lighter shades of grey.
scale turbines in the bottom layer in this multiscale HAWT wind farm. Close to
the “wall” at z = 0.075DL (Figure 5.13a), we do not observe any streamwise length
scales at which the wall-normal spectra dominates its streamwise counterpart. This
indicates the presence of quasi-inviscid 2D “inactive” eddy structures, as observed
in our previous work [157]. This phenomenon corroborates towards the evidence of
vertical turbulent motions from the outer layer towards the “wall” in cases L, LSM
and LIM . Whether these vertical motions can be utilized for power, depends on the
organization of structures at the top of the rotor of the smaller turbines and discussed
further in the 2D spectra.
The experimental studies by Hamilton et al. [19] and Chamorro et al. [22] as well
as our recent numerical studies [127] have revealed the contribution of length scales
larger than rotor diameter to the wind turbine power. With these observations in
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Figure 5.15: 2D premultiplied streamwise energy spectra kxkyEuu/U
2
∞ of the large
turbines, top row: LIM ; bottom row: L. (a),(d) z = zh −DL/2. (b), (e) z = zh. (c),
(f) z = zh+DL/2. Contour levels: 10 - 80% of maximum, with the separation of 10%
per each contour line, higher energy content is at lighter shades of grey.
mind, we analyze the 2D premultiplied energy spectra of the multiscale as compared
to single-scale homogeneous wind farm cases with an emphasis on such energetic
eddies with the scales in the range D − 10D in Figures 5.14–5.17.
We first observe that the presence of the small-scale turbines does not significantly
affect the spectra and energetic eddies around the large turbines (cases L, LSM , LIM),
consistent with our previous observations. As seen from the almost identical contours
of the streamwise energy spectra of cases L, LSM , LIM around the rotor-region of
large turbines in Figures 5.14, 5.15, it appears that the presence of small turbines has
almost no influence on the larger length scales of the u energy spectra.
On the contrary, the influence of the large turbines is prominently seen in the
streamwise energy spectra of the flow around the rotor-swept region of the small/intermediate
turbines (See Figures 5.16, 5.17). The small/intermediate turbines in LSM , LIM are
129
10-1 100 101
10-1
100
101
(a)
10-1 100 101
10-1
100
101
(b)
10-1 100 101
10-1
100
101
(c)
10-1 100 101
10-1
100
101
(d)
10-1 100 101
10-1
100
101
(e)
10-1 100 101
10-1
100
101
(f)
Figure 5.16: 2D premultiplied streamwise energy spectra kxkyEuu/U
2
∞ of the small
turbines, top row: LSM ; bottom row: S. (a),(d) z = z′h −DS/2. (b), (e) z = z′h. (c),
(f) z = z′h+DS/2. Contour levels: 10 - 80% of maximum, with the separation of 10%
per each contour line, higher energy content is at lighter shades of grey.
separately compared against the turbines in cases S, I respectively, to analyze the ef-
fects of their interaction with large turbines. While in the inefficient multiscale wind
farm LIM , we observe energy in the top, z′h +DS/2 and the bottom z
′
h−DS/2 of the
rotor tip to be concentrated at larger length scales, λx > DL, in the efficient wind
farm LSM , we observe a markedly different phenomenon. Even though the energy
at the top rotor tip, z′h + DS/2 is concentrated at larger length scales, λx > DL,
the energy at the bottom rotor tip, z′h − DS/2 is shifted towards smaller scales at
λx ≈ DL, indicating towards an efficient harvesting of large-scale structures for power
production via downdraft mechanisms in these wind farms.
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Figure 5.17: 2D premultiplied streamwise energy spectra kxkyEuu/U
2
∞ of the small
turbines, top row: LIM ; bottom row: I. (a),(d) z = z′h −DS/2. (b), (e) z = z′h. (c),
(f) z = z′h+DS/2. Contour levels: 10 - 80% of maximum, with the separation of 10%
per each contour line, higher energy content is at lighter shades of grey.
5.5 Discussion and Conclusions
In the current study, we present large eddy simulations of a “multiscale” wind
farm featuring horizontal axis wind turbines with two different rotor sizes and dif-
ferent hub-heights in a vertically staggered arrangement. Two different multiscale
arrangements were investigated: case LSM with the smaller size turbines located at
hub-heights of 0.3DL, and case LI
M with the smaller size turbines located at hub-
heights of 0.6DL; large turbines were kept fixed at a hub-height of DL in both cases.
In the explored configurations, it was found that the small/intermediate turbines
turbines had relatively small effect on large wind turbines mean power production.
Although it was conjectured that the added smaller size turbines had little contri-
bution to the overall roughness of the farm land, they did increase the turbulent
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activity as evidenced by the increase in turbulent stresses, especially in the region
corresponding to the bottom part of large turbine rotors, which resulted in a slight
increase in power variability in large turbines due to an enhanced turbulence in the
case LIM . On the other hand, large turbines were found to affect the dynamics of the
small/intermediate turbines significantly, both through the modulation of the inner
region of the turbulent boundary layer via large-scale organized coherent motions in
case LSM , and through the direct interference and wake impingements in case LIM .
In the presented configurations, a roughly 20% of power increase in the overall wind
farms has been achieved for a one-to-one ratio of large to small/intermediate wind
turbines in a collocated, vertically staggered arrangement (LSM , LIM) compared to
the baseline case L. In addition to an overall power increase, multiscale wind farms
containing small wind turbines at hub-heights of 0.3DL (case LS
M) exhibited an ef-
ficient operation with close to zero power losses when compared against a linear sum
of their respective single-scale counterparts, resulting from a more efficient operation
of small turbines in mutliscale arrays than in homogeneous arrays. The mechanisms
responsible for these effects were linked to an increased downdraft of kinetic energy
to small turbines by the large-scale structures generated by the presence of large
turbines. The evidence of these enhanced downdraft mechanisms were found in the
increased levels of wall-normal turbulence fluctuations around small turbines, as well
as in the 1D and 2D spectra of the turbulent kinetic energy. To the contrary, the in-
termediate wind turbines at hub-heights of 0.6DL were found to operate inefficiently
and with increased power variability, possibly due to a direct inference of the large
turbines on the small turbines through the mixing of wakes that alter the large-scale
structure dynamics and suppress similar downdraft mechanisms. We note that the
effects that wind turbine towers, both from large turbines and small/intermediate
turbines, would have on the multiscale wind farm dynamics, were not investigated in
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the current study.
The current study has two potential implications. First, it is instructive to explore
whether the overall capacity of the multiscale wind farm in the current HAWT-only
configuration can be further increased by increasing the density of the small turbines
with respect to the large turbines. Although a total power gain of as much as 23%
was already observed in the current study, a potential can be larger. In a recent
study of Xie et al. [25], the overall wind farm capacity was increased by 32% in a
combined HAWT-VAWT configuration with the ratio of the small VAWT turbines to
the large HAWT turbines of twenty to one. Since the small turbines in the current
configuration are spaced nearly 23 and 10 diameters apart in streamwise/spanwise
directions (scaled with the small turbines diameter), there is potentially a room for
increasing their density while still keeping an undesirable wake interference at a low
level. This opens up an interesting possibility of optimizing such layouts, with respect
to the density and streamwise location of small/intermediate turbines which might
result in an overall gain in multiscale wind farm power against the individual linear
sum of single scale large and small/intermediate only turbines. Second, the possibility
of using large passive disked structures to modulate the flow around the turbines by
generating bluff body wakes and organized coherent motions with a similar “shielding”
effect, would be of interest.
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Chapter 6
LARGE SCALE STRUCTURES IN FINITE SCALE WIND TURBINE ARRAY
6.1 Introduction
In order to optimize power generation and control in wind farms, some of the im-
portant questions that needs to be answered is directly linked to understanding the
dynamics of large scale structures in atmospheric boundary layer, their interaction
with the turbines, and how these structures contribute to the power generation in a
global scale or localized area of turbines. While recent work by [23, 127, 134] incor-
porated the studies involving the dynamics of large scale structures in wind farms,
they are mostly limited to the wind turbine array boundary layer (WTABL) [5] in
the asymptotic limit. WTABL is a conceptualization for studying large wind farms
in the infinite limit using periodic boundary conditions in the horizontal direction,
thus allowing one to analyze the vertical physics of turbulence as in channel flow or
the multiscale phenomenon of the global domain invoking Fourier transform [150].
However, WTABL due to its imposition of streamwise periodicity in the statistical
sense neglects many important phenomenon owing to the streamwise inhomogeneity,
like the “growth of the inner layer” and “wake impingement” effects in the second
row of turbines and beyond [5, 134]. These phenomenon are important in the first
few rows of turbines in a large wind farm, or if the size of the wind farm is short
∼ O(10D) in the dominant wind direction.
Fourier transform in WTABL cases depicts the global modulation of length scales
due to the wind turbine in ABL without accounting for the spatial variability of
the scales. Wavelet transform [158–160] is a methodology that invokes the concept
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of length scales similar to a Fourier transform, but without losing the spatial infor-
mation. Instead of using basis functions eik·x as in Fourier transform which map a
variable from physical x to wavenumber k space, wavelet transform maps a variable
from x space to (x,k) space with the accuracy of spatial and spectral information
following Heisenberg’s uncertainty principle [161, 162]. Due to this property of re-
taining both spatial and spectral information of a signal, wavelet transforms have
been used predominantly in the previous literature for analyzing turbulent flows with
spatial/temporal inhomogeneity [163, 164]. Orthonormal wavelet spectra [165] were
popular in the last two decades and were being used as an alternative to Fourier
spectra to understand the spatial variability of length scales, denoising the turbu-
lent spectra and extraction of coherent vorticity of organized structures in turbulent
flows [166–169]. The wavelets and their variants were also utilized for understanding
the physics of turbulence at production wavenumbers and as a tool for extracting
subfilter scale information in LES models [170,171]. Studies by [172,173] have used
two dimensional wavelet transform to understand the heterogeneity of the spectral
content of subgrid scale flux (energy transfer from large to small scales), e.g. the ejec-
tion and sweep mechanisms and the spatial variability of spectral budget of turbulent
kinetic energy with the motivation of designing subgrid scale models in large eddy
simulations. Recently a renewed interest in using wavelets in the field of turbulence
has been noted, e.g. the study of large scale modulation of small scales in near wall
turbulence [174], understanding the turbulence cascade mechanism [175] and using
wavelet filters for understanding coherent structures in isotropic [176] and particle
laden turbulence [177]. A compilation of the extensive body of numerical and exper-
imental work involving wavelets in turbulent flows in the past two decades can be
found in the review by [178].
We use a wavelet based spectral analysis in order to understand the spatial vari-
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ability of length scales that are responsible for the power generated by the turbines
in a heterogeneous farm. The choice of our wavelet, in particular using continuous
wavelet transform method for capturing a span of continnum wavelength in turbulent
flow is guided by the discussion in [178]. Despite some works in understanding the
interaction of wind turbines with atmospheric turbulence [179, 180] using temporal
signals, the authors are not aware of any studies using the wavelet analysis for un-
derstanding the spectral content in heterogeneous convective direction of turbulent
flows past wind farms. Furthermore, while many of the previous studies in turbulence
with wavelets relied on direct numerical simulation (DNS) data at low to moderate
Reynolds number, working with large eddy simulation at the Reynolds number cor-
responding to atmospheric turbulence, is not known to the authors. In this respect,
our present work is the first attempt to understand the spatial variability of the mul-
tiscale physics in wind turbine array interacting with atmospheric boundary layer
using high-fidelity large eddy simulation (LES). In this chapter, we use our previous
knowledge of the large-scale structures in massive wind farms [127,150] that are well
resolved by the grid upto scales smaller than rotor diameter, in order to build on a
quantitative model which illustrates how these structures are modulated by a finite
scale wind turbine array. Our previous work on periodic wind farms [150], using
Fourier analysis, shows the presence of mean kinetic energy flux, which essentially
acts as downdrafts from the energetic structures above the wind turbine rotor [137]
contributing to wind power. These downdrafts were shown to be responsible for in-
creased length scales of the “attached eddies” and “active 3D motions” [77] in near
wall turbulence.
However, this understanding is somewhat restricted to periodic boundary condi-
tions, where the effects of heterogeneity of the wind farms in the ABL is not properly
understood. In the current study, we use a finite scale wind farm comprising of a 3×3
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wind turbine array, where the first row of turbines are intercepted by the atmospheric
boundary layer, and the wakes recover to atmospheric turbulence past the third row
of turbines. In this respect, the wavelet spectral methods address the shortcomings
of their Fourier counterparts used in the previous analysis on periodic wind farms.
Using wavelets, the spatial variability of energy spectra and spectral coherence of
turbulent fluctuations can be studied for and around each row of the turbines. This
study serves as a stepping stone to illustrate the underlying mechanisms for the spa-
tial variability of the organized coherent eddies, that are present around the wind
turbine arrays, modulated by the turbines themselves and playing an important role
in the power generation.
In the current chapter, we perform a large eddy simulation study of a finite scale
wind farm at Re ∼ O(1010) with the objective to understand the behaviour and
modulation of large scale structures (resolved by LES and minimally influenced by
subgrid scale viscosity) that contribute to the wind power. The chapter is organized
as follows. In the section 6.2 we discuss the computational setup for the large eddy
simulation, which generates the high-fidelity LES data for our present analysis. Next,
in section 6.3.1 we illustrate the instantaneous snapshots as well as time averaged
mean and turbulent statistics of the flow past the turbine array. In section 6.3.2,
we present some results of the wavelet energy spectra, validated against its Fourier
counterpart, mainly to assess its usefulness in the analysis. Next, in section 6.3.3 we
discuss large scale eddies and its spatial variablility through wavelet spectral coherence
responsible for power generation. Finally in section 6.4 we conclude. A small appendix
for mathematical tools used for the wavelet spectra has been provided in E.
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6.2 Computational Setup
The computational domain comprises of a neutral ABL precursor simulation of
size 2piH×piH×H (H is the ABL thickness, See [157], [150]), the midplane of which
(x = piH) is being spectrally interpolated into the inflow condition [57,181,182] of the
wind farm domain. For details of the spectral interpolation technique using stationary
overlapping mesh methodology, the reader is referred to [183].
The domain size for the finite scale wind turbine array is 3piH × piH × H, with
the statistically stationary ABL simulation serving as an initial condition to the wind
turbine array. Consequently, a seperate ABL simulation at that domain length has
been run with a uniform discretization of 40× 24× 20 elements to generate realistic
initial conditions for turbine array simulations. The domain size rescaled in terms of
turbine rotor radius (diameter) is given as 94R×32R×10R (47D×16D×5D), where
R = 0.1H is the radius of each turbine-rotor (D = 2R is turbine-rotor diameter). The
9 turbine rotors have been arranged in a 3 × 3 matrix arrangement in the compu-
tational domain. The design of the computational domain and the arrangement of
different turbines are done in concordance with the experimental set up as in [184].
The first row of 3 rotors are placed at piH/2 or 7.85D distance from the inflow
boundary. The streamwise distance between the turbines is 7D, while the spanwise
distance is 3D. The hub-height of all the rotors have been set at D. These dimen-
sions are designed to conform the experimental set-up as in [184]. Two different
stabilization of outflow boundaries have been utilized, namely the the sponge layer
and the stabilized natural outflow boundary condition (See Chapter 2 Section 2.5 and
Appendix B). For the sponge boundary condition, the physical streamwise extent of
the domain is 38D, after which the non-reflective sponge layer initiates with a coarse
2 element stretch to x = 47D coupled with a simple outflow boundary condition (See
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Equation B.5). Consequently, the wake of last row of 3 sets of rotors has a capac-
ity to convect a physical distance of 16D which is more than twice the inter-rotor
streamwise spacing. However, for implementing stabilized natural boundary condi-
tion [59], it was observed in the previous literature as in [34] that extended domains
are still required such that the stabilized boundary conditions do not affect eddies
upstream in the flow. A comparison of the two different outflow boundary conditions
is documented in [181], which shows that only minor discrepancies in the mean ve-
locity profile can be seen in the outer layer, far away from the wind turbine wakes.
However, since the stabilized natural boundary conditions does not contain regions
of artificial diffusion unlike the sponge layer, is expected to genarate physically con-
sistent results and have been subseuqently used in all our simulations using inflow
outflow. The turbulent inflow conditions are implemented as a stationary overlapping
mesh methodology [183], where both the simulations are run simultaneously with the
inflow condition from ABL simulation being generated by spectrally interpolating the
mid-plane of the ABL domain (yz plane at x = piH) to the inflow boundary of the
computational domain of turbine array (direct memory copies). Since, the spectral
interpolation is done in parallel using Message Passing Interface (MPI) it removes the
I/O overhead significantly in the computation.
The current spectral element grid with 1.28 × 107 grid points has a capability
of capturing length scales ∼ 0.3D far away from the turbine wakes, while smallest
scales close to the turbine rotors is . 0.1D (See Table 6.1). The resolved length
scales is defined as twice the resolved grid resolution according to the Nyquist fre-
quency criterion. Please note, that the definition of grid resolution only takes into
consideration the variability in the size of spectral elements and not the variability of
the GLL node clustering within an element similar to the discussion in Appendix D.
After achieving statistical stationarity, the simulation has been carried out for 600
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flow through times (Te = 3piH/U∞) to collect statistics (Snapshots are placed 1/4Te
apart) ensuring enough decorrelated snapshots for the large length scale comparable
to the streamwise boundary length. All our spectral results are shown till the smallest
length scale of 0.4D, which is slightly greater than the minimum resolved scale far
away from the turbines.
Case Geometry N ex ×N ey ×N ez Grid points
Sponge Layer 3piH × piH ×H 42× 32× 24 1.122× 107
Stabilized NBC (Dong et. al) 3piH × piH ×H 48× 32× 24 1.281× 107
Table 6.1: Numerical setup for wind turbine array computational domain for two
different outflow boundaries. 8 GLL nodes has been used per cartesian direction
Direction max ∆η/p min ∆η/p ∆η/p
x 0.1683 0.0238 0.1402
y 0.1658 0.0179 0.0701
z 0.0471 0.0179 0.0298
Table 6.2: Maximum, minimum and average grid size of 3× 3 wind turbine array.
6.3 Results
6.3.1 Mean and Turbulent Statistics
In this section we discuss about the instantaneous snapshots and temporally av-
eraged flow variables in the flow past the wind farms. The instantaneous snapshots
of velocity magnitude, vertical velocity and the product of wall normal and stream-
wise velocity fluctuations (temporal average – kinematic shear) are documented in
140
xy
16D
z
5D
inflow plane
outflow plane
3D
7
D
8
D
4
7
D5D
Figure 6.1: Computational domain of Wind Turbine Array simulations with inflow-
outflow condition. Numbers 1–9 in red indicate the turbine number.
Figure 6.2. The velocity magnitude in Figure 6.2a illustrates the presence of wake
meandering effects. Interesting to note, that the vertical velocity structures (Fig-
ure 6.2b) are finer (∼ D) at the hub-height compared to the total velocity magnitude
dominated by the streamwise velocity structure. This phenomenon is further observed
in the wavelet spectral analysis in the later sections. The instantaneous snapshot of
instantaneous turbulent kinetic energy 1
2
(u′2 + v′2 + w′2) and product of streamwise,
wall-normal velocity fluctuations u′w′ reveal large scale energetic bulges close to the
top-tip of the rotor which were not seen in the bottom tip of the rotor. The contour
plots of the mean and turbulent statistics can be found in Figures 6.3, 6.4. The mean
velocity contours indicate that the wake velocity deficits increase in the subsequent
rows after the first, due to the effects of wake impingement from the previous rows.
This is further reflected in the second order statistics such as turbulent kinetic energy,
mean kinetic energy flux, turbulence production, which manifest the growth of the
inner layer and the wake-impingement effects, accounting for an increased “turbulent
activity” in the second and third row of turbines. Figure 6.5 illustrates the veloc-
ity profile at different streamwise stations at three different rows of the turbines. It
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Figure 6.2: Instantaneous temporal snapshot of (a) velocity magnitude√
u2 + v2 + w2, (b) vertical velocity w in xy plane, at z = zh, hub-height. (c) in-
stantaneous turbulent kinetic energy 1
2
(u′2 + v′2 +w′2) (d) product of streamwise and
wall normal velocity fluctuations, u′w′ in xz plane at y = 7.85D, middle column of
turbines. Normalization velocity scale: U∞
clearly indicates that the wake recovery in the first row is quicker and quite different
than that in the subsequent rows. Further more, beyond z = 2.5D, no significant
discrepancies in the velocity profile at different streamwise stations can be noted,
indicating that the height of the wind turbine inner layer is ∼ 2.5D.
The wake-deficit in the wind turbine arrays can be defined as δU(x, y, z) = U(z)−
Uw(x, y, z), where U is the mean streamwise velocity at the inflow, and Uw streamwise
“wake” velocity downstream of the turbines. The velocity deficit is normalized by the
maximum of the velocity deficit δUmax . The radial distance r from the centre of the
turbine rotor (hub height location) has been normalized by the distance r1/2 , which
can be defined as the distance at which the velocity deficit δU = 1/2δUmax(x).
f(ξ) =
δU(x, y, z)
δUmax(x)
(6.1)
where f(ξ) is the self-similar shape function, and ξ is the similarity radial coordi-
nate. Using a gaussian form, f(ξ) = exp−aξ
2
, we observe that at ξ = 1, f(1) = 1/2,
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Turbulent inflow
Figure 6.3: (a) Computational domain of wind turbine array showing flow struc-
tures. Velocity magnitude
√
u2 + v2 + w2/U∞ snapshots at plane x = 21.85D (third
row of turbines), x = 47.12D (outflow) and y = 0. Mean and turbulent statistics
taken at a plane y = 2.5piD. Red arrows: turbulent inflow from precursor ABL.
which leads to a = log 2. If the similarity scaling law holds good, with such normal-
izations, it is expected that the normalized velocity deficit profile would collapse into
a single curve in ξ coordinate.
From Figure 6.6, it is observed that while the first row manifesting an interception
with atmospheric turbulence does not collapse well with the gaussian form of f(ξ) =
exp(−ξ2 log 2), the subsequent rows (Row 2 and 3) intercepting the wakes from the
previous rows illustrate an approximate collapse with the gaussian form, and thus the
scale similarity would approximately hold for the subsequent rows.
POD modes
For such inhomogeneous flows, proper orthogonal decomposition (POD) [24,137,185,
186] serves as an important tool to identify large flow structures ranked according to
the turbulent kinetic energy (tke) content. Even though, POD is not the focus of the
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Figure 6.4: xz plane of temporally and spanwise averaged normalized mean and
turbulent statistics. (a) streamwise velocity U (b) wall-normal velocity W (c) mean
kinetic energy flux -u′iu
′
jU¯i (d) dominant term of turbulence production -u
′w′∂U¯/∂z
(e) Turbulent kinetic energy 1/2u′iu
′
i . Normalization velocity U∞ , normalization
distance D.
chapter, some results from our previous work are illustrated in order to understand the
large scale dynamics predominant in wind farm arrays and thus serves as a first step
towards understanding their spatial variability subsequently analysed using wavelet
decomposition. The POD modal picture (Figure 6.7) reveals the roller-modes type
of structures with counter rotating eddies with diameters > 10D as observed in
[134]. The figure is adapted and replotted from our previous work in [137]. The
calculation of the three dimensional POD modes is performed using a method of
snapshots along the lines of Sirovich [185] and the reader is referred to Appendix F
for further details. For the POD study conducted in [137], we obtained convergence
for the first 5 POD modes, for roughly 2000 snapshots separated 1/4 flow through
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Figure 6.5: Spanwise averaged mean streamwise velocity profile at different stream-
wise location. (a) First row, (b) Second row, (c) Third row. Solid – x = xt + D,
Dashed – x = xt + 2D, ◦ – x = xt + 3D, + – x = xt + 4D. xt is the streamwise
location of the corresponding turbine rows. Dashed line – rotor region.
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Figure 6.6: Normalized wake velocity deficits vs the normalized radial distance from
the turbine rotor center. a = log 2 (a) First row, (b) Second row, (c) Third row. Red
◦ – x = xt + 2D, Blue + – x = xt + 3D, Black  – x = xt + 4D. xt is the streamwise
location of the corresponding turbine rows.
times apart. The first 2 POD modes clearly reveal regions of energetic high velocity
structures around the turbine rotor region, associated with downdraft or negative
vertical velocity component. This indicates that even for finite scale wind farms,
the “downdraft” mechanism would play an important role in the power generation
of wind farms. In infinite wind farms, the flux difference of the mean kinetic energy
entrainment at the top and bottom rotor tip , i.e. −u′iu′jU¯i
∣∣∣zh+D/2
zh−D/2
is known to be
a significant contributor to power. In finite scale wind farms, due to the growth of
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Figure 6.7: yz (x = piH, first row of turbines) plane of the streamwise u POD modes
φ1m
√
Λm/U∞ (contour) and spanwise, wall normal i.e., v, w POD modes φ2m
√
λm/U∞,
φ3m
√
Λm/U∞ (in-plane vector) for 2 different modes, maximizing turbulent kinetic
energy 1/2u′iu
′
i. Λm – m
th eigenvalue of the POD mode.
the inner layer and wake impingements, the MKE flux is not the sole contributor to
the farm power, but still plays a major role. Table 6.3 shows the modal contribution
of turbulent kinetic energy λm and the mean kinetic energy flux −λmφimφjmU i for a
few modes, m ≤ 10. This clearly indicates that a significant fraction of the MKE
flux is captured by far less number of modes than required for a similar percentage of
turbulent kinetic energy, for which the POD modes are optimized in the least squares
sense along the lines of [134]. Table 6.3 further illustrates the significance of roller
modes (m = 1, 2) in being instrumental to the MKE flux generation, the entrainment
of which contributes to turbine power.
6.3.2 Wavelet Spectra – Cascades and Validation with Fourier Spectra
The wavelet coefficients (using analytical Morlet wavelet) of a spatially varying
velocity across the streamwise direction at y = 7.85D, z = zh, zh + D/2 have been
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POD mode Contribution to TKE (%) Contribution to MKE flux difference (%)
1 6.13 12.88
2 3.93 4.05
4 1.67 2.76
5 0.78 1.18
9 0.62 0.54
Table 6.3: Contribution to turbulent kinetic energy 1/2u′iu
′
i and mean kinetic energy
flux difference −u′iu′jU¯i
∣∣∣zh+D/2
zh−D/2
at different POD modes.
documented here. While figure 6.8 illustrates the real part of the instantaneous u, w
wavelet coefficients at z = 7.85D (middle coumn of the rotor) the wavelet spectra of
the turbulent kinetic energy is manifested in Figure 6.9. It is intriguing to note that
Figure 6.8 displays the fork like structures reminiscent of the turbulence cascade with
the large eddies breaking down to smaller ones as was observed in a similar work by
Farge [178] and Bassene et al. [175] for isotropic turbulence.
An estimation of the length scales at which the wavelet coefficients at specific
wavelengths are completely decorrelated illustrates the fidelity of the wavelet trans-
form for our current wind turbine array domain. For this, an autocorrelation of
the absolute value of the wavelet transform coefficients W [u](λx, x), W [w](λx, x)
of u and w velocities have been performed (Figure 6.10). The autocorrelations,
ρuu(∆x;λx), ρww(∆x;λx) are normalized by their zero-lagged value, ∆x = 0, which are
essentially the variance of the wavelet transformed cofficientsW [u](λx, x),W [w](λx, x).
This ensures that ρuu(∆x = 0;λx) = ρww(∆x = 0;λx) = 1. The auto-correlation value
indicates that at length scales of 5− 10D considered for investigation in the current
chapter, the spatial signal is decorrelated at ∼ 20D, even though slight negative cor-
relations might exist at larger separations. It can also be seen that the correlation
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Figure 6.8: Instantaneous real part of wavelet transform of u, w velocities, (a), (c)
R[W [u](kx, x)], & (b), (d) R[W [w](kx, x)] at a typical time snapshot using Morlet
wavelet. First row – z = zh, hub-height; Second row – z = zh + D/2, top-tip of the
rotor. Spanwise location, y = 7.85D, the second column of turbines.
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Figure 6.9: Kinetic energy in the spectral space obtained from wavelet transformed
velocitiesW [ui](kx, x), at hub height z = zh and spanwise location y = 7.85D (middle
column of turbines).
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function manifests multiple peaks (of much smaller magnitude) for λx ∼ 0.6D, 3D at
z = zh + D/2 indicative of spatial organization even at smaller scales at the top tip
of the rotor.
Figures 6.11, 6.12 and illustrate a validation of the streamwise integrated wavelet
spectra (as a function of streamwise wavelength, λx) which essentially acts as a band
pass filtered Fourier spectra (Appendix E) over the whole range of calculated wave-
lengths. Note, in an analogous fashion, the wavelet energy spectra for Figure 6.13
is spanwise integrated and documented as a variation of spanwise wavelength, λy.
Figure 6.11a– 6.11d manifest the streamwise u energy spectra vs the streamwise
wavelength, λx for four different wall locations, near wall at z = 0.125D as well as the
bottom tip, hub-height and top tip in the rotor region, zh, z = zh±D/2. The bottom
tip (z = zh − D/2) of the rotor still lies in the inner layer of ABL containing large
organized structures, while the hub-height (z = zh) and the top-tip (z = zh + D/2)
of the rotor lies in the outer layer containing incoherent background turbulence. The
comparison with Fourier spectra has been performed against the Morse, Morlet and
the syncrosqueezed transform of the Morlet wavelet. In general, the Morse and Mor-
let wavelet compares fairly against their Fourier counterpart, except perhaps at the
smallest resolved scales (∼ 0.6D), where the Morlet [158,187] performs better owing
to the fact that it has more higher order vanishing moments than the Morse [162,188]
counterpart (See Appendix E). This observation is inline with Perrier et al. [189], who
observed that to properly capture a scaling law of the energy spectra E(k) ∝ k−β (k
is the wavenumber), the number of vanishing moments of the wavelet (Appendix E)
n > (β−1)/2. Thus for the −5/3 law only two vanishing moments would be required
to capture the Kolomogorov scale. Note, however that since the wavelet spectra are
band-pass filtered Fourier spectra the peaks in the Fourier spectra observed close to
the smallest resolved scales have been smoothed out in their Morse/Morlet wavelet
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Figure 6.10: Streamwise autocorrelation ρξξ(∆x;λx) of the wavelet transform of u
(left), w (right) velocities. (a), (b) – λx = 0.6D, (c), (d) – λx = 3D, (e),(f) – λx = 7D.
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counterpart. All the wavelet spectra and the Fourier spectra manifests prominent λ0x
scaling law near wall, as well as the Kolomogorov scaling law, λ
2/3
x corresponding to
turbulent cascade. In general figures 6.11 – 6.13, serve as a way to validate the wavelet
algorithms by comparing against the scaling laws and amplitudes of the Fourier spec-
tra. The syncrosqueezed transform of the morlet wavelet [190,191] was also performed
in the current study to reduce the smearing out effects at different wavelengths by
partially inverting the continuous wavelet transform of the signal over different bands
of wavelengths and ignoring the other bands. Such transforms are known to identify
events with very close wavelengths [192] and even singularity as such. We observe 2
unphysical peaks/singularities comparable to the domain size in the synchrosqueezed
transform (both the streamwise integrated as well as the streamwise varying spec-
tra). The reason lies in the definition of the synchrosqueezed transform as noted
by [190]. The synchrosqueezed transform is better at capturing events characterized
by wavelengths that are distinctly separate from one another [192]. Even though the
synchrosqueezed transform does capture the peaks corresponding to the inter-turbine
distances (7D, seen in Fourier spectra) that are smeared out in their wavelet trans-
formed counter-part, two peaks larger that the inter-turbine distances (14D, 21D)
are also observed. A similar argument can be proposed for the spanwise integrated
spectra where subharmonics corresponding to twice and thrice of the length scales
corresponding to interturbine distance λy = 3D have been documented. This may
be attributed to the “beating phenomenon” at the contiguously present larger scales
which [192] noted, but further investigation is necessary to justify the hypothesis.
For completeness, Figure 6.14 shows a comparison of the wavelet energy spectra
depicted in the three turbine rows obtained from the large eddy simulation of a finite
size 3×3 wind turbine array (Chapter 6) using different wavelets, e.g., Morse, Morlet
and its synchrosqueezed transform. The figure clearly illustrates that smaller scales
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(a) (b)
(c) (d)
Figure 6.11: One dimensional spanwise and temporally averaged u energy spectra vs
streamwise wavenumber λx at (a) z = 0.125D, inner layer; (b) z = zh−D/2, bottom
tip of the rotor; (c) z = zh, hub-height of the rotor (d) z = zh + D/2, top tip of the
rotor. Solid black – premultipled Fourier spectra, kxEu′(λx)/U
2
∞. Dashed violet  –
Morse wavelet spectra, Solid green + – Morlet wavelet spectra, kxE˜u′(λx)/U
2
∞. Chain
dotted orange – Syncrosqueezed transform of Morlet wavelet spectra. All wavelet
spectra integrated over streamwise domain.
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(a) (b)
Figure 6.12: One dimensional spanwise and temporally averaged w energy spectra
vs streamwise wavelength λx Locations – (a) hub-height, z = zh, (b) top tip of the
rotor, z = zh + D/2. Solid black – premultipled Fourier spectra, kxEw′(λx)/U
2
∞.
Dashed violet  – Morse wavelet spectra, Solid green + – Morlet wavelet spectra,
kxE˜w′(λx)/U
2
∞. Chain dotted orange – Syncrosqueezed transform of Morlet wavelet
spectra. All wavelet spectra integrated over the streamwise domain.
(a) (b)
Figure 6.13: One dimensional streamwise and temporally averaged u energy spec-
tra vs spanwise wavelength λy. Locations – (a) hub-height, z = zh, (b), (d)
top tip of the rotor, z = zh + D/2. Solid black – premultipled Fourier spectra,
kyEu′(λy)/U
2
∞.Dashed violet  – Morse wavelet spectra, Solid green + – Morlet
wavelet spectra, kyE˜u′(λy)/U
2
∞. Chain dotted orange – Syncrosqueezed transform
of Morlet wavelet spectra. All wavelet spectra integrated over spanwise domain.
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less than the rotor diameter manifest a dependency of the results on the wavelet
kernel (the mother wavelet function, translated and dilated, that is convoluted with
the variable in physical space). The discrepancy is more prominent in the comparison
of Morlet wavelet and its synchrosqueezed transform, especially at length scales very
close to the resolved part of the spectrum where the influence of subgrid scale closures
cannot be neglected. Hence, the wavelet results in subseqent sections have been
analysed at scales & 0.6D, where the results involving the spectra are little influenced
by the wavelet kernels.
(a) (b) (c)
(d) (e) (f)
Figure 6.14: Spanwise and temporally averaged wavelet spectra kxE˜u′(λx, x)/U
2
∞,
at different streamwise stations. Left: Row 1, Middle: Row 2, Right: Row 3. Violet
– Morse, Green – Morlet, Orange – Syncrosqueezed Morlet. Location – z = zh+D/2,
top tip of the rotor. Yellow patch – region affected by SGS viscosity. Gray patch –
region affected by cone of influence (COI) of the wavelet.
Figures 6.15, 6.16 illustrate the spectral variation in the streamwise row by row
and spanwise column by column of wind turbines respectively. In particular, the
row by row variation in Figure 6.15 reveals that the spectra E˜u′(kx, x˜; z) at inner
layer is fairly homogeneous, compared to the top tip spectra, with the local hetero-
geneity at large scales being close to the rotor area and more observable in the first
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and third rows. While the streamwise integrated wavelet spectra E˜u′(kx; z) reveals
the λ
2/3
x Kolomogorov cascade, the spectra without the spatial integration close to
length scales & D manifest deviations from it indicating modulations by wind tur-
bines. Also note, that at smaller scales λx < D, the spatial heterogeneity is more
prominent. Interestingly it can be observed that for the spanwise spectra E˜u′(k˜y, y˜; z)
in Figure 6.16, in the absence of a dominant convection in the y direction, the het-
erogeneity is only localized to the smaller scales ∼ D and is perfectly symmetric
about the middle column of turbines at y = 7.85D. This observation is in line with
the fact that our domain is perfectly symmetric about y = 7.85D with periodic (ho-
mogeneous) boundary conditions being imposed in the spanwise directions. While
discussing figures 6.15, 6.16, it is essential to note the two shaded regions highlighted
in the spectra. The upper bound of the yellow shaded region is approximately twice
the coarsest resolved length scale of the domain (even though scales close to the wind
turbines are very fine), beyond which we would heuristically expect to have minimal
influence of the subgrid scale viscosity. Close to the turbines the grid scales are fine
(∼ 0.04D in x direction, ∼ 0.02D in y direction) and the streamwise spectra indicates
growths/peaks in the spectra at the smallest resolved scales, which indicates that the
phenomenon is definitely not a characteristic outcome of the dissipative SGS viscos-
ity. However, it is hard to completely decouple the effect of grid and physics of such
spectral peaks in LES. Thus, even though the finer resolution near the turbines does
indicate, that the spectral peaks/growth are an outcome of the modulation of wind
turbines due to the interception of eddies, further investigation, with perhaps even
finer resolution is required in order to understand the dynamics of the phenomenon.
Now, we focus on the gray shaded region of the spectra, close to the largest length
scales. This is the region affected by the “cone of influence” [159,160] of the particular
wavelet method affecting only the largest scales. For a mother wavelet, ψ(x) with
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compact support [−B,B], the compact support for all translated and dilated wavelets
ψη,ξ(x) = 1/
√
ηψ(x−ξ
η
) can be calculated as [ξ−ηB, ξ+ηB]. The cone of influence can
be calculated as a set of all r ∈ [ξ−ηB, ξ+ηB], i.e. the set of wavelet coefficients influ-
enced by the value of the signal at the given position. For a heterogeneous direction,
the signal is padded with zeros before performing a convolution of the wavelet (See
appendix E), and hence close to the largest scales, a discontinuity is generated as is
evident with slight discrepancies with the Fourier spectra and streamwise integrated
wavelet spectra. Note that with periodic boundary conditions, no zero padding is
essential and no cone of influence is present, hence the spanwise wavelet spectra at
the largest scales were observed to be closer to their Fourier counterpart compared
to the streamwise spectra (See Figure 6.13).
(a) (b) (c)
(d) (e) (f)
Figure 6.15: Spanwise and temporally averaged Morlet wavelet spectra
kxE˜u′(λx, x)/U
2
∞ at different streamwise stations for different rows of the turbines.
Left: Row 1, Middle: Row 2, Right: Row 3. (a)-(c) – z = 0.125D, inner layer (d)-(f)
– z = zh +D/2, top tip of the rotor.Yellow patch – region affected by SGS viscosity.
Gray patch – region affected by cone of influence (COI) of the wavelet.
To better understand the spatial variability of the wavelet energy spectra, we doc-
ument the intermittency function of u, w energy spectra in the streamwise direction
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(a) (b) (c)
Figure 6.16: Streamwise averaged Morlet wavelet spectra kyE˜u′(λy, y)/U
2
∞ at differ-
ent streamwise stations for different rows of the turbines. (a) Column 1 , (b) Column
2, (c) Column 3. Location – z = zh+D/2, top tip of the rotor. Yellow patch – region
affected by SGS viscosity.
(also see Appendix E),
Iξ(x;λx) =
E˜ξ(kx, x; z)
E˜ξ(kx; z)
(6.2)
where ξ = u′, w′ are the streamwise and wall-normal turbulent velocity flucat-
uations. This definition is along the lines of Farge [178] and is a measure of the
deviation of the energy spectra at different streamwise locations from its streamwise
integrated counterpart thus reflecting on the streamwise heterogeneity. Please note,
that despite its dependence on height, in the expression of Iξ the argument of z has
been dropped for brevity. Figures 6.17– 6.20 document the streamwise variability of
the wavelet energy spectra at different wall normal locations, close to the log-layer
as well as the region around the rotors. The gray patch in the plots corresponds to
the region of “edge effects” owing to the cone of influence of the wavelet coefficients
at the maximum wavlength plotted, λx = 12D. It is straightforward to note that
wavelet coefficients corresponding to smaller wavelengths thus have smaller region of
influence, which completely lie inside the cone of influence of the largest scale.
In Figure 6.17, the u and w intermittency function of the Morlet wavelet spectra
and its synchrosqueezed transform reveal that the dynamics of the inner layer, z =
0.125D is fairly homogeneous at the larger scales, λx ∼ O(10D). It is interesting to
note that the smaller scale 0.6D (twice the coarsest resolved scale) in Iu illustrates
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intermittent peaks throughout domain (outside the cone of influence). This is more
prominent in the Morlet wavelet in Figure 6.17a than its synchrosqueezed transform
in Figure 6.17b. Since these peaks in Iu are not limited to the region of wind turbines,
it is apparent that these peaks are possibly not an outcome of the modulation by wind
turbines, but rather the effect from the “wall” possibly coming from the turbulent
“burst” events. However, this hypothesis needs further investigation. The variability
of w spectra, or Iw however clearly manifests 3 distinct peaks in the region of wind
turbine array. They can be identified as remnants of the “downdraft” mechanism
intercepted by the rotating blades, that when reach the bottom wall manifest as
peaks or strong deviations from the streamwise averaged wavelet spectra.
(a) (b)
(c) (d)
Figure 6.17: Streamwise intermittency function for (a),(b) u velocity, Iu(x;λx) and
(c), (d) w velocity, Iw(x;λx) at z = 0.125D, inner layer for different length scales.
Gray patch – region affected by cone of influence (COI) of the wavelet for the maxi-
mum wavelength considered, λx = 12D. Left: Morlet wavelet, Right: Syncrosqueezed
transform of Morlet. Red ellipses – streamwise location of turbine rows.
Figures 6.18 – 6.20 illustrates the intermittency function Iu and Iw in the rotor
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(a) (b)
(c) (d)
Figure 6.18: Streamwise intermittency function for (a), (b) u velocity, Iu(x;λx) and
(c), (d) w velocity, Iw(x;λx) at z = zh − D/2, bottom tip of the rotor for different
length scales. Gray patch – region affected by cone of influence (COI) of the wavelet
for the maximum wavelength considered, λx = 12D. Left: Morlet wavelet, Right:
Syncrosqueezed transform of Morlet. Red ellipses – streamwise location of turbine
rows.
region, z = zh±D/2 both using the Morlet wavet and the syncrosqueezed transform
of the same. Note, that the bottom tip of the rotor zh −D/2 = 0.5D = 0.1H, lies in
the inner log-layer, while the top tip of the rotor, zh + D/2 = 1.5D = 0.3H, lies in
the outer layer. Thus, streamwise homogeneity of Iu, Iw are apparent in Figure 6.18
at z = zh − D/2. The syncrosqueezed transorm further corroborates this fact that
the streamwise homogeneity is probably not an outcome of the smearing effect of the
wavelets at larger length scales. Further, as z = zh−D/2 is closer to the turbine rotor
despite being in the inner layer, the three distinct peaks can be observed for both Iu
and Iw using both methods of Morlet wavelet and its syncrosqueezed counterpart. As
we move to the outer layer, at z = zh, zh + D/2, the turbulence is incoherent, and
large scale spatial variability can be observed. The maximum variability manifests
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itself in the length scale, of λx = 7D, which is the streamwise distance between the
row of turbines. This is a clear indication of the fact, that the dynamics of turbulence
turbine interaction is quite different than just the outer layer ABL without the rotors.
It is interesting to observe, that length scales > O(D) manifest such global variability
in the streamwise direction at the hub-height and top tip of the rotors. Furthermore,
the streamwise variability of the u spectra is much higher than that of the w spectra.
Smaller scales in the w spectra contribute more to the spatial variability than its u
counterpart. This result indicates the fact, that while there is a large scale modulation
of the u energy due to the interception with turbines, the downdraft of energy from the
top tip of the rotor occurring via vertical velocities predominantly occurs at smaller
scales . 3D.
Spatial Variability of Wavelet Spectra – Upstream and Downstream of
Turbines
Another interesting observation demonstrated in the plots involving the intermittency
function is the characteristics of turbulence in the upstream and far downstream
(10−15D downstream of the rotors) of the turbines. Around the rotor region (z ≥ zh),
the intermittency is most conspicuous, but the regions upstream and downstream of
the turbines both show similar to a quasi-gaussian type of decay from the peaks in the
turbine regions (λx > D) with longer tails downstream. Interesting to note, that these
global modulations manifested more prominently in the u spectra, indicate that the
large scale turbulence (∼& 3D) intercepted by the first row of wind turbines, results
in organization of structures upstream of the turbine arrays as evident by the growing
Iu function in the upstream region. The bottom tip of the rotor (z = zh −D/2) still
preserves some of the essence of being in the log layer, but the intermediate length
scales especially λx ≤ 7D predict a very slow decay in the intermittency functions,
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indicating that there is a drop in the energy spectra downstream of the turbines
compared to its upstream spectra. This might be related to the energy capture by
the turbine rows in the streamwise direction in addition to the downdraft mechanisms.
However, further investigation is necessary to support this hypothesis.
(a) (b)
(c) (d)
Figure 6.19: Streamwise intermittency function for (a), (b) u velocity, Iu(x;λx)
and (c), (d) w velocity, Iw(x;λx) at z = zh, hub-height of the rotor for different
length scales. Gray patch – region affected by cone of influence (COI) of the wavelet
for the maximum wavelength considered, λx = 12D. Left: Morlet wavelet, Right:
Syncrosqueezed transform of Morlet. Red ellipses – streamwise location of turbine
rows
6.3.3 Wavelet Coherence
The dynamics of the large scales in the WT array (λx ∼ 10D) in this chapter
are further illustrated by the temporally averaged wall-normal correlation of wavelet
transform of the signals. The “coherence” [193,194] of the wavelet transformed signals
(turbulent fluctuating velocity) u′i at two distinct wall normal z, z
′ locations can be
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(a) (b)
(c) (d)
Figure 6.20: Streamwise intermittency function for (a), (b) u velocity, Iu(x;λx)
and (c), (d) w velocity, Iw(x;λx) at z = zh + D/2, top tip of the rotor for different
length scales. Gray patch – region affected by cone of influence (COI) of the wavelet
for the maximum wavelength considered, λx = 12D. Left: Morlet wavelet, Right:
Syncrosqueezed transform of Morlet. Red ellipses – streamwise location of turbine
rows
defined as a correlation function,
ρWψ [u′i,u′j ](z, z
′, kη, η, |ζ, t) =
∣∣∣Wψ[u′i](kη, η)|∗ζ,z,tWψ[u′j](kη, η)|ζ,z′,t∣∣∣∣∣∣Wψ[u′i](kη, η)|ζ,z,t∣∣∣∣∣∣Wψ[u′j](kη, η)|ζ,z′,t∣∣∣ (6.3)
In the current chapter, we use the temporally and ζ (spanwise or streamwise)
averaged wavelet coherence as
ρWψ [u′i,u′j ](z, z
′, kη, η) =
∫
ζ∈R
〈
ρWψ [u′i,u′j ](z, z
′, kη, η, |ζ, t
〉
T
dζ, η = x, y ζ = y, x
Figure 6.21 shows the spectral coherence of u′ fluctuations in the streamwise
wavenumber, streamwise location plane with correlations near the bottom tip of the
rotors with the hub-height, z′ = zh, z = zh− ξ and near the top tip of the rotors with
the hub-height, z = zh, z
′ = zh + ξ (ξ = D/2, D/4). This clearly indicates that the
eddies above the hub-height are better correlated in the wall normal direction near the
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top tip region than the eddies near the bottom tip of the rotors. Similar observation
is documented for the coherence of w′ fluctuations in Figure 6.22. However, unlike
the u′ spectra which illustrates almost homogeneous character at large scales ∼ 10D,
the w′ coherence displays heterogeneity even at large scales, with slightly higher cor-
relations evident as we move towards the downstream of the turbines. This might be
the manifestation of the large scale roller structures that were observed in the POD
modes of wind farm [24, 137] contributing to downdrafts developing downstream of
the turbines reflected by the growth of the correlation coefficient value past the first
row of wind turbines.
The coherence in the spanwise direction (Figures 6.23, 6.24) also indicates that
the eddies near the top tip of the rotor are better correlated than those near the bot-
tom tip. Also note, that the spanwise direction does not have a dominant direction
of convection and are modelled with periodic boundary conditions. Consequently,
all scales of the coherence spectra manifest a symmetric behaviour, with the line of
symmetry passing through the middle column of turbines at y = 7.85D. Addition-
ally, the small scales . D show a well defined repeating pattern with the coherence
magnitude fluctuating from high (turbine locations) to low (inter-turbine regions).
We also show the spectral coherence of the kinematic shear stress u′w′ (z = z′)
at top and bottom tip of the rotor as well as the hub-height (Figure 6.25) which
manifests a high amount of heterogneity in the streamwise direction even at large
scales ∼ 10D. However, the coherence of u′w′ does not manifest a distinct coherent
region at the top tip of the rotor as opposed to the bottom tip region.
To better understand the wavelet coherence, one dimensional line plots versus
streamwise directions are considered for different streamwise wavelengths as in Fig-
ures 6.26, 6.27. The u′, w′ coherence at Figure 6.26 indicates that for the streamwise
velocity coherence, the correlation magnitude drops significantly, as we go from a
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Figure 6.21: Wavelet spectral coherence of u velocity with the hub-height,
ρWψ [u′,u′](z, z
′, kx, x) at (a), (b) bottom tip, & (c), (d) top tip of the rotor. (a)
z = zh−D/2 and z′ = zh, (b) z = zh−D/4 and z′ = zh, (c) z = zh and z′ = zh+D/2.
(b) z = zh and z
′ = zh +D/4. Green dashed linw –boundary of the Cone of Influence
(COI)
length scale 12D to 3D, while not so much is observed for the vertical velocity coher-
ence. At relatively smaller scales, λx ∼ 0.6D, the coherence is highly correlated at
the top and bottom tip of the spectra for w coherence. This indicates that even at
the smaller scales a similar dynamics is playing a role at the top and bottom tip of
the turbines, which can only be conceived through the theory of “downdraft” mech-
anisms. Another interesting observation lies in Figure 6.27, which clearly indicates
that the spectral coherence of the kinematic shear at all length scales have larger
correlations at the bottom tip compared to the top-tip of the rotor. This clearly
indicates that while more wider and thicker structures are responsible for the down-
draft mechanisms from the top tip of the rotor than are present at the bottom tip,
the kinematic shear stress is more organized at the bottom tip (inner layer) possibly
owing to the interaction of the wall bursts and the downdraft mechanisms, which are
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Figure 6.22: Wavelet spectral coherence of w velocity with the hub height,
ρWψ [w′,w′](z, z
′, kx, x) at (a), (b) bottom tip, & (c), (d) top tip of the rotor. (a)
z = zh−D/2 and z′ = zh, (b) z = zh−D/4 and z′ = zh, (c) z = zh and z′ = zh+D/2.
(b) z = zh and z
′ = zh +D/4. Green dashed line –boundary of the Cone of Influence
(COI)
absent in the top tip region and dominated by relatively incoherent turbulence.
Near Wall Dynamics
Figure 6.28 illustrates the wavelet spectral coherence of velocity u′, w′ and pres-
sure p′ fluctuations near wall, where dynamics of log-layer are dominant. Despite
the heterogeneity in the outer layer, the inner layer correlations manifest strong ho-
mogeneity at scales > D. While there is drop in correlation in the u′ coherence
(z − z′ = 0.0625D, 0.1D) as we move to smaller scales, the w′ and u′w′ correlations
are pretty close at length scales 3D, 12D. The pressure fluctuations are highly cor-
related at scales > D and also display homogeneous behaviour. At smaller scales
λx ∼ 0.6D, the one-dimensional coherence signals, even though display oscillations in
the streamwise directions are highly correlated for different z − z′.
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Figure 6.23: Wavelet spectral coherence of u velocity with the hub-height,
ρWψ [u′,u′](z, z
′, ky, y) at (a), (b) bottom tip, & (c), (d) top tip of the rotor. (a)
z = zh−D/2 and z′ = zh, (b) z = zh−D/4 and z′ = zh, (c) z = zh and z′ = zh+D/2.
(b) z = zh and z
′ = zh +D/4.
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Figure 6.24: Wavelet spectral coherence of w velocity, ρWψ [w′,w′](z, z
′, ky, y) at (a),
(b) bottom tip, & (c), (d) top tip of the rotor. (a) z = zh − D/2 and z′ = zh, (b)
z = zh−D/4 and z′ = zh, (c) z = zh and z′ = zh+D/2. (b) z = zh and z′ = zh+D/4.
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Figure 6.25: Wavelet spectral coherence of u′w′, ρWψ [u′,w′](z, z
′, kx, x) in the rotor
region. z = z′ (a) z = zh − D/2 (b) z = zh − D/4, (c) z = zh + D/4 and (d)
z = zh + D/2 (e) z = zh. Green dashed line –boundary of the Cone of Influence
(COI)
In Figure 6.29, we plot the two dimensional Fourier spectra of the coherence of
turbulent velocity and pressure fluctuations, u′ and p′. The definition of Fourier co-
herence remains analogous to Equation 6.3, but the 1D wavelet transform is replaced
by the 2D Fourier transform. The figures do indicate the presence of highly correlated
anisotropic eddies (observed in [136, 150]) in the near wall region. The plots further
indicate that the near wall attached anisotropic (λx  λy) inactive motions [77] are
highly correlated in velocity, pressure in the near wall logarithmic region. The smaller
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(a) (b)
Figure 6.26: Streamwise variation of wavelet coherence function at four different
streamwise wavelengths λx. (a) ρWψ [u′,u′](z, z
′, kx, x) (b) ρWψ [w′,w′](z, z
′, kx, x). Green
– z′ = zh −D/2, z = zh. Orange – z = zh, z′ = zh +D/2. Solid – λx = 12D, dashed
– λx = 3D and dotted – λx = 0.6D.
(a) (b)
Figure 6.27: Streamwise variation of u′w′ wavelet coherence function at four differ-
ent streamwise wavelengths λx. ρWψ [u′,w′](z, z
′, kx, x) (a) . Green – z′ = zh − D/2,
z = zh. Orange – z = zh, z
′ = zh + D/2. Solid – λx = 12D, dashed – λx = 3D and
dotted – λx = 0.6D. (b) Different wavelenths at same location, z = zh.
scales as seen in the coherence of wavelet spectra manifests some oscillations but the
mean stays constant without a growth or decay. Hence, even in the presence of a
wind turbine array, homogeneity of the near-wall length scales (dominated by wall
dynamics) far away from the turbine rotors at around z ∼ 0.0625D are preserved.
6.4 Concluding Remarks
In this chapter we aim to understand how large scale eddies above the wind tur-
bine array, are modulated by ABL structures due to the turbines themselves, their
spatial variability in the dominant convection direction, and how they are responsible
169
(a) (b)
(c) (d)
Figure 6.28: Streamwise variation of wavelet coherence function of turbulent
fluctuations at four different streamwise wavelengths λx. ρWψ [ξ′,η′](z, z
′, kx, x) (a)
ξ′ = η′ = u′ (b) ξ′ = η′ = w′ (c) ξ′ = u′, η′ = w′ (d) ξ′ = η′ = p′. Solid
– z = 0.0625D, z′ = 0.0875D, Dashed – z = 0.0625D, z′ = 0.1625D, Dotted –
z = 0.0625D, z′ = 0.2625D.
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Figure 6.29: Streamwise spanwise variation of Fourier transormed coherence func-
tion of turbulent fluctuations at different wavelengths λx, λy. ρ[ξ′,η′](z, z
′, kx, ky) (a)
ξ′ = η′ = u′ (b) ξ′ = η′ = p′. z = 0.0625D, z′ = 0.0875D. Solid line – λy ∼ λ1/2x ,
Dashed – λy ∼ λ1/3x .
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for the power generated by the turbine array. Since, the wind turbine array consid-
ered is a finite scale type, the concept of wind turbine array boundary layer cannot
be considered, and the power is generated both by the energetic structures carried
by the streamwise convection as well as the downdrafts from the top of the turbine
rotor. The wind turbine array spans a length of 14D in the streamwise direction
and 6D in the spanwise direction. Thus the upstream and downstream regions of the
turbine array serves as a platform to study how the ABL turbulence is affected by the
wake effects of wind turbines. Specifically, we have used a wavelet spectral method
which takes into consideration the spatial/local variability of the length scales of ed-
dies, unlike its Fourier counterpart, where spatial information is completely lost in
the spectral space. Wavelet spectra illustrates the presence of significant local spatial
variability of spectral energy content at length scales of the order of turbine rotors,
. D in the inner layer, but are fairly homogeneous due to the presence of large scale
anisotropic attached eddies. The dynamics at the inner layer are dominated by the
wall effects and “turbulent bursts” rather than the interaction of wind turbine with
the atmospheric turbulence. The results further indicate, that highly correlated long
and wide structures of length scales ∼ O(10D) which also exhibit strong coherence in
the vertical direction are present above the wind turbines, which are responsible for
downdraft of energetic eddies contributing to turbine power. These structures display
fairly homogeneous character in terms of the variability of their correlation coefficient,
but manifest high spatial variability in their energy content. The downdraft mecha-
nism involves vertical velocity structures which are predominant at relatively smaller
scales. It was also noted that the correlation of the u′, w′ velocities, or the kinematic
shear is more well-organized at the bottom tip of the rotor which lies in the inner
layer, rather than at the top tip, where the turbulence is contributed from a relatively
incoherent dynamics. Furthermore our study indicates that there is a high spatial
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variability of the energy spectra even at scales > D near the hub-height and top tip
region of the rotors. Unlike the variability at small scales ∼ D, which are intermittent
and are manifested as 3 peaks, the large scale variability, as seen in the intermittency
functions manifests itself as a quasi-gaussian behaviour with long tails downstream
of the turbines. This global peak indicates that wind farm ABL interaction results
in a significant modulation of atmospheric turbulence in the rotor region at or above
the hub-height. Additionally, these global modulations manifested more prominently
in the u spectra, indicate that the large scale turbulence (∼& 3D) intercepted by the
first row of wind turbines, results in an organization of eddies upstream of the turbine
arrays. Surprizingly, despite some differences, the bottom tip of the rotor, which still
lies in the inner layer is seen to illustrate the “near wall dynamics” at the log layer.
At present, our grid resolution allows capturing of length scales ∼ 0.3D far away
from the turbines and 0.1D close to the rotors, which is roughly two orders of mag-
nitude smaller than the larger scales, the focus of this chapter. To have a complete
understanding of wind turbine-ABL interaction, we also aim to understand the dy-
namics at length scales ∼ 0.1D, which are linked with the high frequency power
fluctuations. Wavelet spectral analysis would be a perfect candidate for this study.
We envision to carry out this computational study by conducting LES simulations at
a finer grid as a part of our future investigation.
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Chapter 7
LARGE EDDY SIMULATION WITH REALISTIC GEOPHYSICAL INFLOW: A
COMPARISON WITH LIDAR BASED FIELD EXPERIMENTS
7.1 Introduction
The wake interactions in the downstream turbines and the power generated by the
wind turbines in wind farms depend significantly on the turbulent inflow wind con-
ditions from atmospheric boundary layer (ABL) [18, 195, 196]. Many computational
and laboratory studies involving flow past the wind farms assume constant mean
wind speed and wind direction neglecting large scale geophysical effects [16,138,197].
These effects are important for wind farm performance and hence studies in the past
have attemped to bridge the gap by performing the wind farm simulations driven
by realistic winds from Weather Research and Forecast (WRF) model (mesoscale) to
finer turbulence (microscale). WRF models utilized are usually driven by data assim-
ilation methodologies [198,199]. In several of these studies field experimental results
from remote sensing LIDAR scans have been used for comparison. For example, [200]
performed Reynolds-Averaged Navier Stokes (RANS) simulation on a complex ter-
rain driven by mesoscale WRF. Further, [201] have investigated the wake evolution
of turbines under different atmospheric stability conditions in a nested large eddy
simulation (LES) of finer grids around the wind turbine model, inside a coarser LES
mesh driving precursor ABL coupled with weather forecast model. The results have
been compared against the vertical profiling of LIDAR data involving dual LIDAR
scans. However, the computational expense for LES models nested inside the coarser
grid based precursor domain (interpolation from the coarse mesh to the finer mesh
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for all the interior domain boundaries) is extremely high if large wind farm domain
with varying mean wind directions are used. [201] attempts to ameliorate this com-
putational bottleneck, by performing nested simulations for a single wind turbine. A
more recent study [202] attempts to evaluate RANS and Detatched-Eddy Simulation
(DES) in complex terrain with LIDAR measurements. The computational results
have indicated some prediction of the trends of velocity and turbulent stresses with
a reasonable amount of scatter.
In this context, our previous study [57] as a computationally inexpensive alterna-
tive has incorporated geophysical effects of varying mean wind flux and mean direction
from cup and vane anemometer data into an LES framework. The study has revealed
that these large scale geophysical effects (in particular, temporally varying mean wind
flux and direction) can have significant impact on the power generated by the wind
farms (See Figure 7.1).
Although presenting a methodology for incorporating large scale geophysical ef-
fects into the LES simulations, our previous work [57] did not provide a comparison
of the wind turbine wakes with the field data. In the current chapter, our focus is
on comparison of wind turbine wakes obtained with a similar mean wind based data-
driven methodology, with the velocity measurements downstream of wind turbines.
The single LIDAR measurements are taken at the off-shore wind farm called Alpha
Ventus located in the North Sea by the Environmental Remote Sensing group at Ari-
zona State University. The LES results are compared against these LIDAR scans.
The objective of the current work lies in understanding the capability of the present
LES methodology fed by the mean wind information in capturing the realistic large
scale structures observed in field experiments.
In the current chapter, comparison of the temporally filtered LES velocity fields
as well as the time variation of the spatially filtered fields in the location between two
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turbines with that of the LIDAR experimental scan have been carried out. We build
on the methodology already developed and discussed in Chapter 6, but now extended
with the capability of incorporating temporally varying mean wind magnitude and
direction. The physical consistency of simulation results for the current domain have
been tested with the spatial energy spectra and temporal turbine power spectra which
indicate the presence of the −5/3 law in accordance with the Kolmogorov turbulence
cascade.
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Figure 7.1: Power normalized by the first row of a 3× 3 typical wind turbine array
(a) without and (b) with temporally varying mean wind flux and direction. Blue –
Left Column, Cyan –Middle column, Yellow – Right column, Red – averaged accross
all three columns. Figure adapted from our previous work [57].
7.2 Computational Setup
Wind Turbine Nt zh D Ω rated power rated wind speed
Adwen AD 5-116 3× 2 90 m 116 m 5.9− 14 rpm 5 MW 12.5 m/s
Senvion 5M 3× 2 92 m 126 m 6.9− 13.1 rpm 5 MW 13.0 m/s
Table 7.1: Turbines in Alpha Ventus wind farm. Nt – the number of turbines,
D – turbine rotor diameter, zh– wind turbine hub-height. Ω – speed of the rota-
tion of the turbine rotor. Turbines T3,T7,T11,T4,T8,T12 – Senvion 5M turbines,
T1,T5,T9,T2,T6,T10 – Adwen AD 5-116 turbines.
The computational domain comprises of the wind turbine array containing 12
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Case Geometry N ex ×N ey ×N ez Grid points
precursor ABL 54D × 27D × 8.6D (6.2 km × 3.1 km × 1 km) 30× 20× 24 5.03× 106
WT array 54D × 21D × 8.6D (6.2 km × 2.4 km × 1 km) 46× 40× 24 1.53× 107
Table 7.2: Computational domain size (normalized with turbine rotor diameter and
also in kilometres) and grid-requirements for ABL & wind turbine array computa-
tional domain. 7th order Legendre polynomial has been used per cartesian direction to
expand variables in each spectral element. Domain normalized with D, the diameter
of Adwen AD 5-116 turbines.
turbines (arranged as in Alpha Ventus wind farm) and is set up with inflow-outflow
boundary conditions in the streamwise direction along similar lines as in Chapter 6
but now with a capability of variable mean wind speed and wind direction as dis-
cussed later in Section 7.2.1.
For the LES with near wall modeling framework, a computationally inexpensive
wall-damped standard Smagorinsky model using Mason and Thompson wall damp-
ing [42] (with the accuracy comparable to the state-of-the art dynamic models) has
been used for the subgrid scale closure [136]. Shear-stresses emulating the log-law
of the inner layer [44, 136] has been used at the bottom “wall” for near-wall model-
ing [136]. The rotating turbine blades have been modeled with experimental lift and
drag coefficients of different NACA40xx series airfoils using “actuator lines”. Con-
stant tip speed ratio, λ = 4.6 has been used for the Adwen turbines, while λ = 5.0 has
been used for the Senvion ones, corresponding to their rated wind speed and rotational
speed of the rotor. The tip-speed ratios are defined as λ = ΩDturb/(2Uhub), where
Dturb is the diameter of the turbines and Uhub is taken as a temporal mean velocity of
the precursor ABL at hub-height. For precursor simulation, periodic boundary condi-
tions have been used in the streamwise and spanwise directions, while shear stress and
stress free boundaries have been used in bottom and top boundary planes respectively.
The boundary conditions for the wind farm domain remain the same as the precursor
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ABL, except in the streamwise direction where inflow-outflow methodology has been
used [57,181]. The inflow is driven by a precursor neutrally-stratified ABL [136] with
the temporal variation of mean wind flux and wind direction obtained from the data
of cup and vane anemometer (CVA) located at the FINO platform (See Figure 7.3b).
While the incorporation of mean wind flux variation has been performed by adjusting
the Stokes equation and hence the divergence free velocity field at each timestep (See
[57] for details), the change in wind direction has been incorporated by rotating the
domain of precursor simulation. The details of the turbine configurations, e.g., the
rotor size, hub-height and rated speed for the Alpha Ventus wind farm can be found
in Table 7.1.
7.2.1 Incorporating Mean Wind Flux and Direction in LES
Incorporating the geophysical effect of the varying mean wind speed is imple-
mented by changing the pressure gradient forcing through the Stokes solver in the
preprocessor step. Note, this splitting scheme is applied only for the doubly peri-
odic precursor simulation, where a forcing function is necessary to drive the flow.
The precursor simulation is solved concurrently along with the wind turbine domain,
which drives the flow past the array of turbines as inflow to the domain via spectral
interpolation [57,181,182].
The Navier-Stokes (NS) equation in the operator form can be given as
L1(u) + L2(p) = NL(u,∇u) + f +B.C. (7.1)
where the linear operators, L1 = ∂/∂t − (ν + νt)∇2, L2 = 1/ρ∇, and the non-linear
operator NL(u,∇u) has been used as compact notations for the corresponding NS
operators. In this analysis, the NS equations involved are in the LES framework, and
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hence the variables represent the filtered quantities. ν is the kinematic viscosity of
the fluid, while νt is the LES filtering eddy viscosity based on Smagorinsky type of
closure. The splitting scheme for the NS equation (Equation 7.1) can be given as
follows.
L1(u
′
) + L2(p
′
) = NL(u
′
,∇u′) +B.C. (7.2)
L1(u0) + L2(p0) = f0 +B.C.(0) (7.3)
The forcing function f0 represents the time-invariant unit pressure gradient forcing
corresponding to the homogeneous linear NS equation. BC in Equation 7.2 is the
boundary condition for the 3D inhomogeneous problem, corresponding to the shear
stresses at the bottom “wall”. The homogeneous boundary condition BC(0) for the
linearized split NS equation (Equation 7.3), comprises of periodic boundary conditions
in the streamwise and spanwise directions, while homogeneous Neumann type stress-
free boundary conditions are implemented in the wall-normal direction.
The reconstruction of the total NS velocity, forcing and pressure variable from the
splitting terms can be obtained as
[u p f ] = [u
′
p′ 0] + α[u0 p0 f0] (7.4)
α being a free parameter, which can be calculated at each time step from the specified
flow rate constraint at that particular time. With flow-rate at time t, being c(t), and
A and V being the cross-sectional area of the flow and computational volume of the
domain respectively, the flow rate can be written as
c(t) =
A
V
∫
Ω
udΩ =
A
V
∫
Ω
(u
′
+ αu0)dΩ (7.5)
Consequently,
α(t) =
(c(t)− A
V
∫
Ω
u
′
dΩ)
A
V
∫
Ω
u0dΩ
(7.6)
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The algorithm thus proceeds as follows. Equation 7.3 is solved once at the prepro-
cessor step and its solution is stored in memory. At each subsequent time steps,
Equation 7.2 is solved for u
′
,p
′
. The resulting solution corresponding to a specified
flow rate c(t) calculated from the cup and vane anemometer data (proportionately
scaled from the bottom tip to the bulk mean assuming a a logarithmic profile for the
mean velocity) as described below is then obtained from Equations 7.6 and 7.4 at
each time t without any iterations.
The variation in the wind direction (wind veering – geophysical effect) has been
incorporated by rotating the precursor inflow along the lines of Munters et al. [18] but
without using domain-mapping methodology since the wind turbine domain inflow
regime is completely overlapped by the precursor domain. Equation 7.7 shows the
horizontal inlet velocities uinlet, vinlet obtained from horizontal velocities u, v of pre-
cursor ABL in the midplane, x = piH, with the mean wind direction θmean(t). At each
timestep, the inflow domain is rotated by θm(t) about the point [xc, yc]
T = [0, Ly/2]
T
which serves as the center of rotation ([−Lx/2 Lx/2] × [0 Ly] is the extent of the
precursor domain). The rotation matrix R(θ(t)) applied to the precursor domain
coordinates and the horizontal velocities u, v can be given as
R(θ(t)) =
cos(θm(t)) − sin(θm(t))
sin(θm(t)) cos(θm(t))
 ,with
uinlet
vinlet
 = R
u
v
 (7.7)
Here θm(t) in Equation 7.7 is obtained from the mean wind direction data (Fig-
ure 7.4b). Due to the rotation of the precursor simulation, the data to the inflow plane
in the wind turbine array domain is being spectrally interpolated at each timestep
from the precursor domain. Along the lines of Munter et al. [18], we can define a z de-
pendant ratio ϕ(z) = ΩLh
Uh(z)
, where Ω = dθm/dt is the rate of change of wind direction,
Lh =
√
(L2m,x + L
2
m,y) is the horizontal diagonal of the main domain (Lm,x and Lm,y
are the streamwise and spanwise extent of the main domain respectively) and Uh(z)
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is the temporally and horizontally averaged mean velocity of the precursor domain.
A conservative upper-bound for the ratio ϕ is ≈ 2/3, which ensures that the artificial
elongation and compression of structures can be neglected. In this methodology, the
timescale in the change of wind direction is significantly lower than the timescale im-
posed by the microscale turbulence, which is justified by the fact that our ϕ ≈ O(10−2)
even in the inner layer, where the flow is dominated by the low mean velocities (∼ 2−3
m/s).
7.2.2 A Note on the Spanwise Periodicity in the Wind Turbine Domain
In our computation, the inflow plane is spectrally interpolated from the midway
streamwise location of the precursor ABL domain (See Figure 7.2), while the spanwise
boundary conditions are assumed periodic. The design of the domain overlapping is
done in such a manner that the precursor box rotates by approximately ≈ ±40◦
without leaving any inflow plane out of bounds with respect to the precursor domain.
This approach in our two-domain LES simulations is offered as an attempt to a
computationally cheaper alternative to full-nested simulations [201] requiring a wider
precursor domain or precusor rotation with domain mapping [18].
However, the periodicity in the spanwise extent of ∼ 21D, may create locked-in large
scale structures (coupled with the effect of precursor ABL with locked-in structures
of its own) [203], which gets convected in the direction of mean-wind. Furthermore
it can be imagined that the spanwise periodicity ensures that the wind turbines are
periodically extended in the spanwise direction and hence our simulations take a
first step to emulate and fundamentally understand the streamwise evolution of ABL
turbulence driven by realistic varying mean wind flux and wind direction. In addition,
our spectral analysis (Figure 7.24, 7.23) reveals that this methodology successfully
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Figure 7.2: Instantaneous schematic snapshot of rotating the inflow domain (solid
gray rectangle) by θ in the counter-clockwise direction. Outflow domain – white
rectangle with black borders. The axis of rotation is z passing through the point
[0, Ly/2]
T
captures the turbulence in the streamwise and spanwise scales . 5D as is evident in
the Kolomogorov -5/3 cascade (λ
2/3
x,y in premultiplied spectrum vs wavelengths).
Note that only one LIDAR (located in the FINO platform, See Figure 7.3b) has
been used for low-elevation PPI scan. A lidar scan essentially is completed in 45
secs, but since multiple snaphots of raw LIDAR scans have been used in the 2D VAR
optimization algorithm, the two retrived snapshots are usually 1-2 minutes apart. In
the retrieval methodology, only inplane velocities (i.e. in the plane scanned by the
line of sight of LIDAR) have been considered. The mean wind speed and direction
obtained from the LIDAR retrieval have been validated against the CVA data within
5% accuracy. Refer to [204] for more details regarding the 2D VAR algorithm and
LIDAR data retrieval.
It is also to be noted that the resolution of LES simulations of WT array is ∼ 0.25D
or 30 metres in the coarser regions of the mesh, while near the wind turbine array it
is around 0.04D or 5 metres. The LIDAR retrievals (available for a planar data in
PPI scan) manifest a coarser mesh of ∼ 0.25D or 30 metres throughout the domain
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which is comparable to the coarser region of the LES mesh. However, a disparity
in the temporal resolution between the LES and LIDAR resolutions are evident in
the fact that the resolution of LES simulations is 0.06 secs, while that of the LIDAR
retrieved scans ∼ 1 – 4 minutes.
T4
T3 T7 T11
T8 T12
T2 T6 T10
T1 T5 T9
(a) (b)
Figure 7.3: (a) Computational domain to simulate realistic flow past the 12 turbines
in Alpha Ventus farm. (b) Location of the wind farm at North Sea.
7.3 Results
In this section we present a comparison of the temporally filtered LES and LI-
DAR scan data in an effort to see if the variation in mean wind flux and direction
coupled with LES has the capability of representating the velocity structures that
were observed in LIDAR scans.
We begin by showing several visualizations of neutrally stratified turbulent flows
past the wind farm from field experiments as well as from the current LES simulations.
Figure 7.5 illustrates the snapshots (horizontal velocity magnitude) obtained by 2D-
VAR retrieval algorithm around the bottom tip of the rotor from raw LIDAR data
manifesting large scale structures at three different time-stamps, 6:13 am, 6:30 am and
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(a) (b)
Figure 7.4: Variation of (a) Mean wind velocity (b) Mean wind direction with
local time on 31st August 2016 collected by the cup and vane anemometer from the
meterological mast around the bottom tip of the turbine at FINO platform. Red
thin – mean from 10 minute averaged wind data interpolated using piecewise cubic
hermite polynomials corresponding to temporal LES resolution (∆t ≈ 0.06 secs.).
Blue thick – Gaussian smoothing performed on the 10 minute averaged wind using
non-overlapping windowing involving 5 points. The red boxes indicate the extent of
the data used to feed our LES simulations and the inset shows the zoomed-in fed
mean wind velocity and wind direction data to simulations.
6:44 am. The snapshots show some high velocity large scale energetic structures near y
∼ 400 metres and 1200 metres. Some of those structures have completely dominant x
directional flow, despite a prescribed mean wind direction. These might be attributed
to the large scale geophysical/convectively unstable flow effects that are not captured
by the simulation. It could also be present partly due to the inaccuracy of the LIDAR
retrieval schemes close to the azimuthal sweeping range of the scans. Hence, when
subsequent comparison with the LES simulations have been performed later, we have
extracted data in the inter-turbine region in the spanwise direction (i.e. locations away
from the boundaries), with some discrepancies observed due to those high-velocity
turbulent structures not captured by the LES simulations. Similar temporally filtered
snapshots (filtered for 0.5 minutes and 2 minutes) from LES simulations (timestamps
of 6 : 13 am, 6 : 44 am) are also documented in Figure 7.6, 7.7 at hub-height, bottom
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tip and top-tip location of the wind turbines. Please note, that the vertical location of
the snapshots documented at the hub-height zh and bottom/top tip locations zh+D/2
corresponds to the Adwen AD 5-116 turbines in the farm. For streamwise, spanwise
velocities u, v (obtained from LES simulations), the temporal filtering is defined as
{û〈T 〉, v̂〈T 〉} = 1T
∫ T
0
{u, v}dt, where t is the instantaneous time variable and T is the
time-span for which filtering is performed. For a temporal filtering of 0.5 minutes,
5000 snapshot realizations from LES (generated at each timestep of the LES solver)
have been used. In contrast, the LIDAR retrieved data has significantly less number
of samples (2-3) to generate even a 2 minute temporally filtered data. For brevity in
subsequent plots, symbols u, v have been used even for temporally filtered variables
û〈T 〉, v̂〈T 〉. The temporal filtering is performed to remove noise from the instantenous
velocity snapshots facilitating the attempt to compare with the field experimental
results.
To complement the above plots, Figure 7.8, manifests the snapshots of instanta-
neous horizontal velocity magnitude, (timestamps of 6 : 13 am, 6 : 44 am) at the
bottom tip and hub-height location of the wind turbines. It is clear that due to the
noise present in the instantaneous snapshots capturing turbulence, the wakes are not
as prominently visible as they are in the temporally filtered snapshots (both 0.5 and
2 minutes filtered LES data in Figures 7.6, 7.7)
Additionally, in Figure 7.9 we document the instantaneous vertical velocity struc-
tures captured by the LES simulations. In particular, Figures 7.9c, 7.9d illustrate
the z variation of vertical velocity just behind the second row of turbines, while Fig-
ures 7.9a, 7.9b show the vertical velocity at the bottom tip of the rotors at two different
timestamps, 6:13 am and 6:44 am. Note that 2D-VAR retrieval scheme retrieves only
in-plane horizontal velocities from the low elevation angle PPI scan (≈ 0.5◦), thus
neglecting the vertical velocity effects. This is a reasonable approximation, since even
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Figure 7.5: Snapshot of horizontal velocity magnitude
√
u2 + v2 m/s for flow past
the wind farm obtained from the retrieval of LIDAR scan data using 2D VAR algo-
rithm. z location at the bottom tip of the rotor. Data at local time (a) 6:13 am (b)
6:30 am (c) 6:44 am. LIDAR data collected at 31st August 2016. Arrow – direction
of mean wind at corresponding local times; Magenta circles: Location of turbines
though the vertical velocity at the outer layer contains large structures (w ∼ 15-20%
of horiziontal velocity magnitude) depicted by LES simulations, near the bottom tip
of the rotor (∼ 30 - 40 metres from the bottom “wall”) such energetic vertical veloc-
ity events are rare with vertical velocity structures of around ∼ 2% of the horizontal
velocity magnitude (See Figure 7.9a, 7.9b).
Before moving on to the comparison of LES and LIDAR scan results, we present
the simulation results of neutral ABL precursor simulation. The instantaneous ve-
locity structures in the z location corresponding to the bottom tip and hub-height of
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Figure 7.6: Horizontal velocity magnitude
√
u2 + v2 in m/s in the xy plane tempo-
rally filtered for 0.5 minutes. Timestamp location: Left – 6:13 am, Right – 6:44 am.
z location: First row – zh −D/2 (bottom tip), Second row – zh (hub height), Third
row – zh+D/2 (top tip). zh, D corresponds to Adwen AD 5-116 turbines in the farm.
Arrows - Mean wind direction at corresponding local times.
wind turbine array (Figures 7.10a, 7.10b) indicate that the inflow condition due to
precursor properly reflects the turbulence generated in the flow upstream of the wind
turbine array. The 10 minute temporally filtered ABL data (Figure 7.10c) illustrates
the locked-in large scale structures (banded velocity structures in the spanwise direc-
tion), due to the limited streamwise extent of the precursor domain. These locked-in
structures propagated to the wind turbine domain through the inflow conditions, and
along with similar locked-in effects due to the spanwise periodicity of the wind turbine
domain, may be responsible for some of the large-scale structures seen in the wind
turbine array simulations as depicted in Figures 7.6, 7.7.
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Figure 7.7: Horizontal velocity magnitude
√
u2 + v2 in m/s in the xy plane tempo-
rally filtered for 2 minutes. Timestamp location: Left – 6:13 am, Right – 6:44 am.
z location: First row – zh −D/2 (bottom tip), Second row – zh (hub height), Third
row – zh+D/2 (top tip). zh, D corresponds to Adwen AD 5-116 turbines in the farm.
Arrows - Mean wind direction at corresponding local times.
The spanwise periodic boundary condition gives rise to the locked-in large scale
structures which are generally unavoidable and no effective solution has been found to
deal with them, except perhaps with shifted periodic boundary conditions as noted by
Munters et al. [18] which were found to influence the spectral scaling of the turbulence
at smaller scales, where Kolmogorov cascade is dominant. Studies involving data
assimilation, where the spatio-temporal velocity data from the field experiments is
coupled with the simulations, would still have these locked in features and hence
need careful analysis. Furthermore, it must be noted that since locked-in structures
are typically a large scale phenomenon, with length scales involving 5-10 times the
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Figure 7.8: Instantaneous horizontal velocity magnitude
√
u2 + v2 in m/s in the xy
plane. Timestamp location: Left – 6:13 am, Right – 6:44 am. z location: First row
– zh−D/2 (bottom tip), Second row – zh (hub height). zh, D corresponds to Adwen
AD 5-116 turbines in the farm. Arrows - Mean wind direction at corresponding local
times.
domain size, significant increment of the domain size is required, which would create
extremely high computational overhead on the LES simulations. Despite being a
large scale event, the locked in structures are local and are not known to influence the
spatially averaged results or the two dimensional energy spectra. Furthermore, despite
the use of periodic boundary condition, realistic turbulence in the spanwise direction
(evidenced in the cascades of spanwise spectra, Figure 7.24) could be observed, which
indicates that the small scale turbulence are not influenced by the short spanwise
extent of boundary conditions. Overall, the current LES simulation would serve
as a first important step towards a fundamental understanding of flow and their
streamwise-temporal evolution past the wind farms driven by the realistic variation
in mean wind speed and wind direction.
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Figure 7.9: Instantaneous vertical velocity w in m/s in the xy plane at z = zh−D/2
(bottom tip). Timestamp location: (a) 6:13 am, (b) 6:44 am. Vertical velocity in yz
plane at x = xt+ 0.5D, at timestap location 6:. xt location of second row of turbines.
Timestamp location: (c) 6:13 am, (d) 6:44 am. Black dashed line – z = zh − D/2.
zh, D corresponds to Adwen AD 5-116 turbines in the farm. Arrows - Mean wind
direction at corresponding local times.
7.4 Influence of Coriolis Forces
In this section we investigate the influence of Coriolis forces in Alpha-Ventus wind
farm driven by the same mean wind (Figure 7.4a, 7.4b). The motivation of using
Coriolis forces is to examine if some of the large scale features observed in LIDAR
scans could be better represented by the Coriolis effects. Of course it must be noted
that since Coriolis force causes turning effects, the large scale structures would develop
an additional curvature that depends on the stength of the Coriolis effect, or the non-
dimensional Rossby number Ro (Ro = U
fL
, U is a reference velocity scale, L a reference
length scale and f = 2Ω sin(φ) is the Coriolis frequency parameter, Ω is the rotation of
the Earth and φ is the latitude). The Coriolis forces have been added as a horizontal
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Figure 7.10: Instantaneous horizontal neutral ABL velocity
√
u2 + v2 in m/s in the
xy plane at vertical height locations, (a) z = zh − D/2 (b) zh. (c) Time-averaged
velocity at zh depicting locked-in structures. zh, D corresponds to Adwen AD 5-116
turbines in the farm.
forcing term (fv,−fu) in the Navier-Stokes equation.
The Navier-Stokes equation along with the Coriolis force components can be writ-
ten as
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y
+ w
∂u
∂z
= −1
ρ
∂p
∂x
+ (ν + νt)∇2u+ fv (7.8)
∂v
∂t
+ u
∂v
∂x
+ v
∂v
∂y
+ w
∂v
∂z
= −1
ρ
∂p
∂y
+ (ν + νt)∇2v − fu (7.9)
∂w
∂t
+ u
∂w
∂x
+ v
∂w
∂y
+ w
∂w
∂z
= −1
ρ
∂p
∂z
+ (ν + νt)∇2w, (7.10)
where νt is the eddy viscosity supplied the subgrid scale model. The effect of Cori-
olis forces in neutral (and conventionally neutral) atmospheric boundary layer and
wind farms in particular have been investigated in the past [205–209], with Rossby
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numbers varying from O(10−1)−O(103) based on representative length scales of inter-
est. In particular, [205] noted that the Coriolis effects can be neglected in atmospheric
boundary layer studies, if the Rossby number is ∼ O(103). In our current study we
are interested in the regime of low-moderate Rossby numbers (Ro ∼ 102), such that
the effects of Coriolis forces are not neglible, yet they are not low enough to have
geophysical circulations. Note, that in our current simulations, we have used a fixed
Rossby number (similar to what has been proposed in the literature) of Ro = 300, us-
ing the bulk mean velocity of the inflow (temporally averaged), Um fed by the neutral
ABL precursor as a representative velocity scale and the streamwise domain size, Lx
as the representative length scale. Consequently, we can calculate f = Um/(RoLx),
that has used in our wind farm computations. It can be observed, that the definition
of a length scale would have impact on the magnitude of the Rossby number. For
completeness, it is worthwhile to note that, using a length scale corresponding to ABL
thickness would generate a Rossby number ≈ 1800, or a length scale corresponding
to the diameter of the wind turbine rotors (e.g., Adwen AD-5-116 turbines), would
generate a Rossby number ≈ 1.55× 104. The choice of the Rossby number was made
in an effort to understand, as a first step, how Coriolis force would influence the flow
past the wind turbine arrays driven by a realistic temporally varying mean wind.
In our simulation setup, we have incorporated Coriolis forces in the wind farm
domain while the precursor ABL is driven by the pressure gradient forcing with tem-
porally changing mean wind direction and magnitude. This setup is similar to one of
the cases studies by Akbar and Porte´-Agel [208] in an effort to isolate the wind veering
effects due to the Coriolis forces with respect to an already existing changing mean
wind direction resulting from the combination of geophysical effects and serving as a
direct input to the data. Furthermore, [208] has not observed significant differences in
the incoming mean wind and turbulent stresses in the first 100− 150 metres (around
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the hub-height of wind turbines) from the wall in neutral ABL with Coriolis forces,
when compared against ABL simulations driven by constant pressure gradient. This
setup with the neutral ABL precursor being driven by pressure gradient forces (with-
out Coriolis forces) is beneficial for two reasons, (a) it helps to decouple the effect
of Coriolis forces in the wind farm with identical inflows and (b) it circumvents the
need of an artificial yaw-angle controller in the direction of mean wind, since the wind
direction with Coriolis forces incorporated would not be known apriori at hub-height
due to the development of Eckman spiral [207,209].
The wind farm spreads less than 0.01 degrees of lattitude (at ∼ 54◦ N) in the
Northern Hemisphere, and hence a constant Coriolis parameter is assumed in our
simulations (i.e. neglecting the β plane approximation [210].)
Figures 7.11, 7.12 illustrate the 0.5 minute and 2 minute temporally filtered hor-
izontal velocity field influenced by the Coriolis forces. Similar large scale structures
could be identified for cases without the Coriolis effects (Figures 7.6, 7.7), but the con-
tours with Coriolis forces illustrate some turning effects with the large scale structures
comparable to the size of the domain turning towards its left. Even though for wind
turbines perceived as an added roughness to the ABL, the Coriolis effects essentially
turn the large scale structures towards their left in the Northern Hemisphere (owing to
an increased spanwise momentum) as was seen in previous studies [208,211], a recent
RANS based study by van der Laan and Sørensen [212] has revealed that the wind
turbine structures turn towards their right, owing to a complex interaction with the
Coriolis forces and turbulent stresses in the lateral and wall-normal direction. Even
though our simulations do indicate the importance of lateral stresses [208] via spectral
analysis (shown later), our results illustrate the turning effect towards their left in
accordance with what was observed prior to [212]. The instantaneous horizontal and
vertical velocity profiles with Coriolis forces are depicted in Figures 7.13, 7.14. The
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velocity flow field observed is qualitatively very similar to that without the Coriolis
effects considered, especially for flow structures  D (Figures 7.8, 7.9).
7.4.1 Comparison of LIDAR Retrieved Data with LES Simulations – with and
without Coriolis Forces
In order to visualise the effects of Coriolis forces on the flow field, a one-to-one com-
parison of the flow field in the yz plane with and without Coriolis forces is presented
in Figure 7.15. The 0.5 minute temporally filtered total velocity field
√
u2 + v2 + w2
indicates, that the high velocity structures in the outer layer with Coriolis forces are
shifted by less than 50 metres towards their right when compared with the velocity
field without it, while no conspicuous changes are observed in the low velocity inner
layer region. This is understandable, since the Coriolis forces are proportional to the
horizontal velocity fields, hence the discrepancies without the Coriolis effects would be
prominent in the higher velocity region. The streamwise contours with and without
Coriolis effects (xz plane) in Figure 7.16 also depict that inconspicuous differences
can be observed in the streamwise evolution of structures in the inner and outer layer.
The vertical variation of streamwise velocity profile at 3 distinct streamwise stations
close to the wind turbine with and without Coriolis forces (Figure 7.17) also indicates
some differences in velocity, especially close to the turbine hub-height.
In Figure 7.18, the temporal evolution of the spatially filtered horizontal velocity
magnitude (integrated in between the line-region of two turbines T3-T7) has been
depicted which illustrates a comparison of the temporal variation of LIDAR retrieved
data with the present LES simulations. The plots manifest various levels of tempo-
ral low-pass filtering (l0.5 minutes, 2 minutes) and expectedly, for filtering involving
larger timespans, the small scale features are smoothened out, thus manifesting the
large scale variations. Interestingly, the 2 minute filtered horizontal velocity mag-
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nitude without the Coriolis forces show excellent trends with the mean wind of the
ABL precursor at the bottom hub-height of the turbine rotor. The simulations with
Coriolis forces illustrate that the 2 minute temporally filtered horizontal velocity mag-
nitude also display a similar trend with the data without the Coriolis forces and are
well correlated in time, but underpredict the mean wind by ∼ 3%. Since, time aver-
aged velocity profile (Figure 7.17) has shown negligible differences in the streamwise
velocity with and without Coriolis forces, the discrepency observed in the 2 minute
filtered data is possibly due to the reorganization of velocities due to Coriolis effects
in the horizontal and vertical directions. Further investigations are necessary to un-
derstand if such discrepancies in the velocities are owing to mixing of the turbulent
flow induced by the Coriolis forces (Mixing due to Coriolis forces have been observed
in flows of different length scales [213], [214]). Both the LES simulations with and
without Coriolis effects have been included in the plot. The plot is further supported
by the Figure 7.19, where the instantaneous as well as time-filtered velocity fields for
cases without the Coriolis effects have been documented for reference. For clarity of
the plots in Figure 7.19 we have only shown the data without Coriolis forces.
The spatial filtering can be defined as {û〈y〉, v̂〈y〉} = 1
Yspan
∫ yT7
yT3
{u, v}dy, where y
is the spanwise coordinate and Yspan is the spanwise distance between the turbines T3
and T7, which is ≈ 800m. Analogous to temporal filtering, subsequent plots involving
spatial filtering utilize symbols u, v which has been used for spatially filtered velocities.
Figures 7.20, 7.21 depict the comparison of LES simulations (with and without
Coriolis forces) with LIDAR retrieval between the turbines T3 and T7 for 3 different
timestamps of 6:13 am, 6:30 am and 6:44 am. Spanwise plots at 400 metres upstream
location of the T3-T7 turbine row are also shown for comparison. The plots contain
two different vertical locations (bottom tip and 0.15D below the bottom tip) for the
LES simulations depicted by lines while the symbols illustrate the 2D-VAR retrieved
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Figure 7.11: Horizontal velocity magnitude
√
u2 + v2 in m/s in the xy plane tem-
porally filtered for 0.5 minutes. Timestamp location: Left – 6:13 am, Right – 6:44
am. z location: First row – zh − D/2 (bottom tip), Second row – zh (hub height),
Third row – zh +D/2 (top tip). Arrows - Mean wind direction. With Coriolis forces
– Ro ≈ 300.
LIDAR scan data collected near the bottom tip of the rotor. As can be observed, the
plots depict a reasonable agreement within a band that is comparable to a potential
uncertainty of a LIDAR data due to the grid size limitation in 2D-VAR retrieval algo-
rithm. Nonetheless, some descripancies could be noted possibly due to the inability of
the LES model to capture high velocity structures which might arise either from the
geophysical effects not modeled by the system or from the inaccuracy of the LIDAR
retrieval schemes near the maximum and minimum range of the azimuthal scans. At
this point, due to a lack of enough data, the reason of those high velocity structures
in LIDAR scans is not clearly understood and requires further investigation.
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Figure 7.12: Horizontal velocity magnitude
√
u2 + v2 in m/s in the xy plane tem-
porally filtered for 2 minutes. Timestamp location: Left – 6:13 am, Right – 6:44 am.
z location: First row – zh −D/2 (bottom tip), Second row – zh (hub height), Third
row – zh + D/2 (top tip). Arrows - Mean wind direction. With Coriolis forces –
Ro ≈ 300.
7.4.2 Power and Energy Spectra
In this section, we begin by investigating the mean power and the frequency
content of the turbine power in Alpha Ventus wind farm. The power spectral results
in Figures 7.22a, 7.22b reveal that large scale temporal dynamics and hence power
are affected by the “turning effects” of the Coriolis forces. This is further illustrated
in the mean power of the farm, which shows the effects of Coriolis forces that are
shown in the subsequent rows in the spectra. However, cross correlation spectra
(Figures 7.22c, 7.22d), dos not reflect any deviations between the cases with and
without Coriolis effects. The wind direction at the inflow is such that the wakes of
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Figure 7.13: Instantaneous horizontal velocity magnitude
√
u2 + v2 in m/s in the
xy plane. Timestamp location: Left – 6:13 am, Right – 6:44 am. z location: First
row – zh − D/2 (bottom tip), Second row – zh (hub height). Arrows - Mean wind
direction. With Coriolis forces – Ro ≈ 300.
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Figure 7.14: Instantaneous vertical velocity w in m/s in the xy plane at z = zh−D/2
(bottom tip). Timestamp location: (a) 6:13 am, (b) 6:44 am. Arrows - Mean wind
direction. With Coriolis forces – Ro ≈ 300.
the first row affects the third row and that in the second affects the fourth. This
is manifested in the row by row power variation in Figure 7.22e. Furthermore, it is
observed that due to the turning effects of the large scale structures by the Coriolis
forces, the row averaged power in the subsequent rows after the first drops compared
to the case without Coriolis effects, due to the turning effects on the large scales,
which results in those structures missing the turbines in the last two rows of the wind
farm. Note, due to the lack of turbine power data from LIDAR field experiments, a
power comparison is not possible and is currently planned for future studies as the
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Figure 7.15: Temporally filtered total velocity
√
u2 + v2 + w2 in m/s in the yz plane
at x = xt + 0.5D (xt location of second row of turbines). Timestamp location: 6:13
am (top), 6:44 am (bottom). Left – without Coriolis forces. Right – with Coriolis
forces – Ro ≈ 300.
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Figure 7.16: Instantaneous total velocity
√
u2 + v2 + w2 in m/s in the xz plane at
y = yt (yt location of middle column of turbines). Timestamp location at 6:10 am.
Left – without Coriolis forces. Right – with Coriolis forces – Ro ≈ 300.
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Figure 7.17: Spanwise and temporally averaged vertical profile of streamwise veloc-
ity in m/s. y location: corresponding to the middle column of the turbines. Solid –
without and Dashed – with Coriolis forces, Ro ≈ 300. Red – x = xt + 0.5D, Blue –
x = xt +D, Black – x = xt + 1.5D, where xt is the streamwise location of second row
of turbines.
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Figure 7.18: Temporal variation of 0.5 mins (dashed red) and 2 mins (dashed blue)
temporally filtered horizontal velocity magnitude spatially filtered in the spanwise
direction between turbine locations T3 and T7. Instantaneous data is low-pass filtered
(5 point moving average filter) to illustrate the large scale trends. Thick – With
Coriolis, Thin – Without Coriolis. Circles – Variation of mean wind. Diamond –
data from LIDAR retrieval scan at the location of second row of turbines.
Figure 7.19: Temporal variation of instantaneous (solid red), 0.5 mins (dashed red)
and 2 mins (dashed blue) temporally filtered horizontal velocity magnitude without
Coriolis forces, also spatially filtered in the spanwise direction between turbine lo-
cations T3 and T7. Diamond – data from LIDAR retrieval scan at the location of
second row of turbines. All data collected/calculated at z = zh −D/2.
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Figure 7.20: Comparison of LES and LIDAR scan experiments. Lines – LES data,
Magenta symbols – LIDAR scans. Data temporally filtered for 2 mins (left), 4 mins
(right). Streamwise location – turbine row T3 – T7. Solid (without Coriolis), Dashed
(with Coriolis). z locations: – zh−D/2 (Red); – zh−D/2−0.15D (Blue). Estimated
location of turbines T7 (left), T3 (right) marked in red circles. LIDAR data collected
at 31st August 2016, local start time – (a),(b) 6:10 am (c),(d) 6:30 am (e),(f) 6:44
am from which temporal filtering started.
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Figure 7.21: Legends same as Figure 7.20. LES and LIDAR data taken midway
between two turbine rows at T3 –T7 and T4 – T8. markers – T3, T7: ∼ 400 metres
upstream of turbines T3, T7.
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experimental data becomes available.
Additionally, we further examine the energy spectra of the LES data in order to
elucidate more on the flow dynamics at different length scales. Figures 7.24, 7.23
depict the spatially averaged streamwise and spanwise u, v and w energy spectra
(with and without Coriolis effects) for different time-stamps, 6:13 am, 6:18 am, 6:25
am and 6:44 am. These spectral information provides credibility to the simulations in
the fact that realistic turbulence in terms of Kolomogorov −5/3 scaling is produced
at scales ' D. The spectral information in Figure 7.25 (without Coriolis effects)
indicate that the smaller scales ∼ O(D) of the spectra converge quickly towards the
−5/3 cascade (λ2/3x,y for premultiplied spectra in wavelengths) due to small eddy turn
over times, but the large scales & O(10D) do not hint towards a trend due to large
eddy turn over or decorrelation times. The u and v energy spectra in the current
flow is much larger than their wall normal w counterpart except perhaps at scales
λx,y . D. While for spanwise spectra (λy direction), the spectral content of u energy
is always greater than the v counterpart, for streamwise spectra (λx direction), a
threshold scale exists (∼ 7D), below which the v spectra is dominant. Furthermore,
a comparison of the spectra with and without Coriolis forces reveal the differences
between the two not conspicuously observed in the flow visualizations discussed in
the above sections. For the streamwise and the spanwise energy spectra Euu, Evv,
the influence of Coriolis forces can be observed at large scales of motion λx,y ≥ 10D,
where D is the rotor diamater of the Adwen AD 5-116 turbines in Alpha-Ventus wind
farm. Such differences are not prominent in the wall-normal energy spectra Eww.
7.5 Conclusion
In the present chapter we have proposed an LES methodogy for flow past the wind
farms using atmospheric boundary layer precursor inflow driven by variable mass flux
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Figure 7.22: (a)-(d). Power spectral density and spectra of normalized cross cor-
relations of power (convoluted with a Hamming window) at different rows in Alpha
Ventus wind farm. (a), (c) Without Coriolis forces, (b), (d): With Coriolis forces,
Ro ≈ 300. (e) Row averaged mean power in Alpha-Ventus wind farm, Red square –
without Coriolis forces, Green circle – with Coriolis forces (Ro ≈ 300). Dashed lines
in spectra – f−5/3 scaling.
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Figure 7.23: Temporal snapshots of streamwise energy spectra averaged in the
spanwise-wall normal direction. Black – Euu, Blue – Evv, Red – Eww spectra. Solid –
without Coriolis forces, Dashed – with Coriolis forces, Ro ≈ 300. Chain dotted lines
in spectra – λ
2/3
y (Kolomogorov - −5/3) scaling. Spectral data collected at 6 : 13 am,
6 : 18 am, 6 : 25 am and 6 : 38 am (local time) from LES simulations.
and wind direction obtained from a cup and vane anemometer data during a LIDAR
field experimental campaign. The methodology serves as an important step towards
fundamental understanding of realistic flows past large wind farms. The LES results
have been compared against the LIDAR field experimental data (retrieved using a 2D
VAR algorithm [204]) reconstructing the horizontal velocities (u, v) near the bottom
tip of the rotor. Both the temporally filtered data at the inter-turbine spatial location
as well as the temporal evolution of the spatially filtered data in LES and LIDAR
scans lie wihin comparable bounds, despite some discrepancies in their trends. These
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Figure 7.24: Temporal snapshots of spanwise energy spectra averaged in the
streamwise-wall normal direction. Black – Euu, Blue – Evv, Red – Eww spectra.
Solid – without Coriolis forces, Dashed – with Coriolis forces, Ro ≈ 300. Chain dot-
ted lines in spectra – λ
2/3
y (Kolomogorov – −5/3) scaling. Spectral data collected at
6 : 13 am, 6 : 18 am, 6 : 25 am and 6 : 38 am (local time) from LES simulations.
differences are attributed to uncertainties in measuring locations, stability of ABL
and large scale variations imposed by the geophysical effects not considered in our
neutral LES simulation with near-wall modelling driven by the mean wind.
Presently, the LES model is designed in a neutral framework. We would further
extend its capability towards handling stably stratified and convectively unstable
boundary layers to facilitate comparison at other timestamps where stratification of
the boundary layers would play a conspicuous role. As a final remark, the discrep-
ancies observed between the LIDAR retrieval results and LES simulations driven by
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Figure 7.25: Temporal snapshots of (a) spanwise and (b) streamise energy spectra
of LES data averaged in the streamwise/spanwise, wall-normal direction. Black –
u (streamwise), Blue – v (spanwise), Red – w (wall normal). Chain dotted, solid
and dotted – spectra at a particular timestamp and 21
2
minute before and after the
timestamp – 6:13 am. Dashed gray line - λ
2/3
x,y scaling. Plots without Coriolis forces.
realistic mean wind and attributed to the inability of LES to capture some large scale
structures, indicates towards a potential need of data assimilation, i.e. coupling the
instantaneous LIDAR retrieval fields (as a function of space and time) to the coarse
LES (or WRF) precursor simulations for capturing more realistic time-resolved flow
structures past the wind farm.
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Chapter 8
CONCLUSION AND FUTURE WORK
The main objective of the thesis is to understand the interaction and dynamics of
wind turbines with atmospheric boundary layer at multiple scales in a framework of
high-fidelity large eddy simulation. For this purspose we have developed a robust LES
methodology with near wall modeling in higher order spectral elements to capture
the dynamics of the neutral atmospheric boundary layer in the inner and outer layer.
Using an exponentially higher order discretization in an open-source research code
Nek5000, we have shown that our static wall-damped Smagorinsky based subgrid
scale closure [136] is capable of reproducing the multiscale physics of neutral ABL
comparable to its state-of-the art scale dependent models [44]. Understanding the
dynamics of neutral ABL is essential since the wind turbines are located in the inner
layer of ABL. We have used neutral ABL framework along with the state-of-the art
actuator lines models [12, 127, 150, 215] (modeling turbine blades) to study massive
wind farms under a useful theoretical conceptualization of wind turbine array bound-
ary layer (WTABL), where flow develops to a state of statitical homogeneity in the
horizontal directions. This concept is true for massive wind farms and if the focus of
the study is in the core interior away from the boundary effects. In such a framework,
vertical entrainment of mean kinetic energy plays a dominant role in the power gener-
ated by the wind turbines. Our study using massive wind farms with different layouts
have illustrated the presence of large scales greater by atleast an order of magnitude
than the turbine rotor diameters responsible for the power generated by the wind
farms. The study further reveals that the presence of wind turbines modulate the
large scales near wall due to the presence of downdraft mechanism or the vertical
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entrainment of the mean kinetic energy. This information about the modulation of
large scale eddies near wall has led to our study involving vertically staggered wind
farms with wind turbines of different length scales (hub height and rotor diameter).
The study shows that small turbines depending on the hub-height placed in between
two very large turbines can utilize oraganized motions from the top tip of the rotor
contributed from the downdrafts of the large ones, resulting in a power gain and
decreased power variability when compared to the small turbines only wind farm.
The use of WTABL conceptualization enforce periodic boundary conditions in the
horizontal directions allowing us to investigate the spectral dynamics using Fourier
transform. We further extend this study to a more realistic inflow-outflow config-
uration where we incorporate heterogeneity in the streamwise direction by using a
finite scale wind turbine array. The inflow is being fed from a separate neutral ABL
precursor simulation. Wavelet transforms instead of their Fourier counterpart have
been used to study the spatial (streamwise) variability of their spectral dynamics.
The results have shown that apart from the spatial variability at the small/inertial
scales where the Kolomogorov cascade is dominant, spatial variability of the large
scales have also been observed owing to the transition of roughness due to the pres-
ence of wind turbine array. The study further illustrates on the spatial variability of
the organized eddies present in the inner layer and around the turbine rotor tips that
are responsible for the power generated by the wind turbines.
Finally we have extended the LES methodology with inflow and outflow driven
by a neutral ABL precursor to incorporate a realistic variable mean wind magnitude
and direction from a cup and vane anemometer data/LIDAR field experiments. The
results compared against the 2D-VAR retrieved LIDAR experimental data, shows
that the velocity fields captures some trends with a reasonable amount of scatter
even though some large scale effects are not captured by the LES. These large scale
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featues are probably an outcome of the geophysical effects that are not captured by
the mean wind variation. The methodology proposed serves as an important step
towards a fundamental understanding of realistic flows past large wind farms and
also as a testimony of the fidelity of the LES framework in capturing the realistic flow
past wind farms.
8.1 Future Directions
8.1.1 Fourier POD – Towards Decoupling of Length Scales
Our effort to understand the physics of wind turbine array at multiple length
scales using Fourier and wavelet spectra has revealed that the dynamics are different
for length scales < D and  D, where D is the rotor diameter. All our analysis
so far, have relied on decoupling the scales in the x, y, z direction for the highly
anisotropic turbulent flow in order to provide improved understanding. For example,
in periodic wind farms, we have used two dimensional spectra at different wall-normal
z locations which automatically decouples the scales in the x, y, z directions. A similar
treatment was performed for the wavelet analysis. Inspired by these ideas, we have
further extended our study using proper orthogonal decomposition (POD) [137]. The
advantage of POD lies in the fact that unlike Fourier transform, the basis functions
are emperical, constructed from the data and hence can take care of any kind of
inhomogeneity imposed by the flow. However, since in general the eigenvalue problem
of POD works on the three dimensional data, the large scale structures are essentially
3D features and it is impossible to decouple the effect of dominant streamwise length
scales from the spanwise and the inhomogeneous wall-normal counterpart. As an
example, a recent 3D POD analysis of periodic wind farms by Verhulst et al. [24] shows
the presence of m−0.9 scaling law of the POD eigenvalues (turbulent kinetic energy) for
higher modes, (m > 16), but the coupled information of the directional length scales
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fails to identify the exact physics which causes such scaling, barring some speculation
related to the resemblace with inverse k−1x scaling law of wall-bounded turbulence [79,
136, 216]. It is at this point of failure to understand the flow physics correctly, that
the decoupling of length scales in the x, y, z direction deemed necessary gave rise to
the concept of Fourier-POD modes for wind turbine array. The Fourier-POD array
essentially performs a proper orthogonal decomposition of a complex variable obtained
by Fourier transform of the velocity variable in the periodic (spanwise/homogeneous)
direction. The mathematical details can be found in Appendix F.
The Fourier-POD methodology was developed to circumvent some of the caveats
of three dimensional proper orthogonal decomposition. For 3D POD, convergence
of higher order modes is problematic as increasingly more number of snapshots are
required for convergence. For example, even for the snapshots more than one flow
through times apart (Figure 8.1), the higher modes depict a m−0.5 scaling as opposed
to the m−0.9 scaling predicted by Verhulst [24] which would require snapshots more
than 3 flow through times apart (to ensure that the temporal scales are decorrelated)
and significantly more number of snapshots. We observe that for snapshots seperated
for 1.25 flow through times, the egivenvalues converge for the first 5-6 modes.
However, using Fourier-POD methodology, we can perform the POD at different
spanwise length scales and thus decoupling the interaction between the spanwise and
streamwise scales. Figure 8.2 shows the converged wavelength dependent eigenvalues
for different modes in the FPOD analysis. It is observed that for large spanwise
length scales comparable to the size of the doman, the m−0.9 scaling can be retrieved,
while the modes at smaller spanwise scales (Figure 8.2b) still show the m−0.5 scaling
as we observed in the three dimensional POD. Such scaling was also observed when
snapshots were 1/2 flow through times apart. This result has two implications, (a) less
number of snapshots and lower snapshot collection frequency is sufficient to capture
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the modal scaling law atleast for very large spanwise scales, for which the three
dimensional POD method remains unsuccessful so far and (b) The FPOD as opposed
to POD, by decoupling the scales indicates that the m−0.5 scaling observed in the three
dimensional method mainly comes from the thinner (λy . D) anisotropic scales in
the domain. Thus essentially, m−0.5 scaling is an outcome of a phenomenon similar to
“aliasing” observed in Fourier transform, where the smaller scales not “well resolved”
pile up their energy to the larger scales thus generating an unphysical spectrum.
m-0.9
m-0.5
Figure 8.1: Eigenvalues Λm of three dimensional POD of wind turbine array for
different modes. Different colours represent various snapshot collection frequency.
Black – snapshots, 0.25 flow through times apart. Red – snapshots, 0.5 flow through
times apart, Green – snapshots, 1.25 flowthrough time apart.
m-0.9
(a)
m-0.5
(b)
Figure 8.2: Spanwise wavelength dependent eigenvalues Λ(λy) of Fourier-POD of
wind turbine array for different modes. (a) at large length scales, > D (b) at smaller
length scales, ≤ D.Snapshots 1.25 flow through time apart.
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Figure 8.3 shows some of the Fourier POD modes (for which m−0.9 scaling was
observed) for reference. While the lowest order modes, shows feature reminiscent of
the roller-mode structures observed in [24,137], higher order modes (at larger spanwise
length scales) shows wall modulation of eddies and inclined wall structures similar to
what was reported by [77,85] as attached eddies or collection of hairpins [94].
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 8.3: Magnitude of two dimensional complex Fourier-POD modes ϕ˜(x, z;λy)
normalized by Λ1/2 (Λ is the eigenvalue) for different wavelengths λy. Left: λy →∞
(spanwise averaged mode). Middle: λy ≈ 15.7D, Right: λy ≈ 7.85D. (a) –(c): mode
1; (d) –(f): mode 2, (g) – (i): mode 5. Snapshots shown as xz plane. Colours – Blue
(low), Red (high)
Our preliminary investigations using Fourier-POD methodology shows a lot of
promise in terms of extracting information of the flow dynamics of wind farms and
turbulent flow with one homogeneous boundary condition in general. Our future
investigations would envisage this scale decoupling technique to further illustrate on
the large scale eddies modulated by the wind farms and responsible for turbine power
generation.
8.1.2 Coupling of Field Data to LES – Towards Data Assimilation
Another future direction towards extending our work in flow past the wind farms
driven by realistic mean wind stems from the limitations observed in the methodology.
It was noted that even though the inflow is driven by realistic mean wind flux and
direction, it fails to capture some of the large scale features observed from field data.
This indicates towards the possibility of coupling a spatial and temporally evolving
field data into the large eddy simulation framework using data assimilation techniques.
Some of the popular numerical techniques of data assimilation developed since the
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1970s include the optimal interpolation technique, extended Ensemble Kalman Fil-
tering [217],or the more complicated variational data assimilation techniques like the
2D-VAR or 4D-VAR [218] methods or even the more recent Newtonian Relaxation
type nudging method (Back and Forth Nudging, see [219, 220]), which despite its
simplistic behaviour has the capability to compete with the more accurate Varia-
tional methods (2D-Var and 4D-VAR). In our current platform of LES framework
in higher order spectral elements, preliminary investigations on nudging techniques,
which essentially acts as forcing functions in the Navier-Stokes equation have shown
a lot of promise and thus has a potential of being used in this framework. As a
future investigation, the current realistic inflow methodogy in LES framework, could
be extended to incorporate back and fourth nudging forcing functions to nudge the
temporally evolving microscale turbulence guided by LES closures to realistic wind
flow dominated by geophysical effects resulting in better prediction of turbine power.
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APPENDIX A
WEAK FORMULATION IN SPECTRAL ELEMENT METHODS
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A.1 Weak Formulation of NS: Galerkin projection
3D Navier-Stokes equation solving for velocity field u(x, t), scalar pressure field
p(x, t) with input volume force function f(x, t) (momentum and continuity equations).
∂u
∂t
+ u.∇u = −1
ρ
∇p+ ν∇2u + f in Ω× (0, T ),
∇.u = 0 in Ω× (0, T ),
u(x, 0) = u0(x) for x ∈ Ω,
B(ub) = 0 in ∂Ω. (A.1)
Here, Ω ⊂ R3 is the three-dimensional domain in Equation (A.1), u0(x) represents
the initial condition of the PDE and ∂Ω represents the external surface of Ω on which
the boundary conditions ub are defined.
Sobolev spaces for velocity and pressure X := H10 (Ω)
3 and Z := L20(Ω) respectively
L20(Ω) =
{
q ∈ L2(Ω)
∣∣∣∣∣
∫
Ω
qd3x = 0
}
(A.2)
H1(Ω) =
{
q ∈ L2(Ω) |α| ≤ 1,
∣∣∣∣∣Dαq ∈ L2(Ω)
}
(A.3)
H10 (Ω) =
{
q ∈ H1(Ω)
∣∣∣∣∣q∣∣∣∂Ω = 0
}
(A.4)
where Dα = ∂α/∂xα11 ∂x
α2
2 ∂x
α3
3 , with |α| = α1+α2+α3, is the distributional derivative
operator.
The weighted residual technique for the Navier Stokes equations requires∫
Ω
R(u)vd3x = 0 ∀v ∈ X, (A.5)
where the residual R in Equation( A.5)
R(u) =
∂u
∂t
+ u.∇u + 1
ρ
∇p+ f − ν∇2u (A.6)
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is orthogonally projected to the test space (same as trial space in Galerkin projection:
we use the notation ( , ) for complete integration for projection for brevity). Similar
procedure is performed for the continuity equation,(
∂u
∂t
,v
)
+ (u∇u,v) = − (∇p,v) + (f ,v) (ν∇2u,v) ∀v ∈ X, (A.7)
(q,∇.u) = 0 ∀q ∈ Z. (A.8)
In discrete space, the trial and and test spaces for 3-dimensional velocity field is
XN ⊂ X and scalar pressure field is ZN ⊂ Z where XN , ZN are finite polynomial
function subspaces with N being the degree of the polynomial.
If E is the total number of non-overlapping elements in SEM, with the non-
overlapping domains as ∪Ee=1Ωe, the discrete subspaces for velocity and pressure can
be represented as XN = X∩P3N,E and ZN = Z∩P3N,E for PN−PN formulation, where
PN,E can be given by
PN,E =
{
ψ
∣∣∣ ψ ∈ L2(Ω); ψ|ΩeLagrange-Legendre polynomial of degree ≤ N} .
(A.9)
A.1.1 Legendre Polynomials
Legendre polynomials are finite series polynomial solutions to a special class of
differential equations with parameter n.
(1− x2)d
2y
dx2
− 2xdy
dx
+ n(n+ 1)y = 0 (A.10)
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The polynomials are denoted by LN(x). The polynomials are even or odd functions
of x depending on even or odd orders of n. A first few Legendre polynomials are
L0(x) = 1 L1(x) = x
L2(x) =
1
2
(3x2 − 1) L4(x) = 1
2
(5x3 − 3x)
with Lk(±1) = (−1)k representing the bounds of the polynomial.
Important recursion relations to find the Legendre polynomials of higher order
x2 − 1
n
d
dx
Ln(x) = xLn(x)− Ln−1(x) (A.11)
(n+ 1)Ln+1(x) = (2n+ 1)xLn(x)− nLn−1(x) (A.12)
(2n+ 1)Ln(x) =
d
dx
[Ln+1(x)− Ln−1(x)] (A.13)
The orthogonality of Legendre polynomials over L2 inner product space (−1 ≤
x ≤ 1) can be given as ∫ 1
−1
Lp(x)Lq(x) dx =
2
2q + 1
δpq (A.14)
where δpq is the Kronecker delta function. Similarly orthogonality of the derivatives
and some modification Legendre polynomial (See Appendix A.1.2) can also be estab-
lished in a straightforward manner.
A.1.2 Lagrange Interpolants
Roots of Lagrange Legendre polynomial for the velocity & pressure interpolants
(1− ξ2j )L′N(ξj) = 0, ∀ξj ∈ [−1, 1]. (A.15)
Equation (A.15) is solved using Newton-Raphson technique with initial condition of
ξj = cos(jpi/N), j = 0, . . . , N, for obtaining a fast convergence. L
′
N is the first
derivative of N th order Legendre polynomial and all the roots lie between ±1 with a
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clustering near -1 and 1. These nodes are commonly referred to as Gauss-Lobatto-
Legendre (GLL) quadrature points, with the quadrature weights
ρj =
2
N(N + 1)
1
[LN(ξj)]2
, 0 ≤ j ≤ N, ∀ξj ∈ [−1, 1]. (A.16)
The quadrature weights in Equation (A.16) are computed as a function of N th order
Legendre polynomials at GLL quadrature points. The discrete inner product in 3D
thus reduces to
(f, g)N =
N∑
i,j,k=0
ρijkfijkgijk. (A.17)
Here (fijk, gijk) are defined on 3D GLL quadrature nodes on a reference cube and
quadrature weights are ρijk = ρiρjρk.
The basis functions for expansion of the velocity variables correspond to Lagrange-
Legendre interpolating polynomials,
piN,j(ξ) =
∏
i 6=j
ξ − ξj
ξi − ξj =
−1
N(N + 1)
(1− ξ2)L′N(ξ)
(ξ − ξj)LN(ξj) , 0 ≤ j ≤ N, ξ ∈ [−1, 1],
(A.18)
where ξj are GLL quadrature nodes. Figure A.1 shows the Lagrange-Legendre basis
functions (Equation (A.18)) displaying the cardinality property, and they all have the
common intersection point at the GLL quadrature nodes (roots of numerator of basis
functions in Equation (A.18) ) while pij(ξ) and piN−j(ξ) basis functions have reflective
symmetry about ξ = 0.
A.2 BDFk-EXTk Scheme
The implicit Backward difference scheme of k − th order (BDFk) using Taylor
expansion of an ODE ut = g(u) can be given as
1
∆t
k∑
i=0
βiu
n+1−i ≈ g(un+1) (A.19)
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Figure A.1: (a) Lagrange-Legendre polynomial interpolant pij
N
j=0 with N =
7 (polynomial degree) in current SEM formulation. Blue −+, pi1(ξ); Red −◦, pi5(ξ);
Black − − , pi7(ξ); (b) pi1,1(ξ, η) (c) pi4,4(ξ, η) . Figures (b), (c) obtained as
Kronecker products of pii(ξ)⊗ pij(η) for 2D case.
with ∆t being the time step and βi are the BDF coefficients. To avoid the iterative
form of non-linear non-symmetric system for implicit schemes of advection term, Kar-
niadakis et. al [221] proposed a higher order extrapolation scheme on the non-linear
terms (e.g. adevtion and other non-linear forcing). The k′ − th order extrapolation
of a general non-linear term g(u)
g(un+1) ≈
k′∑
i=1
αig(u
n+1−i) (A.20)
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with αi being the extrapolation coefficients. Combining the two schemes together
generates BDFk/EXTk scheme
1
∆t
k∑
i=0
βiu
n+1−i ≈
k′∑
i=1
αig(u
n+1−i) (A.21)
with k = k′ ≈ 2 or 3
k β0 β1 β2 β3 β4 β5
1 1 −1
2 3/2 −2 1/2
3 11/6 −3 3/2 −1/3
4 25/12 −4 3 −4/3 1/4
5 137/60 −5 5 −10/3 5/4 −1/5
Table A.1: BDF coefficients βki=0 for orders k = 1− 5
k α1 α2 α3
1 1
2 2 −1
3 3 −3 1
Table A.2: EXT coefficients αki=1 for orders k = 1− 3
A.3 Tensor Products: Derivatives
The spectral element structure of the u velocity field is uei,j,k, where i, j, k = 0, N ,
where N is the order of the polynomial and e = 1, Ne, where Ne is the number of
elements. In lexicographical ordering (column manjor for FORTRAN), the complete
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unwrapped u velocity field for each element can be given as [ue000 u
e
100 u
e
200 u
e
300
. . . ueN00 u
e
010 u
e
110 . . . u
e
N10 . . . . . . u
e
NNN ]
T . The grids in the r direction varies the
quickest, followed by s and then t. Note, similar arguments hold for v, w velocities
which maintain the same data-structures as u. Further, the differentiation is just an
operation involving matrix multiplication involving the Lagrange interpolant based
differentiation matrix of size (N + 1)× (N + 1). Similar arguments (discussed below)
can be shown to hold for filtering operations where a multiplication by a Filtering ma-
trix (F) is invoved. Additionally all these matrix manipulations have been perfformed
within the GLL points at each element.
A.3.1 Gradient in the r irection
For computing the gradient in the r direction, we can contruct the u velocity field
at each element, as a (N + 1)× (N + 1)2 matrix.
u˜ =

ue000 u
e
010 . . . u
e
0N0 u
e
001 u
e
011 . . .
ue100 u
e
110 . . . u
e
1N0 u
e
101 u
e
111 . . .
ue200 u
e
210 . . . u
e
2N0 u
e
201 u
e
211 . . .
...
...
...
...
...
...
ueN00 u
e
N10 . . . u
e
NN0 u
e
N01 u
e
N11 . . .

(A.22)
We would premultiply u˜ by the differentiation matrix D which is a (N + 1)× (N + 1)
matrix, such that each columns in the u˜ matrix is multiplied by D, to generate the
ur matrix of size (N + 1)× (N + 1)2,
ur(N+1)×(N+1)2 = D(N+1)×(N+1)u˜(N+1)×(N+1)2
where differentiated vector values are obtained at each column, with different columns
representing the differentiated values of ur at different j, k indices.
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A.3.2 Graient in the s Direction
For computing the gradient in the s direction, we would need to multiply the
differentiation matrix in the direction of varying j, i.e. reshape and reconstruct
[ue000 u
e
100 u
e
200 u
e
300 . . . u
e
N00 u
e
010 u
e
110 . . . u
e
N10 . . . . . . u
e
NNN ]
T such that the a fastest
varying j direction can be identified.
We construct chunks of the u˜ such that we construct a matrix ûk of size (N +
1)× (N + 1). Hence, matrix û0 can be written as
û0 =

ue000 u
e
010 . . . u
e
0N0
ue100 u
e
110 . . . u
e
1N0
ue200 u
e
210 . . . u
e
2N0
...
...
...
...
ueN00 u
e
N10 . . . u
e
NN0

(A.23)
In general matrix ûk would have a structure as follows (k = 0, . . . N)
ûk =

ue00k u
e
01k . . . u
e
0Nk
ue10k u
e
11k . . . u
e
1Nk
ue20k u
e
21k . . . u
e
2Nk
...
...
...
...
ueN00 u
e
N10 . . . u
e
NNk

(A.24)
Now, for ûk ∀k = 0, . . . N , the fastest varying direction of s (j indices) is in the
column direction, unlike, the row direction for computing ur. Hence, to contruct us,
we can premultiply the D matrix by the transpose of ûTk , and then take the transpose
again to retain the original orientation of data structure.
uk,s(N+1)×(N+1) = [D(N+1)×(N+1)ûk
T
(N+1)×(N+1)]
T
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for k = 0, N . This is essentially post-multiplying DT to each of uk,s(N+1)×(N+1)
for different k. Concatinating the matrix uk,s for different k, we can generate the
us(N+1)×(N+1)2 easily.
A.3.3 Graient in the t Direction
For computing the gradient in the s direction, we would need to multiply the
differentiation matrix in the direction of varying k, i.e. reshape and reconstruct
[ue000 u
e
100 u
e
200 u
e
300 . . . u
e
N00 u
e
010 u
e
110 . . . u
e
N10 . . . . . . u
e
NNN ]
T such that the a fastest
varying k direction can be identified.
For that we construct a matrix u of size (N + 1)2 × (N + 1) which restructured
from [ue000 u
e
100 u
e
200 u
e
300 . . . u
e
N00 u
e
010 u
e
110 . . . u
e
N10 . . . . . . u
e
NNN ]
T as follows.
u =

ue000 u
e
001 . . . u
e
00N
ue100 u
e
110 . . . u
e
10N
ue200 u
e
210 . . . u
e
20N
...
...
...
...
ueNN0 u
e
NN1 . . . u
e
NNN

(A.25)
Here, the fastest varying direction of k (for gradient in t) direction could be
obtained in the direction of column. Following a similar analogy with Section A.3.2,
we can see that ut could be obtained by post-multiplying matrix u by D
T .
ut(N+1)2×(N+1) = u˜(N+1)2×(N+1)D
T
(N+1)×(N+1)
It must be noted, that for a matrix multiplication, the order of operations involved
here should be ∼ O((N+1)4). In particular the number of operations is (2N+1)(N+
240
1)3, since inside the row-column loop involving (N + 1)2 operations ,there are (N+1)
multiplications and N additions that are being performed.
A snippet of the local gradients in the r,s,t direction using tensor products is given
below for reference.
subroutine local_grad3(ur,us,ut,u,N,e,D,Dt)
c Output: ur,us,ut Input:u,N,e,D,Dt
real ur(0:N,0:N,0:N),us(0:N,0:N,0:N),ut(0:N,0:N,0:N)
real u (0:N,0:N,0:N,1)
real D (0:N,0:N),Dt(0:N,0:N)
integer e
m1 = N+1
m2 = m1*m1
call mxm(D ,m1,u(0,0,0,e),m1,ur,m2)
do k=0,N
call mxm(u(0,0,k,e),m1,Dt,m1,us(0,0,k),m1)
enddo
call mxm(u(0,0,0,e),m2,Dt,m1,ut,m1)
return
end
A.4 Elemental Level Filtering
For the explicit filtering approach in near-wall modelling we use the modal ap-
proach of Boyd [222], see also 86, 87. With the modal filtering technique, decompo-
sition of the variable u into the modal basis is sought,
u(ξi) =
N∑
k=0
uˆkφk(ξi), (A.26)
241
where ξi, i = 0, · · · , N represent the Gauss-Lobatto-Legendre (GLL) [30] clustering
of the nodes inside each element, and the modal basis {φ},
φ0 = L0(ξ), φ1 = L1(ξ) and φk = Lk(ξ)− Lk−2(ξ), 2 ≤ k ≤ N, (A.27)
forms the hierarchical set of functions constructed from the Legendre polynomials
Lk(ξ). The bubble functions φk are designed to preserve homogeneous Dirichlet
boundary conditions, since φk(±1) = 0 for k ≥ 2 (Refer to 222). The inhomogeneous
Dirichlet boundary conditions are satisfied by the low order polynomials φ0, φ1. The
mapping between the nodal Lagrangian basis and the modal representation, defined
by Equation (A.26), can be cast into the matrix form
u = Φuˆ. (A.28)
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Figure A.2: Filter transfer function T (k) = (1 + (k/k¯)γ)−1 (a) γ = 12 (b) γ = 6 (c)
γ = 2. −, k¯ = 2; −−, k¯ = 3; −.−4 k¯ = 4; −?, k¯ = 5; − k¯ = 6 | T (k¯) = 1
2
. The
total number of modes kmax = N = 7, corresponding to GLL nodes = 8 (used in our
simulation)
The low-pass filtering is performed in the modal space through a diagonal matrix
T whose components are T0 = T1 = 1 (satisfying C0 inter-element continuity) and
Tk = f(k; k¯) = 1/(1 + (k/k¯)
γ), 2 ≤ k ≤ N . The function f(k; k¯) is an attenuation
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function, and k¯ is the threshold value such that Tk|k=k¯ = 1/2 (see Figure A.2). Param-
eters k¯ and γ determine the precise shape of the filter transfer function. Decreasing
k¯ attenuates the large scale contents of the filtered velocity u˜i, while decreasing γ
smoothens the transfer function more towards a non-projective filtering as seen in
Figures A.2a, A.2b, A.2c. The filtering process in one dimension is given by
u˜ = G ∗ u = ΦTΦ−1u. (A.29)
Extrapolation to a 3D field can be achieved from 1D filter by a fast tensor product
application [32]. In the current calculations, we define kc = N − k¯ as the number of
modes being cut-off, and use γ = 12 (sharp spectral filter).
A.5 Stress Boundary Conditions in Weak Formulation
The viscous term in the weak form of the Navier-Stokes equations can be expanded
using an integration by parts as follows
(
ν∇2u,v) = (2ν∇∇su,v) = 2ν ∫
Ω
∇∇su·vd3x = −2ν
∫
Ω
∇su·∇svd3x+
∫
Ω
2ν∇ (∇su · v) d3x,
(A.30)
where u is the velocity vector and v is a vector in the test space used for Galerkin pro-
jection. Here,∇s is the symmetric part of the gradient tensor given as 1
2
(∇() +∇()T ),
and fluid stress in Ω is σij− 13σkkδij = −2ν∇su (Newton’s linear stress-strain rate rela-
tion). In the derivation of Eq. (A.30), we have used the fact that, from the divergence
constraint ∇ · u = 0, one has
∇2u = 2∇∇su.
From the Gauss divergence theorem, volume integral in Ω can be replaced by a
surface integral in ∂Ω,∫
Ω
2ν∇ (∇su · v) d3x =
∮
∂Ω
2ν∇su · nvdS, (A.31)
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where n is the outward unit normal on the surface ∂Ω. With SGS modelling, the
molecular kinematic viscosity ν in Equation A.31 will be replaced by the total viscosity
νtotal which is the sum of molecular and turbulent viscosities, νtot = ν+νt. The closure
of the integral of the 2νtot∇su term in ∂Ω is then related to the wall shear stress,∮
∂Ω
2νtot∇su · nvdS =
∮
∂Ω
τmodelw · nvdS, (A.32)
provided by the near-wall model. For stress-free boundary conditions, the obvious
outcome is ∇su = 0.
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APPENDIX B
MATHEMATICAL DETAILS OF OUTFLOW BOUNDARY CONDITION
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B.1 Outflow Boundary Conditions
The weak formulation of Navier-Stokes equation can be written as∫
Ω
v · ∂u
∂t
dΩ +
∫
Ω
v ·u ·∇udΩ = −
∫
Ω
v ·∇pdΩ + 1
Re
∫
Ω
v ·∇2udΩ +
∫
Ω
v ·fdΩ (B.1)
By the choice of test function v, and simple Integration by Parts of the pressure
and viscous terms ∫
Ω
v · ∇pdΩ =
∮
∂Ω
(p · n) dS −
∫
Ω
p∇ · vdΩ (B.2)
ν
∫
Ω
∇2u · vdΩ = ν
∫
Ω
∇ · ∇u · vdΩ = −ν
∫
Ω
∇u · ∇svdΩ +
∫
∂Ω
∇u · ndS (B.3)
where n is the outward unit normal on the surface ∂Ω. In the non-dimensional
framework,∫
Ω
v · (∂u
∂t
+ u · ∇u − f)dΩ =
∫
Ω
p∇ · vdΩ− 1
Re
∫
Ω
∇u · ∇vdΩ
+
∮
Γ1
(−p+ 1
Re
∇u) · nvdS +
∮
Γ2
∇u · nvdS
(B.4)
The surface integrals Γ1 correspond to the natural outflow boundary conditions (“do
nothing” BC)
(−p+ 1
Re
∇u) · n) = 0 (B.5)
and the surface integral involving Γ2 is the stress boundary condition A.5.
B.2 Energy Analysis
A stability analysis of the Navier-Stokes equation in the weak form (suitable for
SEM framework) can be performed by projecting within the trial space u.
d
dt
(u, u) + (u, u∇u) = (∇ · u, p)− 1
Re
(∇u,∇u)
+
∮
Γ1
u
(
−p+ 1
Re
∇u) · n
)
dS +
1
Re
∮
Γ2
u∇u · ndS
(B.6)
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The non-linear term
(u, u∇u) =
∫
Ω
u · u∇udΩ =
∫
Ω
u · 1
2
∇|u|2dΩ (B.7)
Integration by Parts reveal that∫
Ω
u · 1
2
∇|u|2dΩ = −
∫
Ω
∇ · u︸ ︷︷ ︸
=0
1
2
|u|2dΩ +
∮
∂Ω
u
1
2
|u|2 · ndS (B.8)
The surface integral in the non-linear term will vanish only for homogeneous Dirichlet
/ Periodic boundary conditions. Also the pressure projection term (∇ · u, p) is zero
due to the divergence free constraint.
d
dt
||u||2L2(Ω) = −
1
Re
||∇u||2L2(Ω) +
∮
Γ1
u
(
−p+ 1
Re
∇u − 1
2
|u|2) · n
)
dS
+
∮
Γ2
(
1
Re
u∇u − 1
2
u|u|2) · ndS
(B.9)
For stabilized solution of NS equation, d
dt
||u||2L2(Ω) ≤ 0. For simulations with Re→∞,
the L2 norm of energy equation
d
dt
||u||2L2(Ω) =
∮
Γ1⊕Γ2
u(−1
2
|u|2) · ndS (B.10)
The terms bearing the coefficient 1/Re going to zero and from the natural outflow
boundary conditions ∮
Γ1
(
−p+ 1
Re
∇u
)
· ndS = 0
the stability of NS equation (energy analysis) is guided by terms from the nontrivial
boundary conditions at Γ1, Γ2.
Condition of stability
u · n ≥ 0 for Γ1 ⊕ Γ2
. At the bottom “wall” stress boundary condition no-penetration of large eddies
ensure u · n = 0 for Γ2, ⇒ condition of stability only guided by the outflow
boundary condition u · n ≥ 0 for Γ1
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B.2.1 Sponge Layer
In a sponge region the idea is to damp out all unwanted reflections by adding
extra forcing to the flow. The sponge layer can be developed in various ways. One
such way is close to the outflow, there is a small artificial region of high viscosity
to slow down the high speed flow realistically without triggering spurious reflected
waves due to the change of medium.
From the perspective of stability analysis (Equation( B.9)) the L2 norm of energy
equation can be controlled since − 1
Re
||∇u||2L2(Ω) starts dominating the flow near the
outflow boundary condition ( d
dt
||u||2L2(Ω) ≤ 0)
B.2.2 Stabilized Natural Boundary Condition
Adding the condition u
(−p+ 1
Re
∇u − 1
2
|u|2) · n) if an energy influx on Γ1 is
present, the growth of L2 energy norm as Re → ∞ is eliminated. To remove the
discontinuity that appears when fluxes turn from negative to positive from one time
step to another a smooth step function was used. This methodology is along the lines
of Dong et al. [59].
−p · n + 1
Re
∇u · n − 1
2
|u|2Θ(n,u) = 0 on Γ (B.11)
where
Θ(n,u) =
(
1− tanh(n · u)
Uδ
)
is smooth Heaviside step function to remove sudden discontinuity of the outflow fluxes
with U, δ being some chosen velocity and length scale in the flow and n is the unit
normal vector at the outflow boundary.
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APPENDIX C
GRID SENSITIVITY RESULTS OF NEUTRAL ATMOSPHERIC BOUNDARY
LAYER
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The behaviour of the wall-damped Smagorinsky model is documented for different
grids (refer to Table C.1) in the current section. Two methods of grid refinement or
coarsening have been considered with respect to the baseline grid: (i) vertical, where
the element sizes in the horizontal directions are unaltered; (ii) global, where element
sizes in all directions are altered while preserving the aspect ratio of the elements. In
both cases, the polynomial order of the basis functions, that is the number of colloca-
tion points per element, is left unchanged. While the vertical grid variation has been
applied to all parametric variations of the wall-damped models, the additional global
variation of the grid has been tested only for the overdissipative model C160 n
2k
4/7
c
and our best performing optimally-dissipative model C190 n
05k
4/7
c . The variation of the
filter length scale Cs for different wall-damped Smagorinsky models with grid refine-
ment is shown in Figure C.1. The figure clearly demonstrates that the behaviour and
the near-wall growth of the coefficient is still preserved for different grids. The slow
growth of Cs versus z/∆ in C0 = 0.19, n = 0.5 model results in a correct scaling of the
filter scales with the grid size ∆ showing similar dependence as in a scale-dependant
model [44], while the sharp saturation towards the constant value in the models with
n ≥ 1 makes the variation of Cs with the grid in the near-wall region erroneously less
sensitive.
Figure C.2 illustrates the variation of normalized streamwise velocity gradient
Φ(z) and streamwise variance u˜′2/u2τ with wall distance z/H on different grids. The
plot illustrates that the physics imposed by the subgrid scale model in wall-damped
Smagorinsky model is more dominant than that imposed by the grid itself. As ex-
pected, for cases C160 n
2k
4/7
c , C090 n
2k
4/7
c , C170 n
1k
4/7
c , where the artificial viscous sub-layer
is present, we do observe that refining or coarsening the grids compared to the baseline
grid does shift the location of the viscous sub-layer towards or away from the “wall”,
which is more prominent in the cases of global grid variation, without attenuating or
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amplifying the peak of the LLM in Φ(z). This is consistent with the presence of the
LES diffusion imposed by the grid size and confirms that the location of “log-layer
mismatch” is indeed tied to the grid [45,68]. However, in Case C190 n
05k
4/7
c , where the
log-layer mismatch has been eliminated, the near-wall region is fairly unaffected by
the grid variation. In this respect, Case C190 n
05k
4/7
c is least sensitive to the grids even
for second order moments (u˜′2).
To complete the process of performing grid-sensitivity tests, we further plot the
energy spectra at different grids in order to illustrate how the variation of physics at
multiple scales of motion is affected by the grid sizes. For the normalized 1D u, w
energy spectra and uw cospectra (Figure C.3), the scaling laws of the wavenumbers
for different parametric models C160 n
2k
4/7
c , C170 n
1k
4/7
c , C090 n
2k
4/7
c , C190 n
05k
4/7
c remain
reasonably invariant with the grid coarsening or refinement with respect to the base-
line grid. Similarly, in the 2D premultiplied streamwise energy spectra reported for
Cases C160 n
2k
4/7
c , C190 n
05k
4/7
c in Figure C.4, it is illustrated that the spectral shape
(sizes of eddies) at various locations from the wall is preserved for different grids as
well. Our best performing model C190 n
05k
4/7
c demonstrates the least sensitivity in the
scaling and shape of the spectra, even for the global variation of the grids g1, g2
compared to the baseline grid. Furthermore, it is worth noting that overdissipative
models like C160 n
2k
4/7
c , where the “artificial viscous sublayer” is present, are affected
stronger by the global grid variation and consistently manifest a larger variation in
spectra, while preserving the shape and the scaling laws.
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Case N ex ×N ey ×N ez Nxyz ∆x/∆z ∆x/∆y ∆z/z0
v1 30× 20× 20 4.19× 106 4.188 1.33 23
bs 30× 20× 24 5.02× 106 5.0265 1.33 27
v2 30× 20× 30 6.27× 106 5.8543 1.33 32
g1 20× 13× 16 1.47× 106 5.0265 1.33 18
bs 30× 20× 24 5.02× 106 5.0265 1.33 27
g2 45× 30× 36 16.87× 106 5.0265 1.33 40
Table C.1: The grid parameters for LES of atmospheric boundary layer. bs is the
baseline grid. { v1,bs,v2 } – grid sensitivity test in the vertical direction. { g1,bs,g2 }
– grid sensitivity test in the global domain. Computational domain: 2piH × piH ×H
0 0.1 0.20
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1 (a) (b) (c) (d)
Figure C.1: Filter length scale coefficient Cs of various Smagorinsky models on
different grids: (a) Case C160 n
2k
4/7
c , (b) Case C170 n
1k
4/7
c , (c) Case C090 n
2k
4/7
c , (d) Case
C190 n
05k
4/7
c . Vertical grid variation: Dashed – v1 , Solid – bs, Chain dotted – v2.
Global grid variation (for (a), (d)): ◦ – g1,  – g2. See Table C.1 for grid details.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figure C.2: Normalized streamwise velocity gradient Φ(z) = κz/uτdU/dz (Figures
(a) – (d)) and resolved streamwise variance u˜′2/u2τ (Figures (e) – (h)) for various
Smagorinsky models on different grids (a),(e) Case C160 n
2k
4/7
c (b),(f) Case C170 n
1k
4/7
c
(c),(g) Case C090 n
2k
4/7
c (d),(h) Case C190 n
05k
4/7
c . Vertical grid variation (spectral ele-
ments): Dashed – v1 , Solid – bs, Chain dotted – v2. Global grid variation (for (a),
(d)): ◦ – g1,  – g2. See Table C.1 for grid details.
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(a) (b) (c) (d)
(f) (g) (h)(e)
(j) (k) (l)(i)
Figure C.3: Normalized streamwise energy spectra, Euu (Figures (a) – (d)), wall-
normal energy spectra, Eww (Figures (e) – (h)) and cospectra φuw (Figures (i) – (l))
vs kxz for various parameters of wall-damped Smagorinsky model on different grids.
(a),(e),(i) Case C160 n
2k
4/7
c ; (b),(f),(j) Case C170 n
1k
4/7
c ; (c),(g), (k) Case C090 n
2k
4/7
c ;
(d),(h), (l) Case C190 n
05k
4/7
c . Vertical grid variation: Dashed – v1 , Solid – bs, Chain
dotted – v2. Global grid variation (for (a), (d)): ◦ – g1, Dotted – g2. See Table C.1
for grid details.
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(c)
(a) (b)
(d)
Figure C.4: Premultiplied 2D energy spectra contours kxkyEuu(kx, ky, z)/u
2
τ in λx, λy
plane for two different parametric variations of the wall-damped Smagorinsky model
on different grids. z/H = 0.02 (black), z/H = 0.875 (gray). (a),(c) – Case C160 n
2k
4/7
c ;
(b), (d) – Case C090 n
05k
4/7
c . Contours at 6.25%, 12.5%, 80% of maximum. Vertical
grid variation: Dashed – v1 , Solid – bs, Chain dotted – v2. Global grid variation
(for (a), (d)): ◦ – g1, Dotted – g2. See Table C.1 for grid details.
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APPENDIX D
NUMERICAL GRID DESIGN AND CORRELATION IN PERIODIC WIND
FARMS
256
D.1 Details of Numerical Grids and Resolution
Numerical grids and grid refinement
This section presents the details of the numerical grids, their structure and the reso-
lution, used for the simulations discussed in the current work. Tables D.1, D.2 show a
comparison of the grids used in the simulations of the neutral atmospheric boundary
layer and wind farms, respectively, with that of the previous literature. While most
of the previously reported numerical studies relevant to the subject used a uniform
grid spacing in the context of Fourier spectral finite difference or staggered finite
difference schemes, the current spectral-element based method (SEM) uses Gauss-
Lobato-Legendre (GLL) quadrature point distribution which is non-uniform within
the element and clusters the points towards the element boundaries. Thus, while
comparing our grids to the previous studies, ∆x, ∆y, ∆z for the SEM is reported
in the mean sense, by dividing spectral element size ∆ex,y,z in the x, y, z direction
(which is invariant in each direction in the present ABL simulations) by the order
of the Legendre polynomial p. While the grid resolution of previous neutral ABL
simulations displays a considerable amount of scatter, our spectral element grid pa-
rameters appear to be consistently within the range of this scatter. Furthermore, our
previous work [136] has revealed that our spectral element grid sizes were within the
requirements of High-Accuracy-Zone of Brasseur and Wei [45], as was manifested by
the proper logarithmic trends of the mean velocity profile and correct spectral scaling
laws in ABL for our best-performing subgrid-scale model [136] utilized in the current
work.
Along the similar lines, Table D.2 manifests the grid resolution of periodic wind
farms from the previous literature as compared against the spectral element simu-
lations. The current wind turbine array boundary layer (WTABL) grids for all the
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cases were obtained by refinement of the base spectral-element ABL grid discussed
above. It was thus ensured that the WTABL grids are first of all adequately resolved
for correctly capturing the atmospheric boundary layer trends with LES. While most
of the previous periodic wind farm simulations relied on the actuator disc models
for the turbines and had uniform grid spacing, our spectral element simulations with
the actuator line model for wind turbine blades manifests grid non-uniformity. In
addition to a non-uniform clustering of GLL quadrature points within each element
discussed previously, the actuator line model also requires non-uniform size of the
elements in order to properly capture the helical vortices propagating downstream of
the turbines [12, 52]. The grid parameters ∆x, ∆y, ∆z in Table D.2 for the SEM
cases are thus defined in the global mean sense and represent the ratio of the domain
size in a given direction to the total number of collocation points in this direction,
∆η = Lη/(N
e
η p) .
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Figure D.1: Schematic of grid refinements of Case I compared to neutral ABL in the
region near the WT rotors in (a) streamwise (b) spanwise and (c) vertical direction.
Location of a hypothetical turbine (in gray) shown in the neutral ABL grid. D = 0.1H
is the rotor diameter. Thick dashed black line – location of the bottom rough wall
surface.
Resolved scales in LES simulation
The refinement of the ABL grid to correspond to the periodic wind farm cases was
done according to the rules described below. A schematic of the refinement of grids
near the wind turbine rotors is also provided in Figure D.1. The description below
follows the example of grid for Case I, while the grids for the other Cases IIa,IIb and
III are designed based on a similar logic. It must be noted that even though the
neutral ABL grid has the elements of a uniform size in x, y, z directions, the location
of the wind turbines is not necessarily at the element boundaries. Thus in Figure D.1,
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the streamwise and spanwise element refinements shown are representative of all the
turbine rotors in the 4th row and the 1st column, respectively. Even though the
elements stretched in the streamwise and spanwise direction during the refinements of
WT grids for differently located turbines may be slightly different in size, the essential
idea behind the refinement remains the same as illustrated in Figure D.1a, D.1b. The
wall-normal refinement shown in Figure D.1c holds for all the turbine rotors.
(a) A baseline ABL grid documented in Tables C.1, D.1 is used, which utilizes 30×
20× 24 elements with a polynomial order p = 7.
(b) Horizontal (streamwise) refinement of grids near WT rotor: 3 elements in the
streamwise direction are added downstream of each of the 8 turbines, while sub-
sequently stretching only the neighbouring elements as required. Total number
of streamwise elements in the WT array is 30 + 8× 3 = 54
(c) Horizontal (spanwise) refinement of grids near WT rotor: 6 elements in the span-
wise direction are added in the rotor region that uniformly span the rotor-swept
area of diameter D for 6 turbines in each of 6 rows, while subsequently stretching
only the neighbouring elements as required. Total number of spanwise elements
in the WT array is 20 + 6× 6 = 56
(d) Vertical (wall-normal) refinement of grids near WT rotor: 8 elements in the
vertical direction are added in the rotor region that uniformly span the rotor-
swept area of diameter D for 6 turbines in each of 6 rows. While grids in the
near wall region are thus substantially refined, grids in the outer layer region
are stretched proportionately (while still being in the High-Accuracy-Zone [45] of
vertical grids) to maintain the same number of spectral elements (N ez = 24) in
the vertical direction.
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Case Geometry Nxyz ∆x/H ∆y/H ∆z/H ∆x/∆z ∆y/∆z ∆x/∆y
Sullivan et al.(1994)a [67] 2.6H × 2.6H ×H 192× 192× 75 0.014 0.014 0.013 1.02 1.02 1.0
Sullivan et al. (1994)b [67] 3H × 3H ×H 96× 96× 96 0.031 0.031 0.013 2.3 2.3 1.0
Porte-Agel et al. (2000) [44] 2piH × 2piH ×H 54× 54× 54 0.116 0.116 0.019 6.5 6.5 1.0
Brasseur et al. (2010) [45] 3H × 3H ×H 360× 360× 128 0.008 0.008 0.008 1 1 1.0
Xie et al. (2013) [25] 2H × 2H ×H 96× 96× 96 0.021 0.021 0.01 2 2 1
Meyers et al. (2013) [54] 2piH × piH ×H 128× 128× 96 0.049 0.025 0.01 4.7 2.4 2.1
Verhulst et al. (2014) [134] piH × piH ×H 128× 128× 61 0.025 0.025 0.016 1.5 1.5 1
Stevens et al. (2015) [14] 4piH × 2piH ×H 1024× 512× 256 0.012 0.012 0.004 3 3 1
Current ABL (PoF, 2017) [136] 2piH × piH ×H 211× 141× 169 0.029 0.022 0.006 4.8 3.7 1.3
Table D.1: Comparison of various resolution parameters of spectral element neutral
ABL simulations [136] with the previous literature. Sullivan et al.(1994)a – weakly
convective ABL, Sullivan et al.(1994)b – neutral ABL.
Case Geometry Nxyz ∆x/H ∆y/H ∆z/H ∆x/∆z ∆y/∆z ∆x/∆y
Calaf et al. (2010) [5] 2piH × piH ×H 128× 192× 61 0.049 0.016 0.016 2.9 2.9 3
Verhulst et al. (2014) [134] 2piH × piH ×H 256× 128× 61 0.025 0.025 0.016 1.5 1.5 1
Stevens et al. (2015) [126] 6piH × piH/2×H 1024× 128× 256 0.019 0.012 0.004 4.7 3 1.6
I 2piH × piH ×H 379× 393× 169 0.016 0.008 0.006 2.6 1.3 2.0
IIa 2piH × piH ×H 316× 393× 169 0.019 0.008 0.006 3.2 1.3 2.3
IIb 2piH × piH ×H 379× 309× 169 0.016 0.01 0.006 2.6 1.6 1.3
III 2piH × piH ×H 379× 393× 169 0.016 0.008 0.006 2.6 1.3 2.0
Table D.2: Comparison of the various resolution parameters of current periodic wind
farm simulations (Cases I, IIa, IIb, III) with the previous literature. Grid parameters
of I, IIa, IIb, III are defined in the global mean sense. All simulations in wind farms
are performed in neutral ABL framework.
Table D.3 shows the minimum and maximum grid resolution of the current spectral
element wind farm simulations, averaged over the GLL points within the element.
This demonstrates that spectral elements of size that are an order of magnitude
smaller are present near the “actuator lines” than in the region far away from the
turbines. Note that the minimum and maximum element sizes do not depend on a
case, since the element refinement and stretching is local to the turbines and does not
depend on the number of turbines.
Tables D.2, D.3 illustrate that the grid sizes chosen for the current wind farm
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spectral element simulations are on par with the finer resolution simulations from
the previous literature. Furthermore, the current exponentially accurate spectral
element methodology provides non-dissipative and low-dispersive numerical schemes
beneficial for Large Eddy Simulations [136], which conforms to the ideas of utilizing
highly-accurate numerical schemes for a proper description of turbulent interactions
in WT arrays [5]. The smallest resolved length scale of the neutral ABL simulations
Case ∆x/H
∣∣∣
min
∆x/H
∣∣∣
max
∆y/H
∣∣∣
min
∆y/H
∣∣∣
max
∆z/H
∣∣∣
min
∆z/H
∣∣∣
max
I 0.003 0.037 0.0024 0.023 0.0014 0.013
IIa 0.003 0.037 0.0024 0.023 0.0014 0.013
IIb 0.003 0.037 0.0024 0.023 0.0014 0.013
III 0.003 0.037 0.0024 0.023 0.0014 0.013
Table D.3: Maximum and minimum grid sizes for current wind farm simulations –
Cases I, IIa, IIb, III.
can be defined using the Nyquist criterion as
λη,resABL = 2 ∆
e
η/p = 2 ∆η, (D.1)
where ∆eη is the element size in the η direction, p is the order of the polynomial
approximation, and ∆η is the “mean” grid size presented in Table D.1. This def-
inition aims to reconcile the high-order approximation defined on spatially-varying
GLL points, and the classical Fourier approximation of the same resolution. It
is thus seen from Table D.1 that the smallest resolved length scale corresponds to
λx,resABL = 0.058H = 0.58D, and λy,resABL = 0.044H = 0.44D.
For WTABL grids, the element resolution is nonuniform, and, while the largest
element sizes are on par with these of the ABL grid, the resolution near the wind
turbine rotors is about ten times finer, which means that the length scales that are
on the order of magnitude smaller, are captured by the grid around the location of
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wind turbines. However, during Fourier analysis, the scale contribution is defined
in a sense of a global averaging, and the spatial information is lost. In this sense,
the contribution to the Fourier spectra at a particular wavenumber comes from the
spatial regions where this wavenumber might be resolved, and where it might be
unresolved. As a result, different physics captured in different regions of the grid
is manifested as a combined effect in the spectra at wavelengths λx,y < λη,resABL.
Therefore, only the length scales that are adequately resolved everywhere in the
computational domain can be considered reliable in the context of Fourier spectral
analysis, and we thus restrict our analysis to the length scales λx > λx,resABL ∼ 0.6D,
and λy > λy,resABL ∼ 0.5D in this paper. Multiresolution features of the grid and
the ability to capture different scales of motion at different spatial locations can
potentially be explored with multiresoluton analysis techniques such as wavelets, and
is left for the future work. Practically, the spectral analysis in the current study is
accomplished by spectrally interpolating the results of the LES simulations onto a
uniform grid for Fourier analysis, with 1024× 512 gridpoints, which gives an effective
Fourier grid resolution of ∆Fη = 0.006H, or wavelength resolution λ
F
η = 0.012H, that
does not interfere with the resolved length scales of λ > 0.05H as defined above.
Although the scales below λ < D are resolved by the grid, they are also affected by
the SGS dissipation, as discussed in Section 4.4.1.
D.2 Integral Length Scales
The integral length scales can be calculated from the correlation coefficients
ρu′iu′j(r; z) =
Ru′iu′j(r; z)
[Ru′iu′i(0, z)]
1/2[Ru′ju′j(0; z)]
1/2
(D.2)
constructed from the two-point correlations discussed in the previous section. In the
current paper, for the neutral ABL and the WTABL arrays, we consider the integral
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length scales calculated from the correlations of the streamwise velocity fluctuations,
ρu′u′(r; z), which play a dominant role in the turbulence statistics.
Figures D.2, D.3 reflect the 2D correlation coefficient ρu′u′(r; z) for the wind farm
cases I, IIa, IIb, III and the neutral ABL (without wind turbines) at two different
wall-normal locations. While at the outer layer, z = 8.75D (Figure D.3) all the
wind farm layouts and neutral ABL display similar features of the gradual decay
of the correlation coefficient ρu′u′ with increasing separations ∆x,∆y, the correlation
coefficient at hub-height locations of wind farms (z = D for Cases I, IIa, IIb; z = 3.3D
for Case III) and the neutral ABL at z = D, manifests remarkably different behaviour.
At z = D, the correlation coefficient of neutral ABL illustrates a single peak, while
ρu′u′ at the hub-heights of different wind farm layouts manifests multiple peaks in
line with the matrix arrangement of the wind turbines. It must be noted that similar
peaks in the spectral picture were also observable in Figures 4.6a, 4.8,and 4.10.
Integral length scales in the current paper plotted in Figure 4.12 are defined as
Luu(z) =
∫
rx∈R
ρu′u′(∆x, 0; z)d∆x (D.3)
by utilizing the correlation coefficient ρu′u′(∆x, 0; z) between the two points separated
only at the streamwise direction, at the same spanwise location y. As can be seen
from Figures D.2, D.3, this definition of length scales, from choosing two points
xr = (x, y),xr+r = (x+∆x, y) at a fixed spanwise location in the construction of the
two point correlation in Equation (4.5), and subsequently the correlation coefficient,
while averaging in the spanwise direction, yields the upper bound on length scales
owing to highly correlated motions in the presence of streamwise dynamics. The
contours of ρu′u′ further help us understand the reason for the modulation of integral
length scales in the wind farms compared to the neutral ABL (without turbines).
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Figure D.2: Streamwise 2D correlation coefficient ρu′u′(r; z = ξ) for flows with and
without wind turbines. Figures (a)–(e) correspond to the Cases neutral ABL at ξ = D
and I,IIa,IIb,III at ξ = zh (hub-height) respectively.
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Figure D.3: Streamwise 2D correlation coefficient ρu′u′(r; z = 8.75D) for flows with
and without wind turbines. Figures (a)–(e) correspond to the Cases neutral ABL,
I,IIa,IIb, and III, respectively.
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D.3 Uncertainty of the Large Scales
The larger-scale structures also have the larger coherence times, and therefore
fewer decorrelated snapshots available throughout the duration of the simulations.
Although there can be many different sources of uncertainty in the simulations, here
we have attempted to estimate the uncertainty in the averaging time on the large scale
end off the spectra. Since the major question is on the influence of uncertainty on the
conclusions made about the contribution of length scales to the wind turbine power,
through the MKE flux difference, we have decided to estimate the uncertainty in the
spectra of the MKE flux difference specifically. In addition, since it would be useful to
associate each value of the uncertainty parameter with a single quantitative output,
we consider an output as the integral value of the MKE flux difference over the large
scales of motion, i.e. δL =
∫ 20piD
10piD
∆Φˆp(λx)dλx for the streamwise spectra, and δM =∫ 10piD
5piD
∆Φˆp(λy)dλy for the spanwise spectra. The analysis proceeds as follows. We
work with the data originally collected over the duration of 25 Te, where Te is the flow
through time. We vary the averaging times Tav as 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 15, 25 Te.
For every averaging time, we obtain Nav = 25Te/Tav values of the observable output,
i.e. δL and δM . For example, we obtain 25 independent values of δL, δM for Tav = Te,
12 values for Tav = 2Te etc., all the way down to one value for Tav = 25Te. An example
of comparison of two typical samples of the premultiplied MKE flux difference spectra
kx∆Φˆp(λx)/U
3
∞, ky∆Φˆp(λy)/U
3
∞ obtained for some selected averaging times is shown
in Figures D.4, D.5. It can be seen that the differences indeed drastically decrease as
the averaging time increases. It is the integral of these one-dimensional curves over
the large-scale end of the spectra which is considered as the quantitative output δL,
δM in the current uncertainty analysis. We can then compute statistical values of the
outputs, such as their mean and the standard variation, for each Tav. The value of
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the coefficient of variation Cv (standard deviation divided by the mean) versus Tav
for δL, δM , are plotted in Figures D.6a, D.6b. It can be seen that the coefficient of
variation Cv decreases with Tav more or less exponentially. A least-squares exponential
model was fitted to the data and is also plotted in Figures D.6a, D.6b. Although the
reliability of uncertainty analysis itself decreases with the decrease in the number
of available samples, this analysis nonetheless can serve as a useful guideline while
judging on the effect of the averaging time on the uncertainty in spectra. One can
extrapolate the fitted least-squares models to the averaging time of Tav = 25Te, where
only one snapshot is available, making statistical analysis impossible, and further to
Tav = 50Te. The analysis shows that as the averaging time is increased from Tav =
25 Te to Tav = 50Te, the coefficient of variation Cv decreases from 0.25% to 0.003% for
the streamwise spectra, and from 0.22% to 0.01% for the spanwise spectra. To keep a
low bound on uncertainty values as reflected in the current analysis, and to increase
the credibility of the results, the decision has been made to increase the averaging time
from 25 to 50 flow through times for all the data presented in the revised manuscript.
As the presented uncertainty values of less than 0.01% are significantly smaller than
the reported differences in spectra in the large-scale region between the different cases
(up to 20% for the difference between Case III and the other cases in the cumulative
spanwise spectra values), we conclude that these differences are due to the physical
modulation of the flow by wind farms and are above the uncertainty values.
(a) (b) (c) (d)
Figure D.4: Two typical samples of premultiplied MKE flux difference
kx∆Φˆp(λx)/U
3
∞ averaged over (a) Te (b) 2Te (c) 5Te (d) 10Te. All plots are from
Case I simulation.
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(a) (b) (c) (d)
Figure D.5: Two typical samples of premultiplied MKE flux difference
ky∆Φˆp(λy)/U
3
∞ averaged over (a) Te (b) 2Te (c) 5Te (d) 10Te. All plots are from
Case I simulation.
%
(a)
%
(b)
Figure D.6: Coefficient of variation Cv (in %) measuring the uncertainty of large
scales for various averaging times Tav of the snapshots. Open circles: LES data.
Solid black line: exponential fit with 95% confidence bounds (a) Uncertainty in
δL corresponding to largest streamwise scales, fit – Cv = 14.04 exp(−0.1677Tav)
(b) Uncertainty in δM corresponding to the largest spanwise scales, fit – Cv =
9.346 exp(−0.149Tav)
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APPENDIX E
FOURIER AND WAVELET ENERGY SPECTRA
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E.0.1 Fourier Transform
For the turbulent fluctuating velocity field u′i(x, y, z, t) ∈ Ω(R3, [0,∞) ∩ L2(R)),
the Fourier transform in the streamwise direction can be written as
uˆ′i(kx|y, z, t) =
∫ ∞
−∞
u′i(x, y, z, t)e
−ikxxdx (E.1)
where uˆ′i(kx, ky|z, t) ∈ Ω(C3, [0,∞) ∩ L2(R)). The backward transform, thus follows
as u′i(x, y, z, t) = F−1{uˆ′i(kx|y, z, t)} =
1
2pi
∫ ∞
∞
uˆ′i(kx|y, z, t)eikxxdkx. The convolution
in physical space of the velocity variable is the product of the Fourier variables which
gives rise to Parseval’s theorem for the energy.∫ ∞
−∞
u
′∗
i (x, y, z, t)u
′
i(x+ rx, y, z, t)dx =
1
2pi
∫ ∞
∞
uˆ
′∗
i (kx|y, z, t)uˆ′i(kx|y, z, t)eikxrxdkx
(E.2)
For, rx → 0, we arrive at Parseval’s theorem, i.e. the equality of energy in the physical
and Fourier space. Here ∗ denotes complex conjugate.∫ ∞
−∞
u′i(x, y, z, t)u
′
i(x, y, z, t)dxdy =
1
2pi
∫ ∞
∞
uˆ
′∗
i (kx|y, z, t)uˆ′i(kx|y, z, t)dkx (E.3)
since, for ui ∈ Ω(R3, [0,∞) ∩ L2(R)), u∗i = ui. In the sense of L2 norm, we can also
write
||u′i(x, y, z, t)||2 = ||uˆ′i(kx, ky|z, t)||2 (E.4)
if we subsume the factor 2pi insde Fourier coefficient uˆ′i(kx, ky|z, t).
Further invoking the linearity of the integration operator, we can invoke a time average
operator on Equation E.10 owing to the statistical stationarity of the signal.∫ ∞
−∞
〈u′i(x, y, z, t)2〉Tdx =
1
(2pi)2
∫ ∞
∞
〈|uˆ′i(kx|y, z, t)|2〉Tdkx (E.5)
where 〈〉T is the time average operator of the form lim
T→∞
∫ T
0
()dt.
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For 1D energy spectra Eu′i(kx; z) at different z locations can be obtained as
Eu′i(kx; z) =
∫ ∞
−∞
〈|uˆi(kx|y, z, t)|2〉Tdy (E.6)
The calculation of Eu′i(kx; z) can also be calculated from the 2D Fourier spectra
uˆi(kx, ky|y, z, t) as
Eu′i(kx; z) =
∫ ∞
−∞
〈|uˆ′i(kx, ky|z, t)|2〉Tdky ∀i = 1 (E.7)
where the 2D Fourier spectra can be calculated as
uˆi(kx, ky|z, t) =
∫ ∞
−∞
ui(x, y, z, t)e
−i(kxx+kyy)dxdy (E.8)
For the turbulent fluctuating velocity field u′i(x, y, z, t) ∈ Ω(R3, [0,∞) ∩ L2(R))
the Fourier transform in the streamwise direction can be written as
uˆ′i(kx|y, z, t) =
∫ ∞
−∞
u′i(x, y, z, t)e
−ikxxdx (E.9)
where uˆ′i(kx, ky|z, t) ∈ Ω(C3, [0,∞) ∩ L2(R)).
Invoking the temporal average of Parseval’s identity, i.e., the equivalence of energy
in the physical and spectral space for stationary signals,∫ ∞
−∞
〈u′i(x, y, z, t)2〉Tdx =
1
(2pi)2
∫ ∞
∞
〈|uˆ′i(kx|y, z, t)|2〉Tdkx (E.10)
For 1D energy spectra Eu′i(kx; z) at different z locations can be obtained as
Eu′i(kx; z) =
∫ ∞
−∞
〈|uˆi(kx|y, z, t)|2〉Tdy (E.11)
where 〈〉T is the time average operator of the form lim
T→∞
∫ T
0
()dt.
E.0.2 Wavelet Transform
The wavelet transform, like the Fourier integral transform, can be analogously
defined. The basis function of the wavelet transform, is ψ ∈ L2(R) which satisfies the
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admissibility condition as
Cψ =
∫ ∞
∞
|ψˆ(kx)|2
|kx| dkx <∞ (E.12)
where ψˆ(kx) is the 1D Fourier transform of ψ. The wavelet transform of ui, i.e.,
Wψ[ui](a, b) ∈ Ω(C3, [0,∞) ∩ L2(R)) can be given as
Wψ[ui](a, b)|y,z =
∫ ∞
−∞
u′i(x, y, z, t)ψ
∗
a,b(x)dx (E.13)
where ψa,b(x) =
1√|a|ψ
(x− b
a
)
is obtained by translating and dilating the mother
wavelet.
F{Wψ[u′i](a, b)|y,z} =
√
|a|uˆ′i(kx|y, z, t)ψˆ∗(akx) (E.14)
where ∗ denotes the complex conjugate. We can arrive at the temporally averaged
Parseval’s identity of wavelet transform analogous to the Fourier space.∫ ∞
∞
〈|u′i(x, y, z, t)|2〉Tdx =
1
Cψ
∫ ∞
−∞
∫ ∞
−∞
〈
∣∣∣Wψ[u′i](a, b)|y,z∣∣∣2〉T dbdaa2 (E.15)
A further simplification of the RHS of Equation E.15 can be obtained as follows.
1
Cψ
∫ ∞
−∞
〈∣∣∣{Wψ[u′i](a, b)|y,z}∣∣∣2
|a|
〉
T
dbda
|a| =
1
2pi
∫ ∞
−∞
da
|a|
∫ ∞
∞
〈|uˆ′i(kx|y, z, t)〉T |ψˆ(akx)|2〉Tdkx
(E.16)
We can define the wavelet energy spectra as function of scale and translation a, b at
different wall-normal locations as
E˜u′i(a, b; z) =
1
Cψ
∫ ∞
−∞
〈∣∣∣{Wψ[u′i](a, b)|y,z,t}∣∣∣2
|a|
〉
T
dy (E.17)
We now replace a (scale) , b (translation) by wavenumbers k˜x, x˜, to distinguish it
from the variables without the tilde (kx, x) used in the physical and Fourier space
respectively. Please note, a = kψ/k˜x, where kψ is the centroid wave-number of the
mother wavelet. However, to avoid confusion, we have dropped the tilde in the wavelet
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formulae used in the main document.
Along the lines of [166], and using Equation E.15 we can define a space dependent
energy spectra as a function of (x˜, k˜x)
E˜u′i(k˜x, x˜; z) =
1
kψCψ
∫ ∞
0
〈∣∣∣{Wψ[u′i](kψ/k˜x, x˜)|y,z,t}∣∣∣2
|a|
〉
T
dy k˜x > 0 (E.18)
with E˜u′i(k˜x; z) =
∫ ∞
−∞
E˜u′i(k˜x, x˜; z)dx˜ =
1
kψ
∫ ∞
0
Eu′i(kx; z)|ψˆ(
kψ
k˜x
kx)|2dkx.
E˜u′i(k˜x; z), the global streamwise energy spectrum is the streamwise Fourier spec-
trum smoothed by the wavelet spectrum at each scale. Eu′i(kx; z) is defined in Equa-
tion E.11.
Also note, that the spatial variation of the global energy is calculated as
C−1ψ
∫ ∞
−∞
E˜u′i(k˜x, x˜; z)dk˜x/k˜x = E˜u′i(x˜; z). The details of the derivation can be found
in [161]. In the main document, we would interchangably use wavenumbers kx,y and
the wavelength λx,y for the coefficients of wavelet transforms.
E.0.3 Morse, Morlet and Syncrosqueezed Morlet wavelet
The wavelet used in all the energy spectral analysis is an analytical morse wavelet [162],
morlet wavelet [158] and the syncrosqueezed transform of the morlet wavelet [191].
The Fourier transform of the analytical Morse wavelet is defined as
ψˆ(kx|β, γ) = H(kx)aβ,γkβxe−k
γ
x (E.19)
which ensures that the wavelet is well-localized in physical and Fourier space. H(kx)
is the Heaviside step function and aβ,γ = 2(eγ/β)
β/γ a normalization constant. The
parameters β, γ decides the shape of the wavelet. For example, β, decides the spread of
the wavelet in the physical space (decay or compactness parameter), and γ manifests
symmetry of the mother wavelet with zero skewness. γ = 3, for symmetric wavelet
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and it also ensures minimum Heisenberg area, i.e. the product of the uncertainties in
the space and wavelength resolution. The peak wavenumber, (β/γ)1/gamma is chosen
to be ≈ 2 for the current work. For more details about morse wavelet, please refer to
the works of [162,188].
The analytical Morlet wavelet (a complex exponential with a real gaussian win-
dow) and its Fourier transform can be defined as
ψσ(x) = exp(ik0x− x2/2) (E.20)
ψˆσ(kx) =
√
2pi exp(−1
2
(kx − k0)2) (E.21)
The central wavenumber k0 ≈ 5 along the lines of previous literature [159,178].
A desirable property of the wavelets is their “localization” property, i.e. ψ should
be well-localized in both space and wavenumber. In other words, ψ and its derivatives
must decay very rapidly. For frequency localization, its Fourier transform ψˆ must
decay rapidly as the wavenumber kx →∞, and ψˆ should be flat in the neighbourhood
of kx = 0. The flatness at kx = 0 is associated with the number of vanishing moments
of ψ. The kth moment of ψ is defined by
Mk =
∫ ∞
∞
xkψ(x)dx (E.22)
A wavelet of n vanishing moments would require Mk = 0∀k = 1, . . . n, or equivalently,
dkψˆ(kx)/dk
k
x = 0, ∀k = 0, 1 . . . n. Both Morse and Morlet wavelets satisfy the
property of vanishing moments approximately. It is straightforward to observe that
for Morse wavelets, the nth order moments are proportional to exp(−kγx), while for
Morlet wavelets, the moments are proportional to exp(−1
2
(kx−k0)2), and both decay
rapidly as kx → ∞. For the Morlet wavelet, the choice of k0 = 5, ensures that the
first 6 moments are approximately zero for the wavelet.
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Synchrosqueezed transform
For brevity, we bring back the symbols a, b (scale and translation parameters) that
we have previously used for the definition of continous wavelet transforms. Using the
defintion of wavelet transform of a variable f Wψ[f ](a, b) as in Equation E.13, we can
define the phase transform ‖(a, b) by
Kf (a, b) = ∂tWψ[f ](a, b)
2piiWψ[f ](a, b) (E.23)
where Kf (a, b) can be thought of as an “FM demodulated” wavelength estimate that
cancels out the influence of wavelet ψ on Wψ[f ](a, b) and results in a modified wave-
length scale representation of the function f .
The wavelet synchrosqueezing transform of f, for a smooth function h ∈ C∞0 ,
||h||L1 = 1 with accuracy δ and thresholds ˜ and M is given as
Sδ,Mf,˜ (b, η) =
∫
ΓM
f,˜
Wψ[f ](a, b)
a3/2
1
δ
h(
η −Kf (a, b)
δ
)da (E.24)
ΓMf,˜ = {(a, b) : a ∈ [M−1,M ], |Wψ[f ](a, b)| > ˜}, Also for Sδ,M→∞f,˜ (b, η) with use
a > 0. The syncrosqueezing transform essentially maps the wavelet transform from
(b, a) → (b,K(a, b)) or squeezes the wavelet transform over regions where the phase
transform is constant. The resulting instantaneous frequency value is reassigned to
a single value at the centroid of the continous wavelet transform space wavenumber
region. This reassignment results in sharpened output from the synchrosqueezed
transform (potentially can detect singularities) when compared to the CWT. For
more details related to the algorithm, see [190,191].
Notation: Due to the finiteness of the domain, the wave numbers from (−∞,∞)
are projected to (−kmax, kmax), where kmax is the largest wave number in the compu-
tational domain. Similar analogy can be drawn from the finite size of the domain. For
brevity of analysis, the 1D forward and backward transform in the main document
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have been written as
∫
k∈R
and
∫
x∈R
respectively.
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APPENDIX F
PROPER ORTHOGONAL DECOMPOSITION
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F.1 3D POD – Method of Snapshots
The POD analysis was carried out using the method of snapshots [185]. The 3D
velocity vector field is represented as u(x, t) ≡ ui(x, y, z, t) ∀i = 1, . . . , 3. Here,
ui(x, y, z, t) ∈ Ω(R3, [0,∞) ∩ L2(R3)). The velocity field can be decomposed into a
set of orthonormal basis functions ϕ ∈ V ≡ Ω(R3 ∩ L2(R3)).
u′(x, t) =
∞∑
j=0
aj(t)ϕj(x) (F.1)
where the turbulent velocity fluctuation field u′(x, t) = u(x, t) − u(x), and u(x) is
the time average of the velocity field. (ϕi, ϕj) = δij ∀i, j. The POD problem can
be cast as a contrained variational problem, with the minimization of the objective
function J(ϕ) = 〈|(u′,ϕ)|2〉T−Λ(||ϕ||2−1), 〈〉T is a temporal averaging procedure. A
necessary condition of the extrema dictates that the functional derivative vanish for all
variations ϕ+εψ ∈ V, ε ∈ R, .i.e., d
dε
J(ϕ+εψ)|ε=0 = 0. The method of snapshot is an
approximation to the solution of
d
dε
J(ϕ+εψ)|ε=0 = 0 [186] using temporal correlation
intead of spatial correlation. Mathematically, the POD method of snapshots [185]
of the velocity field dataset arises when solving for the projection of the dataset
Pr : V 7→ Vr of fixed rank r, minimizing the error
Nt−1∑
j=0
||u′j − Pru′j||2 in the least-
square sense with the contraint ||ϕ|| = 1 ( ||.|| is the norm corresponding to the inner
product (, ) ∈ V ). The temporal snapshots of the velocity field u(x, tj) ∀j = 1, . . . , Nt
have been written as uj in the error expression for brevity. The projection Pr can be
written as
Pru
′
m =
r−1∑
j=0
(ϕj,u
′
m)ϕj =
r−1∑
j=0
aj(tm)ϕj(x), r ≤ Nt (F.2)
The correlation matrix in indicial notation is given as
Cmn =
1
Nt
(u′(x, tm), (u′(x, tn)) (F.3)
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This method ensures that the eigenvalue problem arising is independant of the size
of V which is equal to Ω(R3k) (k: number of coordinates in u(x, t) at discrete grid
points). In the eigenvalue problem in Equation F.4 below, Λ is the eigenvalue corre-
ponding to the turbulent kinetic energy and v is the eigenvector.
[C]v = Λv (F.4)
The POD eigenmode can be contructed from the eigenvalues and eigenvectors as
ϕk(x) =
Nt−1∑
j=0
bk(tj)u
′(x, tj) (F.5)
for some coefficients b. Using equation F.2 for u′(x, tj), equation F.5 can be expanded
as
ϕk(x) =
Nt−1∑
j=0
bk(tj)
Nt−1∑
l=0
al(tj)ϕl(x)
=
Nt−1∑
j=0
Nt−1∑
l=0
bk(tj)al(tj)ϕl(x)
(F.6)
Since, (ϕk,ϕl) = δkl, it is straightforward to see from equation F.6 that bk(tj)al(tj) =
δkl/Nt ∀j. It is important to note, that Parseval’s identity can be applied in POD
(orthonormal basis functions) as well (See Appendix E), which from the inner product
(taken in spatial domain, defined in V ) gives rise to ||u′(x, t)||2 =
Nt−1∑
j=0
aj(t)
2, and
hence 〈aj(t)ak(t)〉T = Λjδjk ∀j = 0, . . . , Nt − 1. Thus, since bkal = δkl/Nt, the
coefficient bk can be defined as bk =
ak
ΛkNt
. Also the eigenvector vk =
ak√
ΛkNt
is
consistent with the orthonormality of ϕ.
F.1.1 2D Fourier POD modes
The spanwise Fourier transform of the turbulent fluctuating velocity, uˆ′(ky|x, z, t) =∫
ky∈R
u′e−ikyydy ∈ Ω(C3, [0,∞) ∩ L2(R))
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The complex Fourier POD (FPOD) basis function expansion can be given as
uˆ′(ky|x, z, t) =
∞∑
j=0
a˜j(t)ϕ˜j(ky|x, z), ϕ˜ ∈ Ω(C2, [0,∞) ∩ L2(R3)) (F.7)
The orthonormality of the FPOD modes are defined as (ϕ˜i, ϕ˜
∗
j) = δij with respect to
the inner product space L2(R).
The magnitude and the argument of the complex modes, are expressed as |ϕ˜j| =√
ϕ˜ljϕ˜
∗l
j , arg[ϕ˜j] = tan
−1 (ϕ˜
l
j − ϕ˜∗lj )
i(ϕ˜lj + ϕ˜
∗l
j )
respectively, where summation is performed
over the superscript l indicial notation. The turbulent kinetic energy of the complex
velocity field at each wave-numbers is the sum of eigenvalues of the POD problem,
||〈uˆ′(ky|x, z, t)||2〉T =
Nt−1∑
k=0
Λk(ky).
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