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On the existence of a scalar pressure field in the Brödinger
problem
Aymeric Baradat∗
Abstract
In [4], Arnaudon, Cruzeiro, Léonard and Zambrini introduced an entropic regularization of the Bre-
nier model for perfect incompressible fluids. We show that as in the original setting, there exists a
scalar pressure field which is interpreted as the Lagrange multiplier associated to the incompressibility
constraint. The proof goes through a reformulation of the problem in PDE terms.
Introduction
Motivations. In the seminal paper [15], Brenier introduces a variational problem - often called Brenier
model for incompressible fluids or incompressible optimal transport - aiming at describing the evolution of an
incompressible fluid inside a domain D in a Lagrangian way, i.e. by prescribing the state of the fluid at the
initial and final times, and by minimizing an action functional in the set of dynamics that are incompressible
and compatible with the initial and final prescription. This problem is a relaxed version of an older one
studied by Arnol’d [5] and Arnol’d-Khesin [6] in order to derive the Euler equation for incompressible fluids
from a least action principle: the problem of finding the geodesics of the formal infinite dimensional Lie
group of all measure preserving diffeomorphisms of D whose Lie algebra, which is identified as the set of
divergence free vector fields on D, is endowed with the L2 metric (see also [24]).
To be more specific, in Brenier’s relaxation, the admissible dynamics are chosen in the set P(C0([0, 1];D))1
of generalized flows on the physical domain D, and the goal is to minimize the functional that associates
to a generalized flow P the integral with respect to P of the kinetic action of a single curve, under two
constraints: one related to incompressibility, and one prescribing the law under P of the endpoints of the
curves. Not only this relaxation always admits solutions (see [15], in contrast with the smooth case [37, 38]),
but it is in addition deeply linked to the hydrostatic approximation of the Euler equation [19], and to a
kinetic version of the Euler equation appearing as the quasineutral limit of the Vlasov-Poisson equation [7].
We also refer non-exhaustively to [16, 18, 3, 14] for further studies of the Brenier model.
In this work, we will be interested in the entropic regularization of this optimization problem, introduced
by Arnaudon, Cruzeiro, Léonard and Zambrini [4], which consists in replacing the action functional of the
Brenier model by the relative entropy with respect to the law of the Brownian motion (all of this being
properly defined later). The regularization is hence the same as the one transforming the optimal transport
problem into its entropic regularized version, namely the Schrödinger problem in statistical mechanics,
for which we refer for instance to [35, 36, 41, 30, 32] and to the references therein. For this reason, as
it is a mixture of the Brenier model and the Schrödinger problem, the authors of [4] named this new
model the Brödinger problem. It is natural for at least two reasons. From a theoretical point of view,
it links the incompressible optimal transport to the large deviation theory through Sanov’s theorem [23,
Theorem 6.2.10]. From a numerical point of view, Benamou, Carlier and Nenna [12] compute approximate
solutions of incompressible optimal transport thanks to a time-discrete version of the Brödinger problem,
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1If X is a polish space, P(X ) stands for the set of Borel probability measures on X .
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using Sinkhorn algorithm [39, 40]. Doing so, they extend to the incompressible case the techniques used
to compute approximate solutions of the optimal transport problem [21, 11]. Let us mention that in [9],
written more or less at the same time as the present work, the author and Monsaingeon prove rigorously
the convergence of the Brödinger problem towards the Brenier model, in the sense of Γ-convergence of the
corresponding functionals.
The pressure field. One of the main results in the theory of incompressible optimal transport is the
existence of a scalar pressure field only depending on the endpoints conditions (and not on the possibly
non-unique solutions) acting as a Lagrange multiplier associated with the incompressibility constraint (see
[16] or [3, Section 6]), and a lot of attention have been dedicated to the study of its regularity [2] (see also
[34, 29] for closely related results) and to its dependence with respect to the endpoints [8, 7].
This pressure field is proved to exist through the envelope theorem: we prove that if the incompressibility
constraint is replaced by the prescription of a time dependent smooth density ρ = ρ(t, x), then the optimal
action varies at first order as:
〈p, ρ− 1〉,
for some scalar distribution p ∈ D′((0, 1)×D). In other words, the so-called pressure field p is a distribution
appearing as the Gâteaux-differential of the optimal action when the density changes.
Besides, the pressure field is the relevant quantity when studying the dynamics of the paths charged by
the solutions of incompressible optimal transport: it is shown in [3, Theorem 6.8] that if P is a solution of
incompressible optimal transport, then P only charges trajectories ω that minimize for all ε ∈ (0, 1/2) the
classical Lagrangian: ∫ 1−ε
ε
{ |ω˙t|2
2
− p(t, ωt)
}
dt,
among the set of curves sharing their positions at times ε and 1 − ε with ω, where p is one particular
representative of p. All of this makes sense since p is proved in [2] to belong to some Lebesgue space of
type L2loc((0, 1), L
q
loc(D)) for some q > 1. Otherwise stated, once the endpoints conditions are given, the
incompressible optimal transport problem selects a pressure field, and all the particles follow the laws of
classical mechanics corresponding to it.
For these reasons, it seems very natural to ask if it is possible to demonstrate in the Brödinger problem
the existence of a similar scalar pressure field. The main result of this work is to bring a positive answer to
this question. Before stating this result, let us give a precise formulation of the Brödinger problem.
Statement of the Brödinger problem. We will work by convenience on the d-dimensional flat torus,
i.e. D = Td := Rd/Zd. We will denote by Leb Lebesgue measure on Td, normalized so that Leb(Td) = 1,
and by Rν ∈ P(C0([0, 1];Td)) the law of the reversible Brownian motion of diffusivity ν > 0 between the
times 0 and 1, that is the Brownian motion whose marginal law at any time is Leb.
Let γ ∈ P(Td × Td). We will say that γ is bistochastic provided its first and second marginal is Leb,
which means that for all measurable A ⊂ Td:
γ(A× Td) = γ(Td ×A) = Leb(A).
These bistochastic measures will play the role of the prescribed joint laws at times t = 0 and 1 of the
competitors in the Brödinger problem.
If X is a Polish space and if p, r ∈ P(X ), the relative entropy (or Kullback-Leibler divergence) of p with
respect to r is defined by:2
H(p|r) :=

∫
log
(
dp
dr
)
dp = Ep
[
log
(
dp
dr
)]
if p r,
+∞ else.
2When it makes sense, we will use indifferently the notations
∫
f dp and Ep[f ] for the integral of f with respect to p.
2
It is well known that r being fixed, H(•|r) is nonnegative, strictly convex, proper and lower semi-continuous
with respect to the topology of narrow convergence [23, Lemma 6.2.12]. The Brödinger problem is defined
as follows.
Problem 1. Given γ bistochastic and ν > 0, find a generalized flow P such that:
(a) The flow P is compatible with γ, i.e. for all measurable A ⊂ Td × Td:
P ({ω such that (ω0, ω1) ∈ A}) = γ(A). (1)
(b) The flow P is incompressible i.e. for all measurable A ⊂ Td:
P ({ω such that ωt ∈ A}) = Leb(A). (2)
(c) The relative entropy:3
Hν(P ) := νH(P |Rν)
is finite and minimal among the relative entropies of generalized flows satisfying (a) and (b).
In the sequel, this problem will be referred to as Bro¨ν(γ). Note that calling (Xt)t∈[0,1] the canonical process
on C0([0, 1];Td) and denoting by # the push-forward operator, condition (a) can be written (X0, X1)#P = γ,
and condition (b) can be written ∀t ∈ [0, 1], Xt#P = Leb.
Concerning the existence of solutions, it is proved in [4, Corollary 5.2] that Bro¨ν(γ) admits a solution if
and only if:
H(γ|Leb⊗Leb) < +∞. (3)
In that case, because of the strict convexity of the relative entropy, and in contrast with the incompressible
optimal transport case, this solution is unique.
Statement of the main result. Here is the main theorem we will prove in this work.
Theorem 2. Take ν > 0 and γ a bistochastic measure satisfying (3). Let P be the solution of Bro¨ν(γ).
There exists a unique scalar distribution p ∈ D′((0, 1) × Td) (up to adding a distribution only depending
on time) such that for all ϕ ∈ D((0, 1) × Td) of zero spatial mean at all time, and all generalized flow Q
satisfying:
• (X0, X1)#Q = γ,
• for all t ∈ [0, 1], Xt#Q = (1 + ϕ(t, •)) Leb,
then:
Hν(Q) ≥ Hν(P ) + 〈p, ϕ〉.
In fact, we will not prove this theorem directly, but we will rather state and prove a corresponding result
in terms of PDEs, and then prove that these two results are indeed equivalent. The reason is that it is not
so easy to modify the density of a generalized flow with finite entropy with respect to Rν without losing this
finite entropy condition (and hence to get estimates on the optimal entropy when the density changes). So
let us now present the PDE framework.
3The prefactor ν is the good scaling constant to get something of order one when ν → 0, see Theorem 9 below.
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The multiphase formulation of Brödinger. As most of the models in the theory of optimal transport,
the Brödinger problem comes with a Benamou-Brenier version (see [10] for the classical case), i.e. in terms
of solutions to the continuity equation with prescribed initial and final densities. Here, as it was done by
Brenier in the incompressible optimal transport case [18] (see also [3, Section 3 and 4]), we will work with
several phases of fluid described by their densities and macroscopic velocities denoted by ρi = ρi(t, x) and
ci(t, x) respectively, where i belongs to a probability space of labels (I,m). These phases will be coupled by
an incompressibility constraint, meaning that for all t ∈ [0, 1]:∫
ρi(t, •) dm(i) = Leb .
As already observed by numerous papers [20, 27, 28], the quantity to minimize in the entropic regularized
framework is the kinetic action plus a penalizing term corresponding to the integral in time of the Fischer
information. So we will work with solutions of the continuity equation with an additional regularity property,
accordingly with the following definition.
Definition 3. We say that the couple of density and velocity (ρ, c) is a solution of the continuity equation
provided:
• the density ρ ∈ C0([0, 1];P(Td)) and c = c(t, x) is a measurable vector field with the following integra-
bility:
A(ρ, c) := 1
2
∫ 1
0
∫
|c(t, x)|2ρ(t,dx) dt < +∞, (4)
• the continuity equation:
∂tρ+ div(ρc) = 0
holds in a distributional sense.
We say in addition that this solution has finite Fischer information if for almost all time, ρ has a density
with respect to Leb that satisfies √ρ ∈ L2(0, 1;H1(Td)). In that case, we write in the same way ρ an its
density, and we define ∇ log ρ through the identity:
1
2
∇ log ρ := ∇
√
ρ√
ρ
,
which is well defined dt⊗ ρ almost everywhere. With this notation, √ρ ∈ L2(0, 1;H1(Td)) translates into:
F(ρ) := 1
2
∫ 1
0
∫ ∣∣∣∣12∇ log ρ(t, x)
∣∣∣∣2 ρ(t, x) dx dt < +∞. (5)
If √ρ /∈ L2(0, 1;H1(Td)), we just set F(ρ) := +∞.
Finally, we also define the following functional which will be seen as the Benamou-Brenier counterpart
of the relative entropy with respect to the Brownian motion:
Hν(ρ, c) := 1
2
∫ 1
0
∫ {
|c(t, x)|2 +
∣∣∣ν
2
∇ log ρ(t, x)
∣∣∣2} ρ(t, x) dxdt = A(ρ, c) + ν2F(ρ). (6)
The multiphasic Brödinger problem is defined as follows.
Problem 4. Given ν > 0, (I,m) a probability space and ρ0 = (ρi0)i∈I ,ρ1 = (ρi1)i∈I two measurable families
of probability measures on Td satisfying:∫
ρi0 dm(i) =
∫
ρi1 dm(i) = Leb, (7)
find (ρ, c) = (ρi, ci)i∈I a measurable family of solutions of the continuity equation with finite Fischer
information, well defined for m-almost every i, such that:
4
(a) For m-almost all i ∈ I:
ρi|t=0 = ρi0 and ρi|t=1 = ρi1.
(b) For all t ∈ [0, 1], we have: ∫
ρi(t, •) dm(i) = Leb .
(c) The functional:
Hν(ρ, c) :=
∫
Hν(ρi, ci) dm(i) =: A(ρ, c) + ν2F(ρ) (8)
(where A(ρ) and F(ρ) are the integrals with respect to m of A(ρi, ci) and F(ρi) respectively) is
finite and minimal among the measurable families of distributional solutions of the continuity equation
satisfying (a) and (b).
In the following, this problem will be called MBro¨ν(ρ0,ρ1).
As far as we know, this work and [9] are the first articles dealing with this optimization problem (even
though in [9], it is formulated using the notion of transport plans). A consequence of the analysis made in [9]
(see Theorem A.1) is that the existence of solution holds for this problem if and only if the initial and finite
total entropies are finite, namely if and only if for m-almost all i, ρi0 and ρi1 have densities with respect to
Leb, and: ∫∫
ρi0(x) log ρ
i
0(x) dxdm(i) < +∞ and
∫∫
ρi1(x) log ρ
i
1(x) dx dm(i) < +∞. (9)
Once again, in that case, the solution is unique due to the strict convexity of Hν with respect to the variable
(ρi, ρici)i∈I .
As we already said, we will first prove a theorem corresponding to Theorem 2 in the multiphasic setting,
namely:
Theorem 5. Take (I,m) a probability space, ν > 0, ρ0 and ρ1 satisfying (7)(9). Let (ρ, c) = (ρi, ci)i∈I be
the solution of MBro¨ν(ρ0,ρ1).
There exists a unique scalar distribution p ∈ D′((0, 1)× Td) (up to adding a distribution only depending
on time) such that for all ϕ ∈ D((0, 1)×Td) of zero spatial mean at all time, and for all measurable families
(ρ˜, c˜) = (ρ˜i, c˜i)i∈I of solutions of the continuity equation satisfying:
(i) for m-almost all i, ρ˜i|t=0 = ρi0 et ρ˜i|t=1 = ρi1,
(ii) for all t ∈ [0, 1], ∫
ρ˜it dm(i) = (1 + ϕ(t, •)) Leb,
Then:
Hν(ρ˜, c˜) ≥Hν(ρ, c) + 〈p, ϕ〉.
Moreover, the following formula holds in the sense of distribution:
∂t
(∫
ρici dm(i)
)
+ div
(∫ {
ci ⊗ ci − wi ⊗ wi
}
ρi dm(i)
)
= −∇p, (10)
where wi, called the osmotic velocity of phase i, is defined by:
wi =
ν
2
∇ log ρi.
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This time, the proof will more or less follow the one given in [3, Theorem 6.2]: We will prove that
the optimal Hν under constraints (i)(ii) is a convex function of ϕ (Lemma 12), and that this function is
bounded in some distributional neighborhood of 0 (Lemma 13). We finally prove that its subdifferential at
0 is a singleton, characterized by formula (10) (Lemma 14). (For the link between Gâteaux-differentiability
and subdifferential of a convex function, we refer to [25].)
We will then transfer this result into Problem 1 by showing that every solution P of the Brödinger
problem gives rise to a solution to the multiphase version. We will be more precise in Section 3 below, but
what we will prove is that if P is a solution of Bro¨ν(γ), then calling P x,y := P (•|X0 = x,X1 = y), ρx,y
its density and cx,y its current velocity (in the sense of [33, Chapter 13]), then up to localizing in time,
(ρx,y, cx,y)(x,y)∈Td×Td is a solution of the multiphase version of Brödinger, with I = Td × Td and m = γ.
Outline of the paper. In Section 1, we introduce some notations, and give some preliminary results. In
particular, we present in Subsection 1.1 the functional spaces we will work with in the rest of the paper.
We also state a version of the Girsanov theorem which will be useful for showing the link between Bro¨ and
MBro¨.
We prove Theorem 5 in Section 2. It will be a consequence of Lemma 12, 13 and 14 that we already
discussed.
Then, we develop the link between the problems Bro¨ and MBro¨, rigorously stated at Theorem 15 of
Section 3.
The proof of Theorem 2, given in Section 4, is a consequence of Theorem 5, Theorem 15 and their
respective proofs.
Finally, we give in Section 5 a formal way to recover formula (10), assuming by analogy with the non-
viscous case that each phase is the solution of the Schrödinger problem corresponding to its endpoints, in
the potential given by the pressure field. We do not prove that this condition is always verified, but it should
be the "noisy" version of [3, Theorem 6.8] that we have already cited.
1 Notations and preliminary results
1.1 Functional spaces of interest
In the whole chapter, if B is a Banach space, we denote by B′ its topological dual. Two functional sets
will be of particular interest.
1. We will often consider the set C0([0, 1],P(Td)) of curves on the set of probability measures on the
torus. We endow it with the topology of uniform convergence corresponding to the topology of nar-
row convergence on P(Td). We write M = (Mt)t∈[0,1] ∈ C00 ([0, 1],P(Td)) whenever M belongs to
C0([0, 1],P(Td)) and M0 = M1 = Leb, the Lebesgue measure on Td.
2. The set E will be the vector space of continuous scalar functions f that satisfy
• for all t ∈ [0, 1], f(0, •) = f(1, •) = 0,
• for all t ∈ [0, 1], f(t, •) ∈W 2,∞(Td) and the Hessian D2f of f satisfies:
sup
t∈[0,1]
‖D2f(t, •)‖L∞x < +∞,
• for all x ∈ Td, f(•, x) ∈ AC2([0, 1]) and the temporal derivative ∂tf , which is punctually defined
for almost all t ∈ [0, 1] for almost all x ∈ Td, satisfies∫ 1
0
‖∂tf(t)‖2L∞(Td) dt < +∞.
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On E , we define the norm
∀f ∈ E , N(f) := sup
t∈[0,1]
‖D2f(t)‖L∞x +
(∫ 1
0
‖∂tf(t)‖2L∞(Td) dt
)1/2
. (11)
If in addition, for all t ∈ [0, 1], ∫ f(t, x) dx = 0, we write f ∈ E0.
In a slightly abusive way, we keep the same notations if f has its values in Rd.
Remark that with these notations identifying a measure with its density with respect to Leb, we have
C00 ([0, 1];P(Td)) ∩ E ⊂ 1 + E0.
In the proof of Theorem 5, the variations of densities (ϕ in the statement of the theorem) will be
studied in the topology of E0.
1.2 Preliminary results
In order to get estimates on the optimal Hν when the density varies, we will need to use maps that send
Leb onto (1 + ϕ) Leb, for which we control enough derivatives (two with respect to space, one with respect
to time). This will be possible thanks to the following theorem, which is a direct consequence of a famous
result by Dacorogna and Moser [22] in which the Monge-Ampére equation is studied as a perturbation of
the Poisson equation. We also refer to the Appendix of [8] for a short proof of this kind of result in the easy
case when the domain is the torus.
Theorem 6. Let ϕ ∈ E0 be such that N(ϕ) ≤ 1/2. There exists a dimensional constant C > 0, ξ = ξ(t, x) ∈
Rd and ζ = ζ(t, x) ∈ Rd two vector fields of E0 such that:
• for all t ∈ [0, 1], φ(t, •) := Id +ξ(t, •) and ψ(t, •) := Id +ζ(t, •) are two diffeomorphisms of Td, which
are inverses of each other,
• for all t ∈ [0, 1],
φ(t, •)#
(
(1 + ϕ(t, •)) Leb
)
= Leb,
or equivalently,
ψ(t, •)# Leb = (1 + ϕ(t, •)) Leb, (12)
• we have:
N(ξ) + N(ζ) ≤ CN(ϕ). (13)
We will also need the following distributional representation of the elements of E ′0, that we state here
without a proof.
Lemma 7. Take α ∈ E ′0. There is a unique distributional gradient F (α) ∈ ∇D′((0, 1) × Td) such that for
all ϕ ∈ D((0, 1)× Td;Rd),
〈α,divϕ〉E′0,E0 = −〈F (α), ϕ〉D′,D.
Moreover, F : E ′0 7→ ∇D′ is a continuous injection. In the following, we simply call ∇ this operator.
Finally, we will need the following behavior of the relative entropy with respect to push-forwards. This
is a simple consequence of the additivity property of the logarithm.
Lemma 8. Let X ,Y be two Polish spaces, P,R ∈ P(X ) be two probability measure on X and X : X → Y
be a Borel map. We have:
H(P |R) = H(X#P ∣∣X#R)+ EP [H(PX ∣∣∣RX)], (14)
where PX and RX stand for the conditional probabilities P (•|X) and R(•|X) respectively. In particular,
H(X#P |X#R) ≤ H(P |R). (15)
7
1.3 Girsanov theorem under finite entropy condition
The link between Bro¨ν and MBro¨ν will be seen as a consequence of the following theorem of Girsanov
type. This theorem states that if P has finite entropy with respect to Rν , then P is entirely characterized by
its forward and backward Nelson velocities in the sense of [33]. We refer to [31] for the proof of this theorem.
Theorem 9. Take ν > 0 and P ∈ P(C0([0, 1];Td)) with finite entropy with respect to Rν . Then for almost
all t ∈ [0, 1], the forward and backward drift:
−→
bt := lim
h→0
EP
[
Xt+h −Xt
h
∣∣∣Xs, s ∈ [0, t]] and ←−bt := lim
h→0
EP
[
Xt −Xt−h
h
∣∣∣Xs, s ∈ [t, 1]] (16)
exist P -almost everywhere, have the following integrability:∫ 1
0
EP
[∣∣∣−→bt ∣∣∣2]dt+ ∫ 1
0
EP
[∣∣∣←−bt ∣∣∣2]dt < +∞,
and satisfy in the sense of Itô:
dXt =
−→
bt dt+ ν dBt and dX1−t = −←−bt dt+ ν dB1−t, (17)
where (Bt)t∈[0,1] is a standard Brownian motion under P .
In addition, the entropy of P with respect to Rν can be expressed in terms of (
−→
bt )t∈[0,1] and (
←−
bt )t∈[0,1]:
Hν(P ) = νH(ρ0|Leb) + 1
2
∫ 1
0
EP
[∣∣∣−→bt ∣∣∣2] dt = νH(ρ1|Leb) + 1
2
∫ 1
0
EP
[∣∣∣←−bt ∣∣∣2]dt, (18)
where ρ0 and ρ1 stand for X0#P and X1#P respectively.
It is often convenient to use a version of (18) where the arrow of time does not intervene. To do so, we
do the half some of the two equalities in (18) and use the parallelogram identity, in order to get:
Hν(P ) = νH(ρ0|Leb) +H(ρ1|Leb)
2
+
1
2
∫ 1
0
EP
∣∣∣∣∣
−→
bt +
←−
bt
2
∣∣∣∣∣
2
+
∣∣∣∣∣
−→
bt −←−bt
2
∣∣∣∣∣
2
dt. (19)
Finally, we define the so-called current and osmotic velocities by the formulas:
P -p.s. c(t,Xt) = EP
[−→
bt +
←−
bt
2
∣∣∣∣Xt
]
and w(t,Xt) = EP
[−→
bt −←−bt
2
∣∣∣∣Xt
]
. (20)
It is easily proved using (17) and the Itô formula that (ρ, c) is a solution of the continuity equation. Moreover,
the following result due to Föllmer in [26, Theorem 3.10] in the case of dimension 1 and with a straightforward
generalization in higher dimension characterizes entirely w.
Theorem 10 (Föllmer 1986). Under the assumption of Theorem 9, defining ρt := Xt#P and identifying ρt
with its density with respect to Leb, for all t ∈ [0, 1], we have:4
P -p.s. w(t,Xt) =
ν
2
∇ log ρ(t,Xt).
As a consequence of formula (19)(20), Theorem 10 and Jensen’s inequality, we get the following inequality:
ν
H(ρ0|Leb) +H(ρ1|Leb)
2
+Hν(ρ, c) ≤ Hν(P ). (21)
This inequality turns out to be an equality if and only if for almost all t, P almost everywhere:
c(t,Xt) =
−→
bt +
←−
bt
2
and w(t,Xt) =
−→
bt −←−bt
2
, (22)
i.e. if and only if
−→
bt and
←−
bt only depend on Xt, which is true if and only if P is Markov.
4Once again, ∇ log ρt, is understood through the formula ∇ log ρt := 2∇√ρt/√ρt, using the fact that √ρ ∈ L2tH1x.
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2 Existence of the pressure in the multiphasic model MBrö
The purpose of this section is to prove Theorem 5, so we work with the multiphasic problem MBro¨,
defined in Problem 4. We fix (I,m) a probability space of labels for the different phases and ν > 0 a level
of noise. We also fix ρ0 = (ρi0)i∈I and ρ1 = (ρi1)i∈I two measurable families of probability measures on Td
satisfying the incompressibility condition (7) and condition (9), so that the problem MBro¨ν(ρ0,ρ1) admits
a unique solution.
We first introduce a new optimization problem, relaxing the incompressibility constraint in MBro¨.
2.1 A modified optimization problem
We define this problem as follows.
Problem 11. Given M = (Mt)t∈[0,1] ∈ C00 ([0, 1];P(Td)), find (ρ, c) = (ρi, ci)i∈I a measurable family of
solutions of the continuity equation with finite Fischer information, well defined for m-almost every i, such
that:
(a) For m-almost all i ∈ I:
ρi|t=0 = ρi0 and ρi|t=1 = ρi1.
(b) For all t ∈ [0, 1], we have: ∫
ρi(t, •) dm(i) = Mt.
(c) The functionalHν(ρ, c) is finite and minimal among the measurable families of distributional solutions
of the continuity equation satisfying (a) and (b).
From now on, as ρ0 and ρ1 are supposed to be fixed, we will simply call this problem MBro¨ν(M), and
H∗ν(M) the corresponding optimal value of Hν . We fix by convention H∗ν(M) = +∞, if MBro¨ν(M) has no
solution. As ρ0 and ρ1 satisfy the condition of existence (9) for the problem MBro¨ν(ρ0,ρ1), we know that5
H∗ν(Leb) < +∞.
The functional H∗ν(M) is convex and lower semi-continuous, as stated in the following lemma.
Lemma 12. The functional
M ∈ C00 ([0, 1];P(T d)) 7→H∗ν(M)
is convex and lower semi-continuous for the topology of C0([0, 1];P(T d)).
In particular, it is also semi-continuous for any stronger topology, as the one of E, so that:6
ϕ ∈ E0 7→H∗ν(1 + ϕ)
is also convex and lower semi-continuous.
Proof. We start by proving the convexity. Let us take M1,M2 ∈ C00 ([0, 1];P(T d)) and λ ∈ [0, 1]. If H∗ν(M1)
or H∗ν(M2) is infinite, there is nothing to prove. Else, let us consider (ρ1, c1) = (ρ1,i, c1,i)i∈I and (ρ2, c2) =
(ρ2,i, c2,i)i∈I the solutions of MBro¨ν(M1) and MBro¨ν(M2) respectively. We define for m-almost all i ∈ I and
all t ∈ [0, 1]:
ρ˜it := (1− λ)ρ1,it + λρ2,it , m˜it := (1− λ)ρ1,it c1,it + λρ2,it c2,it , c˜it :=
dm˜it
dρ˜it
,
and (ρ˜, c˜, m˜) := (ρ˜i, m˜i, c˜i)i∈I . It is well-known that A (see [17, Proposition 3.4]) and F (straightforward
computation), and hence Hν are convex, when considered as a function of the couple density/momentum,
namely (ρ˜, m˜) here.
5With an abuse of notation, we write Leb for the curve t ∈ [0, 1] 7→ Leb.
6We set H∗ν(1 + ϕ) = +∞ in case 1 + ϕ is not everywhere nonnegative.
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Consequently, as (ρ˜, c˜) is a competitor for MBro¨ν((1− λ)M1 + λM2), we have:
H∗ν((1− λ)M1 + λM2) ≤Hν(ρ˜, c˜)
≤ (1− λ)Hν(ρ1, c1) + λHν(ρ2, c2)
= (1− λ)H∗ν(M1) + λH∗ν(M2).
The semi-continuity works the same way. We first remark that A (still thanks to [17, Proposition 3.4]),
F (by standard arguments), and hence Hν are lower semi-continuous (when considered as a function of
the couple density/momentum). Then, let us take (Mn)n∈N a sequence of C00 ([0, 1];P(T d)) converging to
M , and (ρn, cn) the solution of MBro¨ν(Mn). If lim infnHν(ρn, cn) = +∞, there is nothing to prove. Else,
up to forgetting some labels, (Hν(ρn, cn)) is bounded. But then, as Hν ≥ A, the corresponding sequence
(ρn,mn) := (ρn,i, ρn,icn,i)i∈I,n∈N has its values in a compact7. If (ρ,m) is a limit point, and if (ρ, c) is the
corresponding couple of densities/velocities, then it is a competitor for MBro¨ν(M), and we have:
H∗ν(M) ≤Hν(ρ, c) ≤ lim inf
n→+∞Hν(ρ
n, cn) = lim inf
n→+∞H
∗
ν(ρ
n, cn).
This concludes the proof.
From now on, we decompose the proof of Theorem 5 into two parts: in Lemma 13, we show that H∗ν is
bounded in an E0-neighborhood of Leb, so that it admits a non-empty subdifferential at Leb. In Lemma 14,
we show that this subdifferential is a singleton, and we derive formula (10) for p, its only element. We
conclude the proof of the theorem in Subsection 2.4.
2.2 Boundedness of the optimal value
Because of Lemma 12, and because H∗ν(Leb) < +∞, a sufficient condition for H∗ν to admit a non-empty
subdifferential ∂H∗ν(Leb) ⊂ E ′0 at M = Leb is to be bounded in a E0-neighbourhood of Leb. This is the
subject of the following lemma, which is the main part in the proof of Theorem 5. We recall that the norm
N is defined by formula (11).
Lemma 13. There is C > 0 only depending on the dimension, ν, ρ0 and ρ1 such that for all ϕ ∈ E0
satisfying the estimate N(ϕ) ≤ 1/2, we have:
H∗ν(1 + ϕ) ≤ C.
Proof. In the whole proof, the symbol . means "lower than, up to a multiplicative dimensional constant".
For a given ϕ as in the statement of the lemma, we take ξ, ζ the two vector fields and φ, ψ the corre-
sponding time-dependent diffeomorphisms given by Theorem 6. We call (ρ, c) = (ρi, ci)i∈I the solution of
MBro¨ν(ρ0,ρ1).
We start by defining a competitor for the problem MBro¨ν(1 + ϕ).
Step 1: Definition of a competitor for MBro¨ν(1 +ϕ). We define for m-almost all i ∈ I, all t ∈ [0, 1]
and x ∈ Td:
ρϕ,i(t, x) := ρi(t, φ(t, x)) det Dφ(t, x), (23)
cϕ,i(t, x) := ∂tψ(t, φ(t, x)) + Dψ(t, φ(t, x)) · ci(t, φ(t, x)), (24)
where Dφ and Dψ stand for the differentials with respect to x of φ and ψ respectively. Then, we call
(ρϕ, cϕ) := (ρϕ,i, cϕ,i)i∈I .
Let us prove that (ρϕ, cϕ) is a competitor for the problem MBro¨ν(1 + ϕ).
7For the convergence in law and almost sure of the measurable map i 7→ (ρn,i, ρn,icn,i)i∈I , with values in the set of space
time measures endowed with the topology of narrow convergence. We are not more specific and refer to [17, 18] for more details.
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First of all, for m-almost all i, (ρϕ,i, cϕ,i) is a solution to the continuity equation. Indeed, by the change
of variable formula, equation (23) exactly means that for all t ∈ [0, 1] and m-almost all i:
ρϕ,i(t, •) = ψ(t, •)#ρi(t, •). (25)
Hence, if f is a test function, we have:
d
dt
∫
f(x)ρϕ,i(t, x) dx =
d
dt
∫
f(ψ(t, x))ρi(t, x) dx by (25),
=
∫ {
∂t
(
f(ψ(t, x))
)
+
〈
ci(t, x),∇
(
f(ψ(t, x))
)〉}
ρi(t, x) dx
=
∫ 〈
∇f(ψ(t, x)), ∂tψ(t, x) + Dψ(t, x) · ci(t, x)
〉
ρi(t, x) dx
=
∫ 〈
∇f(ψ(t, x)), cϕ,i(t, ψ(t, x))
〉
ρi(t, x) dx by (24),
=
∫ 〈
∇f(x), cϕ,i(t, x))
〉
ρϕ,i(t, x) dx by (25),
where in the second line, we used the fact that (ρi, ci) is a solution to the continuity equation. Hence, the
claim.
Moreover, formula (12) implies that for all t ∈ [0, 1], the mean density of ρ at time t is 1 + ϕ(t, •):∫
ρϕ,i(t, •) dm(i) = ψ(t, •)#
∫
ρi(t, •) dm(i) = ψ(t, •)# Leb = (1 + ϕ(t, •)) Leb .
As a consequence, (ρϕ, cϕ) is a competitor for MBro¨ν(1 + ϕ), and:
H∗ν(1 + ϕ) ≤Hν(ρϕ, cϕ) = A(ρϕ, cϕ) + ν2F(ρϕ). (26)
(We recall that A and F are defined in (8).) To get the result, it remains to estimate Hν(ρϕ, cϕ). Let us
estimate first A(ρϕ, cϕ), and then F(ρϕ).
Step 2: Estimation of A(ρϕ, cϕ). For i ∈ I, we have:
1
2
∫ 1
0
∫
|cϕ,i(t, x)|2ρϕ,i(t, x) dx dt
=
1
2
∫ 1
0
∫
|cϕ,i(t, ψ(t, x))|2ρi(t, x) dxdt by (25),
=
1
2
∫ 1
0
∫
|∂tψ(t, x) + Dψ(t, x) · ci(t, x)|2ρi(t, x) dx dt by (24),
=
1
2
∫ 1
0
∫
|ci(t, x) + ∂tζ(t, x) + Dζ(t, x) · ci(t, x)|2ρi(t, x) dx dt because ψ = Id +ζ,
. 1
2
∫ 1
0
∫ {
|ci(t, x)|2 + |∂tζ(t, x)|2 + |Dζ(t, x) · ci(t, x)|2
}
ρi(t, x) dxdt
.
(
1 +
1
2
∫ 1
0
∫
|ci(t, x)|2ρi(t, x) dxdt
)(
1 + N(ζ)2
)
,
where the last line is obtained thanks to the definition of N (11) and by observing that N(ζ) controls
supt Lip(ζ(t, •)). It remains to integrate this inequality with respect to m to obtain:
A(ρϕ, cϕ) . (1 +A(ρ, c)) (1 + N(ζ)2) . (27)
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Step 3: Estimation of F(ρϕ). If i ∈ I, using the definition (23) of ρϕ,i, we can compute explicitly for
m-almost all i and all t and x:
∇ log ρϕ,i(t, x) = t Dφ(t, x) · ∇ log ρi(t, φ(t, x)) +∇ log det Dφ(t, x),
where t Dφ is the adjoint of Dφ. As a consequence,
1
2
∫ 1
0
∫ ∣∣∣∣12∇ log ρϕ,i(t, x)
∣∣∣∣2 ρϕ,i(t, x) dxdt
=
1
8
∫ 1
0
∫
|∇ log ρϕ,i(t, ψ(t, x))|2ρi(t, x) dxdt by (25),
=
1
8
∫ 1
0
∫
|t Dφ(t, ψ(t, x)) · ∇ log ρi(t, x) +∇ log det Dφ(t, ψ(t, x))|2ρi(t, x) dxdt
. 1
8
∫ 1
0
∫ {
|t Dφ(t, ψ(t, x)) · ∇ log ρi(t, x)|2 + |∇ log det Dφ(t, ψ(t, x))|2
}
ρi(t, x) dxdt.
The first term can be estimated thanks to:
1
8
∫ 1
0
∫
|t Dφ(t, ψ(t, x)) · ∇ log ρi(t, x)|2ρi(t, x) dxdt
=
1
8
∫ 1
0
∫
|(Id +t Dξ(t, ψ(t, x))) · ∇ log ρi(t, x)|2ρi(t, x) dxdt because φ = Id +ξ,
.
(
1
8
∫ 1
0
∫
|∇ log ρi(t, x)|2ρi(t, x) dxdt
)(
1 + N(ξ)2
)
. (28)
For the second term, quick computations show that for all (t, x) where ξ (and consequently φ) is twice
differentiable with respect to space:
∇ log det Dφ(t, ψ(t, x)) = (Id +t Dζ(t, x)) · ∇ div ξ(t, ψ(t, x)), (29)
so that: ∥∥∥∇ log det Dφ(t, ψ(t, x))∥∥∥
∞
. (1 + N(ζ))N(ξ).
Consequently, we get:
1
8
∫ 1
0
∫
|∇ log det Dφ(t, ψ(t, x))|2ρi(t, x) dxdt . (1 + N(ζ))2N(ξ)2. (30)
Gathering (28) and (30) and integrating with respect to m, we end up with:
F(ρϕ) . (1 +F(ρ)) (1 + N(ξ)2) (1 + N(ζ)2) . (31)
Step 4: Conclusion. Gathering the two estimates (27) and (31), inequality (26), the control (13) on ξ
and ζ given by Theorem 6 and N(ϕ) ≤ 1/2, we get:
H∗ν(1 + ϕ) . 1 + ν2 +Hν(ρ, c) . 1 + ν2 +H∗ν(Leb).
The result follows.
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2.3 Characterization of the pressure as a distribution
In the following lemma, we show that ifH∗ν admits a non-empty differential at Leb, then its subdifferential
is a singleton.
Lemma 14. Take p ∈ ∂H∗ν(Leb) ⊂ E ′0. Let ∇p be the distribution given by Lemma 7, and (ρ, c) = (ρi, ci)i∈I
be the solution of MBro¨ν(ρ0,ρ1). Then in the sense of distributions:
−∇p = ∂t
(∫
ρici dm(i)
)
+ div
(∫ {
ci ⊗ ci − wi ⊗ wi
}
ρi dm(i)
)
, (32)
where for i ∈ I:
wi :=
ν
2
∇ log ρi.
Proof. Take ξ ∈ D((0, 1)× Td) be a smooth vector field, and define for all ε > 0, t ∈ [0, 1] and x ∈ Td:
φε(t, x) := x+ εξ(t, x), (33)
ϕε(t, x) := det Dφε(t, x)− 1.
For all ε > 0, the function ϕε belongs to E0, so that using p ∈ ∂H∗ν(Leb):
H∗ν(Leb) +
〈
p, ϕε
〉
E′0,E0
≤H∗ν(1 + ϕε). (34)
First, we can check that for all t and x:
ϕε(t, x) = εdiv ξ(t, x) + εδε(t, x),
where δε = δε(t, x) ∈ R tends to zero in any reasonable space of functions. As a consequence, with the
notations of Lemma 7, we can estimate 〈p, ϕε〉 in formula (34) by:〈
p, ϕε
〉
E′0,E0
= −ε〈∇p, div ξ〉D′,D + oε→0(ε). (35)
It remains to give an estimate for H∗ν(1 + ϕε). To do so, we build a competitor for MBro¨ν(1 + ϕε) as in
the proof of Lemma 13, by defining:
ρε,i(t, x) := ρi(t, φε(t, x)) det Dφε(t, x),
cε,i(t, x) := ∂tψ
ε(t, φε(t, x)) + Dψε(t, φε(t, x)) · ci(t, φε(t, x)),
where ψε is the spatial inverse of φε. It is well defined provided ε is sufficiently small, and it satisfies for all
t and x:
ψε(t, x) = x− εξ(t, x) + εrε(t, x), (36)
where rε = rε(t, x) ∈ Rd tends to zero in any reasonable space of functions. For all t and x, we also call:
ζε(t, x) = εξ(t, x) + εrε(t, x), (37)
As in the proof of Lemma 13, (ρε, cε) := (ρε,i, cε,i)i∈I is a competitor for MBro¨ν(1 + ϕε), so that:
H∗ν(1 + ϕε) ≤Hν(ρε, cε) = A(ρε, cε) + ν2F(ρε). (38)
Once again, we will estimate A(ρε, cε) and F(ρε) separately.
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Estimation of A(ρε, cε). With the same computations as in Step 2 of the proof of Lemma 13, we get for
i ∈ I:
1
2
∫ 1
0
∫
|cε,i(t, x)|2ρε,i(t, x) dxdt = 1
2
∫ 1
0
∫
|ci(t, x) + ∂tζε(t, x) + Dζε(t, x) · ci(t, x)|2ρi(t, x) dx dt
=
1
2
∫ 1
0
∫
|ci(t, x)− ε∂tξ(t, x)− εDξ(t, x) · ci(t, x)|2ρi(t, x) dx dt+ o
ε→0
(ε),
where the second line is obtained using (37). By expanding the square, we get:
1
2
∫ 1
0
∫
|cε,i(t, x)|2ρε,i(t, x) dx dt
=
1
2
∫ 1
0
∫
|ci(t, x)|2ρi(t, x) dx dt− ε
∫ 1
0
∫ 〈
ci(t, x), ∂tξ(t, x) + Dξ(t, x) · ci(t, x)
〉
ρi(t, x) dxdt+ o
ε→0
(ε).
Our first estimate is obtained by integrating this inequality with respect to m, and by performing integrations
by parts:
A(ρε, cε) = A(ρ, c)− ε
∫∫ 1
0
∫ 〈
ci(t, x), ∂tξ(t, x) + Dξ(t, x) · ci(t, x)
〉
ρi(t, x) dx dtdm(i) + o
ε→0
(ε)
= A(ρ, c) + ε
〈
∂t
(∫
ciρi dm(i)
)
+ div
(∫
ci ⊗ ciρi dm(i)
)
, ξ
〉
D′,D
+ o
ε→0
(ε). (39)
Estimation of F(ρε). Here, for i ∈ I, the computations of Step 3 of the proof of Lemma 13 give:
1
8
∫ 1
0
∫
|∇ log ρε,i(t, x)|2ρε,i(t, x) dx dt
=
1
8
∫ 1
0
∫
|t Dφε(t, ψε(t, x)) · ∇ log ρi(t, x) +∇ log det Dφε(t, ψε(t, x))|2ρi(t, x) dx dt.
But because of (33), (36) and (29), we have for all t and x:
t Dφε(t, ψε(t, x)) = Id +ε t Dξ(t, x) + o
ε→0
(ε),
∇ log det Dφε(t, ψε(t, x)) = ε∇div ξ(t, x) + o
ε→0
(ε),
where the o(ε) is uniform in t and x. Plugging these equalities in the previous formula leads to:
1
8
∫ 1
0
∫
|∇ log ρε,i(t, x)|2ρε,i(t, x) dxdt
=
1
8
∫ 1
0
∫
|(Id +ε t Dξ(t, x)) · ∇ log ρi(t, x) + ε∇div ξ(t, x)|2ρi(t, x) dx dt+ o
ε→0
(ε)
=
1
8
∫ 1
0
∫
|∇ log ρi(t, x)|2ρi(t, x) dxdt
+
ε
4
∫ 1
0
∫ 〈
∇ log ρi(t, x),Dξ(t, x) · ∇ log ρi(t, x) +∇div ξ(t, x)
〉
ρi(t, x) dxdt+ o
ε→0
(ε).
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Integrating with respect to m, multiplying by ν2, calling wi := ν∇ log ρi/2 and performing integrations by
parts, we get:
ν2F(ρε)
= ν2F(ρ) + ε
4
ν2
∫∫ 1
0
∫ 〈
∇ log ρi(t, x),Dξ(t, x) · ∇ log ρi(t, x) +∇div ξ(t, x)
〉
ρi(t, x) dxdtdm(i) + o
ε→0
(ε)
= ν2F(ρ)− ε
〈
div
(∫
wi ⊗ wiρi dm(i)
)
−∇ div
(
ν
2
∫
wiρi dm(i)
)
, ξ
〉
D′,D
+ o
ε→0
(ε)
= ν2F(ρ)− ε
〈
div
(∫
wi ⊗ wiρi dm(i)
)
, ξ
〉
D′,D
+ o
ε→0
(ε), (40)
where the last line is obtained using:∫
wiρi dm(i) =
1
2
∫
∇ρi dm(i) = 1
2
∇
∫
ρi dm(i) =
1
2
∇Leb = 0.
Conclusion. Hence, gathering the convex inequality (34), the expansion of the bracket (35), inequality
(38) and the two estimates (39) and (40), we get:
H∗ν(ρ, c)− ε
〈∇p,div ξ〉D′,D
≤H∗ν(ρ, c) + ε
〈
∂t
(∫
ciρi dm(i)
)
+ div
(∫ {
ci ⊗ ci − wi ⊗ wi
}
ρi dm(i)
)
, ξ
〉
D′,D
+ o
ε→0
(ε).
Letting ε go to zero, this formula implies that for all ξ ∈ D((0, 1)× Td),〈
∂t
(∫
ciρi dm(i)
)
+ div
(∫ {
ci ⊗ ci − wi ⊗ wi
}
ρi dm(i)
)
+∇p, ξ
〉
D′,D
≥ 0.
But replacing ξ by −ξ, this inequality is in fact an equality, and it exactly means that (32) holds in a
distributional sense.
2.4 Conclusion of the proof of Theorem 5
Theorem 5 follows easily from Lemma 12, Lemma 13 and Lemma 14. Because of Lemma 12, H∗ν is
convex and lower semi-continuous, and thanks to Lemma 14, we can find p ∈ ∂H∗ν ⊂ E ′0 i.e. such that for
all ϕ ∈ E0,
H∗ν(1 + ϕ) ≥H∗ν(Leb) + 〈p, ϕ〉.
But in that case, if (ρ˜, c˜) is as in the statement of Theorem 5, and if (ρ, c) is the solution of MBro¨ν(ρ0,ρ1),
then
Hν(ρ˜, c˜) ≥H∗ν(1 + ϕ) ≥H∗ν(Leb) + 〈p, ϕ〉 = Hν(ρ, c) + 〈p, ϕ〉.
Uniqueness and formula (10) are directly given by Lemma 14.
3 Link between MBrö and Brö
3.1 Statement of the result
We take γ a bistochastic measure satisfying the condition (3) of existence of a solution for the problem
Bro¨ν(γ), defined in Problem 1. We call as in the introduction Rν ∈ P(C0([0, 1];Rd)) the law of the Brownian
motion starting from Leb. Let P be a solution of Bro¨ν(γ). We define for γ-almost all (x, y) ∈ Td × Td:
P x,y := P (•|X0 = x and X1 = y). (41)
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(As usual, if t ∈ [0, 1], Xt is the evaluation map at time t.) Also call Rν,x,y the Brownian bridge:
Rν,x,y := Rν(•|X0 = x and X1 = y). (42)
For a < b ∈ [0, 1], we call X[a,b] the restriction operator:
X[a,b] : ω ∈ C0([0, 1];Td) 7→ ω|[a,b] ∈ C0([a, b];Td).
Then, we define:
P x,yε := X[ε,1−ε]#P
x,y, Rνε := X[ε,1−ε]#R
ν , Rν,x,yε := X[ε,1−ε]#R
ν,x,y. (43)
We will prove that the family of couples of density and current velocity of P x,y (in the sense of formula (20)
and Theorem 9 of the introduction), with (x, y) ∈ Td × Td is a solution of the problem MBro¨ν with respect
to its own endpoints, with I = Td × Td and m = γ.
Theorem 15. Take γ a bistochastic measure satisfying the condition (3) of existence for Bro¨ν(γ), P the
solution of Bro¨ν(γ), ε ∈ (0, 1/2) and for γ-almost all (x, y) ∈ Td × Td, consider P x,yε as defined by for-
mula (43).
For γ-almost all (x, y), we have:
H(P x,yε |Rνε ) < +∞. (44)
For all t ∈ [0, 1], call ρx,yt := Xt#P x,y and take cx,y : [ε, 1 − ε] × Td → Rd the current velocity of P x,yε as
given by formula (20) and Theorem 9.8
Then (ρ, c) := (ρx,y, cx,y)(x,y)∈Td×Td is the solution of MBro¨ν(ρε,ρ1−ε) between the times t = ε and
t = 1− ε, with I = Td × Td and m = γ.
To prove this theorem, we will need two lemmas. The first one will be useful to show that for γ-almost
all (x, y), P x,yε has a finite entropy with respect to Rνε . It writes as follows.
Lemma 16. Take ε ∈ (0, 1/2) and x, y ∈ Td. We have Rν,x,yε  Rνε , and there exist positive smooth
functions fν,x,yε and gν,x,yε on Td such that the Radon-Nikodym derivative of Rν,x,yε with respect to Rνε is:
dRν,x,yε
dRνε
= fν,x,yε (Xε)g
ν,x,y
ε (X1−ε) (45)
As a consequence, for all Q ∈ P(C0([0, 1];Td)), we have:
H(Qε|Rνε ) = H(Qε|Rν,x,yε ) +
∫
log fν,x,y(x) dρQε (x) +
∫
log gν,x,yε (x) dρ
Q
1−ε(x), (46)
where Qε := X[ε,1−ε]#Q, ρQε := Xε#Q and ρ
Q
1−ε := X1−ε#Q.
Remark 17. The first point of the lemma implies that up to time restrictions, the Brownian bridge Rν,x,y is
the solution of the dynamical Schrödinger problem with respect to its own endpoints, see [32, Theorem 3.3].
The second lemma will let us associate to a solution (ρ, c) to the continuity equation with Hν(ρ, c) < +∞
(recall that Hν is defined by formula (6)) a (Markov) process Q satisfying νH(Q|Rν) ≤ Hν(ρ, c) + endpoint
terms, and whose density is ρ.
Lemma 18. Let (ρ, c) be a solution to the continuity equation with:
Hν(ρ, c) < +∞.
(Hν is defined by (6).) There exist Q ∈ P(C0([0, 1];Td)) such that:
8 A priori, cx,y depends on ε. In fact, we can show with (16)(20) that if ε1 < ε2, then c
x,y
ε2 is the restriction of c
x,y
ε1 to the
set of times [ε2, 1− ε2]. For this reason, and to lighten the notations, we will omit dependence of cx,y in ε.
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• the entropy of Q with respect to Rν is given by:9
Hν(Q) ≤ νH(ρ0|Leb) +H(ρ1|Leb)
2
+Hν(ρ, c) < +∞, (47)
• for all t ∈ [0, 1], Xt#Q = ρt.
We prove Theorem 15 in the next subsection and postpone the proof of Lemma 16 to Subsection 3.3,
and the proof of Lemma 18 to Subsection 3.4.
In these proofs, we will have to build laws P on C0([0, 1];Td) by concatenation. The idea is the following.
Let a < b < c ∈ [0, 1] be three given times, and P1, P2 be laws on C0([a, b];Td) and C0([b, c];Td) respectively.
In the case when there is x ∈ Td such that P1-almost everywhere and P2-almost everywhere, Xb = x, we
will denote by:
P1 ⊗ P2 ∈ P(C0([a, c];Td))
the product measure of P1 and P2 via the identification:
C0([a, c];Td) ∩ {Xb = x} =
(
C0([a, b];Td) ∩ {Xb = x}
)
×
(
C0([b, c];Td) ∩ {Xb = x}
)
.
This construction is easily adapted when there are more than two laws.
Also, if 0 < a < b < 1, and if P is a law on C0([0, 1];Td), the conditional law:
P
(
•
∣∣∣X[a,b]),
which is well defined P -almost everywhere, will be seen as an element of:
P
(
C0([0, a];Td)× C0([b, 1];Td)
)
.
3.2 Proof of Theorem 15 using Lemma 16 and Lemma 18
Take γ, P , ε as in the statement of the theorem. Let us first check the entropy condition (44). By the
disintegration formula for the entropy (14) used with the map X := (X0, X1), we have:
H(P |Rν) = H(γ∣∣(X0, X1)#Rν)+ EP [H(PX0,X1 ∣∣Rν,X0,X1)], (48)
where (P x,y) and (Rν,x,y) are defined in (41) and (42) respectively. In particular, as all the entropies are
nonnegative and as H(P |Rν) < +∞, we have;
P -almost everywhere, H
(
PX0,X1
∣∣Rν,X0,X1) < +∞,
which exactly means that H
(
P x,y
∣∣Rν,x,y) < +∞ for γ-almost all (x, y). Using formula (15) with X =
X[ε,1−ε], the restriction operator, we deduce that:
for γ-almost all (x, y), H
(
P x,yε
∣∣Rν,x,yε ) < +∞.
We conclude by estimating H
(
P x,yε
∣∣Rν,x,yε ) with the help of formula (46) of Lemma 16, using the fact that
fν,x,yε and gν,x,yε are bounded away from 0.
Hence, we consider (ρ, c) as in the statement of the theorem. We need to prove that this is a so-
lution of MBro¨ν(ρε,ρ1−ε) between the times ε and 1 − ε. So let us take an other competitor (ρ˜, c˜) =
(ρ˜x,y, c˜x,y)(x,y)∈Td×Td for this problem (in particular, (ρ˜, c˜) is only defined between the times ε and 1 − ε).
We will build from (ρ˜, c˜) a competitor Q for Bro¨ν(γ).
9We could check that our construction leads to a law Q whose current velocity is c, and hence because of inequality (21),
this inequality is in fact an equality. But as we will not need this fact, we will not prove it.
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Construction of Q. For (x, y) ∈ Td×Td, the following construction of Qx,y clearly makes sense γ-almost
everywhere. First we define:
P x,yε,0 := X[0,ε]#P
x,y, and P x,yε,1 := X[1−ε,1]#P
x,y.
Then, we take Qx,yε ∈ P(C0([ε, 1 − ε];Td)) as given by Lemma 18 from (ρ˜x,y, c˜x,y). We define Qx,y by
concatenation:
Qx,y :=
∫
C0([ε,1−ε];Td)
P x,yε,0 (•|Xε = ωε)⊗ δω ⊗ P x,yε,1 (•|X1−ε = ω1−ε) dQx,yε (ω). (49)
Finally, we define Q by:
Q :=
∫
Qx,y dγ(x, y). (50)
Marginal laws of Qx,y. From formula (49), we easily get:
X[ε,1−ε]#Qx,y =
∫
X[ε,1−ε]#
{
P x,yε,0 (•|Xε = ωε)⊗ δω ⊗ P x,yε,1 (•|X1−ε = ω1−ε)
}
dQx,yε (ω)
=
∫
δω dQ
x,y
ε (ω) = Q
x,y
ε . (51)
In addition, as Xε#Qx,yε = ρx,yε = Xε#P
x,y
0,ε , we also have:
X[0,ε]#Q
x,y =
∫
X[0,ε]#
{
P x,yε,0 (•|Xε = ωε)⊗ δω ⊗ P x,yε,1 (•|X1−ε = ω1−ε)
}
dQx,yε (ω)
=
∫
P x,yε,0 (•|Xε = ωε) dQx,yε (ω)
=
∫
P x,yε,0 (•|Xε = z) dρx,yε |t=ε(z) = P x,y0,ε . (52)
In the same way:
X[1−ε,1]#Qx,y = P
x,y
1,ε (53)
The law Q is a competitor for Brödinger. First Qx,y-almost all path joins x to y, so that by (50):
(X0, X1)#Q = γ.
Let us check the incompressibility. From formulae (51), (52) and (53), we deduce that for all t ∈ [0, 1]
and γ-almost all (x, y) ∈ Td × Td:
Xt#Q
x,y =

ρx,yt if t ∈ [0, ε],
ρ˜x,yt if t ∈ [ε, 1− ε],
ρx,yt if t ∈ [1− ε, 1].
Consequently, if t ∈ [0, ε] ∪ [1− ε, ε], we have:
Xt#Q =
∫
ρx,yt dγ(x, y) =
∫
Xt#P
x,y dγ(x, y) = Xt#
∫
P x,y dγ(x, y) = Xt#P = Leb,
because P , as the solution of Bro¨ν(γ), is incompressible and compatible with γ. If t ∈ [ε, 1− ε],
Xt#Q =
∫
ρ˜x,yt dγ(x, y) = Leb,
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because (ρ˜, c˜) is a competitor for MBro¨(ρε,ρ1−ε) with (I,m) = (Td × Td, γ), and is hence incompressible.
We conclude that Q is a competitor for Bro¨ν(γ). In particular:
Hν(Q) = νH(Q|Rν) ≥ νH(P |Rν) = Hν(P ). (54)
From now on, the goal is to express the entropies H(P |Rν) and H(Q|Rν) in terms ofHν(ρ, c) andHν(ρ˜, c˜),
and to use (54) to compare Hν(ρ, c) and Hν(ρ˜, c˜).10
Computation of the entropy of P . We first compute H(P |Rν). First, (48) can be rewritten:
H(P |Rν) = H(γ∣∣(X0, X1)#Rν) + ∫ H(P x,y|Rν,x,y) dγ(x, y). (55)
Then to compute H(P x,y|Rν,x,y), we use the additive property of the entropy (14), but this time with
X = X[ε,1−ε]. This leads for γ-almost all (x, y) to:
H(P x,y|Rν,x,y) = H(P x,yε |Rν,x,yε ) + EPx,y
[
H
(
P x,y(•|X[ε,1−ε])
∣∣∣Rν,x,y(•|X[ε,1−ε]))] (56)
We compute the first term thanks to formula (46) of Lemma 16 and inequality (21):
νH(P x,yε |Rν,x,yε ) ≥ ν
H(ρx,yε |Leb) +H(ρx,y1−ε|Leb)
2
− ν
∫
log fν,x,yε dρ
x,y
ε − ν
∫
log gν,x,yε dρ
x,y
1−ε +Hν(ρx,y, cx,y). (57)
An inequality for the second term. On the other hand, as Rν,x,y is Markovian. In particular, calling:
Rν,x,yε,0 := X[0,ε]#R
ν,x,y, and Rν,x,yε,1 := X[1−ε,1]#R
ν,x,y,
we have:
X[0,ε]#R
ν,x,y(•|X[ε,1−ε]) = Rν,x,yε,0 (•|Xε),
Rν,x,y(•|X[0,1−ε]) = Rν,x,yε,1 (•|X1−ε).
Consequently, using (14) with X = X[0,ε], we have P x,y-almost surely:
H
(
P x,y(•|X[ε,1−ε])
∣∣∣Rν,x,y(•|X[ε,1−ε]))
= H
(
X[0,ε]#P
x,y(•|X[ε,1−ε])
∣∣∣Rν,x,yε,0 (•|Xε))+ EPx,y(•|X[ε,1−ε])[H(P x,y(•|X[0,1−ε])∣∣∣Rν,x,yε,1 (•|X1−ε))]
= H
(
X[0,ε]#P
x,y(•|X[ε,1−ε])
∣∣∣Rν,x,yε,0 (•|Xε))+ EPx,y[H(P x,y(•|X[0,1−ε])∣∣∣Rν,x,yε,1 (•|X1−ε))∣∣∣X[ε,1−ε]].
Remark the following identities:
EPx,y
[
X[0,ε]#P
x,y(•|X[ε,1−ε])
∣∣∣Xε] = P x,yε,0 (•|Xε),
EPx,y
[
P x,y(•|X[0,1−ε])
∣∣∣X1−ε] = P x,yε,1 (•|X1−ε).
10 With a slight abuse of notation, we still call Hν and Hν the functionals defined by formulas (6)(8), but only integrating
between the times ε and 1− ε.
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Integrating the previous formula with respect to P x,y and using Jensen’s inequality in the last line:
EPx,y
[
H
(
P x,y(•|X[ε,1−ε])
∣∣∣Rν,x,y(•|X[ε,1−ε]))]
= EPx,y
[
H
(
X[0,ε]#P
x,y(•|X[ε,1−ε])
∣∣∣Rν,x,yε,0 (•|Xε))]
+ EPx,y
[
H
(
P x,y(•|X[0,1−ε])
∣∣∣Rν,x,yε,1 (•|X1−ε))]
= EPx,y
[
EPx,y
[
H
(
X[0,ε]#P
x,y(•|X[ε,1−ε])
∣∣∣Rν,x,yε,0 (•|Xε))∣∣∣Xε]]
+ EPx,y
[
EPx,y
[
H
(
P x,y(•|X[0,1−ε])
∣∣∣Rν,x,yε,1 (•|X1−ε))∣∣∣X1−ε]]
≥ EPx,y
[
H
(
P x,yε,0 (•|Xε)
∣∣∣Rν,x,yε,0 (•|Xε))]+ EPx,y[H(P x,yε,1 (•|X1−ε)∣∣∣Rν,x,yε,1 (•|X1−ε))]. (58)
The entropy of Q. We can do the same computations for Q instead of P . In that case:
• The formulae (55) and (56) are exactly the same, replacing the letter P by the letter Q.
• The inequality (57) is in the other sense (because of formula (47) of Lemma 18), and Hν(ρx,y, cx,y) is
replaced by Hν(ρ˜x,y, c˜x,y):
νH(Qx,yε |Rν,x,yε ) ≤ ν
H(ρx,yε |Leb) +H(ρx,y1−ε|Leb)
2
− ν
∫
log fν,x,yε dρ
x,y
ε − ν
∫
log gν,x,yε dρ
x,y
1−ε +Hν(ρ˜x,y, c˜x,y). (59)
(Recall that ρ˜ and ρ coincide at time t = ε and at time t = 1− ε.)
• As thanks to (49):
Qx,y(•|X[ε,1−ε]) = P x,yε,0 (•|Xε)⊗ P x,yε,1 (•|X1−ε),
we get an equality in (58):
EQx,y
[
H
(
Qx,y(•|X[ε,1−ε])
∣∣∣Rν,x,y(•|X[ε,1−ε]))]
= EQx,y
[
H
(
P x,yε,0 (•|Xε)⊗ P x,yε,1 (•|X1−ε)
∣∣∣Rν,x,y(•|X[ε,1−ε]))]
= EQx,y
[
H
(
P x,yε,0 (•|Xε)
∣∣∣Rν,x,yε,0 (•|Xε))]+ EQx,y[H(P x,yε,1 (•|X1−ε)∣∣∣Rν,x,yε,1 (•|X1−ε))]
= EPx,y
[
H
(
P x,yε,0 (•|Xε)
∣∣∣Rν,x,yε,0 (•|Xε))]+ EPx,y[H(P x,yε,1 (•|X1−ε)∣∣∣Rν,x,yε,1 (•|X1−ε))]. (60)
(The third line follows easy computations using the Markov property:
Rν,x,y(•|X[ε,1−ε]) = Rν,x,yε,0 (•|Xε)⊗Rν,x,yε,1 (•|X1−ε),
and the last one follows from the fact that the marginals of P x,y and Qx,y coincide at time t = ε and
1− ε.)
Gathering the formulae (55), (56) for P and Q, and (57), (58), (59) and (60), we get:
Hν(Q)−Hν(P ) ≤Hν(ρ˜, c˜)−Hν(ρ, c). (61)
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Conclusion. Using (54), we get as announced:
Hν(ρ˜, c˜) ≥Hν(ρ, c),
or in other terms, (ρ, c) is the solution of MBro¨ν(ρε,ρ1−ε).
Remark that in the specific case when (ρ˜, c˜) = (ρ, c), we get Hν(Q) ≤ Hν(P ), which is compatible with
(54) if and only if Hν(Q) = Hν(P ). Hence, in that case, by uniqueness of minimizers in Bro¨ν(γ), P = Q. It
means that inequalities (57) and (58) are in fact equalities. We recover the known fact that for γ-almost all
(x, y), P x,y is Markovian, see [4, Section 3].
3.3 Proof of Lemma 16
First of all, because the Markov property of the Brownian motion Rν , the laws Rνε and Rν,x,yε have the
same bridges:
Rν,x,y-almost everywhere, Rν,x,yε (•|Xε, X1−ε) = Rνε (•|Xε, X1−ε).
In particular, Rν,x,yε  Rνε if and only if (Xε, X1−ε)#Rν,x,yε  (Xε, X1−ε)#Rνε , and in that case:
dRν,x,yε
dRνε
=
d(Xε, X1−ε)#Rν,x,yε
d(Xε, X1−ε)#Rνε
◦ (Xε, X1−ε). (62)
In this proof, we will call:
Rνε,1−ε := (Xε, X1−ε)#R
ν , Rν,x,yε,1−ε := (Xε, X1−ε)#R
ν,x,y, Rν0,ε,1−ε,1 := (X0, Xε, X1−ε, X1)#R
ν .
Let (τνs )s≥0 be the heat flow of diffusivity ν on the torus i.e. the solution to: ∂sτ
ν
s =
ν
2
∆τνs ,
τν0 = δ0.
Since the Brownian motion Rν is a Markov process of generator ν/2∆, the density of Rν0,ε,1−ε,1 has the
following Radon-Nikodym derivative with respect to the measure Leb⊗4:
dRν0,ε,1−ε,1
dLeb⊗4
(a, b, c, d) = τνε (b− a)× τν1−2ε(c− b)× τνε (d− c).
So by classical results concerning the behaviour of Radon-Nikodym derivatives towards conditionings:
dRν,x,yε,1−ε
dLeb⊗2
(b, c) =
τνε (b− x)× τν1−2ε(c− b)× τνε (y − c)∫
τνε (b
′ − x)× τν1−2ε(c′ − b′)× τνε (y − c′) db′ dc′
=
τνε (b− x)× τν1−2ε(c− b)× τνε (y − c)
τν1 (y − x)
. (63)
(The second equality is deduced from the semi-group property of (τνs ).) On the other hand, we have:
dRνε,1−ε
dLeb⊗2
(b, c) = τν1−2ε(c− b). (64)
Gathering formulae (63) and (64), we get:
dRν,x,yε,1−ε
dRνε,1−ε
(b, c) =
τνε (b− x)× τνε (y − c)
τν1 (y − x)
.
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Plugging this identity into (62), we get (45) with:
fν,x,yε (b) :=
τνε (b− x)√
τν1 (y − x)
and gν,x,yε (c) :=
τνε (y − c)√
τν1 (y − x)
.
Then, (46) just follow from the following easy computations:
H(Qε|Rνε ) = EQε
[
log
(
dQε
dRνε
)]
= EQε
[
log
(
dQε
dRν,x,yε
)]
+ EQε
[
log
(
dRν,x,yε
dRνε
)]
= H(Qε|Rν,x,yε ) + EQε [log fν,x,y(Xε)] + EQε [log gν,x,y(X1−ε)] .
The result follows easily.
3.4 Proof of Lemma 18
The proof follows closely the one of [1, Theorem 3.4]. We take (ρ, c) as in the statement of the lemma
and (τε)ε>0 a convolution kernel, everywhere positive. For a given ε > 0, we define:
ρε := ρ ∗ τε and cε := (ρc) ∗ τε
ρε
.
With this definition, (ρε, cε) is clearly a solution to the continuity equation and the following inequality is
classical (see formula (3.5) in [1] with Θ = | • |2/2):
A(ρε, cε) ≤ A(ρ, c). (65)
(Recall that A is defined by formula (4).) Moreover, calling:
w :=
ν
2
∇ log ρ and wε := ν
2
∇ log ρε,
we have:
wε :=
ν
2
∇ρε
ρε
=
ν
2
(∇ρ) ∗ τε
ρε
=
(wρ) ∗ τε
ρε
,
which means that wε is obtained from w in the same way as cε is obtained from c. In particular,
ν2F(ρε) = A(ρε, wε) ≤ A(ρ, w) = ν2F(ρ). (66)
(Recall that F is defined by (5).) Gathering (65) and (66), we get:
Hν(ρε, cε) ≤ Hν(ρ, c). (67)
Finally, we also get easily:
H(ρε0|Leb) ≤ H(ρ0|Leb) and H(ρε1|Leb) ≤ H(ρ1|Leb). (68)
We can suppose that the entropies H(ρ0|Leb) and H(ρ1|Leb) are finite11, because if they are not, Lemma
18 reduces to [1, Theorem 3.4].
At this level of regularity, we can define Qε the (unique) law of the solution to the stochastic differential
equation:
dXt = v
ε(t,Xt) dt+ ν dBt,
11In fact, it is always the case, because we could show that these quantities are controlled by Hν(ρ, c), see [9, Remark A.3].
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starting from ρε0, where vε := cε + wε, and where B is a standard Brownian motion. For t ∈ [0, 1], we
call ρ˜εt := Xt#Qε, the density of Qε at time t. Because (ρε, cε) is a solution to the continuity equation, by
definition of vε:
∂tρ
ε
t + div(ρ
εvε) =
ν
2
∆ρε.
But by a standard application of the Itô formula, we also have:
∂tρ˜
ε
t + div(ρ˜
εvε) =
ν
2
∆ρ˜ε.
Consequently, ρε and ρ˜ε are two solutions to the same parabolic equation with smooth coefficients, and with
the same initial condition. So they coincide.
Thanks to formula (18) (here
−→
bt = v
ε(t,Xt)), H(Qε|Rν) < +∞. So by Theorem 10, the osmotic velocity
of Qε is ν/2∇ log ρε, and by (20), its current velocity at time t is Qε-almost everywhere:
vε(t,Xt)− ν
2
∇ log ρε(t,Xt) = cε(t,Xt).
In particular, thanks to (19) and (22), we have:
Hν(Qε) = νH(ρ
ε
0|Leb) +H(ρε1|Leb)
2
+Hν(ρε, cε) ≤ νH(ρ0|Leb) +H(ρ1|Leb)
2
+Hν(ρ, c), (69)
where the last inequality is obtained thanks to (67) and (68). But Hν has compact sublevels for the topology
of narrow convergence, so we can find Q a limit point of (Qε)ε>0.
The density of Q is clearly ρ (the density of a law is continuous with respect to narrow convergence). By
lower semi-continuity of Hν , passing to the limit in (69), we get:
Hν(Q) ≤ νH(ρ0|Leb) +H(ρ1|Leb)
2
+Hν(ρ, c).
Hence, the result.
4 Existence of the pressure in the standard problem Brö
We are now ready to prove Theorem 2. The structure of the proof is the same as the one of 5, so we only
treat the details of the parts that differ.
Given a bistochastic γ satisfying condition (3) and ϕ ∈ E0 with compact support in (0, 1)×Td, we define
a new problem prescribing the density (1 + ϕ) instead of Leb in Bro¨ν(γ), as in Problem 11 in the case of
MBro¨. We call H∗ν(1 + ϕ) the optimal value of Hν in this new problem. As in Lemma 12, H∗ν is convex and
lower semi-continuous for the topology of E0.
Let us prove that ε being fixed, there exists C > 012 such that for all ϕ ∈ E with N(ϕ) ≤ 1/2 and whose
support is included in (ε, 1− ε)× Td,
Hν ∗ (1 + ϕ) ≤ C,
where C only depend on the dimension, ε and (ρε,ρ1−ε)
We define (P x,yε , ρx,y, cx,y)(x,y)∈Td×Td as given by Theorem 15. Recall that by Theorem 15, (ρ, c) =
(ρx,y, cx,y)(x,y)∈Td×Td is a solution of MBro¨ν(ρε,ρ1−ε) between the times ε and 1− ε. Then, we build from
(ρ, c) a competitor (ρ˜, c˜) = (ρ˜x,y, c˜x,y) for MBro¨ν(1 + ϕ) as defined in Problem 11, between the endpoints
ρε and ρ1−ε, and between the times ε and 1− ε, as in the proof of Lemma 13. From this proof, we have:
Hν(ρ˜, c˜) ≤ C, (70)
12Here, C may depend on the dimension, ε, ρε, ρ1−ε and ν. Contrary to before, we do not follow its dependence with respect
to ν.
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where C does not depend on ϕ.
Finally, we consider Q, build from (ρ˜, c˜) as in the proof of Theorem 15. By (61), we have:
H∗ν(1 + ϕ) ≤ Hν(Q) = Hν(P ) +Hν(ρ˜, c˜)−Hν(ρ, c) (71)
≤ Hν(P ) +Hν(ρ˜, c˜) because Hν ≥ 0,
≤ H∗ν(Leb) + C by (70),
≤ C,
taking a larger C, but still independent of ϕ in the last line.
We conclude that for all ε ∈ (0, 1/2), there exists pε ∈ D′((ε, 1 − ε) × Td) such that for all ϕ ∈ E0 with
compact support in (ε, 1− ε)× Td,
H∗ν(1 + ϕ) ≥ H∗ν(Leb) + 〈pε, ϕ〉E′0,E0
We deduce from formula (71) that pε is the pressure field in MBro¨ν(ρε,ρ1−ε), so that by Lemma 14, pε
is unique, and given by formula (10). At last, by footnote 8 and formula (10), if ε1 < ε2, then pε2 is the
restriction of pε1 to the set of times (ε2, 1 − ε2). So we end-up with a unique distribution p satisfying the
properties announced in the statement of Theorem 2.
5 A formal way to derive the equation for the pressure
Recall that in the case of incompressible optimal transport, if P is a solution, and if p is its pressure field
that we suppose to be sufficiently regular, then for all ε ∈ (0, 1/2), P -almost all curve ω is a minimizer of
the Lagrangian: ∫ 1−ε
ε
{ |ω˙t|
2
2
− p(t, ωt)
}
dt
among the set of curves whose positions at time ε and 1− ε are ωε and ω1−ε respectively.
In the case of the Brödinger problem, if P is the solution of Bro¨ν(γ) and if p is its pressure field, the
corresponding expected result would be as follows. For γ-almost all (x, y), P x,yε as defined by formula (43)
should be the solution of the Schrödinger problem in the potential p, aiming at minimizing:
νH(P |Rν)− EP
[∫
p(t,Xt) dt
]
between the times ε and 1 − ε, under constraints Xε#P = Xε#P x,y and X1−ε#P = X1−ε#P x,y. But in
that case, it is known (see for instance [41, Section 4.B]) that calling ρx,y the density of P x,y, cx,y its current
velocity, and wx,y := ν/2∇ log ρx,y, then (ρx,y, cx,y, wx,y) solves the following equations: ∂tρ
x,y + div(ρx,ycx,y) = 0,
∂tc
x,y + (cx,y · ∇)cx,y + (wx,y · ∇)wx,y + ν
2
∆wx,y = −∇p.
(The notation ∆wx,y stands for the Laplacian operator computed coordinate by coordinate.) The second
equation is reminiscent of the classical one:13
∂tc
x,y + (cx,y · ∇)cx,y = −∇p
for the velocity field in optimal transport with potential, plus osmotic terms of order ν2. If we multiply this
equation by ρx,y and if we use the identities:
div(cx,y ⊗ cx,yρx,y) = ρx,y(cx,y · ∇)cx,y + cx,y div(ρx,ycx,y),
div(wx,y ⊗ wx,yρx,y) = ν
4
2
∆∇ρx,y − ν
2
ρx,y∆wx,y − ρx,y(wx,y · ∇)wx,y,
13usually written under the form of a Hamilton-Jacobi equation for θx,y satisfying cx,y = ∇θx,y , see [13].
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we get the following equation for the momentum:
∂t(ρ
x,ycx,y) + div
(
{cx,y ⊗ cx,y − wx,y ⊗ wx,y}ρx,y
)
+
ν
4
∆∇ρx,y
= −ρx,y∇p+ cx,y
((((
((((
((
(∂tρ
x,y + div(ρx,ycx,y)) = −ρx,y∇p.
If we integrate with respect to γ, because of incompressibility, the ∆∇ term cancels and the coefficient in
front of ∇p becomes 1. So we get:
∂t
(∫
ρx,ycx,y dγ(x, y)
)
+ div
(∫
{cx,y ⊗ cx,y − wx,y ⊗ wx,y}ρx,y dγ(x, y)
)
= −∇p.
This is exactly formula (10) derived earlier, with I = Td × Td and m = γ, which is coherent with the fact
that we observed in Theorem 15 that (ρ, c) = (ρx,y, cx,y)(x,y)∈Td×Td is the solution to MBro¨ν when localized
in times, with respect to its own endpoints.
It is likely that just as in the incompressible optimal transport case, regularity estimates for the pressure
field would make it possible to justify rigorously these computations, but we did not pursue in this direction.
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