Abstract-The purpose of Bio med ical Natural Language Processing (BioNLP) is to capture biomed ical phenomena fro m textual data by extracting relevant entities, information and relat ions between biomed ical entit ies (i.e. proteins and genes). In general, in most of the published papers, only binary relations were extracted. In a recent past, the focus is shifted towards extracting more comp lex relat ions in the form of bio-mo lecular events that may include several entities or other relations. In this paper we propose an approach that enables event trigger extraction of relatively comp lex b io-mo lecular events. We approach this problem as a detection of bio-mo lecular event trigger using the well-known algorithm, namely Conditional Random Field (CRF). We apply our experiments on development set. It shows the overall average recall, precision and F-measure values of 64.27504%, 69.97559% and 67.00429%, respectively for the event detection.
I. Introduction
The past history of text mining (TM) shows the great success of different evaluation challenges based on carefully curated resources, such as those organized in the MUC (Chinchor, 1998), TREC (Voorhees, 2007) and ACE (Strassel et al., 2008) events . All these shared tasks have significantly contributed to the progress of their respective fields. This has also been similar for bio-text mining (bio-TM ). So me of the bio-text mining evaluation challenges include the TREC Geno mics track (Hersh et al., 2007) , J NLPBA (Kim et al., 2004) , LLL (Nédellec, 2005) , and Bio Creative (Hirschman et al., 2007) . The first two shared tasks addressed the issues of bio-information retrieval (b io-IR) and bioNamed Entity Recognition (b io-NER), respectively. The last two evaluation campaigns were associated with the bio-info rmation extraction (bio -IE). These two addressed the issues of seeking relations between biomo lecules. With the emergence of NER systems with performance capable of supporting practical applications, the recent interest of the bio-TM community is shifting toward IE.
Relations among bio medical entit ies (i.e. p roteins and genes) are important in understanding bio medical phenomena and must be extracted automatically fro m a large number o f published papers. Most researchers in the field of Bio med ical Natural Language Processing (BioNLP) have focused on extracting binary relat ions, including protein-protein interactions (PPIs) such as LLL and Bio Creative challenges. Binary relat ions are not sufficient for capturing bio med ical phenomena in detail, and there is a growing need for capturing more detailed and complex relat ions. For this purpose, two large corpora, BioInfer and GENIA, have been proposed.
Similarly to previous bio-text mining challenges (e.g., LLL and Bio Creative), the BioNLP'09 Shared Task (also addressed bio-IE, but it tried to look one step further toward finer-grained IE. The difference in focus is motivated in part by different applications envisioned as being supported by the IE methods. For examp le, BioCreative aims to support curation of PPI databases such as MINT (Chatr-aryamontri et al., 2007), for a long time one of the primary tasks of b ioinformatics. The Bio NLP'09 shared task contains simple events and complex events. Whereas the simple events consist of binary relations between proteins and their textual triggers, the comp lex events consist of mu ltiple relations among proteins, events, and their textual triggers. Bindings can represent events among mu ltiple proteins, and regulations can represent causality relations between proteins and events. These complex events are mo re informat ive than simple events, and this informat ion is important in modelling biological systems, such as pathways. The primary goal of BioNLP-09 shared task was aimed to support the development of more detailed and structured databases, e.g. pathway (Bader et al., 2006) or Gene Ontology Annotation (GOA) (Camon et al., 2004) databases, which are gain ing increasing interest in bioinformatics research in response to recent advances in mo lecular biology.
In the present paper, we propose a system that enables the extraction of bio-mo lecular events from the med ical literature. The main goal of event ext raction is I.J. Intelligent Systems and Applications, 2012, 12, 41-47 to detect the bio-molecular events from the texts and to classify them into nine predefined classes, namely gene expression, transcription, protein catabolism, phosphorylation, localizat ion, b inding, regulat ion, positive regulation and negative regulation. We approach the problem fro m a supervised machine learning perspective based on Conditional Random Field (CRF) that makes use of statistical and linguistic features that represent various morphological, syntactic and contextual informat ion of the candidate biomolecular trigger words.
In this paper, I describe the proposed approach for event word extraction, task definit ion, datasets description and experimental results followed by conclusion and future scope.
II. Proposed Approach for Event Word Extraction
In this section we describe our proposed approach for event extraction that involves identificat ion of biomo lecular events from the texts and classification of them into some predefined categories of interest. We approach this problem fro m the supervised machine learning perspective and use Conditional Random Field (CRF). We use a diverse set of features varying from morphological, syntactic and local as well as global context information.
In our approach we have converted the mu lti-word events into single-wo rd event. To do this, first, we have made a list of event words consisting of single word event and mult i-word event fro m the train ing set. Based on this list, all mu lti-wo rd events are converted to single word event using -_‖. For examp le, if a mu lt i-word event is -Gene expression‖, then this is converted to Gene_exp ression. In development set, the mult i-word events which are not in this list can not be converted to single-word event. In this case, the first word is considered as event word for getting evaluation result.
Conditional Random Field
Conditional Rando m Field (CRF) (Lafferty et al., 2001 ) is an undirected graphical model, which is a special case of which corresponds to conditionally trained probabilistic finite state automata. The main advantage of CRF co mes fro m that it can relax the assumption of conditional independence of the observed data often used in generative approaches, an assumption that might be too restrictive for a considerable number of object classes. Additionally, CRF avoids the label bias problem.
CRF is used to calculate the conditional probability of values on designated output nodes given values on other designated input nodes. The conditional probability of a state sequence 
This, as in HMMs, can be obtained eff iciently by dynamic programming.
Here, the CRF parameters are optimized using Limited-memory BFGS [16] 
Features for Event Extraction
In our work, we define and use the following set of features for event extraction. All these features are automatically extracted fro m the training datasets without using any additional domain dependent resources and/or tools. We use CRF++ to generate model by running the tool on training data set.
As CRF++ is designed as a general purpose tool, you have to specify the feature templates in advance. This file describes which features are used in training and testing.
Each line in the template file denotes one template. In each template, special macro %x[ro w,col] will be used to specify a token in the input data. ro w specfies the relative position fro m the current focusing token and col specifies the absolute position of the column. In the following, %x[0,n] represents a n-th feature of a feature vector of current token. It is true if distance fro m nearest protein is between 1 and 9 and the word token is present in the list event words made from training set.
Frequency of name d-entities in sliding wi ndow (Feature):
We calculate the frequencies of NEs with in the various contexts of a sentence. This feature has been defined with the observation that NEs appear most of the times near to the event triggers. Let us suppose that w is the current token and L is the size of the sentence in terms of the number of words. We consider various contexts as: context-size= L/ K, where K: 1 to 10. Now, considering was centre we define a context window as: context-window-size=2*context-size+1. When the size exceeds the length of the sentence, we added some slots and fill it by the class labels -Other-than-NEs‖ (denoted by O). For wo rd w, a feature vector of length 5 is defined. Depending upon the value of K, the corresponding feature fires. The value is set equal to the number of NEs within the contexts of -context-windowsize‖. For examp le, for K=1, the entire sentence is considered (i.e., context-size=L). For the first word of the sentence, the context window is equal to more than twice (i.e., 2*context-size+1) o f the sentence length. For K=2, the context -size is half of the sentence length. Again, centring the word w we define a context of double length by filling the preceding empty slots with O. The feature value is equal to the number of NEs within this window.
Dependency path (Feature):
Dependency relations of the path from the nearest protein are used as the features. Previous approaches use both the words and the dependency relation types to represent the paths (Bunescu and Mooney, 2007; Er kan et al., 2007) . Consider the dependency tree in Figure 1 . The path from -phosphorylation‖ to -CD40‖ is -nsubj inhibits aco mp binding prep to do main nu m‖. Due to the large number of possible words, use of these words on the paths may lead to data sparsity problems, and in turn to poor generalization. Suppose we have a sentence with similar semantics, where the synonym word -prevents‖ is used instead of -inhibits‖. If we use the words on the path to represent the path feature, we end up with two different paths for the two sentences that have similar semantics. Therefore, in this work we use only the dependency relation types among the words to represent the paths. For examp le, the path feature extracted for the (phosphorylation, CD40) negative trigger/participant pair is -nsubj acomp prep to num‖ and the path feature extracted for the (phosphorylation, 
Task definition:
The Bio NLP Shared Task focuses on extraction of bio-events particularly on proteins or genes (Proteins and gene are not distinguished). To concentrate effo rts on the novel aspects of the extract ion task, it is assumed that the protein recognition has been already performed, and the shared task begins with a gold standard set of proteins annotations. The shared task is designed to address a semantically rich IE problem as a whole, but divided into three subtasks to allow separate evaluation of the performance for different aspects of the problem.
Task 1. Core event extraction
This task is to identify events concerning the given proteins. This task involves event trigger detection, event typing, and primary argument recognition.
e.g.) phosphorylation of TRAF2
-> (Type: Phosphorylation, Theme: TRAF2)
Task 2. Event enrichment (optional)
This task is to find secondary argumentsents of events that further specify the event extracted by Task 1. This task involves the recognition of entities (other than proteins) and the assignment of these entities as event arguments.
e.g.) localization of beta-catenin into nucleus -> (Type: Localization, Theme: beta-catenin, ToLoc: nucleus)
Task 3. Negati on and s peculation recogni tion (optional)
This task is to find negations and speculations regarding events extracted by Task 1.
e.g.) TRADD did not interact with TES2 -> (Negation (Type: Binding, Theme: TRADD, Theme:TES2)) We are working on task-1. Event word detection is part of task-1.
Example:
Consider the fo llowing samp le text fro m biolog ical domain.
Text: TRA DD was the only protein that interacted with wild-type TES2 and not with isoleucine-mutated TES2.
Protein annotation (filename.a1) of the above text:
T1
Protein 0 
Datasets:
The BioNLP-09 shared task datasets were p repared based on the GENIA event corpus. Training and development datasets were derived fro m the publicly available event corpus . The test set was obtained fro m an unpublished portion of the corpus. We present some statistics of the datasets in Table 1 . The shared task organizers made some changes to the original GENIA event corpus. Irrelevant annotations were removed, and some new types of annotation were added to make the event annotation more appropriate. The named entity (NE) annotation of the GENIA corpus has been somewhat controversial due to differences in annotation principles compared to other biomed ical NE corpora. There is no distinction between proteins and genes in the widely applied GENETA G corpus (Tanabe et al., 2005) , but in GENIA there were differences between these two. Such differences have caused significant inconsistency in methods and resources follo wing d ifferent annotation schemes. In the GENIA corpus, appropriate revision of the original annotation was made to remove and/or reduce the inconsistency. Details can be found in Ohta et al. (2009).
Experimental Results
We use CRF for training and testing. The system is tuned on the development data, and the results are reported using 3-fo ld cross validation. It is to be noted that due to the unavailability of gold-standard annotations we were unable to evaluate the system with the test dataset. The system is evaluated with the standard recall, precision and F-measure metrics. We followed the strict matching criterion, i.e. credit is given if and only if (1) the event types are the same and (2) the event triggers are the same. 
IV. Conclusion and Future Work
In this paper we have proposed a mult iple features based approach to extract bio-mo lecular event triggers using Conditional Rando m Field that involves identification of co mp lex bio-mo lecular events. We have used CRF that explo its various statistical and linguistic features in the forms of morphological, syntactic and contextual informat ion of the candidate bio-molecular trigger words.
Overall evaluation results suggest that there is still the room for further imp rovement. We would like to investigate distinct and more effective set of features for event identificat ion and to classify them according to predefined nine classes. We would also like to find out the arguments of the identified events . We also would like to try do our experiment with other tools , especially support vector machine, which may improve the experimental result.
