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Tujuan dari penelitian ini memprediksi ekspor bijih coklat menurut negara tujuan utama dalam mendorong 
laju pertumbuhan ekonomi. Biji coklat termasuk produk perkebunan diekspor dan sangat menguntungkan 
bagi Indonesia. Pemerintah harus dapat memprediksi ekspor bijih coklat di masa depan sehingga 
pemerintah dapat mengambil langkah-langkah atau kebijakan tentang bagaimana membuat strategi yang 
handal dalam upaya meningkatkan ekspor bijih coklat di masa depan.. Model jaringan syaraf tiruan yang 
digunakan adalah Resilient Backpropagation (RProp). Algoritma Rprop merupakan hasil pengembangan 
algoritma backpropagation. Setelah percobaan pelatihan dan pengujian model arsitektur 12-4-1, 12-8-1, 
12-12-1, dan 12-16-1, model arsitektur terbaik adalah 12-4-1 dengan akurasi 100%. Dengan menggunakan 
model ini hasil prediksi ekspor biji coklat dengan akurasi 100% diperoleh. 
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PENDAHULUAN 
Coklat adalah komoditas andalan 
perkebunan yang peranannya sangat penting 
bagi perekonomian nasional. (Jhon David 
H.2011). Biji coklat termasuk hasil 
perkebunan yang diekspor dan sangat 
menguntungkan bagi Indonesia.  
Model JST yang digunakan dalam 
penelitian ini adalah metode Resilient 
Backpropagation.Penelitian ini akan 
memberikan sebuah model arsitektur untuk 
memprediksi ekspor bijih coklat, dimana 
nantinya hasil penelitian ini dapat dijadikan 
sebuah referensi untuk pemerintah dalam 
menentukan kebijakan dikedepannya. 
Penelitian ini diharapkan akan memberikan 
data yang akurat dan realistis sehingga layak 
untuk menjadi sebuah tolak ukur atau 




Data diambil dari Badan Pusat Statistik 
Nasional Indonesia.  
 
 
Gambar 1.  Alur Kerja Penelitian 
 
Keterangan Kerangka Kerja : 
1. Pengumpulan Data  
2. Studi Pustaka 
3. Identifikasi Masalah 
4. Praproses 
5. Pengujian Jaringan Saraf Tiruan  
6. Penentuan Model  
7. Pengujian Hasil Pengolahan Data  
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Sumber Data 
Data penelitian adalah data produksi ekspor 
bijih coklat menurut negara tujuan utama dari 
tahun 2002 sampai dengan tahun 2015.  
 
Tabel 1. Data Mentah 
 
 
Tabel 2. Data Pelatihan dan Pengujian 
 
 




Berdasarkan arsitekturnya, model 
Jaringan Saraf Tiruan digolongkan 
menjadi(Windarto, 2017):  








2. Jaringan Layar Jamak (Multilayer Net) 
 
 
Gambar 3.Jaringan Layar Jamak 
 
3. Jaringan Reccurent (Reccurent Network)  
 
Algoritma Backpropagation 
Terdapat 3 fase dalam pelatihan 
Backpropagation, yaitu fase maju (feed 
forward), fase mundur (back propagation), 
dan fase modifikasi bobot. (Nurmila, 
Sugiharto and Sarwoko, 2005). 
Secara rinci algoritma pelatihan 
jaringan Backpropagation dapat diuraikan 
sebagai berikut (Agustin, 2012)(Febrina, 
Arina and Ekawati, 2013)(Kusmaryanto, 
2014) : 
Langkah 0 : Inisialisasi bobot-bobot, 
konstanta laju pelatihan (α), 
teleransi error atau nilai bobot ( 
bila menggunakan nilai bobot 
sebagai kondisi berhenti) atau 
set maksimal epoch (jika 
menggunakan banyaknya epoch 
sebagai kondisi berhenti). 
Langkah 1 : Selama kondisi berhenti belum 
dicapai, maka lakukan langkah 
ke-2 hingga langkah ke-9. 
Langkah 2 : Untuk setiap pasangan pola 
pelatihan, lakukan langkah ke-3 
sampai langkah ke- 8. 
Langkah 3 : {Tahap I : Umpan maju 
(feedforwand)}. Tiap unit 
masukan menerima sinyal dan 
meneruskannya ke unit 
tersembunyi diatasnya. 
Langkah 4 : Masing-masing unit di lapisan 
tersembunyi (dari unit ke-1 
hingga unit ke-p) dikalikan 
dengan bobotnya dan 
dijumlahkan serta ditambahkan 
dengan biasnya. 
Langkah 5 : Masing-masing unit output 
(yk,k=1,2,3,...m) dikalikan 
dengan bobot dan dijumlahkan 
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Langkah 6 : {Tahap II : Umpan mundur 
(backward propagation)}. 
Langkah 7 : Pada setiap unit 
dilapisan tersembunyi (dari unit 
ke-1 hingga ke-p; 
i=1…n;k=1…m) dilakukan 
perhitungan informasi 
kesalahan lapisan tersembunyi 
(δj). δj kemudian digunakan 
untuk menghitung 
besarkoreksibobot dan bias 
(∆Vji dan ∆Vjo)antara lapisan 
input dan lapisan tersembunyi. 
Langkah 8 : {Tahap III : Pengupdatean bobot 
dan bias}. Masing-masing unit 
output/keluaran (yk, 
k=1,2,3,…,m) dilakukan 
pengupdatean bias dan bobotnya 
(j=0,1,2,...p) sehingga 
menghasilkan bobot dan bias 
baru. Demikian juga untuk 
setiap unit tersembunyi mulai 
dari unit ke-1 sampai dengan 
unit ke-p dilakukan 
pengupdatean bobot dan bias. 
Langkah 9 : Uji kondisi berhenti (akhir 
iterasi). 
 
Algoritma Resilient Backpropagation 
Model jaringan syaraf tiruan yang 
digunakan adalah Resilient Backpropagation 
(RProp). Algoritma Rprop merupakan hasil 
pengembangan algoritma backpropagation. 
Perubahan bobot pada backpropagation 
dipengaruhi oleh learning rate (laju 
pembelajaran) dan tergantung dari 
kemiringan kurva error (
𝝏𝑬
𝝏𝑾𝒊𝒋
). Semakin kecil 
learning rate (laju pembelajaran), proses 
pembelajaran semakin lama. Sedangkan 
semakin besar learning rate, nilai bobot akan 
jauh dari bobot minimum. Untuk mengatasi 
hal tersebut, dikembangkan algoritma baru 
yang disebut Rprop. Algoritma ini 
menggunakan tanda (positif atau negatif) dari 
gradient untuk menunjukkan arah 
penyesuaian bobot. Sedangkan ukuran 
perubahan bobot ditentukan dengan nilai 
penyesuaian ( ∆0 ) (Apriliyah and M, Wayan 
Firdaus, 2008). Algoritma Resilient untuk 
mengubah bobot dan jaringan bias dengan 
proses adaptasi langsung pembobotan 
berdasarkan informasi gradien lokal dari 
iterasi pembelajaran (Saputra et al., 2017). 
 
HASIL DAN PEMBAHASAN 
Pendefenisian Input dan Target 
 Adapun data daftar variabel dalam 
ekspor bijih coklat menurut negara tujuan 
utamadapat dilihat pada tabel 2. 
 
Tabel 2. Data Kriteria Data Pelatihan dan 
Pengujian 
 
No Variabel Nama Kiteria 
1 X1 Data Tahun 2002 
2 X2 Data Tahun 2003 
3 X3 Data Tahun 2004 
4 X4 Data Tahun 2005 
5 X5 Data Tahun 2006 
6 X6 Data Tahun 2007  
7 X7 Data Tahun 2008 
8 X8 Data Tahun 2009 
9 X9 Data Tahun 2010 
10 X10 Data Tahun 2011 
11 X11 Data Tahun 2012 
12 X12 Data Tahun 2013 
13 X13 Data Tahun 2014 
14 Target  Data Tahun 2015 
 
Pendefenisian Output 
Hasil yang diharapkan pada tahap 
pendefenisian ini adalah untuk mencari pola 
menentukan nilai terbaik untuk memprediksi 
ekspor bijih coklat menurut negara tujuan 
utama. Hasil pengujian adalah sebagai 
berikut: 
a. Output dari penelitian ini adalah pola arsitektur 
terbaik untuk memprediksi jumlah produksi padi 
berdasarkan provinsi dengan melihat error minimum. 
b. Kategorisasi Output pelatihan (train) dan pengujian 
(test) 
Kategori untuk output ditentukan 
oleh tingkat error minimumdari target. 
Batasan kategori tersebut terdapat pada tabel 
3: 
Tabel 3. Data Kategorisasi 
No Keterangan Error 
Minimum 
1 Benar <=0.05 
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Pengolahan Data 
Pengolahan data dilakukan dengan 
bantuan Matlab R2011A aplikasi perangkat 
lunak yang dapat menyelesaikan soal-soal 





+ 0.1     (1) 
 
Tabel 4. Data Mentah Ekspor Bijih Coklat 
 
 








Perancangan Arsitektur Jaringan Syaraf 
Tiruan 
Jaringan yang digunakan untuk dalam 
memprediksi ekspor bijih coklat menurut 
negara tujuan utama dengan resilient 
backpropogation dengan langkah 
pembelajaran  feedforward. Berikut 
karakteristik arsitektur yang digunakan. 
 
Tabel 7. Karakteristik Arsitektur 
Karakteristik Spesifikasi 
Arsitektur 1 hidden layer 
Data Input 12 
Hidden Layer 4, 8, 12, 16 
Goal 0.01 
Maksimum Epochs 100000 
Learning Rate 0.1 
Training Function Trainrp 
 
Pemilihan Arsitektur Terbaik 
Setelah selesai melakukan pelatihan 
dan pengujian terhadap data-data yang ada, 
maka di hasilkan output berupa akurasi 
kebenaran, jumlah epochs dan MSE dari setiap 
model. Arsitektur yang terbaik dapat dilihat 
dari tingkat akurasi kebenaran, sedikit 
banyaknya epochs dan besar kecil nya MSE. 
Berikut adalah data akurasi, jumlah epochs dan 
MSE dari model yang telah diuji sesuai dengan 
tabel 6 : 
 
Tabel 8. Hasil Rekapitulasi Model 
Rekapitulasi Model 
Model 12-4-1 12-8-1 12-12-1 12-16-1 
Epochs 407 575 283 260 
MSE 0.016956 0.007852 0.006405 0.01179
3 
Akurasi 80% 100% 100% 100% 
 
Berdasarkan hasil diatas maka didapat 
model arsitektur terbaik diantara model 12-4-
1, 12-8-1, 12-12-1, dan 12-16-1 adalah model 
12-12-1 dengan akurasi kebenaran 100%, 
jumlah epochs 283 dan MSE sebesar 
0.006405.  
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Gambar 4.Pelatihan Model 12-4-1 
 
 
Gambar 5. Performance Model 12-4-1 
 
Prediksi Ekspor Bijih Coklat Menurut 
Negara Tujuan Utama 
 Setelah sebelumnya didapatkan 
model arsitektur yang terbaik, maka 
selanjutnya adalah melakukan prediksi 
dengan menggunakan model tersebut. 
Transformasi nilai prediksi dapat 
menggunakan rumus : 
 
X=(x’-0.1)*(xmax-xmin)/0.8)+xmin     (2) 
Dimana : 
 X  = Nilai Prediksi 
 X’ = Nilai Output 
 Xmax = Nilai Maksimum Asli 
 Xmin  = Nilai Minimum Asli 
 
Berikut merupakan hasil prediksi yang telah 








Tabel 10. Prediksi Ekspor Biji Coklat Menurut 





Berdasarkan penelitian yang telah 
dilakukan,didapatkan beberapa 
kesimpulanya itu : 
1. Model arsitektur terbaik dapat ditentukan 
akurasi kebenaran, jumlah epochs dan 
MSE setiap model arsitektur. 
2. Setelah dilakukan percobaan pelatihan 
dan pengujian  model arsitektur 12-4-1, 
12-8-1, 12-12-1, dan 12-16-1 didapatkan 
model arsitektur terbaik adalah model 
12-4-1 dengan akurasi kebenaran 100%. 
3. Dengan menggunakan model arsitektur 
12-4-1 dapat di lakukan prediksi ekspor 
bijih coklat dengan akurasi kebenaran 
100%. 
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