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a b s t r a c t
Quasi-Monte Carlo (QMC) methods are important numerical tools
in computational finance. Path generationmethods (PGMs), such as
Brownian bridge and principal component analysis, play a crucial
role in QMC methods. Their effectiveness, however, is problem-
dependent. This paper attempts to understandhowaPGM interacts
with the underlying function and affects the accuracy of QMC
methods. To achieve this objective, we develop efficient methods
to assess the impact of PGMs. The first method is to exploit a
quadratic approximation of the underlying function and to analyze
the effective dimension and dimension distribution (which can be
done analytically). The second method is to carry out a QMC error
analysis on the quadratic approximation, establishing an explicit
relationship between the QMC error and the PGM. Equalities and
bounds on the QMC errors are established, in which the effect
of the PGM is separated from the effect of the point set (in a
similar way to the Koksma–Hlawka inequality). New measures
for quantifying the accuracy of QMC methods combining with
PGMs are introduced. The usefulness of the proposed methods is
demonstrated on two typical high-dimensional finance problems,
namely, the pricing of mortgage-backed securities and Asian
options (with zero strike price). It is found that the success or
failure of PGMs that do not take into account the underlying
functions (such as the standard method, Brownian bridge and
principal component analysis) strongly depends on the problem
and the model parameters. On the other hand, the PGMs that
take into account the underlying function are robust and powerful.
The investigation presents new insight on PGMs and provides
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constructive guidance on the implementation and the design of
new PGMs and new QMC rules.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Many problems in computational finance can be formulated as high-dimensional integrals. These
integrals are typically very complicated and cannot be evaluated analytically. Consequently, Monte
Carlo (MC)methods have become a useful numerical tool in providing approximate solutions to these
problems (see [4]). The classic MC approximation for an integral over a d-dimensional unit cube is
given by the equal-weight quadrature rule
I(f ) =

[0,1]d
f (u) du ≈ 1
n
n
k=1
f (u(k)), (1)
where u(1), . . . ,u(n) are independent random samples from the uniform distribution on [0, 1]d.
The MC method has a convergence rate of O(n−1/2) for square integrable functions. Despite the
convergence rate being independent of dimension, the MCmethod is often criticized for being a slow
method.
In the past decade or so, quasi-Monte Carlo (QMC) methods have become an important numerical
tool in computational finance (they were initially introduced and studied by number theorists
50 years ago). QMC methods are deterministic versions of MC methods, which are also equal-weight
quadrature rules of the form (1), but aim to outperformMCmethods by clever choices of deterministic
points, known as low discrepancy points. There are two kinds of low discrepancy points, namely,
digital nets and good lattice points. From the well-known Koksma–Hlawka inequality (see [14]), a
QMC algorithm has a deterministic error bound O(n−1(log n)d) for functions of bounded variation in
the sense of Hardy and Krause. This convergence rate is asymptotically much better than that of MC.
However, the theoretical faster asymptotical convergence of QMC could not be practically achieved in
high dimensions (since the factor (log n)d cannot be ignoredwhen d is large). On the other hand,many
experiments found that QMC outperforms MC by a wide margin for a variety of problems in finance
with dimensions as high as hundreds (see [7,15,19]). This brought a dramatic revival of interest in
QMC methods.
The success of QMCmethods in high dimensionswas a surprise. The classical theory cannot explain
this (in fact, the classical theory had suggested that QMC methods would begin to run out of steam
when the dimension exceeded 10 or 20). In recent years, a lot of research has been devoted to
explaining the great success of QMCmethods. The theory ofweighted function spaces (see [20]) and the
concept of effective dimension (see [3]) offer possible explanations. On the aspect of weighted function
spaces, weights are introduced to characterize the relative importance of variables or collections
of variables. If the weights decay sufficiently fast, then the curse of dimensionality can be broken
even with a worst case guarantee [20]. Moreover, it is possible to obtain the optimal convergence
O(n−1+ε) (for arbitrary ε > 0) independent of the dimension in weighted function spaces with fast
decaying weights using Sobol’ or Niederreiter sequence [23]. However, the functions encountered
in typical finance problems rarely belong to the established weighted function spaces due to the
lack of smoothness. It remains challenging to extend the framework of weighted function spaces.
Note that a convergence similar to O(n−1+ε) has been shown for a different function class which
includes some problems in finance; see [18]. On the aspect of effective dimension, it is observed
that some typical high-dimensional finance problems are of small effective dimension [3,25,26]. It
is believed that functions of low effective dimension are usually (but not always) easier to integrate
numerically byQMC. But it not yet entirely clearwhether loweffective dimension is commonor is only
confined to a narrow class of problems. The concept of concentration of measure offers a reason for
optimism.
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Typical low discrepancy points (such as Sobol’ and Halton points) are better distributed in their
initial dimensions yet exhibit poor uniformity in projections onto later dimensions [12,27]. To
improve QMCmethods there is a strong motivation to reduce the effective dimension of the problem
by concentrating the variance on the initial dimensions such that the better quality of the initial
dimensions of low discrepancy points can be fully exploited. Methods thatmay increase the efficiency
of QMC via the reduction of effective dimension include the Brownian bridge (BB) [3,13] and the
refinedBB [9], the principal component analysis (PCA) [1] and its variants [2], the linear transformation
(LT) [5] and its generalization [6]. All these methods are known as path generation methods (PGMs)
in the finance literature, since they are related to the generation of the underlying processes of the
financial models, such as Brownian motion (BM). PGMs are essentially methods of transformation.
While some studies have documented numerically the effectiveness of BB and PCA, others have
cautioned against the naive application of these methods. For example, [17] showed that BB performs
worse than the standard method (STD) for pricing digital options. Wang and Sloan [28] showed that
even for Asian options with different weights for average, BB or PCA does not offer a consistent
advantage. How commonplace is this phenomenon in practice? The analysis in [29] shows that for
financial derivatives with discontinuous payoff functions, PGMs (including BB and PCA) have strong
impact on the structure of discontinuity. The discontinuity can be friendly or unfriendly for QMC
depending on the PGM, and this could significantly affect the accuracy of QMC.
Due to the possible pitfalls of BB or PCA, a more powerful approach would have the ability to take
into account the underlying function. This is exactly themotivation that underlies the LTmethod of [5]
which aims tominimize the truncationdimension. The LTmethodworkswell as long as the underlying
function behaves, more or less, linearly (such situations seem not rare in finance). On the other hand,
we will argue in Section 4 that even for a purely linear function, the LT method is not necessarily
optimal in reducing the QMC error, though it is optimal in reducing the effective dimension. A related
and simpler PGM for some special class of payoff functions is proposed in [28]. A method that takes
into account the discontinuity structure is presented in [29].
What can we learn from these enlightening and yet conflicting studies? First, the effectiveness
of QMC methods crucially depends on the PGM. Without a suitable PGM, QMC does not necessarily
outperform MC (QMC may perform worse than MC). Second, the effectiveness of a PGM is problem-
dependent. Even with the same low discrepancy point set, the same PGM can have quite different
performance depending on the problems. Third, it is important to design good PGMs for a given
problem or a class of problems. The exact mechanism of how PGMs interact with the underlying
problem is not yet perfectly understood. The relationship between the accuracy of QMCmethods and
the PGMs is the concern of this paper.
Effective dimension is a useful indicator for the difficulty of high-dimensional integration. Some
works have been devoted to understanding the effect of PGMs on the effective dimension and the
relationship between the effective dimension and the performance of QMC [25,10,24]. We make two
remarks. First, computing the effective dimension numerically requires a large number of function
evaluations and it is usually much more difficult than computing the original integral. Thus it is
desirable to develop more efficient methods. Second and more importantly, most results on the
relationship between the accuracy of QMC methods and the effective dimension are empirical, and
no exact theoretical relationship has been established. A reduction of effective dimension by a PGM
does not imply a reduction of the QMC error (see Section 4.4). A good PGM is the one that results in a
more accurateQMCestimate, but does not necessarily result in smaller effective dimension. Therefore,
a more important task is to establish a direct link between the accuracy of QMC methods and PGMs.
Not much research has been conducted along this direction. There is little theory available to predict
and explain the performance of a PGM in QMC methods.
The purpose of this paper is to show how PGMs affect the accuracy of QMC methods for high-
dimensional problems in finance. We try to understand when and why a PGM may have good or
bad performance in QMC methods by studying how it interacts with the underlying function. This
is achieved by developing efficient methods to assess the impact of PGMs on the effective dimensions
without expensive numerical computations and by establishing explicit relationships between PGMs
and the accuracy of QMCmethods. A deep understanding of the mechanism of PGMs may guide their
implementation and is useful in developing more powerful PGMs and new QMC rules. The design of
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good PGMs that take into account the functions is the focus of the current research, but is not the aim
of this paper.
This paper is organized as follows. In Section 2, we introduce the concepts of effective dimension
and dimension distribution. In Section 3, we review two groups of PGMs and provide a unified
framework of PGMs that take into account the underlying function. In Section 4, we develop efficient
methods to assess the impact of PGMs. One strategy is to exploit a second order Taylor approximation
of the underlying function and investigate the influence of PGMs on the dimension distribution
quantities (which can be done analytically). Another strategy is to carry out a QMC error analysis on
the second order Taylor approximation and establish an explicit relationship between QMC error and
the PGM. Equalities and bounds on QMC errors are derived with a nice property that the effect of a
PGM is separated from the effect of the point set (in a similar way to the Koksma–Hlawka inequality).
New measures for quantifying the accuracy of QMC methods are introduced. In Section 5, the
usefulness of the proposed methods is illustrated on two typical high-dimensional finance problems.
It is shown that the effect of STD, BB and PCA strongly depends on the problem at hand and the
model parameters, whereas the PGMs that take into account the underlying function are robust and
powerful. Conclusions are presented in the last section.
2. Effective dimension and dimension distribution
Consider a square integrable function f (x) defined on [0, 1]d. We say that the expansion
f (x) =

u⊆{1,...,d}
fu(x) (2)
is an ANOVA decomposition of f (x) if for each term fu with ∅ ≠ u ⊆ {1, . . . , d} 1
0
fu(x)dxj = 0 if j ∈ u, (3)
where the summation in (2) is over all subsets of {1, . . . , d}. Based on (2) and (3), we have f∅ = I(f )
and
fu(x) =

[0,1]d−|u|
f (x) dx−u −

v⊂u
fv(x) for ∅ ≠ u ⊆ {1, . . . , d},
where x−u denotes the coordinates of x with indices not in u and |u| is the cardinality. An explicit
formula for fu(x) is presented in [8]. A nice feature of the ANOVA decomposition is the orthogonal
property (in L2 sense), i.e.,

[0,1]d fu(x)fv(x) dx = 0 for u ≠ v. The orthogonal property facilitates the
following decomposition for the total variance
σ 2(f ) =

∅≠u⊆{1,...,d}
σ 2u (f ),
where σ 2(f ) = I(f 2)−[I(f )]2 and σ 2u (f ) = I(f 2u ) are the variances of f (x) and fu(x), respectively, with
x being uniformly distributed on [0, 1]d.
We now define the effective dimensions and the dimension distributions as attributed to [3,16],
respectively. Let 0 < p < 1 be the threshold. The effective dimension in the truncation sense (or
truncation dimension) of f (x) is the smallest integer dt such that
u⊆{1,...,dt }
σ 2u (f ) ≥ p σ 2(f ).
The effective dimension in the superposition sense (or superposition dimension) of f (x) is the smallest
integer ds such that
|u|≤ds
σ 2u (f ) ≥ p σ 2(f ).
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Let U be a randomly chosen non-empty subset of {1, . . . , d} with probability Pr(U = u) =
σ 2u (f )/σ
2(f ). The dimension distribution in the superposition sense is a discrete probability distribution
of the random variable |U| (i.e., the cardinality ofU) with the mass function
νS(ℓ) = 1
σ 2(f )

|u|=ℓ
σ 2u (f ), ℓ = 1, . . . , d.
The dimension distribution in the truncation sense of f (x) is a discrete probability distribution of the
random variableM(U) := max{j | j ∈ U}with the mass function
νT (ℓ) = 1
σ 2(f )

M(U)=ℓ
σ 2u (f ), ℓ = 1, . . . , d.
The mean dimension of f (x) in superposition sense is defined as the expectation of the random
variable |U|, i.e.,
dms := E[|U|] = 1
σ 2(f )

|u|>0
|u| σ 2u (f ).
The mean dimension of f (x) in truncation sense is defined as the expectation of the random variable
M(U), i.e.,
dmt := E[M(U)] = 1
σ 2(f )

|u|>0
M(u) σ 2u (f ).
The effective dimensions are defined through quantiles of the dimension distribution. They
measure how well the function f (x) can be approximated by a lower-dimensional function or by a
sum of lower-dimensional functions. In general cases, the effective dimensions andmean dimensions
can be computed numerically (see [25,10]). But these algorithms are very time-consuming, since they
boil down to evaluating high-dimensional integrals of up to 2d− 1 dimensions. Faster algorithms are
desirable.
The effective dimensions are useful for characterizing the difficulty of integration, since functions
of loweffective dimension are usually believed to be easier to integrate numerically byQMC.However,
the exact relationship between the accuracy of QMC and the effective dimension is not yet established.
Moreover, low effective dimension is neither sufficient nor necessary for QMC to beat MC, since a one
dimensional function can be very hard for QMC (e.g. by being very peaked), and on the other hand,
functions of d variables with maximum effective dimension d can have a convergence rate O(n−1)
with a suitable QMC rule (see [22]). Therefore, though effective dimensions play an important role in
understanding the success of QMC, they cannot be expected to characterize the QMC error precisely
in general.
Recognizing these facts, a key objective of the paper is to develop new ways for quantifying
the accuracy of QMC methods when combined with PGMs. More specifically, by resorting to Taylor
approximations of the original functions, all the effective dimension-related quantities can be found
analytically. Moreover, some newQMC error-relatedmeasures are introduced that have the following
desirable properties. First, the QMC errors are expressed explicitly in terms of these measures.
Second, thesemeasures can be calculated easily (without computing any high-dimensional integrals).
Consequently, these measures enable us to better understand when and why a PGM may have good
or bad performance in QMC applications.
Remark 1. Sometimes it is convenient to directly carry out the ANOVA decomposition for a function
f (x) defined on the whole space Rd with the Gaussian weights
P (x;N(0, Id)) =: 1
(2π)d/2
exp

−1
2
xTx

,
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where P (x;N(0, Id)) is the density of d-dimensional standard normal distribution and Id is the d× d
identity matrix. This can be done without mapping the function to the unit cube [0, 1]d. The ANOVA
terms are now defined recursively
fu(x) =

Rd−|u|
f (x) P(x−u;N(0, Id−|u|)) dx−u −

v⊂u
fv(x) for ∅ ≠ u ⊆ {1, . . . , d}, x ∈ Rd,
with f∅ =

Rd f (x) P(x;N(0, Id)) dx. The analysis in Section 4 uses this approach.
3. Path generation methods
3.1. Derivative pricing and high-dimensional integrals
Consider the problem of pricing a financial derivative with a discounted payoff g(St1 , . . . , Std) at
the expiration date T , where Stj denotes the price of the underlying asset at time tj. For simplicity,
in what follows we assume that the prices are sampled at equal time intervals so that tj = j∆t, j =
1, . . . , d and∆t = T/d. Assume that under the risk-neutral measure the underlying asset follows the
geometric BM
dSt = rSt dt + σ St dBt , (4)
where r is the risk-free interest rate, σ is the volatility and Bt is the standard BM. It is well-known that
the analytical solution to (4) is given by
St = S0 exp((r − σ 2/2)t + σBt). (5)
Using the risk-neutral valuation principle, the time-0 value of the financial derivative is
E [g(St1 , . . . , Std)], (6)
where E [·] is the expectation under the risk-neutral measure. Thus the time-0 value of the financial
derivative boils down to evaluating the expectation (6). To estimate (6) by simulation, one needs to
generate a number of paths of the asset prices, compute the discounted payoff corresponding to each
path and then average the results.
Let x = (x1, . . . , xd)T := (Bt1 , . . . , Btd)T , then x ∼ N(0, C), where the entries of C are given by
Cij = min(ti, tj), i, j = 1, . . . , d. (7)
It follows from (5) that
Stj = S0 exp((r − σ 2/2) tj + σ xj), j = 1, . . . , d.
By setting µj := log S0 + (r − σ 2/2) tj, we may express the discounted payoff function in terms of x,
i.e.,
g(St1 , . . . , Std) = g(eµ1+σ x1 , . . . , eµd+σ xd) =: G(x), x = (x1, . . . , xd)T ∼ N(0, C). (8)
So the discounted payoff can be expressed in terms of x ∼ N(0, C). We will see in Section 5 that the
problems of pricing mortgage-backed securities and Asian options fit into this framework.
Combining (6) and (8), the time-0 value of the financial derivative, denoted by V (G), can then be
expressed as a Gaussian integral
V (G) = E [G(x)] =

Rd
G(x) P (x;N(0, C)) dx, (9)
where P (x;N(0, C)) denotes the density function of x ∼ N(0, C). By taking a transformation x = Az
with AAT = C, (and if necessary) followed by z = Φ−1(u) := (Φ−1(u1), . . . ,Φ−1(ud))T (hereΦ−1(·)
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is the inverse of the standard normal cumulative distribution function), the integral (9) is transformed
to
V (G) =

Rd
G(Az) P (z;N(0, Id)) dz =

[0,1]d
G(AΦ−1(u)) du. (10)
In QMC setting, the price V (G) is approximated by
Q (G, A,P ) = 1
n
n
i=1
G

A z(i)
 = 1
n
n
i=1
G

AΦ−1(u(i))

, (11)
where z(i) are points in Rd and P = {z(1), . . . , z(n)}. The second equality in (11) holds if the normal
inverse transformation is used. Note that the indicated map from Rd to the unit cube [0, 1]d in (10)
and (11) is often used in practice (but is not the unique way). The normal inverse transformation may
introduce irregularity, thus constructing quadrature rules over the whole space Rd directly can be
interesting, because it avoids the mapping to the unit cube.
We now make two observations. First, under the prescribed transformations, the time-0 value of
the financial derivative is transformed to a multi-dimensional integral over Rd or over [0, 1]d. Second
and more interestingly, the decomposition of the covariance matrix C = AAT is not unique, and V (G)
is invariant to the choice of A as long as it satisfies AAT = C. The change of variables x = A z with
AAT = C is equivalent to the generation of the BM
(Bt1 , . . . , Btd)
T = A (z1, . . . , zd)T , (z1, . . . , zd)T ∼ N(0, Id). (12)
The matrix A is called the generating matrix of the BM. A PGM is essentially a change-of-variable
technique which offers a different way of generating the Brownian paths.
The accuracy of the QMC estimate Q (G, A,P ) depends on the function G, the generating matrix A
and the point set P . For a given point set P and a given problem, we have a great deal of flexibility
in choosing the generating matrix A satisfying AAT = C. MC algorithms with different generating
matrices are equivalent in probabilistic sense, because the mean square error of MC is determined
by the variance of the integrand, which remains unchanged. However, different generating matrices
have significant impact on QMC methods, because QMC error can depend crucially on the dimension
distribution and the smoothness of the function, which can be quite different under different
generating matrices. It is desirable to choose a generating matrix A such that the QMC error is as
small as possible. One of our purposes is to study the role of the generating matrix and its impact on
the accuracy of QMC methods. In particular, we wish to analyze how the generating matrix interacts
with the underlying function and the low discrepancy points.
Below,we describe two groups of PGMs for the BM. The first group includes STD, BB and PCA. These
methods arewidely used in practice, but they do not take into account the payoff function. The second
group are methods that do take into account the payoff function. We provide a unified framework for
the methods of the second group based on the Taylor approximation. All methods generate a vector
whose joint distribution coincides exactly with that of the BM at discrete times t1, . . . , td.
3.2. Constructions of Brownian motion (Group I)
We first describe several PGMs for the BM, which do not take into account the payoff function.
• STD construction: STD generates the BM sequentially: given B0 = 0,
Btj = Btj−1 +
√
∆t zj, zj ∼ N(0, 1), j = 1, . . . , d.
The corresponding generating matrix A in (12) is the Cholesky decomposition of the covariance
matrix C, which takes the form
A = ASTD := √∆t

1 0 · · · 0
1 1 · · · 0
...
...
. . .
...
1 1 · · · 1
 .
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• BB construction (see [3,13]). Given a past value Bti and a future value Btk , the value Btj (with
ti < tj < tk) can be generated according to the formula:
Btj = (1− ρ)Bti + ρBtk +

ρ(1− ρ)(k− i)∆t z, z ∼ N(0, 1),
where ρ = (j− i)/(k− i). For simplicity, assume that the number of time steps is a power of two.
Given B0 = 0, the BM is generated at times in the order T , T/2, T/4, 3T/4, . . .
BT =
√
T z1;
BT/2 = 12 (B0 + BT )+

T
4
z2 =

T
2
z1 +

T
2
z2;
BT/4 = 12 (B0 + BT/2)+

T
8
z3 =
√
T
4
z1 +
√
T
4
z2 +

T
8
z3;
B3T/4 = 12 (BT/2 + BT )+

T
8
z4 = 3
√
T
4
z1 +

T
4
z2 +

T
8
z4;
....
The generating matrix ABB associated with BB construction can be obtained explicitly; see [24]. A
refined BB construction is proposed in [9].
• PCA construction takes the generating matrix in (12) as (see [1])
A = APCA := WΛ1/2,
where Λ = diag(λ1, . . . , λd) is a diagonal matrix of eigenvalues of the covariance matrix C in a
non-increasing order and the columns ofW are the corresponding eigenvectors of unit length.
Numerous studies have documented the superiority of BB and PCA constructions in QMCmethods
(see [3,1]). A plausible explanation that accounts for their effectiveness is that under the BB and PCA
constructions,most of the variability is explained by the first fewnormal variables and thismay reduce
the effective dimension of the problem. However, several other studies have also pointed out that
BB and PCA need not always outperform the typical STD method. For example, [17] showed that BB
performs worse than STD on pricing a digital option. Wang and Tan [29] provided a comprehensive
analysis on how the effectiveness of the PGMs (such as BB, PCA and STD) in QMC setting depends on
the discontinuity of the payoff functions, and how different PGMs could lead to different structure
of discontinuities. More examples for which BB or PCA can have bad performance can be found
in [28]. These results highlight the importance of taking into consideration the structure (including
the discontinuity structure) of the payoff function in designing a good PGM. How a PGM interacts with
the underlying function and affects the accuracy of QMC methods is not obvious and is the key issue
we are addressing in this paper. Here we focus on smooth payoff functions. Investigations for some
kinds of discontinuous functions are performed in [29].
3.3. Constructions of Brownian motion (group II)
As argued above when designing a PGM it is desirable to take into account the knowledge of the
payoff function. Below we provide a unified framework for PGMs that fall into this category.
Let C be the covariancematrix of the BMdefined in (7) and let A0 be a fixedmatrix (called the initial
decompositionmatrix) such that A0AT0 = C. Then AAT = C if and only if A can bewritten as A = A0 U for
some orthogonal matrix U with UUT = Id. Thus any decomposition matrix A of C can be represented
as A0 U , where U is an orthogonal matrix. This indicates that a PGM can be defined either in terms of
A or in terms of U for a fixed A0. The problem of finding a good decomposition matrix Awith AAT = C
reduces to finding a good orthogonal matrix U . From the point of view of integration, the Gaussian
integral (9) is transformed by x = A0z, followed by z = Uy:
V (G) =

Rd
G(x) P (x;N(0, C)) dx
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=

Rd
G(A0z) P (z;N(0, Id)) dz (13)
=

Rd
G(A0Uy) P (y;N(0, Id)) dy. (14)
The transformation from (13) to (14) implies that the integral (13) is invariant with respect to an
orthogonal transformation. Ideally, an orthogonal matrix U should bemeticulously chosen so that the
resulting QMC error is as small as possible. However, seeking such an optimal orthogonal matrix, in
general, is a very difficult problem.
Nevertheless, important insights to the determination of the optimal orthogonal matrix U can be
gleaned by applying a Taylor approximation to the function G(A0z) in (13). Assume that G(x) is twice
continuously differentiable in Rd and let
h0(z) := G(A0z).
Let ∇h0 and H0 denote the gradient column vector and the Hessian matrix of h0(z) evaluated at
z0 = (0, . . . , 0)T , respectively, whose components are given by
∇h0(j) = ∂h0
∂zj

z=(0,...,0)T
, and H0(i, j) = ∂
2h0
∂zi∂zj

z=(0,...,0)T
.
The first and second order Taylor approximations of the function h0(z) about the point z0 =
(0, . . . , 0)T are given by
h(1)(z) := h0(0)+ (∇h0)T z,
and
h(2)(z) := h0(0)+ (∇h0)T z+ 12 z
TH0 z,
respectively. Based on the first or second order Taylor approximation, the orthogonal matrix U can
be chosen in such a way that under the orthogonal transformation z = Uy (i.e., from (13) to (14)),
h(1)(z) or h(2)(z) is transformed to a ‘‘simple’’ function. If h(1)(z) or h(2)(z) is a good approximation
of the original function h0(z), then hopefully by the same transformation, the function h0(z) can be
transformed to be close to a ‘‘simple’’ function.
To be more precise, let us consider the first order Taylor approximation h(1)(z). By choosing the
first column of the orthogonal matrix U := U (1) to be
U (1)1 =
∇h0
∥∇h0∥2 , (15)
with the remaining columns being arbitrary as long as they satisfy the appropriate orthogonality
conditions, then using the orthogonal transformation z = U (1)y, we have
h(1)(z) = h(1)(U (1)y) = h0(0)+ (∇h0)TU (1)y = h0(0)+ ∥∇h0∥2 y1,
where y1 is the first coordinate of y. Note that the function h(1)(z) reduces to a function of just one
variable. If h(1)(z) is a good approximation of h0(z), then hopefully the function h0(U (1)y), which is
G(A0Uy) in (14), is dominated by a function of one variable
h0(U (1)y) ≈ h(1)(U (1)y) = h0(0)+ ∥∇h0∥2 y1.
The corresponding generating matrix of the BM is A = A0 U (1). This is a simplification of the LT
method in [5]. We call it the (simplified) LT method. As justified in [5], setting the first column to (15)
is equivalent to maximizing the variance contribution due to the first dimension.
Now consider the second order Taylor approximation of h0(z). Let U (2) be the orthogonal matrix
which diagonalizes the Hessian matrix H0, such that the elements of the resulting diagonal matrix
(denoted by D) appear in order of decreasing absolute value, i.e.,
(U (2))TH0 U (2) = D.
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Let U := U (2), then using the orthogonal transformation z = Uywe have
h(2)(Uy) = h0(0)+ (∇h0)TUy+ 12 (Uy)
TH0 Uy = h0(0)+ (UT∇h0)T y+ 12 y
TD y,
implying the function h(2)(Uy) as a sum of functions with just one variable (since D is an orthogonal
matrix). If h(2)(z) is a good approximation of h0(z), then hopefully the function h0(Uy), which is
G(A0Uy) in (14), is dominated by a sum of functions with just one variable
h0(Uy) ≈ h(2)(Uy) = h0(0)+ (UT∇h0)T y+ 12 y
TD y.
The corresponding generating matrix is A = A0 U (2). When the BM is so generated, the effect is to
diagonalize the quadratic terms. For this reason, we refer this method as diagonal method (DM) and it
was considered in [11].
The Taylor approximations here are only used to find suitable PGMs. The effectiveness of both
LT and DM in QMC crucially depends on the goodness of the corresponding first and second order
Taylor approximations. This leads to a natural question: Are such approximations sufficiently good?
The answer is positive for some typical finance problems. We will return to this point in the next
section. Although the second order Taylor approximation is in general more accurate than the first
order one, this does not imply that DM is more accurate than LT in QMC methods (since some other
factors may also affect the accuracy of QMC). In practice, DM can be more or less efficient than LT,
depending on the problems at hand.
4. Taylor approximation, ANOVA decomposition and QMC error analysis
Suppose that the discounted payoff of a financial derivative is represented asG(x)with x ∼ N(0, C)
(see Section 3.1). Assume thatG(x) is twice continuously differentiable inRd (a suggestion is presented
in Section 6 on how to avoid this restriction for a special kind of discontinuous function). Suppose that
a PGM (or equivalently, a generating matrix A in (12) satisfying AAT = C) is chosen. This corresponds
to the following transformation
E [G(x)] =

Rd
G(x) P(x;N(0, C)) dx =

Rd
G(Az) P(z;N(0, Id)) dz =: E [G(Az)]. (16)
To understand how different PGMs affect the dimension distribution of the transformed function
G(Az), and how they interact with the payoff function and affect the accuracy of QMC methods, a
traditional way is to compute the effective dimension and the dimension distribution of the function
G(Az) numerically [25,10]. An alternative is to carry out direct computational comparisons on QMC
errorswith different PGMs. Both strategies, however, are unsatisfactory due to the high computational
burden.
Our purpose in this section is to develop more efficient methods to assess the impact of PGMs on
effective dimension and on QMC error. A feasible way is to take a second order Taylor approximation
of G(Az) in (16) and analyze the impact of PGMs on this approximation by performing ANOVA
decomposition (ideally, in an analyticalway). An alternativeway is to establish an explicit relationship
between the QMC error and the PGM, aiming at finding some new characteristics, which reflect the
influence of the PGM on QMC error.
4.1. Taylor approximation
Some integrands in finance have strong linear or low-dimensional structure as pointed out in [3].
This motivates us to approximate the function by a low order Taylor approximation. To be simple
enough and yet insightful, we use a second order (quadratic) Taylor approximation. Let A be the
generating matrix in (12) satisfying AAT = C and let
h(z) := G(Az),
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be the transformed function in (16). We consider the second order Taylor approximation of h(z)
h(z) := h(0)+ (∇h)T z+ 1
2
zTH z,
where ∇h and H are the gradient vector and the Hessian matrix of h(z) at z0 = (0, . . . , 0)T . Similar
quadratic approximation was considered in Section 3 to motivate a good choice of the PGM, starting
from an initial decompositionmatrix A0 (the difference here is that now thematrix A is the generating
matrix used to generate BM). The functionh(z) can be written as
h(z) = h(0)+ d
i=1
hizi + 12
d
i=1
hiiz2i +
1
2

i≠j
hijzizj, (17)
where
hi = ∂h
∂zi

z=(0,...,0)T
, and hij = ∂
2h
∂zi∂zj

z=(0,...,0)T
.
The coefficients hi and hij depend explicitly on the generating matrix A. In fact, we have
hi =
d
k=1
∂G
∂xk
∂xk
∂zi
= ⟨∇x, Ai⟩ = ATi ∇x, i = 1, . . . , d, (18)
where Ai is the ith column of the generating matrix A and ∇x is the gradient vector of G(x) evaluated
at x0 = Az0 = (0, . . . , 0)T , i.e., the jth entry of ∇x is
∇x(j) = ∂G
∂xj

x=(0,...,0)T
.
Equivalently, the relation (18) can be written as ∇h = AT∇x.
The gradient vector ∇h is a quantitative local measure of the influence of zj on the function h(z).
The good feature of the relation (18) is that it shows how the generating matrix A interacts with the
payoff function G(x) and its effect on the local importance measure ∇h. If the generating matrix A is
such that its ith column Ai is (nearly) parallel to the gradient vector ∇x, then |hi| is large, implying
strong local dependence of h(z) on the ith variable zi.
Similarly, the Hessian matrix H and the generating matrix A are related as follows
hij = ATi HxAj, (19)
or equivalently,
H = ATHxA, (20)
whereHx is the Hessianmatrix of G(x) evaluated at x0 = Az0 = (0, . . . , 0)T , with its (i, j)-entry given
by
Hx(i, j) = ∂
2G
∂xi∂xj

x=(0,...,0)T
.
The next lemma summarizes how the generating matrix A is related to the gradient vector∇h and
the Hessian matrix H of h(z).
Lemma 1. Let G(x), x ∼ N(0, C), be the discounted payoff of some financial derivative. Let A be an
arbitrary decomposition matrix satisfying AAT = C and let Ai denote the ith column of A. Let h(z) :=
G(Az). Then the gradient vector ∇h and the Hessian matrix H of h(z) evaluated at z0 = (0, . . . , 0)T
are related to the generating matrix A, the gradient vector ∇x and the Hessian matrix Hx of G(x) at
x0 = Az0 = (0, . . . , 0)T in the following way:
hi = ⟨∇x, Ai⟩, and hij = ATi HxAj, i, j = 1, . . . , d,
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or in the matrix forms
∇h = AT∇x, and H = ATHxA.
Remark 2. In the framework of Section 3.1, we have G(x) = g(St1 , . . . , Std) with Stj = S0 exp((r −
σ 2/2) tj + σ xj), j = 1, . . . , d; x ∼ N(0, C). For a fixed point z0 ∈ Rd, the corresponding gradient
vector ∇x and the Hessian matrix Hx of G(x) are evaluated at x0 = Az0. If z0 = (0, . . . , 0)T , then
x0 = (0, . . . , 0)T , and thus the gradient vector ∇x and the Hessian matrix Hx of G(x) at x0 are
independent of the generating matrix A, since Stj and ∂Stj/∂xj are so. However, this would not be true
if z0 ≠ (0, . . . , 0)T .
It is natural to ask howgood is the second order Taylor approximationh(z) ≈ h(z) (or equivalently,
how good is the second order Taylor approximation of G(x)). The goodness of approximationh(z) ≈
h(z) can be measured by the scaled L2-distance
Err(h,h) := 1
σ 2(h)

Rd
[h(z)−h(z)]2 P(z;N(0, Id)) dz,
where σ 2(h) is the variance of h(z), z ∼ N(0, Id). For the problems of pricing mortgage-backed
securities and Asian options with zero strike price (see Section 5), we find that the approximation
error Err(h,h) is quite small for typicalmodel parameters. For example, for the problems ofmortgage-
backed securities with the parameters of Set I–III (with σ = 0.02), the corresponding approximation
errors are about 2.0×10−4, 4.0×10−2 and 6.0×10−2, respectively. For Asian optionswith theweights
of choice (A), (B) and (C) (with σ = 0.2 and zero strike price), the approximation errors are about
2.0 × 10−4, 5.0 × 10−8 and 3.0 × 10−6, respectively. All the approximation errors are reasonably
small. The goodness of the approximationh(z) ≈ h(z) indicates that useful information about the
dimension distribution of h(z) and the impact of various PGMs on h(z) can be obtained by studying
the simpler model functionh(z).
4.2. ANOVA decomposition
The effective dimension is believed to be an important factor that affects the accuracy of QMC
methods (though it cannot be expected to characterize theQMC error precisely), we thus first consider
the ANOVA decomposition of themodel functionh(z)with z ∼ N(0, Id). Computing the ANOVA terms
ofh(z) and their variances is analytically tractable (without mapping the function to the unit cube
[0, 1]d). By direct computations based on the form ofh(z) in (17), the ANOVA terms ofh(z) are
hu(z) =

h(0)+ 1
2
d
i=1
hii, if u = ∅,
hizi + 12 hii z
2
i −
1
2
hii, if u = {i},
hijzizj, if u = {i, j},
0, if |u| > 2.
Correspondingly, their variances are
σ 2u (
h) =

0, if u = ∅ or |u| > 2,
h2i +
1
2
h2ii, if u = {i},
h2ij, if u = {i, j}.
The total variance ofh(z) is
σ 2(h) = d
i=1
h2i +
1
2
d
i=1
h2ii +

i<j
h2ij =: D1 + D2 + D3 =: D,
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where
D1 :=
d
i=1
h2i ; D2 :=
1
2
d
i=1
h2ii; D3 :=

i<j
h2ij =
1
2

i≠j
h2ij. (21)
The quantitiesD1,D2 andD3 are the variance contributions from the linear part, the diagonal quadratic
part and the non-diagonal quadratic part, respectively (see (17)). The variance contribution R1 from
all first order ANOVA terms is the sum of the first two parts
R1 := D1 + D2.
The remaining variance D3 is the variance contribution from the second order ANOVA terms.
Based on these relations, the dimension distribution andmean dimension ofh(z) can be expressed
in terms of the elements of the gradient vector ∇h and the Hessian matrix H of h(z), as summarized
in the following theorem.
Theorem 2. Leth(z) be the second order Taylor approximation of h(z) defined in (17).
• The dimension distribution of h(z) in the truncation sense is
νT (i) = 1D

h2i +
1
2
h2ii +
i−1
j=1
h2ij

i = 1, . . . , d,
(for i = 1, the last sum on the right-hand side is understood to be zero).
• The dimension distribution of h(z) in the superposition sense is
νS(i) =
R1/D, if i = 1,
D3/D, if i = 2,
0, if i > 2.
• The mean dimension of h(z) in superposition sense is
dms = R1D + 2

1− R1
D

.
The next theorem indicates how the characteristics D1,D2,D3 and R1 depend on the PGM.
Theorem 3. Let A be an arbitrary decomposition matrix satisfying AAT = C. Let D1,D2 and D3 be defined
in (21), where the coefficients hi, hii and hij are the elements of the gradient vector or the Hessian matrix
of h(z) at z0 = (0, . . . , 0)T . Then
• the variance contribution from the linear part, D1, is independent of the PGM;
• the variance contribution from the quadratic part, D2 + D3, is independent of the PGM.
Consequently, the total variance of h(z) does not depend on the PGM (though the definition of h(z) does
depend on the PGM).
Proof. From Lemma 1, we have ∇h = AT∇x. Thus
D1 =
d
i=1
h2i = (∇h)T∇h = ∇Tx AAT∇x = ∇Tx C∇x.
The gradient ∇x at x0 = Az0 = (0, . . . , 0)T is independent of the PGM as mentioned in Remark 2, so
is the quantity D1. This proves the first part of the theorem.
To prove the second part of the theorem, we first note that
D2 + D3 = 12
d
i,j=1
h2ij =
1
2
trace(HHT ).
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It follows from (20) that
HHT = ATHxA(ATHxA)T = ATHxAATHTx A = ATHxCHTx A =: ATQA,
where Q = HxCHTx , which is independent of A (because Hx is independent of the PGM as mentioned
in Remark 2). Therefore,
D2 + D3 = 12 trace(HH
T ) = 1
2
trace(ATQA) = 1
2
trace(QAAT ) = 1
2
trace(QC).
Both Q and C are independent of the generating matrix A, so the sum D2 + D3 is independent of the
PGM. This completes the proof. 
We emphasize that although D1 and the sum D2 + D3 do not depend on the PGM, the quantities
D2 and D3 do depend. Recall that the variance contribution from all first order ANOVA terms is
R1 = D1 + D2, thus any change in D2 leads to a change in the dimension distribution and reflects
the impact of a PGM. More precisely, larger D2 means a larger variance contribution from the ANOVA
terms of the first order and a smaller variance contribution from the second order. It is desirable to
choose a PGM such that D2 is as large as possible (or equivalently, D3 is as small as possible). In this
sense the diagonalmethod is optimal, since by constructionD3 = 0 and thusD2 reaches itsmaximum.
The changeable and unchangeable quantities regarding the variance contributions indicate the
effect of PGMs to some extent. However, their effect on the QMC error remains an open problem.
Loosely speaking, larger R1 is beneficial for QMC, but no direct relation between the QMC error and
the dimension distribution has been established. This is the subject of the next subsection. It turns out
that D1,D2 and D3 can be used to bound the QMC error.
Remark 3. The results of Theorem 3 need to be modified if the Taylor expansion is performed at an
anchor a different from z0 = (0, . . . , 0)T , because the gradient vector and the Hessian matrix of G(x)
at x = Aa depend on the generating matrix A (and the total variance ofh(z) can be different under
different generating matrices A, though the total variance of h(z) is unchanged). In Section 4.5, we
suggest a way to overcome this deficiency.
4.3. QMC error analysis
Nowwe turn to analyze the influence of different PGMs on the QMC error. A ‘‘bridge’’ which relates
the QMC errorwith the PGM is our concern. A direct theoretical analysis of the QMC error on the target
function h(z) := G(Az) is usually mathematically very difficult. We consider again the second order
Taylor approximation of h(z) as presented in (17). We analyze the influence of different PGMs on the
QMC error forh(z).
The expectation ofh(z) is
E [h(z)] = h(0)+ 1
2
d
i=1
hii.
In QMC setting, formally the expectation E [h(z)] is approximated by using the same QMC algorithm
as for E [h(z)] or E [G(Az)] (see (11)):
Q (h, A,P ) := 1
n
n
k=1
h(z(k)),
where z(k) =: (z(k)1 , . . . , z(k)d )T are points in Rd and P = {z(1), . . . , z(n)}. In particular, the point set P
can be obtained via the normal inverse transformation:
P = P (S) := {z(k)|z(k) = Φ−1(u(k)), k = 1, . . . , n}, (22)
264 X. Wang, K.S. Tan / Journal of Complexity 28 (2012) 250–277
with S := {u(1), . . . ,u(n)} being a low discrepancy point set over the unit cube [0, 1]d. Given a point
set P , the QMC integration error is
E [h(z)] − Q (h, A,P ) = d
i=1
hiEi + 12
d
i=1
hiiEii + 12

i≠j
hijEij, (23)
where
Ei := −1n
n
k=1
z(k)i , Eii := 1−
1
n
n
k=1
(z(k)i )
2, Eij := −1n
n
k=1
z(k)i z
(k)
j , i ≠ j. (24)
The quantities Ei, Eii and Eij are the QMC integration errors for the simple functions zi, z2i and zizj over
R or R2, respectively (with z being distributed according to N(0, Id)). They depend only on the point
set P , but do not depend on the PGM.
Assume that P is an arbitrary given point set and let 1 ≤ p, q ≤ ∞ with 1/p + 1/q = 1. Then
from the QMC error equality (23) and using Hölder’s inequality, we have
|E [h(z)] − Q (h, A,P )| ≤ ∥H1∥p ∥E1∥q + 12 ∥H2∥p ∥E2∥q + 12 ∥H3∥p ∥E3∥q, (25)
where
∥H1∥p :=

d
i=1
|hi|p
1/p
, ∥E1∥q :=

d
i=1
|Ei|q
1/q
,
∥H2∥p :=

d
i=1
|hii|p
1/p
, ∥E2∥q :=

d
i=1
|Eii|q
1/q
,
∥H3∥p :=

i≠j
|hij|p
1/p
, ∥E3∥q :=

i≠j
|Eij|q
1/q
. (26)
The factor ∥Hi∥p depends on the function and the PGM, while the factor ∥Ei∥q depends on the
point set P .
In particular, for p = q = 1/2, we have
∥H1∥2 =

D1, ∥H2∥2 =

2D2, ∥H3∥2 =

2D3,
where D1,D2 and D3 are the variance contributions defined in (21), then the QMC error bound (25)
reduces to
|E [h(z)] − Q (h, A,P )| ≤ D1 ∥E1∥2 + √22 D2 ∥E2∥2 +
√
2
2

D3 ∥E3∥2. (27)
This establishes the relationship of the QMC error with the dimension distribution quantities D1,D2
and D3. The right-hand side of (27) is a weighted sum of
√
D1,
√
D2 and
√
D3. The quantity ∥E3∥2 is
in general much larger than ∥E2∥2; thus it is important to reduce D3 (though this would increase D2).
This is consistent with the idea of concentrating the variance on the first order ANOVA terms.
Another interesting case of the error bound (25) is p = 1, q = ∞. In this case, the error bound (25)
reduces to
|E [h(z)] − Q (h, A,P )| ≤ S1 M1 + S2 M2 + S3 M3, (28)
where
S1 := ∥H1∥1 =
d
i=1
|hi|, M1 := ∥E1∥∞ = max
i=1,...,d
|Ei|,
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S2 := 12∥H2∥1 =
1
2
d
i=1
|hii|, M2 := ∥E2∥∞ = max
i=1,...,d
|Eii|,
S3 := 12∥H3∥1 =
1
2

i≠j
|hij|, M3 := ∥E3∥∞ = max
i,j=1,...,d,i≠j
|Eij|. (29)
Note that the right-hand sides of the error bounds (27) and (28) are weighted sums. For the point
set P in (22) obtained via normal inverse transformation from a 360-dimensional Sobol’ point set
with n = 1024 points, ∥E3∥2 is about 40 times as large as ∥E2∥2, andM1:M2:M3 ≈ 1 : 4 : 242.
In some cases the equality (23) can be simplified. Suppose that the point setP (S) in (22) is used. It
is known that some common low discrepancy point sets have the same one-dimensional projections.
For example, the Sobol’ point set with the number of points n = 2m for some m, and a rank-1 good
lattice point set of the form { kgn mod 1: k = 0, 1, . . . , n− 1}, where n is prime and g is the generator
(a well-chosen integer vector), have the same one-dimensional projection. Randomized versions of
these point sets as used in practice also have this property (but the Halton point set does not have this
property). If a low discrepancy point set having the same one-dimensional projections is used, then
Ei and Eii are independent of the indices i (but Eij’s depend on the indices i and j). We denote
W1 = Ei, W2 = Eii.
Thus the QMC error (23) can be written as
E [h(z)] − Q (h, A,P ) = Θ1W1 +Θ2W2 + 12i≠j hijEij,
where
Θ1 :=
d
i=1
hi, Θ2 := 12
d
i=1
hii. (30)
For this special case, the QMC error can be bounded
|E [h(z)] − Q (h, A,P )| ≤ |Θ1 W1| + |Θ2 W2| + S3 M3.
In some cases, the quantities |Θ1| and |Θ2| in this bound are much smaller than S1 and S2 in (28),
respectively.
Summarizing the results above we have the following theorem.
Theorem 4. Let G(x), x ∼ N(0, C), be the discounted payoff of some derivative and leth(z) be the second
order Taylor approximation of h(z) := G(Az) with AAT = C and z ∼ N(0, Id). The Taylor expansion of
h(z) is taken at z0 = (0, . . . , 0)T . The quantities Ei, Eii and Eij are defined in (24).
• For an arbitrary point set P , we have
E [h(z)] − Q (h, A,P ) = d
i=1
hiEi + 12
d
i=1
hiiEii + 12

i≠j
hijEij,
and
|E [h(z)] − Q (h, A,P )| ≤ ∥H1∥p ∥E1∥q + 12 ∥H2∥p ∥E2∥q + 12 ∥H3∥p ∥E3∥q, (31)
where ∥Hi∥p and ∥Ei∥q are defined in (26) and 1 ≤ p, q ≤ ∞with 1p + 1q = 1. In particular, we have
the QMC error bounds (27) and (28) as special cases.
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• Suppose that the point set P = P (S) is obtained via normal inverse transformation as in (22) and S
has the same one-dimensional projections. Then
E [h(z)] − Q (h, A,P ) = Θ1W1 +Θ2W2 + 12i≠j hijEij,
and
|E [h(z)] − Q (h, A,P )| ≤ |Θ1 W1| + |Θ2 W2| + S3 M3,
where W1 = Ei, W2 = Eii, andΘ1,Θ2 are defined in (30).
Moreover, if the DM method is used, then
E [h(z)] − Q (h, A,P ) = Θ1W1 +Θ2W2.
If the discounted payoff G(x) is a linear function of the components of x, then
E [h(z)] − Q (h, A,P ) = E [h(z)] − Q (h, A,P ) = Θ1W1.
Theorem 4 establishes direct relationships between the QMC error and the quantities Di, Si and
Θi. These quantities are defined in terms of the gradient vector ∇h and the Hessian matrix H of h(z),
which are closely related to the generating matrix A (see Lemma 1). Thus they serve as a ‘‘bridge’’
between theQMC error and the PGMand can be regarded as QMC error-relatedmeasures or indicators
of the accuracy of QMC methods. A nice feature of the equalities and bounds in Theorem 4 is that
they separate out the two influences: the point set and the PGM. Thus the effect of a PGM is clearly
characterized by the new indicators. This enables us to study the influence of PGM on the QMC error.
It is interesting to know how a PGM affects the new indicators. It turns out thatΘ2 is independent of
the PGM.
Theorem 5. Let A be an arbitrary decomposition matrix satisfying AAT = C. Let Θ2 = 12
d
i=1 hii,
where hii’s are the coefficients of the diagonal quadratic part in (17) and the Taylor expansion is taken
at z0 = (0, . . . , 0)T . ThenΘ2 is independent of the generating matrix A.
Proof. From (19), we have
hii = ATi HxAi =
d
k, k′=1
Hx(k, k′) aki ak′i,
where Hx(k, k′) denotes the (k, k′)-entry of the Hessian matrix Hx of G(x). Taking the sum over
i = 1, . . . , d, we have
d
i=1
hii =
d
i=1
d
k, k′=1
Hx(k, k′) aki ak′i
=
d
k, k′=1
Hx(k, k′)
d
i=1
aki ak′ i
=
d
k, k′=1
Hx(k, k′) Ckk′ .
Because both Hx and C are independent of the generating matrix A, so isΘ2. 
Although Θ2 does not depend on the generating matrix A, the quantities Si (i = 1, 2, 3) and |Θ1|
do. It is desirable to choose a generating matrix A such that these quantities are as small as possible.
DM leads to S3 = 0, but it makes no direct attempt to reduce S1 or |Θ1|. The LT method reduces S1
by concentrating all the variances from the linear part on the first variable, but it does not attempt
to reduce S3. The quantities Si (i = 1, 2, 3) and |Θ1| can be used as indicators of the effect of a
PGM in reducing QMC error. For example, by calculating their values corresponding to BB or PCA,
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we may know (at least partially) whether a payoff function is ‘‘BB-friendly’’ or ‘‘PCA-friendly’’ (see
Section 5). This would be helpful to characterize types of problems for which one PGM is superior to
others.
In summary, this section introduces several groups of measures, which are closely related with
each other:
D1 :=
d
i=1
h2i ; S1 =
d
i=1
|hi|; Θ1 =
d
i=1
hi;
D2 := 12
d
i=1
h2ii; S2 =
1
2
d
i=1
|hii|; Θ2 = 12
d
i=1
hii;
D3 := 12

i≠j
h2ij; S3 =
1
2

i≠j
|hij|. (32)
These quantities appear in the equalities or bounds on QMC error in Theorem 4. Some depend on the
PGM and others do not. These measures give an indication on what can be or cannot be expected to
be achieved by choosing a PGM. Briefly,
• the quantity D1 is invariant to the PGM, the quantities S1 andΘ1 are not;
• the quantityΘ2 is invariant to the PGM, the quantities D2 and S2 are not;
• the quantities D3 and S3 depend on the PGM, the sum D2 + D3 is invariant to the PGM.
Note that the effects of PGMs on the model functionh(z) might not completely characterize the
effects of PGMs on the original target function h(z). However, ifh(z) is a good approximation of h(z)
(as in our examples below), the QMC error analysis on the model functionh(z) could give useful
information on the target function h(z).
4.4. The LT method revisited
The basic idea of the LTmethod is to take the first order Taylor approximation of h0(z) = G(A0z) in
(13) as h(1)(z) := h0(0)+ (∇h0)T z (where A0 is an initial decomposition matrix satisfying A0AT0 = C),
and to concentrate all the variance contribution of the linear part on the first variable. This can
be achieved by choosing an orthogonal matrix U whose first column is U1 = ∇h0 / ∥∇h0∥ and
the remaining columns are arbitrary as long as they satisfy the orthogonality conditions. Using the
orthogonal transformation z = Uy, the function h(1)(z) is transformed to a univariate function. From
the point of view of effective dimension, the LT method is optimal for a linear payoff function (for
which the first order Taylor approximation is exact). Is the optimality also true from the point of view
of QMC error?
If the payoff function G(x) is a linear function of x, then G(Az) =: h(z) is a linear function of z, say,
h(z) = h0 + h1z1 + · · · + hdzd (where A is the final generating matrix of the BM). We assume that
P = P (S) and S is a low discrepancy point set with the same one-dimensional projections. From
Theorem 4, the QMC error for h(z) is
E [h(z)] − Q (h, A,P ) = Θ(h)W1,
where Θ(h) := di=1 hi and W1 is the QMC integration error for z1 over R (with z1 ∼ N(0, 1)). This
equality will be used to examine the QMC error with or without LT.
Consider a simple example. Suppose that after the initial transformation x = A0z (where A0 is the
initial decomposition matrix with A0AT0 = C), the function has the form
G(A0z) = h0(z) = z1 − z2 + z3 − · · · + (−1)d−1zd, z ∼ N(0, Id).
(The original payoff is given by G(x) = h0(A−10 x).) We examine the QMC error with or without the LT
method on h0(z).
268 X. Wang, K.S. Tan / Journal of Complexity 28 (2012) 250–277
If we use the LT method on h0(z), then it results in an orthogonal matrix U with the first column
U1 = ∇h0 / ∥∇h0∥ = (1,−1, 1, . . . , (−1)d−1)T/
√
d. By the orthogonal transformation z = Uy, the
function h0(z) is reduced to a univariate function
hˆ(y) = √d y1, y1 ∼ N(0, 1).
We haveΘ(hˆ) = √d and the corresponding QMC error for hˆ(y) is√dW1.
However, for the function h0(z) itself (i.e., without using further orthogonal transformation
corresponding to LT), we have Θ(h0) = 0 for d even, and 1 for d odd. Thus the QMC error for h0(z)
is 0 for d even, or W1 for d odd, which is much smaller than the QMC error for hˆ(y) if d is large. The
reason is that we enjoy the cancelation effect of QMC error in dealing with h0(z), but we do not enjoy
this in dealing with hˆ(y). Note that h0(z) can have a truncation dimension close to d, whereas hˆ(y) is
univariate.
The discussion above indicates that from the point of effective dimension, the LT method might
be optimal, but from the point of QMC error, it is not necessarily optimal even for a linear function.
Thus a reduction on effective dimension by a PGM does not imply a reduction on QMC error. This
indicates the possible pitfall of the concept of effective dimension and the LT method. Thus the idea
of concentrating the variance on the first few dimensions (i.e., reducing the truncation dimension)
might miss the target in some cases. A more relevant strategy in designing PGMs would be to focus
on QMC error-related measures.
It is natural to ask when the LT method is beneficial to QMC methods. If after the initial
transformation x = A0z, we have
G(A0z) = h0(z) = b1z1 + · · · + bdzd, x ∼ N(0, Id),
with all bi ≥ 0 or all bi ≤ 0, then it is beneficial to use the LT method in reducing the QMC error.
Indeed, using the LT method the function h0(z) reduces to
hˆ(y) = D1 y1, y1 ∼ N(0, 1),
where D1 = b21 + · · · + b2d . For the function hˆ(y), we haveΘ(hˆ) =
√
D1 and the corresponding QMC
integration error isΘ(hˆ)W1. On the other hand, for the function h0(z)we haveΘ(h0) = b1+· · ·+bd
and the QMC integration error for h0(z) isΘ(h0)W1. BecauseΘ2(h0) = D1+i≠j bibj ≥ D1 = Θ2(hˆ),
we have |Θ(h0)| ≥ |Θ(hˆ)|. Thus the absolute QMC error for hˆ(y) is smaller than that for h0(z),
implying the benefit of using the LT method.
For a general payoff G(x), let h0(z) := G(A0z) be the function obtained after the initial
transformation x = A0z. If the components of∇h0 have the same sign (many practical problems have
this property), then we can expect gain by using the LT method. This provides additional guidance on
the use of the LT method.
4.5. Extensions
We have fixed the anchor of the Taylor expansion at the origin. The goodness of the Taylor
approximation may vary as the anchor changes. As a result, the measures summarized in (32),
which characterize the dimension distribution and the QMC error, may change. The deficiency can be
overcome by considering the anchor z0 =: a as random with the Gaussian density P(z,N(0, Id)) and
by averaging these quantities over anchors a ∼ N(0, Id). We introduce
E[Di(a)], E[Si(a)], or E[Θi(a)] i = 1, 2, 3, (33)
where Di(a), Si(a) and Θi(a) are defined similarly as in (32), but are associated with the anchor a ∼
N(0, Id). For each anchor a, the quantities Di(a), Si(a) and Θi(a) are easy to compute, so the new
measures in (33) can be computed numerically.
Wemay prove that the newmeasures in (33) have similar properties as those stated in Theorems 3
and 5. For example, we may prove that E[D1(a)] and E[Θ2(a)] are independent of the generating
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matrix A. Indeed, from the proofs of Theorems 3 and 5, we have similarly that
D1(a) =
d
i=1
h2i (a) = ∇TX C∇X, (34)
and
Θ2(a) = 12
d
i=1
hii(a) = 12
d
k, k′=1
HX(k, k′) Ckk′ , (35)
where hi(a) and hii(a) depend on the random anchor a. The gradient vector∇X and the Hessianmatrix
HX of G(x) at X = Aa depend on the random vector X. When a ∼ N(0, Id), we have X ∼ N(0, C).
Clearly, the expectations of the right-hand sides of (34) and (35) depend only on the distribution of X,
which is independent of the generating matrix A. Thus E[D1(a)] and E[Θ2(a)] are independent of the
generating matrix A.
Another interesting property of the quantity E[D1(a)] is that it can be used to bound the mean
dimension of h(z) in the superposition sense.
Theorem 6. Let G(x), x ∼ N(0, C), be the discounted payoff of some derivatives and let h(z) := G(Az)
with AAT = C and z ∼ N(0, Id). Then the mean dimension dms(h) of h(z) in the superposition sense can
be bounded in terms of E [D1(a)]:
dms(h) ≤ 1
σ 2(h)
E [D1(a)].
Proof. Let σ 2u (h) denote the variance term of the ANOVA term hu of h(z). The mean dimension in
superposition sense of h(z) can be expressed as (see [10])
dms(h) = 1
σ 2(h)
d
j=1
Dtot{j} (h) with D
tot
{j} (h) =

j∈u
σ 2u (h).
Indeed,
d
j=1
Dtot{j} (h) =
d
j=1

j∈u
σ 2u (h) =

u
σ 2u (h)
d
j=1
1{j∈u} =

u
|u| σ 2u (h) = dms(h) σ 2(h).
Note that Dtot{j} (h)/σ 2(h) is the sensitivity index in the total sense. According to [21], the sensitivity
index in the total sense can be bounded as
Dtot{j} (h)σ
2(h) ≤ 1
σ 2(h)
E[h2i (a)].
Taking a sum over i, we have
dms(h) =
d
j=1
Dtot{j} (h)
σ 2(h)
≤ 1
σ 2(h)
E

d
i=1
h2i (a)

= 1
σ 2(h)
E [D1(a)].
This proves the theorem. 
Because both σ 2(h) and E [D1(a)] are independent of the generating matrix, this theorem gives an
upper bound on themean dimension in superposition sense of the target function h(z), independently
of the generating matrix. This upper bound can be computed numerically.
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5. The impact of PGMs: numerical illustrations
In this section, we use two typical high-dimensional problems of pricing derivative securities
to investigate the roles of the PGMs by comparing the dimension distribution quantities and the
newly proposed QMC error-relatedmeasures. Section 5.1 studies the mortgage-backed securities and
Section 5.2 focuses on the Asian options.
5.1. The impact of PGMs on mortgage-backed securities
The pricing of mortgage-backed securities is commonly used as a test problem in computational
finance to study the performance of QMC methods and the effect of PGMs [3,15,19]. We describe the
problem following [3]. Consider a mortgage-backed security with a maturity of dmonths. The holder
of the security receives paymentsmk of anunderlying pool ofmortgages at eachmonth k, k = 1, . . . , d.
The present value of the payments is
g(i1, . . . , id) :=
d
k=1
ukmk,
where uk is the discounted factor for the month k,
uk =
k−1
j=0
(1+ ij)−1.
The interest rates ij are assumed to follow the lognormal model
ij = i0 exp((θ − σ 2/2)tj + σBtj), j = 1, . . . , d, (36)
where tj = j∆t and∆t = 1 denotes the time interval in month, r0 is the current annual interest rate,
σ is the volatility and Bt is a standard BM. The drift parameter, θ , represents a constant expected
instantaneous rate of change in the interest rate. We assume θ = 0 such that E(ij) = i0 for
j = 1, . . . , d. Note that this model uses the same stochastic process as in the Black–Scholes model
for describing the dynamics of the stock price. The paymentsmk at month k is given by
mk = c rk [(1− wk)+ wkck],
where c denotes the monthly payment and
rk :=
k−1
j=1
(1− wj),
wk := K1 + K2 arctan(K3ik + K4),
ck :=
d−k
j=0
(1+ i0)−j.
Here rk is the fraction of remaining mortgages at month k and wk is the fraction of remaining
mortgages prepaying in month k. The parameters Ki are constants for the prepayment ratewk.
The present value of the security is
PV = E [g(i1, . . . , id)] = E

d
k=1
ukmk

.
Because the interest rates are assumed to follow the lognormal model (36), the problem of pricing
mortgage-backed securities fits into the framework of Section 3. The present value can be written as
a Gaussian integral (9), where the entries of C are given by Cij = min(i, j) and
G(x) = g(i1, . . . , id) with ij = i0 exp(−jσ 2/2+ σ xj), j = 1, . . . , d.
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The function G(x) is twice differentiable over Rd, its gradient vector and Hessian matrix can be
computed analytically. The gradient vector and Hessian matrix of h(z) := G(Az) (where A is a matrix
with AAT = C) can be obtained by Lemma 1. The effective dimension-related quantities and the QMC
error-related measures can be computed easily (see Theorems 2 and 4). We consider the following
three sets of parameters
• Set I:(i0, K1, K2, K3, K4) = (0.007, 0.01,−0.005, 10.0, 0.5); σ = 0.02 or 0.2;
• Set II: (i0, K1, K2, K3, K4) = (0.007, 0.04, 0.0222,−1500.0, 7.0); σ = 0.02 or 0.2;
• Set III: (i0, K1, K2, K3, K4) = (0.00625, 0.24, 0.134,−261.17, 12.72); σ = 0.02 or 0.2;
The first two sets (with σ = 0.02) are from [3] and the last set (with σ = 0.2) is from [15]. The
nominal dimension is d = 360. Two groups of PGMs are considered: Group I (STD, BB and PCA) and
Group II (LT and DM).
We illustrate the impact of various PGMs by comparing the effective dimension-related quantities
and the QMC error-related measures (such as S1, S2 and S3 in (32)). All are important indicators of
the accuracy of QMC methods. The comparisons are presented in Tables 1–3. We also present the
effective dimension-related quantities (in parentheses) of the original function h(z) (without using
Taylor approximation) computed by the numerical algorithms in [25,10]. We observe the following
• The effective dimensions and dimension distribution quantities obtained using the new methods
proposed in this paper forh(z) are close to these obtained by using the numerical methods of [25,
10] for the original function h(z) (especially for the parameters of Set I). The conclusions drawn
from these two kinds of methods on the relative effect of various PGMs are consistent. Thus the
new methods are reliable and give useful information but in a much cheaper way.
• The effect of BB and PCA depends on the model parameters. For Set I and for Set II with σ = 0.02,
BB and PCA reduce the truncation dimension and the QMC-error related measures S1 and S3
significantly (comparing with STD). However, for Set II with σ = 0.2 and Set III, BB and PCA
increase these quantities, implying that the underlying functions are unfriendly for BB and PCA,
and in these cases one cannot expect QMC error reduction by BB or PCA. Thus for the same model,
BB and PCA can have quite different performance in QMC for different model parameters.
• In all cases, the PGMs of Group II (LT and DM) reduce the effective dimension, the mean dimension
and the QMC-error related measures S1 and/or S3 significantly, and are more powerful than the
methods in Group I. W see that LT always has the smallest value of S1, at the expense of the larger
S3, implying that LT might be questionable for functions which are highly nonlinear. DM always
has the smallest value of S3 (which is 0), the corresponding S1 is also reasonably small (slightly
larger than that of LT). The values of S2 are almost the same for all PGMs.
• Some effective dimension-related quantities (say, dms, R1,D2,D3) may be little sensitive to the
PGMs. Still, the different effect of various PGMs can be observed easily by the reduction of
truncation dimension and the mean dimension in the truncation sense. Moreover, the changes
in the QMC error-related measures S1 and S3 are always remarkable and clearly demonstrate the
different influence of PGMs.
In the tables, the value of |Θ1| (see (32)) is not listed, because in almost all cases it is the same as
S1 (the exception is for DM, for which |Θ1| < S1). The values of D1 and Θ2 are also not given in the
tables, because they are invariant with respect to the PGMs according to Theorems 3 and 5.
We also observe that in all cases the mean dimensions are much smaller than the nominal
dimension. In particular, themean dimension in the superposition sense is usually close to 1, implying
that the underlying function is highly additive (except the Set II with σ = 0.2, for which the mean
dimension in superposition sense can be as large as 1.6).
The comparisons above give useful information on the effect of various PGMs for reducing QMC
error and on the suitability of a PGM for a particular problem or a set of parameters.
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5.2. The impact of PGMs on Asian options
Our second example is the pricing of Asian options with zero strike price. We consider arithmetic
Asian call options, whose discounted payoff functions are based on the weighted arithmetic average
of the stock prices
gA(St1 , . . . , Std) = e−rT max(SA − K , 0), (37)
where K is the strike price at the expiration date T and SA is the weighted arithmetic average of the
asset prices sampled at equally spaced times tj = j∆t, j = 1, . . . , dwith∆t = T/d: SA =dj=1wj Stj ,
where wj are the weights with
d
j=1wj = 1. We assume that under the risk-neutral measure the
underlying asset follows the geometric BM (4).
The payoff gA(St1 , . . . , Std) in (37) is not differentiable at some points. Thus the theory developed
in Section 4 is not applicable directly. We focus on a special case K = 0, i.e.,
gA(St1 , . . . , Std) = e−rT
d
j=1
wj Stj =: G(x), x ∼ N(0, C),
which is smooth on Rd. The effect of PGMs in this special case could shed light on the general case
(in our experience the effect of PGM for the cases of K = 0 and K > 0 is consistent). All the PGMs
discussed in Section 3 can be used. The required gradient vector and Hessian matrix can be computed
easily. We illustrate their impact for the following choices of weightswj for j = 1, . . . , d (where b and
c are normalization constants, such that
d
j=1wj = 1):
(A) : wj = 1/d; (B) : wj = b 2−j; (C) : wj = c (−1)j−1/j.
The weights wj are designed to control the dependence of the payoff functions on the stock prices at
different time steps. The model parameters are S0 = 100, r = 0.1, T = 1 and σ = 0.2 or 1. The
comparisons are presented in Tables 4 and 5. The nominal dimension is d = 256. Similarly as in the
previous subsection, we observe the following.
• The effect of PGMs of Group I depends on the weights. For weights (A), BB and PCA reduce the
effective dimension and the QMC error-related measures S1 and S3 (comparing with STD). But for
weights (B) and (C), they behave badly and are worse than STD. These findings are consistent with
the empirical results in [28] and explain the results there. The reason is that theweights have strong
effect on the gradient vector ∇x of the payoff G(x) (since ∇x(j) = ∂G/∂xj = σ e−rTwj Stj ), which
in turn affects the inner product hi = ⟨∇x, Ai⟩, where Ai being the ith column of the associated
generating matrix. The quantities hi play a major role in determining the effective dimension-
related quantities and the QMC error-related measures as shown in Section 4; moreover, they
reflect whether the generating matrix A ‘‘matches’’ the problem. We may say that BB and PCA
match the Asian option with equal weights (this is why BB and PCA behave well in pricing
Asian option with equal weights), but they do not match the Asian option with the weights (B)
or (C).
• The PGMs of Group II significantly reduce the effective dimension and are more powerful than the
methods in Group I. Moreover, they are robust with respect to the choice of weights. Regarding
the QMC-error related measures (S1 and S3), LT has the smallest value of S1 (but the corresponding
S3 can be large in some cases); DM always has the smallest of S3 (which is 0), the corresponding
S1 is also reasonably small (slightly larger than that of LT, but smaller than those of methods of
Group I).
• Again, some effective dimension-related quantities (say, dms, R1,D2,D3) are not sensitive with
respect to the PGMs for weights (B) and (C) (all PGMs lead to nearly additive functions). But
the different effect of various PGMs can still be observed easily by the reduction of truncation
dimension dt and the mean dimension in the truncation sense dmt . Moreover, the changes in the
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QMC error-related measures S1 and S3 are remarkable, implying that they are more powerful in
serving as tie-breaker.
We also observed that in all cases, themean dimension in the superposition sense and the variance
contribution fromANOVA terms of the first order are close to 1, implying that the underlying functions
are strongly additive. In most cases, the truncation dimension and the mean dimension in truncation
sense are much smaller than the nominal dimension; however, there are cases (say, for the weights
(B) and (C) with BB or PCA) for which the truncation dimension is almost as large as the nominal
dimension.
6. Conclusions
PGMs play a crucial role in QMC methods for high-dimensional problems in finance. Their
performance in QMC methods can be excellent or poor, depending on the problem at hand. There is
little theory available to predict and explain the effectiveness of PGMs and guide their implementation
in QMC methods. The questions of how a PGM interacts with the underlying function and affects the
accuracy of QMC methods are of great theoretical as well as practical importance.
This paper focused on the relationship between the accuracy of QMCmethods and PGMs. Efficient
methods for assessing the effect of PGMs are developed without expensive numerical computations.
One strategy is to take a second order Taylor approximation of the function (resulting from a PGM) and
to analyze the effective dimension and dimension distribution by performing ANOVA decomposition
(which can be done analytically). Another strategy is to carry out a QMC error analysis on the second
order Taylor approximation, establishing an explicit link between the QMC error and the PGM.
Equalities and bounds on QMC errors are established with an attractive property that the effect of a
PGM is separated from the effect of the point set. Such relationships enable us to examine how a PGM
interacts with the underlying function and affects the accuracy of QMC methods. New measures for
quantifying the accuracy of QMC methods combining with PGMs are introduced, some are invariant
to PGMs, some are less sensitive to PGMs, whereas others are sensitive to PGMs and thus can be used
as a tie-breaker. These relationships and measures may predict and explain (at least partially) when
andwhy a PGMmay have good or bad performancewhen combinedwith QMCmethods. They provide
further insights into the PGMs and guide the implementation and the design of new PGMs and new
QMC rules. Moreover, these results are expected to lay out the foundation for a more rigorous error
analysis of PGMs in QMC methods. This is left for future research.
The proposed methods are used to access the impact of most PGMs available in the literature on
the problems of pricing mortgage-backed securities and Asian options (with zero strike price). It is
shown that the effect of the PGMs of Group I (e.g. STD, BB and PCA) strongly depends on the problem
and themodel parameters, whereas themethods of Group II (e.g. LT and DM), which take into account
the underlying function, have good performance and are robustwith respect to themodel parameters.
While some of our findingswith respect to the relative effectiveness of some PGMs are consistentwith
the literature, we emphasize that we draw these conclusions in a much cheaper way (thus the second
order Taylor approximation is a reasonable one to use for studying the effect of a PGM). Moreover,
some other findings are new. These provide useful insight to the suitability of a particular PGM on a
given set of problems.
This paper has focused on smooth payoff functions. Non-smooth functions (say, discontinuous
functions) are common in thepricing andhedging of financial derivatives. For discontinuous functions,
we should proceed with care on the use of PGMs in QMC, since different PGMs may lead to different
structure of discontinuity. Specific methods may be required for assessing the effect of various PGMs
and special care is needed to design suitable PGMs in order to overcome the complication induced
by the discontinuity. Recent progress has been made on how PGMs could change the structure of the
discontinuity and how to develop good PGMs to overcome the difficulty of discontinuity (see [29]).
One possible way to avoid the restriction on the smoothness is as follows: for discontinuous functions
involving an indicator function of the form I{h(x)>0}, x ∼ N(0, C), with h(·) being a smooth function,
the methods developed in this paper cannot be applied directly to the original function I{h(x)>0}, but
can be used to the function h(x), giving partial information on the effect of a PGM. Important topics
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Table 1
Comparisons on the effective dimension-related quantities and the QMC error-related measures for mortgage-backed security
with the parameters of Set I.
σ Methods Effective dimension-related QMC error-related
dt dmt dms 100
R1
D 100
D2
D 100
D3
D S1 S2 S3
0.02 STD 135 30.89 1.0003 99.97 0.001 0.03 70.56 0.18 14.96
(118) (27.86) (1.0080) (99.90)
BB 17 2.73 1.0001 99.98 0.02 0.01 18.95 0.19 1.05
(17) (2.85) (1.0899) (99.95)
PCA 7 1.72 1.0002 99.98 0.02 0.02 15.63 0.18 0.72
(7) (1.73) (1.0003) (99.98)
LT 1 1.02 1.0003 99.97 0.004 0.03 6.54 0.18 7.53
(1) (1.16) (1.050) (99.94)
DM 7 3.82 1.0000 100.00 0.03 0.00 15.92 0.20 0.00
(7) (3.80) (1.0000) (99.999)
0.2 STD 95 22.37 1.2814 71.86 0.91 28.14 268.44 22.47 1417.80
(108) (22.48) (1.1588) (89.89)
BB 20 4.31 1.1928 80.72 9.77 19.28 101.71 22.47 104.04
(19) (4.02) (1.0825) (92.89)
PCA 12 2.70 1.1785 82.16 11.20 17.85 108.27 22.47 95.78
(11) (2.49) (1.0819) (93.36)
LT 27 1.80 1.0445 95.55 24.60 4.45 33.09 22.47 306.81
(37) (2.03) (1.0419) (97.24)
DM 3 1.09 1.0000 100.00 29.05 0.00 49.39 22.47 0.00
(3) (1.09) (1.0086) (99.33)
Note. The parameters are the Set I: (i0, K1, K2, K3, K4) = (0.007, 0.01,−0.005, 10.0, 0.5) and σ = 0.02 or 0.2. The nominal
dimension is d = 360. Five PGMs (i.e., STD, BB, PCA, LT and DM) are compared. The dt , dmt and dms are the effective dimension
in truncation sense (with p = 0.99), the mean dimension in truncation sense and the mean dimension in superposition sense,
respectively (based on Theorem 2). The quantities 100 R1D , 100
D2
D and 100
D3
D are the variance contributions (in percentage)
from the ANOVA terms of the first order, from the quadratic terms of diagonal, and from the ANOVA terms of the second order,
respectively (D is the total variance). The quantities S1 , S2 and S3 are the QMC error-related measures (see (32)). The numbers
in parentheses are the effective dimension-related quantities of the original function without using Taylor approximation
computed by the numerical algorithms in [25] and [10].
Table 2
Comparisons for mortgage-backed securities with the parameters of Set II.
σ Methods Effective dimension-related QMC error-related
dt dmt dms 100
R1
D 100
D2
D 100
D3
D S1 S2 S3
0.02 STD 120 26.86 1.06 93.77 0.10 6.23 44.68 1.04 119.48
(116) (25.67) (1.11) (90.57)
BB 17 3.17 1.04 95.87 2.20 4.13 13.59 1.04 5.26
(18) (3.41) (1.07) (93.25)
PCA 8 1.99 1.03 97.21 3.54 2.79 12.23 1.04 2.67
(9) (2.14) (1.05) (94.84)
LT 1 1.21 1.01 99.21 5.54 0.79 4.57 1.04 20.28
(2) (1.22) (1.01) (99.09)
DM 2 1.07 1.00 100.00 6.33 0.00 6.45 1.04 0.00
(3) (1.11) (1.003) (99.77)
0.2 STD 41 9.91 1.57 43.05 5.32 56.95 22.95 5.85 129.32
(69) (16.72) (1.65) (60.58)
BB 134 20.74 1.55 45.42 7.70 54.58 15.65 4.12 46.91
(65) (6.79) (1.39) (68.06)
PCA 50 14.61 1.61 38.72 0.99 61.28 28.12 2.81 165.95
(23) (4.54) (1.45) (66.93)
LT 31 6.94 1.31 69.40 31.67 30.60 4.85 5.00 70.72
(66) (7.78) (1.28) (80.77)
DM 5 1.25 1.00 100.00 62.27 0.00 9.35 7.22 0.00
(14) (2.49) (1.31) (74.93)
Note. The parameters (i0, K1, K2, K3, K4) = (0.007, 0.04, 0.0222,−1500.0, 7.0) and σ = 0.02 or 0.2.
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Table 3
Comparisons for mortgage-backed securities with the parameters of Set III.
σ Methods Effective dimension-related QMC error-related
dt dmt dms 100
R1
D 100
D2
D 100
D3
D 100S1 100S2 100S3
0.02 STD 4 1.45 1.0002 99.98 0.02 0.02 5.06 0.05 0.13
(4) (1.20) (1.0004) (98.01)
BB 130 43.65 1.0003 99.97 0.01 0.03 7.55 0.05 0.24
(130) (62.87) (1.0014) (97.23)
PCA 176 39.28 1.0004 99.96 0.00 0.04 32.87 0.05 4.84
(230) (69.37) (1.0033) (96.10)
LT 1 1.00 1.0000 100.00 0.03 0.00 2.70 0.05 0.56
(3) (1.07) (1.0060) (97.31)
DM 2 1.03 1.0000 100.00 0.04 0.00 3.21 0.05 0.00
(3) (1.14) (1.0122) (97.46)
0.2 STD 4 1.45 1.0159 98.41 1.88 1.59 47.30 4.67 11.20
(4) (1.19) (1.0059) (98.74)
BB 130 44.77 1.0237 97.63 1.10 2.37 71.35 4.67 22.74
(129) (59.66) (1.0187) (96.55)
PCA 180 40.57 1.0341 96.59 0.06 3.41 315.48 4.67 466.34
(251) (62.04) (1.0270) (99.68)
LT 1 1.01 1.0019 99.81 3.28 0.19 25.60 4.67 5.03
(3) (1.07) (1.0032) (99.27)
DM 2 1.03 1.0000 100.00 3.47 0.00 30.31 4.67 0.00
(3) (1.16) (1.0047) (99.48)
Note. The parameters (i0, K1, K2, K3, K4) = (0.00625, 0.24, 0.134,−261.17, 12.72) and σ = 0.02 or 0.2.
Table 4
Comparisons on the effective dimension-related quantities and QMC error-related measures for Asian options.
Weights Methods Effective dimension-related QMC error-related
dt dmt dms 100
R1
D 100
D2
D 100
D3
D S1 S2 S3
(A) STD 203 65.78 1.0100 99.004 0.01 0.996 169.47 1.06 181.27
BB 6 1.43 1.0028 99.719 0.72 0.281 27.25 1.06 2.76
PCA 2 1.02 1.0000 100.000 1.00 0.000 14.75 1.06 0.02
LT 1 1.02 1.0004 99.961 0.10 0.039 12.18 1.06 19.73
DM 2 1.02 1.0000 100.000 1.00 0.000 14.85 1.06 0.00
(B) STD 4 1.33 1.0001 99.995 0.01 0.005 2.50 0.02 0.03
BB 129 42.26 1.0001 99.991 0.00 0.001 4.03 0.02 0.08
PCA 138 32.34 1.0001 99.987 0.00 0.013 15.70 0.02 1.25
LT 1 1.00 1.0000 99.999 0.01 0.001 1.44 0.02 0.01
DM 2 1.02 1.0000 100.000 0.01 0.000 1.68 0.02 0.00
(C) STD 39 3.07 1.0003 99.968 0.01 0.032 6.24 0.04 2.97
BB 145 119.84 1.0003 99.968 0.01 0.032 5.59 0.04 0.54
PCA 256 148.83 1.0004 99.962 0.00 0.038 23.81 0.01 2.49
LT 1 1.01 1.0003 99.972 0.01 0.028 1.50 0.04 1.72
DM 6 2.32 1.0000 100.000 0.04 0.000 2.78 0.11 0.00
Note. The parameters are S0 = 100, r = 0.1, T = 1, σ = 0.2, K = 0. The nominal dimension is d = 256. The abbreviations
are the same as in Table 1. Three choices of weights (A), (B) and (C) are considered.
for future work include the development of more powerful PGMs for general payoff functions and for
more complicated models, a deeper understanding of the impact of various PGMs on the accuracy of
QMC methods and the constructions of better QMC rules for high-dimensional problems in finance
and in other fields.
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Table 5
Comparisons on the effective dimension-related quantities and QMC error-related measures for Asian options.
Weights Methods Effective dimension-related QMC error-related
dt dmt dms 100
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D 100
D2
D 100
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