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We have measured the differential production cross sections as a function of scaled momentum
xp52p/Ec.m. of the identified hadron species p1, K1, K0, K*0, f , p , L0, and of the corresponding anti-
hadron species in inclusive hadronic Z0 decays, as well as separately for Z0 decays into light (u , d , s), c and
b flavors. Clear flavor dependences are observed, consistent with expectations based upon previously measured
production and decay properties of heavy hadrons. These results were used to test the QCD predictions of
Gribov and Lipatov, the predictions of QCD in the modified leading logarithm approximation with the ansatz
of local parton-hadron duality, and the predictions of three fragmentation models. The ratios of production of
different hadron species were also measured as a function of xp and were used to study the suppression of
strange meson, strange and non-strange baryon, and vector meson production in the jet fragmentation process.
The light-flavor results provide improved tests of the above predictions, as they remove the contribution of
heavy hadron production and decay from that of the rest of the fragmentation process. In addition we have
compared hadron and antihadron production as a function of xp in light quark ~as opposed to antiquark! jets.
Differences are observed at high xp , providing direct evidence that higher-momentum hadrons are more likely
to contain a primary quark or antiquark. The differences for pseudoscalar and vector kaons provide new
measurements of strangeness suppression for high-xp fragmentation products. @S0556-2821~99!06101-9#
PACS number~s!: 13.87.Fh, 12.38.Qk, 13.38.Dg, 13.65.1i
I. INTRODUCTION
The production of jets of hadrons from hard partons pro-
duced in high energy collisions is believed to proceed in
three stages. Considering the process e1e2!qq¯ , the first
stage involves the radiation of gluons from the primary quark
and antiquark, which in turn may radiate gluons or split into
qq¯ pairs until their virtuality approaches the hadron mass
scale. This process is in principle calculable in perturbative
QCD, and three approaches have been taken so far: ~i! dif-
ferential cross sections have been calculated @1# for the pro-
duction of up to 4 partons to second order in the strong
coupling as , and leading order calculations have been per-
formed recently for as many as 6 partons ~see e.g. @2#!; ~ii!
certain parton distributions have been calculated to all orders
in as in the modified leading logarithm approximation
~MLLA! @3#; ~iii! ‘‘parton shower’’ calculations @4# have
been implemented numerically; these consist of an arbitrary
number of q!qg , g!gg and g!qq¯ branchings, with each
branching probability determined from QCD in the leading
logarithm approximation.
In the second stage these partons transform into ‘‘pri-
mary’’ hadrons. This ‘‘fragmentation’’ process is not under-
stood quantitatively and there are few theoretical predictions
that do not explicitly involve heavy (c or b) quarks. Using
perturbative QCD, Gribov and Lipatov have studied @5# the
fragmentation of quarks produced in e1e2 collisions in the
limit of high hadron momentum fraction xp5phadron /
Ebeam , and have related it to the proton structure function at
high x5Equark /Eproton . They predict that as xp!1 the dis-
tribution of xp for baryons is proportional to (12xp)3, and
that for mesons is proportional to (12xp)2. Another ap-
proach is to make the ansatz of local parton-hadron duality
~LPHD! @3#, that inclusive distributions of primary hadrons
are the same, up to a normalization factor, as those for par-
tons. Calculations using MLLA QCD, cut off at a virtual
parton mass comparable with the mass of the hadron in ques-
tion, have been used in combination with LPHD to predict
that the shape of the distribution of j5ln(1/xp) for a given
primary hadron species is approximately Gaussian within
about one unit of the peak, that the shape can be approxi-
mated over a wider j range by a Gaussian with the addition
of small distortion terms, and that the peak position depends
inversely on the hadron mass and logarithmically on the
center-of-mass ~c.m.! energy. It is desirable to test the exist-
ing calculations experimentally and to encourage deeper the-
oretical understanding of the fragmentation process.
In the third stage unstable primary hadrons decay into the
stable particles that traverse particle detectors. This stage is
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understood inasmuch as proper lifetimes and decay branch-
ing ratios have been measured for many hadron species.
However, these decays complicate fundamental fragmenta-
tion measurements because a sizable fraction of the stable
particles are decay products rather than primary hadrons, and
it is typically not possible to determine the origin of each
detected hadron. Previous measurements at e1e2 colliders
~see e.g. @6,7#! indicate that decays of vector mesons, strange
baryons and decuplet baryons produce roughly two-thirds of
the stable particles; scalar mesons, tensor mesons and radi-
ally excited baryons have also been observed @7#, and there
are large uncertainties on their contributions. Ideally one
would measure every possible hadron species and distinguish
primary hadrons from decay products on a statistical basis. A
body of knowledge could be assembled by reconstructing
heavier and heavier states, and subtracting their known decay
products from the measured differential cross sections of
lighter hadrons.
Additional complications arise in jets initiated by heavy
quarks, since the leading heavy hadrons carry a large fraction
of the beam energy, restricting that available to other pri-
mary hadrons, and their decays produce a sizable fraction of
the stable particles in the jet. Although decays of some B and
D hadrons have been studied inclusively, there are large un-
certainties in heavy hadron production, Bs
0 and heavy baryon
decay, and the suppression of gluon radiation from heavy
quarks. The removal of heavy flavor events will therefore
simplify the study of the fragmentation of light quarks into
hadrons.
A particularly interesting aspect of fragmentation is the
question of what happens to the quark or antiquark that ini-
tiated the jet. A common prejudice is that the initial quark is
‘‘contained’’ as a valence constituent of a particular hadron,
and that this ‘‘leading’’ hadron has on average a higher mo-
mentum than the other hadrons in the jet. The highly polar-
ized electron beam delivered by the SLAC Linear Collider
~SLC! gives a unique, high purity, unbiased tag of quark vs
antiquark jets, via the large electroweak forward-backward
quark production asymmetry at the Z0 resonance. We have
previously observed @8# evidence for the production of lead-
ing baryons, K6 and K*0/K¯ *0 in light-flavor jets. The quan-
tification of leading particle effects could lead to methods for
identifying jets of specific light flavors, which could have a
number of applications in ep and hadron-hadron collisions
as well as in e1e2 annihilations.
There are several phenomenological models of jet frag-
mentation, which combine modelling of all three stages of
particle production; it is important to test their predictions.
To simulate the parton production stage, the HERWIG @9#,
JETSET @10# and UCLA @11# event generators use a combina-
tion of first order matrix elements and a parton shower. To
simulate the fragmentation stage, the HERWIG model splits
the gluons produced in the first stage into qq¯ pairs, and these
quarks and antiquarks are paired up locally to form colorless
clusters that decay into the primary hadrons. The JETSET
model takes a different approach, representing the color field
between the partons by a semi-classical string, which is bro-
ken, according to an iterative algorithm, into several pieces
that correspond to primary hadrons. In the UCLA model,
whole events are generated according to weights derived
from the phase space available to their final states and the
relevant Clebsch-Gordan coefficients. Each of these models
contains arbitrary parameters that control various aspects of
fragmentation and have been tuned to reproduce data from
e1e2 annihilations. The JETSET model includes a large num-
ber of parameters that control, on average, the species of
primary hadron produced at each string break, giving it the
potential to model the observed properties of identified had-
ron species in great detail. In the HERWIG model, clusters are
decayed into pairs of primary hadrons according to phase
space, and the relative production of different hadrons is ef-
fectively governed by two parameters controlling the distri-
bution of cluster masses. In the UCLA model, there is only
one such free parameter, which controls the degree of local-
ity of baryon-antibaryon pair formation.
In this paper we present an analysis of p6, K6, K0/K¯ 0,
K*0/K¯ *0, f , p/p¯ , and L0/L¯ 0 production in hadronic Z0
decays collected by the SLC Large Detector ~SLD!. The
analysis is based upon the approximately 150,000 hadronic
events obtained in runs of the SLC between 1993 and 1995.
We measure differential production cross sections for these
seven hadron species in an inclusive sample of hadronic Z0
decays and use the results to test the QCD predictions of
Gribov and Lipatov, the predictions of MLLA QCD
1LPHD, and the predictions of the three fragmentation
models just described, as well as to study the suppression of
strange hadrons, baryons, and vector mesons in the fragmen-
tation process. We also measure these differential cross sec-
tions separately in Z0 decays into light flavors (uu¯ , dd¯ and
ss¯), cc¯ and bb¯ , which provide improved tests of the QCD
predictions, new tests of the fragmentation models that sepa-
rate the heavy hadron production and decay modelling from
that of the rest of the fragmentation process, and cleaner
measurements of strangeness, baryon and vector-meson sup-
pression. In addition we update our measurements of hadron
and antihadron differential cross sections in light quark jets,
and use the results to make additional new tests of the frag-
mentation models and to make two new measurements of
strangeness suppression at high xp .
In Sec. II we describe the SLD, including a detailed de-
scription of the Cherenkov Ring Imaging Detector, which is
used to identify charged hadrons. In Sec. III we describe the
selection of hadronic events of different primary flavor, us-
ing impact parameters of charged tracks measured in the
Vertex Detector, and the selection of light quark and anti-
quark hemispheres, using the large production asymmetry in
polar angle induced by the polarization of the SLC electron
beam. In Sec. IV we describe the hadron identification analy-
ses and present results for flavor-inclusive events. In Sec. V
we present results separately for light- (Z0!uu¯ ,dd¯ ,ss¯), c-
(Z0!cc¯ ) and b-flavor (Z0!bb¯ ) events. In Sec. VI we use
the flavor-inclusive and light-flavor results to test the QCD
predictions of Gribov and Lipatov, and of MLLA QCD
1LPHD. In Sec. VII we extract total production cross sec-
tions of each hadron species per hadronic event. In Sec. VIII
we update our measurements of leading particle production
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in light-flavor jets. In Sec. IX we present ratios of production
of pairs of hadrons, and discuss the suppression of strange
hadrons, baryons, and vector mesons in the fragmentation
process.
II. THE SLD
This analysis of data from the SLD @12# used charged
tracks measured in the Central Drift Chamber ~CDC! @13#
and silicon Vertex Detector ~VXD! @14#, and identified in the
Cherenkov Ring Imaging Detector ~CRID! @15#. The CDC
consists of 80 layers of sense wires arranged in 10 axial or
stereo superlayers between 24 and 96 cm from the beam
axis. The outermost layer covers the solid angle range
ucosuu,0.68. The average spatial resolution for hits attached
to charged tracks is 92 mm. Momentum measurement is pro-
vided by a uniform axial magnetic field of 0.6 T. The mo-
mentum resolution of the CDC was measured using muons
from cosmic rays and Z0!m1m2 decays to be sp' /p'
2
50.005% 0.010/p' , where p' is the track momentum trans-
verse to the beam axis in GeV/c. The VXD and CRID are
described in the following subsections.
Energy deposits reconstructed in the Liquid Argon Calo-
rimeter ~LAC! @16# were used in the initial hadronic event
selection and in the calculation of the event thrust @17# axis.
The LAC is a lead-liquid argon sampling calorimeter cover-
ing the solid angle range ucosuu,0.98, which is segmented
into 33336 mrad projective towers, each comprising two
electromagnetic sections and two hadronic sections, for a
total thickness of 2.8 interaction lengths. The energy resolu-
tion is measured to be s515%/AE for electromagnetic
showers and 60%/AE for hadronic showers, where E is the
energy in GeV.
A. The SLD vertex detector
Flavor tagging of events for this analysis was accom-
plished with the original SLD Vertex Detector @14#, which
was composed of 480 charge-coupled devices containing a
total of 120 million 22322 mm2 pixels, arranged in four
concentric layers of radius between 2.9 and 4.2 cm. The
outermost layer covered the solid angle range ucosuu,0.75,
and the azimuthal arrangement was such that a track would
always encounter one of the two innermost layers and one of
the two outermost layers; the average number of recon-
structed hits per track was 2.3. The 3D spatial resolution for
these hits was measured to be 5.5 mm.
Here we used only the information in the plane transverse
to the beam axis. The impact parameter resolution in this
plane was measured @18# from the distribution of miss dis-
tances between the two tracks in Z0!m1m2 events to be 11
mm for 45.6 GeV/c muons reconstructed including at least
one hit in the VXD. The transverse position of the primary
interaction point ~IP! was measured using tracks in sets of
;30 sequential hadronic Z0 decays, with a resolution mea-
sured from the distribution of impact parameters in the sta-
tistically independent m-pair event sample ~see Fig. 1! of
762 mm. The impact parameter resolution for lower momen-
tum tracks was determined using tracks in hadronic Z0 de-
cays, corrected for the contributions from decays of heavy
hadrons. Including the uncertainty on the IP, a resolution of
11% 70/(p'sin3/2u)mm was obtained, where p' is the track
momentum transverse to the beam axis in GeV/c and u is the
polar angle of the track with respect to the beam axis.
B. The SLD Cherenkov ring imaging detector
Identification of charged tracks is accomplished with the
barrel CRID @15#, which covers the solid angle range ucosuu
,0.68. Through the combined use of liquid C6F14 and gas-
eous C5F121N2 radiators, the barrel CRID is designed to
perform efficient separation of charged pions, kaons and pro-
tons over most of the momentum range in e1e2 annihila-
tions at the Z0, 0.3,p,46 GeV/c. A charged particle that
passes through a radiator of refractive index n with velocity
b above Cherenkov threshold, b.b051/n , emits photons at
an angle uc5cos21(1/bn) with respect to its flight direction.
In the SLD, a charged particle exiting the CDC encounters a
1 cm thick liquid radiator, contained in one of 40 radiator
trays. If the momentum of the particle is above its liquid
Cherenkov threshold, UV photons are emitted in a cone
about the particle flight direction. This 1 cm thick cone ex-
pands over a standoff distance of ;12 cm and each photon
can enter one of 40 time projection chambers ~TPCs! through
an inner quartz window.
The TPCs contain a photosensitive gas, ethane with
;0.1% TMAE @15#. The resulting single photoelectrons drift
along the beam direction to a wire chamber where the con-
version point of each Cherenkov photon is measured in three
dimensions using drift time, wire address and charge divi-
sion. These positions are used to reconstruct a Cherenkov
angle with respect to the extrapolated charged track. Liquid
rings span 2–3 TPCs in azimuth and can be split between
TPCs in the forward and backward hemispheres.
The particle may then continue through a TPC, where it
ionizes the drift gas, saturating the readout electronics, which
were designed for single-electron detection, on 2–7 anode
wires and effectively deadening ;5 cm2 of detection area.
Following the TPC, the particle passes through ;40 cm of
the gas radiator volume. Radiated Cherenkov photons are
FIG. 1. Distribution of transverse impact parameters of tracks in
e1e2!m1m2 events with respect to the primary interaction point
measured in hadronic events.
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focussed by one of 400 spherical mirrors onto the outer
quartz window of a TPC. Gas rings are typically 2.5 cm in
radius at the TPC surface, and the mirrors are positioned
such that no ring is focussed near an edge of a TPC or near
the region saturated by its own track. The mirror arrange-
ment and the large size of the liquid rings make the identifi-
cation performance largely independent of the proximity of
the track to any jet axis.
The average liquid ~gas! Cherenkov angle resolution was
measured from the data to be 16 ~4.5! mrad, including the
effects of residual misalignments of the TPCs, radiator trays
and mirrors, and track extrapolation resolution. The local or
intrinsic resolution was measured to be 13 ~3.8! mrad, con-
sistent with the design value. The average number of de-
tected photons per full ring for tracks with b51 was mea-
sured in m-pair events to be 16.1 ~10.0!. For hadronic events,
a set of cuts was applied to reduce backgrounds from spuri-
ous hits and cross-talk from saturating hits, resulting in an
average of 12.8 ~9.2! accepted hits per ring. The average
reconstructed Cherenkov angle for b51 tracks was 675
~58.6! mrad, corresponding to an index of refraction of 1.281
~1.00172!, and Cherenkov thresholds of 0.17 ~2.4! GeV/c for
charged pions, 0.62 ~8.4! GeV/c for kaons and 1.17 ~16.0!
GeV/c for protons. This index was found to be independent
of position within the CRID and the liquid index was found
to be constant in time. Time variations in the gas index of up
to 60.00007 were tracked with an online monitor and veri-
fied in the data.
Tracks were identified using a likelihood technique @19#.
For each of the five stable charged particle hypotheses
i5e ,m ,p ,K ,p , a likelihood Li was calculated based upon
the number of detected photoelectrons and their measured
angles, the expected number of photons, the expected Cher-
enkov angle, and a background term. The background in-
cluded the effects of overlapping Cherenkov radiation from
other tracks in the event as well as a constant term normal-
ized to the number of hits in the TPC in question that were
not associated with any track. Particle separation was based
upon differences between logarithms of these likelihoods,
Li5lnLi .
The particle identification performance of the CRID de-
pends on the track selection and likelihood difference re-
quirements for a given analysis. Here we discuss the example
of the hadron fractions analysis described in Sec. IV A,
where we consider only the three charged hadron hypotheses
i5p ,K ,p . The lepton hypotheses are not considered since
Le'Lm'Lp for momenta relevant to that analysis; a correc-
tion ~see Sec. IV A! is then applied for lepton contamination.
For tracks with p,2.5 (p.2.5) GeV/c, a particle was iden-
tified as species j if Lj exceeded both of the other log-
likelihoods by at least 5 ~3! units. We quantify the perfor-
mance in terms of a momentum-dependent identification
efficiency matrix E, each element Ei j of which represents the
probability that a selected track from a true i-hadron is iden-
tified as a j-hadron, with i , j5p ,K ,p . The elements of this
matrix were determined where possible from the data @20#.
For example, tracks from selected Ks
0 and t decays were
used as ‘‘pion’’ test samples, having estimated kaon plus
proton contents of 0.3% and 1.7% respectively. Figure 2
shows the probability for these tracks to be identified as
pions, kaons and protons as a function of momentum. Also
shown are results of the same analysis of corresponding
samples from a detailed Monte Carlo ~MC! simulation of the
detector. The MC describes the momentum dependence well
and reproduces the efficiencies to within 60.03. Functional
forms were fitted to the data, chosen to describe the momen-
tum dependence of both data and simulated test samples, as
well as that of simulated true pions in hadronic events. The
simulation was used to correct the fitted parameters for non-
pion content in the Ks
0 and t samples and differences in
tracking performance between tracks in these samples and
those from the IP in hadronic events. The resulting identifi-
cation efficiency functions, Epp , EpK and Epp , are shown
in the leftmost column of Fig. 3.
A similar procedure using only p and p likelihoods was
used to measure the p-p separation in the liquid ~gas! system
for p.2 ~17! GeV/c, and the simulation was used to convert
that into Epp , shown in the bottom right of Fig. 3. Epp over
the remaining momentum range, as well as the p-K separa-
tion in the gas system below and near kaon threshold (p
,10 GeV/c!, was measured using protons from decays of
tagged lambda hyperons @20#. The remaining efficiencies in
Fig. 3 were derived from those measured, using the simula-
FIG. 2. Efficiencies for selected tracks from Ks
0 ~squares! and t
~circles! decays to be identified as each hadron species in the CRID.
The solid symbols represent the data and the open symbols the
simulation.
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tion. For example, EKK is equal to Epp for momenta in the
ranges 1.5,p,2.5 and 15,p,25 GeV/c, since both spe-
cies are well above the relevant Cherenkov threshold and
their expected Cherenkov angles differ from that of the pro-
ton by an amount large compared with the angular resolu-
tion. Outside these ranges, EKK was related to Epp by a
function derived from the simulation to account for the ef-
fects of the reduced photon yield near the kaon Cherenkov
threshold and the fact that the expected kaon ring radius lies
between those of the pion and proton.
The bands in Fig. 3 encompass the upper and lower sys-
tematic error bounds on the efficiencies. The discontinuities
correspond to the p and K Cherenkov thresholds in the gas
radiator. For the diagonal elements, the systematic errors cor-
respond to errors on the fitted parameters and are strongly
positively correlated across each of the three momentum re-
gions. For the off-diagonal elements, representing misidenti-
fication rates, a more conservative 25% relative error was
assigned at all points to account for the limited experimental
constraints on the momentum dependence. These errors are
also strongly positively correlated among momenta. The
identification efficiencies in Fig. 3 peak near or above 0.9
and the pion coverage is continuous from 0.3 GeV/c up to
approximately 35 GeV/c. There is a gap in the kaon-proton
separation between about 7 and 10 GeV/c due to the limited
resolution of the liquid system and the fact that neither spe-
cies is far above Cherenkov threshold in the gas system. The
proton coverage extends to the beam momentum. Misidenti-
fication rates are typically less than 0.03, with peak values of
up to 0.07.
III. EVENT SELECTION
The trigger and initial selection of hadronic events are
described in @21#. The analysis presented here is based on
charged tracks measured in the CDC and VXD. A set of cuts
was applied in order to select events well-contained within
the detector acceptance. Tracks were required to have ~i! a
closest approach to the beam axis within 5 cm, and within 10
cm along the beam axis of the measured IP, ~ii! a polar angle
u with respect to the beam axis with ucosuu, 0.80, ~iii! a
momentum transverse to this axis p'. 150 MeV/c , and ~iv!
a momentum p , 50 GeV/c. Events were required: to con-
tain a minimum of seven such tracks; to contain a minimum
FIG. 3. Calibrated identification efficiencies for tracks used in the charged hadron fractions analysis. The half-widths of the grey bands
represent the systematic uncertainties, which are strongly correlated between momenta. Note the expanded vertical scale for the off-diagonal
efficiencies.
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visible energy Evis.18 GeV, calculated from the accepted
tracks, assigned the charged pion mass; to have a thrust axis
polar angle u t with respect to the beam axis, calculated from
calorimeter clusters, with ucosutu, 0.71; and to have good
VXD data @18# and a well-measured IP position. A sample of
90 213 events passed these cuts. For the analyses using the
CRID, the additional requirements were made that the CRID
high voltage was on and that there was a good drift velocity
measurement, resulting in a sample of 79 711 events. The
non-hadronic background was estimated to be 0.1%, domi-
nated by Z0!t1t2 events.
Samples of events enriched in light and b primary flavors
were selected based on signed impact parameters d of
charged tracks with respect to the IP in the plane transverse
to the beam. For each event we define nsig to be the number
of tracks passing a set of impact-parameter quality cuts @18#
that have impact parameter greater than three times its esti-
mated error, d.3sd . Events with nsig50 were assigned to
the light-tagged sample and those with nsig>3 were as-
signed to the b-tagged sample. The remaining events were
classified as a c-tagged sample. The light-, c- and b-tagged
samples comprised 60.4%, 24.5% and 15.2% of the selected
hadronic events, respectively. The distributions of d/sd and
nsig were found to be reproduced by our Monte Carlo simu-
lation @18#. The tagging efficiencies and sample purities were
estimated from this simulation and are listed in Table I.
Separate samples of hemispheres enriched in light-quark
and light-antiquark jets were selected from the light-tagged
event sample by exploiting the large electroweak forward-
backward production asymmetry with respect to the beam
direction. The event thrust axis was used to approximate the
initial qq¯ axis and was signed such that its z-component was
along the electron beam direction, tˆz.0. Events in the cen-
tral region of the detector, where the production asymmetry
is small, were removed by the requirement u tˆzu.0.2, leaving
74% of the light-tagged events. The quark-tagged hemi-
sphere in events with left- ~right-!handed electron beam po-
larization was defined to comprise the set of tracks with posi-
tive ~negative! momentum projection along the signed thrust
axis. The remaining tracks in each event were defined to be
in the antiquark-tagged hemisphere. For the selected event
sample, the average magnitude of the polarization was 0.73.
Using this value and assuming standard model couplings, a
tree-level calculation gives a quark ~antiquark! purity of 0.73
in the quark-tagged ~antiquark-tagged! sample.
IV. HADRON IDENTIFICATION ANALYSIS
In the following subsections we discuss details of the
analysis for three categories of identified hadrons: charged
tracks identified as p6, K6 or p/p¯ in the CRID; Ks
0 and
L0/L¯ 0 reconstructed in their charged decay modes and
tagged by their long flight distance; and K*0/K¯ *0 and f
reconstructed in charged decay modes including one and two
identified K6, respectively. The resulting differential cross
sections for these seven hadron species in inclusive hadronic
Z0 decays are presented in the last subsection.
A. Charged hadron fractions
Reconstructed charged tracks were identified as charged
pions, kaons or protons using information from only the
CRID liquid ~gas! radiator for tracks with p,2.5 (p.7.5)
GeV/c; in the overlap region, 2.5,p,7.5 GeV/c, liquid and
gas information was combined. Additional track selection
cuts @20# were applied to remove tracks that interacted or
scattered through large angles before exiting the CRID and
to ensure that the CRID performance was well-modelled by
the simulation. Tracks were required to have at least 40 CDC
hits, at least one of which was at a radius of at least 92 cm,
to extrapolate through an active region of the appropriate
radiator~s!, and to have at least 80 ~100!% of their expected
liquid ~gas! ring contained within a sensitive region of the
CRID TPCs. The latter requirement included rejection of
tracks with p.2.5 GeV/c for which there was a saturated
CRID hit within a 5 cm radius ~twice the maximum ring
radius! of the expected gas ring center. Tracks with p,7.5
GeV/c were required to have a saturated hit within 1 cm of
the extrapolated track, and tracks with p.2.5 GeV/c were
required to have either such a saturated hit or the presence of
at least four hits consistent with a liquid ring. These cuts
accepted 47%, 28% and 43% of the tracks within the CRID
acceptance in the momentum ranges p,2.5, 2.5,p,7.5
and p.7.5 GeV/c, respectively. For momenta below 2
GeV/c, only negatively charged tracks were used in order to
reduce the background from protons produced in particle in-
teractions with the detector material, and we assumed the
true production fractions of positively and negatively
charged tracks to be equal.
In each momentum bin we measured the fractions of the
selected tracks that were identified as pions, kaons and pro-
tons. The observed fractions were related to the true produc-
tion fractions by an efficiency matrix, composed of the val-
ues shown in Fig. 3, with small corrections ~see below! for
the presence of charged leptons in the sample. This matrix
was inverted and used to unfold our observed identified had-
ron fractions. This analysis procedure does not require that
the sum of the charged hadron fractions be unity; instead the
sum was used as a consistency check, which was found to be
satisfied at all momenta ~see Fig. 4!. In some momentum
regions we cannot distinguish two of the three hadron spe-
cies, so the procedure was reduced to a 232 matrix analysis
and we present only the fraction of the identified species, i.e.
protons above 35 GeV/c and pions below 0.75 GeV/c and
between 7.5 and 9.5 GeV/c.
TABLE I. Efficiencies for simulated events in the three flavor
categories to be tagged as light, c or b events. The three rightmost
columns indicate the composition of each simulated tagged sample
assuming the standard model relative flavor production.
Efficiency for Z0! Composition
uu¯ ,dd¯ ,ss¯ cc¯ bb¯ uu¯ ,dd¯ ,ss¯ cc¯ bb¯
light-tag 0.845 0.438 0.075 0.849 0.124 0.027
c-tag 0.153 0.478 0.331 0.378 0.333 0.290
b-tag 0.002 0.084 0.594 0.009 0.100 0.891
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Electrons and muons were not distinguished from pions in
this analysis, since the probability of identifying a charged
lepton as a pion is nearly equal to that of identifying a true
pion as a pion for momenta well above pion threshold in the
relevant radiator. Lepton production in hadronic Z0 decays is
well understood experimentally and included in our simula-
tion. About 5% of the tracks are due to leptons, predomi-
nantly from D- and B-hadron decays. In addition there are
electrons from photon conversions in the detector materials.
The rate of these has been measured in our data @22# with a
15% uncertainty, and the simulation has been tuned to repro-
duce the rate as well as the spatial distribution of conversion
vertices.
We therefore included leptons in the true pion category in
the unfolding procedure, resulting in small modifications to
the identification efficiencies for pions due to the different
Cherenkov thresholds and multiple scattering rates for elec-
trons, muons and pions. The largest change was a 0.3% de-
crease in Epp at a momentum of 2.5 GeV/c. These shifts are
small compared with the systematic errors, and no additional
error was assigned. The measured fractions were corrected
using the simulation for the lepton backgrounds, as well as
for the effects of beam-related backgrounds, hadrons pro-
duced by particles interacting in the detector material, and
particles decaying outside the tracking volume. The conven-
tional definition of a final-state charged hadron was used,
namely a charged pion, kaon or proton that is either from the
primary interaction or a direct decay product of a hadron that
has proper lifetime less than 3310210 s and is itself a pri-
mary or a decay product of a primary hadron.
The measured charged hadron fractions in inclusive had-
ronic Z0 decays are shown in Fig. 4 and listed in Tables
II–IV. The systematic errors are dominated by the uncertain-
ties on the efficiency matrix, which were extracted from the
data ~see Sec. II B!; variation of the rates of leptons from cc¯
and bb¯ events by 610% and 65%, respectively, of the
amount of detector material by 615%, and of the rates of
beam-related background and of production of Ks ,KL and
L0 by factors of two all produced much smaller uncertain-
ties. The uncertainties due to the identification efficiencies
were determined by propagating the errors on the calibrated
efficiency matrix and are dominated by the uncertainty on
the relevant diagonal matrix element. At a given momentum,
the uncertainty on the fraction of a given species is domi-
nated by the uncertainty on a single parameter of the fitted
diagonal efficiency function, corresponding to a specific
physical effect. For pions, the uncertainty on the liquid ~gas!
photon yield dominates for p,1.5 (2.5,p,17) GeV/c, and
the uncertainty on the liquid ~gas! angular resolution domi-
nates for 1.5,p,2.5 (p.17) GeV/c. For kaons, the uncer-
tainty on the liquid ~gas! photon yield dominates for p
,1.5 (9,p,17) GeV/c, the uncertainty on the liquid ~gas!
angular resolution dominates for 1.5,p,2.5 and 5,p,9
(p.17) GeV/c, and the uncertainty on the level of random
background hits dominates for 2.5,p,5 GeV/c. For pro-
tons, the uncertainty on the liquid ~gas! photon yield domi-
nates for p,2.5 (18,p,25) GeV/c, the uncertainty on the
liquid ~gas! angular resolution dominates for 5,p,9 (p
.30) GeV/c, and the uncertainty on the level of random
background hits dominates for 2.5,p,5 and 10,p,30
GeV/c. The systematic errors are strongly positively corre-
lated across each of these momentum regions and are also
correlated between hadron species. They are indicated by the
pairs of dashed lines in Fig. 4. The errors on the points below
;6 GeV/c are dominated by the systematic uncertainties; for
the points above ;15 GeV/c the errors have roughly equal
statistical and systematic contributions.
Pions are seen to dominate the charged hadron production
at low momentum, and to decline steadily in fraction as mo-
mentum increases. The kaon fraction rises steadily to about
one-third at high momentum. The proton fraction rises to a
plateau value of about one-tenth at about 10 GeV/c. Where
the momentum coverage overlaps, these measured fractions
were found to be consistent with an average of previous mea-
surements at the Z0 @23–25#. Measurements based on ring
imaging and those based on ionization energy loss rates
cover complementary momentum ranges and can be com-
bined to provide continuous coverage over the range 0.22
,p,45.6 GeV/c.
Differential production cross sections were obtained by
multiplying these fractions by our measured inclusive
charged particle differential cross section, corrected, using
FIG. 4. Measured charged hadron production fractions in had-
ronic Z0 decays. The circles represent the p6 fraction, the squares
the K6 fraction, the triangles the p/p¯ fraction, and the open circles
the sum of the three fractions. The error bars in the upper plot are
statistical only; the dashed lines indicate the systematic errors,
which are strongly correlated between momenta. The error bars on
the sum are statistical and systematic added in quadrature.
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our simulation, for the contribution from leptons. The inclu-
sive charged cross section was measured using all tracks sat-
isfying the criteria in Sec. III, and the detector simulation
was used to correct for acceptance, beam-related back-
grounds and the effects of interactions in the detector mate-
rial. The integral of this cross section was constrained to be
20.95 tracks per event, an average @26# of charged multiplic-
ity measurements in Z0 decays, and the momentum-
dependence of our track reconstruction efficiency was
checked by comparing the momentum distributions of
charged tracks in data and simulated t6 decays. We include
a 1.7% error on the average multiplicity as a systematic nor-
malization uncertainty, as well as a momentum-dependent
systematic uncertainty of 0.113up23.8 GeV/cu%, derived
from the study of t6 decays. The inclusive charged particle
differential cross section is listed in Table V, and the result-
ing differential cross sections per hadronic event per unit xp
for the identified hadrons are listed in Tables II–IV. The
1.7% normalization uncertainty is not included in the sys-
tematic error listed for any of the identified hadrons, nor is it
TABLE II. Charged pion fraction f p and differential cross section ~1/N!dnp /dxp per hadronic Z0 decay.
^xp& is the average xp value of charged tracks in each bin. The last row gives the integral over the xp range
of the measurement. The first error is statistical, the second systematic. A 1.7% normalization uncertainty is
included in the systematic error on the integral, but not in those on the cross section.
xp Range ^xp& f p 1/N dnp /dxp
0.008 – 0.010 0.009 0.96360.00460.014 482.3 6 2.3 6 7.2
0.010 – 0.012 0.011 0.92460.00460.006 439.0 6 2.3 6 3.7
0.012 – 0.014 0.013 0.92160.00360.006 400.5 6 2.0 6 3.3
0.014 – 0.016 0.015 0.90660.00460.006 356.1 6 1.9 6 3.0
0.016 – 0.022 0.019 0.88660.00260.006 292.8 6 1.0 6 2.4
0.022 – 0.027 0.025 0.87260.00360.006 228.5 6 1.0 6 1.9
0.027 – 0.033 0.030 0.83160.00360.006 176.6 6 0.9 6 1.4
0.033 – 0.038 0.036 0.82060.00460.006 144.4 6 0.8 6 1.2
0.038 – 0.044 0.041 0.82360.00460.010 121.7 6 0.8 6 1.6
0.044 – 0.049 0.047 0.80660.00660.015 102.5 6 0.9 6 1.9
0.049 – 0.055 0.052 0.81260.00860.020 89.2 6 0.9 6 2.2
0.055 – 0.060 0.058 0.78860.00760.029 75.3 6 0.8 6 2.8
0.060 – 0.066 0.063 0.77960.00760.016 66.0 6 0.7 6 1.4
0.066 – 0.071 0.069 0.76360.00760.010 57.81 6 0.60 6 0.81
0.071 – 0.077 0.074 0.76760.00760.009 51.63 6 0.56 6 0.60
0.077 – 0.082 0.079 0.76160.00760.009 45.95 6 0.52 6 0.54
0.082 – 0.088 0.085 0.75060.00760.008 41.35 6 0.49 6 0.49
0.088 – 0.099 0.093 0.74360.00660.008 35.24 6 0.32 6 0.42
0.099 – 0.110 0.104 0.71460.00660.008 28.12 6 0.29 6 0.35
0.110 – 0.121 0.115 0.70560.00760.009 23.57 6 0.27 6 0.30
0.121 – 0.143 0.131 0.69560.00560.009 18.32 6 0.17 6 0.24
0.143 – 0.164 0.153 0.67060.00660.009 13.22 6 0.14 6 0.19
0.164 – 0.186 0.175 0.65160.00660.009 9.84 6 0.11 6 0.15
0.186 – 0.208 0.197 0.64460.00760.008 7.47 6 0.09 6 0.11
0.208 – 0.230 0.219 0.62560.00860.007 5.711 6 0.083 6 0.080
0.230 – 0.252 0.241 0.61160.00960.006 4.414 6 0.074 6 0.063
0.252 – 0.274 0.263 0.61860.01060.010 3.612 6 0.068 6 0.072
0.274 – 0.296 0.285 0.60860.01160.010 2.886 6 0.061 6 0.060
0.296 – 0.318 0.307 0.58360.01260.011 2.206 6 0.054 6 0.049
0.318 – 0.351 0.334 0.57860.01260.012 1.739 6 0.040 6 0.044
0.351 – 0.384 0.366 0.60360.01460.015 1.350 6 0.036 6 0.040
0.384 – 0.417 0.400 0.52360.01760.016 0.874 6 0.031 6 0.032
0.417 – 0.450 0.432 0.52060.02160.020 0.670 6 0.029 6 0.029
0.450 – 0.482 0.465 0.53460.02460.024 0.520 6 0.026 6 0.025
0.482 – 0.526 0.503 0.50860.02860.027 0.355 6 0.021 6 0.020
0.526 – 0.570 0.547 0.51460.03660.031 0.248 6 0.018 6 0.016
0.570 – 0.658 0.609 0.50160.04060.038 0.146 6 0.012 6 0.012
0.658 – 0.768 0.704 0.58060.07660.053 0.071 6 0.009 6 0.007
Total Observed/Evt. 14.52 6 0.02 6 0.27
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included in the error bars in any of the figures. With the
chosen bins the fraction of tracks in a bin that had true mo-
mentum outside that bin was less than 7% for all bins except
the highest-momentum bin, in which 23% of the tracks had
true momentum lower than the bin edge. A correction to the
proton fraction in that bin could be made using the fractions
measured in the lower-momentum bins, but would be small
compared with the statistical error and was not made.
B. Neutral K0/K¯ 0 and L0/L¯ 0 production
We reconstructed the charged decay modes Ks
0!p1p2
and L0(L¯ 0)! pp2(p¯p1) @27#, collectively referred to as
V0 decays. In order to ensure good invariant mass resolution
tracks were required to have a minimum transverse momen-
tum of 150 MeV/c with respect to the beam direction, at least
40 hits measured in the CDC, and a polar angle satisfying
ucosuu,0.8.
Pairs of oppositely charged tracks satisfying these re-
quirements were combined to form V0s if their separation
was less than 15 mm at their point of closest approach in 3
dimensions. A x2 fit of the two tracks to a common vertex
was performed, and to reject combinatoric background we
required: the confidence level of the x2 to be greater than
2%; the vertex to be separated from the IP by at least 1 mm,
and by at least 5s l , where s l is the calculated error on the
separation length of the V0; and vertices reconstructed out-
side the Vertex Detector to have at most one VXD hit as-
signed to each track.
The two invariant masses mpp and mpp were calculated
for each V0 with, in the latter case, the proton ~charged pion!
mass assigned to the higher-~lower!-momentum track. In the
plane perpendicular to the beam, the angle between the vec-
tor sum of the momenta of the two charged tracks and the
line joining the IP to the vertex was required to be less than
both 60 mrad and k(2120/p'15/p'2 ) mrad. Here, p' is
the component of the vector sum momentum transverse to
the beam in units of GeV/c and k51.75 for L0/L¯ 0 candi-
dates and 2.5 for Ks0 candidates. For L0/L¯ 0 candidates, a
TABLE III. Charged kaon fraction and differential cross section per hadronic Z0 decay.
xp Range ^xp& f K 1/N dnK /dxp
0.016–0.022 0.019 0.06760.00160.002 22.28 60.47 60.53
0.022–0.027 0.025 0.08160.00260.002 21.22 60.4560.62
0.027–0.033 0.030 0.09060.00260.003 19.10 60.4360.64
0.033–0.038 0.036 0.10260.00260.005 18.02 60.4360.80
0.038–0.044 0.041 0.11160.00360.006 16.45 60.4560.94
0.044–0.049 0.047 0.12760.00460.008 16.13 60.4961.03
0.049–0.055 0.052 0.12760.00560.010 13.98 60.5361.14
0.055–0.060 0.058 0.12560.00660.022 11.96 60.5462.11
0.060–0.066 0.063 0.13060.00660.015 11.03 60.4961.27
0.066–0.071 0.069 0.15060.00660.012 11.37 60.4660.87
0.071–0.077 0.074 0.13960.00760.012 9.38 60.4460.79
0.077–0.082 0.079 0.15760.00760.013 9.51 60.4460.76
0.082–0.088 0.085 0.15760.00860.013 8.68 60.4460.72
0.088–0.099 0.093 0.16860.00760.014 7.96 60.3160.68
0.099–0.110 0.104 0.18760.00960.016 7.37 60.3460.63
0.110–0.121 0.115 0.20260.01160.018 6.74 60.3760.60
0.121–0.143 0.131 0.19960.01160.023 5.24 60.2960.61
0.143–0.164 0.153 0.20760.02060.041 4.08 60.4060.80
0.208–0.230 0.219 0.25660.00960.033 2.34 60.0860.30
0.230–0.252 0.241 0.26960.00960.007 1.94760.06560.057
0.252–0.274 0.263 0.27460.00960.007 1.60360.05760.042
0.274–0.296 0.285 0.27060.01060.006 1.28160.05060.034
0.296–0.318 0.307 0.29860.01160.007 1.12760.04560.030
0.318–0.351 0.334 0.31060.01160.008 0.93360.03460.027
0.351–0.384 0.366 0.29960.01260.009 0.66960.02960.023
0.384–0.417 0.400 0.32460.01560.012 0.54160.02660.023
0.417–0.450 0.432 0.38360.01960.016 0.49360.02660.023
0.450–0.482 0.465 0.36660.02260.019 0.35760.02360.020
0.482–0.526 0.503 0.39160.02560.023 0.27360.01960.018
0.526–0.570 0.547 0.37460.03260.028 0.18060.01660.014
0.570–0.658 0.609 0.42060.03760.036 0.12260.01160.011
0.658–0.768 0.704 0.39260.07060.049 0.04860.00960.006
Total Observed/Evt. 1.80060.01660.124
K. ABE et al. PHYSICAL REVIEW D 59 052001
052001-10
minimum vector-sum momentum of 500 MeV/c was re-
quired.
Note that it is possible for one V0 to be considered a
candidate for both the Ks
0 and L0/L¯ 0 hypotheses. Kinematic
regions exist where the two hypotheses cannot be distin-
guished without particle identification. In addition there is
background from other processes that occur away from the
IP, most notably g-conversions into e1e2 pairs. Depending
upon the type of analysis, such ‘‘kinematic-overlaps’’ may
introduce important biases. In this analysis, the kinematic-
overlap region was removed only when it distorted the rel-
evant invariant mass distribution. For the Ks
0 analysis, the
L0/L¯ 0 background causes an asymmetric bump in the mpp
distribution, which complicated the subsequent fitting proce-
dure. A cut on the p1 helicity angle up* , defined as the angle
between the p1 momentum vector in the Ks
0 rest frame and
the Ks
0 flight direction, of ucosup*u<0.8 was used to remove
the L0, L¯ 0 and g-conversion contamination.
For the L0/L¯ 0 analysis, the shape of the Ks
0 background
depends strongly on momentum. Above a V0 momentum of
a few GeV/c, the Ks
0!p1p2 background is essentially uni-
form in the peak region of the mpp distribution and no cuts
were made to remove the Ks
0 overlap. At sufficiently low
momentum, the Ks
0 background becomes asymmetric under
the L0/L¯ 0, peak due to detector acceptance; the softer p
fails to be reconstructed and thus the Ks
0 is not found. There-
fore, L0/L¯ 0 candidates with total momentum below 1.8
GeV/c were required to have mpp more than 3s away from
the Ks
0 mass, where s is the measured resolution on mpp ,
parametrized as spp(p)54.620.27p10.21p220.01p3
MeV/c2, and p is the V0 momentum in GeV/c. In order to
remove g conversions, the proton helicity angle was required
to satisfy cosup*>20.95.
The mpp and mpp distributions for the remaining candi-
dates are shown in Figs. 5 and 6, respectively. The V0 can-
didates were binned in xp , and the resulting invariant mass
TABLE IV. Proton fraction and differential cross section per hadronic Z0 decay.
xp Range ^xp& f p 1/N dnp /dxp
0.016–0.022 0.019 0.029 60.005 60.013 9.55 61.5564.33
0.022–0.027 0.025 0.041 60.003 60.008 10.79 60.8462.09
0.027–0.033 0.030 0.064 60.002 60.005 13.56 60.4760.98
0.033–0.038 0.036 0.065 60.002 60.004 11.54 60.3560.63
0.038–0.044 0.041 0.061 60.002 60.002 9.03 60.3060.25
0.044–0.049 0.047 0.067 60.002 60.002 8.52 60.2960.23
0.049–0.055 0.052 0.062 60.002 60.002 6.83 60.2660.22
0.055–0.060 0.058 0.072 60.003 60.005 6.85 60.2860.48
0.060–0.066 0.063 0.074 60.003 60.005 6.70 60.2860.42
0.066–0.071 0.069 0.075 60.004 60.005 5.69 60.2760.40
0.071–0.077 0.074 0.075 60.004 60.006 5.03 60.2760.38
0.077–0.082 0.079 0.072 60.004 60.006 4.33 60.2760.38
0.082–0.088 0.085 0.085 60.005 60.007 4.65 60.2960.39
0.088–0.099 0.093 0.077 60.004 60.009 3.64 60.2060.41
0.099–0.110 0.104 0.087 60.006 60.012 3.42 60.2360.45
0.110–0.121 0.115 0.084 60.007 60.015 2.80 60.2560.49
0.121–0.143 0.131 0.085 60.008 60.021 2.22 60.2160.54
0.143–0.164 0.153 0.123 60.016 60.039 2.42 60.3260.77
0.230–0.252 0.241 0.106 60.007 60.010 0.76760.04860.074
0.252–0.274 0.263 0.114 60.007 60.010 0.66860.04360.059
0.274–0.296 0.285 0.105 60.008 60.009 0.49760.03660.044
0.296–0.318 0.307 0.109 60.008 60.009 0.41360.03260.035
0.318–0.351 0.334 0.099 60.007 60.009 0.29660.02260.026
0.351–0.384 0.366 0.098 60.008 60.008 0.21960.01860.019
0.384–0.417 0.400 0.105 60.009 60.007 0.17560.01560.013
0.417–0.450 0.432 0.104 60.010 60.007 0.13460.01360.009
0.450–0.482 0.465 0.103 60.011 60.006 0.10160.01160.006
0.482–0.526 0.503 0.095 60.011 60.006 0.06660.00860.004
0.526–0.570 0.547 0.110 60.013 60.006 0.05360.00660.003
0.570–0.658 0.609 0.066 60.010 60.006 0.01960.00360.002
0.658–0.768 0.704 0.107 60.016 60.007 0.01360.00260.001
0.768–0.987 0.836 0.087 60.027 60.012 0.00260.00160.000
Total Observed/Evt. 0.86460.01560.106
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distributions were fitted using a sum of signal and back-
ground functions. The function used for the signal peak was
a Gaussian or a sum of two or three Gaussians of common
center, depending on xp . A single Gaussian was sufficient to
describe the Ks
0 data in the lowest-xp bin and the L0/L¯ 0 data
in the three lowest-xp bins. However, the mass resolution is
momentum-dependent and varies substantially over the
width of a typical xp bin; two Gaussians were sufficient in
most cases, with three being needed for both the Ks
0 and
L0/L¯ 0 data in the highest-xp bin. The relative fractions and
nominal widths of the Gaussians in the sum were fixed from
the MC simulation. The normalization, common center, and
a resolution scale-factor were free parameters of the fit. The
fitted centers were consistent with world average mass values
@28#, and the fitted scale factor was typically 1.1. The back-
ground shape used for the Ks
0 fits was a quadratic polyno-
mial; for the L0/L¯ 0 fits a more complicated function was
required due to the proximity of the kinematic edge to the
signal peak. The function Pbkg(m)5a1b(m2mL)1c(1
2ed(m2mL)20.038) was found to be adequate in Monte Carlo
studies, where a ,b ,c ,d were free parameters.
The efficiencies for reconstructing true Ks
0 and L0/L¯ 0
decays were calculated, using the simulation, by repeating
the full selection and analysis on the simulated sample and
dividing by the number of generated Ks
0 or L0/L¯ 0. Several
checks were performed to verify the MC simulation, and
thus the V0 reconstruction efficiency. In particular, the
proper lifetimes of the Ks
0 and L0 were measured, yielding
values consistent with the respective world averages. The
simulated reconstruction efficiencies are shown in Fig. 7, and
were parametrized as functions of xp . The reconstruction
efficiency is limited by the detector acceptance of ;0.67 and
the charged decay branching fractions of 0.64 for L0/L¯ 0 and
0.68 for Ks
0
. The efficiency at high momentum decreases
due to finite detector size and two-track detector resolution,
and the efficiency at low-momentum is limited by the mini-
mum p' and flight distance requirements. The discontinuity
in the L0/L¯ 0 reconstruction efficiency is due to the imposed
Ks
0 mass cut for low-xp candidates.
FIG. 5. Invariant mass distribution for all Ks0!p1p2 candi-
dates.
FIG. 6. Invariant mass distribution for all L0!pp2 and L¯ 0
!p¯p1 candidates.
TABLE V. Differential cross section ~1/N!dnchg /dxp for inclu-
sive charged particle production per hadronic Z0 decay. The first
error is statistical, the second systematic.
xp Range ^xp& 1/N dnchg /dxp
0.008 – 0.010 0.009 509.6 61.668.9
0.010 – 0.012 0.011 481.9 61.668.4
0.012 – 0.014 0.013 440.9 61.567.7
0.014 – 0.016 0.015 398.0 61.466.9
0.016 – 0.022 0.019 334.6 60.965.8
0.022 – 0.027 0.025 265.2 60.864.6
0.027 – 0.033 0.030 215.2 60.763.7
0.033 – 0.038 0.036 178.6 60.663.1
0.038 – 0.044 0.041 150.0 60.662.6
0.044 – 0.049 0.047 129.2 60.562.2
0.049 – 0.055 0.052 111.7 60.561.9
0.055 – 0.060 0.058 97.2 60.561.7
0.060 – 0.066 0.063 86.3 60.461.5
0.066 – 0.071 0.069 77.2 60.461.3
0.071 – 0.077 0.074 68.7 60.461.2
0.077 – 0.082 0.079 61.6 60.461.0
0.082 – 0.088 0.085 56.35 60.3560.96
0.088 – 0.099 0.093 48.53 60.2360.83
0.099 – 0.110 0.104 40.40 60.2160.69
0.110 – 0.121 0.115 34.32 60.2060.59
0.121 – 0.143 0.131 27.12 60.1260.47
0.143 – 0.164 0.153 20.35 60.1160.35
0.164 – 0.186 0.175 15.65 60.0960.28
0.186 – 0.208 0.197 12.05 60.0860.22
0.208 – 0.230 0.219 9.50 60.0760.17
0.230 – 0.252 0.241 7.54 60.0760.14
0.252 – 0.274 0.263 6.11 60.0660.12
0.274 – 0.296 0.285 4.96960.05360.098
0.296 – 0.318 0.307 3.97860.04860.081
0.318 – 0.351 0.334 3.16360.03560.067
0.351 – 0.384 0.366 2.36760.03060.052
0.384 – 0.417 0.400 1.76760.02660.041
0.417 – 0.450 0.432 1.35960.02360.033
0.450 – 0.482 0.465 1.02860.01960.026
0.482 – 0.526 0.503 0.73560.01460.020
0.526 – 0.570 0.547 0.50360.01260.015
0.570 – 0.658 0.609 0.30060.00660.009
0.658 – 0.768 0.704 0.12360.00360.004
0.768 – 0.987 0.836 0.02760.00160.001
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The differential cross section 1/N dn/dxp per hadronic Z0
decay was then calculated in each bin by dividing the inte-
grated area under the fitted mass peak by the efficiency, the
bin width and the number of observed hadronic events cor-
rected for trigger and selection efficiency. As is conven-
tional, the K0/K¯ 0 cross section was obtained by multiplying
the measured Ks
0 cross section by a factor of 2 to account for
the undetected KL
0 component. The resulting differential
cross sections, including point-to-point systematic errors,
discussed below, are shown in Fig. 12 and listed in Table VI.
Several sources of systematic uncertainty were investi-
gated for the Ks
0 and L0/L¯ 0 analysis. An important contri-
bution to the overall V0 spectrum is the track reconstruction
efficiency of the detector, which was tuned using the world
average measured charged multiplicity in hadronic Z0 de-
cays. We take the 61.7% normalization uncertainty dis-
cussed above ~Sec. IV A! as the uncertainty on our recon-
struction efficiency, which corresponds to a normalization
error on the K0/K¯ 0 and L0/L¯ 0 differential cross sections of
3.4%. This uncertainty is independent of momentum and is
not shown in any of the figures or included in the errors
listed in Table VI. The momentum-dependent term discussed
above and a conservative 50% variation of an ad hoc correc-
tion @27# to the simulated efficiency for V0s that decayed
near the outer layers of the VXD were also included as sys-
tematic uncertainties due to detector modelling.
Each of the cuts used to select V0 candidates was varied
independently @27# and the analysis repeated. For each bin
the rms of this set of measurements was calculated and as-
signed as the systematic uncertainty due to modelling of the
acceptance. For both the K0/K¯ 0 and the L0/L¯ 0, candidates,
the signal and background shapes used in the fits were var-
ied. Single and multiple independent Gaussians, without
common centers or fixed widths, were used for the signal.
Alternative background shapes included constants and poly-
nomials of differing orders. In each case the fits were re-
peated on both data and simulated invariant mass distribu-
tions and the rms of the resulting differential cross sections
was assigned as a systematic uncertainty. The MC statistical
error on the calculated reconstruction efficiency was also as-
signed as a systematic error. These errors were added in
quadrature to give the total systematic error.
FIG. 7. The simulated reconstruction efficiencies as a function
of xp for Ks
0 ~squares! and L0/L¯ 0 ~triangles!. The charged decay
branching ratios are included in the efficiency. The discontinuity in
the L0/L¯ 0 reconstruction efficiency at xp50.04 is due to the
invariant-mass cut to remove the low-momentum Ks
0 background.
TABLE VI. Measured differential cross sections of neutral K0/K¯ 0-mesons and L0/L¯ 0-hyperons per
hadronic Z0 decay. A 3.4% normalization uncertainty is included in the systematic errors on the observed
totals, but not in those on the cross sections.
Neutral V0 Production
xp Range ^xp& 1/N dnK0 /dxp ^xp& 1/N dnL0 /dxp
0.009–0.011 0.010 18.1 6 1.7 6 2.4
0.011–0.014 0.013 19.1 6 1.2 6 1.1
2.99 6 0.45 6 1.22
0.014–0.018 0.016 20.44 6 0.91 6 0.67 0.015
0.018–0.022 0.020 21.74 6 0.85 6 0.72 0.020 3.90 6 0.42 6 0.58
0.022–0.027 0.025 20.51 6 0.70 6 0.53 0.025 4.10 6 0.30 6 0.23
0.027–0.033 0.030 17.73 6 0.55 6 0.41 0.030 3.54 6 0.23 6 0.16
0.033–0.041 0.037 16.20 6 0.46 6 0.34 0.037 3.34 6 0.20 6 0.14
0.041–0.050 0.045 13.48 6 0.38 6 0.27 0.045 2.86 6 0.14 6 0.13
0.050–0.061 0.055 11.40 6 0.31 6 0.21 0.055 2.39 6 0.11 6 0.13
0.061–0.074 0.067 10.09 6 0.27 6 0.18 0.067 2.20 6 0.10 6 0.09
0.074–0.091 0.082 8.12 6 0.23 6 0.15 0.082 1.63 6 0.08 6 0.06
0.091–0.111 0.100 6.41 6 0.20 6 0.12 0.100 1.31 6 0.08 6 0.08
0.111–0.142 0.126 4.95 6 0.16 6 0.09 0.125 0.98 6 0.06 6 0.05
0.142–0.183 0.161 3.66 6 0.16 6 0.08 0.160 0.68 6 0.05 6 0.04
0.183–0.235 0.206 2.53 6 0.17 6 0.07 0.205 0.51 6 0.05 6 0.04
0.235–0.301 0.262 1.52 6 0.08 6 0.05 0.262 0.30 6 0.04 6 0.04
0.301–0.497 0.371 0.60 6 0.05 6 0.02 0.368 0.15 6 0.02 6 0.03
Total Obs./Evt. 1.90 6 0.02 6 0.07 0.37 6 0.01 6 0.02
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C. Neutral K*0/K¯ *0 and f production
We reconstructed the strange vector mesons f and
K*0/K¯ *0 in the charged decay modes f!K1K2 and
K*0/K¯ *0!K6p7 @29#. In order to ensure good invariant
mass resolution, tracks were required to have at least 40 hits
measured in the CDC, a track fit quality of x2/DOF,7, and
a polar angle satisfying ucosuu,0.8. Pairs of oppositely
charged tracks satisfying these requirements were combined
to form neutral candidates if a x2 fit of the two tracks to a
common vertex converged. The background from long-lived
species was rejected by requiring the fitted vertex to be
within 10 cm or 9s l of the IP in three dimensions, and within
4 cm or 6s l in the plane transverse to the beam direction.
The background from g-conversions was rejected by assign-
ing the electron mass to both tracks and requiring mee to be
greater than 70 MeV/c2.
To reject the high combinatoric background from p1p2
pairs we used the CRID to identify charged kaon candidate
tracks. Only liquid ~gas! information was used for tracks
with p,2.5 (.3.5) GeV/c, and liquid and gas information
was combined for the remaining tracks. For this analysis a
track was considered ‘‘identifiable’’ if it extrapolated
through an active region of the appropriate CRID radiator~s!;
it was considered identified as a kaon if the log-likelihood
difference between the kaon and pion hypotheses, LK
2Lp , exceeded 3. These cuts are considerably looser than
those used in Sec. IV A, in order to maximize the acceptance
for the neutral vector mesons. Efficiencies for identifying
selected tracks as kaons by this definition were calibrated
using the data in a manner similar to that described in Sec.
II B. The K!K efficiency was found to have a momentum
dependence very similar to the p!p efficiency shown in
the upper left plot of Fig. 3, with about 12% lower ampli-
tude. There is no dip in the 5–10 GeV/c region since no cut
was made against protons. The p!K misidentification rate
averages 10% and is roughly independent of momentum; the
p!K misidentification rate is substantial, especially in the
3–10 GeV/c region, but protons constitute only a small part
of the combinatoric background.
A track pair was accepted as a f!K1K2 candidate if
both tracks were identified as kaons. A pair was accepted as
a K*0!K1p2 candidate if one track was identified as a
kaon and the other was not. Thus a track pair cannot be both
a K*0/K¯ *0 and f candidate.
The f candidates were binned in xp , and the resulting
mKK distributions were fitted in a manner similar to that
described above for the V0 candidates. The signal shape was
a sum of Gaussians of common center; the center was fixed
at the world-average mass value @28#, and the amplitude and
a resolution scale factor were free parameters. A typical fit-
ted scale factor was 1.08. The background shape was param-
etrized as a threshold term multiplied by a slowly decreasing
exponential:
Pbkg~x !5Nxgec1x1c2x
21c3x
31c4x
41c5x
5
~1!
where x5mKK22mK , N is an overall normalization factor,
and g and c1 . . . 5 are free parameters. Initial values of the
background parameters were determined from fits to the mKK
distributions for simulated true combinatorial background
and for same-sign track pairs in the data. The resulting pa-
rameters were consistent with each other and the functions
described the shape of the distribution for candidates in the
data in the region away from the signal peak. The measured
mKK distributions for the six xp bins are shown in Fig. 8,
along with the results of the fits.
The case of the K*0/K¯ *0 is considerably more compli-
cated due to the natural width of the K*0 and the presence of
FIG. 8. Distributions of invariant mass mKK for f candidates in
six momentum bins. The points with error bars represent the data.
The solid curves represent the results of the fits described in the
text; the dashed curves represent the fitted background component.
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many reflections of resonances decaying into p1p2(p0).
The K*0/K¯ *0 signal was parametrized using a relativistic
Breit-Wigner with the amplitude free and the center and
width fixed to world-average values @28#. The background
was divided into combinatorial and resonant pieces. The
combinatorial piece was described by a polynomial param-
etrization similar to that of the f but with seven parameters.
Parameter values derived from fits to simulated combinato-
rial background and a same-sign data test sample were found
not to agree with each other or with the opposite-sign data
away from the peak, and a search over a space of initial
values was required in order to find the best fit.
Knowledge of the resonant contributions to the back-
ground is essential, since the K*0 is a wide state and non-
monotonic background variation within its width can lead to
systematic errors in the measured cross section. We consid-
ered four classes of reflections:
~i! r0!p1p2, Ks0!p1p2, and v0,h ,h8!Np , where
one of the charged pions is misidentified as a K6. These
backgrounds are large, even after reduction by a factor of
about 5 by the particle identification. They are particularly
important since the combination of r and v decays gives rise
to a dip in the total background near the center of the signal
peak, and there is some uncertainty as to the shape of the r
resonance in Z0 decays ~see Ref. @30#!.
~ii! g conversions where one electron is misidentified as a
kaon. These are removed effectively by the mee cut against g
conversions noted above.
~iii! f!K1K2, where one track is identified as a kaon
but the other is not. This background is reduced substantially
by the requirement that only one of the tracks in the pair is
identified as a kaon.
~iv! L0!pp , where the proton is misidentified as a kaon.
These are removed effectively by the cut against long-lived
species noted above. This and the last two categories give
rise to a more pronounced shoulder in the background just
below the signal peak, so their removal is quite useful in
obtaining a robust fit.
The shape of the mKp distribution for each reflection was
parametrized by a smooth function fitted to its simulated
mKp distribution, and its total production cross section was
set to the world average value @28# for Z0 decays. Figure 9
shows the simulated relative contributions from the main
resonant backgrounds along with the simulated signal, which
was scaled to match our measured total cross section ~see
below!. The set of reflection functions was added to the com-
binatorial function to give the total background function. A
scale factor for each of the four categories of reflections was
included as a free parameter in the fit to account for possible
mismodelling of the misidentification rates; their fitted val-
ues were consistent with unity. Figure 10 shows the mKp
distribution for each momentum bin, along with the results
of the fits.
As for the Ks
0 and L0/L¯ 0analysis, the f and K*0/K¯ *0
reconstruction efficiencies were determined using the simu-
lation, and are shown in Fig. 11. Differential cross sections
were calculated in the same way as for the Ks
0 and L0/L¯ 0,
and the results are shown in Fig. 12 and listed in Table VII.
Systematic uncertainties for this analysis were grouped
into efficiency and fit-related categories. The dominant con-
tributions to the efficiency category were the uncertainty in
the track-finding efficiency ~see above! and the uncertainty
in kaon identification efficiency, for which the statistical er-
ror on the calibration from the data was used. The total un-
certainties on the reconstruction efficiencies were 4–6 % for
K*0/K¯ *0 and 6–11 % for f , depending on momentum.
In the case of the f , fitting systematics were evaluated by
varying the signal shape as in the V0 analysis. In addition,
fits were performed with the signal center shifted by plus and
minus the error on the world-average mass value. The effect
of background fluctuations was evaluated by taking the larg-
est variation in the result over a set of fits done with the
background shape parameters ci fixed to all combinations of
their fitted values 61s. The total fitting uncertainties were
2–8 %.
In the case of the K*0/K¯ *0, we considered the same
variations, as well as variation of the signal width by 61s
from the world-average value and several variations of the
resonant background. Fits were performed with the misiden-
tification scale factors fixed to their fitted values 650% for
the pp category and 615% for the others, corresponding to
roughly twice the error on our measured misidentification
rates. All 16 combinations were considered, and the largest
variation taken as a systematic error. The cross section for
production of each resonance was varied by the error on the
world-average value. The sizes of the r and v contributions
were varied in all four combinations of 630% and 610%,
respectively, and the largest variation was taken as a system-
atic error. Following @30# an error due to the uncertainty in
the r0 lineshape was evaluated by shifting the r reflection
function down by 40 MeV/c2. The total fitting uncertainties
were 2–6 %.
D. Hadron production in inclusive hadronic Z0 decays
Our measured differential cross sections per hadronic
event of the seven hadron species are shown as a function of
FIG. 9. Simulated relative contributions of the K*0/K¯ *0 signal
~line! and of various resonant backgrounds ~dashed lines! to the
mKp distribution after all analysis cuts.
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xp in Fig. 12, along with that of inclusive charged particles.
At low xp pions are seen to dominate the hadrons produced
in hadronic Z0 decays. For example, at xp'0.03, pseudo-
scalar K6 and K0/K¯ 0 are produced at a rate about ten times
lower than pions, vector K*0 are suppressed by an additional
factor of ;4, and the doubly strange vector f by another
factor of ;12. The most commonly produced baryons, pro-
tons, are suppressed by a factor of ;25 relative to pions, and
the strange baryon L0/L¯ 0 by an additional factor of ;3.
These results are in general consistent with previous mea-
surements from experiments at the CERN e1e2 collider
LEP @7,31#, provided that the point-to-point correlations in
the systematic errors are taken into account. However, al-
though our proton differential cross section for xp.0.35 is
consistent with that measured by ALEPH @25#, it is not con-
sistent with that measured by OPAL @24#.
FIG. 10. Distributions of invariant mass mKp for K*0/K¯ *0 candidates in six momentum bins. The points represent the data. The solid
curves represent the results of the fits described in the text; the dotted and dashed curves represent the fitted total background and
combinatoric background components, respectively.
FIG. 11. The simulated reconstruction efficiencies as a function
of xp for f ~open diamonds! and K*0/K¯ *0 ~diamonds!. The
charged decay branching ratios are included in the efficiency. The
dip in the f efficiency at xp'0.13 reflects the dip in the CRID
K-p separation at p'2.5 GeV/c ~see Fig. 3, upper left plot!.
TABLE VII. Measured differential cross sections of K*0/K¯ *0
and f mesons per hadronic Z0 decay. A 3.4% normalization uncer-
tainty is included in the systematic errors on the observed totals, but
not in those on the cross sections.
Neutral Strange Meson Production
xp Range ^xp& 1/N dnK*0 /dxp
0.018–0.048 0.033 4.69 60.56 60.33
0.048–0.088 0.068 3.79 60.21 60.17
0.088–0.149 0.118 2.23 60.13 60.14
0.149–0.263 0.206 1.01260.05660.062
0.263–0.483 0.342 0.34360.01960.019
0.483–1.000 0.607 0.05160.00460.004
Total Observed/Evt. 0.647 6 0.022 6 0.029
xp Range ^xp& 1/N dnf /dxp
0.018–0.057 0.037 0.744 60.074 60.048
0.057–0.079 0.068 0.411 60.055 60.033
0.079–0.175 0.127 0.255 60.026 60.021
0.175–0.263 0.215 0.167 60.018 60.020
0.263–0.483 0.357 0.073960.006860.0085
0.483–1.000 0.689 0.008960.001560.0011
Total Observed/Evt. 0.0985 6 0.0046 6 0.0055
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We compared our results with the predictions of the
JETSET 7.4, UCLA 4.1 and HERWIG 5.8 event generators de-
scribed in Sec. I, using in all cases a sample of five million
events generated with default parameters. The MC curves
shown are smooth interpolations between the bin centers,
and the features apparent in these predictions are not arte-
facts of the limited MC sample size. Figures 13 and 14 show
the charged fractions and the neutral differential cross sec-
tions, respectively, along with the predictions of these three
models. The momentum dependence for each of the seven
hadron species is reproduced qualitatively by all models. For
momenta below about 1.5 GeV/c, all models overestimate
the kaon fraction significantly and all except UCLA underes-
timate the pion fraction by about 2s ~taking into account the
correlation in the experimental errors!. In the 5–10 GeV/c
range UCLA and HERWIG overestimate the pion fraction by
2–3s. For p.10 GeV/c, JETSET overestimates the proton
fraction, but describes the momentum dependence. In this
momentum region, HERWIG and UCLA predict a momentum
dependence in the proton fraction that is inconsistent with
the data.
In the case of K0/K¯ 0, all models describe the data well at
high xp , but overestimate the cross section at low xp by as
much as 50%. A similar excess was seen in the charged kaon
fraction ~see Fig 13!. In the case of L0/L¯ 0, JETSET and UCLA
describe the data well except for a 10% shortfall near
xp50.02. HERWIG describes the data well except for the low-
est and highest xp points, where it overestimates the produc-
tion. The structure in the HERWIG prediction at very high xp
is similar to that seen in the proton fraction, and is also
visible to varying degrees in the predictions for the neutral
strange mesons. In the case of K*0/K¯ *0, JETSET is high by a
roughly constant factor of 1.5 across the xp range; HERWIG
and UCLA reproduce the data except at the lowest xp point. In
the case of f , JETSET is high by a factor of two over all xp ,
UCLA is high for xp.0.06, and HERWIG describes the data
except at the highest xp point. As noted above, the JETSET
model has a number of free parameters controlling hadron
species production, and it has been shown @32# that a set of
values can be chosen that reduces all the discrepancies found
here to the few percent level.
V. FLAVOR-DEPENDENT ANALYSIS
The analyses described above were repeated on the light-,
c- and b-tagged event samples described in Sec. III, to yield
differential cross sections Rh
ktag for each hadron species h in
each tagged sample. True differential cross sections Rh
m in
FIG. 12. Differential cross sections per hadronic Z0 decay per
unit xp for inclusive charged particles ~open circles!, p6 ~circles!,
K6 ~squares!, K0/K¯ 0 ~open squares!, K*0/K¯ *0 ~diamonds!, f
~open diamonds!, p/p¯ ~triangles!, and L0/L¯ 0 ~open triangles!. The
baryon and all-charged differential cross sections have been scaled
by 0.04 and 1.1, respectively, for clarity. The error bars represent
statistical and systematic errors added in quadrature. Each point is
plotted at the average xp value of reconstructed particles in that bin
~see Tables II–VII!.
FIG. 13. Comparison of our measured charged hadron fractions
~symbols! with the predictions of the JETSET ~dashed lines!, UCLA
~solid lines! and HERWIG ~dotted lines! fragmentation models.
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events of the three flavor types, k ,m5l , c , b , representing
events of the types Z0!uu¯ ,dd¯ ,ss¯ , Z0!cc¯ , and Z0!bb¯ ,
respectively, were extracted by solving for each species h the
relations:
Rh
ktag5
SmBmk
h emkFmRh
m
SmemkFm
. ~2!
Here, Fm is the fraction of hadronic Z0 decays of flavor type
m , taken from the standard model, emk is the event tagging
efficiency matrix ~see Table I!, and Bmk
h represents the
momentum-dependent bias of tag k toward selecting events
of flavor m that contain hadrons of species h . Ideally all
biases would be unity in this formulation. The biases were
calculated from the MC simulation as Bmk
h 5(nm ,ktagh /
Nm ,ktag)/(nmh /Nm), where Nm(nmh ) is the number of simu-
lated events ~hadrons of species h in events! of true flavor m
and Nm ,ktag(nm ,ktagh ) is the number of (h-hadrons in! those
events that are tagged as flavor k . The diagonal bias values
@20,27,29# are within a few percent of unity for the charged
hadrons, f and K*0, reflecting a small multiplicity depen-
dence of the flavor tags. They deviate by as much as 10%
from unity for the K0/K¯ 0 and L0/L¯ 0, since some tracks from
V0 decays are included in the tagging track sample and have
large impact parameter. The off-diagonal bias values deviate
from unity by a larger amount, but these have little effect on
the unfolded results.
The resulting differential cross sections are listed in
Tables VIII–XIV. The systematic errors listed are only those
relevant for the comparison of different flavors, namely those
due to uncertainties in the unfolding procedure. MC studies
indicate that the identification efficiency matrix is indepen-
dent of the primary event flavor, and is the same in all flavor
tagged samples, even though there are differences in charged
multiplicity and the density of tracks within jets. This is due
to the features ~see Sec. II C! that the liquid Cherenkov rings
are large compared with the size of a typical jet and that gas
rings are focussed away from the tracks that produced them,
often appearing outside the jet. The systematic errors given
in the preceding section are therefore also applicable, but are
common to all three flavor categories. The flavor unfolding
systematic errors were evaluated by varying each element of
the event tagging efficiency matrix e ii by 60.01 @33#, vary-
ing the heavy quark production fractions Rb and Rc by the
errors on their respective world averages, and varying each
diagonal bias value Bii
h by the larger of 60.005 and 620%
of its difference from unity. Since the lepton background is
strongly flavor-dependent, the photon conversion rate in the
simulation was varied by 615%, and the simulated rates of
lepton production from other sources in light-, c , and
b-flavor events were varied by 650%, 610% and 65%,
respectively. The unfolding systematic errors are typically
small compared with the statistical errors, and are dominated
by the variation in the bias.
In Fig. 15 we show the differential cross sections for the
seven hadron species in light-flavor Z0 decays. Qualitatively
these are similar to those in flavor-inclusive decays ~Fig. 12!,
although all differential cross sections are larger at high xp in
light flavor events. The same general features of p-K and
p-L0 convergence at high xp are visible, and the relative
suppressions of hadron species with respect to one another
are similar in magnitude and momentum dependence.
Also shown in Fig. 15 are the predictions of the three
simulation programs. All models reproduce the shape of each
differential cross section qualitatively. The JETSET prediction
for charged pions is smaller than the data in the range xp
,0.015, and those for the pseudoscalar kaons are larger than
the data for 0.015,xp,0.03; those for the vector mesons
and protons reproduce the xp dependence but show a larger
normalization than the data. These differences were all seen
in the flavor-inclusive results ~Figs. 13, 14!, and we can now
conclude that they all indicate problems with the modelling
of light-flavor fragmentation, and cannot be due entirely to
mismodelling of heavy hadron production and decay. The
HERWIG prediction for pseudoscalar kaons is also larger than
the data at low xp and is slightly smaller than the data in the
range 0.15,xp,0.25. For all hadron species the HERWIG
prediction is larger than the data for xp.0.4, showing a
characteristic shoulder structure. The UCLA predictions for
the baryons and the vector mesons show a similar but less
pronounced structure that is inconsistent with the proton and
FIG. 14. Comparison of our measured neutral hadron differen-
tial cross sections with the predictions of three fragmentation mod-
els.
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K*0/K¯ *0 data. Otherwise UCLA reproduces the data except
for pseudoscalar kaons in the range 0.015,xp,0.03.
In Fig. 16 and Tables VIII–XIV we give the ratios of
production in b-flavor to light-flavor events for the seven
species. The systematic errors on the hadron reconstruction
and identification largely cancel in these ratios, and the total
errors are predominantly statistical. There is higher produc-
tion of charged pions in b-flavor events than in light-flavor
events at low xp , with the ratio rising with xp for 0.008
,xp,0.03 to a plateau value of about 1.25. The production
of both charged and neutral kaons is approximately equal in
the two samples for xp,0.03, but the relative production in
b-flavor events then increases with xp , peaking at a value of
about 1.7 at xp'0.09. The errors on the K*0/K¯ *0 and f
ratios are large, but the data are consistent with behavior
similar to that of the pseudoscalar kaon ratios. There is ap-
proximately equal production of baryons in b-flavor and
light-flavor events for xp,0.15. The production of pions and
pseudoscalar kaons in b-flavor events falls rapidly with xp
for xp.0.1 relative to that in light-flavor events. The relative
production of the vector mesons and protons also falls at
high xp .
These features are consistent with expectations based on
the known properties of e1e2!bb¯ events, namely that a
large fraction of the event energy ~on average about 70% @7#!
is carried by the leading B- and B¯ -hadrons, leaving little
energy available to produce high momentum fragmentation
hadrons. The B hadrons decay into a large number of lighter
particles, including on average 5.5 stable charged hadrons
@28#, which are expected to populate primarily the region
0.02,xp,0.2. Also shown in Fig. 16 are the predictions of
the three fragmentation models, all of which reproduce these
features qualitatively, although HERWIG overestimates the ra-
tio for pions in the range xp,0.05 and that for kaons for
xp,0.3. The values of these ratios depend on details of the B
and D hadron energy spectra and decay properties, and so
provide information complementary to that in Fig. 15. How-
ever, in drawing conclusions regarding heavy flavor model-
ling from these ratios, one must consider how well the model
in question reproduces the light flavor results. For example,
TABLE VIII. Measured differential cross sections ~1/N!dnp6 /dxp for the production of charged pions per
Z0 decay into light (u , d , s), c and b primary flavors. The errors are the sum in quadrature of statistical errors
and those systematic uncertainties arising from the unfolding procedure. Systematic errors common to the
three flavors are not included. The ^xp& values for the three flavor samples are consistent in each bin, and
have been averaged.
xp p
6 Production Cross Sections Ratios
Range ^xp& uu¯ , dd¯ , ss¯ cc¯ bb¯ c:uds b:uds
0.008 – 0.010 0.009 467.2 6 9.0 493. 6 37. 508.1 6 10.6 1.05 6 0.09 1.09 6 0.03
0.010 – 0.012 0.011 428.1 6 8.2 413. 6 34. 481.2 6 9.7 0.96 6 0.09 1.12 6 0.03
0.012 – 0.014 0.013 383.2 6 7.3 403. 6 30. 441.3 6 8.6 1.05 6 0.09 1.15 6 0.03
0.014 – 0.016 0.015 337.1 6 6.6 375. 6 27. 388.4 6 7.9 1.11 6 0.09 1.15 6 0.03
0.016 – 0.022 0.019 274.7 6 4.6 301. 6 19. 333.6 6 4.8 1.10 6 0.08 1.21 6 0.02
0.022 – 0.027 0.025 214.5 6 3.7 230. 6 15. 264.4 6 4.1 1.07 6 0.08 1.23 6 0.03
0.027 – 0.033 0.030 165.5 6 3.1 178. 6 13. 205.4 6 3.6 1.08 6 0.09 1.24 6 0.03
0.033 – 0.038 0.036 137.2 6 2.7 141. 6 11. 166.9 6 3.3 1.03 6 0.09 1.22 6 0.03
0.038 – 0.044 0.041 117.2 6 2.5 111. 6 10. 141.4 6 3.2 0.95 6 0.10 1.21 6 0.04
0.044 – 0.049 0.047 98.4 6 2.4 96. 6 10. 118.6 6 3.3 0.97 6 0.11 1.20 6 0.04
0.049 – 0.055 0.052 83.6 6 2.4 86. 6 10. 106.3 6 3.5 1.03 6 0.13 1.27 6 0.06
0.055 – 0.066 0.060 66.9 6 1.4 65.8 6 5.9 84.2 6 2.0 0.98 6 0.10 1.26 6 0.04
0.066 – 0.077 0.071 52.8 6 1.1 48.8 6 4.8 64.0 6 1.6 0.93 6 0.10 1.21 6 0.04
0.077 – 0.088 0.082 41.61 6 0.95 43.4 6 4.0 49.2 6 1.4 1.04 6 0.11 1.18 6 0.04
0.088 – 0.099 0.093 34.11 6 0.81 32.3 6 3.5 40.6 6 1.2 0.95 6 0.11 1.19 6 0.04
0.099 – 0.110 0.104 28.74 6 0.72 23.6 6 3.1 30.1 6 1.1 0.82 6 0.11 1.05 6 0.04
0.110 – 0.132 0.120 21.64 6 0.46 21.3 6 2.1 22.72 6 0.76 0.99 6 0.10 1.05 6 0.04
0.132 – 0.164 0.147 15.26 6 0.31 12.4 6 1.4 13.54 6 0.51 0.81 6 0.10 0.89 6 0.04
0.164 – 0.186 0.175 10.76 6 0.26 8.8 6 1.1 8.26 6 0.42 0.82 6 0.11 0.77 6 0.04
0.186 – 0.208 0.197 8.44 6 0.22 6.66 6 0.90 5.57 6 0.34 0.79 6 0.11 0.66 6 0.04
0.208 – 0.230 0.219 6.29 6 0.19 6.03 6 0.77 3.93 6 0.29 0.96 6 0.13 0.62 6 0.05
0.230 – 0.274 0.251 4.81 6 0.12 3.77 6 0.48 2.52 6 0.18 0.78 6 0.11 0.52 6 0.04
0.274 – 0.318 0.294 2.932 6 0.090 2.62 6 0.36 1.39 6 0.13 0.89 6 0.13 0.47 6 0.05
0.318 – 0.384 0.348 1.815 6 0.059 1.69 6 0.23 0.695 6 0.084 0.93 6 0.14 0.38 6 0.05
0.384 – 0.471 0.421 0.915 6 0.037 0.42 6 0.14 0.380 6 0.053 0.46 6 0.16 0.42 6 0.06
0.471 – 0.603 0.529 0.376 6 0.023 0.146 6 0.084 0.108 6 0.031 0.39 6 0.22 0.29 6 0.08
0.603 – 0.768 0.654 0.145 6 0.017 0.027 6 0.054 0.006 6 0.015 0.18 6 0.37 0.04 6 0.10
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the HERWIG prediction for pion ~kaon! production in light-
flavor events ~Fig. 15! is consistent with ~higher than! the
data for xp,0.05, so it is safe to conclude from Fig. 16 that
HERWIG mismodels pion and kaon production from B decays
in this region. However the fact that the HERWIG ratio for
kaons is high in the region 0.1,xp,0.3 is due at least in part
to the low HERWIG prediction for kaon production in light-
flavor events in that region.
In Fig. 16 we also show the ratios of production in
c-flavor to light-flavor events for the seven species. The er-
rors are larger than for the b:uds comparison and xp bins
have been combined in some cases for clarity. Similar quali-
tative features are observed: there is higher kaon production
in c-flavor events than in light-flavor events at xp;0.1; pion
production is slightly higher in c-flavor than in light-flavor
events for xp,0.03, then decreases slowly with xp ; both
pion and kaon production appear to fall rapidly with xp for
xp.0.3, a somewhat higher value than the corresponding
b:uds ratios. These features are expected since c-jets pro-
duce a charmed hadron with on average about half @7# the
beam energy, a lower fraction than B-hadrons, which leaves
more energy available for fragmentation hadrons than in
b-jets. The charmed hadron decay products often include a
kaon carrying a large fraction of the charmed hadron mo-
mentum, and there are fewer additional charged pions than in
B hadron decays. Also shown in Fig. 16 are the c:uds ratios
predicted by the three fragmentation models. All models are
consistent with the data, except that HERWIG overestimates
the pion ratio for 0.03,xp,0.15.
VI. COMPARISON WITH QCD PREDICTIONS
We tested the predictions of Gribov and Lipatov, that, in
the limit xp!1, the momentum distribution for primary
leading hadrons be (12xp)n, with n52 for mesons and n
53 for baryons. Since this test benefits from more bins at
high xp , we considered only the charged hadrons. The cross
sections measured in light flavor events provide in principle
a better test than those measured in flavor-inclusive events,
since c- and b-flavor events cannot contain primary leading
pions, kaons or protons. However, we have just shown that
the contributions from c- and b-flavor events are small for xp
greater than about 0.5; since we have better statistics for
flavor-inclusive events we performed the test on this data set,
as well as on the light-flavor data. We are limited to xp
,0.77 for the charged pions and kaons, but for the flavor-
inclusive analysis of protons we have an additional bin, ob-
tained from a 2-hypothesis analysis ~see Sec. IV A! that also
TABLE IX. Differential cross sections for the production of K6 mesons per Z0 decay into light, c and b
primary flavors.
xp K6 Production Cross Sections Ratios
Range ^xp& uu¯ , dd¯ , ss¯ cc¯ bb¯ c:uds b:uds
0.016 – 0.022 0.019 22.6 6 1.2 19.5 6 5.0 24.3 6 1.7 1.08 60.09
0.022 – 0.027 0.025 19.2 6 1.1 26.8 6 4.7 22.3 6 1.6 1.11 6 0.18 1.16 6 0.11
0.027 – 0.033 0.030 18.6 6 1.1 16.4 6 4.4 22.3 6 1.6 1.20 60.11
0.033 – 0.038 0.036 17.0 6 1.0 14.9 6 4.4 22.8 6 1.6 0.88 6 0.19 1.34 6 0.12
0.038 – 0.044 0.041 14.6 6 1.1 18.5 6 4.5 19.7 6 1.6 1.35 60.15
0.044 – 0.049 0.047 15.3 6 1.2 13.6 6 4.9 19.9 6 1.8 1.08 6 0.24 1.30 6 0.15
0.049 – 0.055 0.052 14.5 6 1.3 6.1 6 5.2 18.3 6 1.9 1.26 60.17
0.055 – 0.066 0.060 10.29 6 0.85 10.7 6 3.6 15.2 6 1.4 0.78 6 0.26 1.48 6 0.18
0.066 – 0.077 0.071 9.00 6 0.73 9.5 6 3.1 14.5 6 1.2 1.61 60.19
0.077 – 0.088 0.082 7.38 6 0.70 8.9 6 3.0 13.4 6 1.2 1.13 6 0.28 1.82 6 0.23
0.088 – 0.099 0.093 6.12 6 0.70 10.5 6 3.0 10.6 6 1.1 1.73 60.27
0.099 – 0.110 0.104 6.00 6 0.75 10.2 6 3.2 8.4 6 1.2 1.72 6 0.40 1.40 6 0.26
0.110 – 0.132 0.120 4.78 6 0.57 8.1 6 2.5 8.71 6 0.98 1.82 60.30
0.132 – 0.164 0.147 3.30 6 0.61 8.0 6 2.6 3.65 6 0.94 2.06 6 0.54 1.11 6 0.35
0.208 – 0.230 0.219 2.29 6 0.17 2.64 6 0.70 2.01 6 0.27 1.16 6 0.32 0.88 6 0.13
0.230 – 0.274 0.251 1.498 6 0.089 3.29 6 0.37 1.18 6 0.14 0.79 60.10
0.274 – 0.318 0.294 1.272 6 0.068 1.30 6 0.27 0.811 6 0.098 1.66 6 0.19 0.64 6 0.08
0.318 – 0.384 0.348 0.925 6 0.046 0.66 6 0.17 0.496 6 0.060 0.54 60.07
0.384 – 0.471 0.421 0.548 6 0.032 0.65 6 0.12 0.113 6 0.035 0.92 6 0.15 0.21 6 0.06
0.471 – 0.603 0.529 0.266 6 0.020 0.229 6 0.073 0.043 6 0.021 0.16 60.08
0.603 – 0.768 0.654 0.101 6 0.015 20.003 6 0.046 0.020 6 0.014 0.57 6 0.24 0.20 6 0.14
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yielded the sum of meson cross sections (p61K6). We
also considered this meson sum at all momenta, which has
smaller statistical errors than the sum of the individual p6
and K6 cross sections.
Figure 17 shows the p6, K6, p and (p61K6) differen-
tial cross sections as functions of (12xp) in flavor-inclusive
Z0 decays. Fits of the function f (x)5A(12xp)n, with the
value of n fixed to 2 ~3 for protons!, were performed to the
first m data points and the resulting fitted distributions for
m52,4,6 are shown in the figure. In all cases the fit quality
is good for m52, but worsens with increasing m . The maxi-
mum number of bins for which the confidence level of the x2
of the fit exceeded 0.01 was 3 for p6 and K6, 6 for p/p¯ ,
and 2 for the meson sum (p61K6).
Using this criterion, the theoretical prediction is consistent
with our combined meson data for (12xp),0.34, with our
pion and kaon data for (12xp),0.47, and with our proton
data for (12xp),0.57. A similar analysis of the light-flavor
sample ~not shown! yielded similar results; the prediction is
consistent with our pion, kaon and combined meson data for
(12xp),0.53, and with our proton data for (12xp)
,0.62.
In order to test the predictions of QCD in the modified
leading logarithm approximation ~MLLA! combined with
the ansatz of local parton-hadron duality ~LPHD!, we con-
verted our measurements into differential cross sections in
the variable j5ln(1/xp). Figure 18 shows our measured dif-
ferential cross section as a function of j for the charged
kaons. Also shown are the results of fits to a simple Gauss-
ian, and a distorted Gaussian including skewness and kurto-
sis terms. The Gaussian fit was performed over a j range of
width 2 units positioned near the maximum of the distribu-
tion. The fitted peak position j* was found to be indepen-
dent of the exact position of this range within statistical er-
rors, and the solid line in Fig. 18 represents the result of a fit
over a range centered on this peak position. A good fit qual-
ity was obtained; the two points above this j range could be
added to the fit, as could the first two points below the range,
before the x2 began to increase rapidly, indicating that the
Gaussian approximation is consistent with our data over a
range of approximately 61.3 units of j around the peak
position. The distorted Gaussian function is able to describe
the data over the full measured range of j , as indicated by
the dashed line in Fig. 18, however the distortion terms grow
rapidly as points outside the range described by the simple
Gaussian are added.
FIG. 15. Identified hadron differential cross sections in light-
flavor events. Also shown are the predictions of the three fragmen-
tation models; the prediction of each model for K6 is similar to that
for K0/K¯ 0, and the two have been averaged.
FIG. 16. Ratios of production of each hadron species in b-flavor
events to that in light-flavor events ~left! and in c-flavor:light-flavor
events ~right!. Also shown are the predictions of the three fragmen-
tation models; for each model, the predictions for K6 and K0/K¯ 0
were averaged, as were those for p/p¯ and L0/L¯ 0. The model pre-
dictions for f are not shown, but have the same xp dependence as
the corresponding prediction for K*0/K¯ *0, with a peak value typi-
cally higher by 40%.
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TABLE X. Differential cross sections for the production of K0/K¯ 0 mesons per Z0 decay into light, c and
b primary flavors.
xp K0/K¯ 0 Production Cross Sections Ratios
Range ^xp& uu¯ , dd¯ , ss¯ cc¯ bb¯ c:uds b:uds
0.009 – 0.011 0.010 19.0 6 4.4 6. 6 19. 6.1 6 3.1 0.29 6 0.99 0.32 6 0.17
0.011 – 0.011 0.013 23.2 6 3.2 –3. 6 15. 23.1 6 5.6 –0.14 6 0.64 0.99 6 0.39
0.014 – 0.018 0.016 20.4 6 2.4 15. 6 10. 25.8 6 4.4 0.72 6 0.52 1.27 6 0.25
0.018 – 0.022 0.020 21.2 6 2.3 22.7 6 9.7 21.7 6 3.3 1.07 6 0.47 1.02 6 0.18
0.022 – 0.027 0.025 20.5 6 1.8 17.4 6 7.8 21.4 6 2.6 0.85 6 0.39 1.04 6 0.15
0.027 – 0.033 0.030 17.3 6 1.4 12.8 6 6.2 20.7 6 2.2 0.74 6 0.36 1.20 6 0.15
0.033 – 0.041 0.037 14.1 6 1.2 12.8 6 5.1 19.3 6 1.9 0.91 6 0.37 1.37 6 0.17
0.041 – 0.050 0.045 12.0 6 1.0 13.2 6 4.4 15.6 6 1.5 1.10 6 0.38 1.30 6 0.16
0.050 – 0.061 0.055 10.1 6 0.8 10.9 6 3.5 13.2 6 1.2 1.08 6 0.36 1.31 6 0.15
0.061 – 0.074 0.067 7.73 6 0.69 12.8 6 3.2 13.5 6 1.1 1.66 6 0.43 1.75 6 0.20
0.074 – 0.091 0.082 7.07 6 0.52 3.0 6 2.4 12.3 6 0.9 0.42 6 0.33 1.74 6 0.17
0.091 – 0.111 0.100 5.33 6 0.44 7.0 6 2.0 8.35 6 0.81 1.31 6 0.39 1.57 6 0.19
0.111 – 0.142 0.126 4.17 6 0.34 4.6 6 1.5 5.85 6 0.57 1.10 6 0.37 1.40 6 0.17
0.142 – 0.183 0.161 3.17 6 0.30 3.7 6 1.6 4.26 6 0.55 1.18 6 0.53 1.35 6 0.21
0.183 – 0.235 0.206 2.16 6 0.22 2.68 6 0.97 1.99 6 0.48 1.24 6 0.46 0.92 6 0.24
0.235 – 0.301 0.262 1.12 6 0.16 2.62 6 0.72 0.09 6 0.24 2.15 6 0.66 0.71 6 0.22
0.301 – 0.497 0.371 0.69 6 0.10 0.79 6 0.45 0.10 6 0.10 1.44 6 0.70 0.14 6 0.14
TABLE XI. Differential cross sections for the production of p/p¯ per Z0 decay into light, c and b primary
flavors.
xp p/p¯ Production Cross Sections Ratios
Range ^xp& uu¯ , dd¯ , ss¯ cc¯ bb¯ c:uds b:uds
0.016 – 0.022 0.019 8.55 6 1.31 17.6 6 5.5 6.3 6 1.8 0.74 60.24
0.022 – 0.027 0.025 10.88 6 0.96 12.9 6 4.0 9.0 6 1.3 1.57 6 0.38 0.83 6 0.14
0.027 – 0.033 0.030 12.52 6 0.87 15.2 6 3.7 14.9 6 1.3 1.19 60.13
0.033 – 0.038 0.036 11.22 6 0.79 13.6 6 3.3 10.6 6 1.1 1.21 6 0.23 0.94 6 0.12
0.038 – 0.044 0.041 8.65 6 0.73 10.7 6 3.1 8.7 6 1.1 1.00 60.15
0.044 – 0.049 0.047 8.87 6 0.72 8.0 6 3.0 7.9 6 1.02 1.07 6 0.26 0.89 6 0.13
0.049 – 0.055 0.052 6.16 6 0.65 10.8 6 2.8 5.48 6 0.92 0.89 60.18
0.055 – 0.066 0.060 7.09 6 0.50 5.1 6 2.1 5.97 6 0.75 1.04 6 0.27 0.84 6 0.12
0.066 – 0.077 0.071 4.91 6 0.49 7.7 6 2.2 4.60 6 0.74 0.94 60.18
0.077 – 0.088 0.082 4.71 6 0.49 3.6 6 2.1 4.37 6 0.76 1.18 6 0.34 0.93 6 0.19
0.088 – 0.099 0.093 3.43 6 0.51 4.2 6 2.2 3.49 6 0.80 1.02 60.28
0.099 – 0.110 0.104 2.72 6 0.58 6.2 6 2.6 2.99 6 0.88 1.72 6 0.61 1.10 6 0.40
0.110 – 0.132 0.120 2.98 6 0.46 0.9 6 1.9 1.77 6 0.68 0.59 60.25
0.132 – 0.164 0.147 3.16 6 0.59 20.2 6 2.5 2.93 6 0.86 0.07 6 0.54 0.93 6 0.32
0.230 – 0.274 0.251 0.738 6 0.085 0.84 6 0.34 0.506 6 0.098 0.69 60.15
0.274 – 0.318 0.294 0.514 6 0.062 0.46 6 0.24 0.241 6 0.065 1.04 6 0.35 0.47 6 0.14
0.318 – 0.384 0.348 0.338 6 0.037 0.16 6 0.14 0.093 6 0.034 0.27 60.10
0.384 – 0.471 0.421 0.141 6 0.021 0.277 6 0.079 0.012 6 0.016 1.02 6 0.35 0.09 6 0.12
0.471 – 0.603 0.529 0.088 6 0.010 0.040 6 0.034 20.002 6 0.006 –.02 60.07
0.603 – 0.768 0.654 0.020 6 0.004 0.004 6 0.014 0.001 6 0.003 0.40 6 0.35 0.04 6 0.13
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Similar results were obtained for the other hadron species.
Their j-distributions are shown in Fig. 19. We fitted a simple
Gaussian over a j range of approximately 61 unit centered
on the maximum of each distribution in order to measure the
peak position j* for each hadron species. Systematic errors
on this measurement were evaluated by varying the fit range
and by refitting with each source of correlated experimental
systematic error considered coherently in turn. The system-
atic error is similar to or smaller than the statistical error
FIG. 17. Measured differential cross sections in flavor-inclusive
Z0 decays as a function of (12xp), along with the results of poly-
nomial fits, described in the text, to the data in the 2, 4 and 6
leftmost bins. Each fitted polynomial has been integrated over each
bin and is shown as a histogram.
FIG. 18. Distribution of j5ln(1/xp) for charged kaons in flavor-
inclusive Z0 decays. The solid and dashed lines indicated the results
of fits of the Gaussian and distorted Gaussian approximations of
MLLA QCD described in the text. The dotted lines indicate the
continuations of the fitted Gaussian function.
FIG. 19. Distributions of j for the seven hadron species in
flavor-inclusive hadronic Z0 decays ~points!, along with the results
of Gaussian fits ~solid lines! to the data over a range of approxi-
mately 61 unit about the peak ~indicated by the extent of the solid
lines!.
FIG. 20. Peak positions j* from fits to the j distributions in
flavor-inclusive and light-flavor hadronic Z0 decays. Also shown
are averages of similar flavor-inclusive results from experiments at
LEP. The line is the result of an ad hoc exponential fit to our
light-flavor data.
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TABLE XII. Differential cross sections for the production of L0/L¯ 0 per Z0 decay into light, c and b primary flavors.
xp L0/L¯ 0 Production Cross Sections Ratios
Range ^xp& uu¯ , dd¯ , ss¯ cc¯ bb¯ c:uds b:uds
0.011 – 0.020 0.016 4.72 6 0.87 1.5 6 3.3 2.8 6 1.2 0.32 6 0.70 0.59 6 0.27
0.020 – 0.030 0.025 3.87 6 0.49 2.5 6 2.0 4.19 6 0.79 0.66 6 0.53 1.08 6 0.24
0.030 – 0.045 0.038 3.41 6 0.35 4.5 6 1.5 2.39 6 0.50 1.32 6 0.46 0.70 6 0.16
0.045 – 0.067 0.056 2.21 6 0.22 3.56 6 0.97 2.47 6 0.34 1.61 6 0.46 1.12 6 0.19
0.067 – 0.100 0.082 1.14 6 0.16 2.89 6 0.72 1.44 6 0.25 2.11 6 0.58 1.05 6 0.22
0.100 – 0.150 0.122 1.15 6 0.13 0.54 6 0.54 1.10 6 0.17 0.47 6 0.48 0.96 6 0.18
0.150 – 0.247 0.189 0.52 6 0.08 0.56 6 0.32 0.60 6 0.09 1.08 6 0.64 1.15 6 0.25
0.247 – 0.497 0.319 0.24 6 0.05 20.13 6 0.19 0.20 6 0.04 20.54 6 0.81 0.83 6 0.25
TABLE XIII. Differential cross sections for the production of K*0/K¯ *0 mesons per Z0 decay into light, c and b primary flavors.
xp K*0/K¯ *0 Production Cross Sections Ratios
Range ^xp& uu¯ , dd¯ , ss¯ cc¯ bb¯ c:uds b:uds
0.018 – 0.048 0.033 5.2 6 1.3 7.8 6 5.6 1.3 6 2.1 1.51 6 1.15 0.25 6 0.41
0.048 – 0.088 0.068 4.28 6 0.52 1.0 6 2.6 4.53 6 0.83 0.23 6 0.60 1.06 6 0.23
0.088 – 0.149 0.118 2.14 6 0.29 0.5 6 1.6 3.64 6 0.47 0.23 6 0.73 1.70 6 0.31
0.149 – 0.263 0.206 0.81 6 0.12 1.10 6 0.59 1.43 6 0.24 1.35 6 0.76 1.75 6 0.40
0.263 – 0.483 0.342 0.3456 0.042 0.29 6 0.20 0.4006 0.078 0.85 6 0.58 1.16 6 0.27
0.483 – 1.000 0.607 0.0766 0.010 0.0266 0.034 0.0126 0.009 0.36 6 0.45 0.15 6 0.11
TABLE XIV. Differential cross sections for the production of f mesons per Z0 decay into light, c and b primary flavors.
xp f Production Cross Sections Ratios
Range ^xp& uu¯ , dd¯ , ss¯ cc¯ bb¯ c:uds b:uds
0.018 – 0.057 0.037 0.64 6 0.18 1.08 6 0.77 0.73 6 0.28 1.67 6 1.28 1.13 6 0.53
0.057 – 0.079 0.068 0.48 6 0.18 0.31 6 1.02 0.37 6 0.31 0.64 6 2.15 0.78 6 0.70
0.079 – 0.175 0.127 0.222 6 0.073 0.12 6 0.39 0.42 6 0.11 0.56 6 1.75 1.88 6 0.81
0.175 – 0.263 0.215 0.091 6 0.052 0.35 6 0.23 0.228 6 0.068 3.85 6 3.32 2.51 6 1.61
0.263 – 0.483 0.357 0.052 6 0.021 0.185 6 0.085 0.054 6 0.023 3.58 6 2.17 1.05 6 0.61
0.483 – 1.000 0.689 0.017 6 0.004 20.016 6 0.013 0.007 6 0.004 20.96 6 0.78 0.43 6 0.27
TABLE XV. Peak positions j* from Gaussian fits to the j distributions for each hadron species measured in flavor-inclusive and
flavor-specific hadronic Z0 decays. The first error is statistical and the second systematic.
all flavors light flavors c b
p6 3.8060.0160.01 3.8160.0160.01 3.8560.0460.01 3.7160.0160.01
K6 2.6060.0360.02 2.8360.0860.03 2.5260.0860.09 2.6760.0360.03
K0/K¯ 0 2.6260.0560.04 2.7860.1060.01 2.3260.3560.05 2.6160.0460.04
K*0/K¯ *0 2.3160.0460.01 2.4760.0960.01 – 2.1160.0760.01
f 2.0 60.0760.4 2.4360.1360.25 – 2.1860.0860.16
p/p¯ 3.0060.0760.01 2.7760.0560.01 3.0360.2660.01 2.8660.0760.02
L0/L¯ 0 2.6460.0760.01 2.5860.2160.01 2.7560.1560.01 2.4760.1860.01
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except in the case of the f , where the total error is domi-
nated by the systematic component from varying the fit
range. Good fit qualities were obtained when the correlated
systematic errors were taken into account. The peak posi-
tions are given in Table XV and shown as a function of
hadron mass in Fig. 20, along with averages of similar mea-
surements from experiments at LEP @7#, with which they are
consistent. The distribution for pions peaks at a higher j
value than the those of the other hadron species, but other-
wise there is no monotonic mass-dependence.
As discussed in Sec. I, the MLLA QCD1LPHD predic-
tion is valid for primary fragmentation particles, whereas ex-
periments so far have measured samples that include decay
products of an unknown mix of resonances as well as of
heavy hadrons. This mix may affect measured j* values
differently for different hadron species. It is of interest to try
to resolve this question experimentally, and we have there-
fore applied the same analysis to the three primary event
flavor categories discussed in the previous section. We ex-
pect the light flavor events to be less affected by decay prod-
ucts, as D- and B-hadron decays are excluded.
The Gaussian function provides an acceptable description
of the j distribution for all hadron species in events of each
flavor within about 61 unit of the peak ~not shown!, and the
fitted peak positions are listed in Table XV. For the
K*0/K¯ *0 and f in c-flavor events, the limited sample size
did not allow a reasonable systematic error evaluation, so
they are omitted.
The j* values measured in b-flavor events are signifi-
cantly different from those measured in light-flavor events
for p6 and K*0/K¯ *0; the difference is 1.5s for K6 and
K0/K¯ 0. For the other hadron species the j* values measured
in events of all three flavors are consistent. The j* values
measured in light-flavor events differ significantly from
those measured in flavor-inclusive events for K6 and p/p¯ .
The light-flavor j* values are also shown in Fig. 20. The
result of an ad hoc exponential fit to the light-flavor data is
shown in Fig. 20 as a reference trajectory, and the light-
flavor data are seen to lie closer to a monotonic trajectory
than the flavor-inclusive data.
VII. TOTAL PRODUCTION CROSS SECTIONS
We have integrated our differential cross sections over
their respective measurement ranges, taking into account the
bin-to-bin correlations in the systematic errors. These inte-
grated cross sections per event are listed in Tables II–VII;
the errors are dominated by overall normalization uncertain-
ties corresponding to the uncertainty in our track reconstruc-
tion efficiency. In order to quote total cross sections, we
must extrapolate into the unmeasured regions of xp , and we
have done this using the three MC models discussed above.
From the hadrons of each species generated using each of
these models, we calculated the fraction that were generated
with xp in the range of our measurement. For each hadron
species the three fractions were found to be similar, with the
UCLA ~HERWIG! fraction being typically 1% larger ~1–2%
smaller! than the JETSET fraction. The average of the three
accepted fractions ranged from 0.812 for K6 to 0.945 for
K0/K¯ 0. Each integrated measured cross section was divided
by the corresponding average fraction, and an uncertainty of
60.01 (60.015! was assigned to the average fraction for
p6, K6, K0/K¯ 0, p/p¯ and L0/L¯ 0 (K*0/K¯ *0 and f), corre-
sponding to a typical rms among the three predictions. The
corrected total cross sections are shown in Table XVI, and
were found to be consistent with an average of similar mea-
surements from experiments at LEP @7#.
As a cross check, we fitted the distorted Gaussian function
described in Sec. VI to the j distribution for each hadron
species, and calculated the fraction of the area under the
fitted curve that was within the range of our measurement.
An uncertainty was assigned corresponding to the largest
variation obtained by varying the fitted parameter values by
all combinations of 11s and 21s . The resulting fractions
are consistent with those obtained using the fragmentation
models, giving confidence in both the central values and the
uncertainties assigned.
We applied the same procedure to our measurements for
the three flavor categories. The three simulations were found
to give similar flavor dependences, with the accepted fraction
in b (c) events typically 0.02 ~0.01! larger than that in light-
flavor events. The resulting total cross sections are listed in
Table XVI along with differences between flavors, for which
some of the systematic errors cancel. We observe roughly
15% more pseudoscalar mesons in b-flavor events than in
light-flavor events, and the respective sums of the charged
hadron differences are consistent with our previous measure-
ment @34# of the differences in total charged multiplicity be-
tween light-, c- and b-flavor events. All other differences are
consistent with zero.
VIII. LEADING PARTICLE EFFECTS
We extended these studies to look for differences between
particle and antiparticle production in light quark ~as op-
posed to antiquark! jets, in order to address the question of
whether e.g. a primary u-initiated jet contains more hadrons
that contain a valence u-quark ~e.g. p1, K1, p , L0) than
hadrons that do not ~e.g. p2, K2, p¯ , L¯ 0). To this end we
used the light quark- and antiquark-tagged hemispheres de-
scribed in Sec. III.
We measured the differential cross sections per light
quark jet
Rh
q5
1
2Nevts
d
dxp
@N~q!h !1N~q¯!h¯ !# , ~3!
Rh¯
q
5
1
2Nevts
d
dxp
@N~q!h¯ !1N~q¯!h !# , ~4!
where: q and q¯ represent light-flavor quark and antiquark jets
respectively; Nevts is the total number of events in the
sample; h represents any of the identified hadron species p2,
K2, K¯ *0, p , or L0, and h¯ indicates the corresponding an-
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tihadron. Then, for example, N(q!h) is the number of had-
rons of species h in light quark jets. This formulation as-
sumes CP symmetry, i.e., N(q!h)5N(q¯!h¯ ), which was
found to be satisfied in the data in all cases.
The charged hadron fractions analysis was repeated on the
sample of positively charged tracks in the quark-tagged jets
and negatively charged tracks in the antiquark-tagged jets.
For momenta below 2 GeV/c only the negatively charged
tracks in the antiquark-tagged jets were used. The fractions
were multiplied by the inclusive cross section for positively
charged tracks in quark jets, yielding measured values of
Rp1
q
, RK1
q
, and Rp
q in the tagged samples. The same proce-
dure applied to the remaining tracks yielded Rp2
q
, RK2
q
, and
Rp¯
q
. The K*0/K¯ *0 and L0/L¯ 0 analyses were applied simi-
larly to the quark- and antiquark-tagged jets to yield RK¯ *0
q
,
RK*0
q
, RL
q and RL¯
q
.
The light-tagged event sample contains a residual heavy
flavor background of 12% cc¯ and 3% bb¯ events. The decays
of the leading heavy hadrons in simulated heavy flavor back-
ground events give rise to substantial differences between
hadron and antihadron production in the quark-tagged
sample over the entire xp range. It is essential to understand
this contribution, which is typically 15% of the observed
hadrons for xp,0.5 and decreases at higher xp ~see Fig. 16!.
The simulated contribution to each cross section was applied
as a correction, yielding differential cross sections per light-
quark-tagged jet.
For each hadron species, differential cross sections in
light quark jets were then extracted by correcting for the
light-tag bias ~see Sec. V! and unfolding for the effective
quark ~vs antiquark! purity. The purity was estimated from
the simulation to be 0.76 for the L0/L¯ 0 and 0.72 for the
charged hadrons and K*0/K¯ *0, the latter value reflecting the
cutoff in acceptance of the CRID at ucosuu50.68.
The measured differential cross sections per light quark
jet are listed in Tables XVII–XXI for the five measured had-
ron species that are not self-conjugate. As for the flavor de-
pendent results ~Sec. V!, the error given is the sum in
quadrature of the statistical error and those systematic errors
arising from the tagging and correction procedures. The lat-
ter include variation of the event tagging efficiencies and
biases as described in Sec. V, variation of the electroweak
parameters Rb , Rc , Ab and Ac by the errors on their re-
spective world average values @28#, and variation of the ef-
fective quark purity by 60.015 to cover the uncertainty in
the electron beam polarization and the statistical error on the
simulated purity. The systematic errors are small compared
with the statistical errors, and are typically dominated by the
uncertainty on the effective quark purity. These results su-
persede those in our previous publication @8#.
It is convenient to show these results in the form of the
difference between hadron h and antihadron h¯ production
normalized by the sum:
Dh5
Rh
q2Rh¯
q
Rh
q1Rh¯
q . ~5!
The common systematic errors cancel explicitly in this vari-
able, which is shown for each hadron species in Fig. 21. A
value of zero corresponds to equal production of hadron and
antihadron, whereas a value of 1~–!1 corresponds to com-
plete dominance of ~anti!particle production. In each case the
difference is consistent with zero at low xp . For charged
pions it is also consistent with zero at high xp , but for the
other hadrons there are significant positive differences that
appear to increase with increasing xp .
The results for the baryons ~Figs. 21a,b! afford the most
straightforward interpretation. Since baryons contain valence
quarks and not antiquarks, the observed excess of both pro-
tons and L0s over their respective antibaryons for xp.0.2 is
clear evidence for the production of leading baryons. The
data suggest that the effect increases with xp , however more
data are needed to study the xp dependence in detail. For
xp,0.2 the data are consistent with equal production of
baryons and antibaryons, however the contribution from
fragmentation is very high in this region and we cannot ex-
clude that leading baryons are also produced at low xp .
Since a meson contains one valence quark along with one
valence antiquark, the interpretation of our results for me-
sons is more complicated. All down-type quarks are pro-
duced equally and with the same forward-backward asym-
metry in Z0 decays in the standard model, so that if a leading
neutral particle such as K¯ *0 (sd¯ ) were produced equally in s
and d¯ jets ~i.e. DK¯ *0
dd¯
52DK¯ *0
ss¯ ), then our measured DK¯ *0
would be zero. Our two highest-xp points are significantly
positive, indicating both that there is leading K¯ *0 production
and that more leading K¯ *0 are produced in s jets than in d¯
jets. This is an expected consequence of strangeness suppres-
sion in the fragmentation process. That is, it is expected to be
less likely for an ss¯ to be produced from the vacuum and the
s to pair up with an initial d¯ than it is for a dd¯ to be produced
and the d¯ to pair up with the initial s .
In the case of charged hadrons such as p2 (du¯ ), the
different Z0 branching ratios and forward-backward asym-
metries of up- and down-type quarks cause a nonzero dilu-
tion of leading particle effects. Assuming standard model
couplings to the Z0 and equal production of leading p1 in
u-jets and p2 in d-jets ~i.e. Dp2dd
¯
52Dp2
uu¯ ), we calculate a
dilution factor for our analysis cuts of 0.27. That is, we
would expect to observe Dp250.27Dp2
dd¯
. For purposes of
illustration, we have fitted a line to our Dp and DL0 points
for xp.0.2, scaled it by the dilution factor 0.27, and drawn it
as the dot-dashed line on Figs. 21c and 21d. We do not
necessarily expect that leading particle effects are identical
for mesons and for baryons, but this line serves as a basis for
a qualitative comparison.
Our measured Dp2 are consistent with zero everywhere,
and consistently below this line. This does not rule out lead-
ing pion production, but indicates that nonleading production
of pions must be comparable or larger at all xp . This could
be due to a very soft leading pion momentum distribution
and/or a large ‘‘background’’ contribution of pions from de-
cays of excited states such as r0, v , h , K*. Our measured
K. ABE et al. PHYSICAL REVIEW D 59 052001
052001-26
DK2 are consistently positive and above the line for xp
.0.2. As in the case of K¯ *0/K*0, this indicates both pro-
duction of leading charged kaons and more frequent produc-
tion of leading K2 in s-jets than in u¯ -jets.
The quantification of the total number of observed leading
particles is problematic. For example, in the region xp.0.2
we observe a total of 0.08360.005 protons and 0.03660.005
antiprotons per light quark jet. Some of the antiprotons are
expected to be ‘‘subleading’’ antiprotons produced in asso-
ciation with a leading baryon, since baryon number is known
to be conserved locally @35#, whereas others are from a non-
leading baryon-antibaryon pair, and provide a measure of the
background of nonleading protons in the high-xp sample. We
conclude that the number of leading protons we have ob-
served per light quark jet must lie between the p-p¯ differ-
ence and the total number of protons, i.e. in the range 0.047–
0.083 per light quark jet. Similarly, the number of observed
leading L0 in the range 0.18,xp,0.5 is 0.024–0.039. For
TABLE XVI. Corrected total cross sections per hadronic Z0 decay, and per decay into light, c or b primary flavor. Differences between
the total cross sections for c- and light-flavor and b- and light-flavor events. All errors are the sum in quadrature of experimental and
extrapolation uncertainties.
Total Cross Sections per Event of Flavor Differences
all uds c b c2uds b2uds
p6 16.84 60.37 16.46 60.47 16.30 61.01 18.36 60.52 20.15 60.96 1.91 60.36
K6 2.22 60.16 2.04 60.15 2.47 60.28 2.40 60.19 0.43 60.23 0.36 60.10
K0/K¯ 0 2.01 60.08 1.86 60.09 1.86 60.21 2.11 60.11 0.01 60.21 0.25 60.09
K*0/K¯ *0 0.70760.041 0.72760.081 0.56160.316 0.76860.124 20.16660.321 0.04160.132
f 0.10560.008 0.09160.021 0.13160.091 0.12160.026 0.04060.093 0.03060.031
p/p¯ 1.03 60.13 1.06 60.14 1.06 60.21 0.91 60.13 0.01 60.17 20.15 60.07
L0/L¯ 0 0.39560.022 0.42160.030 0.34160.088 0.38360.032 20.08060.091 20.03860.039
TABLE XVII. Differential cross sections for the production of positive and negative pions in light (u , d
and s) quark jets from hadronic Z0 decays, along with the normalized difference Dp2 between the two. The
errors are the sum in quadrature of statistical errors and those systematic errors arising from the light quark
tagging and unfolding procedure.
xp p
6 Production in u ,d ,s Jets
Range ^xp& p1 p2 Dp2
0.016 – 0.022 0.019 140.9 62.5 139.0 62.6 –0.00760.016
0.022 – 0.033 0.027 98.2 61.5 96.7 61.4 –0.00760.014
0.033 – 0.044 0.038 62.8 61.3 63.6 61.3 0.00760.019
0.044 – 0.055 0.049 44.2 61.4 44.9 61.4 0.00760.029
0.055 – 0.066 0.060 33.4 61.1 33.2 61.1 –0.00360.030
0.066 – 0.077 0.071 25.79 60.82 27.16 60.82 0.02660.028
0.077 – 0.088 0.082 21.66 60.71 22.34 60.71 0.01660.029
0.088 – 0.099 0.093 17.17 60.62 18.40 60.63 0.03460.032
0.099 – 0.110 0.104 14.45 60.57 14.52 60.57 0.00360.036
0.110 – 0.121 0.115 11.44 60.50 12.84 60.52 0.05760.038
0.121 – 0.143 0.131 9.32 60.32 9.61 60.32 0.01560.031
0.143 – 0.164 0.153 7.21 60.28 7.39 60.28 0.01260.035
0.164 – 0.186 0.175 5.40 60.24 5.49 60.25 0.00860.041
0.186 – 0.208 0.197 4.30 60.21 4.44 60.22 0.01660.045
0.208 – 0.230 0.219 3.14 60.19 3.30 60.19 0.02660.053
0.230 – 0.274 0.251 2.37 60.12 2.59 60.12 0.04360.043
0.274 – 0.318 0.295 1.39860.091 1.68760.097 0.09360.055
0.318 – 0.384 0.348 0.97260.061 0.99660.064 0.01260.057
0.384 – 0.471 0.423 0.45660.040 0.50460.042 0.05060.077
0.471 – 0.603 0.527 0.18060.025 0.21060.026 0.08 60.12
0.603 – 0.768 0.668 0.06560.019 0.08960.021 0.16 60.23
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xp.0.26 we measure a total of 0.11060.012 K¯ *0 and 0.023
60.010 K*0 per light quark jet. In this case, all of these
could be leading due to contributions from s and d jets, and
so the sum gives an upper bound on the number of leading
K*0/K¯ *0 produced. A lower bound is given by the possibil-
ity that no leading K*0 are produced in d jets. In this case all
of the observed K*0 are nonleading, we expect an equal
number of nonleading K¯ *0, and the number of leading K¯ *0
produced is given by the K¯ *0 –K*0 difference. Thus we have
observed 0.087–0.133 leading K*0/K¯ *0 per jet with xp
.0.26. Similarly, the number of leading charged kaons pro-
duced in the range 0.21,xp,0.77 is 0.141–0.355 per jet.
The measured normalized differences are compared with
the predictions of the three fragmentation models in Fig. 21.
All models reproduce the qualitative features of our data. For
the baryons, the HERWIG prediction drops below zero in the
range in which we have no proton coverage; this behavior
might be ruled out with more L0/L¯ 0 data. The HERWIG and
UCLA predictions rise sharply to unity at xp'0.4 and are
inconsistent with the proton data. For the mesons all models
are consistent with the data.
IX. PRODUCTION RATIOS AND
FRAGMENTATION PARAMETERS
Certain aspects of the fragmentation process can be stud-
ied more directly by measuring the relative production of
two hadron species that differ by a single quantum number.
We have calculated the ratios of differential cross sections
for a number of pairs of hadron species, for flavor-inclusive
and light-flavor events, taking into account any systematic
errors common to the two species. The results are shown for
light-flavor events in Fig. 22. In the cases where binning was
different for the two hadron species in a pair, the ratio was
obtained by fitting a curve to the denominator over a region
near each xp value in the numerator. In some cases charged
and neutral pseudoscalar kaons were averaged, and are de-
noted simply ‘‘K.’’ In all cases, charge-conjugate states are
included in both numerator and denominator.
The ratios of the strange mesons to pions vary rapidly
with xp . In flavor-inclusive events ~not shown!, the values of
each of these ratios vary over a similar range but show less
structure, being consistent with simple powers of xp for xp
.0.04. The proton:pion ratio also varies rapidly for xp
,0.1. The other ratios shown in Fig. 22 are independent of
xp within our errors.
TABLE XVIII. Differential cross sections for the production of positive and negative kaons in light quark
jets from hadronic Z0 decays, along with their normalized difference.
xp K6 Production in u ,d ,s Jets
Range ^xp& K1 K2 DK2
0.016 – 0.022 0.019 8.3 61.1 14.8 61.3 0.2860.09
0.022 – 0.033 0.027 9.27 60.69 8.14 60.68 –0.0660.07
0.033 – 0.044 0.038 8.05 60.68 7.70 60.68 –0.0260.08
0.044 – 0.055 0.049 8.03 60.81 7.59 60.81 –0.0360.09
0.055 – 0.066 0.060 3.75 60.74 6.27 60.79 0.2560.14
0.066 – 0.088 0.077 3.44 60.45 3.90 60.47 0.0660.11
0.088 – 0.121 0.101 3.09 60.41 2.73 60.42 –0.0660.13
0.208 – 0.230 0.219 0.99 60.18 1.36 60.19 0.1560.14
0.230 – 0.274 0.251 0.59560.091 1.12060.099 0.3160.10
0.274 – 0.318 0.295 0.38360.072 0.89560.081 0.4060.11
0.318 – 0.384 0.348 0.26060.049 0.66560.055 0.4460.10
0.384 – 0.471 0.423 0.16360.034 0.42760.039 0.4560.11
0.471 – 0.603 0.527 0.09160.023 0.21960.026 0.4260.14
0.603 – 0.768 0.668 –0.00760.017 0.12060.022 1.1260.28
TABLE XIX. Differential cross sections for the production of K*0 and K¯ *0 mesons in light quark jets,
along with their normalized difference.
xp K*0/K¯ *0 Production in u ,d ,s Jets
Range ^xp& K*0 K¯ *0 DK¯ *0
0.018 – 0.048 0.033 2.50 60.94 2.69 60.95 0.0460.29
0.048 – 0.088 0.068 1.64 60.36 2.40 60.38 0.1860.14
0.088 – 0.149 0.118 1.11 60.22 0.88 60.22 –0.1160.17
0.149 – 0.263 0.206 0.31860.087 0.44760.095 0.1760.19
0.263 – 0.483 0.342 0.05360.033 0.26460.042 0.6760.18
0.483 – 1.000 0.607 0.02260.012 0.10060.015 0.6460.16
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The K0:K6 ratio differs significantly from unity over the
range 0.03,xp,0.09, averaging 0.8660.03; we observe a
similar difference in flavor-inclusive events ~not shown!, as
has been observed previously @7#. Assuming that primary
charged and neutral kaons are produced equally in the frag-
mentation process, this implies that some hadron species is
produced that decays preferentially into charged kaons. Our
measured cross sections indicate that decays of f and K*
mesons would each account for only ;0.01 of the difference
from unity. Decays of D and B hadrons cannot be the source
of this difference since they have been excluded explicitly.
The predictions of the three fragmentation models are also
shown in Fig. 22, and all describe the qualitative features of
the data. The JETSET prediction for each ratio involving K*
or f mesons differs from the data by a large normalization
factor, and those predictions have been scaled by factors de-
rived from Fig. 15 in order to compare the momentum de-
pendence with that of the data. All models underestimate the
slope of the K:p1 ratio, but reproduce those of the f:p1
and K*:p1 ratios, overestimating the latter ratio only at the
highest-xp point. The xp dependence of the p:p1 ratio is
reproduced by all models at low xp , but only by the JETSET
model for xp.0.2. However the JETSET model shows a nor-
malization difference from the data of about 20%. Similar
differences in the model predictions for the L:K ratio cannot
be resolved with the current statistics. No model reproduces
the measured K0:K1 ratio; all predict a roughly constant
value of 0.98 in the range of our measurement. All models
predict a larger value of the K*:K ratio at the highest-xp
point than is observed in the data. A similar set of compari-
sons for flavor-inclusive events ~not shown! yielded the same
conclusions.
These ratios can be used to study the suppression of bary-
ons, vector mesons and strange hadrons in the fragmentation
process. Quantifying such suppression at the primary frag-
mentation level is problematic due to possible effects of dif-
ferent masses of the two hadron species in the ratio and the
fact that decay products populate a different xp region than
their primary parents. We therefore used the JETSET model,
in which there are tunable parameters controlling the relative
production of baryons, strange hadrons and vector mesons,
to extract suppression parameters in the context of that
model. We first considered the relative production of pseu-
doscalar (P) and vector (V) mesons, traditionally expressed
in terms of the parameter PV5V/(V1P). Since we might
expect that measured ratios are not the same at very high xp ,
TABLE XX. Differential cross sections for the production of protons and antiprotons in light quark jets,
along with their normalized difference.
xp p/p¯ Production in u ,d ,s Jets
Range ^xp& p p¯ Dp
0.022 – 0.033 0.027 7.1 6 1.1 4.7 6 1.4 0.2060.21
0.033 – 0.044 0.038 5.76 6 0.52 4.83 6 0.51 0.0960.09
0.044 – 0.055 0.049 4.10 6 0.44 4.07 6 0.44 0.0060.10
0.055 – 0.066 0.060 3.65 6 0.44 3.20 6 0.44 0.0760.12
0.066 – 0.088 0.077 2.69 6 0.30 2.31 6 0.30 0.0860.11
0.088 – 0.121 0.101 1.82 6 0.29 1.99 6 0.30 –0.0460.14
0.230 – 0.274 0.251 0.618 6 0.078 0.292 6 0.072 0.3660.15
0.274 – 0.318 0.295 0.387 6 0.056 0.157 6 0.053 0.4260.18
0.318 – 0.384 0.348 0.257 6 0.035 0.099 6 0.033 0.4460.18
0.384 – 0.471 0.423 0.117 6 0.020 0.076 6 0.019 0.2160.19
0.471 – 0.603 0.527 0.070 6 0.010 0.025 6 0.009 0.4760.19
0.603 – 0.768 0.668 0.018 6 0.004 0.001 6 0.004 0.8560.42
TABLE XXI. Differential cross sections for the production of L0 and L¯ 0 hyperons in light quark jets,
along with their normalized difference.
xp L0/L¯ 0 Production in u ,d ,s Jets
Range ^xp& L0 L¯ 0 DL0
0.010 – 0.030 0.022 0.65 60.16 1.05 60.17 –0.2360.18
0.030 – 0.050 0.040 0.86 60.13 0.91 60.13 –0.0360.14
0.050 – 0.070 0.060 0.52960.084 0.55560.084 –0.0260.14
0.070 – 0.100 0.083 0.30360.057 0.46860.060 –0.2160.14
0.100 – 0.140 0.118 0.30160.053 0.31960.054 –0.0360.16
0.140 – 0.180 0.158 0.19060.048 0.15760.047 0.0960.25
0.180 – 0.300 0.227 0.17160.034 0.09860.032 0.2760.23
0.300 – 0.500 0.368 0.09060.022 0.01360.019 0.7560.37
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where leading hadron production is important, as they are
lower xp , we defined arbitrarily a ‘‘fragmentation’’ region,
0.05,xp,0.25, and a ‘‘leading’’ region, xp.0.45. In each
region we averaged our measured K*:K ratio, and compared
it with those obtained in the same region from the JETSET
generator run with a series of input values of the PV param-
eter for strange mesons. We interpolated to find the PV value
at which the model prediction for each ratio was equal to that
measured in the data, and these values are listed in Table
XXII for the two xp regions and for both flavor-inclusive and
light-flavor events. The two measurements in each momen-
tum range are consistent, but the PV value measured in the
fragmentation region is significantly higher than that mea-
sured in the leading region for both flavor categories.
We next considered the relative production of baryons ~B!
and mesons ~M!, in terms of the parameter PB5B/(B
1M ). A similar set of comparisons of our p:p and L:K
ratios with the predictions of the JETSET model as PB was
varied yielded the measured PB values listed in Table XXIII.
The four values extracted from the p:p ratio are consistent.
The value from the L:K ratio in light-flavor events is con-
sistent with these four, but that in flavor-inclusive events is
slightly larger.
Information on the suppression of strangeness is available
from several of our measurements. It is conventional to de-
fine a suppression factor gs as the probability of creating an
ss¯ from the vacuum, relative to that of creating a uu¯ or dd¯ ,
at a given point in the fragmentation process. As has been
suggested in Ref. @36#, the normalized production difference
~see Sec. VIII! at high xp between a strange hadron and its
antihadron in light quark jets provides a robust way of inves-
tigating strangeness suppression for any neutral hadron, such
as K*0/K¯ *0, that is unlikely to be a decay product of a
heavier primary particle. If we assume leading particle domi-
nance, so that K¯ *0 can be produced only in s and d¯ jets, and
that the relative production in d¯ jets is suppressed by a factor
of gs , then we expect the normalized difference to be
DK¯ *05(12gs)/(11gs). From our point in the bin
FIG. 21. Normalized differences between hadron and antihadron
production in light quark jets. The thin dot-dashed lines in ~c! and
~d! represent the fit to the baryon data scaled by the dilution factor
of 0.27 described in the text. Also shown are the predictions of the
three fragmentation models.
FIG. 22. Ratios of measured differential cross sections for vari-
ous pairs of hadron species in light-flavor events, along with the
predictions of the three fragmentation models. In all cases the
charge-conjugate states are included in both numerator and denomi-
nator. Here, ‘‘K’’ denotes the average of K0/K¯ 0 and K6. The
JETSET predictions for the K*:p1, f:p1, f:K* and K*:K ratios
have been scaled by factors of 2/3, 1/2, 4/3 and 2/3, respectively
~see text!, in order to clarify the comparison of the momentum
dependence.
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0.5,xp,1 we used this equation to derive a ‘‘direct’’ mea-
surement of gs50.2660.12, where we first scaled our given
DK¯ *0 value by 0.923 to account for the fact that we assumed
contributions from u , d and s jets in the original unfolding,
whereas we now assume only d and s contribute. Similarly,
assuming dominant production of leading K6 and account-
ing for the different branching fraction and forward-
backward asymmetry of up- and down-type events, one ex-
pects 1.05DK25(120.55gs)/(110.77gs). From this we
derive gs50.4160.17, using our DK2 data in the range
0.47,xp,0.77.
We also used the JETSET model to predict the normalized
differences as a function of gs , and to extract from our mea-
sured DK¯ *0 and DK2 the gs values listed in Table XXIV.
Also listed in Table XXIV are gs values extracted in the
context of the JETSET model from our measured K:p1,
f:K* and L:p ratios. For each ratio, the values derived from
the flavor-inclusive and light-flavor events are consistent.
However there is a significant xp dependence in the values
obtained from the K:p1 ratio in both flavor categories, and
there are several other significant differences between pairs
of values from the same flavor category. This indicates that
the JETSET model cannot accommodate all of our data with a
single gs value and all other parameters set to their default
values.
X. SUMMARY AND CONCLUSIONS
We have measured the production of the seven hadron
species p6, K6, K0/K¯ 0, K*0/K¯ *0, f , p/p¯ , and L0/L¯ 0 as a
function of scaled momentum xp over a wide range in had-
ronic Z0 decays. The SLD Cherenkov Ring Imaging Detec-
tor enabled the clean and efficient identification of stable
charged hadrons, yielding precise measurements of their pro-
duction cross sections, as well as the identification of rela-
tively clean samples of the strange mesons K*0/K¯ *0 and f
reconstructed in decay modes containing charged kaons. Our
measurements of differential production cross sections, total
cross sections and ratios of production of these hadron spe-
cies in flavor-inclusive hadronic Z0 decays are consistent
with averages of those from experiments at LEP.
Using the SLD vertex detector to isolate high-purity light-
and b-tagged event samples, we have measured the produc-
tion of these seven hadron species in light-, c- and b-flavor
events. Significant differences between flavors were found,
consistent with expectations based on the known properties
of B and D hadron production and decay. Our p6, K6 and
p/p¯ data at high xp were used to test the predictions of
Gribov and Lipatov for the shape of the xp distribution of
primary leading hadrons as xp!1. We find the predictions
of the theory to be consistent with the flavor-inclusive ~light-
flavor! meson data for xp.0.66 (xp.0.47) and with the pro-
ton data for xp.0.43 (xp.0.38). The shape of the j5
2ln(xp) distribution for each hadron species in events of
each flavor is consistent with the Gaussian form predicted by
MLLA QCD1LPHD near its peak. The peak positions j*
for each hadron species in light-flavor events are more con-
sistent with a monotonic dependence on hadron mass than
those in flavor-inclusive events.
Using the large forward-backward asymmetry induced by
the polarized SLC electron beam to separate light quark from
light antiquark hemispheres, we have updated our measure-
ments of hadron and antihadron production in light quark
jets. Differences are observed at high xp between baryon and
antibaryon production, which is evidence for the production
of leading baryons, i.e. baryons that carry the quantum num-
bers of the initial quark. Differences are also observed for
both pseudoscalar and vector K-mesons, which indicate not
only leading production of these two hadron species but also
that leading strange mesons are produced more often from
initial s quarks than from initial u or d quarks.
Our data were used to test the predictions of three frag-
mentation models with default parameters. In most cases
these simulations reproduced the data to within a few per-
cent. However the JETSET 7.4 model predicts too many p/p¯ ,
TABLE XXII. Measurements of the vector-meson fraction PV
extracted from the measured K*:K production ratio in the context
of the JETSET model.
Pseudoscalar:Vector Production Parameter PV
xp Range inclusive light-flavor
0.055–0.219 0.40560.020 0.43360.033
0.439–1.000 0.22660.029 0.27960.029
TABLE XXIII. Measurements of the baryon fraction PB in the
context of the JETSET model.
Baryon:Meson Production Parameter PB
Ratio xp Range inclusive light-flavor
p : p6 0.055–0.165 0.07660.003 0.07460.004
L : K 0.061–0.237 0.10160.003 0.08760.005
p : p6 0.493–0.987 0.08160.006 0.08160.009
TABLE XXIV. Measurements of the strangeness suppression
factor gs in the context of the JETSET model. The notation Dh refers
to the normalized differences discussed in Sec. VIII.
Strangeness Suppression Factor, gs
Ratio xp Range inclusive light-flavor
DK¯ *0 0.482–1.000 – 0.19460.141
DK2 0.493–0.768 – 0.24960.110
K:p1 0.055–0.219 0.23660.016 0.26660.014
f:K* 0.048–0.263 0.16360.027 0.18460.052
L:p 0.050–0.182 0.33960.014 0.31160.032
K:p1 0.493–0.768 0.57560.084 0.48360.091
f:K* 0.482–1.000 0.16060.060 0.23960.075
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K*0/K¯ *0 and f mesons at all xp , and too many K6 and
K0/K¯ 0 at low xp . The UCLA model predicts too many pions
in the 2–20 GeV/c range, a shoulder in the xp distributions
for baryons at high xp , and larger differences between
baryon and antibaryon production at high xp than are seen in
our light-quark data. The HERWIG 5.8 model predicts a shoul-
der in the xp distribution for most hadron species at high xp ,
a large excess of low-xp pions and kaons in b-flavor events
and of medium-xp pions in c-flavor events, and a rapid varia-
tion in the baryon-antibaryon differences as a function of xp .
All models predict a charged:neutral kaon ratio very close to
unity, which is inconsistent with our light-flavor and flavor-
inclusive data. Also, no model is consistent with the xp de-
pendence of either our K:p ratio or our K*:K ratio.
We have studied several parameters of the fragmentation
process. The differences between kaon and antikaon produc-
tion in light quark jets allow two new, direct measurements
of strangeness suppression at high momentum. We have also
used our ratios of production of pairs of hadron species to
extract fragmentation parameters in the context of the JETSET
model. We find the vector:pseudoscalar meson parameter to
be dependent on xp , and the strangeness suppression param-
eter to be dependent both on xp and on the hadron species
used to form the ratio.
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