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Abstract--We apply a novel cost-effective spline method to a one-dimensional model of catalytic 
combustion i  a monolith reactor. The model includes terms for catalytic reaction, heat and mass 
transfer between the channel wall and the gas, axial conduction in the solid wall, and heat exchange 
by radiative transfer. This leads to a nonlinear integrodifferential-algebraic system. 
The computational scheme is based on a discrete Petrov-Galerkin Method, discussed in detail in 
the recent work [1], and seeks spline approximations to the solutions. It is more cost-effective than 
the usual orthogonal collocation method and has been proved recently that it retains all stable and 
optimal convergence properties of the orthogonal collocation on finite elements. It also provides an 
approach which retains the coupling of the solution components which was not present in previous 
work on this problem. 
The numerical experiments obtained using the method axe verified against solutions provided in 
the literature. (E) 2001 Elsevier Science Ltd. All rights reserved. 
Keywords - -Cata ly t i c  combustion model, Nonlinear integrodifferential-algebraic system, Discrete 
Petrov-Galerkin Method, Quadrature, Splines. 
NOMENCLATURE 
JD dimensionless mass transfer coefficient 
Da catalytic DamkShler number 
3'c dimensionless activation energy 
JH dimensionless heat transfer coefficient 
01 dimensionless temperature at entrance 
Pe Peclet number 
F reaction energy parameter 
X radiative transfer parameter 
channel length + channel diameter 
02 dimensionless temperature at exit 
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I .  INTRODUCTION 
Over the past 20 years interest has increased in the use of catalytic monoliths to reduce mis- 
sions of oxides of nitrogen (NOx) from primary combustion processes, ee for example the survey 
work [2]. During that time a number of mathematical models have been proposed to describe the 
physical processes in a catalytic monolith combustor, see [3-11]. These references describe many 
modelling approaches, for example, one- or two-space dimensions, transient or steady-state, and 
single channel or multichannel treatment. 
All of the models consist of heat and mass balances for the gas phase and the catalytic reaction 
which occurs on the surface of the monolith channels. The following are the major physical 
processes which appear in the models: 
• catalytic reaction; 
• heat and mass transfer between the gas and channel walls; 
• convection of heat and mass in the flowing gas; 
• heat conduction i  the channel walls; 
• internal radiative heat exchange between channel walls; 
• radiative heat exchange between channel walls and external environment. 
Mostly, these models are restricted by the existing robust computational techniques so that one 
can substantiate the proposed models with numerical experiments. The single channel models and 
numerical solutions proposed in the earlier engineering literature [3,7] (and not well substantiated 
by computational theory) are somewhat more general than the ones described in the recent work 
[4,6,8,12]. The latter models are proposed from the point of view of applying robust computational 
methods and justifying their numerical experiments with stable theory. These recent models avoid 
inclusion of complicated nonlinear integrodifferential equations into the system, which has been 
considered inconvenient both by the engineering community (see, for example [13, p. 5]) and by 
numerical analysts, hitherto. In this work, we provide a cost-effective and robust computational 
method to tackle models proposed in [3,7] with proper theoretical justification to tackle the 
complete nonlinear integrodifferential-algebraic system. 
The model considered in this work treats all the processes mentioned above, and involves 
nonlinear terms for the catalytic reaction and radiative heat transfer. Although the model is 
simple, it can easily be modified to include complex catalytic reactions of many chemical species 
and also homogeneous gas phase combustion. A further extension described in [4,8] is to a 
multichannel configuration where the transfer of heat between eighbouring channels i modelled. 
In order to tackle such a large system, an efficient and robust method for solving the single channel 
model must be available, which we propose in this work. 
Previous attempts at solving the model we use in this paper have been either by a finite- 
difference.quadrature method [3,7] or by an iterative procedure using a mixture of finite difference 
integration and collocation [8]. The former provides no justification for the convergence of the 
numerical method, and the latter shows convergence for part of the iteration procedure [12]. 
In this paper, we apply the new spline method of [1] to a one-dimensional model of catalytic 
combustion i  a monolith reactor. The method has the following advantages over the methods 
mentioned in the previous paragraph. 
1. Implementation f the computational scheme is simple for the entire system. 
2. Complete convergence analysis for nonlinear differential nd integrodifferential equations 
(including the radiation integral term appearing inthe model below) supports the proposed 
method. 
3. The computational process treats all equations at once allowing the natural coupling of 
the equations to be maintained rather than having to store solution components from one 
stage of the method for use in the next. 
4. The dimension of the resulting nonlinear algebraic system is substantially reduced (almost 
halved), compared to the celebrated orthogonal collocation method. 
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5. The finite element orthogonal collocation approximation to the system can be obtained 
from the method (if one is interested) by changing a few parameters in the code. 
The rest of the paper is organised as follows. In the Appendix, we describe the catalytic 
combustion model involving the nonlinear integrodifferential-algebraic structure of the system of 
equations. The numerical scheme is introduced in Section 2, using a general framework to outline 
the steps taking us from the original equations to the nonlinear algebraic equations which are 
solved to obtain the solution. In Section 3, we describe an extension of the convergence r sults 
in [1] to the catalytic ombustion model to substantiate our numerical scheme. Section 4 gives 
numerical experiments for the catalytic ombustion model and comparison with results in [7], 
followed by conclusion in Section 5. 
2. NUMERICAL  SCHEME FOR A 
CATALYT IC  COMBUSTION MODEL 
The model for catalytic ombustion we use in this work is based on steady-state models in: [3,7]. 
The recent multichannel model of [4,8] is a modified extension of these models and its correspond- 
ing single channel version could have been used here. The presence of a nonlinear integrodiffer- 
ential equation (IDE) in the models of [3,7] provides a greater challenge for the computational 
method, and it helps us to propose a method which retains the natural coupling of the system in 
the discrete problem, unlike in [8]. Proposing a numerical scheme based on the work in [1] and 
testing of the numerical method are the main ideas of this paper. The model we use is described 
in detail in the Appendix. 
To describe our method for computing solutions of the system in the Appendix given by 
(A.1)-(A.6), it is convenient to write the system in a simplified form, by introducing the following 
function otations (depending on all four interlinked unknowns in (A. 1)-(A.6) albeit not explicitly 
in some cases). Let 
f l (~, ¢, 89,08) = - Jv (~ - ¢), (2.1) 
g(w,g',89,08) = JD(w -- ¢) -- Daexp ~"/c(~_-- 1)} ( 08 ¢' (2.2) 
f2(w, ¢, 0 o, 08) : JH(O8 -- 0o), (2.3) 
+ X [0~ :- O~F(~5) - 02F ((1 - ~)5)] (2.4) 
- xd 0~(~)g((~ - ~)~)a~. 
It is easy to see that all the above functions map continuously differentiable functions of a certain 
order to functions with the same smoothness. The catalytic ombustion model (A.1)-(A.6) can 
now be written as the nonlinear integrodifferential-algebralc system (NIDAS) 
dw 
d'-~ -- f l (w'¢ 'O° 'Ss) '  0 _< ~ ~ 1, w(0) = 1, (2.5) 
0 = g(~, ~, 89, 08) (2.6) 
d8 o 
d~ = f2(w'¢'09'O~)' 0 < ~ < 1, 89(0 ) = 1, (2.7) 
1 d20s 
Pe d2~ - f3 (w '¢ 'O° 'Os) '  0<~<1,  0's(0)=0=0's(1 ). :(2.8) 
Henceforth, we call the concentration and temperature unknowns w, 09,88 differential variables 
and the fuel concentration ¢ an algebraic variable. We introduce more notation to write the 
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system (2.5)-(2.8) in a convenient shorthand form. For a vector valued function u = [w, 0g, Os] T, 
let 
= : 
where ~J dJ = ~ is the jth-order differential operator. Let [!00 
A1 = 1 A2 = 0 0 
' 1 
0 0 V, 
Define the vector valued linear boundary conditions 
BlU--[w(O),Og(O),OIs(O)] T T ----[1,1,0] =Cl ,  B2u = [0,0,0',(1)] T = [0,0,0] "r = O. 
Consider the differential operator 
2 
Lu = Z Aju(J)" 
j=l 
It is easy to see that Lu  = [w 0), 0 (1), O~2)/Pe] T. Finally, let 
F(u, ¢) = [fl (u, ¢), f2(u, ~b), f3(u, ¢)]T 
With the above notation, the catalytic combustion model (2.5)-(2.8) can be written for the 
differential vector variable u and the algebraic variable ¢ as 
Lu  = F(u, ¢), 
0 = g(u, ¢), 
BlUCl, B2u = 0. 
(2.9) 
(2.10) 
(2.11) 
We compute the numerical solution of (2.5)-(2.8) using the so-called discrete Petrov-Galerkin 
approximation, with appropriate choice of discretisation. This method was extensively analysed 
in [1], in which stability, and optimal order convergence were proved for nonlinear differential 
and integrodifferential problems, specially suited to the integral term in (A.4). We exploit this 
excellent, robust, and cost-effective scheme to solve our model problem. We seek the approximate 
solutions of the catalytic ombustion model in the space of piecewise-polynomial functions defined 
as follows. 
For any positive integer n, we construct the partition l-In of the axial interval [0, ~] • 
1-In : 0=xo<xt  < ' "<xn=l ,  (2.12) 
with no restrictions on mesh ratios. We also define the mesh spacings 
h i :=X i+ l -X~,  0<i<n-1 ,  hmax:=maxhi ,  h:=[ho , . . . ,hn -1]  -r. (2.13) 
To compute the NIDAS solution components, we need finite-dimensional trial spaces S~ (m = 
0, 1,2), with the algebraic variable ¢ sought in S °, differential variables w, 0 9 in S~ and 0s in S~. 
We choose S~ consisting of cr~-splines of order m + r on IIn (with r fixed throughout he 
paper). In other words ¢ E Sh n if and only if it is a polynomial of degree at most m + r - 1 on 
each subinterval (xi,xi+l) and has m continuous derivatives on (0, 1) (for m = 0, we just need 
continuity). It is easy to see that Dim(S~) = n(r - 1) + ra + 1, and hence, Dim(ST) = D + m, 
where D = Dim(S~h ) -- n(r - 1) + 1. Let {Xj,m} D+m be a basis of S~ n, m = 0, 1, 2. 
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The numerical method for (2.5)-(2.8) starts by replacing the unknowns w, ~b, 0g, Os by their 
respective approximations Wh • S 1, Ch • S °, (0g)h • S~, (0s)h • S~. That is, we compute 
D+I D D+I D+2. 
02h = E ajXj, I' ~h = Eb jX j ,o ,  (0g)h = E cjXj, l' (0s)h = E dJxj,2' 
j=l  j=l j=l j=l  
(2.14) 
where the 4D + 4 = 4n(r - 1) + 8 unknown coefficients are determined by solving the same 
number of nonlinear algebraic equations, obtained by forcing the approximate solutions to satisfy 
(2.5)-(2.8) in some appropriate discrete sense, which we explain below in detail. Readers in- 
terested only in the algebraic system (not in the explicit derivation details) for computing the 
coefficients aj, bk, cj, dz, 1 < j < D + 1, 1 <_ k < D, 1 < l < D + 2 may refer directly to 
(2.26)-(2.30) and (2.19)-(2.21). 
If Uh = [Wh, (0g)h, (0s)h] T , then the standard Petrov-Galerkin method for computing the 
coefficients in (2.14) is to solve the finite-dimensional nonlinear system 
(LUh,V} ---- (F(Uh,~bh),V}, Vv E S o x S o x S ° , (2.15) 
0 -- (g(uh,¢h),~),  V~ e S o , (2.16) 
BlUh ---- Cl, B2u h --- 0, (2.17) 
where for scalar functions, ¢, # E C (the space of continuous functions on [0,1]), the inner product 
is defined by 
/ ,  1 
(¢'77} := J0 ¢(x)~(x) dx 
and for vector functions v = [vl, v2, v3] T , w -- [Wl, w2, w3] T , 
(V, W) :---- [(Vl, Wl), (V2, W2), (V3, W3}] T 
This inner product in general cannot be calculated exactly, and in practice some approximation 
is necessary, leading to our discrete method. In our method, we use a discrete inner product 
which we obtain by applying a suitable fixed symmetric J-point quadrature rule Q ( J  _> r) on 
each subinterval of the partition. Here we take Q of the form 
J 1 
Q¢:=Ewj¢(#j )~ fo ¢(x)dx, CeC,  (2.18) 
j=l  
with 
0 <~ ~t 1 ,( ~t 2 <: .. • < ~j <~ 1, wj > O, j = 1. . . ,  J, 
having degree of precision 2r - 1. A typical example of Q is the translated r-point Gauss-Legendre 
quadrature rule on [0,1]. By scaling the quadrature points ~tj onto each subinterval of the parti- 
tion H~, we produce a composite rule based on Q 
n-1 J 1 
k=0 j=l 
¢ e c, (2.19) 
where 
xk,j := xk + hk#j, k = O, . . . ,n -  1, 
The discrete inner product can now be defined as 
j = 1 , . . . ,  J. (2.20) 
(¢, ~)h := Qh(¢~), ¢, ~ ~ c, (2.21) 
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and its vector version for functions v, w is 
(V, W)h := [(Vl, Wl)h, (?)2, W2)h, (V3, Z03)h] T • (2.22) 
Our numerical scheme to compute the approximate solutions [Uh, Ch] T of (2.5)--(2.8) is to solve 
the discrete finite-dimensional nonlinear system 
(LUh,V)h = /F(Uh,¢h),Y)h, 'V'V e ~ X ~ × ~qO, (2.23) 
0 ---- (g (Uh,¢h),?})h, ~'~ E S~, (2.24) 
BlUh = c1, B2Uh = 0. (2.25) 
Below, we describe in detail that (2.23)-(2.25) is a 4D + 4 nonlinear algebraic system in 4D + 4 
unknowns aj,bk,cj,dt, 1 < j  < D+I ,  1 < k _< D, 1 < l _< D+2.  Using (2.14) in (2.23)-(2.25) 
and the fact that (Xj,0}D_I is a basis for S~, we get for g = 1, . . . ,  D, 
i=t \ j= l  j=l j=l j=t h 
E CJ (X;,l"~t'0)h = f2 /E  ajXj, I ,Ebjxj,o , E djXJ, l' E djxJ,21 ,)(,£,o , (2.27) 
j=x \ j=t  j=t j=~ j=t ] h 
1 tt 
E dJ()('J,2')(*£'O)h "~" IEajx.j, l,EbJ)(.J,o,Z cJXJ,1, E dj)(.j,2} ,~£,o , (2.28) 
j=l \ j= l  j=l j=l j=l ] h 
0= g |E  ajXj , I 'Ebjx j ,° '  E cjXj, 1' E djxj, 2 ,Xe,o , (2.29/ 
\ j=t  j=l i=1 j=l h 
D+I D+I D+I D+I 
E aJxJ, 1(0) = 1, E cjXj,,(O)= 1, E dJx~,2(O) =0,  E dJx~,l(1)=0. (2.30) 
j=l j=l j=l j=l 
In the next section, we show that the above method is stable and has optimal order convergence. 
Our approach to solving the catalytic ombustion model is very cost-effective compared to the 
widely used orthogonal collocation on finite elements and at the same time maintains the excellent 
stability and convergence properties of the orthogonal collocation method. Also, we can obtain 
the orthogonal collocation method by changing a few parameters in the above scheme. The 
parameters to be changed are 
• for m = 0, 1, 2, replace the approximating spaces S~ by ~n consisting of Cm-l-splines of 
order m + r on 1-In (for m = 0, no continuity at break points). 
It is important o note that the dimension of S~ is nr + m, while the dimension of S~ n is 
n(r - 1) + m + 1. With these changes, we can show (see [1]) that the above method is equivalent 
to the orthogonal collocation on finite elements. In fact, in this case, the algebraic equations 
(2.26)-(2.30) (with I" 1D+m $- ~nr+rn ~ tXj,mlj=l replaced by tXj,mji=l , a basis for S~ n and D by nr) axe the 
collocation equations, collocating at translated quadrature points xk,j, k = O, . . . ,n -  1, j = 
1 . . . .  , r together with the four boundary conditions. Thus, for the orthogonal collocation finite 
elements, the algebraic system consists of 4nr + 4 nonlinear equations, while in our method we 
solve only a smaller nonlinear system consisting only 4n(r - 1) + 8 equations (almost halved for 
the practical case r --- 2 and for large n). This is a substantial saving, as the nonlinear solver 
is typically the part of the computer code where most computational time is spent. Also, the 
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structure of our Cm-spline basis set is much better than the Cm-l-spline basis set, which is 
useful for coding purposes and also requires less information about an initial guess for a Newton 
type iteration scheme. Finally, the matrix structure of the our method is similar to that of the 
orthogonal collocation on finite elements. All these details, along with the development of a 
general purpose software similar to COLNEW [14], but implementing our stable cost-effective 
method are in progress and will appear in a future work. 
3. STABIL ITY  AND CONVERGENCE ANALYS IS  
The stability and convergence of the discrete Petrov-Galerkin scheme have been extensively 
analysed in the recent work [1] for scalar valued boundary value problems described by nonlinear 
differential and integrodifferential equations (with a modified version of (A.4) as a model). Our 
analysis for the complete NIDAS model (A.1)-(A.6) is similar to that in [1], once we observe that 
our NIDAS is an index one system. That is, the algebraic variable ¢ can be written in terms of 
the differential vector variable u = (w, 9g, 98) using (2.10). Indeed, from (2.2) and the factl that 
JD and Da are of same sign, we see that the Jacobian o~ is nonzero. Hence, we have ~b -- ~(u) 
for some scalar valued function ~ : C × C × C --* C. 
Thus, in theory, the NIDAS (2.9),(2.10) can be written as a boundary value problem governed 
by the nonlinear integrodifferential system 
Lu = Fu, (3.31) 
B lu  = Cl, B2u = 0, (3.32) 
where F = F(u, ~(u)). Further, with 
~bh = ~Uh, (3.33) 
the corresponding discrete Petrov-Galerkin scheme is 
= v)  v v • so  × so  × <Luh, 
h '  
B lUh  = Cl ,  B2Uh = 0. 
(3.34) 
(3.35) 
With the above setting, we are in a good position to describe the analysis, thanks to the extensive 
theory in [1]. The important ingredient required to arrive at the stability and convergence of our 
numerical scheme is the stability and consistency of the discrete orthogonal projection operator 
Ph : C --* S °, defined by 
Ph~ • S °, <Phi, X>h = <~, Z>h, ~ • C, X • S °. (3.36) 
Since our quadrature rule Q used for defining the discrete inner product (., .)h has J > r points 
and is symmetric, an involved analysis yields that Ph is stable and consistent (see [1,15]). That 
is, for a sequence H of mesh vectors h with hmax -~ 0, 
IIPhwllo~ _< cllwlloo, 
IlPhw -- wllo~ ~ 0, 
I[Phw wll~ < _amin(k,r)  W(k) c~ -- _ Cltma x
w E C, h E H, (3.37) 
w E C, (3.38) 
w E C k, h E H, (3.39) 
where [[.[[~ is the usual supremum norm on the space of continuous functions C and c is a 
generic constant which is independent of h. In fact, the above result (3.37)-(3.39) holds even 
for nonsymmetric quadrature rule, if J = r, #1 = 0, # j  = 1. To write (3.34),(3.35) using the 
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projection operator, we define the vectorised version of Ph given by the operator Rh : C x C x C ---* 
~h x S o x S ° , defined for w = [wl,w2,w3] T E C x C × C, v = [vl,v2,v3] T e S O x S ° xS  ° by 
(RhW, V)h ---- [(PhWl, Vl)h, (PhW2, V2)h, (PhW3, V3)h] T (3.40) 
Using (3.36)-(3.40), the approximation scheme (3.34),(3.35) (and hence, the scheme for com- 
puting the approximate solutions in (2.14) together with (2.26)-(2.30)) can be stated as: find 
Uh ---- [Wh, (gg)h, (Os)h] -7 E S o x S~ x S~ such that 
subject to 
and Ch given by (3.33). 
RhLu  h ---- RhFuh,  (3.41) 
BlUh ---- Cl, B2u h = 0, (3.42) 
Thus, the stability question for our numerical scheme is to establish 
existence of an isolated solution Uh of (3.41),(3.42) as hmax-* 0. Also, we need to establish the 
rate of convergence ofUh to an isolated solution u of (3.31), (3.32). The setting of the approximate 
equations (3.41),(3.42) and the original system (3.31),(3.32) are similar to the ones discussed in 
detail in [1]. Using the stability and consistency of the discrete orthogonal projection operator 
and following the ideas in [1], we can prove the following result under the assumption that our 
catalytic ombustion model (A.1)-(A.6) has a sufficiently smooth isolated solution (w, ¢, eg, es). 
For su~ciently small hmax, the discrete problem (3.41), (3.~2), and (3.33) (and hence, (2.14) 
and (2.26)-(2.30)) has a unique isolated solution (Wh, Ch, (~g)h, (08)h) in a neighbourhood of 
(~ ,¢ ,e~,  e,) ,  and 
II~h -- ~11~ --< v-max~r+l, I1~ -- ~'11~ _< ch~ax, (3.43) 
IlCh -- ¢11~ < chTnax, (3.44) 
ll(eg)h -- ~gHov -- <~ t-'~max~/'r+l, II(Og)h -- 0~Hoo <-- ch~ax, (3.45) 
- - 0" < (3.46) ll(e,)h - e, ll~ _ < (~"max~Z'r+2, ll(e,)h' e',l l~ _ < ~'~max,-~'r+l ll(e,)i~ s oo  _ chmax.r 
Further, we have superconvergence at the break points given by 
II(e~)i~(~k) - e '~(~) l l~  __ < --maxC'hrT2, k = 0, . . . , n. (3.47) 
4.  NUMERICAL  EXPERIMENTS 
To solve the NIDAS described in the Appendix using our method in Section 2, we took r = 2 
and used the following trial spaces: 
• for the first-order ODEs (A.1) and (A.3): CLsplines of order 3 on Hn (= S~); 
• for the algebraic equation (A.2): C°-splines of order 2 on 1-in (= SO); 
• for the second-order IDE (A.4): C2-splines of order 4 on 1-In (= S~). 
This means on (0, 1) we are approximating the gas phase fuel concentration w and the gas phase 
temperature ~g by continuously differentiable piecewise quadratic functions,- the fuel concentra- 
tion at the solid wall ¢ by continuous piecewise linear functions and the temperature at the 
solid wall surface ~8 by twice continuously differentiable piecewise cubic functions. In Table 1, we 
show the number of coefficients for each approximate solution and the number of equations which 
result from the numerical method. In total (for a partition 1-In), we have 4n ÷ 8 coefficients and 
4n + 8 equations. In contrast, for the orthogonal collocation on finite elements, the dimension of 
the resulting nonlinear algebraic equations will be 8n + 4. 
Table 1. Count of coefficients and equations in numerical scheme. 
V~i~le Coefficients Equ~ionsfromNIDAS 
n+2 n+l  
¢ n+l  n+l  
0g n+2 n+l  
8s n+3 n+l  
B.C.s Total 
1 n~2 
0 n-}-I 
1 n+2 
2 n%3 
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We have used MATLAB and its spline toolbox to implement the method. We have compared 
the solution of equations (A.1)-(A.4) together with the boundary conditions (A.5) and (A.6) 
with solutions found in [7] using parameter values (Table 2) based on those in that reference. 
Note that the nondimensionalisation here is different o that in [7]. The models will agree if the 
spatial variable in the model above is scaled by 5. 
Table 2. Physical parameters for the model. 
F=0.5  X=2 ~=20 O1 =1 02=1 
In Figures 1 and 2, we have plotted the gas and solid temperature and gas concentration 
profiles calculated by our method with values taken from Figures 3 and 4 in [7]. The agreement 
is good throughout the range. In the graphs, the scatter points are values taken from [7] and 
the solid and dashed lines are the solutions computed by the method proposed in this paper. In 
Figure 1, the solid lines are the nondimensional solid wall temperatures and the dashed lines are 
the nondimensional gas phase temperatures. In Figure 2, the solid lines represent conversion in 
the gas phase. 
The profiles were calculated with 16 uniform subelements with two quadrature points in each 
subinterval. The integral term in (A.4) was computed by first splitting the integral into two parts 
at U = ~, (making the resulting integrands mooth functions) and then using a Gauss-Legendre 
quadrature rule with very high accuracy. 
When radiation is ignored in the problem, the system is said to adiabatic, as there are no 
heat losses from the physical system. In this case, there is a direct relationship between the 
temperature and the fuel conversion. This relationship is given by equation (30) of [7], and can 
be written as 
exit temperature = 1 + r × conversion. (4.48) 
It is clear from the nonradiation plots in Figures 1 and 2 that at the channel exit the gas 
phase and solid phase conversions are 1 and the gas and solid temperatures are 1.5 as predicted 
by (4.48). It is just as clear from the plots that the solution to the radiation problem does not 
show the same behaviour. This is due to the heat loss via radiation which cools the monolith at 
both ends. 
5. CONCLUSION 
In this paper, we have presented a new method to solve a system of equations describing the 
behaviour of a cylindrical catalytic channel. The model includes terms for 
• catalytic ombustion; 
• heat and mass transfer; 
• axial heat conduction within the solid wall; 
• heat transfer via radiation within the channel and to the environment outside the channel. 
Thus, this model incorporates all the major physical effects in such a catalytic system. Such 
a model can be readily extended to a multichannel model in which heat is transferred between 
identical parallel channels, a situation likely to arise in real monolith reactors if the fuel is not 
fully mixed at the entry to the reactor. 
The numerical technique applied to the system is a novel spline method which is more cost- 
effective than the usual orthogonal collocation on finite elements. This improvement is due to 
a reduction in the number of unknowns in the discretized nonlinear algebraic system. When 
considering the system of equations modelling the catalytic single channel the technique has a 
further advantage in that it solves the equations as a single system in a coherent manner and 
with a robust theory justifying the results obtained. 
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Figure 1. Temperature profiles compared with values from [7]. (A) Nonradiation 
case, (B) radiation case. 
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Figure 2. Conversion profiles compared with values from [7]. (A) nonradiation case, 
(B) radiation case. 
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Stability and convergence of the numerical method have been described using the analysis 
similar to that in [1]. We can do this because the model system is an index one system, i.e., the 
algebraic variable can be (theoretically) eliminated from the system leaving only an integrodif- 
ferential system. Such systems were the focus of the analysis in [1]. 
A comparison of numerical experiment results was performed with a similar model described 
in [7]. The results agreed very well throughout the solution range and in the nonradiation case 
showed behaviour which was physically consistent. 
The increased efficiency of the numerical method described here leads us on to consider its 
application to a full multichannel version of the catalytic combustion model. This would be a 
major advance from the current scheme to solve such a model which solves the reaction, axial 
conduction and radiation parts separately by an ad hoc iterative method [8]. 
APPENDIX  
In this section, we describe our catalytic combustion model based on steady-state models 
in [3,7]. 
Mass and heat balances for the gas phase and for the solid phase are written and include terms 
to represent the following physical processes: 
• heat and mass transfer between the channel wall surface and the gas; 
• constant gas flow velocity; 
• first-order catalytic ombustion at the wall surface; 
• axial conduction of heat in the wall; 
• black body radiative heat transfer at the wall surface. 
The nondimensional equations are written for gas phase fuel concentration w, fuel concentration 
at the channel wall ¢, gas phase temperature 8g, and the temperature atthe channel wall 88, which 
are functions of the axial distance (represented by the scaled independent variable ~, 0 _< ~ < 1). 
The equation system is 
dw 
- -  = - Jo (w - ¢ ) ,  (A.1)  d~ 
JD(w- ¢) -~ Daexp { 'Tc (~ 1) } , (A.2) 
dO~_ = Jg(Ss - 8g), (A.3) 
d~ 
_ _ _  1 d28s = JH(Ss  -- 0 a) -- rD~ exp ( /~s ~b 
Pe de 
1 
+X [8~ - 8~F(~5) - 82F((1 - ¢)5)] - X5/o 04(~)g((~ - 7)5) d77. 
The boundary conditions are 
(A.a) 
dos 
at ~ = 0, ~o(0) = 1, 8g(0) = 1, d~ = 0, (A.5) 
at ¢ -- 1, dSs = O. (A.6) 
d~ 
For a direct comparison of (A.2)-(A.6), with the model in [7], we note that w and ¢ in the 
above correspond to 1 - y and 1 - w, respectively, in [7]. The function F is the view factor from 
a differential element on the inside surface of a cylinder to the open end at a distance x, and K 
is the view factor between two differential elements on the inside surface of a cylinder separated 
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Figure 3. View factors for a cylindrical channel. 
by a distance y (see Figure 3). For X = x/D and Y = y/D (D the diameter of the cylinder) the 
functions are 
F(X) = (x2 + 1/2) y(y2  + 3/2) 
(X 2 + 1)1/2 X and K(Y)  = 1 (y2 + 1)3/2 " 
Note that these functions are defined in terms of dimensional distance divided by dimensional 
channel diameter. This can be related to the nondimensional distance by the factor 5. 
In our model, only the four unknowns and F and K are functions of the axial distance and the 
rest of the symbols appearing in the above system are constants with the meanings found in the 
nomenclature. 
We now explain briefly the physical significance of the terms in the equations above. 
(1) Fuel concentration i  the gas phase changes only by transfer of fuel to the channel walt 
as the gas flows through the channel. 
(2) The amount of fuel transported from the gas phase is balanced by the catalytic reaction 
at the channel wall. Reaction rate depends on the temperature at the wall. 
(3) Heat is transferred from the hotter wall surface to the bulk gas as it flows through the 
channel. 
(4) The conduction of heat in the solid wall (left-hand side) is balanced by the loss of heat 
to the gas, the increase in temperature due to the catalytic reaction, and temperature 
changes via radiation. The radiation terms are 
(i) radiation emitted by the wall with temperature 0s, 
(ii) radiative interchange with the upstream environment which has temperature 01, 
(iii) radiative interchange with the downstream environment which has temperature 02, 
and 
(iv) radiative interchange within the channel. 
(5) the gas phase concentration and temperature are nondimensionalised to 1 and the end of 
the solid wall is insulated (i.e., there is no heat flux across that boundary). 
(6) the end of the solid wall is insulated. 
A complete derivation of this model and similar ones can be found in [3,4,7,8]. 
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