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The aim of this thesis is to provide insight into the structures and properties of the uranium 
oxides. As UO2 is easily oxidised during the nuclear fuel cycle it is important to have a 
detailed understanding of the structures and properties of the oxidation products. 
Experimental work over the years has revealed many stable oxides including UO2, U4O9, 
U3O7, U2O5, U3O8 and UO3, all with a number of different polymorphs. The oxides are 
broadly split into two categories, fluorite-based structures with stoichiometries in the range 
of UO2 to U2O5 and less dense layered-type structures with stoichiometries in the range of 
U2O5 to UO3. While UO2 is well characterised, both experimentally and computationally, 
there is a paucity of data concerning higher stoichiometry oxides in the literature. 
Experiments and simulations are emerging that deal with individual phases, however a 
comprehensive study that assesses the properties of all polymorphs and provides 
comparison over the full range of stoichiometries has been lacking from the literature 
First the nuclear fuel cycle is introduced, as well as UO2 as a nuclear fuel (Chapter 1), 
before the quantum mechanical methodology used throughout is explained (Chapter 2). 
Applying a number of different density functionals (including GGAs, meta-GGAs and 
hybrids) to UO2 in Chapter 3 it emerges that the PBE + U formalism reproduces the 
experimentally observed properties to a good degree of accuracy, and so is selected for the 
rest of the simulations. Following this Chapter 4 examines defect clusters in UO2, finding 
split interstitials to dominate at low stoichiometry (UO2 – UO2.0625), chains of 2:2:2 Willis 
clusters at higher stoichiometry (UO2.125 – UO2.25 (U4O9)) and split quad interstitials at 
higher stoichiometry (UO2.33 (U3O7)). Chapter 5 is an investigation of layered U2O5, where 
it emerges that the Np2O5 structure is more stable than δ-U2O5 and all uranium ions are in 
the U5+ oxidation state. Next Chapter 6 considers layered U3O8, which is structurally 
oxygen rich U2O5, where it is found that U
5+ and U6+ ions exist in pentagonal bipyramidal 
and octahedral coordination respectively. The final set of results in Chapter 7 concern the 
polymorphs of UO3, where it is found that U
6+ adopts a range of coordination environments 
and the predicted relative stability of each modification matches well with experiment. 
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Nuclear power is, and will continue to be, an important component of our energy needs. In 
order to continue to provide and develop this resource to improve efficiency, reliability and 
safety whilst reducing environmental impact it is crucial to engage in fundamental research 
into the materials and processes involved. This chapter sets the context and provides some 
background for the potential applications and uses of the work contained within the whole 
thesis. First the concept of nuclear power is introduced; then the various nuclear fuels are 
discussed; then the uranium oxide nuclear fuel cycle is described, as the focus of this work; 
and finally the aims of thesis are set out. More detailed technical information for each of 
the materials examined can be found at the beginning of the appropriate chapter. 
1.1 Nuclear Power 
Although experimentation with nuclear particles began in the early 1930s, the nuclear 
fission process was demonstrated in 1938 by German scientist Otto Hahn [1]. The 
coinciding of this discovery with the start of the Second World War led to a vast amount of 
research into nuclear fission, particularly regarding using the huge power of the process for 
nuclear weapons. While weapons development and stockpiling continued long after this 
into the Cold War, research soon turned to using nuclear fission for power generation and 
the 1950s and 1960s saw the first nuclear power stations come online. By the 1970s, 
however, research into nuclear materials had fallen into decline amidst growing concerns of 
safety due to poor public perception of the technology [2]. The Three Mile Island accident 
of 1979 and Chernobyl disaster of 1986 confirmed these fears for many and stunted the 
development of nuclear programmes globally. 
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Today a growing awareness of the impact of CO2 emissions, security of energy supply and 
diminishing fossil fuel reserves has initiated a nuclear power renaissance [3]. 18% of the 
UK’s power is generated from nuclear power and 12% of power globally [4]. The 
International Atomic Energy Agency estimates that nuclear power will generate a total of 
between 0.8 and 2.3 million TWh of electricity worldwide over the next 90 years [5], 
depending on how nuclear energy policy develops, whilst the International Energy Agency 
projects 2382 TWh/year will be generated from nuclear power by 2030 compared to 1534 
TW/h year from renewable sources [6]. Evidently nuclear power is an integral part of the 
energy portfolio of today and will remain so for the foreseeable future; it has the potential 
to produce vast amounts of electricity at a reasonable cost and with relatively little 
environmental impact, if waste is handled responsibly. It is the need to fulfil these goals of 
cheap, reliable and safe energy that inspires a growing body of research.  
Nuclear power refers to the process of generating electricity from the heat produced by 
nuclear fission; whereby an atom is split by a smaller particle colliding with it, in this case a 
neutron. Fission occurs naturally in the form of radioactive decay, however power 
generation requires a more controlled process where the fission reaction is moderated using 
a combination of fuel rods and neutron-absorbing control rods. The fuel is required to 
contain fissile material, that is to say capable of sustaining a nuclear fission chain reaction. 
The 235U isotope is fissile but is only present at 0.72 % natural abundance, compared to the 
dominant 238U isotope at 99.28 %. Typically this is an insufficient concentration for fission 
to occur (although graphite and heavy water moderated reactors do use natural uranium 
fuel) and so the material must be enriched to 3.5 – 50 % 235U depending on the type of 
reactor. 
There are a variety of different nuclear reactors, however there are two main types in use 
today; thermal reactors use neutron absorbing materials to moderate the fission process 
whilst fast reactors do not contain moderators and often surround the reactor core with a 
neutron reflecting material. Fast reactors usually require fuel containing 20% or more 
fissile material and are also known as breeder reactors as they contain fertile material 
(isotopes that can absorb neutrons to become fissile) to breed their own fuel. Although 
developed earlier, thermal reactors are still the most common reactor design in use today 
and of these the pressurised water reactor (PWR) makes up 60% of the world’s current 
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commercial reactors [7]. Different types of reactor have different fuel requirements, for 
instance using an oxide instead of a metal provides natural moderation as there is a lower 
density of fissile material. Not only do nuclear fuels need to be enriched to contain a 
suitable amount of fissile material, they must also be converted to the appropriate chemical 
state for reactor operation. Additionally, processes such as fuel storage and reactor 
operation can alter the chemical state of the fuel and conversion to other forms is then 
required at various stages. This group of processes is collectively known as the nuclear fuel 
cycle, however before discussing fuel cycles it is necessary to introduce nuclear fuels. 
1.2 Nuclear Fuels 
Nuclear fuels are almost exclusively actinide-based, with thorium, uranium and plutonium 
being the most common elements used to provide the fissile material. Early reactors were 
fuelled with uranium metal, which, although less abundant than thorium, requires less 
enrichment and can produce more fissile and fertile isotopes during reactor operation. With 
the advent of thermal PWRs  oxide based fuels came to the forefront, with UO2 dominating, 
due to their improved chemical and thermodynamic stability over metal based fuel [8]. 
PuO2 is chemically more stable than UO2 with respect to oxidation, however it is more 
susceptible to reduction due to formation of Pu2O3. More recently the development of fast 
reactors has prompted the use of mixed oxide (MOX) fuels, which contain U/Pu in varying 
ratios. U/Pu MOX offers a convenient means of utilising surplus weapons-grade plutonium 
stocks, although the global inventory of fissile 239Pu from civilian sources alone already 
exceeds 160 metric tons [9]. Given it has the highest natural abundance and chemical 
stability of the three, ThO2 is seeing increasing usage as a nuclear fuel in reactors, 
especially as the higher enrichment requirements are now easier to achieve. Thorium 
naturally occurs as the fertile 232Th isotope, which can be used to form fissile 233U, 
providing a convenient alternative to U-Pu fuel cycles by producing less plutonium [10]. A 
further advantage to this cycle is that enriched uranium cannot be extracted, thus reducing 
the risk of nuclear proliferation. Alternatively the Th-Pu fuel cycle can be employed, which 
has the additional benefit of being the only one to consume existing plutonium supplies 
without generating any more [11]. Despite advances in reactor and fuel technology, PWRs 
with UO2 fuel continue to be the dominant reactor type. UO2 is readily oxidised under 
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normal fuel cycle and reactor operating conditions. This leads to the uranium nuclear fuel 
cycle, the materials of which are the focus of this thesis. 
1.3 The Uranium Nuclear Fuel Cycle 
The nuclear fuel cycle is the term used to describe the collection of industrial processes 
involved in the production of electricity from nuclear power reactors. The cycle begins with 
the mining of uranium, which then undergoes milling, conversion, enrichment and fuel 
fabrication processes before entering a nuclear reactor; this is known as the “front end” of 
the fuel cycle. The uranium based fuel is used in a reactor for around three years and then 
undergoes a series of processing steps including storage (either temporary or long term), 
reprocessing, recycling and waste disposal; these processes are known as the fuel cycle 
“back end” (Figure 1.1) [12]. Uranium is highly susceptible to oxidation, forming a number 
of different oxides during the cycle. 
Uranium is a relatively common mineral in the Earth’s crust, it occurs in low 
concentrations in most rocks, soils and sea water, while it is primarily found in uraninite or 
pitchblende deposits (UO2, U3O8 and UO3 in varying proportions) [13]. It is these deposits 
that are traditionally extracted in either underground or open pit mines, although 46 % of 
the global uranium supply is now produced via in situ leaching, where oxygenated water is 
circulated through highly porous ores to dissolve the uranium oxide and bring it to the 
surface [14]. The extracted ore is then milled, which involves crushing and grinding before 
dissolving in sulphuric acid to separate the uranium from the waste rock. The concentrated 
uranium can then be precipitated as U3O8 (known in the nuclear industry as “yellowcake”), 
which is the commercial product sold to nuclear power facilities. The waste products from 
the ore are referred to as “tailings” and contain no useful nuclear material but are still 
slightly radioactive due to low concentrations of long-lived isotopes. They are isolated from 




Figure 1.01 – Schematic diagram of the nuclear fuel cycle. Processes on the left make up 
the front end and processes on the right comprise the back end of the cycle. 
U3O8 from a uranium mill is currently not directly usable as reactor fuel due to the low 
natural abundance of fissile 235U (0.7 %), however a recent US Department of Energy 
report concluded that a heavy water moderated reactor using natural uranium fuel in the 
form of U3O8 or UO3 is entirely feasible [15]. As 3.5 – 5% 235U is required by most PWRs, 
enrichment must occur, which requires the uranium to be in gaseous form, via conversion 
to UF6. To achieve this the uranium is first reduced to UO2, the fuel source for existing 
natural uranium reactors, and then the majority is converted to UF6 and enriched to a higher 
proportion of 235U via centrifuge. The enriched UF6 is then converted back to UO2 ready to 
be processed into fuel [16]. 
Nuclear reactor fuel is then fabricated by pressing the UO2 into pellets which are sintered at 
high temperature (over 1673 K) and then encased in metal tubes to form fuel rods. Fuel 
rods can then be arranged in a fuel assembly along with control rods (made of a moderating 
material that absorbs neutrons) ready for introduction to a reactor. A reactor core is made 
up of hundreds of fuel assemblies and the heat given off from the nuclear fission reactions 
is used to produce steam to drive turbines and thus generate electricity. However the high 
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temperatures can also have the secondary effect of oxidising the UO2 fuel (especially in the 
presence of moisture or air) and producing U3O8 [17]. This is highly undesirable as the UO2 
expands by 36 % on oxidation to U3O8 due to a transition from a fluorite structure to a 
layered type structure which severely damages fuel rods and cladding. 
Fuel is typically used for between 18 and 36 months, by which time the proportion of 
fissionable 235U has been reduced to less than 1 %, although the total amount of uranium 
remaining is normally still as high as 96 % (the proportion of oxygen is not reduced and 
may increase as a result of oxidation). The remainder is comprised of 3 % fission waste 
products (e.g. caesium) and 1 % plutonium. When removed from the reactor the material is 
still highly radioactive and producing heat and so is immediately moved to storage ponds 
adjacent to the reactor until radiation levels fall significantly. After several months to five 
years, depending on the fuel composition, radioactivity levels will have fallen sufficiently 
that the material can either be transferred to ventilated dry storage or reprocessed [12]. 
Reprocessing involves separating the useful uranium and plutonium from the waste 
products, and the fuel cladding, by cutting up the fuel rods and dissolving them in acid. The 
actinides can be precipitated out and recycled into fresh fuel (after enrichment), 
significantly reducing the total amount of waste. The remaining 3 % of high-level 
radioactive waste can be stored as a liquid and then later solidified (vitrification) for long-
term storage and eventual disposal. There are currently no disposal facilities in operation, 
however, as waste is in a stable, solid form and there is relatively little of it in existence. 
Additionally, the longer the material is stored for the easier it becomes to handle as the 
radioactivity falls [12]. 
Although not described explicitly in the discussion of the nuclear fuel cycle there are other, 
less stable, uranium oxides which can form during the process. These include the fluorite 
based U4O9, U3O7 and U2O5 phases as well as layered U2O5 [18] and are most likely to 
form during reactor operation and fuel storage as intermediate products of UO2 oxidation. 
1.4 The Uranium-Oxygen System 
Uranium exists in U4+, U5+ and U6+ oxidation states when in combination with oxygen, thus 
UO2 forms the lowest available stoichiometry and UO3 the highest. However, as shown in 
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Figure 1.2, the uranium-oxygen system is complex, with a large number of intermediate 
oxides between these two compositions and a number of different polymorphs at each 
stoichiometry [19]. These include U4O9 and U3O7, which are closely related to the UO2 
structure, as well as U3O8 and UO3 which adopt distinct layered-type structures. Bridging 
the gap between these is U2O5, reported to have a mixture of fluorite UO2-derived and 
layered-type polymorphs [18]. Over the years a considerable body of research has amassed 
that deals with fluorite-structured UO2 due to its role as the primary fuel material in nuclear 
reactors [20-28] (further details are in Chapter 3). However the literature is lacking 
fundamental research into the higher uranium oxides which also play crucial roles in the 
fuel cycle; and in the case of U3O8 and UO3 could soon be used as fuels themselves [15]. 
Although more work is starting to emerge on these two materials there is still a significant 
paucity of data on the less stable U4O9, U3O7 and U2O5 oxides, which could provide 
valuable insight into the process of oxidation in UO2 and fluorite based structures. So there 
is broad scope for more detailed investigation of the different polymorphs at each 
stoichiometry to improve our understanding of their structures and properties. 
 
Figure 1.02 – Phase diagrams for the binary uranium oxygen system in the UO2-UO3 
composition range [19]. (a) oxygen uranium ratio compared with temperature, (b) oxygen 
uranium ratio compared with temperature and pressure. 
The oxidation of UO2 occurs readily during reactor operation and fuel storage and is 
facilitated by accommodation of additional oxygen atoms (interstitial defects) in the fluorite 
lattice. At low concentrations these take the form of single interstitial oxygen atoms, 
however as more oxygen is added to the lattice the defects aggregate to form clusters [29]. 
The higher fluorite-based structures, namely U4O9 and U3O7, consist of UO2 supercells 
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containing ordered arrangements of oxygen defect clusters. However, there is still 
considerable debate in the literature regarding which clustering scheme is present, with 
discrepancies between computational and experimental results [30-32]. Thus, there is a 
need for more detailed investigation of the fluorite-based UO2+x region of the U-O phase 
diagram to resolve the structural features and effects on the materials properties. 
1.5 Aims of Thesis 
The radioactivity of uranium is a barrier to experimental work, as is the meta-stability of 
some of the intermediate oxides (with respect to U3O8 and UO3) and so computational 
approaches can provide convenient alternatives. This thesis aims to examine the full set of 
uranium oxides using density functional theory (DFT) simulations to probe their structures 
and make predictions of their structural and electronic properties. 
Thus the main goals are: 
 Establish effective methodology for simulating UO2 that can reproduce the 
experimentally observed structural, electronic and magnetic properties to a good 
level of accuracy. As the magnetic and electronic properties are of interest it is 
necessary to use DFT rather than potential based methods. 
 Simulate hyperstoichiometric UO2 to ascertain whether interstitial oxygen prefers to 
be isolated or form defect clusters and if the latter, which defect clusters. 
 Produce models for the fluorite based U4O9 and U3O7 oxides to identify stable 
structures and determine which uranium charge states are present in these mixed 
valence systems. 
 Simulate the layered uranium oxides, identifying charge states in the mixed valence 
systems, and make predictions of their structural, electronic and magnetic 
properties. In particular, data on polymorph stability and elastic properties are 
lacking in the literature. 
 Apply the same methodology at each stoichiometry so the results are directly 




The following chapter describes the computational methodology (density functional theory) 
and validation of the simulations used throughout this investigation. Results of the 
simulations are then presented, starting with UO2 (Chapter 3) and increasing stoichiometry 
to UO2.0625 – UO2.33 (Chapter 4), U2O5 (Chapter 5), U3O8 (Chapter 6) and UO3 (Chapter 7). 
Each of these chapters begins by discussing the relevant experimental and computational 
work in the literature and continues with a description of the results of the simulations on 
structural, electronic and lattice dynamical properties. Finally the thesis concludes with a 





















2 Computational Methodology 
The simulation of atomic level systems can be broadly categorised into two approaches: 
quantum mechanical and classical methods. Within either of these frameworks there are 
three main simulation techniques that can be applied: static energy minimisation (EM), 
where an algorithm is used to update ionic positions until predefined convergence criteria 
are met; molecular dynamics (MD), where ions are allowed to interact for a period of time 
and their trajectories are determined by Newton’s equations of motion and Monte Carlo 
(MC), where steps are randomly generated and accepted or rejected based on the effect to 
the system energy. The methods have their own benefits and drawbacks; MD and MC can 
be more useful for finding the global energy minimum of a system and including 
temperature effects. By comparison EM will normally find the nearest local minimum but 
this means it can be useful for comparing different polymorphs of the same composition. 
Classical methods use a set of parameterised equations, or potentials, to describe the 
interactions between atoms and are derived from known physical quantities such as lattice 
parameters and elastic constants. Ions are considered to either have a point charge or a 
charge gradient (based on a core and shell of differing charge) to include polarizability. 
Classical techniques are ideal for large simulation cells and can provide accurate 
information about the behaviour of a system, despite only considering attractive and 
repulsive interactions between species. The main drawback though is the large amount of 
data from experiment (or quantum mechanical calculations) required to derive potentials 
and lack of explicit treatment of electrons (electronic properties cannot be calculated). 
By contrast quantum mechanical methods are considered ab initio, or “from first 
principles”, as they explicitly simulate the electron density of a system and derive all 
properties from this, so less prior information about a particular system is required. Most 
11 
 
crucially a set of initial atomic coordinates are needed (typically from experiment). In 
practice, the techniques are not yet fully ‘ab initio’ but simply contain far fewer adjustable 
parameters than classical methods. The parameters that are present relate to the level of 
theory and functional to be used and hence ab initio methods represent a useful approach 
for investigating material properties with relatively little starting information. The main 
drawback of quantum mechanical approaches is the significant computational expense 
associated with considering the electrons explicitly, which drastically limits the system 
sizes that can be practically modelled. Traditionally most quantum mechanical studies use 
an EM algorithm, however as computational resources become cheaper ab initio MD and 
MC simulations are becoming more common. 
After assessing the merits and drawbacks of the two types of simulation technique it was 
decided to use quantum mechanical simulations in this work. The system sizes are, for the 
most part, small enough to be modelled quantum mechanically. The large variation in 
uranium charge and coordination environment across the full set of oxides could be 
challenging to find or fit effective potentials for but can be described using a single 
pseudopotential (section 2.2.4). Hence this chapter is concerned with the background and 
theory of quantum mechanical simulation, other properties calculated in this work and 
validation of the methodology used. 
2.1 Quantum Theory 
Quantum mechanical methods aim to solve the many-body Schrödinger equation in order to 
calculate the electronic structure of a system. Equation 2.01 shows the time-independent 
form of the Schrödinger equation: 
𝐻𝛹 = 𝐸𝛹       Equation 2.01 
where H is the Hamiltonian operator, E is the total energy of the system and Ψ is the 
electron wave function. The Hamiltonian itself can be expressed as a function of nuclear 
and electronic components (Equation 2.02): 
𝐻 = 𝑇𝑛 + 𝑇𝑒 + 𝑉𝑛𝑛 + 𝑉𝑒𝑒 + 𝑉𝑛𝑒      Equation 2.02 
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where Tn and Te are the nuclear and electronic kinetic operators and Vnn, Vee and Vne are the 
nuclear and electronic potentials (repulsive contributions) and the nuclear-electron 
interaction (Coulombic attraction of electrons to nucleus). Unfortunately, the exact solution 
to the Schrödinger equation can only be found for single electron systems, as the Vee 
prevents the complete wave function from being decoupled into a set of independent 
equations. Thus for many-body systems the Born-Oppenheimer approximation [33] is 
employed, which allows the nuclear and electronic degrees of freedom to be decoupled. 
The approximation states that although the forces acting on the nucleus and electrons are 
the same the mass of the electrons is far less, so the nucleus is essentially stationary 
compared to the electrons (or the electrons move instantaneously relative to the nucleus). 
The outcome is that the nuclei can be considered as fixed charges, forming part of the 
external potential, and the Hamiltonian is redefined in Equation 2.03: 
𝐻 = 𝑇𝑒 + 𝜈𝑒𝑥𝑡{(𝑹𝑖)} + 𝑉𝑒𝑒       Equation 2.03 
where νext is the external potential imposed by the configuration of nuclear positions Ri. 
2.1.1 Density Functional Theory 
Density Functional Theory (DFT) is an electronic structure method where the N-electron 
wave function (and its corresponding Schrödinger equation) are replaced by the (simpler) 
electron density (ρ) (Equation 2.04). This exploits the principal that the ground state energy 
of a system can be expressed solely as a function of the ground state charge density. 
𝜌(𝑟) = |𝛹(𝑟1,  𝑠1; … ; 𝑟N, 𝑠N)|
2     Equation 2.04 
In Equation 2.04 ri and si are the positon and spin of the electron, i. The primary advantage 
of this approach is that it drastically reduces the dimensionality of the problem; from the 4N 
degrees of freedom of the electron’s spin-orbitals (r1, s1;…;rN, sN) to just three spatial 
coordinates, r, thus locating a solution faster.  
The key mathematical element of DFT is the functional. A functional transforms a function 
that exists in vector space to a scalar. Thomas [34] and Fermi [35] were the first to attempt 
to describe an atomic system in this way, shortly after Schrödinger’s equation was derived. 
This early work made a number of approximations, including the exclusion of exchange 
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and correlation effects, making it too inaccurate to be used practically. In 1930 Dirac added 
a local approximation for exchange [36], however a suitably accurate method for directly 
calculating electron density did not emerge for another 30 years. 
2.1.2 The Hohenberg-Kohn Theorems 
There are two principle theorems that all modern DFT depends on, both formalised and 
proven by Hohenberg and Kohn in 1964 [37]. The first being that the external potential 
(νext) is a unique functional of the electron density (ρ). A direct consequence of this is that, 
because νext is part of the Hamiltonian (Equation 2.03), the full many-body ground state 
wave function Ψ is also a unique function of ρ. In other terms, all ground state and excited 
state properties of an atomic system are uniquely determined by the electron density. The 
second theorem defines a functional for calculating total energy from an electron density 
(Equation 2.05). 
𝐸[𝜌] =  ∫ 𝜈𝑒𝑥𝑡 (𝑟)𝜌(𝑟)𝑑𝑟 +  𝐹[𝜌] =  𝐸𝑛𝑒[𝜌] +  𝐹[𝜌]    Equation 2.05 
As seen in Equation 2.03, the nuclear-electronic interaction can be incorporated into the 
external potential. The functional in Equation 2.05 produces the lowest energy for a 
particular system when provided with the true ground state electron density. The F [ρ] term 
is known as the Hohenberg-Kohn functional; it is composed of a kinetic energy term T [ρ] 
and a total energy term for interelectronic interactions Eee[ρ] (containing the potential 
energy term Vee,). The contribution to the total energy is the same as that of the kinetic and 
full electron-electron components of the Hamiltonian (Equation 2.06). 
𝐹[𝜌] =  𝑇[𝜌] + 𝐸𝑒𝑒[𝜌]     Equation 2.06 
Eee[ρ] (total interelectronic energy) is defined by a classical contribution, J [ρ] (the 
Coulomb interaction), and a non-classical contribution, Encl[ρ] (exchange and correlation 
contributions), according to Equation 2.07. 
𝐸𝑒𝑒[𝜌] =  𝐽[𝜌] + 𝐸𝑛𝑐𝑙[𝜌]     Equation 2.07 
J [ρ] is the only explicitly known contribution to the functional at this stage, as T [ρ] and 
Encl are still unknown. This provides an advantage over other frameworks (e.g. Hartree-
Fock or Thomas-Fermi); if all functionals are known explicitly the exact solution to the 
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Schrödinger equation can be obtained (although this is not possible in practice) as no 
approximations have been made yet. 
2.1.3 The Kohn-Sham Equations 
The Hohenberg-Kohn theorems provide a solid foundation on which to build DFT methods, 
although they offer no inherent means to locate a solution. This came slightly later with the 
work of Kohn and Sham in 1965 [38]. Combining Equations 2.05-2.07 yields Equation 
2.08. 
𝐸[𝜌] =  𝐸𝑛𝑒[𝜌] +  𝑇[𝜌] +  𝐽[𝜌] + 𝐸𝑛𝑐𝑙[𝜌]      Equation 2.08 
The Ene[ρ] term (defined in Equation 2.05) and J [ρ] (the Coulomb interaction) were 
defined explicitly by Hohenberg and Kohn whilst the other functionals were left undefined. 
T [ρ], the kinetic energy, is dependent on electron velocities and has a complicated 
relationship with the electron density, which only considers the spatial distribution of the 
electrons. In other words the kinetic energy is inherently non-local. Previous models failed 
to perform well due to their consideration of kinetic energy as entirely an explicit function 
of electron density [34-36]. Kohn and Sham were aware of this problem and tackled it by 
calculating as much of the kinetic energy as possible in an exact manner and then using an 
approximation to deal with the remainder.  
In order to achieve this a reference system of non-interacting electrons is used. The 
reference system is defined such that it has an identical electron density as the real solution 
and is defined by Equation 2.09. 






𝑖=1      Equation 2.09 
In the Hamiltonian (HRef) VRef is the reference potential, chosen so that the ground state 
density for HRef is equal to the true electron density. Thus the ground state energy of the 
non-interacting system is the same as the ground state energy of the real system.  
As there are no electron-electron interacting terms the solution to the reference system can 
be represented exactly by a Slater determinant comprised of single electron functions, φi, 
named Kohn-Sham orbitals. Although it seems counterintuitive to introduce wave functions 
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again (as the aim of using electron density was to reduce the dimensionality), because the 
reference system only contains non-interacting electrons, the single particle solutions can 





2 + 𝑉𝑅𝑒𝑓(𝑟𝑖)]𝜑𝑖 = ∈𝑖 𝜑𝑖     Equation 2.10 







𝑖=1       Equation 2.11 
TRef can now be incorporated into the energy expression for the real system of fully 
interacting electrons, defined in Equation 2.12. 
𝐸𝐾𝑆[𝜌] =  𝐸𝑛𝑒[𝜌] + 𝑇𝑅𝑒𝑓[𝜌] +  𝐽[𝜌] + 𝐸𝑥𝑐[𝜌]    Equation 2.12 
The new quantity, Exc[ρ], is called the exchange-correlation functional and contains not 
only the exchange and correlation energies but also the remainder of the true kinetic energy 
(which incidentally arises from correlation effects between electrons). All unknown 
elements of the system can now be grouped into the exchange-correlation functional, 
according to Equation 2.13. 
𝐸𝑥𝑐[𝜌] =  (𝑇[𝜌] − 𝑇𝑅𝑒𝑓[𝜌]) + (𝐸𝑒𝑒[𝜌] −  𝐽[𝜌]) =  𝑇𝐶𝑜𝑟𝑟[𝜌] + 𝐸𝑛𝑐𝑙[𝜌]     Equation 2.13 
The only outstanding problem is to find a reference potential (VRef) that produces a non-
interacting electronic system with the same electron density as the real system. Where ?̅? 
represents a trial density and E0 is the true ground state energy, E[?̅?] ≥ E0 is true for both 
the reference and interacting systems; with E[?̅?] = E0 only when ?̅? is the true electron 
density ρ. Consequently, when given the true electron density the energy of both systems 
must be at a minimum, yielding an expression for the reference potential in terms of the 
interacting system (Equation 2.14): 
   𝑉𝑅𝑒𝑓(𝑟) =  𝑉𝑒𝑥𝑡(𝑟) + ∫
𝜌(𝑟′)
|𝑟−𝑟′|
𝑑𝑟′ + 𝑉𝑥𝑐(𝑟)    Equation 2.14 
where Vxc(r) is the exchange-correlation potential determined by the functional derivative 
given in Equation 2.15. 
     𝑉𝑥𝑐(𝑟) =  
𝛿𝐸𝑥𝑐
𝛿𝜌(𝑟)
      Equation 2.15 
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So, the system can now be solved self-consistently by generating an initial set of Kohn-
Sham orbitals, which are used to calculate a reference potential (Equation 2.14), that is used 
to minimise the energy of the Kohn-Sham orbitals within the reference system (Equation 
2.10). The process is then repeated until the system reaches convergence. 
2.1.4 Approximate Exchange-Correlation Functionals 
As mentioned previously, all uncertainty within Kohn-Sham DFT has been grouped into 
the exchange-correlation functional. Exact functionals are only known for the free electron 
gas, however there are a number of methods available to approximate it. There is still 
debate over how the best approximation is achieved; semi-empirically (e.g. B3LYP 
functional [39, 40]) or purely theoretically (functionals used in this work). However most 
current functionals are based on the local density approximation (LDA), or an extension of 
it, known as the generalised gradient approximation (GGA). 
The Local Density Approximation 
The LDA is the simplest exchange-correlation functional and is based on the uniform 
electron gas model [37]. In this model, the electron density is homogeneous over all space 
and Exc is known accurately for all electron gas densities used in the calculation. The LDA 
exchange-correlation functional is described generically by Equation 2.16: 
       𝐸𝑥𝑐
𝐿𝐷𝐴[𝜌] =  ∫ 𝜌(𝑟)𝜀𝑥𝑐[𝜌]𝑑𝑟     Equation 2.16 
where εxc [ρ] is the exchange-correlation energy density, that is to say the energy per 
particle of the uniform electron gas of density ρ. 
The primary assumption made in the LDA is that at a point (r) in the electron distribution 
the value of Exc will be the same as that for the homogeneous electron gas of the same 
density. In other terms, the LDA exchange-correlation functional is local, depending solely 
on the density at r (Exc[ρ(r)]). By comparison to non-local functionals, which depend on the 
density at that point (local) and elsewhere (Exc[ρ(r), ρ(r’)]. The expectation is that the LDA 
should function poorly for chemical systems due to their variation in density. Kohn and 
Sham applied the LDA to limiting cases in their original paper but initially considered it too 
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inaccurate for practical use. Subsequent calculations employing the LDA have yielded 
surprisingly good results, and the LDA is regularly used in DFT calculations today.  
The extension of the LDA to spin polarised systems is straightforward for the exchange 
energy, where the exact spin scaling is known, but further approximations must be 
employed for the correlation energy. The spin polarised LDA functional is thus described 
by Equation 2.17: 
𝐸𝑥𝑐
𝐿𝑆𝐷𝐴[𝜌𝛼𝜌𝛽] =  ∫𝑑𝑟 𝜌(𝑟)𝜀𝑥𝑐(𝜌𝛼𝜌𝛽)    Equation 2.17 
where 𝜌 =  𝜌𝛼 + 𝜌𝛽  (representing the two spin states) [41]. All modern LDA functionals 
can operate as either spin polarised or non-spin polarised.  
The εxc term can be split into exchange and correlation components, of which correlation is 
smaller but more complicated to compute. The exchange part (εx) is the original form 
proposed by Dirac [36]. In modern LDA functionals the correlation portion (εc) is generally 
fitted to data from high accuracy quantum Monte Carlo simulations of the uniform electron 
gas at varying densities [42]. Good examples of such fits are the different functionals 
proposed by Vosko et al [43] and Perdew et al [44]. 
The LDA rests on the assumption that the exchange-correlation potential is dependent only 
on the local value of ρ; however, as correlation is inherently non-local the assumption can 
lead to a number of errors. The main inadequacy is that the LDA requires ρ(r) to vary 
slowly, which is not the case for strongly correlated systems (e.g. metals and 
semiconductors), which are calculated to overbind [45]. Overestimating binding energies 
leads to shorter bond lengths and smaller system volumes. Other issues include small 
predicted band gaps in semiconductors and incorrect ground state electronic structures, 
often due to false delocalisation of electrons. Despite these shortcomings the LDA 
generally achieves good equilibrium geometries, vibrational frequencies and charge 
moments and so enjoys widespread use.  
The Generalised Gradient Approximation 
A logical progression from the LDA, the GGA incorporates the gradient of electron density 
into the exchange-correlation functional, accounting for the inhomogeneity of chemical 




𝐺𝐺𝐴[𝜌] =  ∫ 𝜌(𝑟)𝜀𝑥𝑐(𝜌, |∇𝜌|)𝑑𝑟     Equation 2.18 
In practice the GGA is achieved by applying a correction to the LDA exchange-correlation 
functional that is dependent only on the (reduced) density gradient. To correct the exchange 
portion Becke proposed a function with a single empirical parameter, fitted to experimental 
data for the rare gas atoms [46]. This form is used in Perdew and Wang’s PW91 functional, 
albeit with a modification to remove the dependence on the empirical parameter [47]. 
Alternatively the exchange functional can be corrected using a rational function in which 
all components are determined computationally. This is the approach employed by Perdew, 
Burke and Ernzehof in the PBE functional [48]. These GGA functionals typically 
underbind, overestimating lattice parameters and volumes. A revised version of the PBE 
(PBEsol) was developed to improve equilibrium properties for densely packed solids, 
slightly compressing the lattice compared to the PBE [49], however it is less accurate for 
prediction of dissociation or cohesive energies.  
Although GGA functionals attempt to account for variations in density, they are still local 
in the sense that they are dependent only on the properties of the density at each point, r. 
Overall, GGA functionals tend to perform better than LDA functionals, however results can 
vary from system to system as they are still inclined to underestimate band gaps. 
Meta-GGA Functionals 
Meta-GGAs go one step further than GGA functionals, adding the second derivative of 
electron density (the Laplacian, ∇2𝜌) or, more recently, the kinetic energy density (𝜏0) [50]. 
Inclusion of 𝜏0 allows meta-GGA functionals to distinguish between single orbital shape 
regions and orbitally overlapped regions [51]. Meta-GGA functionals reportedly predict 
slightly shorter lattice constants than GGA functionals and very accurate band gaps [51]. 
Examples include the MBJ [52], M06L [53], TPSS [54] and revisedTPSS functionals [50]. 
Hybrid Functionals 
Whilst still falling under the DFT umbrella, hybrid functionals are distinct from the types of 
functional discussed thus far. They improve predicted atomisation energies, bond lengths 
and vibrational frequencies by incorporating a portion of exact exchange from Hartree-
Fock (HF) theory with exchange and correlation from either ab initio or empirical sources. 
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The exact exchange energy functional is expressed in terms of Kohn-Sham orbitals (rather 
than density) and so is regarded an implicit density functional. Hybrid functionals are 
usually constructed as linear combinations of the HF exact exchange functional and then 
exchange and correlation explicit density functionals. The weighting parameters for each 
functional can then be fitted to experimental or more accurately calculated thermochemical 
data. The most common examples of hybrid functionals include B3LYP [39, 40], 
PBE0 [55], HSE [56] and M06 [57]. PBE0 mixes PBE and HF exchange energy in a fixed 
three to one ratio, alongside the full PBE correlation energy. HSE is based on PBE0 but is 
more efficient, using an error function screened Coulomb potential to calculate the 
exchange portion of the energy. It also includes a parameter to control the portion of HF 
exchange (α) and an adjustable parameter that controls the range of interaction (ω). 
The GW Approximation 
The GW approximation is slightly different to the other methods described here. A Green’s 
function (G) is adopted in place of the electronic density, which is dynamic and non-local 
and also depends on the empty states in a material. An exchange-correlation operator is also 
used instead of an exchange-correlation potential. The method is essentially a variation of 
Hartree-Fock [58] in which the interaction between electrons is screened. The main 
advantage of the approximation over conventional DFT is vastly improved calculation of 
band gaps due to the inclusion of empty states. The method is, however, considerably more 
computationally expensive than DFT methods due to the time dependence and screened 
Coulomb interactions. The method has not been implemented at all in the present work, 
although it can be used in VASP. 
Van der Waals Corrected DFT 
Most local and semi-local density functionals, including those used in this thesis, do not 
correctly describe the van der Waals (vdW) interactions that arise from the dynamical 
correlations between shifting charge distributions. The issue can be addressed by including 
a correction term in the form of a dispersion energy to the standard Kohn-Sham DFT 
energy. In VASP this term is applied to the potential energy, interatomic forces and stress 
tensor and so it is possible to perform lattice relaxations, molecular dynamics and 
vibrational analysis using it. In some calculations (Chapter 7) vdW correction is employed 
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in the form of Grimme’s D3 correction method, in which the dispersion coefficients are 
geometry dependent [59]. 
2.1.5 The Hubbard Coefficient (DFT + U) 
A notable shortcoming of the way in which DFT operates is a failure to describe systems 
with strongly correlated (or localised) d- and f-electrons, a characteristic shared by the LDA 
and GGA alike. This occurs because of fractional numbers of electrons being assigned to 
atoms causing a self-interaction error that favours delocalised states. So they predict 
partially filled bands with metallic electronic structure and itinerant electrons in contrast to 
real properties of transition metal and rare-earth oxides (semiconductors and 
insulators) [60]. 
In order to overcome this problem, the Hubbard coefficient is introduced to account for 
strong on-site correlation, by treating the Coloumb interaction in a mean-field Hartree-Fock 
type manner [61]. The Hubbard coefficient depends on two parameters; the effective on-
site Coloumb parameter (U) and the effective on-site exchange parameter (J). There are two 
common implementations of DFT + U; under the Dudarev scheme the individual values of 
U and J are insignificant, with only the difference between them (Ueff) appearing in the 
formulation [62]. Alternatively, there is the rotationally invariant approach developed by 
Lichtenstein where U and J are considered individually and both contribute to correcting 
the self-interaction error [63]. It is possible to calculate the values of U and J via linear 
regression or tune them to band gap of the material under investigation. Alternatively it is 
possible to fit them to experimentally derived values from X-ray Photoelectron 
Spectroscopy (XPS) experiments. This work uses the Dudarev implementation and applies 
the same Ueff  (U = 4.50, J = 0.54 eV) to the f electrons on the uranium ions in each oxide 




2.2 The Practical Use of DFT 
Now that the electronic representation and functional based mechanics of DFT have been 
established, it is necessary to develop an understanding of its practical implementation, 
which requires a number of other factors to be defined and explained.  
2.2.1 Periodic Boundary Conditions 
Real systems contain enormous amounts of atoms (~1023 atoms) whereas in DFT 
simulations the limit (with the resources available at the time of writing) is ~200 atoms. 
Therefore to obtain meaningful results from simulations it is necessary to approximate an 
infinite system using a finite number of species. Periodic boundary conditions (PBC) are 
the most common feature of computational studies used to overcome this problem. 
Depending on the type of system different boundary conditions can be applied to the 
simulation cell: 0D molecules, 1D polymers, 2D slabs/surfaces and 3D crystals.. Particles 
in each box (simulation cell) move identically to their corresponding particles in other 
















2.2.2 The Reciprocal Lattice  
The reciprocal lattice is a representation of the real crystal lattice but defined in reciprocal 
space (also known as k space). It is generated by applying a Fourier transform to the real 
space lattice, and the relationship between the real space lattice vectors (a, b and c) and the 
k space lattice vectors (a*, b* and c*) is defined in Equation 2.19. 
𝑎∗ =  2𝜋
𝑏 × 𝑐
𝑎∙𝑏 × 𝑐
; 𝑏∗ =  2𝜋
𝑎 × 𝑐
𝑏∙𝑎 × 𝑐
; 𝑐∗ = 2𝜋
𝑎 × 𝑏
𝑐∙𝑎 × 𝑏
;     Equation 2.19 
It is possible to construct the infinite reciprocal lattice from primitive cells in precisely the 
same manner as the real space lattice. The primitive reciprocal space cell is known as the 
first Brillouin zone (BZ) (Figure 2.02). The first BZ is of crucial importance to electronic 
calculations of periodic systems as the wave function can be completely characterised 
within this volume.  
 
Figure 2.02 – Relationship between real space and reciprocal space using a 2D hexagonal 
lattice. (a) shows the real space hexagonal lattice of atoms (grey circles) with the unit cell 
highlighted in red. (b) shows the corresponding reciprocal lattice points (grey dots), 
reciprocal unit cell (red) and the first Brillouin zone (blue) [65].  
2.2.3 Bloch’s Theorem and Plane-wave Basis Sets 
An infinite solid poses two main problems in solving the Schrödinger equation. Firstly, an 
infinite number of wave functions must be determined for the infinite number of electrons. 
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Secondly, each electron wave function spreads across the entire lattice, meaning that an 
infinite basis set is also needed to describe it [66]. These problems can be overcome by 
taking advantage of the PBCs of the system. 
Bloch’s theorem states the wave function of an electron (i) in a periodic potential may be 
expressed as the product of a wave-like term and a term with the same periodicity as the 
unit cell (Equation 2.20): 
𝜓𝑖(𝑟) =  𝑒
𝑖𝑘∙𝑟𝑓𝑖(𝑟)      Equation 2.20 
where k is the wave vector, lying within the first BZ and determining the direction and 
frequency of the wave for the wave like term. The cell-periodic part of the wave function 
(Equation 2.21) can now be assembled from a basis set of discrete plane waves (𝑒𝑖𝐺∙𝑟). The 
wave vectors (G) are the set of all possible reciprocal lattice vectors, i.e. translations to 
identical lattice points. 
𝑓𝑖(𝑟) =  ∑ 𝑐𝑖 , 𝐺
𝑒𝑖𝐺∙𝑟
𝐺       Equation 2.21 
The wave function of each electron can then be written as the sum of plane waves 
(Equation 2.22), where the coefficients ci, k + G define the solution. 
     𝜓𝑖(𝑟) =  ∑ 𝑐𝑖 , 𝑘 + 𝐺
𝑒𝑖(𝑘+ 𝐺∙𝑟)
𝐺      Equation 2.22 
The set of reciprocal lattice vectors, and therefore the size of the basis set, can be limited 
because plane waves with higher |G| have higher kinetic energy and so contribute less to the 
wave function. Above some point, referred to as the cut-off energy, their effects are 
negligible and so the basis set can be truncated to plane waves below this energy. The limit 
is usually set manually in DFT calculations by varying cut-off energy and establishing at 
what energy convergence is reached (i.e. increasing the cut-off energy does not affect the 
calculated energy of the system). 
Equally, if the wave function (ψ) is assumed to be a continuous function of k, then it will 
not change much with small variations in k; hence ψ over a region of k space can be 
represented by ψ at a single k point. Thus the system can be sampled with a discrete 
number of k points, removing the need for an infinite number of electrons.  
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It is vital to select k points appropriately for integrating across the first BZ in order to 
achieve good representations of band structures and densities of states. The present work 
employs the Monkhorst-Pack scheme, which distributes the k points evenly throughout the 
first BZ [67]. An example of a Monkhorst-Pack grid for a hexagonal reciprocal lattice is 
provided in Figure 2.03. This choice of k mesh means many points are related by 
symmetry, further reducing the number of k points required as ψ need only be calculated at 
each unique k point. The homogenous distribution of k points is described in Equation 2.23, 
where a*, b* and c* for xi are determined by Equation 2.24. 
𝑘 =  𝑥1𝑎
∗ + 𝑥2𝑏
∗ + 𝑥3𝑐




                     𝑙 = 1, … , 𝑛𝑖     Equation 2.24 
The density of the k grid is defined by the folding parameters ni. Conducting materials (e.g. 
metals and small band gap semiconductors) require a finely spaced k mesh and so the 
folding parameters are large. In contrast insulating materials (and large band gap 
semiconductors) need a less dense k point grid and so a small folding parameter is used. 
The grid is normally centred at the Γ point (the centre of the reciprocal lattice) however it 
can be shifted depending on the symmetry of the simulation cell. The present work only 
uses Γ centred k point grids but the folding parameters are changed for each material (i.e 
unit cell) to normalise k mesh density. The folding parameter selection process is discussed 




















Figure 2.03 – Monkhorst-Pack k point grid for a hexagonal reciprocal lattice. The 
irreducible BZ is shaded in grey and irreducible k points are black. The Γ and K points are 
high symmetry points representing the centre of the reciprocal lattice [65]. 
2.2.4 Pseudopotentials 
Plane-wave basis sets are usually inappropriate for expanding electronic wave functions 
because a large number of plane waves are required to expand the orbitals of tightly bound 
core electrons and represent the rapid oscillations of their wave functions. The basis of the 
pseudopotential approximation is that the physical properties of a system depend on the 
valence electrons to a far greater extent than the core electrons, thus the core electrons can 
remain essentially fixed. Therefore the approximation operates by replacing the core 
electrons and strong ionic potential with a weaker pseudopotential that acts on a set of 
pseudo-wave functions instead of true valence wave functions. The pseudopotential wave 
function, ψpseudo is the same as the all-electron wave function ψ outside a certain cut-off 
radius rc (Figure 2.04) and so is only representative within this region. The smoother 
functions of pseudopotentials than true all-electron potentials means that fewer plane-waves 




Figure 2.04 – Schematic of all-electron (blue) and pseudo- (red) potentials (ν) and wave 
functions (Ψ). rc is the cut-off where the values match [66]. 
There are a variety of types of pseudopotential [45, 68], and the form can be chosen based 
on the system to improve the efficiency of the calculation. Although it is possible to define 
them empirically, the most accurate and transferable pseudopotentials are generated using 
ab initio calculations. Pseudopotentials are categorised by softness, which is a measure of 
both smoothness and the magnitude of the cut-off radius. Smoother pseudopotentials need 
fewer basis functions, however large cut-off radii give a poorer atomic description and 
reduce transferability.  
Ultrasoft pseudopotentials achieve large cut-off radii and high levels of smoothness by 
redefining the construction of the pseudopotential. The main pseudopotential is very 
smooth (and not norm-conserving) and has a large cut-off radius, using an auxiliary 
function close to each ion core to represent the rapidly varying core density. 
Norm-conserving pseudopotentials have orthonormal pseudo-wave functions. They are 
typically more accurate and transferable than ultrasoft pseudopotentials. Additionally, they 




This work uses the projecter augmented wave (PAW) method [69], the basis of which is 
similar to ultrasoft pseudopotentials as it uses localised auxillary functions, however it 
treats the full all-electron wave function. In the PAW method all the integrals are made up 
of smooth functions, extending in space, and localised contributions that are evaluated by 
radial integration over muffin-tin spheres. The ‘projector’ part stems from the mathematical 
operations used to convert the smooth pseudo-wave function back to the real wave 
function. 
All of the types of pseudopotential described here can be implemented in VASP. 
2.3 Energy Minimisation 
Energy minimisation is one of the three main simulation techniques introduced at the 
beginning of this chapter, the others being molecular dynamics and Monte Carlo 
simulations. Energy minimisation simulations use the forces between atoms to adjust 
atomic positions to obtain the lowest energy structure; there are a number of different 
methods to achieve this which are discussed here. This thesis is only concerned with 
quantum mechanical (or ab initio) energy minimisation, implemented via the VASP code 
[70]. This section provides an overview of various minimisation techniques, and so 
although they are not used in the present work; steepest descents and Newton-Raphson 
algorithms are discussed as an introduction to the conjugate gradients and quasi-Newton 
methods. 
All energy minimisation algorithms begin from an initial configuration, calculate the 
energy and forces in this state and adjust the atomic coordinates to produce a lower energy 
configuration, repeating until a minimum is reached. With increasingly sophisticated 
minimisation methods, agreement with experimental crystal structures is generally good; 
however there are still three main drawbacks to energy minimisation: 
 An initial crystal structure is required. 
 The nearest local energy minimum will almost always be found. Meaning that if 
multiple minima are present in the system the minimisation may only locate a local 
minimum as opposed to the global minimum. 
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 Vibrational properties are not included, so simulations always take place at 0 K and 
neglect zero point energy. 
Consequently results are not always representative of experiments (which are not 
conducted at 0 K). In addition to lacking vibrational properties this can affect magnetism, 
for example UO2 (discussed in Chapter 3) is paramagnetic above 30 K[71] and exhibits 
non-collinear antiferromagnetism below this point [24] and so DFT calculations typically 
consider the latter magnetic structure. The simulations presented here are assumed to either 
have a good initial atomic configuration (experimentally determined structure from 
literature) or a large number of initial configurations are trialled to improve the chances of 
finding the global minimum. When the atomic coordinates of different polymorphs are 
known, energy minimisation can be used effectively to assess their relative stabilities due to 
its tendency to find the closest local minimum (e.g. UO3 in Chapter 7). By comparison 
using molecular dynamics or Monte Carlo simulations are more likely to locate the global 
minimum for a particular composition. The calculations here are performed at 0 K however 
the computed energies can be incorporated into further calculations to give predictions of 
behaviour at higher temperatures. This is not as accurate as using alternative techniques to 
include temperature explicitly however it can still produce thermodynamically meaningful 
results [72, 73] (Chapters 6 and 7). In summary, efforts have been made to reduce the 
impact of the known limitations of these types of simulation. 
Most energy minimisation methods rely on either first or second derivatives of lattice 
energy (UL) with respect to atomic positions (r), and aim to reduce this value to zero so 




= 0      Equation 2.25 
The iterative procedure required to minimise the energy is implemented by expressing the 
energy with a Taylor expansion in terms of basis strain (δr) using Equation 2.26. 








𝛿𝑟2 +𝐾     Equation 2.26 
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The Taylor expansion shows r is composed of three components, giving rise to a 3N matrix. 
The more terms that are included in the expansion (K is used in Equation 2.26 to refer to 
additional terms) the more accurate the minimisation will be. 
The two main strands of energy minimisation are constant volume and constant pressure 
calculations; the former fixing the cell dimensions but allowing movement of ions and the 
latter permitting both to relax. The present work uses constant pressure minimisations 
exclusively. They typically operate in much the same manner as constant volume 
minimisations, adjusting atomic coordinates to reach the energy minimum, but then apply 
Hooke’s law to alter the lattice vectors according to the bulk lattice strain (Equation 2.27):  
𝜀 =  𝐶−1𝜎      Equation 2.27 
where ε is the strain and σ is the stress, defined as the sum of applied and static pressure 
(Equation 2.28), and C-1 is the compliance matrix, or second order derivatives of lattice 
energy (UL) with respect to strain. For a detailed description of constant pressure energy 
minimisation refer to Leach [74]. 






)       Equation 2.28 
Generally speaking a more complex minimisation procedure (i.e. involving second 
derivatives) will take fewer iterations to converge than a simpler one (i.e. first derivatives) 
but each step will take longer to complete. The main energy minimisation methods are now 
outlined, with particular emphasis on those used in this work. 
2.3.1 Steepest Descent Minimisation 
The steepest descent method is the simplest first order type of energy minimisation 
algorithm. If ri is the initial configuration, the algorithm moves closer to the minimum with 
each step by moving in the direction of the residual, or ‘down the energy slope’ (Equation 
2.29). 
𝑟𝑖+1 = 𝑟𝑖 + 𝛼𝑖𝑠𝑖      Equation 2.29 
Where si is the gradient vector, defined in Equation 2.30. 
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𝑠𝑖 =  −𝑔𝑖  where   𝑔𝑖 =  
𝛿𝑈𝐿
𝛿𝑟𝑖
     Equation 2.30 
Where gi is the gradient, however the most important consideration here though is how far 
to move in each step, or the magnitude of αi. It is determined using a line search procedure 
that minimises the energy in the direction of the residual, so the new position will be closer 
to the minimum than the previous position. By definition the gradient of the energy surface 
at the minimum must have no component in the direction of the search. The main 
implication of this is that the next step will be orthogonal to the search direction (or 
gradient). Thus in a narrow energy well the accumulation of many small successive steps 
makes the algorithm quite inefficient, although it can often quickly relieve high energy 
features at the start of a minimisation. This is because it is possible for later steps to 
reintroduce error components that were already removed in previous minimisation steps. 
Naturally this means steepest descent methods are rarely employed in modern studies 
however it useful nonetheless to use them as an introduction to energy minimisation 
techniques.  
2.3.2 Conjugate Gradient Minimisation 
Conjugate gradient techniques are a natural progression from steepest descents 
minimisation; a steepest descent method is used for the first step (quickly moving away 
from high energy features) and all subsequent iterations use information from previous 
gradients to calculate the new displacement vector [75, 76]. The minimisation itself has the 
same general form as a steepest descents algorithm (Equation 2.27) however as information 
from previous steps must be included the calculation of the gradient vector (si) differs 
(Equation 2.31). 
𝑠𝑖 = −𝑔𝑖 + 𝛾𝑖𝑠𝑖−1  where   𝛾𝑖 = 
𝑔𝑖∙𝑔𝑖
𝑔𝑖−1∙𝑔𝑖−1
     Equation 2.31 
So the gradient (gi) is still the same as in steepest descents (first derivative of energy with 
respect to the atomic coordinates) but the gradient vector includes the γisi-1 term, which 
takes into account si and gi from the previous step as well. The outcome of this is that the 
algorithm will converge well regardless of the shape of the surface so the best solution 
within the imposed bounds will be located. This also has the effect of eliminating the loss 
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of efficiency that steepest descents techniques encounter in long, narrow energy minima. 
As it is also a first derivatives method conjugate gradient minimisations are typically very 
efficient and so are one of the algorithms used for energy minimisation in the present work. 
2.3.3 Newton-Raphson Minimisations 
The Newton-Raphson method is another widely used energy minimisation technique, 
unlike the previous two discussed it uses information from both the first and second 
derivatives to reach the minimum [77]. This makes it more efficient, in terms of numbers of 
steps required for a minimisation, however each individual step may take longer due to the 
additional computational expense of calculating second derivatives. The general approach 
is to take the Taylor expansion (Equation 2.26) to the second derivative, the gradient at the 
iteration i is expressed by Equation 2.32. 






2 𝛿𝑟 =  𝑔𝑖 + 𝑊𝑖−1 ∙ 𝛿𝑟      Equation 2.32 
Where Wi-1 is the Hessian matrix and δr is the displacement of ions between iterations i-1 
and i. At energy minima, where gi equals zero, the atomic displacement is given by 
Equation 2.33.  
𝛿𝑟 =  −𝑔𝑖−1 ∙ 𝐻𝑖−1       Equation 2.33 
Where Hi-1 is the inverse Hessian matrix (𝑊𝑖−1
−1 ), this therefore yields Equation 2.34 to 
calculate the new atomic positions in the Newton-Raphson minimisation scheme. 
𝑟𝑖 = 𝑟𝑖−1 − 𝑔𝑖−1 ∙ 𝐻𝑖−1      Equation 2.34 
The process must still be repeated iteratively like the previous minimisation techniques. 
The harmonic approximation can be very similar to the real potential energy surface, in 
which case convergence is still rapid. Further from the minimum though the Taylor series 
will not approximate the surface as well and convergence could be poorer. This makes it 
particularly important to have a good starting configuration with Newton-Raphson 
minimisation. Alternatively many minimisations start with a more robust method (such as 
conjugate gradients) to move the system close to the minimum and then apply the Newton-
Raphson method.  
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The calculation, and subsequent inversion, of the Hessian matrix is computationally very 
expensive, in spite of the extra efficiency gained from using second derivatives. This means 
that it is mainly used for potential-based energy minimisations and electronic structure 
energy minimisation codes (e.g. VASP) use either the conjugate gradients approach or 
employ a simplification of Newton-Raphson, the so-called quasi-Newton methods.  
2.3.4 Quasi-Newton Minimisations 
Quasi-Newton methods do no explicitly calculate the inverse Hessian each iteration, as it 
does not change much between individual steps, and so an approximated form is used. 
Generally this means the inverse Hessian is either recalculated after a fixed number of steps 
or when the changes in energy are too large for the approximation to still be valid. There 
are a number of different implementations of the methodology available, such as Davidon-
Fletcher-Powell (DFP) [76], Broyden-Fletcher-Goldfarb-Shanno (BFGS) [78-81] or the 
RMM-DIIS algorithm [82]. 
The DFP method approximates the inverse Hessian matrix according to Equation 2.35. 






      Equation 2.35 
Where δr = (ri – ri-1) and δg = (gi – gi-1). The alternative BFGS approach is more efficient, 
differing from the DFP equation by including an additional term (Equation 2.36). 






+ (𝛿𝑔 ∙ 𝐻𝑖−1 ∙ 𝛿𝑔)𝑢 × 𝑢    Equation 2.36 
Where the vector u is defined by Equation 2.37. 






      Equation 2.37 
All quasi-Newton methods depend solely on the change in forces, strains and the previous 
inverse Hessian matrix. Assuming that the approximation holds, with increasing iterations, 
the estimate of the inverse Hessian becomes closer to the true inverse Hessian matrix, and 
on approaching the minimum has similar accuracy to the full Newton-Raphson method. 
RMM-DIIS quasi-Newton is the other type of algorithm used in the present work. 
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2.4 Calculation of Crystalline Properties 
There are a number of properties discussed in this thesis that are calculated after the 
structural energy minimisation, either with VASP or through an alternative code. This 
section outlines these properties and details how they are calculated.  
2.4.1 Bulk Modulus and Elastic Constants 
The bulk modulus is defined as a material’s resistance to uniform compression, the two 
most common ways to calculate it are a finite displacement method and fitting to a Birch-
Murnaghan equation of state. Each has benefits and drawbacks and both of these were 
tested for this thesis, using UO2 as the sample case, and found to show good agreement 
with one another (within 3 %).  
If only the bulk modulus is required then it can be calculated with relative computational 
ease by expanding and contracting the lattice from the predicted equilibrium volume and 
performing energy minimisations at each point; seven points were found to be sufficiently 
accurate in most cases. This data can then be fitted to the second or third order Birch-
Murnaghan equation of state [83] to yield the bulk modulus. This approach is the less 
computationally intensive of the two, as the minimised equilibrium lattice can be expanded 
(and contracted) so the configuration will already be close to the minimum in each case and 
only a small number of relatively short energy minimisations are then required. However, 
only the bulk modulus is obtained as it cannot be used to calculate individual elastic 
constants. 
The finite displacement method (used in the present work) operates on a unit cell which is 
already minimised using a separate algorithm to energy minimisation. Small finite 
distortions are made to the lattice parameters and the stress matrix response is calculated, 
thus the full elastic constant matrix (C11:C66) is produced and the bulk modulus derived 
from this. The elastic constants referred to here are the elastic stiffness constants (or elastic 
moduli), as opposed to the elastic compliance constants (S11-S66), of which Cxx are linear 
functions. The approach is based on Hooke’s law, that for sufficiently small deformations 
the strain is directly proportional to the stress [84]. This a computationally expensive 
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process that calculates the full Hessian matrix, although the expense can be reduced slightly 
by only considering symmetry inequivalent displacements [85]. 
To derive the bulk modulus from the elastic constant matrix is a straightforward procedure 
of averaging the first nine elastic constants (C11:C33). Equations have also been derived for 
this relationship for various crystal symmetries, with more complex equations required for 
lower symmetries [86, 87]. The equations, however, are just symmetry-adjusted 
simplifications of averaging the first nine elastic constants (although in the case of 
orthorhombic cells the equations are more complex) and so the approaches yield identical 
results. 
In a cubic crystal (the highest symmetry) there are only three unique elastic constants (C11, 
C12 and C44) and the average of the first nine constants can be simplified to Equation 2.38 




(𝐶11 + 2𝐶12)       Equation 2.38 
For hexagonal crystals there are five unique elastic constants (C11, C12, C13, C33 and C55) 




(𝐶11 + 𝐶12 + 𝐶13 + 𝐶33/2)     Equation 2.39 
In orthorhombic lattices there are nine independent elastic constants (C11, C12, C13, C22, C23 




      Equation 2.40 
Where Λ, α and β are defined by Equations 2.41, 2.42 and 2.43 respectively: 
𝛬 = 𝐶11 + 2𝐶12𝛼 + 𝐶22𝛼
2 + 2𝐶13𝛽 + 𝐶33𝛽
2 + 2𝐶23𝛼𝛽     Equation 2.41 
𝛼 =  
(𝐶11−𝐶12)(𝐶33−𝐶13)−(𝐶23−𝐶13)(𝐶11−𝐶13)
(𝐶33−𝐶13)(𝐶22−𝐶12)−(𝐶13−𝐶23)(𝐶12−𝐶23)




     Equation 2.43 
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For lower symmetry crystals (e.g. monoclinic or triclinic) no equations could be found in 
the literature and so when these are encountered in the present work bulk moduli have been 
calculated by averaging the first nine elastic constants. 
A further advantage of the implementation of finite displacements in VASP is that the 
distortions are also applied to each ion in the system (in the x, y and z directions) and the 
stress matrix response to distortions of atomic vectors and coordinates is also recorded. 
This allows calculation of the full set of vibrational frequencies for the system, which are a 
useful way of validating the stability of a structure. The presence of any imaginary 
(negative) vibrational frequencies indicate the lattice is dynamically unstable, a single 
frequency typically indicating an energy maximum in one dimension and thus a saddle 
point (or transition state) between two energy minima. 
2.4.2 Density of States 
The term density of states (DOS) refers to the occupancy and density of the electronic 
states in a crystalline solid. It is a function, g(E), defined as the number of electronic states 
per unit volume, per unit energy, for electron energies near E. The DOS is related to the 
band structure, showing both the occupied and unoccupied available states, arising from the 
overlap of atomic orbitals (or wave functions) resulting from a periodic crystalline system. 
So to consider it within the plane wave framework of DFT, the DOS are the total available 
electronic wave functions in the system [84].  
The contributions from individual orbitals can be calculated (partial DOS) to reveal 
information on which orbitals are occupied or involved in bonding. This also yields the 
Fermi level (EF) at 0 K, or electrochemical potential, which is defined at thermodynamic 
equilibrium as the energy level with a 50 % probability of being filled (i.e. halfway 
between the conduction and valence bands). g(E) = 0 for energies within the electronic 
band gap, a forbidden range of energy or bands, sat between the valence (highest occupied) 
and conductance (lowest unoccupied) bands. The location of EF within the DOS determines 
the electrical behaviour of the material (Figure 2.05): 
 In an insulator EF lies within a large band gap, far from any available states. The 
composition of bands neighbouring the band gap determine the particular insulating 
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behaviour. The most common is a charge-transfer insulator where the valence band 
is composed of anion states and the conductance band of cation states, e.g. O 2p and 
U 5f in UO3 and U3O8 [72, 73]. Less common are the Mott-Hubbard insulators, such 
as UO2 [88], which has a strong on-site Coulomb repulsion on the uranium atoms 
leading to valence and conductance bands both composed predominantly of U 5f 
states. 
 In a metal, or semi-metal, EF lies within a delocalised band, and there is no 
electronic band gap. The high electrical conductivity of metals arises from this wide 
availability of partially filled states, allowing good electron mobility. 
 In an intrinsic, or lightly doped, semiconductor the bands are sufficiently close to EF 
that they can be populated by thermal excitation of electrons. 
 
Figure 2.05 – Filling of the DOS for different types of material at equilibrium, energy is on 
the vertical axis and DOS is on the horizontal axis. The location of the Fermi level (EF) is 
shown for each class of material [84]. 
The DOS is calculated in VASP by default as it is a function of the energy of the system, 
however to perform accurate DOS calculations there are two main approaches. The first is 
to perform a normal, self-consistent calculation but with a very fine k mesh, scaling even 
higher for metals. The second approach is a two-step process; first is a self-consistent 
energy minimisation (with normal k grid density) and then, taking the charge density from 
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the first minimisation, perform a non-self-consistent calculation (i.e. the charge density 
remains constant throughout). The present work employs the second of these two 
approaches as it less computationally expensive and gives comparable results. 
2.4.3 Simulated Neutron Diffraction 
Neutron diffraction (or elastic neutron scattering) is an important tool used experimentally 
to determine atomic and magnetic structures of materials, operating on the same principles 
as X-ray diffraction. A beam of neutrons emitted from a source (e.g., a nuclear fission 
reactor) can have their speed moderated by passing through a neutron absorbing material 
(e.g. graphite or heavy water). When moderated to appropriate speed the wavelength of the 
beam is comparable to the separation (and radii) of atoms in a crystalline lattice (~1-2 Å) 
and so the beam will be diffracted. The resultant diffraction pattern can be indexed 
(assigned Miller indices for each reflection) and then is related to the atomic (or magnetic) 
distribution by Fourier transform. In the present work the Powder Cell code is used to 
predict neutron diffraction patterns using the inverse process of applying a Fourier 
transform to the atomic coordinates [89]. This provides a simple visual comparison of 
experimental and computational crystal structures. Differences in neutron wavelength, 
incomplete publication of spectra and use of X-ray diffraction to determine structures can 
make comparing patterns from experiment and simulation difficult. Thus neutron 
diffraction patterns are calculated for the experimentally determined structures as well as 
the relaxed systems to permit straightforward comparison here. 
2.4.4 Calculation of Reference Energies 
For parts of this investigation of the uranium oxides it is necessary to calculate reference 
energies (or chemical potentials) for elemental uranium and oxygen. These include: 
 Defect formation energies, which are calculated by subtracting the total energy for 
the pure bulk (ETot) from the total energy for the defective system (EDef) and then 
subtracting the reference energies (E) for defective atoms. For example, for two 
oxygen interstitials (Oi) in UO2 EForm would be calculated as follows EForm = EDef – 
ETot – 2EO. It should be noted that all defects are treated as charge neutral; meaning 
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EForm represents formation of compensating electrons or holes as well as the vacant 
or interstitial ion. 
 Formation energies for bulk materials, which are calculated by subtracting the 
uranium and oxygen reference energies in the correct ratio for the phase in question 
from the DFT calculated total energy. So for UO2, EForm = ETot – EU -2EO 
These reference energies can either be taken from experimental data or calculated ab initio. 
This section details how the two required quantities were calculated and compares the 
results with the experimental data. 
Oxygen Gas 
An O2 molecule was placed at the centre of a 20 x 20 x 20 Å box and minimised with a 
500 eV plane wave cut-off energy and a single Γ-centred k point using the PBE functional 
and the triplet state (electronic ground state). As O2 is multiconfigurational (having a triplet 
and singlet state) there can be large differences in reported calculated energies (up to 2eV). 
Table 2.1 shows the predicted properties and compares them with experiment. 
Table 2.1 – Calculated and observed properties of an O2 molecule. The reference energy is 
calculated directly by VASP and the dissociation energy is the energy of an isolated oxygen 
atom minus the energy of a single atom in an oxygen molecule. 
Property 







Bond length (Å) 1.23 1.9 1.22 0.8 1.21 [91] 
Vibrational Frequency (cm-1) 1566.3 -0.9 1588.6 0.5 1580.2 [91] 
Dissociation Energy (eV) 5.89 15.7 5.75 11.3 5.10 [92] 
Reference Energy (EO) 
(eV/O) 
-4.93 - -5.75 - - 
Good agreement is found between the calculated and observed physical properties, 
although the dissociation (or binding) energy is overestimated by 0.79 eV. The results also 
compare well with similar simulations from the literature for all properties [90]. The 
dissociation energy was found by calculating the energy of an isolated O atom in the centre 
of a 20 x 20 x 20 Å box and subtracting it from the O2 molecule energy. Although this 





𝐸𝑂2) as the oxygen reference energy, a convention that will be maintained for 
uranium. 
Uranium Metal 
The four atom α-uranium [93] structure (Cmcm, shown in Figure 2.06) was used for this 
calculation with a plane wave energy cut-off of 500 eV using the PBE functional. A denser 
k point mesh (1.50 k points/Å3) has been used than those for the oxides, as is typically 
necessary for metallic systems.  
 
Figure 2.06 – Cmcm orthorhombic unit cell of α-uranium, uranium atoms shown as grey 
spheres. 
Table 2.2 shows some of the predicted properties for PBE and PBE + U methodology and 
compares them with experiment. The effective Hubbard coefficient used (Ueff) is 3.96 eV, 
the value derived empirically from Kotani et al’s XPS experiments on UO2 [64]. 
The three calculations in Table 2.2 show large differences in predicted lattice parameters 
and heats of formation depending on the presence of a magnetic moment or the use of a 
Hubbard coefficient. Although the non-magnetic systems (non-spin polarised calculations) 
show excellent structural agreement with experiment, the uranium oxides are magnetic 
systems and so it is necessary to include spin polarisation in the calculation of reference 
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energies. A Hubbard coefficient is necessary to reproduce the observed properties of UO2 
and so is included in the calculation of the reference energy for uranium. For these reasons 
the calculated reference energy (total energy from VASP per uranium ion) from the 
magnetic PBE + U calculation has been used as the uranium reference in this thesis. 
Although the properties are not as well reproduced as those of O2 in the interest of applying 
consistent and fully ab initio methodology this calculated energy is used for the uranium 
reference energy. The most comparable study in the literature comes from Söderlind where 
lattice parameters of 2.845, 5.818 and 4.996 Å are reported [94] using the GGA (the 
functional and whether a Hubbard coefficient is used are not reported). No calculated 
energies are provided, however the calculated lattice parameters match well with the PBE 
and non-spin polarised PBE + U calculations here. 
Table 2.2 – Calculated and observed properties of α-uranium metal.+ = AFM ordering (μB 
= 2.2), * = no magnetism (μB = 0). The reference energy is calculated directly by VASP and 
the heat of formation is the energy of an isolated uranium atom minus the energy of a single 
atom in uranium metal. 









a (Å) 2.7997 -1.3 2.9688 2.1 3.3798 19.1 2.8364 [93] 
b (Å) 5.8190 -0.8 5.9182 0.9 5.9988 2.3 5.8666 
c (Å) 4.9194 -0.3 5.1765 4.9 5.717 15.8 4.9363 
Heat of Formation 
(eV) 
-6.61 19.7 -6.67 20.8 -4.49 -18.6 -5.52 [129] 
Reference Energy 
(EU) (eV/U) 
-11.15 - -6.97 - -8.43 - -  
2.5 Validation of the Models 
It is important to establish that the model being used provides an accurate representation of 
the system of interest. One of the stated aims of this thesis is to apply a consistent 
simulation framework across the full set of uranium oxides. Consequently energy 
convergence criteria and plane wave cut-off energies must be the same and the k meshes 
close enough in density to provide good convergence for transferability between systems. 
Here, electronic relaxation is performed until the total energy is converged to at least 1 x 
10-6 eV/ion and ionic relaxation until the residual Hellmann-Feynman forces on each ion 
are less than 0.01 eV/Å (with the exception of defect calculations). As previously stated, all 
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energy minimisations are at constant pressure and employ the same Hubbard coefficient on 
the uranium sites (Ueff = 3.96 eV) with the Dudarev implementation. The PBE functional is 
used for the bulk of the calculations in this thesis (including those presented here), although 
others using GGA, meta-GGA and hybrid functionals are included in section 3.1. An 
example set of input files for VASP (INCAR, KPOINTS and POSCAR) with annotation 
are included in Appendix A to provide the full computational details.  
The following section details the choice of plane wave cut-off energies and k point grids for 
cubic UO2 (12 atom cell), orthorhombic α-U3O8 (22 atom cell) and hexagonal α-UO3 (4 
atom cell). This demonstrates the transferability of a common set of criteria for U4+, mixed 
U5+/U6+ and U6+ systems; three different crystal symmetries and three different unit cell 
sizes.  
2.5.1 Fluorite Cubic UO2 
Cubic UO2 (Fm3m a = 5.4682) has a twelve atom unit cell and convergence has been tested 
over a range of k meshes (3x3x3 – 10x10x10) and plane wave cut-offs (300 – 700 eV), 
based on DFT studies of UO2 in the literature [28, 90, 95-97]. The folding parameters  
(NxNxN) used to determine the k point grid depend on cell size and symmetry and so the k 
point density (k points/Å3) has been used. Using k-point density rather than number ensures 
the results can be compared between the three different systems. Figure 2.07 displays plots 
of k point density against energy for each plane wave cut-off for UO2.  
It is clear that 300 eV is too low a cut-off energy, however the calculations converge well 
by 400 eV, with less than 0.02 eV spread between all of the results. The lowest k mesh 
density used (0.04 k points/Å3) is consistently slightly higher in energy than the rest but 
convergence seems to have been reached by 0.11 k points/Å3. The cell volume shows 
almost no change when the k mesh is varied but is affected by plane wave cut-off energy. 
Excellent convergence is achieved by 500 eV (0.02 Å3/U atom difference between 500 and 
700 eV) and good convergence is found at 400 eV (approximately 1 Å3/U atom discrepancy 





Figure 2.07 - Convergence plots for UO2. k point density (k points/Å
3) is shown on the x-
axis and energy per uranium ion (eV) is shown on the  y-axis. (a) shows the full range 

















































2.5.2 Layered Orthorhombic α-U3O8 
 
 
Figure 2.08 - Convergence plots for α-U3O8. k point density (k points/Å3) is shown on the 
x-axis and energy per uranium ion (eV) is shown on the  y-axis. (a) shows the full range 
tested, (b) is focused on the converged area. 
Orthorhombic α-U3O8 has a 22 atom unit cell, convergence has been tested over the same 
range of cut-off energies as UO2 The orthorhombic symmetry of this oxide means that 
















































distribute the k points in reciprocal space, smaller folding parameters are required for larger 
lattice vectors and vice versa. Figure 2.08 shows the convergence plots for α-U3O8. 
As with UO2, the 300 eV is too low a cut-off and the calculations are well converged above 
400 eV, although best convergence is seen from 500 eV and up. A k mesh of 0.035 k 
points/Å3 was the minimum density required to achieve convergence. The same is observed 
for the unit cell volume; where best convergence is seen above 500 eV (0.16 Å3/U atom 
difference between 500 and 700 eV) but good convergence is still found from 400 eV 
(approximately 1.7 Å3/U atom discrepancy with 500 – 700 eV). As with UO2 k mesh 
density is found to have very little effect on the cell volume. 
2.5.3 Hexagonal α-UO3 
Hexagonal α-UO3 has a four atom unit cell, convergence has been tested over the same 
range of cut-off energies and k grid densities as UO2. As |a|=|b| in a hexagonal lattice, and 
in this case c is relatively close to a and b, the same folding parameters are used for each 
lattice vector in the α-UO3 convergence calculations. Figure 2.09 shows the convergence 
plots for α-UO3. 
A 300 eV cut-off is definitely too low for α-UO3 but good convergence is found from 500 
eV and above. Again at 400 eV the results are converged but not as well converged as the 
higher cut-offs The two lowest density k meshes used have not converged, however from 
the third onwards (>0.73 k points/Å3) good convergence is achieved. Once again k grid 
density has very little effect on the unit cell volume but cut-off energy does. The same trend 
of no convergence at 300 eV, convergence at 400 eV (approximately 1 Å3/U atom 
discrepancy with 500 – 700 eV) and better convergence at 500 eV and above (0.07 Å3/U 






Figure 2.09 – Convergence plots for α-UO3. k point density (k points/Å3) is shown on the 
x-axis and energy per uranium ion (eV) is shown on the  y-axis. (a) shows the full range 
tested, (b) is focused on the converged area. 
2.5.4 Selection of Criteria 
Based on these three systems a plane wave cut-off energy of 500 eV has been selected for 
all calculations and a k grid density of at least 0.04 k points/Å3 for a large cell and 0.73 
k points/Å3 for a small cell. In all simulations the cells and ions were fully relaxed. These 









































Some of the oxides encountered in Chapters 5, 6 and 7 have very large unit cells (64 -128 
atoms), which would require an enormous number of k points to reach this minimum 
specified density. However, as the k points are distributed in reciprocal space these oxides 
have a smaller reciprocal cell, meaning they can be modelled with fewer k points to achieve 
comparable results. For these materials (δ-U2O5, β-U3O8, and γ-UO3) different k meshes 
have been trialled to identify the appropriate grid density (with all falling into the 0.04 – 
0.73 k points/Å3 range). 
A number of calculations on defective systems are also presented (section 3.6 and Chapter 
4) in the results. Due to the increased computational expense associated with the lattice 
distortion and lowered symmetry introduced by defects these phases have been simulated at 
lower plane wave energy cut offs (400 eV). Similar defect calculations in the literature [90, 
98] use a 400eV cut-off and in section 2.5.3 it was identified to provide satisfactory 
convergence. The formation energy (EForm) is the most important energetic quantity in these 
calculations, which is the relative energy with respect to the perfect (i.e. non-defective) 
system. Thus for these calculations the perfect reference system must be simulated using 
precisely the same criteria and so is also calculated using the lower plane wave cut-off 
energy (400 eV). 
Now that transferable calculation parameters have been established it is necessary to assess 
how suitable they are for simulating uranium oxides, and the following chapter will deal 
with this. UO2 is the most studied oxide both experimentally and computationally and so is 
the perfect system to gauge the effectiveness of the chosen methodology. 
2.6 DFT Software and Calculation Details 
As described throughout this chapter, all of the simulations presented here use DFT code 
VASP [70]. VASP is written using Fortran and, in addition to the energy minimisation 
calculations presented here, offers a considerable range of alternative functionality (e.g. ab 
initio molecular dynamics, GW calculations etc.). Appendix A contains example INCAR, 
POSCAR and KPOINTS input files for a twelve atom UO2 calculation. The POSCAR file 
contains the lattice geometry and ionic positions and the KPOINTS file contains the k point 
coordinates and weights or mesh size for creating the grid. The INCAR is the central input 
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file for VASP, containing all of the information on the type of calculation and how to 
perform it, e.g. the type of minimisation algorithm or functional to use. All presented 
simulations were performed using the most recent (at the time of writing) version of VASP 
(5.3.5). 
The calculations were all carried out using the UK national high performance computing 
service (ARCHER), with some earlier work being conducted on its predecessor (HECToR). 
The service is provided by UoE HPCx Ltd, Cray Inc and NAG Ltd at the University of 
Edinburgh. Access to the facility was provided via our membership of the UK’s HPC 
Materials Chemistry Consortium, which is funded by EPSRC (EP/F067496 and 
EP/L000202). Test calculations were also carried out on the University of Bath’s Aquila 
HPC facility. 
To fully utilise multi-core architecture of the available HPC platforms and achieve the best 
efficiency parallelisation techniques have been employed. These include parallelisation and 
date distribution over bands (NPAR) and parallelisation over k-points (KPAR). NPAR is 
typically set to approximately √𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑒𝑠, with the best results varying slightly 
between systems. For KPAR the greatest efficiency is generally found for the highest 














3 Fluorite UO2 
UO2 is the most studied uranium oxide, with a considerable amount of experimental data in 
the literature, and thus is an ideal system to apply the chosen methodology and evaluate the 
performance of different functionals to identify the most suitable one for simulating the rest 
of the uranium oxides. Thus this chapter aims to compare the various functionals with 
experimental data. However, before discussing the results the relevant previous work will 
be reviewed. 
3.1 UO2 Background 
UO2 is by far the best characterised of the uranium oxides, with many experimental studies 
of its structural [20, 21, 31, 99-102], elastic [22, 103-105], vibrational [23, 106-109], 
magnetic [24, 71, 108, 110, 111] and electronic [25, 112-114] properties as well as defect 
chemistry [26, 29, 115, 116]. There are also a large variety of computational investigations 
using both potential based [27, 117-121] and ab initio techniques [28, 95, 97, 122-125]. 
UO2 maintains the cubic fluorite structure (10.97 gcm
-3, Fm3m, a=b=c=5.4682 Å [99]) 
(Figure 3.01(a)) over the entire temperature range up to its melting point of 3125 K. It is 
described in terms of a twelve atom unit cell containing four uranium atoms in face centred 
cubic positions and eight oxygen atoms, filling the tetrahedral sites. It exhibits a phase 
transition at high pressure to an orthorhombic cotunnite structure (11.46 gcm-3, Pnma 
a=7.62, b=4.53 and c=9.05 Å) (Figure 3.01(b)) that early measurements reported to occur 
over the 29 – 38 GPa range [126]. More recent experiments suggest a range of 40 – 69 GPa 
[20], while computational work predicts a transition at ~17 GPa for stoichiometric UO2 and 
~27 for UO2.03, suggesting the experimental samples may have been hyperstoichiometric 
[127]. The focus of the work described in this chapter is on the fluorite structure (hereafter 
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referred to simply as UO2) as the cotunnite polymorph is not observed under normal 
nuclear fuel cycle conditions. 
 
Figure 3.01 – Fm3m fluorite (a) and Pnma cotunnite (b) structures of UO2. Uranium atoms 
shown as grey spheres, oxygen shown as red. 
3.2 Structure and Stability 
A number of different functionals have been used to simulate the twelve atom UO2 unit 
cell. The predicted lattice parameters are presented in Table 3.01 along with data from 
experimental and computational work in the literature. All of the calculations use either 
ferromagnetic (FM) or simple antiferromagnetic (AFM) ordering aligned in the <010> (b) 
direction, however the effects of magnetism are explored in more depth in section 3.3. 
Of the GGA formulations used, PBEsol + U predicts lattice parameters closest in line with 
experiments. The rTPSS meta-GGA improves on this result, which is subsequently 
improved slightly by the PBE0 and HSE hybrid functionals. This order is expected, given 
the increasingly sophisticated level of theory associated with each calculation and generally 
acknowledged superior performance of meta-GGAs and hybrids. The predicted lattice 
parameters also compare very favourably with those of Gryaznov [95] and Prodan [125]. 
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Table 3.01 – Experimentally and computationally determined lattice parameters for UO2. AFM and FM refer to antiferromagnetism and 
ferromagnetism. Calculation time refers to the full structural minimisation. Energy is presented as formation energy per uranium ion+. 
Author Method 





Time (s) a Δ% b = c Δ% 
Desgranges [31] neutron diffraction‡ 5.468 - 5.468 - -11.25 [129] AFM - 
This Work 
PBE + U 5.503 0.64 5.568 1.83 -11.03 AFM 780 
PBE + U 5.535 1.23 5.535 1.23 -10.00 FM 481 
PBE 5.423 -0.83 5.410 -1.07 -12.62 AFM 793 
PBEsol + U 5.446 -0.40 5.505 0.68 -10.62 AFM 798 
rTPSS 5.477 0.16 5.546 1.40 - AFM 1987 
PBE0* 5.450 -0.33 5.450 -0.33 - FM 19534 
HSE* 5.443 -0.46 5.443 -0.46 - FM 22863 
Gryaznov [95] 
LSDA + U 5.418 -0.92 5.463 -0.10 - AFM - 
PW91 + U 5.511 0.78 5.562 1.72 - AFM - 
PBE + U 5.512 0.80 5.562 1.81 - AFM - 
Prodan [128] 
PBE0# 5.454 -0.26 5.454 -0.26 - AFM - 
HSE# 5.463 -0.10 5.463 -0.10 - AFM - 
‡ - neutron diffraction experiments were conducted at 293 K 
* - three atom primitive cell was used due to high computational expense and so FM magnetism was used, resulting in no tetragonal 
distortion. 
# - six atom unit cell was used. 




A notable artefact of the calculations is the tetragonal distortion observed in all of the AFM 
cells. This arises from the stacking of uranium layers with opposing magnetic moments that 
cause a weak attraction leading to a slight contraction of the lattice along the magnetisation 
axis (<010> (b) in this case). The phenomenon disappears in an FM calculation, where all 
magnetic moments align in the same direction. Prodan et al do not report this distortion, 
although they used a six atom unit cell (a 2 x 1 x 1 expansion of the primitive three atom 
cell) that is tetragonal in symmetry to begin with. 
The additional computational expense associated with higher levels of theory is clearly 
apparent from Table 3.01. All GGA calculations are relatively inexpensive to run, requiring 
under 800 seconds to minimise. This number is doubled going to the rTPSS meta-GGA, 
which is still manageable but rTPSS does not compute accurate energies and so is 
unfortunately unsuitable. Hybrid functionals are significantly more expensive, requiring 
around 20 times longer to converge than GGA calculations, and that is in the three atom 
primitive cell with FM ordering. Thus hybrids are not viable for performing the calculations 
in this work as some uranium oxides have in excess of 100 atoms in their unit cells. 
Although PBEsol + U predicts lattice parameters closer to experiment for UO2, PBE + U 
gives the best predicted formation energy (𝐸Form) compared to experiment. PBE (with no 
Hubbard coefficient) overestimates 𝐸Form by almost 1.5 eV, FM PBE + U underestimates 
by 0.22 eV and PBEsol + U underestimates by 0.63 eV. In addition, the PBE calculation 
results in two negative vibrational modes, as well as very high translational frequencies. As 
these could not be removed with small atomic displacements they indicate that the structure 
is unstable with this methodology. The PBE + U and PBEsol + U both have their strengths 
but on balance the PBE + U has been selected as the functional of choice, primarily due to 
its predicted 𝐸Form being closest to experiment [129]. As relative stabilities of all uranium 
oxides treated in this thesis are to be considered it is important to accurately capture the 
energetics of UO2. 
The 1.83 % overestimation of the lattice parameters may be larger than in the other 
calculations but it is still a very good overall structural representation. This is illustrated in 
Figure 3.02, which shows the neutron diffraction patterns for the PBE + U predicted and 
experimental UO2 structures. The peaks from the simulated structure are shifted to slightly 
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lower 2θ, indicative of slight overestimation of lattice parameters that becomes more 
apparent with increasing 2θ. The other functionals will continue to be presented for the 
remainder of this chapter to demonstrate their capabilities at predicting other properties. 
 
Figure 3.02 – Predicted and experimental [31] UO2 neutron diffraction patterns. 
3.3 Non-collinear Magnetism and Spin-orbit Coupling 
The PBE + U model of UO2 established in section 3.2 gave a good structural and energetic 
description of the system. This employed a 1k (i.e. one dimensional) collinear (CL) AFM 
magnetic ordering (Figure 3.03), however the real magnetic structure differs from this and 
has been the subject of much investigation over the years. In the late 60s Allen reported a 
1k CL magnetic structure (with accompanying one dimensional Jahn-Teller (J-T) distortion 
of the oxygen sub-lattice) [111]. This paved the way for the proposal of non-collinear 
(NCL) magnetic orderings in UO2. In a CL magnetic structure all magnetic moments align 
in a particular direction (magnetisation axis) whereas in NCL systems there is greater 




Figure 3.03 – 1k collinear and 2k and 3k non-collinear magnetic orderings in fluorite UO2 
[130]. The lower diagrams illustrate the 1D, 2D and 3D oxygen sublattice distortions 
associated with each structure. Uranium ions in blue and oxygen in red. 
The magnetic ground state was later revised to NCL 2k [110] and subsequently 3k with 
three dimensional (3D) J-T distortion of the oxygen sublattice and magnetic moment of 
1.74 μB [24, 101, 131]. In the 2k and 3k structures, magnetic moments align in <110> 
directions and <111> directions respectively. The J-T distortion is small, only 0.014 Å, 
however as the calculations show, this is significant enough to affect the stability relative to 
other magnetic orderings and sublattice distortions. Above 30.8 K UO2 is reported to 
display paramagnetism [21, 71, 132], although as the methodology applied here is limited 
to 0 K paramagnetism in UO2 has not been considered. DFT simulations involving 
paramagnetism in UO2 have begun to emerge recently [133], employing a model for 
paramagnetism known as disordered local moments that involves randomly orientated 
magnetic moments (not dissimilar from the NCL method used here) [134]. 
Spin-orbit coupling (SOC) describes the interaction between an electron’s spin and the 
magnetic field it generates by orbiting the nucleus. In many systems SOC effects are 
negligible, however they typically become more important with the presence of heavier (d- 
and f-element) nuclei as the magnetic field is stronger and so larger interactions are 
generated. Therefore it is important to establish the influence of SOC in UO2. In VASP, 
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SOC is applied automatically with NCL magnetism and is included in all the NCL 
calculations presented in Table 3.02. 
Table 3.02 – Comparison of different magnetic structures in UO2 calculated using 
PBE + U. The total uranium magnetic moment is given in each case, calculated from a 
single component in 1k, two components in 2k and three components in 3k ordering. The 
distortion type refers to the number of dimensions the oxygen sublattice is distorted in. 






Lattice Parameter (Å) 
μB 
Energy 
(eV) a Δ% b = c Δ% 
3D 3k 5.468 - 5.468 - 1.74 - 
None 
CL AFM 5.503 0.64 5.568 1.83 1.99 0.000 
1k 5.545 1.41 5.547 1.44 1.56 -3.112 
2k 5.548 1.47 5.547 1.44 1.54 -3.116 
3k 5.546 1.42 5.546 1.42 1.54 -3.113 
1D 
1k 5.542 1.34 5.549 1.47 1.56 -3.112 
2k 5.553 1.55 5.543 1.38 1.54 -3.116 
3k 5.547 1.44 5.546 1.43 1.54 -3.117 
2D 
1k 5.543 1.37 5.550 1.49 1.56 -3.116 
2k 5.551 1.51 5.545 1.40 1.54 -3.116 
3k 5.546 1.42 5.547 1.43 1.54 -3.113 
3D 
1k 5.543 1.37 5.550 1.50 1.56 -3.116 
2k 5.553 1.55 5.544 1.38 1.54 -3.116 
3k 5.546 1.43 5.546 1.43 1.54 -3.117 
The first major observation from the results is the significantly reduced magnetic moments 
in the NCL calculations compared to CL. This reportedly arises from the inclusion of SOC 
rather than NCL magnetism, as the interaction between spin and orbital moments serves to 
dampen the overall magnetic moment [122], reducing it to around 1.55 μB. This is an 
underestimate compared to the experimental value (1.74 μB), although not quite as 
significant as the overestimate of CL calculations. 
It was established in section 3.2 that a CL AFM ordering produces a tetragonal distortion of 
the lattice along the magnetisation axis. The NCL calculation results give a more detailed 
impression of the effects of magnetism on unit cell distortions. All calculations feature 
reduced tetragonal distortions compared to the CL case, however the effect is clearly 
greatest for the 3k magnetic orderings. In two of these simulations, those with no and 3D 
sublattice distortions, there is no distortion of the unit cell at all and in the other two 
calculations (1D and 2D oxygen sublattice distortions) tetragonal distortion is only by 
0.001 Å. This behaviour originates from the spatial orientation of the magnetic moments 
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and magnetisation axes in the various structures. In the 3k magnetic orderings there is no 
overall magnetisation component in x, y or z directions, the moments align along <111> 
directions, and so have equal contributions in each direction. The small deviations from 
cubic in the 1D and 2D oxygen distortion calculations with 3k ordering most likely arise 
from the small change in symmetry introduced by shifting the oxygen atoms in <100> or 
<110> directions. There is no such change when there is no sublattice distortion present or 
indeed with a 3D sublattice distortion with <111> displaced oxygen ions and consequently 
no distortion is found. Looking at the 1k and 2k magnetic orderings the smallest tetragonal 
distortions are found when there is no or a 3D oxygen sublattice distortion (as with the 3k 
ordering) and the largest are observed for a 2D sublattice distortion. 
All of the NCL calculations show a significant stabilization (approximately 3 eV/U) 
compared to the CL AFM system. The variation in energy between the different magnetic 
structures though is very small, only 0.005 eV, indicating that most of the stabilisation 
arises from the inclusion of SOC rather than NCL magnetism or J-T distortions. The two 
most stable arrangements are 3k magnetic ordering with 1D and 3D oxygen sublattice 
distortions; 1k magnetic structures are generally least stable although with a 2D oxygen 
distortion 3k magnetic ordering becomes least stable.  
The NCL calculations took an average of 8500 seconds to converge, around ten times 
longer than a CL PBE + U calculation. Although this is acceptable for a twelve atom UO2 
unit cell it will not scale well with the larger unit cells of some of the higher uranium oxides 
(128 atoms for γ-UO3). Taking into account the tiny energy variations between competing 
magnetic structures and the fact that SOC shifts the energy by a constant amount in UO2 
(-3.1 eV/U) it has been decided that SOC will be excluded from the remainder of the 
calculations to allow consistent methodology to be applied to all of the oxides under 
investigation. However, other properties from the NCL simulations with the lowest energy 
will be discussed in this chapter to provide more detail. 
3.4 Elastic Properties 
As (experimentally at least) UO2 is a high symmetry cubic structure there are only three 
unique elastic constants (C11, C12 and C44), which are well established, with numerous 
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experimental studies over the years. Table 3.03 summarises experimental and 
computational data from the literature as well as this thesis. Details of calculations of the 
bulk modulus can be found in section 2.4.1. 
Table 3.03 – Predicted and measured elastic constants and bulk modulus of UO2 from the 
literature and present work. All theoretical work uses a CL AFM magnetic structure and 
only the independent elastic constants for a cubic unit cell are included. 
 Author Method 
Elastic Constants (GPa) B 
(GPa) 
Δ% 
C11 C12 C44 
Exp. 
Fritz [22] Ultrasonic pulse-superposition 389.3 118.7 59.7 208.9 - 
Clausen [105] Inelastic neutron scattering 395.0 120.0 63.0 212.0 - 
Brandt [104] Ultrasonic attenuation 396.0 121.0 64.0 213.0 - 
Calc. 
Gryaznov [95] 
LSDA + U - - - 196.0 -7.24 
PW91 + U - - - 183.0 -13.39 
PBE + U - - - 180.0 -14.81 
Dorado [135] PBE + U 382.0 130.0 54.0 214.0 1.28 
Devey [28] PW91 + U 361.2 114.7 63.9 197.0 -6.77 
Prodan [128] 
PBE0 - - - 219.0 3.64 
HSE - - - 218.0 3.17 
This Work 
PBE + U  409.1 118.1 62.0 215.1 1.80 
PBEsol + U  340.8 149.3 103.5 213.1 0.85 
PBE  377.6 114.8 70.0 202.4 4.21 
rTPSS 389.7 119.4 68.8 209.5 -0.85 
Different experimental methods have been used to measure the elastic constants of UO2 and 
show good agreement with each other. The DFT calculations also generally show good 
agreement with experiment, with the best performance found for the rTPSS (-0.85 %) 
functional. The PBE + U also performed very well in the calculations from this work 
(+1.80 %) and Dorado et al [135] (+1.28 %). Gryaznov et al [95] underestimate the bulk 
modulus by around 7 – 14 %, particularly in the GGA calculations, in contrast to the others. 
They used a slightly larger effective Hubbard U parameter of 4.1 eV and calculated the 
bulk modulus via fitting to a Birch-Murnaghan equation of state. The PW91 functional 
employed by Devey also leads to an underestimation of the bulk modulus (-6.77 %), arising 
from an underestimation of C11 [28]. In this study an effective Hubbard U parameter of 4 
eV was employed and the bulk modulus also calculated via fitting to a Birch-Murnaghan 
equation of state. 
The dependence of the bulk modulus on C11 and C12 means that inaccuracies in the 
individual elastic constants can lead to a misleadingly accurate bulk modulus. The best 
example of this is in the PBEsol + U calculation, where C11 is underestimated (-13.38 %) 
and C12 is overestimated (24.52 %), by half as much as C11, and so a false accurate result is 
57 
 
found for the bulk modulus (+0.85 %) (due to the 2:1 ratio described in Equation 2.38). So 
it is apparent that, without the individual elastic constants, it is difficult to comment on the 
accuracy of a theoretical result for the bulk modulus. In contrast, the PBE + U calculated 
bulk modulus from this work is very close to the equivalent calculation in the literature and 
gives a good representation of the individual elastic constants compared to experiments and 
other calculations. 
3.5 Electronic Properties 
A further important concern is the calculation of density of states (DOS) and band gap of 
UO2, which are both well characterised experimentally. Baer and Schoenes used XPS and 
Bremsstrahlung isochromat spectroscopy (BIS) measurements to determine an electronic 
band gap of 2.17 eV [25]. This value has subsequently been confirmed and UO2 has been 
identified as a Mott-Hubbard insulator, i.e. the valence and conductance bands are both 
composed of uranium states (in this case 5f) [112]. Table 3.04 shows the predicted band 
gap using a number of functionals and Figure 3.04 shows the PBE + U predicted DOS for 
CL AFM UO2. 
 
Figure 3.04 – Predicted DOS for AFM UO2, only states that make significant contributions 
have been included. The spin down channel has been omitted from this diagram as it is 
identical to the spin up channel. The energy of the highest occupied state was set to zero eV 
(i.e. E = E - Ef). 
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Inspection of Table 3.04 reveals that an AFM structure is required in order to effectively 
reproduce the experimentally determined band gap (-10.60 %). Including SOC and NCL 
magnetism improves the predicted band gap (-2.30 %) but oxygen sublattice distortions do 
not affect it. The FM HSE result from this work is close to experiment (+1.38 %) because 
the amount of HF exchange (40 %) was tuned to best reproduce the structure and band gap. 
Accurate band gap prediction also requires at least the GGA level of theory, demonstrated 
by the LSDA result of Gryaznov [95] which underestimates it by 19.35 %. GGA and meta-
GGA calculations reproduce the band gap most effectively overall (rTPSS result is equal to 
experiment), although the HF mixing ratio in the HSE functional can be varied to improve 
the electronic description. 
Table 3.04 – Calculated and experimentally determined band gaps of UO2. All theoretical 
values are for twelve atom CL AFM systems unless otherwise specified. 
 Author Method Band Gap (eV) 
Experimental 
Baer [25] XPS/BIS 2.17 
Yu [112] X-ray Absorption Spectroscopy 2.10 
Theoretical 
Gryaznov [95] 
LSDA + U 1.75 
PW91 + U 1.94 
PBE + U 1.94 
Dorado [135] PBE + U 2.10 





PBE + U  1.94 
PBE + U (FM) 0.92 
PBE + U (NCL 1k) 2.19 
PBE + U (NCL 2k) 2.25 
PBE + U (NCL 3k) 2.12 
PBE 2.74 
PBEsol + U 1.81 
rTPSS 2.17 
PBE0 (three atom FM cell) 1.32 
HSE (three atom FM cell) 2.20 
Only AFM orders have been included in Figure 3.04 as in FM arrangements the spin up and 
spin down channels differ significantly and the overall electronic structure is poorly 
represented. The f-f Mott-Hubbard insulating behaviour is well reproduced in both the 
PBE + U and rTPSS calculations, however the PBE (with no Hubbard coefficient) predicts 
the top of the valence band to be composed of O 2p states and the Fermi level to be in the 
middle of the conduction band. All calculations predict relatively minor contributions from 
U 6d states to the conduction band, although they are more significant to the lower valence 
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band, particularly in the rTPSS calculation. Although the rTPSS band gap is more accurate 
than the PBE + U, the predicted electronic structures are extremely similar so it is not 
necessary to use meta-GGAs to analyse electronic properties. 
3.6 Isolated Point Defect Clusters 
In an oxygen rich atmosphere oxygen is readily transferred from the ambient gas phase into 
the UO2 lattice. This process leads to the creation of intrinsic point defects in the form of 
oxygen interstitials during reactor operation and long term fuel storage [30]. In this section 
four basic types of point defect are considered: oxygen interstitial (Oi), oxygen vacancy 
(VO), uranium interstitial (Ui) and uranium vacancy (VU); the interstitial ions are placed at 
the centre of oxygen sublattice cubes (known as the octahedral site due to the arrangement 
of six uranium ions around it). There are a variety defects not considered here, notably 
divacancies, trivacancies and clusters. The main interest here is oxidation of UO2, as this is 
the major process associated with the material in the nuclear fuel cycle and so although 
hypostoichiometric UO2 is beyond the scope of the present work, VO and Ui are also 
simulated. Conversely Oi defect clusters are an integral part of the oxidation process and 
are discussed extensively in Chapter 4. All point defects are modelled as charge neutral 
clusters, that is to say the simulation cell has no net charge, and so charge compensation 
occurs via oxidation or reduction of the uranium ions. This is in contrast to the potential 
models presented for comparison which use the Mott-Littleton approximation to simulate a 
larger region centred on the defect [136]. Thus in the potential models the defects are 
essentially at infinite dilution whilst in the quantum mechanical supercell calculations there 
is a significant change in stoichiometry associated with the introduction of defects. 
Therefore the different types of point defect, as considered in this work, are expected to 
































∙ + 𝑈(𝑠)      Equation 3.04 
Computational results from the literature show that Oi are the most energetically favourable 
point defects, the only type with a negative formation energy [8, 90, 137, 138, 120, 147] 
(Table 3.05). Point defects are considerably harder to study experimentally, the leading 
study in this area comes from Matzke, who used diffusion experiments to determine 
formation energies for Frenkel pairs and Schottky defects in UO2, finding O Frenkel to be 
most favourable [139]. 
Schottky and Frenkel defects are comprised of a number of individual point defects and 
provide a convenient means of comparing defect properties between theory and experiment. 


















′′′′        Equation 3.07 
Thus a Frenkel pair occurs when an ion, cation or anion, is displaced from its lattice site, 
resulting in a vacancy-interstitial pair. A Schottky defect involves a formula unit being 
removed from the bulk, leaving a set of vacancies. In the present work Schottky and 
Frenkel defects have not been modelled explicitly, their energies have been calculated from 
summing the appropriate individual point defect clusters. 
Table 3.05 summarises predicted defect energies and compares them with experimental 
results for Schottky and Frenkel defects while Figure 3.05 shows the point defects in the 
UO2 supercell. All point defect calculations were performed in a 96 atom UO2 supercell. 
Full details of how defect formation energies are calculated can be found in section 2.4.4. 
Note that here point defects are considered to be charge neutral this is the same with all 
DFT methods shown in Table 3.05 except Crocombette et al, who simulate charged defects. 
The EM based results all consider defects at infinite dilution, using either shell or partial 




Table 3.05 – Predicted and experimentally determined defect formation energies (relative to pure bulk UO2) (see section 2.4.4 for details of 
how formation energy is calculated). All calculations use DFT in a 96 atom cell with full relaxation of all internal parameters, constant 
pressure and a 400 eV plane wave energy cut-off unless otherwise specified. FP refers to Frenkel pair, Sch refers to Schottky defects. All 
energies presented are per defect, i.e. the total energy divided by two for FPs and total energy divided by three for Schottky energies. 
Author Method 
Defect Formation Energy (eV) 
Comments 
Oi VO Ui VU O-FP U-FP Sch 
DFT 
Matzke [139] Experiment - - - - 1.50-2.00 4.80 2.00-2.30 - 
Gupta [137] 
PW91 + U -1.60 5.60 8.20 6.00 2.00 7.10 5.70 
Constant volume 
PW91 -2.50 6.10 6.00 4.00 1.80 5.00 5.40 
Geng [90] LSDA + U -2.20 7.50 8.20 9.10 2.70 8.70 8.00 500 eV cut-off 
Iwasawa [138] PBE + U -0.44 4.46 4.70 8.45 2.01 6.58 5.79 - 
Freyss [140] GGA -2.50 6.10 7.00 4.80 1.80 6.30 5.80 24 atom unit cell 
Yu [141] PBE + U -2.44 5.06 4.67 2.30 1.31 3.49 4.14 500 eV/const. vol. 
Dorado [142] PBE + U 0.10 5.67 - - 2.89 - - 500 eV cut-off 
Andersson [143] LSDA + U -0.50 3.84 - - 2.17 - 7.88 144 atom cell/500 eV 
Crocombette [144] PBE + U -1.40 5.60 - -4.70 2.10 - 2.20 
544 eV/const. 
vol/charged defects 
This Work PBE + U -1.76 5.77 4.13 7.75 2.00 5.94 6.43 - 
Interatomic Potentials 
Williams [145] EM - - - - 1.70 5.20 1.70 Partial charge model 
Morelon [146] EM - - - - 1.59 6.30 2.23 Partial charge model 
Jackson [147] EM - - - - 2.38 9.70 2.45 Partial charge model 
Catlow [120] EM - - - - 2.70 9.27 3.45 Shell model 




As expected, the PBE + U calculations predicted an Oi to be the most favourable point 
defect in UO2. The order of defect stability, however, is not the same for every study in the 
literature. Consistency is found for the Schottky and Frenkel defects though, with almost 
every study (including experiment) finding oxygen Frenkel pairs to be most favourable, 
followed by Schottky defects and then uranium Frenkel pairs. Agreement with the absolute 
formation energies from Matzke is generally good, although the energy associated with 
uranium Frenkel pair and Schottky defect formation is overestimated in almost every case. 
The predicted oxygen Frenkel pair formation energy from this work shows very good 
agreement with experiment, sitting comfortably within the reported ranges. 
 
Figure 3.05 – Point defects in UO2 supercells: (a) oxygen interstitial, (b) uranium 
interstitial, (c) oxygen vacancy and (d) uranium vacancy. U4+ are shown in grey, U5+ are 
shown in green, reduced uranium in orange, interstitial uranium in pink, uranium vacancies 




The uranium Frenkel pair formation energy is overestimated but the result agrees well with 
the other DFT studies [137, 138, 144]. The potential based studies only present composite 
defect energies as they all use a charged model. Good agreement is generally found with 
experiment, with improved Schottky energies over the DFT calculations but comparable 
oxygen and uranium Frenkel pair energies. It should be noted that the partial charge models 
use a rigid ion, and so lack ionic polarisability, however the simulations of Williams still 
give the best overall agreement with experiment [145]. 
These point defects in a 96 atom UO2 cell produce a change in stoichiometry to 1.94 (Ui), 
1.97 (VO), 2.03 (Oi) and 2.06 (Ui). Incorporation of point defect clusters is accompanied by 
local relaxation of the surrounding atoms, as well as smaller effects to the unit cell as a 
whole. The largest local distortion was found for the uranium vacancy, where the 
surrounding oxygen atoms (comprising a single sublattice cube) shift outwards by 0.270 Å 
along <111> directions. Uranium vacancy formation is accompanied by the surrounding 
uranium atoms (forming an octahedron) relaxing outwards along <100>, <010> or <001> 
directions by 0.215 Å. Oxygen point defects have less impact on the surrounding lattice: the 
VO leads to inwards relaxation of the surrounding oxygen octahedron (<100>, <010> and 
<001>) by 0.102 Å and the Oi displaces the encompassing oxygen sublattice cube outwards 
by 0.136 Å (<111> directions). Considering the entire unit cell, it would be expected that 
interstitial atoms lead to expansion of the lattice and vacancies to its contraction. This holds 
true with the oxygen defects, an Oi gives a 0.09 % expansion and VO a 0.29 % contraction 
of the simulation cell, however it is reversed for the uranium defects, Ui gives a 2.12 % 
contraction and VU a 0.52 % expansion of the simulation cell. In order to understand this 
behaviour it is necessary to consider the charge compensation schemes in each defective 
system, i.e. the oxidation and reduction of the surrounding uranium atoms. 
Introduction or removal of species from the UO2 lattice will result in oxidation or reduction 
of uranium atoms, as there are multiple valence states available. Figure 3.05 displays the 
relaxed structures for each point defect system with accompanying uranium oxidation or 
reduction. In the case of an Oi two lattice uranium ions, one nearest neighbour and one next 
nearest neighbour, are oxidised to U5+. A VU behaves in a similar way, except the greater 
charge of this defect results in oxidation of four uranium ions to U5+, two nearest 
neighbours and two next nearest neighbours. A slightly different picture is found for VO 
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and Ui, rather than reduction to formal U
3+ charges the charge is delocalised evenly across 
the nearest neighbour uranium ions to the defect: for VO this is a tetrahedron (four ions) and 
for Ui this is an octahedron (six ions). This shows a resistance to reduction which fits with 
experiments that found the greatest extent of hypostoichiometry to be UO1.98 [149]. As the 
Ui and VO introduced here correspond to stoichiometries of 1.94 and 1.97 respectively it is 
possible that the defect is not dilute enough for U3+ to form as the compensating species. 
Additionally UO2 is the lowest known oxide of uranium, there are no reports of U2O3 
synthesis, although Pu2O3 is a stable oxide [150, 151], thus suggesting that U
3+ is not a 
favourable species in oxides. The effect persists even when atoms are displaced to 
encourage stabilisation of U3+ or atom size is varied. Charge compensation schemes are not 
discussed in most of the computational work in the literature. Geng reports delocalised 
charge for all types of point defect using the LSDA + U [90]. Their reduced uranium ions 
compensating their Ui defect are distributed identically to in this thesis (six nearest 
neighbours, forming an octahedron) however they report three nearest neighbours and a 
single next nearest neighbour for the oxidised uranium ions accompanying VU. Dorado et al 
report similar results to those found here for Oi, formation of two U
5+, although both next 
nearest neighbours. However they find two nearest neighbour uranium ions are reduced to 
U3+ when an VO is present, in contrast to the results presented here [152]. 
3.7 Conclusions 
Fluorite-structured UO2 is an excellent system to assess the suitability of different 
functionals for simulating uranium oxides as there is a wealth of experimental data to 
compare with. Functionals from the GGA, meta-GGA and hybrid levels of theory were 
successfully employed to examine the structural, energetic, elastic, electronic and defect 
properties.  
Hybrids were quickly abandoned due to their significant computational expense compared 
to the others. The rTPSS meta-GGA, although accurately computing physical and 
electronic properties, was also ruled out as it cannot precisely calculate energies. The PBE 
GGA functional was selected to carry out the bulk of the work in this thesis as it predicts 
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the most accurate energies and performs well for all of the other calculated properties, 
including point defects. 
The Hubbard coefficient (U) and CL AFM ordering are required to accurately reproduce 
the electronic properties. SOC and NCL magnetism can also be employed to slightly 
improve the predicted band gap but are not necessary for an adequate description of the 
system. SOC serves to shift the energy by a constant amount (~3.1 eV/U) and the 
difference in stability of the various NCL orderings is as little as 0.005 eV. 
Thus the PBE + U methodology evaluated in this chapter will be applied to the rest of the 
uranium oxides in this thesis to allow for direct comparison of results. It provides a good 
description of the UO2 structure, although there is a slight tetragonal distortion which is 
inherent to simulating AFM structures with DFT. The elastic constants and bulk modulus 
were also well reproduced using PBE + U, giving the best overall agreement with 
experiments. The band gap is underestimated slightly by CL AFM PBE + U, however the 
Mott-Hubbard insulating state is well reproduced and the improvement in band gap using 
NCL magnetism does not appear to affect the relative stability to a significant extent and 
hence does not justify the additional computational expense. Defects were only examined 
using PBE + U, as they are more expensive calculations, however the results compare well 
with experimental and computational (both DFT and potential based) results from the 
literature. The defect chemistry of UO2 is both extensive and complex, thus in the following 












4 Fluorite UO2+x 
UO2 is particularly susceptible to oxidation and displays considerable hyperstoichiometry 
whilst still retaining a fluorite based structure. Defect clusters are a long acknowledged 
phenomenon in fluorite UO2, with the closely related U4O9 phase being identified as early 
as the late 1940s [153] and models for the geometry of defect clusters emerging in the early 
1960s [154] and developing into the 1970s [120, 155, 156]. Since then there has been 
considerable debate surrounding the types of oxygen defect cluster present in the fluorite-
based oxides, which has only started to be resolved relatively recently. This chapter 
examines oxygen defect cluster stability in UO2+x; from isolated clusters of oxygen 
interstitials in the 0.063 < x < 0.13 region, to arrangements of multiple defect clusters at 
UO2.25 (U4O9) and UO2.33 (U3O7) stoichiometries. All of the calculations use 1k 
antiferromagnetic ordering, a plane wave cut off energy of 400 eV, k point density of 0.1 k 
points/Å3 and the same PBE + U coefficients as previous calculations (U = 4.5, J = 0.54).  
4.1 Isolated Defect Clusters 
First to be discussed are defect cluster models for the composition range UO2.063 – UO2.156, 
simulations of each cluster are presented and the energetically most stable identified. 
4.1.1 Defect Cluster Literature Review 
The first structural investigations of UO2+x came from Willis, who used neutron diffraction 
to identify two oxygen interstitial sites which were distinct from the octahedral site at the 
centre of oxygen sublattice cubes. Each is displaced by approximately 1 Å from an 
octahedral site; O’ in <110> direction and O” along a <111> direction [154]. These 
experiments were later refined, determining precise ratios of O’ to O’’ and identifying the 
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presence of neighbouring oxygen vacancies to form a cluster of oxygen based defects 
[157]. These defect structures have since become known as Willis clusters with this original 
configuration labelled the 2:2:2 cluster, so named for its two O’, two VO and two O”, in that 
order (Figure 4.01 (c)). There are only two excess oxygen ions present in the cluster (O’), 
the O” form as the O’ displace them from lattice sites, creating two VO in the process. 
Cheetham then extended defect cluster models in fluorite type structures, using neutron 
diffraction to identify 1:2:2 (one O’, two VO and two O’’) (Figure 4.01 (a)) and 4:3:2 (four 
O’, three VO and two O’’) clusters (Figure 4.01 (b)) in CaF2 [158]. 
 
Figure 4.01 – Oxygen defect clusters in UO2: (a) 1:2:2 Willis, (b) 4:3:2 Willis, (c) 2:2:2 
Willis and (d) split di-interstitial. Uranium atoms are shown in grey, lattice oxygen in red, 
interstitial oxygen in blue and oxygen vacancies in yellow. Bonds have been drawn to 
emphasise cluster geometries. 
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The experimental measurements were followed by theoretical work from Catlow, initially 
in his PhD thesis using potential based calculations to examine defect structures in fluorite 
crystals (including UO2) [155] and later in a comprehensive study of point defects and 
defect clusters in UO2 [120]. The simulations predicted the 2:2:2, 1:2:2 and 4:3:2 clusters 
are all stable in UO2 and proposed a clustering model for U4O9 based on arrangements of 
4:3:2 clusters. The construction of Willis type clusters allows for many different 
combinations with varying amounts of VO and O’ but always having an O” interstitial at 
each end. More recently the 2:2:2 cluster has been assessed using DFT and found to be 
unstable, relaxing to a split di-interstitial cluster (Figure 4.01 (d)) [96, 118, 159, 160]. 
 
Figure 4.02 – Oxygen defect clusters in UO2: (a) cuboctahedral (12), (b) cuboctahedral 
(13), (c) split tri-interstitial and (d) split quad-interstitial. Uranium atoms are shown in grey, 
lattice oxygen in red, interstitial oxygen in blue and oxygen vacancies in yellow. Bonds 
have been drawn to emphasise cluster geometries. 
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After the discovery of Willis clusters a new defect cluster arrangement was proposed, again 
in CaF2, known as the cuboctahedral cluster (COT-12) [161]. The cluster consists of a 
vacant anion sublattice cube that has been replaced with a cuboctahedral cage-like 
structure, giving a total of four excess anions. It can also be considered as four anion 
interstitials placed half way between the top and bottom layers of an existing anion cube 
and subsequently displacing the cube outwards from the lattice sites along <110> directions 
(Figure 4.02 (a))). Bevan later performed neutron diffraction experiments on fluorite 
uranium oxides, identifying the cuboctahedral cluster, although proposing an additional 
oxygen ion at the centre of the structure (COT-13) (Figure 4.02 (b)) [162]. Subsequent 
neutron diffraction work [31] and DFT studies [32, 159, 163] have also attested to the 
stability of COT clusters, although presence or absence of the central Oi is still under 
debate. 
Finally, the split interstitial group of defect clusters have emerged from theoretical work as 
stable in UO2, presenting another viable clustering scheme. The first of these to be 
identified was the split di-interstitial cluster (𝐼2
𝑥), mentioned above as the species formed on 
relaxation of a 2:2:2 Willis cluster [96, 118, 159, 160]. A 𝐼2
𝑥 cluster consists of a central VO 
with three Oi displaced approximately 1.6 Å in <111> directions, making an equilateral 
triangle whose centre is also in a <111> direction from the VO (Figure 4.01 (d)). More 
recent DFT work has suggested that the 2:2:2 Willis cluster is actually a transition state 
between two 𝐼2
𝑥 clusters [164]. Ensuing the 𝐼2
𝑥 cluster a split tri-interstitial cluster (𝐼3
𝑥) has 
been reported (Figure 4.02 (c)) which is a 𝐼2
𝑥 cluster with the fourth <111>  site occupied by 
an Oi, giving a total of four Oi and one VO [90]. Geng et al predicted a 4:3:2 Willis cluster 
relaxes to a 𝐼3
𝑥, similarly to the 2:2:2 Willis relaxing to a 𝐼2
𝑥 cluster [160]. In the same paper 
they report the 1:2:2 cluster relaxes to a point oxygen interstitial, occupying the octahedral 
site, and so finding no isolated Willis-type clusters to be stable. Completing the split 
interstitial class of defects, the split quad-interstitial cluster (𝐼4
𝑥) was identified with DFT 
(Figure 4.02 (d)), consisting of two 𝐼2




4.1.2 Stability of Isolated Defect Clusters 
The use of computational techniques allows for straightforward calculation and comparison 
of relative stabilities, however, there is currently still debate in the literature over the most 
stable isolated defect clusters. Using the LSDA + U Geng et al predict split interstitial type 
clusters to be more stable than cuboctaheral clusters (both COT-12 and COT-13), with 𝐼2
𝑥 
most stable overall [90]. In contrast Andersson et al predict the 𝐼4
𝑥 cluster to be most stable, 
followed by COT-13 and 𝐼2
𝑥 [98], also using the LSDA + U. Both of these research groups 
find the isolated 2:2:2 Willis cluster to be unstable with respect to the 𝐼2
𝑥 cluster. Hence it 
still remains for all types of cluster to be simulated using a single technique to compare 
their energies, the occurrence and distribution of U5+ and U6+ ions as well as the 
relationships of the clusters with other fluorite based phases of UO2+x. 
Table 4.01 contains the predicted formation energies of isolated defect clusters in a 96 atom 
UO2 cell from this work and the literature. The formation energy is calculated by 
subtracting the total energy for pure UO2 and the energy E(
𝑛
2
𝑂2(𝑔)) (where n is the number 
of additional oxygen atoms in the lattice) from the total energy for the defective phase 
(details in section 2.4.4). The results are presented alongside those from the literature, 
which use LSDA + U calculations. Figure 4.03 shows the relaxed defect structures in UO2, 
along with the uranium charge compensation schemes. 
Table 4.01 – Predicted formation energies per excess Oi of isolated defect clusters (see 
section 2.4.4 for details of formation energy calculation). Δ % refers to the change in cell 




This Work Geng [160, 163] Andersson [98, 165] 
PBE + U LSDA + U LSDA + U 
Eform (eV) Δ % Eform (eV) Δ % Eform (eV) Δ % 
COT-12 2.125 0.66 -0.52 0.32 -1.80 -0.14 - - 
COT-13 2.156 0.62 -0.68 -0.85 -2.48 -1.61 -2.46 - 
𝑰𝟒
𝒙
 2.125 0.33 -0.55 -0.53 - - -2.60 - 
𝑰𝟐
𝒙
 2.063 0.33 -1.06 0.00 -2.65 -0.21 -2.34 - 
𝑰𝟑
𝒙




Figure 4.03 – Relaxed oxygen defect clusters in UO2: (a) cuboctahedral (12), (b) 
cuboctahedral (13), (c) split di-interstitial, (d) split tri-interstitial and (f) split quad-
interstitial. U4+ are shown in grey, U5+ are shown in green, lattice oxygen in red, interstitial 
oxygen in blue and oxygen vacancies in yellow. Bonds have been drawn to emphasise 
cluster geometries. 
The PBE + U calculations find the order of stability to be: 𝐼2
𝑥 > 𝐼3
𝑥 > COT-13 > 𝐼4
𝑥 > COT-
12; this follows the order of stoichiometry from lowest to highest, with the exception of 
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COT-13. Unfortunately, there is incomplete literature data to compare with, however the 
predicted order of stability agrees with the available data from Geng [160, 163]. The order 
of stability predicted by Andersson is in reverse compared to the other results [98, 165]. A 
possible explanation is Andersson kept the volume fixed at the UO2 cell size whereas in the 
PBE + U and Geng’s calculations full relaxation of the ions and cells were permitted. In 
section 3.1.6 it was established that Oi have a more negative formation energy than VO, 
however the VO:Oi ratio in defect clusters does not show an obvious relationship with 
relative stability. 
The results using PBE + U show that charge compensation occurs entirely by oxidation to 
U5+ in a mixture of nearest neighbour and next nearest neighbour sites and no U6+ is 
calculated. This behaviour is mirrored in the results of Andersson but Geng predicts the 
charge is spread over more uranium sites with U4.5+ charge. It is possible that Geng et al 
have located meta-stable states as there are no experimental reports of delocalised charges 
in uranium oxides, or indeed in any other DFT studies. 
The COT-13 cluster is predicted to be energetically more stable than the COT-12, 
behaviour which must arise from the presence of the additional Oi at its centre, as this is the 
only distinguishing feature. Examining Figure 4.03 (a) and (b), both clusters exert fairly 
minimal distortion to the surrounding uranium sublattice. Slightly more distortion is 
observed for the oxygen sublattice, as the ions are pushed outwards from the COT cluster 
(in keeping with the literature results) although it is more significant with the COT-13, 
which is also slightly more distorted from a perfect cuboctahedron itself. In both cases the 
nearest neighbour uranium ions in front of all six square faces of the cuboctahedron are 
oxidised to U5+ as well as two next nearest neighbour uranium ions for COT-12 and three 
for COT-13. The final COT-13 U5+ is a nearest neighbour ion in front of a triangular face, 
which causes the central Oi to shift off centre in a <111> direction towards it, as well as 
making this triangular face the most distorted of the cluster. The distortion of the 
cuboctahedron is therefore linked to the nearest neighbour charge distribution, while an 
insignificant distortion is found for the COT-12 cluster because of its symmetrical U5+ 
environment surrounding it. Andersson et al predict the same arrangement of U5+ ions 
adjacent to the square faces of the COT-13 cluster, however the remaining U5+ are all next 
nearest neighbours [165]. It is unclear precisely which sites are oxidised in Geng et al’s 
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simulations, although from the description it appears to be a mixture of nearest neighbour 
and next nearest neighbour sites, but with delocalised charge. 
The generally greater stability of the 𝐼2
𝑥 cluster compared to the other split interstitials most 
likely arises from the smaller local distortion of the oxygen sublattice and the symmetric 
distribution of compensating U5+ ions. The three nearest neighbour oxygen ions in front of 
the triangular cluster are pushed outwards slightly from their lattice sites (Figure 4.03 (c)), 
compared to six for the 𝐼3
𝑥 cluster, in an octahedral distribution (Figure 4.03 (d)), and ten 
for the 𝐼4
𝑥 cluster, in two octahedra centred on the dual vacancies (Figure 4.03 (e)). There is 
also very little distortion of split interstitial cluster geometries on relaxation compared to 
the cuboctahedral clusters. The U5+ distribution from the 𝐼2
𝑥 simulation is perfectly 
symmetrical; featuring the nearest neighbour uranium ion directly in front of the triangular 
cluster, the two next nearest neighbour uranium ions in <101> directions from the first U5+ 
and a final next nearest neighbour in the same {101} plane as the first U5+ but two {010} 
planes away. The nearest neighbour uranium ion is shifted slightly off the lattice site 
towards the cluster whereas the others remain relatively undistorted. In the 𝐼3
𝑥 cluster, three 
of the nearest neighbour uranium ions are oxidised (forming three vertices of a tetrahedron) 
as well as another three next nearest neighbours, giving a higher concentration of U5+ in 
close proximity to each other than in the 𝐼2
𝑥 case. The relaxed 𝐼4
𝑥 cluster has an even higher 
local concentration of U5+ ions, with five out of six nearest neighbour sites oxidised. Of the 
remaining three U5+ two are adjacent along the long axis of the cluster and the other is in 
the next {010} plane. Andersson et al find a more diffuse spread of U5+ throughout the cell, 
which is likely to be the reason they find the 𝐼4
𝑥 cluster to be the most stable [165]. 
Certainly from the results in this thesis it seems that the stability of isolated defect clusters 
is linked to the U4+/U5+ distribution, the higher the U5+ concentration surrounding the 
cluster, the lower its relative stability, possibly due to increased repulsion between the +1 
effective charges of U5+. 
All clusters in this work, except for COT-12, were predicted to result in a slight contraction 
of the cell volume. This comes despite the main local distortion in each case being a 
repulsion of the neighbouring oxygen ions. The greatest contraction is found for the COT-
13 cluster, followed by the 𝐼4
𝑥, 𝐼3
𝑥 and 𝐼2
𝑥 clusters; an order found previously by Geng et al 
[90]. This seems counterintuitive given the local sublattice expansion and the fact that more 
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oxygen ions have been added. However, the oxidised U5+ ions could exert a stronger 
Coulombic attraction on the surrounding oxygen ions, shortening the bonds and leading to 
the small lattice contractions observed in these calculations, i.e. U5+ as a smaller ionic 
radius than U4+. 
4.2 UO2.25 (U4O9) 
U4O9 marks the first isolatable uranium oxide phase after UO2, however its long-debated 
structure is complex with a variety of different configurations proposed over the years. 
Most work has focused on determining the structure and thermodynamic properties and so 
there is a lack of research into its electronic and elastic properties. This section provides 
some background on U4O9 and details of simulations undertaken in an attempt to elucidate 
the structure and its relationship to the isolated defect clusters. The findings of this section 
have been published in the Journal of Nuclear Materials in an article entitled “Computer 
simulation of defect clusters in UO2 and their dependence on composition” [159]. 
4.2.1 U4O9 Background 
U4O9 is an intermediate product of UO2 oxidation, forming at temperatures less than 673 K 
[17]. It crystallises in two closely related polymorphs (α- and β-) which are both 
structurally similar to UO2, demonstrated by the density of 11.31 gcm
-3 [19]. It exhibits a 
degree of non-stoichiometry at higher temperatures with composition typically ranging 
from UO2.23 to UO2.25 [157]. The structure has been rationalised in terms of UO2 supercells 
(typically 4 x 4 x 4) containing periodic arrangements of Oi defect clusters, such as the ones 
discussed in the previous section. The first of these, proposed by Allen et al, consisted of 
linear chains of 2:2:2 Willis clusters aligning along <110> directions, spaced 2√2a0 apart 
(where a0 is the lattice parameter of the parent UO2 structure) [30]. This follows from a 
UO2+x region composed of isolated 2:2:2 Willis clusters that develop into chains with 
increasing x [115]. This model fits well with a general Willis type clustering model as 
intersecting chains would result in a 4:3:2 cluster. Later came a clustering model based on 
cuboctahedral clusters, with Bevan et al using single crystal neutron diffraction to propose 
a structure containing COT-13 clusters, each separated by a plane of uranium ions [162]. 
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This model has subsequently been refined by Cooper et al [166] and Desgranges et al [31], 
the latter suggesting a 3:1 ratio of COT-12 to COT-13 clusters. Most recently Andersson et 
al, using DFT, established a clustering model based on split interstitial clusters [98] finding 
the most stable configuration to be layers of 𝐼4
𝑥 clusters [32].  
The first polymorph, α-U4O9, is formed from heat treatment (1323 K, under vacuum) of a 
mixture UO2 and U3O8 powder, in a ratio that gives a UO2.37 composition on average [167]. 
The unit cell is rhombohedral with a = 18.9286 and α = 109.686 ° and the R3c space group 
[167] (Figure 4.04(a)). β-U4O9 was the first U4O9 polymorph to be identified and 
subsequently has become the most studied [157]. A stoichiometric sample can be prepared 
by heating UO2 powder to 1270 K and maintaining the temperature for 30 days before 
slowly cooling to room temperature over twelve hours [31]. The highest resolution neutron 
diffraction experiments on the material indicate a cubic I-43d structure with a = 21.7666 Å, 
representing a 4 x 4 x 4 expansion of the parent UO2 cell [31] (Figure 4.04 (b)). In both 
polymorphs uranium ions are in eight-, nine- and ten-fold coordination sites whilst the 
oxygen ions have distorted tetrahedral coordination (four-fold). The eight-coordinate 
uranium sites are equivalent to those in UO2 whereas the higher coordinate sites incorporate 
additional oxygen from the defective superlattice into their coordination sphere. 
 
Figure 4.04 – Experimentally determined structures of U4O9 aligned along the z axis. (a) 
shows the α- polymorph [167], (b) displays the β- polymorph [31]. Uranium ions are shown 
in grey and oxygen are shown in red. The {001} plane of α-U4O9 (shown) is equivalent to 
the {111} plane in UO2 and cubic β-U4O9. 
The most stable phase at room temperature, β-U4O9, has been investigated in more depth 
than the α- polymorph, including studies of the heat capacity [168, 169], thermal 
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conductivity [170] and magnetic susceptibility [171]. More recently the charge on uranium 
sites has been deduced experimentally using X-ray absorption near edge structure 
measurements (XANES), determining an even mixture of U4+ and U5+ ions [114]. Although 
the DFT calculations presented earlier predicted no U6+ in fluorite based structures, the 
XANES results represent the first direct experimental evidence for this. He et al also used 
the LDSA + U to predict a band gap of 1.68 eV [172] for Andersson et al’s quad interstitial 
based U4O9 structure. 
4.2.2 Simulation of U4O9 (UO2.25) 
The difficulty in simulating U4O9 using DFT is the very large unit cell sizes, α-U4O9 has 
416 atoms and β-U4O9 has 832 atoms, 32 and 64 formula units respectively. In order to 
overcome this issue a similar approach has been adopted to Andersson et al [32], whereby a 
UO2 supercell has oxygen added to it to give the correct stoichiometry. 
As 𝐼2
𝑥 defects were found to be the most stable isolated clusters from the calculations 
presented in section 4.1.2 these, as well as point Oi, have been selected as the building 
blocks of U4O9 stoichiometry phases. Rather than select a few arrangements in a 96 atom (2 
x 2 x 2) UO2 supercell a 48 atom (1 x 2 x 2) supercell was chosen and all 33 symmetry 
inequivalent arrangements of four Oi and all 11 unique configurations of two 𝐼2
𝑥 clusters 
were identified using the site-occupancy disorder (SOD) program [173]. This provides a 
more complete scan of the stoichiometry, albeit in a smaller cell. However the most stable 
relaxed configurations are then doubled to give a 2 x 2 x 2 cell to confirm their stability in a 
larger supercell. 
As a total of 44 simulations were undertaken the complete results table can be found in 
Appendix B, however Figure 4.05 provides a graphical representation of the full set of 
results, showing the formation energy with respect to UO2 and the volume change from the 




Figure 4.05 – Plot showing predicted formation energies for each calculated U4O9 phase 
(diamonds) and percentage change in volume relative to UO2 per uranium ion (crosses). 
Purple cross markers indicate one or more U6+ ions were predicted in that system.  
The simulations predict a number of different defect configurations and the stability is 
related to the amount of Oi bound in clusters compared to the number of isolated Oi. The 
least stable configurations were those that remained as four Oi (Figure 4.06 (d)); followed 
by a mixture of distorted clusters and isolated Oi (Figure 4.06 (c)); then split-interstitial 
clusters and distorted chains of 2:2:2 Willis clusters are predicted to have slightly negative 
formation energies; and finally undistorted chains of 2:2:2 Willis clusters (Figure 4.06 (a) 
and (b)) are predicted to be the most stable arrangements of defects in U4O9 stoichiometry 
phases. This comes despite the earlier confirmation that a single 2:2:2 Willis cluster relaxes 
to a 𝐼2
𝑥 cluster, suggesting that 2:2:2 clusters can only exist as chains and their formation is 
stoichiometry dependent. The chains all feature edge-sharing 2:2:2 clusters and align along 




Figure 4.06 – Relaxed U4O9 phases (a) a double 2:2:2 Willis cluster chain, (b) a single 
2:2:2 Willis cluster chain, (c) a distorted 2:2:2 Willis cluster (one unit of a chain along the x 
axis) and (d) four isolated Oi. Grey spheres are U
4+ ions, yellow are U5+, purple are U6+, red 
are lattice oxygen (i.e from UO2) and blue are excess oxygen introduce for the simulation. 
As shown in Figures 4.05 and 4.06, in the overwhelming majority of systems the additional 
charge introduced by Oi is compensated by oxidation to U
5+; however in five of the least 
stable configurations one or two U6+ ions are predicted to form (Eform = 0.11-0.44 eV). 
These results agree well with the experimental observations that U4O9 contains only U
4+ 
and U5+. In the 2:2:2 chain systems the majority of the U5+ ions are nearest neighbours to 
the oxygen interstitials. In the energetically most stable simulations (e.g. Figure 4.06 (a)) 
this leads to alternating layers of 2:2:2 Willis chains and relatively undisturbed UO2 layers, 
similar to the spacing described by Allen et al [30]. However the chains proposed by Allen 
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et al order along <110> directions instead of the <100> directions found here. The least 
stable Oi based systems, such as Figure 4.06 (d), feature almost no lattice relaxation at all, 
which is most likely the cause of the instability. The U6+ containing example shown in 
Figure 4.06 (c) is a slightly special case as it contains an Oi 1.443 Å from the closest 2:2:2 
Willis Oi which prevents the formation of a chain by the distortion of the local oxygen 
sublattice. The short O-O distance is indicative of a peroxide ion (O2
2−), previously 
predicted by Andersson et al in their DFT study of UO2 oxidation [32]. Peroxide status, 
rather than superoxide (𝑂2
−), is confirmed by the lack of magnetisation on the two 
constituent oxygen atoms. Although peroxide ions were not identified in every system 
containing U6+ the presence of peroxide ions could be indicative of U6+ ions. 
The coordination of uranium ions in the stable U4O9 simulations generally remains eight-
fold for U4+ and U5+ ions, with the extent of distortion from cubic determined by the 
proximity to 2:2:2 cluster chains. Around U6+ ions the oxygen sublattice is typically more 
distorted and the coordination number falls to seven. Figure 4.07 shows the coordination at 
U5+ and U6+ sites adjacent to 2:2:2 clusters. 
 
Figure 4.07 – Coordination of U5+ (a) and U6+ (b) ions neighbouring 2:2:2 clusters. Yellow 
spheres are U5+ ions, purple are U6+, red are lattice oxygen (i.e from UO2) and blue are 
excess oxygen introduce for the simulation. 
At the U5+ sites, the average U-O bond length is 2.294 Å, slightly lower than the 2.368 Å 
observed in UO2. Examining Figure 4.07 (a), the four in-plane oxygen ions on the left show 
half of an oxygen sublattice cube (aligned in the {100} plane) whilst the other four form a 
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flattened tetrahedron. This is not a huge departure from cubic coordination, as if the 
tetrahedron were completely flat (in a {100} plane) then it would be cubic once more. At 
U6+ sites (Figure 4.07 (b)) the coordination has been reduced to seven-fold with a larger 
local oxygen sublattice distortion. There is greater reduction of the average U-O bond 
length to 2.188 Å, mainly due to the emergence of two shorter, collinear axial bonds 
resembling the uranyl ion (UO2
2+). The coordination is puckered pentagonal bipyramidal 
and when considered with the non-symmetrical uranyl-like bonds the U6+ site is strongly 
reminiscent of the coordination in η-UO3 [72, 174].  
There is a moderate negative correlation (r = -0.63) between U4O9 stability and volume 
change relative to the parent UO2 lattice. The energetically least stable systems generally 
show a decrease in volume whereas the most stable increase. This is most likely because 
the less stable systems show less relaxation compared to the more stable systems, where the 
large oxygen sublattice distortions cause a slight cell expansion. The relatively unrelaxed 
lattice now contains half U5+ ions which exert a stronger Coloumbic attraction on the 
oxygen ions and thus causes a slight contraction over the whole cell for the separated 
defects. Consequently it is predicted that with high applied pressure 2:2:2 Willis chains 
would destabilise and isolated Oi or split interstitial clusters would become the dominant 
defect species. These results are in contrast to experiment where the U4O9 lattice represents 
a volume decrease from UO2 of approximately 1.5 % [31]. As volume decrease is predicted 
for the split-interstitial based U4O9 systems it is possible that they are forming 
experimentally through a kinetically controlled process, whereas the thermodynamically 
most stable U4O9 composition is the Willis cluster chains that are accompanied by an 
increase in volume relative to UO2. 
Further to these structural considerations the electronic band gaps of the U4O9 phases have 
been calculated and the energetically most stable configurations are found to have a gap 
between 1.48 and 1.61 eV. Although there are no experimental measurements available for 
comparison these results compare favourably with the LSDA + U computed value of 1.68 
eV from He et al [172].  
Five of the most stable U4O9 systems have had their cells doubled (now a 2 x 2 x 2 
supercell) and reminimised to provide more confidence that the presence of 2:2:2 Willis 
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clusters is not simply an artefact of simulation cell size. In each case the single or double 
chain of Willis clusters is retained and the predicted formation energies range from -0.47 to 
-0.58 eV, showing excellent agreement with calculations in 1 x 2 x 2 supercells. All relaxed 
cells were found to increase in volume compared to pure UO2, also in line with the smaller 
supercell calculations, with the actual values varying between 0.43 and 1.12 % volume 
increase. The predicted band gaps are also in line with the other calculations, with a 
predicted range of 1.35 to 1.48 eV. 
Further simulations have also been undertaken to provide comparison with the U4O9 
systems described in the literature calculations of COT-12 based and 𝐼4
𝑥 based phases in 2 x 
2 x 2 supercells. The defect clusters in each case were placed such that there is at least one 
layer of typical bulk atoms separating them. Although a number of different arrangements 
are possible for these systems time and resource constraints have meant only single 
examples of each have been simulated. Both systems were found to retain their respective 
defect structures on minimisation but predicted to be significantly less stable than the 2:2:2 
Willis chain based phases at -0.08 – - 0.11 eV. The predicted band gaps for these phases 
also fall within the 1.35 to 1.48 eV range found for the equivalent Willis cluster chain 
systems. These results give further confidence that the Willis model of U4O9 is the most 
energetically stable. 
4.3 Willis Clusters at Lower Stoichiometry (UO2.13) 
Now that 2:2:2 Willis cluster chains have been identified as energetically stable entities at 
U4O9 stoichiometry it is necessary to investigate its stability range. In order to assess 
stability at lower stoichiometry a 1 x 2 x 2 pure UO2 cell was added to the U4O9 supercell 
to give an overall stoichiometry of UO2.125. The 2:2:2 Willis chains are found to remain 
present, retaining their geometry, and are still predicted to be the energetically most stable 
defect arrangements, with comparable stability to the most stable U4O9 configurations. This 
is in accordance with the initial observations of Willis, who reported the presence of the 
2:2:2 cluster at UO2.13 stoichiometry [154]. The almost identical cluster chains in the 
UO2.125 systems suggest that the chains are required in order to stabilise the clusters, or in 
other terms Willis cluster chain stability is entirely composition dependent. Table 4.02 
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gives a comparison of different defective systems over the UO2.0625-UO2.25 stoichiometry 
range. 
Table 4.02 – Predicted formation energies (see section 2.4.4 for details of defect formation 
energy calculation) and volume changes for selected defective phases over UO2.0625-UO2.25 
stoichiometries. Formation energies are all given per excess Oi. 
Supercell 
Size 
Stoichiometry Figure Configuration Eform (eV) 
Δ Volume 
(%) 
1 x 2 x 2 UO2.25 (U4O9) 4.06 (d) 4 x Oi 0.49 -1.14 
1 x 2 x 2 UO2.25 (U4O9) 4.06 (c) 2:2:2/2 x Oi 0.18 0.93 
1 x 2 x 2 UO2.25 (U4O9) 4.06 (a) Double 2:2:2 chain -0.52 0.68 
1 x 2 x 2 UO2.25 (U4O9) 4.06 (b) Single 2:2:2 chain -0.53 0.16 
2 x 2 x 2 UO2.25 (U4O9) 4.06 (a) x 2 Double 2:2:2 chain -0.58 1.12 
2 x 2 x 2 UO2.25 (U4O9) - 2 x COT-12 -0.11 0.34 
2 x 2 x 2 UO2.25 (U4O9) - 2x 𝐼4
𝑥 -0.08 -0.81 
2 x 2 x 2 UO2.125 4.06 (a) + UO2 bulk Double 2:2:2 chain -0.68 0.32 
2 x 2 x 2 UO2.125 4.03 (a) COT-12 -0.52 0.32 
2 x 2 x 2 UO2.125 4.03 (f) 𝐼4
𝑥 -0.55 -0.53 
2 x 2 x 2 UO2.0625 4.03 (c) 𝐼2
𝑥 -1.06 -0.00 
Based on the simulations of isolated 2:2:2 Willis and 𝐼2
𝑥 clusters, it would be expected that 
reduction of a UO2.125 phase to UO2.0625 stoichiometry would destabilise the 2:2:2 cluster. 
To test this, two oxygen ions were removed from the UO2.125 cells shown in Figure 4.06 (a) 
and (b) to break the cluster chains and yield single and edge-sharing double 2:2:2 Willis 
clusters. In both of these UO2.0625 simulations, the systems relaxed to a single 𝐼2
𝑥 cluster in 
accordance with the previous simulations from this work and the literature [96, 118, 159, 
160]. The stability of 2:2:2 Willis cluster chains is now confirmed as being fully dependent 
on the phase composition, with stoichiometries of UO2.125 and higher required to stabilise 
them. 
4.4 UO2.33 (U3O7) 
U3O7 is the next experimentally observed uranium oxide phase and is structurally similar to 
U4O9. In a similar fashion, different structures have been proposed over the years with the 
research converging on common structures more recently. As with U4O9, the majority of 
work in the literature consists of structural and thermodynamic studies with very few 
publications on its other properties. The present section gives some background on the 
material and describes the simulations used to examine structures of U3O7 stoichiometry. 
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4.4.1 U3O7 Background 
U3O7 is a fluorite based oxide, with a density of 11.35 - 11.42 gcm
-3, slightly higher than 
U4O9 (described in section 4.2.2), in keeping with the greater oxygen content [19]. Like the 
other fluorite based oxides, it exhibits non-stoichiometry with four known polymorphs 
falling in the O/U ratio range 2.27 to 2.38 generally classed as U3O7 [175]. As another 
intermediate oxidation product, it is generally reported to form during UO2 oxidation at 
high pressure [17] or when UO2 leaches into water [176]. Similarly to U4O9 the structure 
has been rationalised in terms of 4 x 4 x 4 UO2 supercells housing periodic arrangements of 
Oi defect clusters. Allen et al proposed the same <110> aligned 2:2:2 Willis cluster chains 
but spaced 3
2
√2𝑎0 apart from one another, where a0 is the lattice parameter of the UO2 unit 
cell [30]. Nowicki et al [177] and later Desgranges et al [31] used neutron diffraction 
measurements to determine a similar structure to U4O9, proposing ordering of 
cuboctahedral defect clusters. Most recently, Andersson et al used DFT to apply their split 
interstitial clustering model to U3O7, finding split quad interstitials to be the most stable 
arrangement at that stoichiometry [32]. 
α-U3O7 is obtained by slowly oxidising UO2 in dry air at 373 K [178], neutron diffraction 
experiments determined it has a tetragonal unit cell with the I4/m space group. The O/U 
ratio is found to be 2.27-2.33 and the lattice parameters for the primitive cell are a=b=5.46 
Å, c=5.40 Å [177]; the full cell is a 2 x 2 x 2 expansion. β-U3O7 can be synthesised by 
monitoring oxidation of UO2 (at less than 570 K) and quenching the reaction at the 
appropriate stoichiometry. It crystallises in a tetragonal I-42d unit cell (a=b=21.5898 Å, 
c=22.229 Å) with an O/U ratio of 2.33 [31] (Figure 4.08). The coordination in this 
polymorph is the same as in U4O9 but with a higher proportion of nine- and ten-fold 
coordinate sites. The structure is significantly more disordered than U4O9 with increased 
distortion to the uranium sublattice as well. There are, however, clear channels of oxygen 
ions at regular fluorite anion locations running along the x, y and z axes (viewable along the 
x and z axes in Figure 4.08(a)). γ-U3O7, or U16O37 as it is more commonly referred to, is a 
further tetragonal polymorph with an O/U ratio of 2.31, but is harder to isolate than the 
previous two modifications [179]. It has been prepared by annealing β-U3O7; however as 
with α-U3O7 only the pseudo-cell parameters have been determined, a = b = 5.407 and c = 
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5.497 Å [19]. Finally there is high pressure U8O19 (O/U ratio 2.375), also known as δ-U3O7, 
which has a density of 11.34 gcm-3 and is formed at pressures of at least 30 kbar and 
temperature greater than 673 K [180]. Again, only the pseudo-cell parameters have been 
determined with a = 5.378, b = 5.559, c =- 5.490 Å and β = 90.29 °. The large difference in 
X-ray scattering power for uranium and oxygen meant, historically at least, that single 
crystals were required to determine oxygen positions; however the sample instability 
prevents single crystal preparation [179]. Powder neutron diffraction is more effective but 
resolution was limited when most of these experiments were carried out and there has been 
relatively little work on these oxides since, with the notable exception of β-U3O7 [31]. 
The low inherent stability of U3O7 has limited the amount of experimental data collected on 
the material. Westrum et al recorded heat capacities for the α- and β- polymorphs [181] and 
free energy and enthalpy of formation have also been reported for the more stable β-U3O7 
[129]. Beyond this, He et al predicted an electronic band gap of 1.59 eV using the 
LSDA + U [172]. 
 
 
Figure 4.08 – Experimentally determined structure of β-U3O7 (a) slightly rotated to view 
fluorite oxygen channels and (b) orientated along the z axis [31]. 
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4.4.2 Simulation of U3O7 (UO2.33) Phases 
As with U4O9, the experimentally determined U3O7 cell is prohibitively large to simulate 
using the DFT methods employed in this thesis at this time, but again it can be viewed as a 
defective fluorite structure, and so the defective supercell approach described in section 
3.3.2 has also been used here. A further layer of complexity is that U3O7 stoichiometry 
requires the UO2 cell to be expanded by a multiple of three in a least one direction. A 3 x 1 
x 1 expansion yields a 36 atom cell, which is a sufficiently large number of atoms, however 
it only features a double layer of uranium and oxygen atoms in two dimensions which 
raises concerns of effects from small periodic boundary conditions. A 3 x 2 x 1 expansion 
gives a 72 atom cell with a double layer in only one dimension (as in the successful U4O9 
simulations), however if all Oi and 𝐼2
𝑥 arrangements are to be considered then over 3000 
calculations must be performed.  
To overcome this issue the cubic fluorite cell was re-orientated to an orthorhombic cell 
such that the cubic <111> direction becomes the <100> in the orthorhombic cell. The basic 
unit cell produced from this contains 18 atoms and so when doubled (in the y direction) to 
give a 36 atom simulation cell, either four point Oi or two 𝐼2
𝑥 clusters must be introduced to 
give U3O7 stoichiometry. The SOD program [173] calculated a total of 26 inequivalent 𝐼2
𝑥 
configurations and 45 unique Oi arrangements, to give a considerably more manageable 71 
simulations in total. Although the orthorhombic cell is smaller than the cubic one used for 
U4O9 it is still large enough to accommodate Willis cluster chains. 
The relaxed pure orthorhombic UO2 cell (36 atom) has the lattice parameters a = 7.814, b = 
6.716 and c = 9.532 Å. To ensure the orthorhombic cell is equivalent to the cubic cell an 
identical k-mesh density was used and a number of properties were calculated for the 
orthorhombic cell. Table 4.03 contains these properties and demonstrates the strong 





Table 4.03 – Comparison of various properties of UO2 calculated in cubic and 
orthorhombic cells.# refers to the number of k-points used in a simulation cell, ρ to the k-









Gap (eV) # ρ (#/Å3) 
Cubic Experiment - - 40.88 -11.25 208.9 2.14 
Cubic PBE + U 12 0.10 42.66 -11.03 215.1 2.06 
Orthorhombic PBE + U 20 0.10 42.61 -11.05 214.3 2.06 
The full results table of the 71 simulations can be found in Appendix B and Figure 4.09 
provides a graphical representation of the complete set of results, showing the formation 
energy with respect to UO2 and the volume change from the UO2 cell. 
 
Figure 4.09 – Plot showing predicted formation energies for each calculated U3O7 phase 
(diamonds) and percentage change in volume relative to UO2 per uranium atom (crosses). 
Purple cross markers indicate one or more U6+ ions were predicted in that system. 
The simulations predict a narrower range of cluster types than was found in the U4O9 
calculations (although this could possibly arise from the slightly smaller simulation cell). 
The least stable configurations contained (distorted and undistorted) 𝐼2
𝑥 and 𝐼3
𝑥 clusters, 
often accompanied by point Oi, however no pure Oi systems were found. A small number 
of systems containing distorted 𝐼4
𝑥 clusters were found, having intermediate stability, and 
the most stable arrangements all contained undistorted 𝐼4
𝑥 clusters, which align along 
(cubic) <100> directions (Figure 4.10 (a) and (b)). These results are in line with those 
reported by Andersson et al with their LSDA + U simulations [32]. The fact that no 
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systems containing only Oi were found shows that they are so unstable at this stoichiometry 
that they will not form at all. Interestingly, all traces of 2:2:2 Willis cluster chains are gone 
at U3O7 composition and attempts to stabilise them were ineffective, suggesting they are 
energetically unstable here despite their dominance at U4O9 and UO2.125 stoichiometry.  
In the vast majority of simulations oxidation of U4+ is to U5+, although more systems, some 
surprisingly stable, are found to contain U6+ ions. 𝐼4
𝑥 based systems never contain more than 
one U6+ whereas the less stable distorted 𝐼4
𝑥 and 𝐼2
𝑥/𝐼3
𝑥 systems often contain more, three 
and five respectively for the two least stable configurations. These two highly unstable 
systems (Eform = 0.73-1.05 eV) also contain the highly oxidising peroxide ion (O2
2−) that 
was observed in one of the U4O9 calculations and previously reported in DFT calculations 
by Andersson et al in their study of UO2 oxidation [32]. The peroxide bond is slightly 
longer than in U4O9 at 1.479 Å but is unmistakeably a peroxide ion; Figure 4.10 (c) and (d) 
shows the least stable peroxide containing cell. The magnetisation of oxygen atoms in the 
peroxide ions has been checked and is confirmed to be zero, ruling out the superoxide ion 
(𝑂2
−). Thus, although U6+ is not indicative of peroxide ions the opposite is true with U6+ 
always accompanying 𝑂2
−. The views along the z axis shown in Figure 4.10 (a) and (c) are 
showing {111} cubic fluorite planes, whereas (b) and (d) have been rotated to show the 




Figure 4.10 – Relaxed U3O7 phases. Quad interstitial cluster (a) view along z axis and (b) 
rotated to show cubic fluorite planes. Low stability peroxide containing phase (c) view 
along z axis and (d) rotated to show cubic fluorite planes. Grey spheres are U4+ ions, large 
yellow spheres are U5+, purple are U6+, red are lattice oxygen (i.e from UO2), small yellow 
spheres are VO and blue spheres are used to show defective oxygen species. 
Although the U3O7 simulations show a slightly larger propensity for oxidation to U
6+ the 
results show that U6+ is typically unstable at this composition and so, most likely, is 
unstable in fluorite based oxides in general. 
The coordination of uranium atoms is similar to that found in U4O9, as sites that are not 
adjacent to defects mostly retain eight-fold coordination, albeit usually slightly distorted 
from perfect cubic coordination. No seven-coordinate sites were observed, and in close 
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proximity to defects there is a higher proportion of nine- and ten-fold coordination. Typical 
U5+ (and U4+) coordination at sites adjacent to 𝐼4
𝑥 clusters is ten-fold (six shorter and four 
longer bonds) (Figure 4.11 (a)), with one of the fluorite cube corners replaced by three Oi 
(from one half of a 𝐼4
𝑥 cluster). This is not so different from the equivalent 2:2:2 Willis 
adjacent U5+ ions in U4O9, where two of the fluorite oxygen ions were withdrawn slightly 
from the uranium to give eight-fold coordination. In the highly unstable, peroxide 
containing simulations the fluorite cube corner oxygen is replaced by a O2
2− ion, yielding a 
coordination number of nine (Figure 4.11(b)). This is more of a contrast to the U6+ systems 
in U4O9 which were characterised by formation of two shorter, collinear U-O bonds, 
resembling the uranyl ion. 
 
Figure 4.11 – Coordination of U5+ adjacent to a 𝐼4
𝑥 cluster (a) and U6+ adjacent to a O2
2− ion 
(b). Yellow spheres are U5+ ions, purple are U6+, red are lattice oxygen (i.e from UO2) and 
blue spheres are used to show defective oxygen species. 
The average U-O bond length at U5+ sites is 2.436 Å, noticeably longer than the 2.294 Å 
found in U4O9 or 2.368 Å observed in UO2. The same trend is apparent at U
6+ sites where 
the mean bond length is 2.400 Å, compared to the 2.188 Å found in U4O9. The trend of 
shorter U6+-O bonds, compared to U5+-O bonds is retained though. 
There is a strong positive correlation (r = 0.84) between U3O7 stability and volume change 
relative to the parent UO2 lattice. The least stable systems show a marked volume increase 
while the most stable decrease. These findings are the opposite of that found in the U4O9 
systems. They are also in contrast to the experimentally determined structure, where a 
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slight volume increase (1.85 %) compared to UO2 is reported [31]. The origin of the slight 
lattice contraction found here arises from the larger lattice relaxation compared to U4O9, 
which involves greater displacement of oxygen ions from their lattice sites, as well as 
greater disruption to the uranium sublattice. The relaxation most likely is due to the higher 
proportion of U5+ ions in the lattice. The larger relaxation (compared to U4O9) allows for 
more efficient filling of space and a reduction of lattice strain thus giving a small overall 
reduction in the unit cell volume. In the same manner that was discussed for U4O9, the 
decrease in volume for the stable structures, compared to the increase reported 
experimentally suggests competing kinetically and thermodynamically stable structures. 
The COT-12 based U3O7 structures seen experimentally could be formed via kinetically 
controlled processes, whilst the 𝐼4
𝑥 based U3O7 polymorphs predicted by the calculations 
here (and Andersson [32]) describe the most thermodynamically stable configuration. 
There is also the possibility, however, that the relatively small simulation cell used here 
(compared to the other defect simulations in this thesis) is preventing formation of 
cuboctahedral clusters. 
In addition to the structural considerations the electronic band gaps of all U3O7 phases have 
been calculated, with the most stable systems found to have a gap between 1.41 and 1.67 
eV. This is quite comparable to the result found for U4O9, 1.48 – 1.61 eV, and that 
calculated by He et al using the LSDA + U, 1.59 eV [172]. 
4.5 UO2-UO2.33 Structural Comparison 
The comparatively small volume changes (considerably less than the difference between 
experimental and calculated pure UO2) in the UO2+x phases compared to the parent fluorite 
UO2 lattice suggest there is relatively little distortion occurring. Indeed, the very presence 
of defect clusters may arise from the fact they can be introduced without a marked 
distortion of the lattice. Examining the structures of these phases (Figures 4.03, 4.06 and 
4.10) reinforces this view, although it appears that with increasing oxygen content there is 
greater distortion from the original UO2 structure, i.e. UO2.125 is least distorted and U3O7 is 
most distorted. To provide a more detailed analysis of this relationship the radial 
distribution functions (RDFs) (Figure 4.12) and neutron diffraction patterns (Figure 4.13) 
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have been calculated for UO2 and the energetically most stable UO2.125 (labelled as UO2.13), 
U4O9 and U3O7 systems. 
The RDFs in Figure 4.12 provide detailed information on specific uranium and oxygen 
sublattice disorder. The U-U RDF shows the most similarity between all four structures 
with strong peaks for each in all the fluorite positions, meaning that it remains relatively 
unchanged during the oxidation process. This agrees well with experimental observations 
that the uranium sublattice is not affected as much during oxidation [18] (Figures 4.04 and 
4.08). As expected, the UO2.13 RDF departs from UO2 the least and U4O9 and U3O7 do so 
slightly more. The same is true with the U-O RDFs, where the peaks broaden more 
significantly with increased stoichiometry as a wider variety of U-O bond lengths emerge, 
although there are still clearly stronger peaks at the fluorite locations. U4O9 has wider peaks 
in greater abundance, indicating a larger variety of bond lengths are found, consistent with 
greater local distortion. The O-O RDFs all show the largest discrepancy with the fluorite 
UO2 function, indicative of the large distortions to the oxygen sublattice. The peaks 
broaden out with increasing oxygen stoichiometry, with comparable U4O9 and U3O7 RDFs 




Figure 4.12 – PBE + U calculated radial distribution functions (RDFs) for fluorite based 
phases. (a), (b) and (c) show U-U, U-O and O-O RDFs respectively. 
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Examining Figure 4.13 it is clear that each hyperstoichiometric fluorite based phase has 
strong peaks close to the original fluorite peaks (UO2). The UO2.13 pattern is closest to UO2, 
which is expected given the smaller amount of interstitial oxygen incorporated in the 
lattice. The U4O9 and U3O7 patterns are quite similar to one another in their distribution of 
peaks away from the pure fluorite ones, although U4O9 is actually more disordered at low 
2θ (30 – 50 °). 
 
Figure 4.13 – Simulated neutron diffraction patterns for fluorite based phases from 
PBE + U calculations. 
When the two types of clustering exhibited in the U4O9 and U3O7 phases are considered 
there is more local disorder (i.e. close to the defect clusters) in U4O9 than U3O7; as 
demonstrated in Figures 4.06 and 4.10 which show the coordination of uranium ions 
adjacent to defect clusters. In U3O7 the coordination number at such sites has increased to 
ten (from eight in UO2), however seven of these oxygen ions remain largely at the cubic 
fluorite sites. The additional three oxygen ions then form an equilateral triangle, the centre 
of which is the original fluorite lattice site. By comparison, in U4O9 the equivalent site has 
eight-fold coordination but only four of the oxygen ions are in their original fluorite 
locations. The other four have been pushed outwards due to formation of the 2:2:2 Willis 
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cluster and now form a flattened tetrahedron (as opposed to the planar configuration of the 
fluorite based ions). At higher 2θ (> 50 °) the U4O9 and U3O7 patterns show better 
agreement with one another, consistent with comparable long range disorder in the 
structures. 
Figures 4.14 and 4.15 compare the simulated neutron diffraction patterns of PBE + U 
predicted and experimentally determined U4O9 and U3O7 polymorphs. 
 
Figure 4.14 – Simulated neutron diffraction patterns for PBE + U calculated (2:2:2 Willis 




Figure 4.15 – Simulated neutron diffraction patterns for PBE + U calculated (𝐼4
𝑥 based) and 
experimentally determined (COT-12 based) U3O7 polymorphs. 
The experimentally determined structures of the two oxide phases feature cuboctahedral 
based clustering arrangements, compared to the 2:2:2 Willis based U4O9 and 𝐼4
𝑥 based U3O7 
predicted by the calculations. In both instances there are considerably more peaks present in 
the predicted structures, suggesting greater disorder. The U3O7 pattern shows better 
agreement with experiment, with small groups of peaks around each major experimental 
peak. Although the calculated U4O9 pattern has peaks in line with those from the two 
experimental structures there are too many other peaks present to draw any significant 
similarities between the patterns. These large differences in neutron diffraction patterns are 
expected given the difference in structural composition between experiment and 
calculations here. As discussed in sections 4.4.2 and 4.4.4, the predicted volumes suggest 
the experimental structures are formed via kinetically controlled processes and the 




UO2+x fluorite based systems have been studied in the stoichiometry range 0.0625 < x < 
0.33, with single isolated defect clusters at lower amounts of excess oxygen to more 
complex arrangements of multiple clusters at higher levels of excess oxygen. In all of these 
defective fluorite materials there is a clear preference for charge compensation via 
oxidation to U5+, although at UO2.33 (U3O7) stoichiometry U
6+ ions become more common 
in relatively stable systems. 
The split interstitial family of clusters were found to be the most stable individual clusters 
in UO2, with the 𝐼2
𝑥 the most stable of these. Cuboctahedral clusters were generally found to 
be less stable, although the COT-13 was predicted to be more stable than the least stable 
split interstitial (𝐼4
𝑥). 2:2:2 Willis clusters were found to be unstable with respect to 𝐼2
𝑥 
clusters, always relaxing to this configuration. The order of stability of defect clusters has 
been attributed mainly to lower local concentrations of U5+. No U6+ ions were encountered 
in any of these simulations, which go up to a stoichiometry of 2.16 with the COT-13 
system. 
At UO2.125 and UO2.25 (U4O9) compositions, initial configurations of point Oi and 𝐼2
𝑥 
clusters were found to relax to chains of 2:2:2 Willis clusters. Although some unstable 
structures were found to contain U6+ none appeared in the stable ones, demonstrating the 
instability of U6+ at these stoichiometries. The defect chains cause fairly significant local 
distortions of the fluorite lattice (with comparatively less long range), resulting in the 
largest departure from the parent fluorite lattice for this system. COT-12 and 𝐼4
𝑥 based U4O9 
systems, equivalent to those reported in the literature, were also trialled and found to be less 
stable than the 2:2:2 Willis cluster chain phases. 
At UO2.33 (U3O7) stoichiometry single 𝐼4
𝑥 clusters emerged from the simulations as the most 
stable U3O7 composition, with no sign of the 2:2:2 Willis clusters which were predicted for 
UO2.125-UO2.25 stoichiometry. This change in clustering behaviour, and the fact that 𝐼4
𝑥 were 
earlier found to be the least stable cluster type in UO2, provide clear evidence that the 
clusters are stoichiometry dependent, only forming at the appropriate composition. The 
excess charge introduced by additional oxygen is compensated by oxidation to U5+ in all of 
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the most stable systems. U6+ is formed in a minority of systems, suggesting U5+ is still 
energetically preferred at this stoichiometry but there is not as much of a barrier to U6+ 
formation as at U4O9 stoichiometry. The return to split-interstitial clustering is accompanied 
by slightly reduced local distortion from the fluorite lattice, reflected in the predicted 
neutron diffraction and RDF profiles of this phase.  
The predicted volume changes relative to UO2 for the most stable U4O9 and U3O7 are 
positive and negative respectively for the most stable systems, and the opposite for the least 
stable systems. Experimental results, in the literature, indicate a decrease in volume for 
U4O9 and increase for U3O7, leading to the tentative conclusion that the predicted phases in 
this thesis are the thermodynamically stable phases and the kinetic products are generally 
observed experimentally. Indeed, there remains the possibility that using larger simulation 
cells would reveal cuboctahedral defect clusters dominate. Although there is the possibility 
that the (relatively small) unit cell size has influenced the species found in these 
calculations. 
Further oxidation of U3O7 leads to formation of U2O5, which can exist in both fluorite 














5 Layered U2O5 
Experimental investigations report that U2O5 is the most difficult of the uranium oxides to 
stabilise and is consequently the least well characterised. Both fluorite based and layered 
U2O5 phases have been identified by using their respective densities and so the transition 
between the two types of structure clearly occurs at this stoichiometry. This chapter 
describes the reported U2O5 research and provides the results of simulations to evaluate the 
structure. 
A paper has already been published concerning the study of δ-U2O5 in Dalton Transactions 
entitled “Density Functional Theory Investigation of the Layered Uranium Oxides U3O8 
and U2O5” [73].  
5.1 U2O5 Background 
The highest oxygen stoichiometry found in fluorite based uranium oxides are α-, β- and γ-
U2O5. The only significant experimental study of these materials is from Hoekstra et al, 
detailing their synthesis and structures [19]. α-U2O5 is prepared by heating a mixture of 
UO2 and U3O8 at 673 K and 30 kbar and has a density of 10.5 gcm
-3, approximately 0.7 
gcm-3 less than other fluorite based phases, suggesting it may be slightly closer to layered 
type oxides. β-U2O5 was prepared by heating the same mixture in excess of 1073 K at 40-
50 kbar and was determined to have a hexagonal structure with a=b=3.813 Å and c=13.180 
Å and density of 11.15 gcm-3. γ-U2O5 was somewhat more problematic to synthesize, 
requiring temperatures in excess of 1073 K and greater than 60 kbar pressure, normally 
forming with the β- modification. Indexing the XRD pattern yielded a monoclinic cell with 
a=5.410, b=5.481, c=5.410 Å and β=90.49 ° and it was determined to have a density of 
11.36 gcm-3. The atomic coordinates and space groups of these materials are still unknown, 
99 
 
although given the densities they presumably follow the same pattern of Oi defect clusters 
in fluorite UO2 cells. The {001} plane of the hexagonal β- polymorph is most likely 
equivalent to the {111} UO2 plane as the uranium sublattice has a hexagonal arrangement 
in that orientation and the relation is observed for hexagonal γ-U3O8. 
There are no published atomic coordinates for the fluorite based U2O5 polymorphs in the 
literature, meaning a UO2 supercell with additional Oi is required to investigate this type of 
structure. To apply the same methodology used for modelling fluorite U4O9 and U3O7 
phases at least 36 atoms are required to give a reasonable sized simulation cell. Using the 
cubic 48 atom cell a total of 483 calculations would be required to cover every unique 
starting configuration, too large a number to model at present with the resources available. 
Even using the orthorhombic 36 atom cell (used for U3O7 in Chapter 4) a total of 254 
simulations are needed to examine every starting arrangement, again impractical for us to 
model with DFT at present. Thus, fluorite U2O5 has not been modelled and U3O7 marks the 
upper limit of the fluorite materials simulated here. 
The first of the layered type structures discussed in the literature is δ-U2O5 and it is the only 
reported layered U2O5 polymorph (Figure 5.01). Details of its synthesis could not be 
obtained however it has a density of 8.22 gcm-3 and crystallises in the orthorhombic Pnma 
space group with a= 6.849, b=8.274 and c=31.706 Å [182]. This 22 formula unit cell 
contains uranium ions in a mixture of six- (distorted octahedral) and seven-fold (distorted 
pentagonal bipyramidal) coordinate positions. There is a slight bending of the interlayer U-
O bonds; which can be observed in Figure 5.01, resulting in some O-U-O chains only being 
partially eclipsed. The structure is very similar to U3O8 (Chapter 6), essentially an oxygen 
deficient version of this higher oxide. 
No thermodynamic information has been gathered experimentally for U2O5, nor has there 
been any further structural investigation since the original experiments of Hoekstra [19] and 
Kovba [182]. Early XPS studies have suggested a mixture of U4+ and U6+ ions [183] but 
more recent experiments have proposed U2O5 is composed entirely of U
5+ ions [184]. There 
is only one computational study of δ-U2O5 in the literature, which reported it to be 
thermodynamically unstable (with respect to U3O8) with the highest formation energy of 




Figure 5.01 – The experimentally determined structure of δ-U2O5 (a) orientated to show 
the layers and (b) orientated along the y axis to show the equatorial uranium coordination 
[182]. 
Due to the difficulty in synthesising layered U2O5 at the time of writing, a number of 
alternative M2O5 (where M is an actinide or transition metal) structures have been 
investigated, replacing the metal ion with uranium. As these structures have not been 
reported experimentally for uranium oxides no discussion of their synthesis and 
background can been provided. 
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Table 5.01 – Predicted properties of U2O5. Space groups are calculated to a tolerance of 0.001 Å for both the initial (experimental) and final 
(relaxed) structures using Materials Studio [192]. Reported energies are formation energy per uranium ion relative to UO2*. Δ% is the 
percentage difference between a calculated structure and experiment and is not presented for any of the M2O5 structures (where M is a metal 
ion other than uranium). 
Study Phase Method 





(eV) a (Δ%) b (Δ%) c (Δ%) α β γ 
Kovba [182] δ-U2O5 
Exp 6.85 8.27 31.71 90.0 90.0 90.0 56.15 Pnma - 
PBE + U 7.02 (2.5) 8.42 (1.8) 31.46 (-0.8) 90.0 90.0 90.0 58.15 Pnma -0.86 
Forbes [185] 
Np2O5 
Exp‡ 8.17 6.58 9.31 90.0 116.1 90.0 56.23 P2/c - 
This Work PBE + U 8.16 6.82 9.41 90.0 116.0 90.0 58.80 P1 -0.95 
(α) Gruehn [186] 
Nb2O5 
Exp‡ 3.98 3.83 12.79 90.0 90.8 90.0 48.72 C2/m - 
This Work PBE + U 4.21 4.35 14.89 105.7 90.0 90.0 65.69 P1 -0.83 
(β) Zibrov [187] Exp‡ 5.22 4.70 5.93 90.0 108.6 90.0 34.46 C2 - 
This Work PBE + U 7.85 5.48 5.34 90.2 109.1 90.1 54.20 P1 -0.57 
(γ) Andersson [188] Exp‡ 28.51 3.83 17.48 90.0 120.8 90.0 51.23 C2/m - 
This Work PBE + U 31.26 4.26 18.97 90.0 124.8 90.0 64.82 P1 -0.57 
Zibrov [189] 
Ta2O5 
Exp‡ 12.79 4.85 5.53 90.0 104.3 90.0 41.56 C2/c - 
This Work PBE + U+ 14.28 5.30 6.14 90.0 104.0 90.0 56.42 C2/c -0.70 
Cocciantelli [190] 
V2O5 
Exp‡ 9.95 3.59 10.04 90.0 90.0 90.0 44.8 Pnma - 
This Work PBE + U 11.65 4.35 10.64 90.0 89.3 90.0 67.33 P1 -0.34 
Filonenko [191] Exp‡ 7.11 3.57 6.28 90.0 90.1 90.0 39.92 P21/m  - 
This Work PBE + U 6.61 4.03 7.32  90.0 79.7 90.0 47.94 Pm -0.31 
‡ = Experimental data refers to the lattice parameters of parent M2O5 structure. 
+ = Imaginary vibrational modes were identified in this structure 
* - EForm =  𝐸UO2  − (𝐸U2O5 − 𝐸U − 
5
2




5.2 Structure and Stability of Layered U2O5 
In addition to δ-U2O5 the other structures investigated include those of Np2O5 [185], Nb2O5 
[186-188], Ta2O5 [189] and V2O5 [190, 191] polymorphs. Their experimental lattice 
parameters are included in the present work; however they are not directly comparable to 
the simulation results as the native metal ion has been changed to uranium. All relaxed 
structures retain the coordination environments of the original M2O5 systems, although the 
symmetry is often lowered. FM and AFM (<100>, <010> and <001>) magnetic orderings 
were used for δ-U2O5 and for all of the M2O5 structures with simulation cells of 28 atoms 
or less. The results from the PBE + U simulations found no energetic preference; indeed the 
resulting structures are almost identical. Despite the small structural differences between 
FM and AFM δ-U2O5 imaginary vibrational modes were found in the AFM, therefore only 
the FM results are included for all the structures here. See Appendix C for AFM (Np) U2O5 
and δ-U2O5 results. The structural properties and relative energies of the various systems 
are collated in Table 5.01 whilst their relaxed structures are shown in Figures 5.02-5.06. 
5.2.1 Pnma δ-U2O5 
The coordination of uranium ions in δ-U2O5 remains the same on relaxation as the 
experimentally determined structure, with the bent axial bonds straightening out slightly 
(Figure 5.02 (a) and (b)). The axial bonds range between 2.105 and 2.107 Å, which is too 
long to be a uranyl bond and comparable to the axial bonds in α- and γ-U3O8 [73]. The 
layers stack in an eclipsed fashion such that the coordination of a given uranium ion is 
identical to the one directly above or below. The equatorial bonds are also similar to those 
in U3O8 and the structure as a whole is akin to an oxygen deficient U3O8 cell. As is 
customary with the PBE + U the cell volume is marginally overestimated, due to small 
expansions of the a and b lattice parameters. All uranium ions are predicted to be U5+, 
consistent with uniform axial bond lengths at each uranium site, although two different 
types of coordination (distorted octahedral and distorted pentagonal bipyramidal) is less 




Figure 5.02 - PBE + U predicted structure of δ-U2O5: (a) Pnma unit cell, (b) top down 
view of unit cell and (c) uranium coordination at U1-4 (left to right). Black spheres are U 
ions (all 5+), red are O and the unit cell is highlighted in green. 
5.2.2 Np2O5 Structure 
The Np2O5 structure [185] consists of three different metal sites, two have pentagonal 
bipyramidal coordination (U1 and U2) and one has octahedral coordination (U3) (Figure 
5.03 (c)). There are two layers in the four formula unit monoclinic cell, with both 
containing two U3 sites and one of each pentagonal bipyramidal site. The stacking of layers 
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gives alternating octahedral and pentagonal bipyramidal coordination (Figure 5.03 (a)). 
Viewing the structure down the x axis (Figure 5.03 (b)), U3 eclipse one another whereas U1 
and U2 are shifted apart slightly along the y axis. The consequence of this is slightly longer, 
tilted axial bonds at the U3 sites and shorter axial bonds at U1 and U2 that are 
perpendicular to the layers. At 1.973 Å the shorter axial bonds at pentagonal bipyramidal 
sites are slightly longer than a uranyl ion bond (1.7 - 1.9 Å). 
 
Figure 5.03 – PBE + U predicted structure of U2O5 (Np2O5): (a) P1 unit cell, (b) view 
along the x axis and (c) coordination at each uranium site. Black spheres are U ions (all 5+), 
red are O and the unit cell is highlighted in green. 
All uranium ions are predicted to be U5+ and the coordination is again similar to the higher 
U3O8 oxide. Agreement with the experimental lattice parameters and volume is excellent 
considering it is a neptunium oxide structure, and is considerably better than for any of the 
other metal oxides, most likely due to the better match of the uranium and neptunium 
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atomic radii (both 175 pm). The monoclinic cell shape is fully retained upon relaxation, 
with the β angle particularly well reproduced, although the space group shifts from P2/c to 
the lower symmetry P1 group. 
5.2.3 Nb2O5 Structures 
There are three different Nb2O5 structures that have been arbitrarily designated as α- [186], 
β- [187] and γ- [188] polymorphs in this work to match the nomenclature of the other 
phases. The α- and β-Nb2O5 structures both contain two formula units whereas the γ- 
structure has a considerably larger 16 formula unit cell. All three systems have monoclinic 
symmetry and metal ions in six-fold coordination but the symmetry differs quite 
significantly between structures. α-Nb2O5 has a single type of uranium atom in distorted 
octahedral coordination leading to a C2/m structure with large voids at the centre of the unit 
cell (Figure 5.04 (a) and (b)). β-Nb2O5 also contains a single type of metal atom but in 
trigonal antiprismatic coordination that yields C2 symmetry and a tilted layered structure 
(Figure 5.04 (c) and (d)). γ-Nb2O5 contains eight different metal sites, all in octahedral 
coordination but with varying amounts of distortion. The structure is highly similar to α-
Nb2O5, with C2/m symmetry and large voids surrounded by four octahedra (Figure 5.04 (e) 
and (f). 
On minimisation all three polymorphs relax to the lower symmetry P1 space group, 
however the energy differs quite significantly. In α- and γ-polymorphs the axial bond 
lengths are approximately 2.1 and 2.2 Å respectively, slightly longer than uranyl bonds (1.7 
-1.9 Å). In γ-Nb2O5, these are all tilted relative to the equatorial plane whereas in α-Nb2O5 
they are all perpendicular to it. In the α- and β-Nb2O5 based systems all uranium ions are 
predicted to be U5+ whereas in the γ-Nb2O5 structure one of the uranium sites (four 
uraniums in total) is predicted to be U4+, with another predicted as U6+, balancing the 
charge. The U4+ sites have the most distorted octahedral coordination whereas the U6+ are 
some of the least distorted positions. Agreement with the experimental lattice parameters 




Figure 5.04 – PBE + U predicted structures of U2O5 (Nb2O5): (a) α-Nb2O5 view along the x 
axis, (b) α-Nb2O5 unit cell, (c) β-Nb2O5 unit cell, (d) β-Nb2O5 view along the z axis, (e) γ-
Nb2O5 view along the y axis and (f) γ-Nb2O5 unit cell. Black spheres are U5+ ions, yellow 
are U4+, purple are U6+, red are O and the unit cell is highlighted in green. Note the large 
structural voids in the α- and β- polymorphs. 
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radii (145 pm compared to 175 pm) and the apparent preference of U5+ for seven-fold 
coordination. The monoclinic unit cell angles are also poorly reproduced, with the angle in 
α-Nb2O5 switching to α. The α- and γ-Nb2O5 structures have unreasonably high volumes 
per uranium ion compared to the other layered oxides, due to the large voids present in 
these polymorphs. 
5.2.4 Ta2O5 Structure 
A single unique Ta2O5 polymorph has been identified in the literature [189], it crystallises 
in a four formula unit cell with the C2/c space group and monoclinic symmetry. Although 
there are other polymorphs they are identical to Nb2O5. There is a single type of metal ion 
present in distorted octahedral coordination. The layers are tilted, in a similar manner to 
β-Nb2O5, with the axial bonds deviating significantly from orthogonal to the equatorial 
plane. Figure 5.05 shows the PBE + U relaxed structure. 
 
Figure 5.05 - PBE + U predicted structure of U2O5 (Ta2O5): (a) view along the y axis and 




The simulation retains the C2/c space group but predicts very different lattice parameters to 
the Ta2O5 structure, again due to the large difference in atomic radii (145 pm compared to 
175 pm for uranium) and preference for U5+ to be in seven-fold coordination. The 
monoclinic symmetry and β angle are, however, well retained in the calculation. The axial 
bonds on each site are different lengths, 2.090 and 2.250 Å, and all uranium ions are 
predicted to be U5+. The predicted volume per uranium ion is also in line with other layered 
oxide structures. The Ta2O5 based simulation is also the only one for which negative 
vibrational frequencies were predicted. 
5.2.5 V2O5 Structures 
Two V2O5 polymorphs have been found, designated arbitrarily here as α- [190] and β-V2O5 
[191]. The α- polymorph crystallises in an orthorhombic Pnma four formula unit cell with 
two types of metal site, both in distorted octahedral positions. The layers are flat but the 
axial U-O bonds are bent such that they are not perpendicular to the layers. It also contains 
large structural voids, although they are shaped slightly differently to those in the α- and γ-
Nb2O5 structures. In the β-V2O5 structure there are two types of metal ion which are both in 
distorted hexagonal bipyramidal sites, where the equatorial bonds extend above and below 
the equatorial plane in a similar manner to α-UO3 [72]. The unit cell is monoclinic P21/m 
and also features bent axial bonds relative to the equatorial plane. The β-V2O5 structure is 
essentially oxygen deficient α-UO3 (Chapter 7), with octahedral coordination at each site 
instead of hexagonal bipyramidal. 
On minimisation the α- and β-V2O5 structures relax to the lower symmetry P1 and Pm 
space groups respectively but retain their original coordination (Figure 5.06). The 
difference with the experimental lattice parameters is largest for these two oxides, 
unsurprisingly, as vanadium has the smallest atomic radii of all the structures examined 
here (135 pm) and so there is the largest relaxation compared to the experimental data. The 
uranium ions are also all in six coordinate positions compared to the preference of U5+ for 
seven coordinate (Chapter 6). The α-V2O5 structure becomes slightly monoclinic on 
relaxation and the large voids are maintained, resulting in a very large volume per uranium 
ion. The tilted axial U-O bonds are 2.218 and 2.268 Å at each uranium site and both are 
U5+. The β angle in β-V2O5 is almost orthorhombic to begin with but relaxes to 79.7 °, 
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along with a splitting of the uranium ions from two unique sites to four. Single U4+ and U6+ 
ions and two U5+ ions are predicted as the charge configuration, with slightly longer axial 
bonds at the U4+ site and slightly shorter at U6+. 
 
Figure 5.06 - PBE + U predicted structures of U2O5 (V2O5): (a) α-V2O5 view along the y 
axis, (b) α-V2O5 unit cell, (c) β-V2O5 view the along z axis and (d) β-V2O5 unit cell. Black 
spheres are U5+ ions, yellow are U4+, purple are U6+, red are O and the unit cell is 
highlighted in green. Note the large voids in the α-V2O5 structure. 
5.2.6 Stability 
The relative energies of the simulated U2O5 phases are provided in Table 5.01 and are 
linked to a number of factors; including the uranium charge, uranium coordination and the 
presence of structural voids or pores. There appears to be a larger geometrical strain in the 
systems originating from a smaller ion than uranium. In Chapter 6 it is established that U5+ 
is more stable in pentagonal bipyramidal coordination and the structures originating from 
smaller metal ions typically differ from this more significantly. 
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All systems were fully relaxed, however the original coordination is retained in each case 
and a general order of stability of Np > Nb/Ta > V based structures is established. The 
Np2O5 structure is actually most stable overall, almost 0.1 eV more stable than δ-U2O5. Np 
has the same ionic radius as U and the coordination of δ-U2O5 (a mix of distorted 
pentagonal bipyramidal and octahedral) is also found here. As with δ-U2O5 the structure is 
essentially oxygen deficient U3O8 (Chapter 6). All the other structures feature uranium 
atoms entirely in six coordinate positions and so are consequently less stable. Perhaps the 
most surprising result is the a-Nb2O5 structure which, despite having a relatively large 
volume (65.69 Å3/U) and Nb having a slightly smaller atomic radius than U (-6 %), is only 
0.03 eV less stable than δ-U2O5. After this the Ta2O5 structure is found to be the next most 
energetically stable (although it does contain imaginary vibrational frequencies and so is 
dynamically unstable) as the parent Ta ion is the same size as Nb. Entirely U5+ ions are 
predicted and the relaxed volume (56.42 Å3/U) is very close to that found in δ-U2O5. At the 
other end of the scale, of the V2O5 structured oxides (V is 13 % smaller than U and so there 
is greater structural relaxation) the β- polymorph is least stable due to the presence of U4+ 
and U6+ ions and the relatively small volume of 47.94 Å3/U. The α-V2O5 structure is 
slightly more stable as, although it has a particularly large volume (67.33 Å3/U), entirely 
U5+ ions are predicted. The β- and γ-Nb2O5 structures are found to be of comparable 
stability to one another. The stability of β- is lowered due to the trigonal prismatic 
coordination environment whilst in the γ-Nb2O5 structure it is the presence of U4+ and U6+ 
ions and a relatively large volume of 64.82 Å3/U. Based on these results it would be 
expected that U2O5 can crystallise in the Np2O5 structure, but due to the relative instability 
of the U2O5 stoichiometry compared to the other oxides it has not been synthesised or 
reported experimentally. The difficulty in synthesising layered U2O5 is likely to stem from 
the fact that the structure is essentially oxygen deficient U3O8 and U
5+ is more stable in 
pentagonal bipyramidal coordination (Chapter 6). The instability of δ-U2O5 (and (Np) 
U2O5) likely arises from the presence of octahedrally coordinated uranium ions, it is highly 
favourable for this polymorph to gain more oxygen so that U6+ can occupy octahedral sites 
and U5+ pentagonal bipyramidal ones. 
111 
 
5.3 Elastic Properties 
Elastic constants and bulk moduli for all polymorphs, except for the γ-Nb2O5 structure (due 
to the size of the structure and limited time available), have been predicted and are provided 
in Tables 5.02 and 5.03. There are no reported values for these in the literature, except for 
the published results from this work on δ-U2O5 [73], and so these form the first predicted 
values for the other U2O5 structures examined. 
The first point of interest is the negative elastic constants predicted in the Np2O5 and α-
V2O5 structures; which are notably absent from Ta2O5 despite the predicted negative 
vibrational modes in this structure. Although negative elastic constants can be indicative of 
dynamical instability, it is not necessarily the case [193] and evidently calculation of 
vibrational frequencies is also essential given the example of the Ta2O5 structure. A 
structure is considered unstable if the determinant of the C11:C33 elastic matrix is negative 
or any of the lead diagonal elastic constants (C11-C66) are large negative values [194]. 
Applying this to the Np2O5 and α-V2O5 based structures it emerges that the former is 
dynamically stable whilst the latter is not. A further test to confirm this is to satisfy the 
condition in Equation 5.01 [194]: 
(𝐶𝑖𝑗)
2
< 𝐶𝑖𝑖𝐶𝑗𝑗      Equation 5.01 
where in the example of Np2O5 Cij is C12 and Cii and Cjj are C11 and C22 respectively. 
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Elastic Constants (GPa) 
C11 C12 C13 C22 C23 C33 C44 C55 C66 
δ-U2O5 U5+ 271.4 29.5 148.0 513.6 27.9 246.5 27.7 27.1 60.6 
Np2O5 U
5+ 217.6 130.4 -2.4 279.5 22.1 395.1 61.2 26.7 22.7 
α-Nb2O5 U
5+ 452.8 24.8 32.6 212.4 134.4 295.7 22.8 17.6 26.0 
β-Nb2O5 U
5+ 120.5 72.8 65.3 194.3 60.4 80.0 98.9 68.9 61.9 
Ta2O5 U
5+ 165.1 36.4 22.6 86.9 53.1 94.5 30.2 87.6 23.9 
α-V2O5 U
5+ 195.5 73.0 86.2 179.0 43.9 56.3 -2.3 -148.9 -31.0 
β-V2O5 U
4+/U5+/U6+ 298.2 132.8 128.8 253.8 87.3 330.1 51.1 64.9 33.5 
 










δ-U2O5 U5+ 156.8 58.15 -0.86 
Np2O5 U
5+ 132.5 58.80 -0.95 
α-Nb2O5 U
5+ 149.4 65.69 -0.83 
β-Nb2O5 U
5+ 88.0 54.20 -0.57 
Ta2O5 U
5+ 63.4 56.42 -0.70 
α-V2O5 U
5+ 93.0 67.33 -0.34 
β-V2O5 U





In the stable materials the predicted bulk moduli are of comparable magnitude to those in 
U3O8 [73], with uranium charge configuration bearing no influence on the elastic 
properties. Volume per uranium atom also has little influence on the bulk modulus, 
demonstrated by α-Nb2O5 and a-V2O5. Equally the predicted formation energy is not 
correlated with B, as the relatively unstable β-V2O5 polymorph is predicted to have a bulk 
modulus in line with the highly stable δ-U2O5 and Np2O5 structures, although slightly 
higher. The key influence on B is the structural motifs present in the material. The δ-U2O5, 
Np2O5 and α-Nb2O5 structures have similar bulk moduli to the U3O8 polymorphs because 
they are structurally similar; with pentagonal bipyramidal or octahedral coordination and 
relatively straight, elongated uranyl-like axial U-O bonds. As was found in U3O8, the 
largest elastic constants are those corresponding to compression along the axial bond axis: 
C22 in δ-U2O5, C22/C33 in Np2O5 and C11 in α-Nb2O5. 
In the polymorphs with lower bulk moduli the axial bonds deviate more significantly from 
perpendicular to the layers (or are non-existent in β-Nb2O5). These results also show good 
agreement with UO3, where the same elastic constant/axial bond relationship was identified 
and phases without uranyl bonds had bulk moduli of between 150 and 170 GPa [72]. 
5.4 Electronic Properties 
There has been no experimental determination of the electronic properties of U2O5 and the 
only computational work in the literature is that published from this thesis [73]. The partial 
DOS for each U2O5 structure are in Figure 5.07 and Table 5.04 shows the predicted band 
gaps. 
Table 5.04 – Predicted band gaps of U2O5 polymorphs. 
Phase 
U Charge 





δ-U2O5 U5+ 1.60 58.15 -0.86 
Np2O5 U
5+ 2.32 58.80 -0.95 
α-Nb2O5 U
5+ 2.14 65.69 -0.83 
β-Nb2O5 U
5+ 2.33 54.20 -0.57 
γ-Nb2O5 U
4+/U5+/U6+ 0.39 64.82 -0.57 
Ta2O5 U
5+ 2.23 56.42 -0.70 
α-V2O5 U
5+ 1.23 67.33 -0.34 
β-V2O5 U




Figure 5.07 – PBE + U calculated partial DOS for U2O5 structures. O 2p states are in red, U 5f are in blue and U 6d are in green. 
Contributions from other states are negligible and so are omitted. Only spin up states are included here as the spin up and spin down 
channels are extremely similar. The energy of the highest occupied state was set to zero eV (i.e. E = E - Ef). 
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Only DOS from uranium 6d and 5f and oxygen 2p states have been included in the DOS as 
other states have relatively minor contributions to the DOS, particularly around the band 
gap. Almost every structure is predicted to be a charge transfer insulator, with a 
conductance band composed of U 5f states and valence band comprised mainly of O 2p 
states. All structures feature a notable U 5f peak that contributes to the valence band, in the 
Np2O5 structure in particular this is very close to the top of the band, but the main 
contributor is still the O 2p states. In the two V2O5 based structures, however, there are very 
small U 5f peaks at the tops of the valence bands, suggesting possible Mott-Hubbard 
insulating behaviour in these phases (as observed in UO2). The presence of U 5f states in 
the valence band suggests a degree of covalent mixing with O 2p (fully ionic bonding 
would feature no overlapping states). The position of the U 5f peaks in the two most stable 
polymorphs (δ-U2O5 and Np2O5) matches well with that of the U5+ 5f peak in U3O8 [73]. 
There is very little overall contribution from U 6d states, with most of it confined to the 
lower valence band and the most significant 6d contributions to the DOS are found in δ-
U2O5. 
The predicted band gaps of the different U2O5 polymorphs cover a fairly wide range. There 
does not appear to be much relationship with relative stability or the volume per uranium 
atom of the phase, although the three most stable phases all have band gaps of 1.6 eV or 
higher. The Np2O5 and α-Nb2O5 band gaps (2.32 and 2.14 eV) are comparable the PBE + U 
predicted values for U3O8 (2.0 – 2.2 eV) [73], whereas at 1.60 eV δ-U2O5 is closer in line 
with the experimentally determined U3O8 value (1.76 eV) [172]. 
5.5 Conclusions 
The paucity of experimental data on the U2O5 composition, combined with the large 
number of potential configurations associated with applying the defect models used for 
U4O9 and U3O7, have made it impossible to simulate fluorite based U2O5 at this stage. 
However, a number of layered type structures have been simulated, including δ-U2O5 and 
Np2O5, Nb2O5, Ta2O5 and V2O5 structures. 
All of the most stable systems are predicted to contain entirely U5+ ions, with only two of 
the least stable systems found to contain U4+ and U6+, and even then U5+ is also present. 
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The calculations reveal the most stable structures are those that contain well defined axial 
bonds, volume per uranium ions close to that of δ-U2O5, only U5+ ions, mostly seven-
coordinate uranium sites and whose parent M2O5 structure contains a metal ion with an 
ionic radius close to that of uranium. The δ-U2O5 structure is actually found to be second 
most stable, after Np2O5, and is closely followed by α-Nb2O5, despite the large structural 
voids present in the latter polymorph. The δ-U2O5 and (Np) U2O5 polymorphs are 
structurally similar to U3O8, containing mixtures of pentagonal bipyramidal and octahedral 
coordination with slightly shorter axial bonds. To this end it would be expected that 
uranium can crystallise with the Np2O5 structure, however it has not been observed 
experimentally as the structural investigations in the literature for this composition date 
back to the 1960s and the composition is meta-stable with respect to U3O8, making 
synthesis and storage problematic. The stoichiometry is clearly worthy of synthetic 
investigation though as the Np2O5 structure is found to be a stable phase. 
The bulk moduli of the most stable polymorphs (130 -160 GPa) are also very similar to 
U3O8, as would be expected given their close structural resemblance. The calculated elastic 
constants also share a relationship with U3O8 in that the largest predicted constants 
correspond to compression along the axial U-O bonds, demonstrating increased mechanical 
strength along that axis. 
In keeping with the higher layered oxides U3O8 [73] and UO3 [72], all of the U2O5 
polymorphs are predicted to be charge transfer insulators with VBs made up of oxygen 2p 
states and CBs made up of uranium 5f states. The contributions to either of these bands 
from uranium 6d states are minimal. There is slightly more variation in predicted band 
gaps, with δ-U2O5 predicted to be 1.60 eV, which is relatively close to the experimentally 
determined α-U3O8 band gap of 1.76 eV [172]. However the Np2O5 and α-Nb2O5 structures 
are found to have band gaps of 2.32 and 2.14 eV respectively, which are much closer in line 
with the PBE + U computed band gaps for U3O8 (2.05 – 2.23 eV) [73], suggesting that 
perhaps these two structures are more representative of the U2O5 composition. 
The following chapter examines the various polymorphs of U3O8 which, as described in 





6 Layered U3O8 
U3O8 is the first isolatable layered oxide of the U-O system; U4O9, U3O7 and U2O5 all 
oxidise to it over time or disproportionate to UO2 and U3O8 depending on the conditions. It 
is commonly produced from UO2 oxidation, as the kinetically controlled product [195] 
(UO3 is the thermodynamically controlled product) [196], but it can also form from 
reduction of UO3 at high temperatures [197]. There are three closely related polymorphs 
[31, 198, 199] with well-defined structures reported in the literature and so simulation of 
the phase is relatively straightforward. Here simulations of all three polymorphs are 
presented and predictions are made of their fundamental properties, with detailed 
discussion of each polymorph in section 6.2. 
All of the work presented here has been published previously in Dalton Transactions in a 
paper titled “Density Functional Theory Investigation of the Layered Uranium Oxides U3O8 
and U2O5” [73].  
6.1 U3O8 Background 
The inherent stability and significance of U3O8 to the nuclear fuel cycle (Chapter 1) have 
led to numerous experimental investigations of its structural [31, 198-202], thermodynamic 
[19, 195, 203-207] and electronic [114, 172, 183, 208-212] properties, as well as a number 
of computational studies [32, 197, 213-216]. The stoichiometry, U3O8, suggests a mixed-
valence oxide and dictates that the uranium charge configuration is either one U4+ and two 
U6+ or two U5+ and one U6+. Older experimental studies propose the former [183, 217], 
whilst more recent work suggests the latter [114, 184]. Computational studies using 
interatomic potentials with an averaged charge of U5.33 + gave the best structural fit with 
experiment [214], a result that was corroborated by DFT simulations from Geng et al [215]. 
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More recent calculations using DFT + U, however, suggest a preferred configuration of 
U5+/U6+ [197, 216]. He et al [172] used spectroscopic ellipsometry (SE) to determine the 
band gap of α-U3O8, finding it to be an insulator with an indirect band gap of 1.76 eV. 
Their accompanying LDA + U calculations predicted a value of 2.43 eV. 
The current chapter presents the results from simulations of the U3O8 polymorphs and 
compares them with the available experimental and computational data. The PBE + U 
methodology is applied here as described in Chapter 2, however the PBE was also used for 
some initial calculations to test its effects on the system. Additionally, both FM and AFM 
(<100>, <010> and <001>) magnetic orderings were applied for each polymorph but there 
was found to be no energetic preference and the predicted structures were identical and so 
only the FM results are reported here (AFM results can be found in Appendix C). Some of 
the DFT studies in the literature report non-magnetic (NM) structures [197, 215, 216], 
however as all the calculations employed here are spin-polarised, this is not a phenomenon 
that was possible to reproduce. 
6.2 Structural Properties 
A total of five U3O8 polymorphs were found in the literature and are all discussed here: 
Amm2 and C222 α-U3O8, Cmcm and P21/m β-U3O8 and P-62m γ-U3O8. Table 6.01 contains 
all of their predicted structural properties and gives their relative stabilities in terms of 
formation energy with respect to UO2. 
6.2.1 α-U3O8 
As the most common polymorph, α-U3O8 is synthesized from isothermal heating of UO2 to 
900 K in dry air [31]. It is structurally very similar to α-UO3, having been described as an 
oxygen deficient version of this polymorph with ordered oxygen vacancies [218]. It is 
reported to crystallise in the Amm2 (or C2mm) space group in a 22 atom (two formula unit) 
orthorhombic cell with each uranium ion in pentagonal bipyramidal coordination [31, 200, 
202, 219] (Figure 6.01(a)). There is an alternative structure in the literature, reported by 
Andresen [198], which has the C222 space group and one of the two uranium sites has 
octahedral coordination (Figure 6.01(c)). In both structures the axial interlayer bonds are 
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perpendicular to the layers in eclipsed configuration. The theoretical density is in good 
agreement with experiment, 8.39 and 8.43 gcm-3 respectively, a good indication of 
relatively few defects. 
 
 
Figure 6.01 - α-U3O8: (a) experimentally observed Amm2 structure, (b) PBE + U relaxed 
Amm2 structure, (c) experimentally observed C222 structure and (d) PBE + U relaxed 
Cmmm structure. Black spheres represent uranium ions, red oxygen ions and the unit cell is 
highlighted in green. 
The calculated structural properties of the Amm2 and C222 polymorphs can be found in 
Table 6.01 and their predicted structures in Figures 6.01 and 6.02. The C222 polymorph 
(which relaxes to Cmmm on minimisation) is predicted to be the lowest energy structure 
and contain no imaginary vibrational modes. The U5+/U6+ charge configuration is also 
preferred; U4+/U6+ was only stabilised for the Amm2 polymorph and has a significantly 
higher formation energy (+0.4 eV/U) as well as a number of imaginary vibrational 




Table 6.01 – Predicted properties of U3O8. Space groups are calculated to a tolerance of 0.001 Å using Materials Studio [192]. 
Reported energies are formation energy per uranium ion relative to UO2*. Magnetic moments are indicative of uranium charge 
and there are two U2 sites. Results reported from the literature all have FM structures. Δ% is the percentage difference between a 
calculated structure and experiment. 
Study Phase Method 
Mag. Mom. 
(μB) 











Exp - - - 4.15 11.97 6.72 55.58 90.0 Amm2 - 
Wen [197] 
HSE 0.00 1.10 - 4.09 (-1.4) 11.86 (-0.9) 6.64 (-1.1) 53.68 90.0 - - 
PBE + U 0.00 1.10 - 4.21 (1.5) 11.60 (-3.1) 7.22 (7.5) 58.68 90.0 - - 
Yun [220] PW91 + U 0.00 1.00 - 4.21 (1.5) 11.61 (-3.1) 7.20 (7.2) 58.65 90.0 - - 
Geng [215] PBE 0.70 0.70 - 4.16 (0.3) 11.57 (-3.3) 7.03 (4.7) 56.39 90.0 - - 
This Work 
PBE + U 
2.00 0.05 - 4.24 (2.2) 13.06 (9.1) 6.60 (-1.7) 60.92 90.0 Amm2 -0.70 
0.00 1.09 - 4.21 (1.4) 11.60 (-3.1) 7.22 (7.5) 58.72 90.0 Amm2 -1.09 
PBE 0.75 0.72 - 4.16 (0.3) 11.84 (-1.0) 6.84 (1.8) 56.12 90.0 Amm2 - 
Andresen [198] C222 
α-U3O8 
Exp - - - 6.70 11.95 4.14 55.30 90.0 C222 - 
This Work PBE + U 0.00 1.08 - 7.22 (7.7) 11.59 (-3.0) 4.20 (1.5) 58.67 90.0 Cmmm -1.10 
Loopstra [199] Cmcm 
β-U3O8 
Exp - - - 7.07 11.45 8.30 55.98 90.0 Cmcm - 




Exp - - - 11.93 6.72 8.29 55.38 90.0 P21/m - 
Wen [197] 
HSE 0.00 1.10 - 12.04 (0.9) 6.60 (-1.8) 8.19 (-1.2) 54.23 90.0 - - 
PBE + U 
0.00 1.10 - 11.60 (-2.8) 7.04 (4.8) 8.34 (0.6) 56.76 90.0 - - 




Exp - - 0.61 6.82 6.82 4.15 55.76 120.0 P-62m - 
Wen [197] 
HSE 0.85 0.85 0.61 6.73 (-1.3) 6.73 (-1.3) 4.09 (-1.5) 53.52 - - - 
PBE + U 0.84 0.84 0.61 6.84 (0.3) 6.84 (0.3) 4.17 (0.4) 56.31 - - - 
This Work PBE + U 
1.06 0.65 0.60 7.03 (3.0) 7.03 (3.0) 4.20 (1.2) 59.86 122.5 Amm2 -0.77 
0.00 1.09 0.62 6.83 (0.1) 6.83 (0.1) 4.20 (1.2) 56.60 116.3 Amm2 -1.08 
 
* - EForm =  𝐸UO2  − (𝐸U3O8 − 𝐸U − 
8
3




A PBE calculation was also performed on the Amm2 unit cell to compare its effects with 
the PBE + U and, as reported by Geng et al [215], a delocalised uranium charge of 5.33+ 
was found on each uranium site. Although it reproduced the experimental structure to a 
greater degree of accuracy compared to the PBE + U (the uranium coordination is the same 
as in Figure 6.01 (a)) and predicted no sublattice distortions (as in Figure 6.01 (b)), 
imaginary vibrational frequencies were found, indicating the structure is dynamically 
unstable. This structure was still predicted even when applying the PBE to the PBE + U 
minimised structure, demonstrating the strong preference of the PBE for delocalised charge 
and the coordination shown in Figure 6.01 (a). 
 
Figure 6.02 – PBE + U predicted structure if α-U3O8 (a) Amm2 unit cell, (b) uranium 
coordination in Amm2 structure, (c) Cmmm unit cell and (d) uranium coordination in 
Cmmm structure. U6+ in purple, U5+ in blue, oxygen in red and the unit cell is highlighted in 
green. 
Now referring only to the PBE + U U5+/U6+ results, for both the Amm2 and C222 structures 
the volume shows a slight overestimation, 5.7 and 6.1 % respectively. This arises 
predominantly from the overestimation of a by 0.5 Å, a result also found in the calculations 
of Wen et al [197]. On minimising the Amm2 structure a distortion of the oxygen sublattice 
is predicted (Figure 6.02 (b)) whereby the coordination at U1 sites is lowered to octahedral 
such that the cell now strongly resembles the C222 structure. Despite this coordination 
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change the original Amm2 symmetry is retained due to the differences highlighted in 
Figures 6.01 (b) and (d). The C222 structure displays no distortion on minimisation 
however it does relax to the higher symmetry Cmmm space group. These strikingly similar 
relaxed structures (Figures 6.01 (b) and (d) and 6.02); only differ slightly in atomic 
positions and volume, equating to a 0.05 eV energy difference. The Cmmm structure is the 
(slightly) energetically favoured one, however as the Amm2 system relaxed to essentially 
the same structure it is clear that Andresen’s Cmmm structure is preferred. An imaginary 
vibrational frequency is predicted for the Amm2 polymorph that only concerns 
displacement of the oxygen ions involved in the structural distortion, further reinforcing the 
preferential status of the Cmmm modification. The axial U-O bonds in α-U3O8 are predicted 
to be 2.10 Å (Figure 6.02 (b) and (d)), in close agreement with 2.07 Å reported 
experimentally. This distance is almost the same as that found in the comparable a-UO3 
structure [72]. 
Previous DFT studies of α-U3O8 focussed solely on the Amm2 (or C2mm) polymorph and 
did not report the oxygen sublattice distortion predicted here [172]. Wen et al predict six 
tightly bound oxygen ions at each oxygen site and a seventh at a greater distance of 2.55-
2.72 Å [197], compared to the completely dissociated 3.55 Å predicted in this work (Figure 
6.01 (b)). The structure from the U4+/U6+ charge configuration predicted here is closer in 
line with that of Wen et al, however the seventh oxygen is still at a larger distance of 3.11 
Å. Considering all of this information, it is reasonable to suggest that that the oxygen in α-
U3O8 is thermally activated and can hop between sites such that the experimentally 
determined Amm2 system is in fact an averaged structure of two almost degenerate minima 
in the Cmmm cell. 
6.2.2 β-U3O8 
β-U3O8, the high temperature polymorph, is produced by heating α-U3O8 to 1623 K in air or 
oxygen and slowly cooling to room temperature [199]. The primary polymorph discussed 
in the literature is Cmcm however a P21/m structure is also available [221], both are 
orthorhombic and have 44 atom (four formula unit) cells. β-U3O8 contains three distinct 
uranium sites, with two assuming pentagonal bipyramidal coordination and the third in 
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octahedral coordination; in a similar structure to the Cmmm and relaxed Amm2 α-U3O8 
polymorphs. 
A distinct structural feature of β-U3O8 is the tilting of the axial U-O bonds relative to the 
equatorial plane, in a similar fashion to the U2O5 polymorphs discussed in Chapter 5, 
although less pronounced at an average deviation from straight of 5 °. The bending is more 
significant in the Cmcm polymorph and alternates direction in order to maintain more or 
less eclipsed axial bonding. As with the α- polymorph, good agreement is shown between 
the experimental and theoretical densities at 8.38 and 8.33 gcm-3 respectively, suggesting 
relatively few defects are present [19]. 
 
Figure 6.03 – PBE + U predicted structure of β-U3O8 (a) Cmcm unit cell, (b) P1 unit cell, 
(c) uranium coordination in Cmcm structure and (d) uranium coordination in P1 structure. 
U6+ ions are in purple, U5+ in blue, oxygen in red and the unit cell is highlighted in green. 
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Examining the results of the simulations (Table 6.01 and Figure 6.03) the similarities with 
α-U3O8 are still very apparent and the Cmcm polymorph is found to be energetically most 
stable. Both calculations predict U5+/U6+ charge configurations and the PBE + U slightly 
overestimates the volume at 5.5 % and 6.9 % for the Cmcm and P21/m structures 
respectively. The lattice expansion is more isotropic and hence the relatively large 
distortion of the a lattice parameter in α-U3O8 is not found for β-U3O8. In the Cmcm 
calculation the uranium coordination and oxygen sublattice remain undistorted from their 
experimental configuration (comparable to Cmmm α-U3O8) and the Cmcm symmetry is 
retained (Figure 6.03 (a)). The P21/m polymorph relaxes to the lower symmetry P1 group, 
adopting a monoclinic (β = 86.5 °) cell, accompanied by a large oxygen sublattice 
relaxation as the octahedral uranium site switches from U2 to U3 (Figure 6.03 (d)). The 
uranium charges remain unchanged though, yielding a U6+ ion in pentagonal bipyramidal 
coordination and U5+ in octahedral coordination, in contrast to the other U3O8 polymorphs 
examined so far. Additionally this P1 structure is predicted to contain a number of 
imaginary vibrational modes, further adding to its lack of stability compared to the Cmcm 
polymorph. The tilting of axial bonds is retained in both structures, with no significant 
change in the P1 polymorph but a slight increase in U1 site tilting and slight decrease in U2 
and U3 site bending in Cmcm β-U3O8. Examining simulations from the literature, Wen et al 
used the P21/m polymorph but again do not report the same structural distortions found in 
this work [197]. Whilst the U2 site is found to be octahedral here they predict a loosely 
bonded seventh oxygen ion at 3.00 Å.  
β-U3O8 is predicted to have a wider range of axial U-O bond distances than the other 
polymorphs (1.91 – 2.32 Å), although the average is still similar at around 2.10 Å. This 
does not seem to be related to the uranium charge, as the shortest axial bond is at a U5+ site 
in the Cmcm structure and at the U6+ site in the P1 structure. It also appears to be unrelated 
to how tilted the axial bond is relative to the equatorial plane, as it is the most tilted bond in 
the P1 structure but not in the Cmcm. It was not possible to stabilise alternative charge 




γ-U3O8, or the high pressure polymorph, is reported to form after heating α-U3O8 to 473-
573 K (or UO2 to 900 K) at high oxygen partial pressure (> 16, 000 atm) [31, 222]. It 
crystallises in the relatively high symmetry hexagonal P-62m space group in a single 
formula unit (11 atom) cell. There is a single type of uranium site in the experimentally 
determined structure that has pentagonal bipyramidal coordination, in a markedly similar 
arrangement to Amm2 α-U3O8. In keeping with β-U3O8 though there is a slight tilting of the 
axial U-O bonds relative to the equatorial plane (4.1 °). No experimentally measured 
density could be obtained for this polymorph but the theoretical density sits halfway 
between α- and β-U3O8 at 8.36 gcm-3. 
 
Figure 6.04 – PBE + U predicted structure of γ-U3O8 (a) P-62m unit cell and (b) uranium 
coordination at the two uranium sites (note that only a single type of uranium site is 
observed experimentally). U6+ ions are in purple, U5+ in blue, oxygen in red and the unit 
cell is highlighted in green. 
The predicted structural properties of γ-U3O8 are given in Table 6.01 and Figure 6.04 shows 
the PBE + U predicted structure. Although it was not possible to stabilise a U4+/U6+ charge 
configuration in this polymorph a partially delocalised system was obtained (referred to as 
U5+/U5.5+, containing one of the former and two of the latter) that was considerably less 
energetically stable than U5+/U6+ and contained imaginary vibrational modes, emphasising 
the preference for formal charge. The relaxed structure bears strong resemblance to 
previous polymorphs (the exception being P1 β-U3O8) as the oxygen sublattice relaxes to 
split the uranium sites into octahedral U6+ and pentagonal bipyramidal U5+. There is also 
significant straightening of the axial U-O bonds on minimisation, deviating from straight by 
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only 0.20 ° and 1.51 ° in the relaxed structure for U6+ and U5+ respectively. Agreement with 
the experimentally determined volume is slightly better than the previous polymorphs, 
overestimating by only 1.5 %. The hexagonal symmetry, however, is broken in each 
calculation with the γ angle predicted to be 116 ° in the U5+/U6+ configuration and 122 ° in 
the U5+/U5.5+ system. The symmetry also changes to Amm2 on minimisation and the 
predicted energy per uranium ion to within 0.05 eV of the Amm2 α-U3O8 structure. Again, 
previous simulations do not indicate any distortion of the oxygen sublattice [197], reporting 
the longest bond length to be 2.59 Å compared to complete dissociation (3.59 Å) to 
octahedral coordination that is found in the present work. The axial bonding is also most 
similar to in α-U3O8, with no formation of shorter axial bonds at either uranium site. 
6.3 Elastic Properties 
There is no experimentally recorded or DFT predicted bulk modulus for U3O8 however Ball 
et al used ionic potentials (with an averaged U5.33+ charge) to predict some of the elastic 
constants for Amm2 α-U3O8, although oddly do not provide enough information for 
calculation of the bulk modulus [213]. In this work the full set of elastic constants have 
been predicted and bulk moduli calculated using the PBE + U for each U3O8 polymorph 
and are presented in Table 6.02. In the interests of space only the nine independent elastic 
constants for orthorhombic cells have been provided, however the monoclinic symmetry of 
the relaxed γ-U3O8 systems has been taken into consideration when calculating the bulk 
moduli.  
As discussed previously, Amm2 α-U3O8 and P1 β-U3O8 are both predicted to contain 
imaginary vibrational frequencies and so are expected to be dynamically unstable. In 
addition to this the U4+/U6+ α-U3O8 configuration is predicted to have a negative C55 elastic 
constant which, as established in section 3.5.3, is further indication of instability. A number 
of the other elastic constants in this phase are predicted to be lower than in the equivalent 
U5+/U6+ structure and so a lower bulk modulus overall is achieved. Comparing with the two 
γ-U3O8 charge configurations, a slightly lower bulk modulus is found in the partially 
delocalised (U5+/U5.5+) system for the same reasons. So deviation from a U5+/U6+ charge 
configuration in U3O8 serves to reduce the elastic constants and bulk modulus overall. 
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Table 6.02 – Predicted elastic constants and bulk moduli of U3O8 polymorphs. Independent elastic constants for orthorhombic cells are 
included. EM refers to interatomic potential based energy minimisation. Details of bulk moduli (B) calculation can be found in section 2.4.1. 
Study Phase Method 
U Charge 
Configuration 





(eV) C11 C12 C13 C22 C23 C33 C44 C55 C66 
Ball [213] 
Amm2 α-U3O8 
EM U5.33+ 373.0 279.8 - 372.6 - 683.4 57.0 - - - 57.92 - 
This 
Work 
PBE U5.33+ 523.4 27.8 30.2 245.4 198.2 248.4 32.1 31.3 33.4 168.1 56.12 - 
PBE + U 
U4+/U6+ 470.1 1.5 18.7 126.6 72.1 226.4 22.2 -24.0 31.5 92.5 60.92 -0.70 
U6+/U5+ 505.3 42.5 26.9 373.9 139.9 258.2 31.8 34.4 25.7 165.8 58.72 -1.09 
Cmmm α-U3O8 PBE + U U
6+/U5+ 268.0 142.2 29.2 386.3 38.6 505.9 35.7 34.3 26.3 169.4 58.67 -1.10 
Cmcm β-U3O8 PBE + U U6+/U5+ 244.1 136.2 3.2 370.2 24.4 388.1 39.8 29.2 22.1 140.6 59.06 -1.12 
P1       β-U3O8 PBE + U U
6+/U5+ 208.8 191.7 6.7 263.3 18.6 376.0 56.5 22.1 20.9 136.8 59.20 -1.08 
Amm2 γ-U3O8 
PBE + U U6+/U5+ 311.3 181.9 35.4 255.0 31.2 504.8 78.1 26.8 31.2 181.4 56.60 -1.08 










The elastic constants and bulk moduli for Amm2 and Cmmm α-U3O8 are generally very 
similar, which is expected given how alike the two relaxed structures are. The Cmmm 
polymorph is predicted to have a slightly higher bulk modulus and has a slightly lower 
volume per uranium ion. γ-U3O8 is predicted to have a slightly higher bulk modulus still, in 
keeping with its lower volume. The largest volume per uranium ion is found for the β-U3O8 
polymorphs and they are also found to have the lowest bulk moduli of the group. Thus with 
highly related structures like the U3O8 polymorphs an inverse relationship between bulk 
modulus and volume emerges. The bulk moduli predicted for U3O8 are considerably lower 
than the 209 GPa found for UO2 [22] (volume is 40.9 Å/U ion) and compare favourably 
with UO3 polymorphs that do not contain uranyl type bonds [72]. 
The elastic properties can be more precisely linked to the structures themselves, as the 
largest elastic constant (i.e. largest resistance to compression) is found along the axis 
parallel to the axial U-O bonds. In Amm2 α-U3O8 this refers to the C11 elastic constant (a 
axis) but in all other polymorphs this is the C33 elastic constant, corresponding to the c axis. 
This behaviour was also observed in section 3.5.3 with the elastic constants of the layered 
U2O5 polymorphs. 
6.4 Electronic Properties 
The DOS and band gap of U3O8 have been studied fairly extensively using DFT [172, 197, 
215, 216] and recently He et al used spectroscopic ellipsometry (SE) to determine the band 
gap of α-U3O8 as 1.76 eV (and averaged result from the Cody, Tauc and T-L methods) 
[172]. The DOS have been calculated for each polymorph studied in this thesis and are 
presented in Figure 6.05, the predicted band gaps are given in Table 6.02 and values from 




Figure 6.05 – PBE + U predicted partial DOS for U3O8 polymorphs. O 2p states are in red, 
U5+ states are in blue and U6+ states are in purple, 5f states are designated with solid lines 
and 6d are shown with dashed lines. Contributions from other states are negligible and so 
are omitted. Only spin up states are included here as the spin up and spin down channels are 
extremely similar. The energy of the highest occupied state was set to zero eV (i.e. E = E - 
Ef). 
The partial DOS includes uranium 5f and 6d states and oxygen 2p states as contributions 
from other states were all found to be negligible. Equatorial and axial oxygen signals were 
not separated as they differed only in intensity (rather than energy of occupied states), 
corresponding to the different proportions of each. All U3O8 polymorphs are found to be 
clear charge transfer insulators with valence bands largely composed of O 2p states and 
conductance bands comprised mainly of U 5f states. 6d states generally show minor 
contributions to each band, most of which is located in the lower valence band and arises 
from U5+ ions. U5+ is consistently predicted to occupy the upper conductance band states 
and U6+ the lower conductance band states, implying higher ionicity on the U6+ ions. 
Additionally, there are small contributions from the U5+ 5f states to the valence band in all 
polymorphs but almost no U6+ 5f contributions. The presence of U5+ 5f states in the valence 
band suggests covalent mixing with the oxygen 2p. This accords well with the latest XPS 
results, which report covalent mixing in the actinide oxides is closely related to U-O bond 
distance and closed-shell systems screen the nuclear charge more effectively, thus reducing 
covalent character (i.e. less covalency is expected in the U6+-O interaction than the U5+-O 
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interaction) [223, 224]. Comparing the results with UO3 [72] (Chapter 7), the U
6+ in U3O8 
closely corresponds to that of α-UO3, the polymorph described as “uranium deficient α-
U3O8”, demonstrating similarities in the DOS of two types of oxide. Despite the presence 
of two U5+ sites in each polymorph the U6+ peaks are consistently stronger. 
Table 6.03 – Calculated and experimentally determined band gaps of U3O8 polymorphs 
from the present work and the literature. 











Experiment - 1.76 55.55 - 
LDA + U U5+/U6+ 2.43 53.91 - 
Wen [197] 
HSE U5+/U6+ 0.80 53.68 - 
PBE + U U5+/U6+ 1.20 58.68 - 
Yun [216] PW91 + U U5+/U6+ 0.63 58.65 - 
Geng [215] PBE U5.33+ 2.20 56.39 - 
This work 
PBE + U U4+/U6+ 0.71 60.92 -0.70 
PBE + U U5+/U6+ 2.05 58.72 -1.09 
PBE U5.33+ 1.37 56.12 - 
Cmmm α-U3O8 PBE + U U5+/U6+ 2.01 58.67 -1.10 
Wen [197] 
P1 β-U3O8 
HSE U5+/U6+ 1.60 54.23 - 
PBE + U U5+/U6+ 1.20 56.76 - 
This Work 
PBE + U U5+/U6+ 2.12 59.20 -1.08 
Cmcm β-U3O8 PBE + U U5+/U6+ 2.23 59.06 -1.12 
Wen [197] 
Amm2 γ-U3O8 
HSE U5+/U6+ 0.00 53.52 - 
PBE + U U5+/U6+ 0.00 56.31 - 
This Work 
PBE + U U5+/U6+ 2.19 56.60 -1.08 
PBE + U U5+/U5.5+ 0.84 59.86 -0.77 
The PBE + U calculations from this thesis overestimate the α-U3O8 band gap by around 
0.25 eV, although this result is still closer to the experimentally determined one than any of 
the simulations in the literature (Table 6.03). In the systems where U4+ or U5.5+ ions were 
predicted the band gaps are significantly lower than the experimental or U5+/U6+ results 
(0.71 and 0.84 eV respectively); reinforcing the argument that that the U5+/U6+ 
configuration is correct. The α-U3O8 PBE calculation (U5.33+) also yields a lower band gap 
(1.37 eV) compared to the equivalent PBE + U calculation. This value is significantly 
lower than the 2.2 eV reported by Geng et al in their equivalent calculation [215]. Cmcm β-
, P1 β- and Amm2 γ-U3O8 are all predicted to have slightly higher band gaps than α-U3O8, 
between 2.12 and 2.23 eV.  
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Considering the predicted band gaps from the literature, there is quite a spread of results 
depending mainly on the choice of functional. In α-U3O8, the LDA + U overestimates the 
band gap by the greatest margin whilst the HSE and PW91 + U underestimate it most 
significantly. Wen et als PBE + U result differs significantly from the present work, 
considerably underestimating the band gap, however they do not report the same structural 
distortion observed here. Geng et als PBE calculation also differs substantially from the one 
presented here, overestimating by around 0.5 eV, compared to an underestimation of 0.39 
eV. The P1 β-U3O8 predicted band gap is 0.82 eV higher than the equivalent calculation 
from Wen et al and 0.50 eV higher than their HSE calculation. The largest difference, 
however, is seen for γ-U3O8 where they predict a metallic phase with both calculations 
whilst the simulations from this work predict the same insulating state as the other 
polymorphs, maintaining the close relationship the three polymorphs have demonstrated in 
other areas. 
6.5 Thermodynamic Properties 
This section discusses various thermodynamic properties of the stable U3O8 polymorphs, 
i.e. those that are predicted to contain no imaginary vibrational frequencies and meet the 
stability criteria for elastic constants. Thus the predicted thermodynamic properties of 
Cmmm α-, Cmcm β- and Amm2 γ-U3O8 are presented in Figure 6.06. The formation 
enthalpy has been normalised with respect to the most stable polymorph (Cmcm β-U3O8) 
such that δHf = ΔHx - ΔHβ-U3O8, where x is the phase in question (Figure 6.06 (a)). Pressure 
has then been introduced and varied from -25 to 125 kbar to simulate a range of conditions 
from high temperature (negative pressure) to high pressure. Taking the predicted 
vibrational frequencies it was then possible to estimate the Helmholtz free energy (Figure 




Figure 6.06 – (a) calculated enthalpies of formation as function of pressure, relative to 
Cmcm β-U3O8, (b) Helmholtz free energy as a function of temperature and (c) vibrational 
entropy as a function of temperature. 
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The plots demonstrate good qualitative agreement with experiment. Figure 6.06 (a) shows 
γ-U3O8 is predicted to be most stable at high pressure, logical considering it has the 
smallest predicted volume per uranium ion. The calculations predict it to be stabilised 
above 25 kbar (at 0 K) compared to the experimental value of greater than 16 kbar 
(although the experimental data was collected at higher temperature) [222]. Generally 
acknowledged as the high temperature polymorph, β-U3O8 is predicted to be most stable at 
negative pressure (used here to represent high temperature). Considering only the enthalpic 
contributions the calculations predict β-U3O8 to be most stable at 0 K, despite having a 
higher zero point energy. However, the difference with α-U3O8 is so minimal (0.025 eV) 
that a polycrystalline sample is highly likely to contain equal amounts of both polymorphs 
at low temperatures, with the synthesis conditions (i.e. kinetics) determining which 
polymorph dominates. This behaviour reflects the experimental observations of Loopstra 
[199] and Hoekstra [203] well. 
The calculations predict that β-U3O8 has the highest vibrational entropy (Figure 6.60 (c)), 
which stabilises the polymorph at higher temperatures compared to α-U3O8 (Figure 6.60 
(b)). γ-U3O8 is predicted to have the lowest vibrational entropy and consequently is found 
to be least stable at high temperatures. 
6.6 Conclusions 
Five different structures for three polymorphs of U3O8 have been simulated, two of which 
for the first time (Cmmm α-U3O8 and Cmcm β-U3O8). The PBE + U provides an adequate 
description of the phase, albeit with slight volume expansion. It is also an improvement on 
the PBE, which falsely predicts itinerant uranium f electrons. There was also no energetic 
preference between FM and AFM structures (presented in Appendix C), suggesting the 
possibility of paramagnetism in U3O8. 
Cmmm α-, Cmcm β- and Amm2 γ-U3O8 have been identified as the stable forms of each 
polymorph and all three were found to contain octahedrally coordinated U6+ ions and U5+ 
ions in pentagonal bipyramidal coordination. The Amm2 α- and P1 β-U3O8 polymoprhs 
were both found to be energetically less stable than their counterparts and contain 
imaginary vibrational frequencies. 
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In two systems U4+/U6+ (Amm2 α-U3O8) and U5+/U5.5+ (γ-U3O8) charge configurations were 
retained, but were found to be considerably less stable than U5+/U6+ as well as having 
unreasonably low band gaps and bulk moduli. They were also both found to contain 
imaginary vibrational modes, the U4+/U6+ system containing the most. 
The elastic constants of U3O8 have been calculated for the first time, with bulk moduli of 
169, 141 and 181 GPa for the stable α-, β- and γ- polymorphs respectively. A larger bulk 
modulus was found to be linked to a smaller volume per uranium ion and vice versa. 
Predicted bulk moduli were found to be similar in magnitude to related UO3 polymorphs 
(150 GPa and above), i.e. those containing no uranyl type bonds. In a similar manner to 
U2O5, the largest predicted elastic constants are those that correspond to compression 
parallel to the axial U-O bonds, indicating greater mechanical strength in this dimension. 
All polymorphs are predicted to be charge-transfer insulators (in the same way as U2O5 and 
UO3) with band gaps of 2.01, 2.23 and 2.19 eV for the stable α-, β- and γ- polymorphs 
respectively. The partial DOS for each structure show minimal contributions from uranium 
6d states to the VB, and almost none in the CB. The VB is predominantly composed of 
oxygen 2p states and the CB uranium 5f with clearly distinct peaks for U5+ and U6+ ions. 
The U6+ peaks are found to occupy lower energy states than U5+, implying greater iconicity 
at the more highly charged site. U5+ ions also show a greater degree of covalent mixing 
between uranium 5f and oxygen 2p orbitals than U6+ and there is also considerably more 5f-
2p mixing than 6d-2p. 
Finally, the α- and β- polymorphs are predicted to be in competition at low temperatures, 
with the exact polymorph formed dependent on the synthesis conditions. Although β-U3O8 
is predicted to be thermodynamically more stable α-U3O8 is more commonly observed 
experimentally, suggesting it forms via a kinetically controlled process. As the temperature 
is increased β-U3O8 dominates as it is stabilised by its higher vibrational entropy. γ-U3O8 is 
predicted to be the most stable polymorph at high pressures and is destabilised compared to 
the other two at high temperatures. 
As mentioned earlier in this chapter, U3O8 bears some structural similarities to α-UO3 
(essentially an oxygen deficient version) and thus the following chapter considers the 




7 Layered UO3 
UO3 marks the end point of the U-O system, as with an oxidation state of U
6+ (5f 0 
configuration) all valence electrons have been removed. It also displays more 
polymorphism than any of the other oxides, with a reported seven crystalline polymorphs 
and one amorphous phase [19, 174]. In addition to the relevance of this phase to the nuclear 
fuel cycle discussed in Chapter 1, the UO3 polymorph formed is characteristic of the 
particular production method used and so a detailed understanding of the UO3 system has 
potential use in nuclear forensics [225]. Detailed discussion of the different polymorphs is 
provided in section 7.2. 
All of the UO3 results have been published previously in Inorganic Chemistry in an article 
entitled “Ab Initio Investigation of the UO3 Polymorphs: Structural Properties and 
Thermodynamic Stability” [72]. 
7.1 UO3 Background 
The U6+ ion displays a variety of coordination environments across the UO3 polymorphs 
and, unique to this stoichiometry, some of the oxides feature so-called uranyl bonds, i.e. 
shorter axial bonds named such due to their presence in the uranyl (𝑈𝑂2
2+) ion. The γ-UO3 
polymorph is the most thermodynamically stable uranium oxide and this, along with some 
of the other modifications, have been investigated fairly extensively beyond structural 
determinations in terms of their thermodynamic [129], electronic [172, 223, 224, 226] and 
optical [225] properties. There are also a handful of computational studies in the literature, 
mainly dealing with structural and electronic properties [172, 215, 227]. 
The extensive non-stoichiometry of the fluorite based uranium oxides is well documented 
and has been discussed in Chapter 4, however layered oxides, particularly UO3, also display 
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disorder. In his report on the preparation and characterisation of UO3 polymorphs, Cornman 
describes the difficulty in achieving a stoichiometric sample [228]. The oxides he produced 
all had O/U ratios between 3.03 and 3.07 with the exception of ζ-UO3, which was found to 
be 3.23. The particularly high ratio in this case was attributed to the presence of ~1 wt % 
sulphate, occurring due to the production method which involved sulphamic acid. U6+ is the 
soluble form of uranium and UO3 compounds are renowned for formation of hydrolysis and 
hydration products under ambient conditions [222, 229, 230]. Additionally, it is challenging 
to prepare some UO3 polymorphs without the presence of others [225, 231], so producing a 
stoichiometric sample with no hydration products is an even greater challenge. There are 
also issues with hypostoichiometry; Girgis et al synthesised six UO3 polymorphs with O/U 
ratios between 2.97 - 3.00, suggesting a small amount of uranium interstitials or (more 
likely) oxygen vacancies [226]. 
This chapter presents results from simulations of the α-, β-, γ-, δ- and η-UO3 polymorphs 
and compares them with the available data from experiments and simulations in the 
literature. There have also been multiple reports on the synthesis of ε- [232, 233] and ζ-UO3 
[226, 228] but their simulation has been neglected due to insufficient structural data. The 
lack of valence electrons makes modelling these materials relatively straightforward 
compared to the lower uranium oxides as charge configurations and competing magnetic 
structures can be safely ignored. 
7.2 Structural Properties 
This section discusses the synthesis and structural properties of the five UO3 polymorphs 
with sufficient data for simulation in the literature. Validity of structures has been 
confirmed by calculating the vibrational frequencies and checking for imaginary modes. 
The results are presented in Table 7.01 along with their relative stabilities in terms of 




Table 7.01 – Predicted properties of the UO3 polymorphs, C2mm α-UO3 refers to the experimental structure (with an imaginary 
frequency (+)) and C2 α-UO3 is the adjusted structure (with no imaginary frequencies). Space groups are calculated to a tolerance 
of 0.001 Å using Materials Studio [192]. Reported energies are formation energy per uranium atom with respect to UO2
+. Δ % is 
the percentage difference between the calculated structure and experiment. 
Phase Method 









a (Δ %) b (Δ %) c (Δ %) β (°) U1 U2 
P-3m1 α-
UO3 
Exp [234] 3.97 3.97 4.17 120.0 1.05 56.92 2.08 - P-3m1 - 
PBE + U 3.85 (-3.1) 3.85 (-3.1) 4.18 (0.4) 120.0 1.09 (3.6) 53.64 (-5.8) 2.09 - P-3m1 -0.82 
(+)C2mm 
α-UO3 
Exp [219] 3.91 6.94 4.17 90.0 - 56.55 2.08 2.08 C2mm - 
PBE + U 3.96 (1.3) 6.81 (-1.9) 4.18 (0.2) 90.0 - 56.31 (-0.41)   C2mm -0.59 
C2 α-UO3 
Exp [219] 3.91 6.94 4.17 90.0 - 56.55 2.08 2.08 C2 - 
PBE + U 3.89 (-0.7) 6.61 (-4.7) 4.18 (0.4) 90.0 - 53.69 (-5.1) 2.09 2.09 C2 -0.81 
β-UO3 
Exp [235] 10.34 14.33 3.91 99.0 - 57.22 - - P21 - 
PBE + U 10.81 (4.6) 14.33 (0.0) 4.19 (7.2) 90.8 - 64.95 - - P21 -1.21 
I41 γ-UO3 
Exp [196] 6.90 6.90 19.98 90.0 2.89 59.46 1.80 1.89 I41 - 
PBE + U 7.03 (1.8) 7.03 (1.8) 20.68 (3.4) 90.0 2.94 (1.6) 63.82 (7.1) 1.78 1.87 I41 -1.46 
Fddd 
γ-UO3 
Exp [196] 9.79 19.93 9.71 90.0 2.02 59.16 1.76 1.88 Fddd - 
PBE + U 9.94 (1.2) 20.68 (4.2) 9.93 (3.1) 90.0 2.08 (2.9) 63.79 (8.7) 1.78 1.87 Fddd -1.46 
δ-UO3 
Exp [231] 4.17 4.17 4.17 90.0 - 72.25 - - Pm3m - 
PBE + U 4.20 (0.8) 4.20 (0.8) 4.20 (0.8) 90.0 - 73.89 (2.3) - - Pm3m -1.26 
η-UO3 
Exp [174] 7.51 5.47 5.22 90.0 - 53.62 1.85/1.80 P212121 - 
PBE + U 7.76 (3.3) 5.56 (1.6) 5.34 (2.3) 90.0 - 57.60 (7.4) 1.84/1.82 P212121 -1.31 
 





α-UO3 bears a close structural relation to α-U3O8 with uranium vacancies and is usually 
prepared by heating uranyl peroxide to 673 – 773 K [236]. Using XRD Zachariasen 
determined it crystallises in a four atom hexagonal unit cell in the P-3m1 space group [234]. 
This was later refined to an orthorhombic two formula unit cell, first by Loopstra (C2mm) 
[219] and second by Greaves (C222) [218]. Zachariasen and Loopstra experimentally 
determined densities of 7.04 and 7.25 gcm-3 respectively, which differ significantly from 
Loopstra’s theoretical density of 8.39 gcm-3. This led Greaves to conclude that α-UO3 is an 
imperfect structure with approximately 12 % of uranium lattice sites vacant, reducing the 
theoretical density to 7.44 gcm-3, much closer in line with the observed densities. 
Subsequently the structure reported by Greaves is complex, involving partial occupancy of 
both uranium and oxygen sites, and thus hindering efforts to simulate it in this work. 
Consequently only the hexagonal P-3m1 (Figure 7.01 (a)) and orthorhombic C2mm (Figure 
7.01 (b)) modifications are considered here. Both structures feature hexagonal bipyramidal 
coordination with two distinct oxygen sites; O1 form the axial U-O bonds and O2 the 
equatorial ones, the equatorial bonds lying in the {001} (ab) plane. In the C2mm 
polymorph the equatorial oxygen ions all lie in this plane but in P-3m1 α-UO3 they are all 
reported to lie slightly above and below the plane, distorting the coordination slightly. 




Figure 7.01 – Structures of α-UO3 polymorphs: (a) experimentally observed P-3m1 
structure, (b) experimentally observed C2mm structure, (c) PBE + U P-3m1 structure and 
(d) PBE + U C2mm (C2) structure. Uranium ions are in black, oxygen in red and the unit 
cell is highlighted in green. 
The calculated structural properties of P-3m1 and C2mm α-UO3 are given in Table 7.01 and 
their predicted structures can be found in Figures 7.01 (c) and (d) and 7.02 (a) and (c). The 
P-3m1 modification is found to be the energetically most stable structure and its overall 
structural reproduction is very good, maintaining the same space group and coordination as 
reported experimentally. The unit cell volume is slightly underestimated, which is very 
unusual for PBE + U calculations, which are renowned for overestimating lattice 
parameters. The predicted volume (53.64 Å3/U) agrees well with the LSDA + U result of 
He et al (53.91 Å3/U) [172] while Pickard et al report a greater underestimation of 51.83 
Å3/U using the LSDA [227]. The c/a ratio for P-3m1 α-UO3 in the present work is 




Figure 7.02 – PBE + U predicted structures of α-UO3 polymorphs: (a) P-3m1 hexagonal 
unit cell, (b) uranium coordination in P-3m1 α-UO3, (c) C2mm/C2 orthorhombic unit cell 
and (d) uranium coordination in C2 α-UO3. Black spheres are uranium atoms, red are 
oxygen and the unit cell is highlighted in green. Pink spheres show the adjusted (C2) 
equatorial oxygen positions. 
The experimentally derived orthorhombic C2mm structure was also well reproduced in the 
calculations; albeit with a distortion to more isotropic coordination (Figure 7.01 (b) and 
(d)), closer in line with the P-3m1 structure (Figure 7.01 (a) and (c)). However, C2mm α-
UO3 yielded a single imaginary frequency which was removed by displacing the equatorial 
oxygen ions along the z axis; such that they occupy positions above and below the {001} 
(ab) plane (Figure 7.02 (c)), resulting in a reduced symmetry C2 structure. This new 
arrangement is more similar to the P-3m1 structure, which also features equatorial oxygen 
ions shifted above and below the plane in puckered hexagonal bipyramidal coordination. 
On relaxation, the resemblance of the C2 structure to the P-3m1 becomes even more 
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striking, with a tiny energetic preference for the latter (0.01 eV/U) and a difference in 
predicted volume of less than 0.05 Å3/U (Table 7.01). By way of comparison, the C2mm 
structure was found to be 0.22 eV/U less stable than either of the other configurations. It is 
clear that six oxygen ions coordinating in the same plane destabilise the system; removing 
this structural frustration by shifting the oxygen ions out of the plane eliminates the 
imaginary vibrational frequency, along with stabilising the system considerably. 
The predicted axial bond length in both structures is well reproduced, 2.09 Å compared to 
2.08 Å observed experimentally, reinforcing the observation that no uranyl bonds are 
present. The equatorial bonds are 2.27 Å (P-3m1) and 2.24 and 2.28 Å (C2) (2.40, 2.02 and 
2.16 Å in experiment respectively) (Figure 7.02 (b) and (d)). This represents a decrease in 
anisotropy in the C2 polymorph, shifting further towards the P-3m1 modification. The 
space groups for the hexagonal (P-3m1) and orthorhombic (C2) polymorphs are in a 
supergroup-subgroup relation and so are linked by symmetry. Considering the preference 
for more isotropic bonding and “puckered” over planar equatorial coordination it is logical 
that the C2mm polymorph is a thermally averaged structure. So in α-UO3 the equatorially 
coordinated oxygen ions exist above and below the plane but have enough thermal energy 
to shift their relative positions such that the equilibrium site lies precisely in the {001} (ab) 
plane (i.e. red spheres in Figure 7.02 (c)). This fully explains the lower calculated stability 
and the imaginary vibrational frequency for C2mm α-UO3.  
7.2.2 β-UO3 
β-UO3 is produced by calcining the product of the reaction of uranyl nitrate and ammonia at 
723 – 773 K, γ-UO3 forms at lower temperatures and so heating must be rapid. β-UO3 was 
determined to crystallise in a P21 monoclinic unit cell (Figure 7.03 (a), (b) and (c)) by XRD 
and neutron diffraction [235, 237]. The structure is semi-layered and contains five unique 
uranium and 15 oxygen sites: U1-3 are found on the {010} (ac) plane and are connected by 
O1-5 to form a single UO layer; U4 and U5 are situated midway between these layers, 
interconnected by O12-15; the remaining O6-11 bridge the two types of layer. The uranium 
coordination, as reported in the original experimental data, is either distorted octahedral 
(U3, U4 and U5) or irregular seven-fold  (U1 and U2), with each featuring a single short U-
O bond (1.51 – 1.79 Å) and five or six U-O bonds at least 0.5 Å longer (Figure 7.03 (a)). 
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However, analysing the experimentally derived structure with bond cut-offs set according 
to reported shortest and longest bonds it is revealed that there is only a single distorted 
octahedral site (U3) with the other uranium ions all in irregular seven-fold coordination 
(Figure 7.03 (a)). 
The distorted coordination means no uranium sites feature uranyl groups, even when there 
are two shorter bonds present (e.g. U4) they are not collinear. Good agreement is found 
between experimentally determined and calculated densities for β-UO3, 8.25 and 8.30 gcm-3 
respectively [238]. This work forms the first computational investigation of β-UO3, as there 
are none pre-existing in the literature. 
 
Figure 7.03 – The β-UO3 unit cell: (a), (b) and (c) observed experimental structure and (d), 
(e) and (f) PBE + U calculated structure. (a) and (d) show the coordination at the uranium 
sites, (b) and (e) show the projection along the z axis and (c) and (f) show the projection 
along the y axis. Black spheres are uranium atoms, red are oxygen and the unit cell is 
highlighted in green. 
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The calculated structural properties of β-UO3 are given in Table 7.01 and Figure 7.03 (c), 
(d) and (e) displays the predicted structure. The lattice parameters are overestimated 
slightly, a by 4.6 %, b by 0.1 % and c by 7.2 %, although this equates to a 13.5 % cell 
volume increase due to the underestimation of the monoclinic angle at 90.8 ° (compared to 
99.0 °). Despite the change in the β angle the cell remains monoclinic on minimisation, 
although there are significant changes to the bond lengths and uranium coordination at U2 
and U4 sites (Figure 7.03). In the relaxed structure, the bond lengths are more consistent 
with those expected for uranium oxides than the experimentally reported ones. For instance 
there are none shorter than 1.76 Å, compared to the 1.51 Å short bond reported by Debets 
[235]. At U1, U4 and U5 sites collinear uranyl type bonds emerge, with lengths ranging 
between 1.76 and 1.81 Å. Across the cell there is only a slight increase in average bond 
length on minimisation (0.9 %); reflecting a decrease in anisotropy (similar to that observed 
in C2 α-UO3), and demonstrating a preference for more homogenous U-O bonding. This 
behaviour is also reflected in the coordination changes at U2 and U4 sites, where the 
loosely bound oxygen is lost to yield distorted octahedral coordination. Taking these 
observations into consideration it is likely that β-UO3 is also a defective structure, although 
the better agreement between experimentally determined and theoretical densities suggest 
to a lesser extent than in α-UO3. 
7.2.3 γ-UO3 
γ-UO3 is acknowledged to be the most thermodynamically stable UO3 polymorph, and 
indeed uranium oxide, at oxygen pressures below ten atm [205]. The synthesis is described 
as burning uranyl nitrate hexahydrate in air at 673 – 873 K or heating other UO3 
modifications to 723 K in 40 atm O2 [204]. The structure was first determined using XRD 
by Engmann, who assigned a tetragonal I41 structure, although with γ = 90.34 ° it is 
formally monoclinic [239]. Loopstra later used neutron diffraction over a range of 
temperatures, identifying an orthorhombic Fddd structure below 293 K (Figure 7.04 (a) and 
(b)) and tetragonal I41 above 373 K (Figure 7.05 (a) and (b)). The two structures are 
extremely similar though, with the former space group being a maximal subgroup of the 
latter [196]. The orthorhombic cell is double the size of the tetragonal cell, with twice as 
many atoms, and they both contain two distinct uranium sites and three independent 
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oxygen sites. U1 sites adopt distorted octahedral coordination and U2 distorted 
dodecahedral coordination; O1 sites form short equatorial bonds with U2 and axial bonds 
with U1; O2 ions coordinate equatorially with U1 and form an alternative short equatorial 
bond with U2; finally O3 form both the axial and long equatorial bonds with U2 (as there is 
very little change on relaxation coordination is only shown in Figure 7.05 for the relaxed 
structures). The axial bonds are short enough to consider “uranyl” at 1.76 – 1.89 Å. This 
bonding and coordination regime is shared by Engmann’s monoclinic structure. The 
theoretical densities for the Fddd and I41 structures are identical (8.00 ± 0.02 gcm
-3) and 
compare very favourably with the experimentally determined value from Engmann’s 
structure (8.02 gcm-3) [239]. Computationally, the tetragonal I41 polymorph has been 
simulated using the LSDA + U by He et al, showing good agreement with the 
experimentally observed volume (-3 %), although no other structural information was 
provided [172]. 
 
Figure 7.04 – The Fddd γ-UO3 unit cell: (a) and (b) experimentally determined structure, 
(c) and (d) PBE + U calculated structure. Black spheres are uranium atoms, red are oxygen 
and the unit cell is highlighted in green. 
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The monoclinic structure of Engmann was found to relax to a tetragonal cell, retaining I41 
symmetry, and have the same energy and bond lengths as Loopstra’s tetragonal I41 
modification. This leads to the conclusion that the monoclinic polymorph is not genuine 
and it was simply the tetragonal phase that had been identified, indeed the reported 
monoclinic angle is very small at 90.34 °. Thus only the predicted structural data have been 
provided for the tetragonal I41 and orthorhombic Fddd structures (Table 7.01), their 
predicted structures can be found in Figures 7.04 (c) and (d) and 7.05 (c) and (d). 
The relaxed I41 and Fddd structures agree well with experiment and are extremely similar; 
the predicted volumes and energies per uranium ions are almost identical and the 
minimised bond lengths are practically indistinguishable. Indeed, the Fddd structure is 
related to the I41 by a 45 ° rotation and √2 expansion in x and y, accompanied by the 
reduction in symmetry associated with shifting from a tetragonal to orthorhombic cell.  As 
the only experimental difference was the temperature the two structures were observed at it 
follows that these simulations did not distinguish between them well as no temperature 
effects were included. 
 
Figure 7.05 – The I41 γ-UO3 unit cell: (a) and (b) experimentally determined, (c) and (d) 
PBE + U calculated and (e) PBE + U calculated showing coordination. (f) shows the 
octahedral coordination at U1 and (g) shows the dodecahedral coordination at U2. Black 
spheres are uranium atoms, red are oxygen and the unit cell is highlighted in green. 
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The predicted lattice parameters and volume were overestimated (7.1 and 8.7 % for I41 and 
Fddd respectively), compared to the 3.0 % underestimation of He et al with the LSDA + U 
[172]. This volume expansion corresponds to overestimation of each lattice parameter by 
less than 3.5 and 4.5 % for the I41 and Fddd structures respectively. The c/a ratio was also 
slightly overestimated (1.6/2.9 % for I41/Fddd), however this value was not reported by He. 
On minimisation the equatorially coordinated U-O bonds were predicted to lengthen 
slightly, more so at U2 than U1 sites, with the largest increase found for U2-O3 bonds. In 
the experimental structure these are already the longest bonds (3.04/3.01 Å for I41/Fddd) 
and so the increase to 3.24 Å signifies particularly weak coordination. The axial bonds are 
predicted to decrease slightly to 1.78/1.87 Å (U1/U2), maintaining the uranyl type 
coordination. γ-UO3 is the first UO3 phase which gains bond anisotropy on minimisation, 
especially at U2 sites, and the change is the same for both polymorphs. 
The thermal lability between the two configurations implies the presence of disorder, which 
can also explain the overestimation of lattice parameters and subsequent deviation of the 
simulated systems from the experimental c/a ratio, as the disorder is absent from these 
calculations of stoichiometric materials. 
7.2.4 δ-UO3 
The δ- polymorph is produced by hydrothermally reacting γ-UO3, yielding β-UO2(OH)2, 
and then heating to 648 K. δ-UO3 crystallises in the Pm-3m space group in the ReO3 
structure [231], with theoretically and experimentally determined densities of 6.99 and 6.57 
gcm-3 respectively [19]. There are only single types of uranium and oxygen sites, with 
perfect octahedral coordination at each uranium ion and so a clear lack of uranyl type 
bonding, or indeed formal layers. This comparatively simple composition has led to δ-UO3 
being the most simulated modification of UO3 [172, 215, 227]. 
Table 7.01 shows the predicted structural properties of δ-UO3 and Figure 7.06 (b) and (c) 
show the predicted structure; which is essentially indistinguishable from the experimental 
one as the coordination and high symmetry is retained. The unit cell was well reproduced, 
with a small 2.3 % predicted increase in cell volume and 0.8 % overestimation of the bond 
length. By comparison the LSDA + U and LSDA calculations of He [172] and Pickard 
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[227] both underestimate the cell size slightly, but overall also show good agreement with 
experiment 
 
Figure 7.06 – Structure of Pm-3m δ-UO3: (a) experimental unit cell, (b) PBE + U 
calculated unit cell and (c) uranium coordination in calculated structure. Black spheres are 
uranium atoms, red are oxygen and the unit cell is highlighted in green. 
7.2.5 η-UO3 
The final polymorph to be simulated (η-UO3) was originally identified by Siegel et al 
[174], who used XRD to derive the lattice parameters and determine an orthorhombic 
P212121 structure. The cell contains four formula units with a single type of uranium ion in 
seven-fold (puckered pentagonal bipyramidal) coordination. It is another modification that 
contains collinear uranyl type axial bonds, although the distorted coordination polyhedra 
results in a slight bond length disparity (1.84 amd 1.85 Å). Of the three distinct oxygen 
sites; O1 only feature in the longer axial bonds, O2 form the shorter axial bond as well as 
one equatorial site and the O3 sites only participate in equatorial coordination, with three 
bonded to each uranium ion. No precise synthesis details for η-UO3 are provided, however 
it is described as the high pressure polymorph, produced at 1373 K and 30 kbar [174]. In 
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keeping with this reputation is has the highest density of any UO3 polymorph, or layered 
uranium oxide, with a calculated and measured value of 8.86 gcm-3 [19]. 
 
Figure 7.07 – Structure of P212121 η-UO3: (a) and (b) experimentally observed unit cell, (c) 
and (d) PBE + U calculated unit cell and (e) PBE + U calculated uranium coordination. 
Black spheres are uranium atoms, red are oxygen and the unit cell is highlighted in green. 
The predicted structural information for η-UO3 is shown in Table 7.01 and Figure 7.07 (c), 
(d) and (e) displays the predicted structure, demonstrating the good overall agreement with 
experiment. There is a slight overestimation of the observed lattice parameters (≤ 3.5 %) 
and volume (≤ 7.4 %) but the symmetry and space group are well retained in the 
simulation. Pickard et al’s LSDA calculation predicts slightly better agreement for the 
experimental lattice parameters than in this thesis but then offers little other structural 
insight. The predicted uranyl bond lengths are the closest at < 1 % difference with 
experiment, compared to a mean difference of 3.2 % for equatorial bonds. The uranyl 
bonds also become slightly more symmetrical on relaxation, although are still not exactly 
the same length at 1.82 and 1.84 Å. Overall the bonding comparison is closest to γ-UO3, as 
a small increase in anisotropy is observed on minimisation when the equatorial oxygen ions 
are also accounted for. As with the β- and γ- systems the more irregular coordination, 
slightly larger discrepancy between calculated and reported lattice parameters and the shift 
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towards more symmetrical uranyl bonding on relaxation indicates the presence of disorder 
in this polymorph. 
7.2.6 Further Structural Considerations 
The structures of the UO3 polymorphs have generally been well reproduced, particularly 
those without uranyl type bonds such as α- and δ-UO3. The U6+-O2- system is complex, 
with more structural variation in terms of bond lengths and coordination environments than 
any other examined in this thesis. This is especially true of β-, γ- and η-UO3 which contain 
short range, uranyl type bonds; mid-range bonds (as observed in α- and δ-UO3); and 
weaker long range bonds, that are in excess of 3 Å in the case of γ-UO3. The major 
discrepancies between simulation and experiment have been rationalised in terms of 
intrinsic disorder and defects that are absent from the calculations. 
In a layered type material such as UO3 with such a variety of bond lengths, it is entirely 
possible that dispersion (or van der Waals) interactions contribute to the bonding scheme. If 
this were the case then it would be necessary to include them within the simulation to 
provide a more accurate model. To test this, the DFT-D3 method of Grimme [59] has been 
used for γ-UO3 (as the system with the widest variety of bond lengths), and no real 
improvement on the standard PBE + U calculations was found. The DFT-D3 lattice 
parameters for I41 γ-UO3 are a=b=6.99 Å, c=20.68 Å, α=β=γ=90° (compared to a=b=7.02 
Å, c=20.68 Å, α=β=γ=90° with PBE + U). The inclusion of van der Waals interactions is 
important in discretely layered materials (e.g. TiS2 and V2O5) where the layers are held 
together by dispersion forces. In the same way it would be expected that they have more 
significant contributions to discretely layered uranium minerals, such as schoepite or 
studtite. However in all UO3 modifications (and other layered uranium oxides) the layers 
are linked by the bridging oxygen atoms that form the axial U-O bonds, and so the 
inclusion of vdW does not improve the model compared to the PBE + U. 
So the idea that defect chemistry and non-stoichiometry are responsible for the discrepancy 
in the lattice parameters produced by the stoichiometric models is reinforced. The idea is 
well documented: Greaves reported non-stoichiometry in α-UO3 [218], Hoekstra reported a 
UO2.9 phase [204] and Cornman described synthesised samples with compositions ranging 
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between 3.03 and 3.07 [228]. Even preparation of a pure phase is challenging; Weller et al 
reported their δ-UO3 synthesis yielding small amounts of α-UO3 [231] and Sweet et al 
described synthesising 82 % β-UO3 with 18 % α-UO3 in their experiments [225]. 
Furthermore, as U6+ is the soluble form of uranium, UO3 phases are much more susceptible 
to formation of hydrolysis and hydration products under ambient conditions [225, 229]. 
 
Figure 7.08 – Calculated neutron diffraction patterns for UO3 polymorphs. Intensity (y 
axis) is in arbitrary units and so has not been labelled. The x axis shows angle (2θ) and is in 
degrees (°). The simulated patterns from experimental and predicted structures are shown in 
blue and red respectively. 
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In the present section further evidence of the generally good agreement between the 
simulated an experimentally observed UO3 phases is demonstrated through simulated 
neutron diffraction patterns. Although a number of the UO3 structures were originally 
derived using neutron diffraction, the varying complexity of patterns, and different 
wavelengths that they were recorded at, makes direct comparison difficult. Thus Figure 
7.08 contains the simulated patterns based on the predicted and experimental structures, so 
that all patterns are produced using the same method [89] and so are directly comparable 
with one another. 
The primary observation is that the number of peaks, and their relative intensities, are found 
to be similar, between almost all of the experimental and predicted structures. The only 
system where this breaks down slightly is β-UO3, which is to be expected given this 
polymorph displayed the greatest reduction in anisotropy on relaxation; with multiple 
uranium sites changing coordination and the change in monoclinic angle changing the unit 
cell shape. In the other patterns the principle difference between calculation and experiment 
is a shift in the angle (2θ), which arises from the difference in lattice parameters (and bond 
lengths) and scales with how closely the predicted results match experiment. 
Accordingly, the smallest shift is observed where experimental and PBE + U results are in 
closest agreement with one another. So the structure with the smallest (slightly lower 2θ) is 
seen for δ-UO3, incidentally this system also shows the best match between intensities for 
experimental and calculated structures, as well as the positions of peaks reported in the 
original experimental work [231]. This close match between experiment and theory is 
indicative of a highly ordered structure. The α-UO3 neutron diffraction patterns also shows 
a close match between experiment and theory, although this time the predicted peaks are 
shifted to higher 2θ, reflecting the underestimation of the lattice parameters in these 
simulations. In much the same way the γ- and η-UO3 peaks are slightly more shifted (and 
show slightly more difference in intensities) and then even more so in β-UO3. These UO3 
systems also show greater discrepancy with their experimentally recorded neutron 
diffraction patterns in the literature [196, 235]. This disparity between the recorded 
experimental neutron diffraction patterns and our simulated patterns from the 
experimentally derived structures is a strong indication that these three oxides (the only 
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three to contain uranyl bonding) are inherently more disordered and defective than the UO3 
polymorphs without uranyl bonds. 
The neutron diffraction patterns also provide a useful tool for highlighting the similarities 
of competing structures for the α- and γ- compositions. Examining the two γ-UO3 
polymorphs it is clear that they are crystallographically extremely similar, with almost 
identical distributions of peaks, the main difference being the relative intensities. This is 
representative of the different symmetries of the two structures as the Miller planes are 
aligned differently, affecting the intensity of the detected signal. The patterns for the 
different α-UO3 structures also show a strong match, with notable similarities between the 
C2 and P-3m1 as well as C2 and C2mm structures, as the C2 is essentially a hybrid of the 
P-3m1 and C2mm structures. 
7.3 Elastic Properties 
The results from this work are the first (computational or experimental) regarding the 
elastic constants of UO3 phases [72]. Elastic constants and bulk moduli have been 
calculated for the full set of polymorphs and are presented in Table 7.02. 
There is quite significant variation in the predicted bulk moduli for the UO3 polymorphs, 
ranging from around 75 to 171 GPa, depending on the precise structure of the material. The 
highest bulk moduli are comparable to those in U2O5 and U3O8 (Chapters 5 and 6) and are 
found for the two polymorphs that do not contain uranyl bonds, α- and δ-UO3 (171 and 
151 GPa respectively), and so are also most structurally similar to the lower layered 
uranium oxides. β-, γ- and η-UO3 are predicted to have bulk moduli of 72, 75 and 89 GPa 
respectively, so the presence of uranyl bonds seem to approximately half the bulk modulus. 
There also appears to be an inverse relationship between density and bulk modulus, or a 
positive correlation between the presence of uranyl bonds and density. The uranyl-lacking 
α- and δ-modifications have densities of 7.04 and 6.57 gcm-3 whilst the uranyl-containing 
α- and δ- modifications are 8.25, 8.00 and 8.86 gcm-3 respectively. Thus based on these 
findings it is possible for the presence of uranyl bonds in a uranium oxide to be determined 
from the bulk modulus; if it is measured to be under 100 GPa then it is likely to contain 
uranyl bonds, if it is 150 GPa or higher then it probably does not contain uranyl bonds. 
153 
 
Table 7.02 – PBE + U predicted elastic constants and bulk moduli of uranium oxide polymorphs. Independent elastic constants 
for cubic (3), hexagonal (5) and orthorhombic (9) cells are included but monoclinic (13) are not. Details of bulk modulus 
calculation can be found in section 2.4.1. 
Phase 






(eV) C11 C12 C13 C22 C23 
C33 C44 C55 C66 
P-3m1 α-UO3 246.5 179.8 41.5 - - 519.8 - 50.7 - 170.9 53.64 -0.82 
C2 α-UO3 222.1 182.8 37.6 253.0 43.9 521.1 37.0 50.5 49.9 164.5 53.69 -0.81 
β-UO3 115.6 22.2 43.9 142.8 45.0 167.1 16.7 45.9 -7.4 72.0 64.95 -1.21 
I41 γ-UO3 162.1 63.4 39.5 162.2 39.5 107.4 28.9 39.1 38.9 74.8 63.82 -1.46 
Fddd γ-UO3 142.8 39.5 82.6 107.1 40.3 143.7 38.8 38.9 49.2 74.9 63.79 -1.46 
δ-UO3 387.6 33.2 - - - - 27.3 - - 151.3 73.89 -1.26 







In U2O5 and U3O8 (Chapters 5 and 6) it was noted that the largest individual elastic 
constants are those that describe compression parallel to the axial bond axis. This is harder 
to determine in UO3 due to the tilting of polyhedra within layers and higher index axial 
bond directions, however the observation appears to also hold true for this stoichiometry. α-
UO3 is the most straightforward polymorph in this respect, with layers aligning in {001} 
planes with axial bonds parallel to the z axis. C33 would therefore be expected to be the 
largest elastic constant and this is indeed found to be the case. The β-, γ- and η-UO3 
polymorphs feature uranyl type bonds aligning in x, y and z directions, or with components 
in each of these directions, and consequently are found to have relatively similar C11, C22 
and C33 elastic constants. Although only the C11 elastic constant has been provided for δ-
UO3 the cubic symmetry and lack of any distinction between axial and equatorial bonding 
results in C11=C22=C33. 
7.4 Electronic Properties 
UO3 consists entirely of U
6+, and consequently has a 5f0 electron configuration. This is 
confirmed by the DOS calculations, which predict each polymorph to be a charge transfer 
insulator with a VB composed mainly of oxygen 2p states and CB comprised primarily of 
uranium 5f states. As with the other uranium oxides, there is almost no contribution from 
6d states to the CB and only very small contributions to the (mainly lower) VB. These 
findings are illustrated in Figure 7.09. There are also small uranium 5f contributions to the 
VB and oxygen 2p contributions to the CB; which may be attributed to hybridisation, or in 
other words the degree of covalency in the U-O bonds. These results show good agreement 
with the experimental results of Bagus et al, who report that a closed shell system (such as 
U6+) screens the 6d orbitals more effectively than an open shell one (i.e. U4+ or U5+) [223, 
224]. Examining the PDOS for UO2, U2O5 and U3O8 (in Chapters 3, 5 and 6 respectively) it 
can be seen that this relationship holds true across the full set of calculations. In charge-
transfer insulating U3O8 5f states from U
6+ ions do not contribute much to the VB but more 
significant contributions from U5+ are observed. Similarly 5f states from U5+ ions in charge-
transfer insulating U2O5 show slightly greater VB contributions, in line with the higher 
proportion of U5+ in this oxide. Then in UO2 the insulating behaviour has shifted to Mott-
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Hubbard, as the top of the VB is composed of U4+ 5f states, as expected for the most open-
shell system in the series. 
The predicted band gaps for each UO3 polymorph are listed in Table 7.03 and compared 
with data from the literature where available. Although the band gap of UO2 was slightly 
underestimated and for U3O8 it was slightly overestimated the PBE + U generally performs 
very well for the UO3 polymorphs, in particular for the β-, γ- and δ-UO3 modifications. The 
notable exception to this is α-UO3, where it is considerably underestimated in P-3m1 and 
C2 structures (around 60 % of the experimental value). The C2mm polymorph is 
significantly lower than either of the other two structures, at only 25 % of the 
experimentally determined value, augmenting the argument for out-of-plane equatorial 
oxygen ions in α-UO3. 
Table 7.03 – Calculated and experimentally determined band gaps of UO3 phases from the 
present work and literature. 




α-UO3 Experiment 2.63 56.92 - 
P-3m1 α-UO3 
LSDA + U 0.94 53.91 - 
HSE 3.10 59.33 - 
This Work 
PBE + U 1.59 53.64 -0.82 
C2mm α-UO3 PBE + U 0.64 56.31 -0.59 
C2 α-UO3 PBE + U 1.54 53.69 -0.81 
Idriss [240] 
β-UO3 
Experiment 2.17 57.22 - 
This Work PBE + U 2.11 64.95 -1.21 
He [172] γ-UO3 
Experiment 2.38 59.35 - 
LSDA + U 2.35 57.72 - 
This Work 
I41 γ-UO3 PBE + U 2.40 63.82 -1.46 
Fddd γ-UO3 PBE + U 2.39 63.79 -1.46 
Idriss [240] 
δ-UO3 
Experiment 2.17 72.25 - 
He [172] 
LSDA + U 2.19 71.21 - 
HSE 3.21 69.27 - 
Geng [215] PBE 1.60 72.41 - 
This Work 
PBE + U 2.19 73.89 -1.26 





Figure 7.09 – PBE + U calculated PDOS for the UO3 polymorphs. Oxygen 2p states are 
shown in red, uranium 5f states are in blue and uranium 6d states are in green. 
Contributions from other states are negliglible and so are omitted from this diagram. Only 
spin up states are included here as the spin up and spin down channels are identical. The 
energy of the highest occupied state was set to zero eV (i.e. E = E - Ef). 
There does not appear to be a strong relationship between the presence of uranyl bonds and 
the band gap. Although α- and δ-UO3 (non-uranyl oxides) are predicted in the PBE + U 
calculations to have lower band gaps (1.59 and 2.19 eV) than the uranyl-containing γ- and 
η-UO3 oxides (2.39 and 2.67 eV) β-UO3 is predicted to have uranyl bonds on three out of 
five sites and yet have a band gap of 2.11 eV. There also does not appear to be any relation 
between the predicted band gap and the volume or stability of a system. 
Comparing with the calculated band gaps from the literature it appears that the PBE + U is 
the superior methodology for UO3 polymorphs. Although it performs comparably with the 
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LSDA + U for some systems it comes a lot closer to the experimental value for α-UO3, 
although this is still a 40 % underestimate. 
7.5 Thermodynamic Stability 
The enthalpic contribution to the thermodynamic stability of the UO3 polymorphs has been 
predicted over a range of pressures, in the same manner as for U3O8 in section 6.4. This 
time the formation enthalpy has been compared to γ-UO3 (the thermodynamically most 
stable polymorph) such that δHf = ΔHx - ΔHγ-UO3, where x is the phase in question. The 
pressure has been varied between -25 and 125 kbar (Figure 7.10) to provide a wide range of 
enthalpy values and simulate conditions from high temperature (negative pressure) to high 
pressure (approaching 125 kbar). 
 
Figure 7.10 – Calculated formation energy (EForm) for UO3 polymorphs with PBE + U as a 




At zero pressure the results follow the PBE + U calculated order of stability exactly as the 
enthalpy is equal to the predicted energy. It is clear at this point that γ-UO3 is the most 
stable polymorph and α-UO3 is the least stable, in accordance with the experimental 
measurements [205]. γ-UO3 is predicted to remain most stable up to 39.5 kbar, at which 
point it is destabilised with respect to η-UO3, the densest system and also described as the 
high pressure polymorph (it was first synthesised at 30 kbar and 1373 K) [174]. So 
although the pressure is overestimated in the calculations a good qualitative fit with the 
experimental data is found. The two α-UO3 polymorphs featured in the diagram are almost 
degenerate under the normal DFT conditions but the small difference in volume results in 
the C2 polymorph being stabilised at negative pressure and P-3m1 stabilising with 
increasing pressure. δ-UO3 shows a large decrease in stability with increasing pressure, 
against the common trend, most likely arising from the particularly low density of this 
polymorph (6.57 gcm-3). In support of this β-UO3 is the second least dense polymorph and 
also shows slight destabilisation with increasing pressure. The stability appears to be less 
related to the presence or absence of uranyl bonds than the elastic properties, with no clear 
trend emerging. 
7.6 Conclusions 
A total of eight separate structures for five different polymorphs of UO3 have been 
simulated, covering a wide range of coordination environments. Dispersive interactions 
were found to have a negligible effect on the structures by comparing van der Waals 
corrected DFT and the PBE + U. The best structural agreement with experiment was 
achieved for the systems without uranyl bonds (i.e. α- and δ-UO3) although the systems 
with uranyl bonds (β-, γ- and η-UO3) were also generally well reproduced. The β-, γ- and η-
UO3 systems also contain a greater variety of different bond lengths than the oxides with no 
uranyl bonds and the larger discrepancy with experiment is explained in terms of a higher 
degree of non-stoichiometry, reinforced by the predicted neutron diffraction profiles. 
The experimentally observed C2mm α-UO3 structure was found to be dynamically unstable 
as it contains imaginary vibrational frequencies. These soft modes were removed by 
applying small displacements to the equatorial oxygen ions that lowered the symmetry to 
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C2 and produced a structure that very closely resembles the P-3m1 α-UO3 polymorph. The 
conclusion from this is that the C2mm polymorph is a thermally averaged structure and the 
P-3m1 modification is more representative of the actual material. 
Multiple structures were also examined for γ-UO3, although the monoclinic modification 
was quickly ruled out as a viable structure as it relaxed to the I41 tetragonal cell. The I41 
and Fddd structures are almost identical on relaxation, only differing in overall cell 
symmetry, as the predicted formation energies and bond lengths are practically the same. 
As the two structures were recorded at different temperatures and the DFT calculations 
used here are performed at 0 K it is logical that they are hard to distinguish without 
including temperature in the simulations (e.g. ab initio MD). 
Small differences between the predicted neutron diffraction patterns for the experimental 
and calculated structures suggest that the UO3 structures are defective. This supports the 
experimental evidence of hypo- and hyperstoichiometry as well as significant presence of 
hydration and hydrolysis products. 
The elastic constants and bulk moduli have also been predicted for each polymorph. The 
bulk modulus is linked to the presence or absence of uranyl type bonds (as well as the 
density). The oxides with uranyl bonds (β-, γ- and η-UO3) are found to have lower bulk 
moduli (< 100 GPa) than those without (> 150 GPa). The two structures without uranyl 
bonds (α- and δ-UO3) have bulk moduli in the same range as U2O5 and U3O8, in keeping 
with their similar structures. Although slightly harder to examine, the highest elastic 
constants are found for compression parallel to the axial bonds, as was found for the other 
layered oxides. 
The experimentally determined band gaps are very well reproduced, with the exception of 
α-UO3 which is significantly underestimated, and the PDOS reveal UO3 to be a charge 
transfer insulator. There are small contributions from U 5f states to the O 2p dominated VB 
and to the U 5f dominated CB from O 2p states, indicating a small degree of covalency in 
the bonding. Although less is observed than in the lower oxides as U6+ displays a higher 
degree of ionicity. There are very limited contributions from U 6d orbitals to the PDOS, 




In line with experiments γ-UO3 has been predicted as the most thermodynamically stable 
polymorph and α-UO3 the least stable. η-UO3 is correctly predicted to be the high pressure 
polymorph, although the transition pressure is overestimated. As the lowest density 
polymorph (by quite some margin), δ-UO3 is predicted to destabilise considerably with 
increasing pressure. 
This concludes the set of uranium oxides and thus all that remains is to compare the 
complete set of results and examine the trends that emerge across the group, presented in 










8 Conclusions and Future Work  
The conclusions from the individual chapters are summarised here and combined to 
identify trends across the whole set of uranium oxides. The primary goals outlined in 
Chapter 1 have all been achieved: accurate reproduction of the observed UO2 properties; 
simulation of point defects; defect clusters and U4O9/U3O7 phases; simulation of the layered 
oxides and assessment of the relative stability of each oxide phase. 
There are individual sections discussing each type of property that has been calculated and 
section 8.6 provides details of future work for simulation of the uranium oxides, either 
proposing new work in the area or building on the models presented in this thesis. 
8.1 DFT Model for the Uranium Oxides 
In Chapter 3 a number of different GGA, meta-GGA and hybrid functionals were applied in 
the simulation of UO2, chosen for this purpose due to the wealth of experimental 
information available compared to the other systems. It was quickly established that hybrid 
functionals are too computationally expensive to model the full range uranium oxides 
effectively and, although useful for structural properties, the rTPSS meta-GGA is 
unsuitable due to its inability to accurately calculate energies. Thus the PBE functional was 
selected as it performs best for prediction of system energies whilst maintaining a good 
level of accuracy. 
A Hubbard coefficient (U) was required to accurately capture electronic properties; e.g. the 
Mott-Hubbard insulating state in UO2 or formal charges on the uranium ions in U3O8. 
Although SOC and NCL magnetism were trialled in UO2, it was found that SOC simply 
shifts the energy of the system without having any significant effects on the structure. The 
band gap is however improved to a 2.3 % underestimation of the experimental value (from 
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a 10.6 % underestimation). Although the experimentally determined magnetic structure of 
UO2 was found to be most stable (3k NCL) the difference between different NCL magnetic 
states was extremely small (0.005 eV). Introducing 3k NCL magnetism also removes the 
tetragonal distortion predicted by a 1k CL structure. 
Thus a 1k AFM CL magnetic structure was used to simulate UO2, commonly used in other 
DFT studies, which provided a suitable description of the material. The notable (and well 
understood) drawback of this approach is the tetragonal distortion of the unit cell, arising 
due to alternating layers of uranium ions with opposing spins that show a slight attraction to 
one another, resulting in a slight contraction of the cell. However the effect is small and the 
predicted energies and other properties are not affected. This 1k AFM ordering was then 
maintained for all fluorite based structures that were simulated in the thesis (Chapters 3 and 
4). 
All CL AFM and FM magnetic orderings were trialled for the layered oxides of uranium 
(U2O5 and U3O8, as UO3 is non-magnetic); however no energetic preference for either was 
found, raising the possibility of paramagnetism. 
8.2 Structural Properties 
A number of structures have been simulated across fluorite (UO2, U4O9 and U3O7) and 
layered (U2O5, U3O8 and UO3) type systems. Although U2O5 represents the transition point 
between fluorite and layered structures there is no structural data for the fluorite based 
oxides and building a representative set of fluorite based phases is impractical, so only 
layered U2O5 has been modelled. 
The first structural observation is the uranium charge composition across the oxides. 
Stoichiometric UO2 and UO3 are composed entirely of U
4+ and U6+ ions respectively, but 
the phases between these must contain a mixture of charges. It emerges that as additional 
oxygen is incorporated in the UO2 lattice U
4+ is oxidised to U5+; at U2O5 composition all 
uranium ions are U5+ and then at U3O8 stoichiometry the composition is a mixture of U
5+ 
and U6+ (illustrated in Figure 8.01). In the U4O9 systems a small number of configurations 
were found to contain U6+ however these were all found to be less stable. At U3O7 
composition more systems were found to contain U6+, a number of them relatively stable, 
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however given the most stable U2O5 systems are entirely U
5+, it is predicted to be unlikely 
that U6+ containing U3O7 would form experimentally. 
 
Figure 8.01 – Charge composition of fluorite and layered uranium oxide phases, as 
calculated from the results throughout this thesis and in agreement with available 
experimental data [114]. 
Defect structures in UO2 have been studied extensively here. They are largely confined to 
the oxygen sublattice, with relatively little disturbance to the uranium sublattice up to the 
fluorite-layered transition. Even beyond this point the U3O8 and α-UO3 oxides show 
remarkable similarity with hexagonally packed uranium ions that strongly resemble the 
UO2 {111} plane. This fits with experimental data as the {111} surface is the most stable 
for UO2 and studies report on epitaxial growth of U3O8 on UO2 {111} surfaces. A number 
of isolated defect clusters in UO2 have been simulated; including 2:2:2 Willis, 
cuboctahedral and split interstitial clusters. The split interstitial clusters are found to be 
more stable than cuboctahedral clusters, with split di-interstitials and 13 atom 
cuboctahedral clusters the most stable in each group, and a single 2:2:2 Willis cluster is 
found to relax to a split di-interstitial cluster. Once UO2.125 stoichiometry is reached, 
however, edge-sharing chains of 2:2:2 Willis clusters are found to be the most stable defect 
arrangement. This behaviour is maintained at U4O9 stoichiometry, with structures based on 
multiple cuboctahedral or split quad-interstitial clusters being identified as less stable. At 
U3O7 stoichiometry the Willis cluster chains are predicted to be replaced by isolated split 
quad-interstitial clusters. The predicted volume changes relative to UO2 for the most stable 
U4O9 and U3O7 phases are positive and negative respectively (the opposite is true for the 
least stable systems). The experimental observations indicate volume contraction for U4O9 
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and expansion for U3O7 and so the conclusion has been drawn that the predicted systems 
most likely represent the thermodynamically stable oxides whilst the kinetic oxidation 
products are typically obtained experimentally. Although additional simulation work is 
required here to more directly compare the experimentally determined and computationally 
identified phases and consider a broader range of defect clusters. 
Although defects in the layered oxides have not been explicitly simulated in this work there 
are experimental reports of non-stoichiometry in the literature (particularly around UO3 
composition) [204, 218, 225, 228, 229] and evidence from the calculations point towards 
this being the case. Experiments also describe the ease with which UO3 hydrolysis and 
hydration products form [225, 229]. The competing structures for different UO3 
polymorphs (most notably α- and γ-) imply the presence of thermally labile oxygen ions. 
Discrepancies with experiment over bond lengths (particularly in β-UO3) and coordination 
environments are also a good indicator of disorder in these materials. 
In terms of the bonding and coordination in the uranium oxides, fluorite UO2 is cubic, but 
as it is oxidised this changes as additional oxygen is incorporated into the lattice. In fluorite 
U4O9 the eight-fold coordination is maintained at most uranium sites, however close to 
defect regions is distorted such that half of the coordinated cube is compressed into a 
flattened tetrahedron, rather than a single plane. In U3O7 there is even less distortion from 
the pure fluorite structure with planar, equilateral triangles of oxygen atoms (from the split 
quad-interstitial clusters) replacing a corner of the coordination cube. Shifting to the 
layered structures, the most stable U2O5 polymorphs and U3O8 all contain a mixture of 
pentagonal bipyramidal and octahedrally coordinated uranium ions, with U6+ preferring 
octahedral coordination. In all of these structures the axial bonds are found to be shorter 
than the equatorial ones, typically around 2.1 Å, although they are not as short as a uranyl 
bond (1.7 – 1.9 Å). In UO3 no two polymorphs have the same coordination and, except for 
δ-UO3, they are all layered structures with shorter axial bonds. There is distorted hexagonal 
bipyramidal (α-), distorted pentagonal bipyramidal (β- and η-), distorted octahedral (β- and 
γ-), perfect octahedral (δ-) and irregular dodecahedral (γ-) coordination. β-, γ- and η-UO3 all 
contain uranyl axial bonds (< 1.9 Å) whilst the axial bonds in α-UO3 are comparable to 
those in U2O5 and U3O8 (~2.1 Å) and the undistorted octahedral nature of δ-UO3 means 
there is no axial/equatorial distinction. 
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8.3 Elastic Properties 
The computationally expensive nature of calculating elastic constants (and vibrational 
frequencies) in this work has resulted in limiting to the stoichiometric systems derived from 
experimental data, and does not include systems built from defect structures. 
As would be expected, the considerably denser (~ 11 gcm-3) fluorite UO2 has a larger bulk 
modulus than any of the layered oxides, predicted to be around 215 GPa. The layered 
oxides, with densities around 8 gcm-3, are predicted to have significantly lower bulk 
moduli; U2O5 around 130 – 155 GPa and U3O8 approximately 140 – 165 GPa. The UO3 
polymorphs that do not contain uranyl bonds are highly comparable to these at 150 – 170 
GPa, whilst those with uranyl bonds are in the range 70 – 90 GPa. So if a uranium oxide 
sample is unidentified, basic structural information such as whether it is fluorite or layered 
and whether it contains uranyl bonds can be determined from the bulk modulus as there are 
three clearly defined ranges. A further observation of the layered oxides is that they have 
the largest elastic constants (i.e. greatest resistance to compression) along the axis parallel 
to the axial bonds. This is observed in every structure containing layers and so is not 
observed in the cubic δ-UO3 polymorph. 
8.4 Electronic Properties 
Density of states calculations have been performed for all systems with structures obtained 
from the literature and their band gaps have been evaluated. The predicted band gaps start 
at around 2.1 eV for UO2 and then decrease with increasing oxygen stoichiometry (1.4 – 
1.7 eV for U4O9 and U3O7) before starting to increase again at the layered transition, with 
U2O5 polymorphs between 1.6 and 2.3 eV. These results agree well with experimental and 
computational results in the literature [172]. U3O8 band gaps are predicted to be comparable 
to UO2 at around 2.0 – 2.2 eV, although this an overestimate of the experimentally 
determined value of 1.76 eV. Finally UO3 displays a fairly broad range at 1.6 – 2.7 eV, 




The Mott-Hubbard insulating nature of UO2 was correctly described by the simulations, 
with the CB and upper VB all composed of uranium 5f states. All other oxides were 
predicted to be charge transfer insulators with CBs composed of uranium 5f states and VBs 
of oxygen 2p states. In all cases contributions from uranium 6d are found to be negligible, 
with the overwhelming amount of states in the CB/VB coming from 5f orbitals. In U3O8 
separate CB peaks are present for U5+ and U6+ ions, with U6+ occupying the lower CB 
states, indicating higher ionicity. 
The DOS can be used to extract information concerning the bonding in a particular system 
and a trend is observed across the full set of simulated oxides. Essentially, the larger the 
overlap of uranium states with oxygen, the greater the degree of covalent interaction 
between the two ions. The closed shell U6+ ion (5f0) has the most effective orbital screening 
and so very little mixing is found in UO3 or for the U
6+ ions in U3O8. However, the U
5+ 
(5f1) in U3O8 and U2O5 contribute more to the oxygen dominated VB. The extreme case is 
in U2O5, where a small peak emerges. In U
4+ (5f2) the insulating behaviour has shifted to 
Mott-Hubbard type and the upper VB is now composed entirely of uranium states and 
shows improved overlap with oxygen states. So overall the results suggest a decrease in 
covalency as UO2 is oxidised. 
8.5 Thermodynamic Properties 
The layered U3O8 and UO3 phases, for which there are a number of competing polymorphs 
(three and five have been simulated respectively), have had their thermodynamic stabilities 
assessed with respect to pressure. This was a relatively straightforward procedure that 
involved treating the most stable polymorph in each case as zero and then substituting the 
predicted energies into the thermodynamic relation H = U + PV. As the energy and volume 
were known quantities that had been predicted for each polymorph pressure was simply 
varied between -25 and 125 kbar to provide a large range over which to assess the relative 
stabilities of the different polymorphs. Good qualitative agreement was found between all 
of the computational predictions and experiments in the literature. 
The β-U3O8 polymorph was found to infinitesimally more stable than α-U3O8, with a larger 
energy gap to the γ- polymorph. The conclusion here being that a polycrystalline sample is 
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likely to contain both the α- and β- polymorphs at low temperatures with β-U3O8 starting to 
dominate as the temperature increases. γ-U3O8 is, however, expected to stabilise at higher 
pressures, overtaking β-U3O8 above 25 kbar. 
At the UO3 composition γ- and α-UO3 are predicted to be the thermodynamically most and 
least stable polymorphs respectively; and above 40 kbar η-UO3 is predicted to become the 
most stable polymorph. The two least dense polymorphs (β- and γ-UO3) are the only ones 
to destabilise with increasing pressure, thus density seems closely linked to stability under 
pressure as η-UO3 is the densest polymorph by some margin. 
Building on these results a plot of the thermodynamic stability across the whole range of 
uranium oxides simulated in this study has been constructed (Figure 8.02). The oxygen 
chemical potential (μO) has been used instead of pressure as it provides an idea of stability 
as the oxygen concentration is varied. Thus formation energies (EForm) are presented, 
normalised with respect to UO2, and adjusted for the oxygen content of each phase. The 
result of which is that at μO = 0 is EForm = EUO2n – EU – nEO. 
At low oxygen concentration the most stable phase is predicted to be UO2 and at high 
concentration it is γ-UO3, as would be expected, and in agreement with experiment. The 
fluorite based UO2.125, U4O9 and U3O7 phases are all predicted to be unstable with respect to 
other oxides, more or less across the full range of μO. Again, this is an expected result given 
their low reported stability and status as intermediate oxidation products of UO2. The 
unanticipated result though is that U2O5 (Np2O5 structure) is predicted to be the most stable 
phase over a wide oxygen concentration range (μO of -1.8 to -1.0). It is found to be more 
stable than U3O8 which, along with UO2 and UO3, is considered one of the most stable 
oxides experimentally. The structure is the most stable of the neptunium oxides and so, 
given the similar ionic radius, it is not unexpected that it is predicted to be a stable structure 
for uranium. Hence, the results suggest that the Np2O5 structure is indeed a stable uranium 
oxide polymorph and presumably has not yet been synthesised because of difficulty in its 
preparation. Therefore it should be a good target for experiment. A more conventional set 
of results can be seen in Figure 8.03, which shows an identical plot but only with structures 
calculated from structures obtained directly from experimental data (i.e. without U4O9, 




Figure 8.02 – PBE + U predicted thermodynamic stability of full range of simulated uranium oxides. Calculated energy of formation (EForm) 
is presented as a function of oxygen chemical potential μO and results are all relative to UO2. For clarity the most stable phases have been 




Figure 8.03 – PBE + U predicted thermodynamic stability of simulated uranium oxides derived directly from experimental data between 
UO2 and UO3 stoichiometry. Calculated energy of formation (EForm) is presented as a function of oxygen chemical potential μO and results 
are all relative to UO2. For clarity the most stable phases have been labelled in red. 
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Examining Figure 8.03 three major regions of stability emerge: UO2 at low oxygen 
concentration (< -1.7), (β-) U3O8 over intermediate oxygen concentrations (-1.5 to -1.0) and 
(γ-) UO3 at higher oxygen concentrations (> -1.0). There is also a narrow window of δ-
U2O5 stability (-1.7 to -1.5) between UO2 and U3O8. These results agree far better with 
experimental observations than the full set, although the brief stability of δ-U2O5 is 
intriguing given the apparent difficulty in synthesising this polymorph. 
It is well known that γ-UO3 is the thermodynamically stable form at that composition and 
the other polymorphs gradually convert to it. This is apparent from the plots, where each 
UO3 polymorph has a similar gradient but γ- is the most stable, indicating that if the others 
are to be accessed it is by kinetically controlled processes [129]. This theory was also 
proposed earlier with regard to the experimentally observed U4O9 and U3O7 structures 
compared to the predicted ones. However, U4O9 and U3O7 are not predicted to be stable 
compared to any of the other phases at any oxygen concentration. 
Thus applying the same argument to the (Np) U2O5 structure it is proposed that this is a 
thermodynamically stable material that has not been observed yet experimentally due to 
kinetic formation of δ-U2O5 and U3O8 as intermediates on the way to the 
thermodynamically stable γ-UO3 oxide. Thus implying that with a suitable synthetic 
technique (Np) U2O5 could be isolated. 
8.6 Future Work 
There is clearly much work that remains to be done. In this final section future work has 
been split into three sections that expand on each of the main aims set out in Chapter 1. 
8.6.1 UO2 Methodology 
The experimentally observed properties of UO2 have been satisfactorily reproduced with 
the methodology applied here; however in recent years new DFT techniques have emerged 
for the simulation of localised f electron systems. The most prominent of these is by far 
occupational matrix control, which is a straightforward addition to the DFT code which 
fixes the orbitals that valence electrons occupy during minimisation. The atomic structure 
can then be relaxed and the electrons afterwards, in order to reach the electronic ground 
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state [97, 241]. The problem with occupational matrix control is that it requires modelling 
all possible configurations and hence a large number of calculations are required. 
Occupational matrix control was not applied in this work due to the large number of 
simulations required, too many at this time. In a pure UO2 lattice all the uranium ions are 
U4+ (5f2) and so there are two valence electrons at each uranium site. If all uranium ions are 
considered equivalent this gives 21 different possible arrangements of filling the 5f orbitals 
with two electrons and so 21 separate calculations. Extending this methodology to defective 
UO2 becomes even more complex as all uranium ions are no longer equivalent and some 
are U5+ and so a vastly greater number will be required to explore every electronic 
configuration explicitly. If more time and resources become available then this would be 
the most sensible way of expanding the calculations of UO2 in the future as meta-GGA and 
hybrid functionals were not found to improve the predicted properties significantly enough 
to justify their use. 
8.6.2 Defective UO2+x 
Considerable progress has been made here in simulating the UO2+x region, particularly 
U4O9 and U3O7 phases using an approach that involves a systematic search of defect 
configurations. The next step would be to maintain these stoichiometries but use larger 
simulation cells so that a greater range of clustering schemes could be examined, for 
example multiple cuboctahedral clusters. This would be especially useful for U3O7 as 
slightly smaller cells were used here than in U4O9. 
It would also be very useful to simulate fluorite based U2O5 phases, applying the same 
methodology as used here for U4O9 and U3O7, to investigate the stability of this phase 
compared to layered U2O5 and the type of defect clustering regime that is favoured. Fluorite 
U2O5 was omitted here due to the huge number of configurations required if every 
symmetry inequivalent arrangement were to be considered (483 in a 2 x 2 x 1 supercell). 
An alternative approach could involve taking a smaller number of these configurations and 
minimising them to see which types of cluster start to dominate. When this has been 
established all unique combinations of these larger clusters can be identified and minimised 
as there will be considerably fewer. Alternatively ab initio MD could be employed to 
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identify the most stable defect arrangements instead. This provides the advantage that 
oxygen can be continually added to the system after it has reached equilibration to 
investigate the structural transitions between different polymorphs (U4O9 → U3O7 → U2O5 
→ U3O8). 
Using the information obtained on UO2+x in the current study, as well as any future work, 
there is a larger dataset of structures and charge configurations that could be used to derive 
more robust interatomic potentials. These would be useful for simulating defects in UO2 as 
well as mixed valence uranium oxides. 
8.6.3 Layered Uranium Oxides 
The first point to consider here is the (Np) U2O5 structure that was identified as the 
energetically most stable at U2O5 stoichiometry, as this has not been reported 
experimentally. This means that experimental work of synthesising U2O5 phases is the most 
sensible approach to shine further light on this problem. An additional computational 
approach to layered U2O5 in general is to remove oxygen ions from U3O8 so that it has 
U2O5 stoichiometry and relax the structure. 
A further extension to the simulation of the layered uranium oxides is to model the U13O34 
phase, excluded from the present work as it was not identified until relatively late in the 
project and the calculations were very slow to converge. Although less stable (with respect 
to U3O8) than the other oxides reported here it has been isolated experimentally and has an 
orthorhombic cell with Amm2 symmetry and a = 4.143, b = 51.532 and c = 6.740 Å [182]. 
The uranium coordination is a mixture of six- (distorted octahedral) and seven-fold 
(distorted pentagonal bipyramidal), with a higher proportion of seven-fold coordination 
than δ-U2O5. Overall the structure is somewhere between that of δ-U2O5 and U3O8, with a 
O/U ration of 2.62 and so it would a be useful intermediate structure to investigate, 
particularly for the uranium charge configuration. 
Then there is the problem of defective UO3; an issue identified both experimentally [226, 
228] and in this thesis. The most likely type of point defect present is oxygen vacancies (or 
possibly uranium interstitials), which could be simulated in the UO3 polymorphs 
considered here with relative ease. This would be a useful exercise to check if agreement 
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with the predicted band gaps improved with addition of defects, particularly in α-UO3 
where there is the largest discrepancy between experiment and theory. An alternative, and 
equally useful, approach would be to introduce oxygen interstitials (or uranium vacancies) 
to layered U3O8 systems and see if the two methods converged on a similar result. 
There are also the hydration and hydrolysis products of UO3, a cause of hyperstoichiometry 
experimentally, which have not been investigated computationally at the time of writing. 
These are known to form rapidly under ambient conditions [222, 229, 230] and so would be 
a useful avenue of future research. 
In summary, this work has demonstrated that DFT can make considerable progress in 
simulating the structural, elastic, electronic and magnetic properties of uranium oxides. It is 
also clear that many questions remain and so the field will no doubt continue to be a fruitful 
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Appendix A – Example VASP Input Files 
Set of example input files for VASP (with annotations), a twelve atom CL AFM UO2 
structure has been used. 
INCAR 
SYSTEM = urania_bulk 
 
Startparameters 
# NWRITE =      2     Determines verbosity when writing to output file (OUTCAR) 
   ISTART =      1   Determines if wavefuntion is written to WAVECAR 
   ICHARG =      1  Determines how initial charge density is constructed 
   NPAR =        4  Parallelisation of atoms over CPU cores 
   KPAR =        4  Parallelisation of k-points over CPU cores 
 
 Electronic Relaxation 
#  PREC   = Normal     Determines precision (overridden by individual settings here 
#  ALGO   = Normal    Determines electronic minimisation algorithm 
   ENMAX  = 500.00 eV  Maximum plane wave cut-off energy 
   NELM   = 999       Maximum number of electronic steps per ionic iteration 
   NELMIN = 8   Minimum number of electronic steps per ionic iteration 
   EDIFF  = 1E-06    Minimum energy change to break electronic relaxation loop 
   GGA    = PE      Determines GGA functional used (PBE) 
   ISPIN  = 2      Spin polarised calculation 
 
 Ionic Relaxation 
   EDIFFG =  -0.01     Minimum energy change to break ionic relaxation loop 
   NSW    =     36     Maximum number of ionic steps per calculation 
   NBLOCK =      1  Determines how often pair correlation function and DOS are calculated 
   KBLOCK =     50  Determines how often pair correlation function and DOS are calculated 
   IBRION =      2     Determines ionic relaxation algorithm (conjugate gradients) 
   ISIF   =      3    Controls degrees of freedom allowed to relax (all) and stress tensor 
   IWAVPR =      1   Determines how charge density is extrapolated between ionic steps 
   ISYM   =      1  Controls whether symmetry is used 
 
 DOS related values 
   ISMEAR =     0   Determines how partial occupancies are set for each orbital 
   SIGMA  =     0.10   Determines smearing width 
 
 Miscellaneous: 
   LORBIT =     11    Controls writing of output (PROCAR) with site projected 
wavefunctions 
   LASPH  = .TRUE.  Includes non-spherical contributions from gradient corrections 
 
 DFT+U Calculations: 
   LDAU   = .TRUE.    Turns on DFT + U 
   LDAUTYPE = 2        Determines DFT + U type (Dudarev) 
   LDAUL  = 3 -1      L quantum numbers for each species using DFT + U (f, not used) 
   LDAUU  = 4.50 0.00  U portion of Hubbard coefficient for each species 
   LDAUJ  = 0.54 0.00   J portion of Hubbard coefficient for each species 
   LDAUPRINT = 2   Verbosity of output (in OUTCAR) – writes occupancy matrix 




 Magnetic Calculations: 
   MAGMOM = 2 -2 2 -2 8*0  Magnetic moments for each species 
 
KPOINTS 
Automatic mesh      
0      Automatically generated k point mesh 
g      Generate gamma centred grid 
  4   4   4     Subdivisions along reciprocal lattice vectors 
  0.  0.  0.    Shift of mesh 
 
POSCAR 
U   O   Atomic species  
1.0 Scaling factor 
 
5.4682000000000000  0.0000000000000000  0.0000000000000000 
0.0000000000000000  5.4682000000000000  0.0000000000000000 Matrix of lattice 
vectors 
0.0000000000000000  0.0000000000000000  5.4682000000000000 
U    O   Atomic species 
4     8  Numbers of each species 
Direct 
0.0000000000000000  0.0000000000000000  0.0000000000000000 
0.0000000000000000  0.5000000000000000  0.5000000000000000 
0.5000000000000000  0.0000000000000000  0.5000000000000000 
0.5000000000000000  0.5000000000000000  0.0000000000000000 
0.2500000000000000  0.2500000000000000  0.2500000000000000 
0.7500000000000000  0.7500000000000000  0.2500000000000000 Atomic coordinates 
0.7500000000000000  0.2500000000000000  0.7500000000000000 
0.2500000000000000  0.2500000000000000  0.7500000000000000 
0.7500000000000000  0.7500000000000000  0.7500000000000000 
0.2500000000000000  0.7500000000000000  0.7500000000000000 
0.7500000000000000  0.2500000000000000  0.2500000000000000 










Appendix B – Full U4O9 and U3O7 Results 
Results tables for full set of U4O9 and U3O7 calculations. 
Table A – Predicted properties of U4O9 phases in a 2 x 2 x 1 UO2 supercell. Predicted 
formation energy is per Oi and volume change is from relaxed pure UO2. 
Configuration Eformation (eV) Δ Volume (%) Band Gap (eV) U6+ 
4 x Oi 0.487 -1.14 0.71  
4 x Oi 0.438 -0.81 0.97  
4 x Oi 0.425 -0.83 0.97  
4 x Oi 0.370 -0.62 1.10  
4 x Oi 0.319 -0.87 1.29  
4 x Oi 0.309 -0.93 1.35  
4 x Oi 0.273 -0.63 1.17  
4 x Oi 0.264 -1.33 1.16  
4 x Oi 0.222 -0.54 1.03  
Distorted clusters and Oi 0.181 0.93 1.37  
Distorted clusters and Oi 0.173 -0.47 1.10  
Distorted clusters and Oi 0.171 -0.92 1.23  
Distorted clusters and Oi 0.153 -0.39 1.16  
Distorted clusters and Oi 0.110 -0.33 1.29  
Distorted clusters and Oi 0.090 -0.24 1.03  
Distorted clusters and Oi 0.072 -0.39 1.16  
Split-int clusters/distorted Willis chains -0.016 0.33 1.03  
Split-int clusters/distorted Willis chains -0.018 -0.51 1.23  
Split-int clusters/distorted Willis chains -0.018 -0.43 1.16  
Split-int clusters/distorted Willis chains -0.020 -0.46 1.16  
Split-int clusters/distorted Willis chains -0.034 -0.08 1.41  
Split-int clusters/distorted Willis chains -0.048 -0.82 1.29  
Split-int clusters/distorted Willis chains -0.049 -0.36 1.29  
Split-int clusters/distorted Willis chains -0.068 -0.24 1.16  
Split-int clusters/distorted Willis chains -0.076 0.05 1.16  
Split-int clusters/distorted Willis chains -0.087 -0.44 1.10  
Split-int clusters/distorted Willis chains -0.117 -0.27 1.29  
Split-int clusters/distorted Willis chains -0.120 -0.45 1.22  
Split-int clusters/distorted Willis chains -0.138 -0.08 1.16  
Split-int clusters/distorted Willis chains -0.140 -0.37 1.35  
Split-int clusters/distorted Willis chains -0.166 -0.43 1.29  
Split-int clusters/distorted Willis chains -0.201 -0.41 1.16  
Willis cluster chains -0.202 -0.38 1.09  
Willis cluster chains -0.213 0.02 1.16  
Willis cluster chains -0.273 -0.14 1.10  
Willis cluster chains -0.333 -0.28 1.48  
Willis cluster chains -0.390 0.15 1.35  
Willis cluster chains -0.417 -0.56 1.42  
Willis cluster chains -0.430 0.22 1.36  
Willis cluster chains -0.484 0.27 1.48  
Willis cluster chains -0.516 0.37 1.48  
Willis cluster chains -0.520 0.68 1.30  
Willis cluster chains -0.526 0.16 1.48  




Table B – Predicted properties of U3O7 phases in an orthorhombic UO2 supercell. 
Predicted formation energy is per Oi and volume change is from relaxed pure UO2. 
Configuration Eformation (eV) Δ Volume (%) Band Gap (eV) U6+ 
Split di and tri interstitials 1.049 3.11 1.50 5 
Split di and tri interstitials 0.727 3.24 1.43 2 
Split di and tri interstitials 0.639 2.52 1.56  
Split di and tri interstitials 0.442 1.25 1.42  
Split di and tri interstitials 0.439 2.93 1.18  
Split di and tri interstitials 0.267 3.75 1.43  
Split di and tri interstitials 0.182 -0.10 1.41 1 
Split di and tri interstitials -0.046 0.37 1.79  
Split di and tri interstitials -0.074 -1.24 1.42  
Split di and tri interstitials -0.087 -1.76 1.35 1 
Split di and tri interstitials -0.088 0.25 1.60  
Split di and tri interstitials -0.100 0.35 1.28  
Split di and tri interstitials -0.112 0.15 1.23  
Split di and tri interstitials -0.117 -1.47 1.74 3 
Split di and tri interstitials -0.133 0.35 1.41  
Split di and tri interstitials -0.139 -1.64 1.03  
Split di and tri interstitials -0.155 -0.88 1.22  
Split di and tri interstitials -0.201 -1.75 1.41  
Split di and tri interstitials -0.225 -1.28 1.35  
Distorted split quad interstitials -0.234 -1.41 1.22  
Distorted split quad interstitials -0.236 -0.92 1.48  
Distorted split quad interstitials -0.246 -1.12 1.41  
Distorted split quad interstitials -0.256 -0.49 1.48  
Distorted split quad interstitials -0.256 -1.47 1.22  
Distorted split quad interstitials -0.256 -1.38 0.90 1 
Distorted split quad interstitials -0.273 -1.28 1.48  
Distorted split quad interstitials -0.275 -0.51 1.16 1 
Distorted split quad interstitials -0.284 -0.30 1.67  
Split quad interstitials -0.300 -1.55 1.22  
Split quad interstitials -0.303 -1.10 1.85  
Split quad interstitials -0.313 -1.38 1.16  
Split quad interstitials -0.314 -1.10 1.09 1 
Split quad interstitials -0.333 -1.10 1.03 1 
Split quad interstitials -0.337 -1.05 1.22  
Split quad interstitials -0.340 -1.56 1.22  
Split quad interstitials -0.341 -1.55 1.09  
Split quad interstitials -0.349 -1.57 1.22  
Split quad interstitials -0.355 -1.25 1.41  
Split quad interstitials -0.366 -1.62 1.22  
Split quad interstitials -0.368 -0.31 1.54  
Split quad interstitials -0.375 -1.33 1.35  
Split quad interstitials -0.383 -1.58 1.09 1 
Split quad interstitials -0.396 -1.36 1.35 1 
Split quad interstitials -0.400 -1.48 1.22  
Split quad interstitials -0.404 -1.49 1.35  
Split quad interstitials -0.405 -1.71 1.80  
Split quad interstitials -0.407 -1.68 1.48  
Split quad interstitials -0.414 -1.28 1.35  
Split quad interstitials -0.416 -1.54 1.48 1 
Split quad interstitials -0.421 -1.49 1.35  
195 
 
Configuration Eformation (eV) Δ Volume (%) Band Gap (eV) U6+ 
Split quad interstitials -0.424 -1.64 1.22  
Split quad interstitials -0.428 -1.50 1.16  
Split quad interstitials -0.434 -1.64 1.41 1 
Split quad interstitials -0.435 -1.50 1.35  
Split quad interstitials -0.436 -1.48 1.29  
Split quad interstitials -0.437 -1.53 1.41  
Split quad interstitials -0.443 -1.28 1.09  
Split quad interstitials -0.450 -1.55 1.22  
Split quad interstitials -0.454 -1.36 1.16 1 
Split quad interstitials -0.464 -1.55 1.35  
Split quad interstitials -0.469 -1.64 1.54  
Split quad interstitials -0.482 -1.34 1.42  
Split quad interstitials -0.482 -1.61 1.80  
Split quad interstitials -0.488 -1.52 1.48  
Split quad interstitials -0.492 -1.62 1.41  
Split quad interstitials -0.493 -1.44 1.35  
Split quad interstitials -0.501 -1.23 1.41  
Split quad interstitials -0.508 -1.27 1.41  
Split quad interstitials -0.511 -1.60 1.54  
Split quad interstitials -0.522 -1.30 1.86  
















Appendix C – AFM U2O5 and U3O8 Results 
Results tables including AFM U2O5 and U3O8 polymorphs. 
Table C – Predicted properties of U2O5 polymorphs. Space groups are calculated to a tolerance of 0.001 Å for both the initial (experimental) 
and final (relaxed) structures using Materials Studio [192]. Reported energies are formation energy per uranium ion relative to UO2. Δ% is 
the percentage difference between a calculated structure and experiment. 
Study Phase Magnetism Method 






(eV) a (Δ%) b (Δ%) c (Δ%) α β γ 
Kovba [182] 
δ-U2O5 
- Exp 6.85 8.27 31.71 90.0 90.0 90.0 56.15 Pnma - 
This Work 
FM PBE + U 7.02 (2.5) 8.42 (1.8) 31.46 (-0.8) 90.0 90.0 90.0 58.15 Pnma -0.86 
AFM <010> PBE + U  7.02 (2.5) 8.42 (1.8) 31.46 (-0.8) 90.0 90.0 90.0 58.15 Pnma -0.85 
AFM <100> PBE + U 7.02 (2.5) 8.42 (1.8) 31.46 (-0.8) 90.0 90.0 90.0 58.15 Pnma -0.85 
Forbes [185] 
Np2O5 
FM Exp‡ 8.17 6.58 9.31 90.0 116.1 90.0 56.23 P2/c - 
This Work 
FM PBE + U 8.16 6.82 9.41 90.0 116.0 90.0 58.80 P1 -0.95 
AFM <001> PBE + U 8.16 6.82 9.41 90.0 116.0 90.0 58.80 P1 -0.95 
AFM <010> PBE + U 8.16 6.82 9.41 90.0 116.0 90.0 58.80 P1 -0.95 







Table D - Predicted properties of U3O8 polymorphs. Space groups are calculated to a tolerance of 0.001 Å for both the initial (experimental) 
and final (relaxed) structures using Materials Studio [192]. Reported energies are formation energy per uranium ion relative to UO2. Δ% is 
the percentage difference between a calculated structure and experiment. Only the more energetically stable U5+/U6+ charge configuration is 
considered here. 
Study Phase Method 
Magnetic 
Order 











Exp - - 4.15 11.97 6.72 55.58 90.0 Amm2 - 
This Work PBE + U 
FM - 4.21 (1.4) 11.60 (-3.1) 7.22 (7.5) 58.72 90.0 Amm2 -1.09 
AFM <010> - 4.21 (1.4) 11.60 (-3.1) 7.22 (7.5) 58.72 90.0 Amm2 -1.08 




Exp - - 7.07 11.45 8.30 55.98 90.0 Cmcm - 
This Work PBE + U 
FM - 7.21 (2.0) 11.64 (1.7) 8.44 (1.7) 59.06 90.0 Cmcm -1.12 
AFM <100> - 7.21 (2.0) 11.64 (1.7) 8.45 (1.7) 59.06 90.0 Cmcm -1.12 




Exp - 0.61 6.82 6.82 4.15 55.76 120.0 P-62m - 
This Work PBE + U 
FM 0.62 6.83 (0.1) 6.83 (0.1) 4.20 (1.2) 56.60 116.3 Amm2 -1.08 
AFM 0.62 6.83 (0.1) 6.83 (0.1) 4.20 (1.2) 56.59 116.3 Amm2 -1.08 
 
