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Consider a centered separable Gaussian process Y with a variance function that is regularly
varying at inﬁnity with index 2H 2 ð0; 2Þ: Let f be a ‘drift’ function that is strictly increasing,
regularly varying at inﬁnity with index b4H ; and vanishing at the origin. Motivated by
queueing and risk models, we investigate the asymptotics for u!1 of the probability
PðsuptX0Y t  fðtÞ4uÞ as u!1:
To obtain the asymptotics, we tailor the celebrated double sum method to our general
framework. Two different families of correlation structures are studied, leading to four
qualitatively different types of asymptotic behavior. A generalized Pickands’ constant appears
in one of these cases.
Our results cover both processes with stationary increments (including Gaussian integrated
processes) and self-similar processes.
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Let Y be a centered separable Gaussian process, and let f be a strictly increasing
‘drift’ function with fð0Þ ¼ 0: Motivated by applications in telecommunications
engineering and insurance mathematics, the probability
P sup
tX0
Y t  fðtÞ4u
 
(1)
has been analyzed under different levels of generality as u!1: In these
applications, Y 0 is supposed to be degenerate, i.e., Y 0 ¼ 0: Letting u tend to inﬁnity
is known as investigating the large buffer regime, since u can be interpreted as a
buffer level of a queue. Notice that (1) can be rewritten as
P sup
tX0
Y mðutÞ
1þ t 4u
 
; (2)
where m is the inverse of f: Special attention has been paid to the case that Y has
stationary increments (e.g., [5,6,9–11,13,16,18,20,24,25,29,30]), and to the case that
Y is self-similar or ‘almost’ self-similar [23].
From a practical point of view, Gaussian processes lead to parsimonious yet
ﬂexible models, since a broad range of correlation structures can be described by few
parameters. The study of Gaussian processes can also be justiﬁed by an
approximation argument; they can appear as stochastic process limits, often as a
result of a second-order scaling as in the central limit theorem. However, a warning
is in place here: Wischik [40] argues that it is extremely important to check the
appropriateness of this scaling before resorting to Gaussian models.
The main contribution of the present paper is that we extend the known results on
the asymptotics of (1). For this, we introduce a wide class of local correlation
structures, covering both processes with stationary increments and ‘almost’ self-
similar processes. A motivation for studying the problem in this generality is to gain
insight into the case that Y is the sum of a number of independent Gaussian
processes, e.g., of a Gaussian integrated process and a number of fractional
Brownian motions with different Hurst parameters. We study this case in somewhat
more detail in forthcoming work.
Some words for the technical aspects of this paper. We use the double sum
method to ﬁnd the asymptotics of (2), see Piterbarg [34] or Piterbarg and Fatalov
[35]. This method has been applied successfully to ﬁnd the asymptotics of
Pðsupt2½0;T 
X ðtÞ4uÞ; where X is either a stationary Gaussian process [33,37] or a
Gaussian process with a unique point of maximum variance [36]. These results are
also available for ﬁelds, see [34, Section 8]. However, they cannot be applied to ﬁnd
the asymptotics of (1).
In this paper, we approach the double sum method differently. The idea in [36] is
to ﬁrst establish the asymptotics of a certain stationary Gaussian process on a
subinterval of ½0; T 
: Then a comparison inequality is applied to see that the
asymptotics of Pðsupt2½0;T 
X ðtÞ4uÞ equal the asymptotics of this stationary ﬁeld.
Here, we do not make a comparison to stationary processes, but we apply the ideas
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results, it can be seen immediately that the comparison approach cannot work in the
generality of this paper: a so-called generalized Pickands’ constant appears, which is
not present in the stationary case. It is also obtained in the analysis of suprema of
Gaussian integrated processes, see De¸bicki [11]. The appearance of this constant in
the present study is not surprising, since our results also cover Gaussian integrated
processes.
Several related problems appear in the vast body of literature on asymptotics for
Gaussian processes. For instance, De¸bicki and Rolski [17] study the asymptotics of
(1) over a ﬁnite horizon, i.e., the supremum is taken over ½0; T 
 for some T40: We
remark that the asymptotics found in [17] differ qualitatively from the asymptotics
established in the present paper. Another problem closely related to the present
setting is where Y has the form Z=
ﬃﬃﬃ
n
p
for some Gaussian process Z independent of
n: One then ﬁxes u and studies the probability (1) as n!1: The resulting
asymptotics were studied by De¸bicki and Mandjes [12]; these asymptotics are often
called many sources asymptotics, since convolution of identical Gaussian measures
amounts to scaling a single measure.
It is worthwhile to compare our results with those of Berman [2] on extremes of
Gaussian processes with stationary increments. Berman studies the probability
Pðsupt2BY t4uÞ for u!1; where Y is constructed from Y by standardization (so
that its variance is constant) and B is some ﬁxed compact interval. The problem of
ﬁnding the asymptotics of (2) does not ﬁt into Berman’s framework: our
assumptions will imply that Y mðutÞ=ð1þ tÞ has a point of maximum variance, which
is asymptotically unique. Another difference is that this point depends (asympto-
tically) linearly on u; so that it cannot belong to B for large u:
The paper is organized as follows. The main result and its assumptions are
described in Section 2. In Section 3, we work out two cases of special interest:
processes with stationary increments and self-similar processes. Furthermore, we
relate our formulas with the literature by giving some examples.
Sections 4–7 are devoted to proofs. In Section 4, the classical Pickands’ lemma is
generalized into an appropriate direction. Section 5 distinguishes four instances of
this lemma. The resulting observations are key to the derivation of the upper bounds,
which is the topic of Section 6. Lower bounds are given in Section 7, where we use a
double sum-type argument to see that the upper and lower bounds coincide
asymptotically.
To slightly reduce the length of the proofs and make them more readable, details
are often omitted when a similar argument has already been given, or when the
argument is standard. We then use curly brackets (e.g., {T1}) to indicate which
assumptions are needed to make the claim precise.
We frequently apply standard results for regularly varying functions, for which the
main reference is Bingham, Goldie and Teugels [4]. Recall that a positive function f
is regularly varying at inﬁnity with index r if for all t40;
lim
a!1
f ðatÞ
f ðaÞ ¼ t
r:
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the Uniform Convergence Theorem (Theorem 1.5.2 in [4]). Often one can obtain
uniformity on a wider class of intervals, although additional conditions may be
required (see Theorem 1.5.2 and Theorem 1.5.3 in [4]). The Uniform Convergence
Theorem is used extensively, and therefore abbreviated as UCT. It is applied without
reference to the speciﬁc version that is used.2. Description of the results and assumptions
This section presents our main theorem. Since many (yet natural and weak)
assumptions underlie our result, we defer a detailed description of these assumptions
to Section 2.2.
2.1. Main theorem
The supremum in (2) is asymptotically ‘most likely’ attained at a point where the
variance is close to its maximum value. Let tu denote a point that maximizes the
variance s2ðmðutÞÞ=ð1þ tÞ2 (existence will be ensured by continuity conditions). Our
main assumptions are that s2 (deﬁned by s2ðtÞ :¼ VarY t) and m (deﬁned as the
inverse of f in (1)) are regularly varying at inﬁnity with indices 2H 2 ð0; 2Þ and
1=bo1=H respectively. Note that the UCT implies that tu converges to t :¼
H=ðbHÞ: In that sense, tu is asymptotically unique.
For an appropriately chosen d with dðuÞ=u! 0 and sðmðuÞÞ=dðuÞ ! 0; (1) and (2)
are asymptotically equivalent to
P sup
t2½tudðuÞ=u

YmðutÞ
1þ t 4u
 !
;
see Lemma 7. Hence, in some sense, the variance s2ðmðutÞÞ of Y mðutÞ determines
the length of the ‘most probable’ hitting interval by the requirement that
sðmðuÞÞ=dðuÞ ! 0:
Not only the length of this interval plays a role in the asymptotics of (2). There is
one other important element: the local correlation structure of the process on ½tu 
dðuÞ=u
: Traditionally, it was assumed that VarðY mðusÞ=sðmðusÞÞ  YmðutÞ=sðmðutÞÞÞ
behaves locally like js tja for some a 2 ð0; 2
 [32]. It was soon realized that js tja
can be replaced by a regularly varying function (at zero) with minimal additional
effort [37]; see also [3,11,23], to mention a few recent contributions.
However, by imposing such a correlation structure, it is impossible to ﬁnd the
asymptotics of (1) for a general Gaussian process with stationary increments, for
instance. We solve this problem by introducing two wide classes of correla-
tion structures, resulting in qualitatively different asymptotics in four cases. These
speciﬁc structures must be imposed to be able to perform explicit calculations. The
main novelty of this paper is that the local behavior may depend on u: Our
framework is speciﬁc enough to derive generalities, yet general enough to include
many interesting processes as special cases (to our best knowledge, all processes are
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Section 3.3).
Often there is a third element playing a role in the asymptotics: the local variance
structure of YmðutÞ=ð1þ tÞ near t ¼ tu: By the structure of the problem and the
differentiability assumptions that we will impose on s and m; this third element is
only implicitly present in our analysis. However, if one is interested in the
asymptotics of some probability different from (1), it may play a role. In that case,
the reasoning of the present paper is readily adapted.
We now introduce the ﬁrst family of correlation structures, leading to three
different types of asymptotics. Suppose that the following holds:
sup
s;t2½tudðuÞ=u

sat
Var
YmðusÞ
sðmðusÞÞ 
YmðutÞ
sðmðutÞÞ
 
Dt2ðjnðusÞ  nðutÞjÞ=t2ðnðuÞÞ  1

! 0; (3)
as u!1; whereD is some constant and t and n are suitable functions. It is assumed
that t and n are regularly varying at inﬁnity with indices it 2 ð0; 1Þ and in40
respectively. To gain some intuition, suppose that n is the identity, and write tðtÞ ¼
‘ðtÞtit for some slowly varying function at inﬁnity ‘: The denominator in (3) then
equals Djs tj2it‘2ðujs tjÞ=‘2ðuÞ: From the analysis of the problem it follows that
one must consider js tjpDðuÞ=u; where D is some function satisfying DðuÞ ¼
oðdðuÞÞ: As a result, the denominator is of the order ½DðuÞ=u
2it‘2ðDðuÞÞ=‘2ðuÞ; due to
the term ‘2ðDðuÞÞ; three cases can now be distinguished: D tends to inﬁnity, to a
constant, or to zero. Interestingly, the Pickands’ constant appearing in the
asymptotics is determined by the behavior of t at inﬁnity in the ﬁrst case, and at
zero in the last case (one needs an additional assumption on the behavior of t at
zero). The second ‘intermediate’ case is special, resulting in the appearance of a so-
called generalized Pickands’ constant.
The second family of correlation structures, resulting in the fourth type of
asymptotics, is given by
sup
s;t2½tudðuÞ=u

sat
Var
YmðusÞ
sðmðusÞÞ 
Y mðutÞ
sðmðutÞÞ
 
t2ðjnðusÞ  nðutÞj=nðuÞÞ  1

! 0; (4)
where n is regularly varying at inﬁnity with index in40 and t is regularly varying at
zero with index ~it 2 ð0; 1Þ (the tilde emphasizes that we consider regular variation at
zero). A detailed description of the assumptions on each of the functions are given in
Section 2.2. Here, if n is the identity, the denominator equals ‘2ðjs tjÞjs tj2~it for
some slowly varying function at zero ‘: Therefore, it cannot be written in the form (3)
unless ‘ is constant.
Having introduced the four cases informally, we now present them in somewhat
more detail. The cases are referred to as case A, B, C, and D. We set
G :¼ lim
u!1
sðmðuÞÞtðnðuÞÞ
u
; (5)
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B. Case B applies when (3) holds and G 2 ð0;1Þ:
C. Case C applies when (3) holds and G ¼ 0: We then also suppose that t be
regularly varying at zero with index ~it 2 ð0; 1Þ:
D. Case D applies when (4) holds.In order to state the main result, we ﬁrst introduce some further notation. For a
centered separable Gaussian process Z with stationary increments and variance
function s2Z; we deﬁne
HZ :¼ lim
T!1
1
T
HZðTÞ :¼ lim
T!1
1
T
E exp sup
t2½0;T 

ﬃﬃﬃ
2
p
Zt  s2ZðtÞ
h i !
; (6)
provided both the expectation and the limit exist. Depending on the context, we also
write Hs2Z for HZ: If Z is a fractional Brownian motion with Hurst parameter H 2ð0; 1Þ; it is denoted as BH throughout this paper. Recall that a fractional Brownian
motion is deﬁned by setting s2ZðtÞ ¼ t2H ; and that these constants are strictly positive
(in particular, they exist). These constants appear in Pickands’ classical analysis of
stationary Gaussian processes [32,33]. In the present generality, they have been
introduced by De¸bicki [11], and the ﬁeld analogue shows up in the study of Gaussian
ﬁelds; see Piterbarg [34].
Given a stochastic process Y ; we use both Y ðtÞ and Y t for the value of Y at time
epoch t: Moreover, we write
CðxÞ ¼ 1ﬃﬃﬃﬃﬃ
2p
p
Z 1
x
e
1
2w
2
dw;
and it is standard that, for x!1;ﬃﬃﬃﬃﬃ
2p
p
xCðxÞ  ex2=2; (7)
where asymptotic equivalence f  g as x! X 2 ½1;1
 means f ðxÞ ¼ gðxÞð1þ
oð1ÞÞ as x! X :
Provided it exists, we denote an asymptotic inverse of t by t ; recall that it is
(asymptotically uniquely) deﬁned by
t ðtðtÞÞ  tð t ðtÞÞ  t: (8)
It depends on the context whether t is an asymptotic inverse near zero or inﬁnity,
i.e., whether (8) holds for t! 0 or t!1 respectively. Unless stated otherwise,
regular variation should always be understood as regular variation at inﬁnity, and
measurability of such functions is implicit (it is often ensured by continuity
assumptions).
It is convenient to introduce the notation
CH;b;in;it :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
211=itp
p
in
b
H
 1=it H
bH
 inþHb12þ 1it 1Hb 
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M :¼ b
2
2G2H2H=bðbHÞ22H=b
;
where G 2 ð0;1Þ is deﬁned as in (5). Here is our main result. The assumptions are
detailed in Section 2.2.
Theorem 1. Let m and s satisfy assumptions M1–M4 and S1–S4 below for some b4H:
In case A, i.e., when A1, A2, T1, T2, N1, N2 below hold, we have
P sup
tX0
Y mðtÞ  t4u
 
HBitCH;b;in;it
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
D1=it
p sðmðuÞÞnðuÞ
u t sðmðuÞÞtðnðuÞÞ
u
 C inf
tX0
uð1þ tÞ
sðmðutÞÞ
 
:
In case B, i.e., when B1, B2, T1, T2, N1, N2 below hold, then HDMt2 exists and we
have
P sup
tX0
YmðtÞ  t4u
 
 HDMt2
ﬃﬃﬃﬃﬃ
2p
p
in
H
bH
 inþHb12 sðmðuÞÞnðuÞ
u
C inf
tX0
uð1þ tÞ
sðmðutÞÞ
 
:
In case C, i.e., when C1–C3, T1, N1, N2 below hold, we have
P sup
tX0
Y mðtÞ  t4u
 
HB~itCH;b;in;~it
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
D1=~it
p sðmðuÞÞnðuÞ
u t sðmðuÞÞtðnðuÞÞ
u
 C inf
tX0
uð1þ tÞ
sðmðutÞÞ
 
:
In case D, i.e., when D1, D2, N1, N2 below hold, we have
P sup
tX0
YmðtÞ  t4u
 
HB~itCH;b;in;~it
sðmðuÞÞ
u t sðmðuÞÞ
u
 C inf
tX0
uð1þ tÞ
sðmðutÞÞ
 
:
Observe that t is an asymptotic inverse of t at inﬁnity in case A, and at zero in
case C and D. Hence, the factors preceding the function C are regularly varying with
index ðH=bþ init  1Þð1 1=itÞ þ ð1 itÞin in case A, with index H=bþ in  1 in
case B, with index H=bþ in  1 ðH=bþ itin  1Þ=~it in case C, and with index
ðH=b 1Þð1 1=~itÞ in case D. Note that case B is special in a number of ways: a
non-classical Pickands’ constant is present and no inverse appears in the formula.
We now formally state the underlying assumptions.
2.2. Assumptions
Two types of assumptions are distinguished: general assumptions and case-speciﬁc
assumptions. The general assumptions involve the variance s2 of Y ; the time change
m; and the functions n and t appearing in (3) and (4). The case-speciﬁc assumptions
formalize the four regimes introduced in the previous subsection.
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We start by stating the assumptions on m:M1 m is regularly varying at inﬁnity with index 1=b:
M2 m is strictly increasing, mð0Þ ¼ 0:
M3 m is ultimately continuously differentiable and its derivative _m is ultimately
monotone.
M4 m is twice continuously differentiable and its second derivative €m is ultimately
monotone.AssumptionM2 is needed to ensure that the probabilities (1) and (2) be equal. The
remaining conditions imply that bu _mðuÞ  mðuÞ and b2u2 €mðuÞ  ð1 bÞmðuÞ; see
Exercise 1.11.13 of [4]. In particular, _m and €m are regularly varying with index 1=b 1
and 1=b 2 respectively.
Now we formulate the assumptions on s and one assumption on both m and s:S1 s is continuous and regularly varying at inﬁnity with index H for some H 2 ð0; 1Þ:
S2 s2 is ultimately continuously differentiable and its ﬁrst derivative _s2 is ultimately
monotone.
S3 s2 is ultimately twice continuously differentiable and its second derivative €s2 is
ultimately monotone.
S4 There exist some T ; 40; g 2 ð0; 2
 such that
1. lim supu!1sups;t2ð0;ð1þÞT1=b
VarðY us  Y utÞs2ðuÞjs tjgo1; and
2. lim supu!1
s2ðmðuÞÞ
2 logPðsuptXT Y mðutÞ4uÞo 1 ð1þt
Þ2
 H=b :u 1þt 2 ðt ÞWe emphasize that _s2 denotes the derivative of s2; and not the square derivative of
s: As earlier, conditions S1–S3 imply that u _s2ðuÞ  2Hs2ðuÞ and u2 €s2ðuÞ  2Hð2H 
1Þs2ðuÞ: The ﬁrst point of S4, which is Kolmogorov’s weak convergence criterion,
ensures the existence of a modiﬁcation with continuous sample paths; we always
assume to work with this modiﬁcation. The second point of S4 ensures that the
probability PðsuptXuT YmðtÞ  t4uÞ cannot dominate the asymptotics. We choose to
formulate this as an assumption, although it is possible to give sharp conditions for
S4.2 to hold. However, these conditions look relatively complicated, while the
second point is in general easier to verify on a case by case basis. In the next section,
we show that it holds for processes with stationary increments and self-similar
processes.
Note that ifM1–M4 and S1–S4 hold, the ﬁrst and second derivative of s2ðmðÞÞ are
also regularly varying, with indices 2H=b 1 and 2H=b 2; respectively. It is this
fact that guarantees the existence of the limits that are implicitly present in the
notation ‘’ in Theorem 1.
The function n appearing in (3) and (4) also has to satisfy certain assumptions,
which are similar to the assumptions imposed on m:N1 n is regularly varying at inﬁnity with index in40:
N2 n is ultimately continuously differentiable and its derivative _n is ultimately
monotone.
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T2 tðtÞpCtg0 on a neighborhood of zero for some C; g040:Assumption T2 is essential to prove uniform tightness at some point in the proof,
which yields the existence of the Pickands’ constants.
2.2.2. Case-specific assumptions
We now formulate the case-speciﬁc assumptions in each of the cases A, B, C, and
D. These assumptions are also mentioned in the Introduction, but it is convenient to
label them for reference purposes. If we write that the correlation structure is
determined by (3) or (4), the function d is supposed to satisfy dðuÞ ¼ oðuÞ and
sðmðuÞÞ ¼ oðdðuÞÞ as u!1:
After recalling the deﬁnition of G in (5), we start with case A.A1 The correlation structure is determined by (3).
A2 G ¼ 1:
Similar conditions are imposed in case B.B1 The correlation structure is determined by (3).
B2 G 2 ð0;1Þ:
In case C, we need an additional condition (C3). Note that the index of variation in
C3 appears at several places in the asymptotics, cf. Theorem 1. It also implies the
existence of an asymptotic inverse t at zero, cf. Theorem 1.5.12 of [4].
C1 The correlation structure is determined by (3).
C2 G ¼ 0:
C3 t is regularly varying at zero with index ~it 2 ð0; 1Þ:Case D is slightly different from the previous three cases, although here the regular
variation of t at zero also plays a role. In fact, the index of variation appears in
exactly the same way in the asymptotics as in case C.D1 The correlation structure is determined by (4).
D2 t is regularly varying at zero with index ~it 2 ð0; 1Þ:3. Special cases: stationary increments and self-similarity
In this section, we apply Theorem 1 to calculate the asymptotics of (2) for two
speciﬁc cases: (i) Y has stationary increments and (ii) Y is self-similar. In both
examples, the imposed assumptions imply that s2ð0Þ ¼ 0; so that Y 0 ¼ 0 almost
surely.
In case Y has stationary increments, the ﬁnite-dimensional distributions are
completely determined by the variance function s2: For self-similar processes, (2) has
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and even slightly generalized by Theorem 1.
We conclude this section with some examples that have been studied in the
literature.3.1. Stationary increments
Since s determines the ﬁnite-dimensional distributions of Y ; it also ﬁxes the local
correlation structure; we record this in the next proposition. To get some feeling for
the result, observe that for s; t 2 ½tu  dðuÞ=u
;
Var
Y mðusÞ
sðmðusÞÞ 
YmðutÞ
sðmðutÞÞ
 
 Var YmðusÞ  YmðutÞ
 
s2ðmðutÞÞ ¼
s2ðjmðusÞ  mðutÞjÞ
s2ðmðutÞÞ :
This intuitive reasoning is now made precise. Note the proposition also entails that
case D does not occur in this setting.
Proposition 1. Let S1–S2, M1–M3 hold for some b4H: Let d be regularly varying
with index id 2 ð1 1=b; 1Þ: Then (3) holds with t ¼ s; n ¼ m and D ¼ ðtÞ2H=b:
Proof. Since s; t 2 ½tu  dðuÞ=u
; we have by the UCT {S1, M1},
lim
u!1
sup
s;t2½tudðuÞ=u

sat
s2ðmðuÞÞ
DsðmðusÞÞsðmðutÞÞ  1

 ¼ 0:
Moreover, the stationarity of the increments implies that
2½sðmðusÞÞsðmðutÞÞ  CovðYmðusÞ; YmðutÞÞ

¼ s2ðjmðusÞ  mðutÞjÞ  ½sðmðusÞÞ  sðmðutÞÞ
2:
Hence, it sufﬁces to prove that
lim
u!1
sup
s;t2½tudðuÞ=u

sat
½sðmðusÞÞ  sðmðutÞÞ
2
s2ðjmðusÞ  mðutÞjÞ ¼ 0: (9)
For this, observe that the left-hand side of (9) is majorized by t1ðuÞt2ðuÞ; where
t1ðuÞ :¼ sup
s;t2½tudðuÞ=u

sat
½sðmðusÞÞ  sðmðutÞÞ
2
½mðusÞ  mðutÞ
2 ; t2ðuÞ :¼ sups;t2½tudðuÞ=u

sat
½mðusÞ  mðutÞ
2
s2ðjmðusÞ  mðutÞjÞ :
As for t1ðuÞ; by the Mean Value Theorem {S2, M3} there exist t^ðu; s; tÞ; t_ðu; s; tÞ
such that, for u large enough,
t1ðuÞ ¼ sup
s;t2½tudðuÞ=u

sat
½ ~smðut^ðu; s; tÞÞ
2
½ _mðut_ðu; s; tÞÞ
2 p
supt2½tudðuÞ=u
 ~smðutÞ
inf t2½tudðuÞ=u
 _mðutÞ
 !2
;
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S1, S2}, t1ðuÞ can therefore be upper bounded by C0s2ðmðuÞÞ=m2ðuÞ for some constant
C0o1:
We now turn to t2ðuÞ: A substitution {M2} shows that
t2ðuÞ ¼ sup
s;t2½mðutudðuÞÞ;mðutuþdðuÞÞ

s4t
ðs tÞ2
s2ðs tÞ ¼ sup0otpmðutuþdðuÞÞmðutudðuÞÞ
t2
s2ðtÞ :
Observe that, again by the Mean Value Theorem and the UCT {M1, M3},
mðutu þ dðuÞÞ  mðutu  dðuÞÞp2 sup
t2½tudðuÞ=u

_mðutÞdðuÞ  2
b
ðtÞ1=b1mðuÞdðuÞ=u;
which tends to inﬁnity by the assumption on id:
Suppose for the moment that the map x 7!x2=s2ðxÞ is bounded on sets of the form
ð0; 
: Since it is regularly varying with index 2 2H40 {S1}, we have by the UCT
and the assumption that id41 1=b; for u large enough,
t2ðuÞp sup
0otp3=bðtÞ1=b1
½mðuÞdðuÞ=u
2t2
s2ðmðuÞdðuÞ=utÞ 
3
b
ðtÞ1=b1
 22H ½mðuÞdðuÞ=u
2
s2ðmðuÞdðuÞ=uÞ :
In conclusion, there exists a constant Ko1 such that
sup
s;t2½tudðuÞ=u

sat
½sðmðusÞÞ  sðmðutÞÞ
2
s2ðjmðusÞ  mðutÞjÞ pK
s2ðmðuÞÞd2ðuÞ=u2
s2ðmðuÞdðuÞ=uÞ ;
which is regularly varying with index 2ð1HÞðid  1Þo0; so that (9) follows.
It remains to show that x 7!x2=s2ðxÞ is locally bounded. To see this, we use an
argument introduced by De¸bicki [11, Lemma 2.1]. By S2, one can select some (large)
sX0 such that s2 is continuously differentiable at s: Then, for some small x40;
s2ðsÞ  s2ðs xÞps2ðsÞ þ s2ðxÞ  s2ðs xÞ ¼ 2CovðY s; Y xÞp2sðsÞsðxÞ;
and by the Mean Value Theorem there exists some rx 2 ½s x; s
 such that s2ðsÞ 
s2ðs xÞ ¼ _s2ðrxÞx: By continuity of _s2 at s;
lim sup
x#0
x
sðxÞp lim supx#0
2
sðsÞ
_s2ðrxÞ
¼ 2 sðsÞ
_s2ðsÞo1:
The claim follows upon combining this observation with S1. &
Lemma 1. Let Y have stationary increments, and suppose that S1, and M1 hold. If
s2ðtÞpCtg on a neighborhood of zero for some C; g40; then S4 holds.
Proof. By the stationarity of the increments, the ﬁrst point of S4 follows
immediately from the UCT for t 7!s2ðtÞtg (this map is locally bounded by the
condition in the lemma). In fact, it holds for all T ; 40:
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the UCT {M1}
lim
T!1
lim
u!1
sup
tXT
uto
m ðmðuÞt1=bÞ ¼ limT!1 T
o1 ¼ 0:
Hence, we may suppose without loss of generality that T is such that
m ðmðuÞt1=bÞ=uXto for every tXT and large u: This implies that
P sup
tXT
Y mðutÞ
1þ t 4u
 
pP sup
tX½mðuTÞ=mðuÞ
b
Y mðuÞt1=b
1þ to 4u
 !
pP sup
tXT=2
Y mðuÞt1=b
1þ to 4u
 !
:
We now apply some results from earlier work [18]. By Corollary 3 and the arguments
in the proof of Proposition 1 of [18], we have
lim sup
u!1
s2ðmðuÞÞ
u2
logP sup
tXT
YmðutÞ
1þ t 4u
 
p 1
2
inf
tXT=2
ð1þ toÞ2
t2H=b
:
Note that we have used the continuity of the functional x 7!suptXðT=2Þ1=bxðtÞ=ð1þ
tobÞ in a certain topology, cf. Lemma 2 of [18]. The claim is obtained by choosing T
large enough, which is possible since t2o=t2H=b!1 as t!1: &
With Proposition 1 and Lemma 1 at our disposal, we readily ﬁnd the asymptotics
of (1) when Y has stationary increments.
Proposition 2. Let Y have stationary increments. Suppose that S1–S3 hold, and that
s2ðtÞpCtg on a neighborhood of zero for some C; g40: Moreover, suppose that
M1–M4 hold for some b4H :
If s2ðmðuÞÞ=u!1; then
P sup
tX0
YmðtÞ  t4u
 
 HBH CH;b;1=b;H
bH
H
 1=b sðmðuÞÞmðuÞ
u s s2ðmðuÞÞ
u
 C inf
tX0
uð1þ tÞ
sðmðutÞÞ
 
:
If s2ðmðuÞÞ=u! G 2 ð0;1Þ; then
P sup
tX0
YmðtÞ  t4u
 
Hð2=G2Þs2
ﬃﬃﬃﬃﬃﬃﬃﬃ
p=2
p
H
sðmðuÞÞmðuÞ
u
C inf
tX0
uð1þ tÞ
sðmðutÞÞ
 
:
If s2ðmðuÞÞ=u! 0 and s is regularly varying at zero with index l 2 ð0; 1Þ; then
P sup
tX0
YmðtÞ  t4u
 
 HBlCH;b;1=b;l
bH
H
 H=ðblÞ sðmðuÞÞmðuÞ
u s s2ðmðuÞÞ
u
  C inf
tX0
uð1þ tÞ
sðmðutÞÞ
 
:
Proof. Directly from Theorem 1. For the case s2ðmðuÞÞ=u! G 2 ð0;1Þ; observe that
necessarily 2H ¼ b: &
ARTICLE IN PRESS
A.B. Dieker / Stochastic Processes and their Applications 115 (2005) 207–248 2193.2. Self-similar processes
We now suppose that Y is a self-similar process with Hurst parameter H ; i.e.,
VarðY tÞ ¼ t2H and for any a40 and s; tX0;
Cov Y at; Y asð Þ ¼ a2HCov Y t; Y sð Þ: (10)
The self-similarity property has been observed statistically in several types of data
trafﬁc, see, e.g., [31]. Two examples of self-similar Gaussian processes are the
fractional Brownian motion and the Riemann–Liouville process.
Another (undoubtedly related) reason why self-similar processes are interesting is
that the weak limit obtained by scaling a process both in time and space must be self-
similar (if it exists); see Lamperti [27]. In the setting of Gaussian processes with
stationary increments, a strong type of weak convergence is studied in [18]. We also
mention the interesting fact that self-similar processes are closely related to
stationary processes by the so-called Lamperti-transformation; see [1] for more
details.
We make the following assumption about the behavior of the (standardized)
variance of Y near t ¼ t: for some function t which is regularly varying at zero with
index ~it 2 ð0; 1Þ;
lim
s;t!t
Var
Ys1=b
sH=b
 Yt1=b
tH=b
 
t2ðjs tjÞ ¼ 1: (11)
By the self-similarity, one may equivalently require that a similar condition holds for
s; t tending to an arbitrary strictly positive number; see [23]. In the proof of
Proposition 3 below we show that (11) implies that self-similar processes are covered
by case D.
We also need the following assumption on the variance structure of Y : for some
g40;
sup
s;t2ð0;1

VarðY s  Y tÞjs tjgo1: (12)
This Kolmogorov criterion ensures that there exists a continuous modiﬁcation of Y :
Notice that without loss of generality it sufﬁces to take the supremum over any
interval ð0; 
 by the self-similarity.
The following proposition generalizes Theorem 1 of Hu¨sler and Piterbarg [23];
it is left to the reader to check that the formulas indeed coincide when fðtÞ ¼ ctb
for some c40: Although no condition of the type (12) appears in [23], it is impli-
citly present; the process ~Z in [23] is claimed to satisfy condition (E3) on page 19
of [34].
Proposition 3. Let Y be self-similar with Hurst parameter H, and let m satisfy M1–M4
for some b4H: If (11) and (12) hold, then,
P sup
tX0
YmðtÞ  t4u
 
HB~itCH;b;1;~it
mðuÞH
u t mðuÞH
u
 C inf
tX0
uð1þ tÞ
mðutÞH
 
:
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lim
u!1
sup
s;t2½tudðuÞ=u

Var
YmðusÞ=mðuÞ
ðmðusÞ=mðuÞÞH 
YmðutÞ=mðuÞ
ðmðutÞ=mðuÞÞH
 
t2ðjmðusÞb  mðutÞbj=mðuÞbÞ  1

 ¼ 0:
The self-similarity implies
Var
YmðusÞ=mðuÞ
ðmðusÞ=mðuÞÞH 
Y mðutÞ=mðuÞ
ðmðutÞ=mðuÞÞH
 
¼ Var YmðusÞ
mðusÞH 
Y mðutÞ
mðutÞH
 
;
so that (4) holds for nðtÞ ¼ mðtÞb and the t of (11); then we have N1 and N2 as a
consequence of the assumption thatM1–M3 hold. Moreover, it is trivial that s2ðtÞ ¼
t2H satisﬁes S1–S4. We now show that S4 holds. By the self-similarity, for any T40;
sup
s;t2ð0;T 

VarðY us  Y utÞ
u2H js tjg ¼ T
2Hg sup
s;t2ð0;1

VarðY s  Y tÞ
js tjg ;
so that the ﬁrst condition of S4 is satisﬁed due to (12). As for the second point, by the
self-similarity and the reasoning in the proof of Lemma 1, it sufﬁces to show that for
large T
lim sup
u!1
mðuÞ2H
u2
logP sup
tXT=2
Y t1=b
1þ to4
u
mðuÞH
 !
o 1
2
ð1þ tÞ2
ðtÞH=b
;
for some o satisfying H=booo1: This follows from Borell’s inequality (e.g.,
Theorem D.1 of [34]) once it has been shown that Y t=tob! 0 as t!1: We use a
reasoning as in Lemma 3 of [18] to see that this is the case. First, one can exploit the
fact that ob4H to establish limk!1Y 2k=2
kob ¼ 0 by the Borel–Cantelli lemma. It
then sufﬁces to show that also Zk=2
kob! 0; where Zk :¼ sups2½2k ;2kþ1
jY s  Y 2k j:
Note that Zk has the same distribution as 2
kHZ0 by the self-similarity of Y : The
almost sure convergence follows again from the Borel–Cantelli lemma: for a; 40;X
k
PðZk=2kob4Þp
X
k
PðZ042kðobHÞÞ
p
X
k
expða222kðobHÞÞE expðaZ20Þ:
If one chooses a40 appropriately small, E expðaZ20Þ is ﬁnite as a consequence of
Borell’s inequality (which can be applied since Y is continuous).
In conclusion, case D applies and the asymptotics are given by Theorem 1. &
Hu¨sler and Piterbarg [23, Section 3] also consider a class of Gaussian processes
that behave somewhat like self-similar processes. Although we do not work this out,
this class is also covered by (case D of) Theorem 1; note that their condition (18) is a
special case of (4), for nðtÞ ¼ t:
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We now work out some examples that appear in the literature. In all examples, we
obtain (modest) extensions of what is known already. For Gaussian integrated
processes (Section 3.3.2), we also remove some technical conditions.
3.3.1. Fractional Brownian motion
In some sense, fractional Brownian motion (fBm) is the easiest instance of a
process Y that ﬁts into the framework of Proposition 2. Indeed, the variance
function s2 of fBm is the canonical regularly varying function, s2ðtÞ ¼ t2H for some
H 2 ð0; 1Þ:
A fractional Brownian motion BH is self-similar in the sense of (10). Therefore, it
can appear as a weak limit of a time- and space-scaled process; for examples, see
[18,39]. The increments of a fractional Brownian motion are long-range dependent if
and only if H41=2; i.e., the covariance function of the increments on an equispaced
grid is then nonsummable. For more details on long-range dependence and an
extensive list of references, see Doukhan et al. [19].
As fBm is both self-similar and has stationary increments, the asymptotics
can be obtained by applying either Proposition 2 or Proposition 3. Interestingly, this
implies that it should be possible to write the formulas in the three cases of
Proposition 2 as a single formula for fBm. The proof given below is based on
Proposition 2, but the reader easily veriﬁes that Proposition 3 yields the same
formula; one then uses
bH
b
 1=b
CH;b;1=b;H ¼
bH
bH
CH;b;1;H :
Note that fBm is the only process for which both Proposition 2 and 3 can be applied:
it is the only Gaussian self-similar process with stationary increments.
Corollary 1. Let BH be a fractional Brownian motion with Hurst parameter H 2 ð0; 1Þ:
If m satisfies conditions M1–M4 for some b4H ; then
P sup
tX0
BH ðmðtÞÞ  t4u
 
 HBH CH;b;1=b;H
bH
H
 1=b
u1=H1
mðuÞ1H C inftX0
uð1þ tÞ
mðutÞH
 
:
Proof. First note that mðuÞ2H=u has a limit in ½0;1
 as a consequence of
M2. If mðuÞ2H=u tends to either zero or inﬁnity, the formula follows readily
from Proposition 2 by setting s2ðtÞ ¼ t2H (so that l ¼ H in case C). In case
mðuÞ2H=u! G 2 ð0;1Þ; the generalized Pickands’ constant can be expressed in
a classical one by exploiting the self-similarity of BH ; one easily checks
that Hð
ﬃﬃ
2
p
=GÞBH ¼ ð
ﬃﬃﬃ
2
p
=GÞ1=HHBH : The above formula is then found by noting
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mðuÞHþ1
u
 G1=H u
1=H1
mðuÞ1H : &
For a standard Brownian motion (H ¼ 1=2), Pickands’ constant equalsHB1=2 ¼ 1;
so that the formula reduces to
P sup
tX0
BmðtÞ  t4u
 
 2
ﬃﬃﬃﬃﬃ
2p
p
bð2b 1Þ12ð1=b3Þ uﬃﬃﬃﬃﬃﬃﬃﬃ
mðuÞ
p C inf
tX0
uð1þ tÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mðutÞ
p
 !
: (13)
This probability has been extensively studied in the literature; the whole distribution
of suptX0BmðtÞ  t is known in a number of cases. We refer to some recent
contributions [7,21,22] for background and references.
The tail asymptotics of suptX0BmðtÞ  t are studied in De¸bicki [10], but we believe
that formula (13) does not appear elsewhere in the literature.
3.3.2. Gaussian integrated process
A Gaussian integrated process Y has the form
Y t ¼
Z t
0
ZðsÞds; (14)
where Z is a centered stationary Gaussian process with covariance function R: We
suppose that R be ultimately continuous and that Rð0Þ40: It is easy to see that
s2ðtÞ ¼ 2
Z t
0
Z s
0
RðvÞdvds:
In the literature, m is assumed to be of the form mðtÞ ¼ t=c for some c40; so that
M1–M4 obviously hold. For an easy comparison, we also adopt this particular
choice for m here (simple scaling arguments show that we may have assumed c ¼ 1
without loss of generality). Evidently, the results of this paper allow for much more
general drift functions, and the reader has no difﬁculties to write out the
corresponding formula.
The structure of the problem ensures that S2 and S3 hold, and that sðtÞpCtg for
some C; g40 since s2ðtÞ=t2 ¼ 2 R 1
0
R s
0
RðtvÞdvds tends to Rð0Þ as t # 0:
Short-range dependent case. A number of important Gaussian integrated processes
have short-range dependent characteristics. Perhaps the most well-known example is
an Ornstein–Uhlenbeck process, for which RðtÞ ¼ expðatÞ; where a40 is a
constant. De¸bicki and Rolski [16] study the more general case where Z ¼ r0X for
some k-vector r and X is the stationary solution of the stochastic differential
equation
dX ðtÞ ¼ AX ðtÞdtþ sdW ðtÞ;
for k  k matrices A;s (satisfying certain conditions) and a standard k-dimensional
Brownian motion W : Then RðtÞ ¼ r0SetA0r for some covariance S:
ARTICLE IN PRESS
A.B. Dieker / Stochastic Processes and their Applications 115 (2005) 207–248 223By stating that a Gaussian integrated process is short-range dependent, we mean
that R :¼ limt!1
R t
0 RðsÞds exists as a strictly positive real number and that R is
integrable, i.e.,
R1
0 jRðsÞjdso1: We can now specialize Proposition 2 to this case.
Corollary 2. Let Y be a Gaussian integrated process with short-range dependence.
Then
P sup
tX0
Y t  ct4u
 
H cﬃ
2
p
R
Y
ﬃﬃﬃ
p
p 2
ﬃﬃﬃﬃ
R
p
c3=2
ﬃﬃﬃ
u
p
C inf
tX0
uð1þ ctÞ
sðutÞ
 
: (15)
Proof. By the existence ofR; continuity of t 7! R t0 RðsÞds; and bounded convergence,
we have
lim
t!1
s2ðt=cÞ
t
¼ 2
c
lim
t!1
Z 1
0
Z st
0
RðvÞdvds ¼ 2R
c
o1;
so that S1 holds with H ¼ 1=2 and we are in the second case Proposition 2 with
G ¼ 2R=c: &
Notice that Corollary 2 is a modest generalization of the results of De¸bicki [11]. To
see this, note that (15) is asymptotically equivalent with
H cﬃ
2
p
R
Y
R
c2
exp  1
4
inf
tX0
u2ð1þ ctÞ2R ut
0
R s
0 RðvÞdvds
 !
;
since t ¼ H=ðbHÞ ¼ 1 and ﬃﬃﬃup sðuÞ  ﬃﬃﬃﬃﬃﬃﬃ2Rp u: Proposition 6.1 of [11] shows that
this expression is in agreement with the ﬁndings of [11].Long-range dependent case. Consider a Gaussian integrated process as in (14), but
now with a covariance function R that is regularly varying at inﬁnity with index
2H  2 for some H 2 ð1=2; 1Þ (in addition to the regularity assumptions above).
Since there is so much long-term correlation that
R1
0 jRðtÞjdt ¼ 1; the process is
long-range dependent. The motivation for studying this long-range dependent case
stems from the fact that it arises as a limit in heavy trafﬁc of on-off ﬂuid models [15].
By the direct half of Karamata’s theorem (Theorem 1.5.11 of [4]), we have for
t!1;
s2ðtÞ ¼ 2
Z t
0
Z s
0
RðvÞdvds  t
R t
0 RðvÞdv
H
 t
2RðtÞ
Hð2H  1Þ :
Therefore, since H41=2; s2ðtÞ=t!1 and we are in the ﬁrst case of Proposition 2.
Corollary 3. Let Y be a Gaussian integrated process with long-range dependence. Then
PðsuptX0Y t  ct4uÞ is asymptotically equivalent to
HBH CH ;1;1;Hc
1H 1H
H
½Hð2H  1Þ
 12H12 u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
RðuÞ
p
t ðuRðuÞÞ C inftX0
uð1þ ctÞ
sðutÞ
 
;
where t denotes an asymptotic inverse of t 7!t
ﬃﬃﬃﬃﬃﬃﬃﬃ
RðtÞ
p
(at infinity).
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studied by Hu¨sler and Piterbarg [24]. The reasoning following Eq. (7) of [24] shows
that the formulas are the same (up to the constants; we leave it to the reader to check
that these coincide).4. A variant of Pickands’ lemma
In this section, we present a generalization of a classical lemma by J. Pickands III.
As we need a ﬁeld version of this lemma, we let time be indexed by Rn for some nX1;
and we write t ¼ ðt1; . . . ; tnÞ:
Given an even functional xZ : R
n ! R (i.e., xZðtÞ ¼ xZðtÞ for t 2 Rn), we deﬁne
the centered Gaussian ﬁeld Z by its covariance
CovðZs; ZtÞ ¼ xZðsÞ þ xZðtÞ  xZðs tÞ; (16)
provided it is a proper covariance in the sense that the ﬁeld Z exists.
A central role in the lemma is played by functions gk; xZ; and yk: These functions
are in principle arbitrary, but they are assumed to satisfy certain conditions, which
we now formulate. To get some feeling for these conditions, the reader may want to
look in the proof of Lemma 3, for instance, to see how the functions are chosen in a
particular situation.
Throughout, fKug denotes a nondecreasing family of countable sets (say Ku  Z),
and fX ðu;kÞt : t 2 ½0; T 
ng; u 2 N; k 2 Ku denotes a collection of centered continuous
separable Gaussian ﬁelds on ½0; T 
n for some ﬁxed T40: We suppose that X ðu;kÞ has
unit variance. It is important to notice that we do not assume stationarity of the
X ðu;kÞ:P1 infk2Ku gkðuÞ ! 1 as u!1:
P2 For some even functional xZ: supk2Ku jykðu; s; tÞ  2xZðs tÞj ! 0 for any s; t 2
½0; T 
n:P3 For some g1; . . . ; gn40;
lim sup
u!1
sup
k2Ku
sup
s;t2½0;T 
n
ykðu; s; tÞPn
i¼1jsi  tijgi
o1:P4 t 7! g2kðuÞCovðX ðu;kÞt ; X ðu;kÞ0 Þ is uniformly continuous in the sense that
lim
e!0
lim sup
u!1
sup
k2Ku
sup
jstjoe
s;t2½0;T 
n
g2kðuÞCovðX ðu;kÞs  X ðu;kÞt ; X ðu;kÞ0 Þ ¼ 0:We use the following lemma in Section 6 for n ¼ 1 to establish the upper bound,
and in Section 7 for n ¼ 2 to establish the lower bound. The main assumption of the
lemma is that CovðX ðu;kÞs ; X ðu;kÞt Þ tends uniformly to unity at rate 2ykðu; s; tÞ=g2kðuÞ as
u!1:
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lim
u!1
sup
k2Ku
sup
s;t2½0;T 
n
sat
g2kðuÞ
VarðX ðu;kÞs  X ðu;kÞt Þ
ykðu; s; tÞ
 1

 ¼ 0; (17)
then for any k 2 SuKu; as u!1;
P sup
t2½0;T 
n
X
ðu;kÞ
t 4gkðuÞ
 !
HZð½0; T 
nÞCðgkðuÞÞ; (18)
where
HZð½0; T 
nÞ ¼ E exp sup
t2½0;T 
n
ﬃﬃﬃ
2
p
Zt  xZðtÞ
 !
:
Moreover, we have
lim sup
u!1
sup
k2Ku
Pðsupt2½0;T 
n X ðu;kÞt 4gkðuÞÞ
CðgkðuÞÞ
o1: (19)
Proof. The proof is based on a standard approach in the theory of Gaussian
processes; see for instance (the proof of) Lemma D.1 of Piterbarg [34].
First note that
P sup
t2½0;T 
n
X
ðu;kÞ
t 4gkðuÞ
 !
¼ 1ﬃﬃﬃﬃﬃ
2p
p
gkðuÞ
exp  1
2
g2kðuÞ
 Z
R
expðwÞ exp  1
2
w2
g2kðuÞ
 
P sup
t2½0;T 
n
X
ðu;kÞ
t 4gkðuÞ X ðu;kÞ0 ¼ gkðuÞ 
w
gkðuÞ

 !
dw: ð20Þ
For ﬁxed w; we set wu;kðtÞ :¼ gkðuÞ½X ðu;kÞt  gkðuÞ
 þ w; so that the conditional
probability that appears in the integrand equals Pðsupt2½0;T 
nwu;kðtÞ4wjwu;kð0Þ ¼ 0Þ:
We ﬁrst study the ﬁeld wu;kjwu;kð0Þ ¼ 0 as u!1; starting with the ﬁnite-
dimensional (cylinder) distributions. These converge uniformly in k 2 Ku to the
corresponding distributions of
ﬃﬃﬃ
2
p
Z xZ: To see this, we set vu;kðs; tÞ :¼ VarðX ðu;kÞs 
X
ðu;kÞ
t Þ; so that by P1, P2, and (17), uniformly in k 2 Ku;
E½wu;kðtÞjwu;kð0Þ ¼ 0
 ¼ 
1
2
g2kðuÞvu;kð0; tÞ þ
1
2
wvu;kð0; tÞ
¼  1
2
ykðu; 0; tÞð1þ oð1ÞÞ þ oð1Þ ! xZðtÞ;
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Varðwu;kðsÞ  wu;kðtÞjwu;kð0Þ ¼ 0Þ
¼ g2kðuÞvu;kðs; tÞ 
1
4
g2kðuÞ½vu;kð0; tÞ  vu;kð0; sÞ
2
¼ ykðu; s; tÞð1þ oð1ÞÞ þ oð1Þ ! 2xZðs tÞ:
Denoting the law of a ﬁeld X by LðX Þ; we next show that the family
fLðwu;kjwu;kð0Þ ¼ 0Þ : u 2 N; k 2 Kug is uniformly tight. Since t 7!Eðwu;kðtÞjwu;kð0Þ ¼
0Þ is uniformly continuous in the sense that P4 holds, it sufﬁces to show that the
family of centered distributions is tight. We denote the centered wu;k by ~wu;k; i.e.,
~wu;kðtÞ :¼ wu;kðtÞ  E½wu;kðtÞjwu;kð0Þ ¼ 0
: It is important to notice thatLð~wu;kj~wu;kð0Þ ¼
0Þ does not depend on w:
To see that fLð~wu;kj~wu;kð0Þ ¼ 0Þ : u 2 N; k 2 Kug is tight, observe that for u large
enough, uniformly in s; t 2 ½0; T 
n and k 2 Ku; we have
Varð~wu;kðsÞ  ~wu;kðtÞj~wu;kð0Þ ¼ 0Þpg2kðuÞvu;kðs; tÞp2ykðu; s; tÞ:
By P3, there exist constants g1; . . . ; gn; C
040 such that, uniformly for s; t 2 ½0; T 
n
and k 2 Ku;
Varð~wu;kðsÞ  ~wu;kðtÞj~wu;kð0Þ ¼ 0ÞpC0
Xn
i¼1
jsi  tijgi ;
provided u is large enough. As a corollary of Theorem 1.4.7 in Kunita [26], we have
the claimed tightness.
Since the functional x 2 Cð½0; T 
nÞ 7!supt2½0;T 
n xðtÞ is continuous in the topo-
logy of uniform convergence, the Continuous Mapping Theorem yields for
w 2 R;
lim
u!1
P sup
t2½0;T 
n
wu;kðtÞ4w
wu;kð0Þ ¼ 0
 !
¼ P sup
t2½0;T 
n
½
ﬃﬃﬃ
2
p
Zt  xZðtÞ
4w
 !
:
Using
R
R
ewPðsupt2½0;T 
n ½
ﬃﬃﬃ
2
p
Zt  xZðtÞ
4wÞdw ¼HZð½0; T 
nÞ and (7), this proves (18)
once it has been shown that the integral and limit can be interchanged.
The dominated convergence theorem and Borell’s inequality are used to see that
this can indeed be done. For arbitrary d40 and u large enough,
sup
k2Ku
sup
t2½0;T 
n
E½wu;kðtÞjwu;kð0Þ ¼ 0
pdjwj;
sup
k2Ku
sup
t2½0;T 
n
Var½wu;kðtÞjwu;kð0Þ ¼ 0
p2 sup
k2Ku
sup
t2½0;T 
n
ykðu; t; 0Þ;
and the latter quantity remains bounded as u!1 as a consequence of P3; let xZ
denote an upper bound. Observe that for a 2 R; again by the Continuous Mapping
Theorem, we have
lim
u!1
sup
k2Ku
P sup
t2½0;T 
n
~wu;kðtÞ4a
wu;kð0Þ ¼ 0
 !
¼ P sup
t2½0;T 
n
ﬃﬃﬃ
2
p
Zt4a
 !
:
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such that the conditions for applying Borell’s inequality (e.g., Theorem D.1 of [34])
are fulﬁlled. Hence, for every u; k; w;
P sup
t2½0;T 
n
wu;kðtÞ4w
wu;kð0Þ ¼ 0
 !
p2C w djwj  a
3xZ
 !
:
When multiplied by expðwÞ expð 1
2
w2=g2kðuÞÞ; this upper bound is integrable with
respect to w for large u: This not only shows that the dominated convergence
theorem can be applied, it also implies (19). Indeed, using P1, we have
lim
u!1
sup
k2Ku
e
1
2g
2
k
ðuÞ
gkðuÞCðgkðuÞÞ
¼
ﬃﬃﬃﬃﬃ
2p
p
by standard bounds on C: &
One observation in the proof deserves to be emphasized, namely the existence and
continuity of Z: If yk satisﬁes (17) and converges uniformly in k to some 2xZ as in P2,
the analysis of the ﬁnite-dimensional distributions shows that there automatically
exists a ﬁeld Z with covariance (16). Moreover, Z has continuous sample paths as a
consequence of P3 and P4 (i.e., the tightness).
A number of special cases of Lemma 2 appear elsewhere in the literature. Perhaps
the best known example is the case where X is a stationary process with covariance
function satisfying rðtÞ ¼ 1 jtja þ oðjtjaÞ for some a 2 ð0; 2
 as t # 0; see Lemma D.1
of Piterbarg [34]. This lemma is obtained by letting Ku consist of only a single
element for every u; and by setting gðuÞ ¼ u; X ðuÞt ¼ X u2=at; Z ¼ Ba=2 and xZðtÞ ¼ jtja:
A generalization of Lemma D.1 in [34] to a stationary ﬁeld fX ðtÞ : t 2 Rng is given
in Lemma 6.1 of Piterbarg [34], and we now compare this generalization to Lemma
2. We use the notation of [34]. Lemma 2 deals with the case A ¼ 0 and T (in the
notation of [34]) equal to ½0; T 
n (in our notation). Again, let Ku consist of only a
single element for every u; and set gðuÞ ¼ u; X ðuÞt ¼ X g1u t; and xZðtÞ ¼ jtjE;a: As the
ideas of the proof are the same, Lemma 2 can readily be extended to also generalize
Lemma 6.1 of [34]. However, we do not need this to derive the results of the present
paper.
Theorem 2.1 of De¸bicki [11] can also be considered to be a special case of Lemma
2. There, again, Ku consists of a single element, and X
ðuÞ
ðt1;...;tnÞ ¼ 1ﬃﬃnp Pni¼1X ðuÞi ðtiÞ for
independent processes X
ðuÞ
i satisfying a condition of the type (17), but where y does
not depend on u:
Lemma 2 has some interesting consequences for the properties of Pickands’
constant. For instance, Pickands’ constant is readily seen to be subadditive, i.e., for
T1; T240 and n ¼ 1;
HZð½0; T1 þ T2
ÞpHZð½0; T1
Þ þHZð½0; T2
Þ;
with appropriate generalizations to the multidimensional case. This property
guarantees that the limit in (6) exists.
The value of Pickands’ constant is only known in two cases:HB1=2 ¼ 1 (Brownian
motion) and HB1 ¼ 1=
ﬃﬃﬃ
p
p
(‘degenerate’ case). Further properties of Pickands’
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and De¸bicki et al. [14].5. Four cases
We now specialize Lemma 2 according to the four types of correlation structures
introduced in Section 2. Throughout this section, we suppose that S1 and M1 hold.
Let T40 be ﬁxed, and write ITk ðuÞ for the intervals ½tu þ kTDðuÞ=u; tu þ ðk þ
1ÞTDðuÞ=u
; where D is some function that depends on the correlation structure, and
DðuÞ ¼ oðdðuÞÞ:
5.1. Case A
We say that case A applies if A1, A2, T1, T2, N1, and N2 hold and D is given by
DðuÞ :¼ 1
_nðutÞ t
 
ﬃﬃﬃ
2
p
tðnðuÞÞﬃﬃﬃﬃ
D
p sðmðut
ÞÞ
uð1þ tÞ
 !
; (21)
where t denotes an asymptotic inverse of t at inﬁnity (this exists when T1 holds, see
Theorem 1.5.12 of [4]). Note that the argument of t tends to inﬁnity as a
consequence of A2, and that therefore nðuÞDðuÞ=u!1: It is easy to check that D is
regularly varying with index ðH=b 1Þ=it þ 1o1:
The next lemma shows that this particular choice of D ‘balances’ the correlation
structure on the intervals ITk ðuÞ (note that the interval ITk ðuÞ depends on D).
Lemma 3. Let S1 and M1 hold and suppose that case A applies. Let d be such that
dðuÞ ¼ oðuÞ and DðuÞ ¼ oðdðuÞÞ: For any u and  dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ ; pick some t

kðuÞ 2
ITk ðuÞ: Then we have for u!1;
P sup
t2IT
k
ðuÞ
Y mðutÞ
sðmðutÞÞ4
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 !
HBit ðTÞC
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 
;
where HBit ðTÞ is defined as in (6). Moreover,
lim sup
u!1
sup
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
P supt2IT
k
ðuÞ
YmðutÞ
sðmðutÞÞ4
uð1þt
k
ðuÞÞ
sðmðut
k
ðuÞÞÞ
 
C
uð1þt
k
ðuÞÞ
sðmðut
k
ðuÞÞÞ
  o1: (22)
Proof. The main argument in the proof is, of course, Lemma 2. Set
kkðuÞ :¼
ﬃﬃﬃﬃ
D
2
r
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
tð_nðutÞDðuÞÞ
tðnðuÞÞ (23)
and note that by the UCT and (21),
sup
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
sup
s;t2IT
k
ðuÞ
k2kðuÞ  1
 ! 0:
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sup
s;t2½tudðuÞ=u

jstjpTDðuÞ=u
2k2kðuÞt2ðnðuÞÞ
Dt2ð_nðutÞDðuÞÞ
Var
Y mðusÞ
sðmðusÞÞ 
YmðutÞ
sðmðutÞÞ
 
2t2ðjnðusÞ  nðutÞjÞ=t2ð_nðutÞDðuÞÞ  1

! 0: (24)
The preceding display suggests certain choices for the functions gk and yk of Lemma
2, cf. (17); we now show that P1–P4 are indeed satisﬁed.
As for P1, one readily checks that
gkðuÞ :¼
ﬃﬃﬃﬃ
2
D
r
kkðuÞtðnðuÞÞ
tð_nðutÞDðuÞÞ ¼
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
tends to inﬁnity uniformly in k: We set for s; t 2 ½0; T 
 and  dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
ykðu; s; tÞ :¼ 2
t2ðjnðutu þ ðkT þ sÞDðuÞÞ  nðutu þ ðkT þ tÞDðuÞÞjÞ
t2ð_nðutÞDðuÞÞ : (25)
To check that ykðu; s; tÞ converges uniformly in k as u!1; we note that by the
Mean Value Theorem {N2} there exists some t^k ðu; s; tÞ 2 ½0; T 
 such that
nðutu þ ðkT þ sÞDðuÞÞ  nðutu þ ðkT þ tÞDðuÞÞ
¼ DðuÞ_nðutu þ ½kT þ t^k ðu; s; tÞ
Þðs tÞ:
Now note that we have for s; t 2 ½0; T 
;
sup
k
ykðu; s; tÞ  2js tj2it
 
p sup
k
ykðu; s; tÞ  2
_nðutu þ ½kT þ t^k ðu; s; tÞ
Þ
_nðutÞ
 2it
js tj2it


þ 2 sup
k
_nðutu þ ½kT þ t^k ðu; s; tÞ
Þ
_nðutÞ
 2it
 1

js tj2it
¼: IðuÞ þ IIðuÞ:
As a consequence of the UCT {N1, N2}, we have
lim
u!1
sup
s;t2½0;T 

sup
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
_nðutu þ ½kT þ t^k ðu; s; tÞ
Þ
_nðutÞ ðs tÞ ¼ T : (26)
Since _nðuÞDðuÞ tends to inﬁnity {A2}, this shows that IðuÞ is majorized by
sup
t2½0;2T 

t2ð_nðutÞDðuÞtÞ
t2ð_nðutÞDðuÞÞ  t
2it

! 0:
IIðuÞ also tends to zero by the UCT. Hence, P2 holds with xZðtÞ ¼ jtj2it ; so that Z is a
fractional Brownian motion with Hurst parameter it:
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intervals of the form ð0; 
 {T2}, and that we may suppose that g0oit without loss of
generality. Again using (26) and the UCT, we observe that for large u;
sup
k
sup
s;t2ð0;T 

s4t
ykðu; s; tÞðs tÞ2g
0
¼ sup
k
sup
s;t2ð0;T 

s4t
2
t2 DðuÞ_nðutu þ ½kT þ t^k ðu; s; tÞ
Þðs tÞ
 
t2ð_nðutÞDðuÞÞ ðs tÞ
2g0
p 2 sup
t2½0;ð32Þ1=ð2it2g
0 ÞT 

t2ð_nðutÞDðuÞtÞ
t2ð_nðutÞDðuÞÞ t
2g0
p 4T2it2g0 ;
which is clearly ﬁnite (the factor 4 turns up again in the proof of Lemma 9 below).
It remains to check P4. For this, observe that it sufﬁces to show that
lim
e!0
lim sup
u!1
sup
s;s0 ;t2½tudðuÞ=u

sup
jstjoeTDðuÞ=u
js0tjoeTDðuÞ=u
g2kðuÞCov
Y mðusÞ
sðmðusÞÞ 
Ymðus0Þ
sðmðus0ÞÞ ;
Y mðutÞ
sðmðutÞÞ
 
vanishes, and hence that
lim
e!0
lim sup
u!1
sup
s;t2½tudðuÞ=u

sup
jstjoeDðuÞ=u
g2kðuÞVar
Y mðusÞ
sðmðusÞÞ 
Y mðutÞ
sðmðutÞÞ
 
¼ 0: (27)
For large u; by (24) and the Mean Value Theorem, uniformly for s; t 2 ½tu  dðuÞ=u
;
we have
sup
jstjoeDðuÞ=u
g2kðuÞVar
YmðusÞ
sðmðusÞÞ 
YmðutÞ
sðmðutÞÞ
 
p4 sup
jstjoeDðuÞ=u
t2ðjnðusÞ  nðutÞjÞ
t2ð_nðutÞDðuÞÞ
p4 sup
to2eDðuÞ=u
t2ðu_nðutÞtÞ
t2ð_nðutÞDðuÞÞ
p8ð2eÞ2it ! 0;
as e! 0:
Having checked that Lemma 2 can be applied, we use the deﬁnition of DðuÞ to see
that
P sup
t2IT
k
ðuÞ
YmðutÞ
sðmðutÞÞ4
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 !
¼ P sup
t2IT
k
ðuÞ
YmðutÞ
sðmðutÞÞ4
ﬃﬃﬃﬃ
2
D
r
kkðuÞtðnðuÞÞ
tð_nðutÞDðuÞÞ
 !
HBit ðTÞC
ﬃﬃﬃﬃ
2
D
r
kkðuÞtðnðuÞÞ
tð_nðutÞDðuÞÞ
 !
¼HBit ðTÞC
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 
;
as claimed. &
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Case B is different from the other cases in the sense that no (asymptotic) inverse is
involved in the deﬁnition of D: As a consequence, a non-classical Pickands’ constant
appears in the asymptotics.
We say that case B applies when B1, B2, T1, T2, N1, and N2 hold and D is
given by
DðuÞ :¼ 1
_nðutÞ : (28)
Moreover, we set
F :¼ Dð1þ t
Þ2
2G2ðtÞ2H=b
:
Under these assumptions, limu!1nðuÞDðuÞ=u exists in ð0;1Þ:
Lemma 4. Let S1 and M1 hold and suppose that case B applies. Let d be such that
dðuÞ ¼ oðuÞ and DðuÞ ¼ oðdðuÞÞ: For any u and  dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ ; pick some t

kðuÞ 2
ITk ðuÞ: For T large enough, we have for u!1;
P sup
t2IT
k
ðuÞ
Y mðutÞ
sðmðutÞÞ4
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 !
HFt2ðTÞC
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 
;
where HFt2ðTÞ is defined as in (6). Moreover, (22) holds.
Proof. Deﬁne
kkðuÞ :¼
ﬃﬃﬃﬃﬃﬃﬃ
D
2F
r
uð1þ tkðuÞÞ
tðnðuÞÞsðmðutkðuÞÞÞ
;
which converges uniformly in k to unity as a consequence of the fact that by B2,
2Ft2ðnðuÞÞ
D
¼ ð1þ t
Þ2
G2ðtÞ2H=b
t2ðnðuÞÞ  u
2ð1þ tÞ2
s2ðmðutÞÞ :
Therefore, as in Lemma 3, we have by (3),
sup
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
k2Z
sup
s;t2IT
k
ðuÞ
2Fk2kðuÞt2ðnðuÞÞ
D
Var
YmðusÞ
sðmðusÞÞ 
YmðutÞ
sðmðutÞÞ
 
2Ft2ðjnðusÞ  nðutÞjÞ  1

! 0:
Again, this should be compared to (17). Set gkðuÞ :¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2F=D
p
kkðuÞtðnðuÞÞ; and
ykðu; s; tÞ :¼ 2Ft2ðjnðutu þ ðkT þ sÞDðuÞÞ  nðutu þ ðkT þ tÞDðuÞÞjÞ: (29)
Obviously, we have P1. We now check that P2 holds with xZðtÞ ¼Ft2ðjtjÞ: Let
s; t 2 ½0; T 
; and observe that by the Mean Value Theorem there exist t^k ðu; s; tÞ 2
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 such that for every 40;
sup
k
jykðu; s; tÞ  2Ft2ðs tÞj
¼ 2 sup
k
jFt2ðDðuÞ_nðutu þ ½kT þ t^k ðu; s; tÞ
Þjs tjÞ Ft2ðjs tjÞj
p 2F sup
s2½1;1þ

sup
t2½0;T 

jt2ðstÞ  t2ðtÞj
p 2F sup
s;t2½0;2T 

jstjpT
jt2ðsÞ  t2ðtÞj;
where we used the deﬁnition of D and the UCT. By continuity of t {T1}, this upper
bound (which is a modulus of continuity) tends to zero as ! 0: As for P3, the same
arguments show that for large T (by the UCT) {T1,T2}
sup
k
sup
s;t2½0;T 

ykðu; s; tÞ
js tj2g0 p2F supt2½0;ð32Þ1=ð2it2g0 ÞT 

t2ðtÞ
t2g
0 p4FT2ðitg
0Þ:
It remains to verify P4. As in the proof of Lemma 3, it sufﬁces to show that (27)
holds. By again applying the UCT, one can check that for s; t 2 ½tu  dðuÞ=u
;
sup
k
sup
jstjoeDðuÞ=u
g2kðuÞVar
YmðusÞ
sðmðusÞÞ 
Y mðutÞ
sðmðutÞÞ
 
p2F sup
t2½0;2e

t2ðtÞ;
showing P4 since t2 is continuous at zero.
In conclusion, Lemma 2 can be applied and thus
P sup
t2IT
k
ðuÞ
YmðutÞ
sðmðutÞÞ4
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 !
¼ P sup
t2IT
k
ðuÞ
YmðutÞ
sðmðutÞÞ4
ﬃﬃﬃﬃﬃﬃﬃ
2F
D
r
kkðuÞtðnðuÞÞ
 !
HFt2 ðTÞC
ﬃﬃﬃﬃﬃﬃﬃ
2F
D
r
kkðuÞtðnðuÞÞ
 !
¼HFt2 ðTÞC
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 
;
as claimed. &
5.3. Case C
We say that case C applies when C1–C3, T1, N1, and N2 hold and D is given by
DðuÞ :¼ 1
_nðutÞ t
 
ﬃﬃﬃ
2
p
tðnðuÞÞﬃﬃﬃﬃ
D
p sðmðut
ÞÞ
uð1þ tÞ
 !
; (30)
where t denotes an asymptotic inverse of t at zero (which exists due to T1, see
Theorem 1.5.12 of [4]). Here, the argument of t tends to zero as a consequence of
C2, and therefore nðuÞDðuÞ=u! 0: Note that we do not impose T2, since it is
automatically satisﬁed once C3 holds.
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Lemma 5. Let S1 and M1 hold and suppose that case C applies. Let d be such that
dðuÞ ¼ oðuÞ and DðuÞ ¼ oðdðuÞÞ: For any u and  dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ ; pick some t

kðuÞ 2
ITk ðuÞ: Then we have for u!1;
P sup
t2IT
k
ðuÞ
Y mðutÞ
sðmðutÞÞ4
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 !
HB~it ðTÞC
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 
;
where HB~it ðTÞ is defined as in (6). Moreover, (22) holds.
Proof. The proof is exactly the same as the proof of Lemma 3, except that now it is
replaced by ~it: &
5.4. Case D
We say that case D applies when D1, D2, N1, N2 hold and D is given by
DðuÞ :¼ u
inðtÞin1
t 
ﬃﬃﬃ
2
p
sðmðutÞÞ
uð1þ tÞ
 !
: (31)
The local behavior is described by the following lemma.
Lemma 6. Let S1 and M1 hold and suppose that case D applies. Let d be such that
dðuÞ ¼ oðuÞ and DðuÞ ¼ oðdðuÞÞ: For any u and  dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ ; pick some t

kðuÞ 2
ITk ðuÞ: Then we have for u!1;
P sup
t2IT
k
ðuÞ
Y mðutÞ
sðmðutÞÞ4
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 !
HB~it ðTÞC
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 
;
where HB~it ðTÞ is defined as in (6). Moreover, (22) holds.
Proof. The arguments are similar to those in the proof of Lemma 3. Therefore, we
only show how the functions in Lemma 2 should be chosen in order to match (4)
with (17).
Deﬁne for  dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
kkðuÞ :¼
utðinðtÞin1DðuÞ=uÞð1þ tkðuÞÞﬃﬃﬃ
2
p
sðmðutkÞÞ
; gkðuÞ :¼
ﬃﬃﬃ
2
p
kkðuÞ
tðinðtÞin1DðuÞ=uÞ
;
and
ykðu; s; tÞ :¼ 2
t2ðnðjutu þ ðkT þ sÞDðuÞÞ  nðutu þ ðkT þ tÞDðuÞÞj=nðuÞÞ
t2ðinðtÞin1DðuÞ=uÞ
:
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P sup
t2IT
k
ðuÞ
YmðutÞ
sðmðutÞÞ4
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 !
¼ P sup
t2IT
k
ðuÞ
YmðutÞ
sðmðutÞÞ4
ﬃﬃﬃ
2
p
kkðuÞ
tðinðtÞin1DðuÞ=uÞ
 !
HB~it ðTÞC
ﬃﬃﬃ
2
p
kkðuÞ
tðinðtÞin1DðuÞ=uÞ
 !
¼HB~it ðTÞC
uð1þ tkðuÞÞ
sðmðutkðuÞÞÞ
 
;
as claimed. &6. Upper bounds
In this section, we prove the upper bound part of Theorem 1 in each of the four
cases. Since the proof is almost exactly the same for each of the regimes, we only give
it once by using the following notation in both the present and the next section.
We denote the Pickands’ constantsHBit ðTÞ;HDMt2ðTÞ; andHB~it ðTÞ byHðTÞ: The
abbreviation H :¼ limT!1HðTÞ=T is used for the corresponding limits. The
deﬁnition of D also depends on the regime; it is deﬁned in (21), (28), (30), and (31) for
the cases A, B, C, and D, respectively. Notice that the dependence on D is suppressed
in the notation ITk ðuÞ ¼ ½tu þ kTDðuÞ=u; tu þ ðk þ 1ÞTDðuÞ=u
: It is convenient to
deﬁne tTk ðuÞ and tTk ðuÞ as the left and right end of ITk ðuÞ respectively. In the proofs of
the upper and lower bounds, we write
C :¼ 1
2
d2
dt2
ð1þ tÞ2
t2H=b

t¼t
¼ ðtÞ2H=b1: (32)
We start with an auxiliary lemma, which shows that it sufﬁces to focus on local
behavior near tu: This observation is important since the lemmas of the previous
section only yield local uniformity (note that ITk ðuÞ  ½tu  dðuÞ=u
 and dðuÞ ¼ oðuÞ).
Lemma 7. Suppose that S1–S4, and M1–M4 hold for some b4H: Let d be such that
dðuÞ ¼ oðuÞ and sðmðuÞÞ ¼ oðdðuÞÞ: Then we have
P sup
te½tudðuÞ=u

Y mðutÞ
1þ t 4u
 !
¼ o sðmðuÞÞ
DðuÞ C inftX0
uð1þ tÞ
sðmðutÞÞ
  
: (33)
Proof. The proof consists of three parts: we show that the intervals ½0;o
;
½o; T 
n½tu  dðuÞ=u
 and ½T ;1
 play no role in the asymptotics, where o; T40 are
chosen appropriately.
We start with the interval ½T ;1Þ: If T is chosen as in S4, this interval is
asymptotically negligible by assumption.
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 such
that for each s; t 2 ½0; ð1þ ÞT1=b

Var Y us  Y utð ÞpCs2ðuÞjs tjg; (34)
where u is large. Starting with ½0;o
; we select o so that for large u;
sup
t2½0;o

sðmðutÞÞ
1þ t p
1
2
sðmðutuÞÞ
1þ tu
: (35)
The main argument is Borell’s inequality, but we ﬁrst have to make sure that it can
be applied. For a40; there exists constants cg; C independent of u and a such that for
large u; {M2}
P sup
t2½0;o

YmðutÞ
sðmðuÞÞð1þ tÞ4a
 !
pP sup
t2½0;ðmðuoÞmðuÞ Þb

YmðuÞt1=b
sðmðuÞÞ4a
0
@
1
A
pP sup
t2 0;2o½ 

Y mðuÞt1=b
sðmðuÞÞ4a
 !
p4 exp  cga
2
C
 
;
where the last inequality follows from (34) and Fernique’s lemma [28, p. 219] as
g 2 ð0; 2
: By choosing a sufﬁciently large, we have by Borell’s inequality (e.g.,
Theorem D.1 of [34])
P sup
t2½0;o

YmðutÞ
1þ t 4u
 !
p2C 1 asðmðuÞÞ=u
supt2½0;o

sðmðutÞÞ
uð1þtÞ
 !
:
Since (35) holds, there exist constants K1;K2o1 such that
P sup
t2½0;o

YmðutÞ
1þ t 4u
 !
pK1 exp 2
u2ð1þ tuÞ2
s2ðmðutuÞÞ
þK2
uð1þ tuÞ
sðmðutuÞÞ
 
:
This shows that the interval ½0;o
 is asymptotically negligible in the sense of (33).
We next consider the contribution of the set ½o; T 
n½tu  dðuÞ=u
 to the
asymptotics. Deﬁne
sðuÞ ¼ sup
t2½o;T 
n½tudðuÞ=u

sðmðutÞÞ
1þ t ¼ max
sðmðutu  dðuÞÞÞ
1þ tu  dðuÞ=u
;
sðmðutu þ dðuÞÞÞ
1þ tu þ dðuÞ=u
 
;
where the last equality holds for large u: Now observe that by the UCT {M1}, for large u;
P sup
t2½o;T 
n½tudðuÞ=u

YmðutÞ
1þ t 4u
 !
pP sup
t2½o;T 
n½tudðuÞ=u

YmðutÞ
sðmðutÞÞ4
u
sðuÞ
 !
pP sup
t2½o1=b=2;2T1=b

YmðuÞt
sðmðuÞtÞ4
u
sðuÞ
 !
:
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s; t 2 ½o1=b=2; 2T1=b
; {M2}
Var
Y mðuÞs
sðmðuÞsÞ 
YmðuÞt
sðmðuÞtÞ
 
pVarðYmðuÞs  YmðuÞtÞ
sðmðuÞsÞsðmðuÞtÞ
p sup
v2½o1=b=2;2T1=b

VarðYmðuÞs  YmðuÞtÞ
s2ðmðuÞvÞ
p 2
1þ2Ho2H=b
s2ðmðuÞÞ VarðYmðuÞs  YmðuÞtÞ
pK0js tjg;
where K0o1 is some constant (depending on o and T). Hence, by Theorem D.4 of
Piterbarg [34] there exists a constantK00 depending only onK0 and g such that
P sup
t2½o;T 
n½tudðuÞ=u

YmðutÞ
1þ t 4u
 !
pTK00 u
sðuÞ
 2=g
C
u
sðuÞ
 
:
Consider the expression
u2
C
ð1þ tu þ dðuÞ=uÞ2
s2ðmðutu þ dðuÞÞÞ
 ð1þ t

uÞ2
s2ðmðutuÞÞ
 
dðuÞ
sðmðuÞÞ
 2
; (36)
where C is given by (32). By Taylor’s Mean Value Theorem {S3,M4}, there exists some
t# ¼ t#ðuÞ 2 ½tu; tu þ dðuÞ=u
 such that this expression equals
d2ðuÞ
2C
d2
dt2
ð1þ tÞ2
s2ðmðutÞÞ

t¼t#
,
dðuÞ
sðmðuÞÞ
 2
:
Recall that s2ðmðÞÞ is regularly varying with index 2H=b40; and that (under the present
conditions) both its ﬁrst and second derivative are regularly varying with respective
indices 2H=b 1 and 2H=b 2: The UCT now yields
lim
u!1
s2ðmðuÞÞ
2
d2
dt2
ð1þ tÞ2
s2ðmðutÞÞ

t¼t#
¼ C:
Since sðmðuÞÞ ¼ oðdðuÞÞ; the expression in (36) converges to one as u!1: Hence, we
have
C usðuÞ
 
C uð1þt

uÞ
sðmðutuÞÞ
  ¼ exp  1
2
C
d2ðuÞ
s2ðmðuÞÞ ð1þ oð1ÞÞ
 
ð1þ oð1ÞÞ;
showing that the interval ½o; T 
n½tu  dðuÞ=u
 plays no role in the asymptotics. &
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sðmðuÞÞ=DðuÞ ! 1 in all four cases. To see that this holds, note that this
function is regularly varying with index ð1H=bÞð1=it  1Þ40 in case A
and B (use in ¼ ð1H=bÞ=it in the latter case). In case C, the index of varia-
tion is
H
b
þ in  1þ 1 itin H=b~it
4 1 itin Hb
 
1
~it
 1
 
40:
Finally, it is regularly varying with index ð1H=bÞð1=~it  1Þ40 in case D.
The upper bounds are formulated in the following proposition.Proposition 4. Let m and s satisfy assumptions M1–M4 and S1–S4 for some b4H:
Moreover, let case A, B; C; or D apply. We then have
lim sup
u!1
PðsuptX0YmðtÞ  t4uÞ
sðmðuÞÞ
DðuÞ C inf tX0
uð1þtÞ
sðmðutÞÞ
 pH
ﬃﬃﬃﬃﬃ
2p
C
r
:
Proof. Select some d such that dðuÞ ¼ oðuÞ; sðmðuÞÞ ¼ oðdðuÞÞ; DðuÞ ¼ oðdðuÞÞ;
and u ¼ oðdðuÞnðuÞÞ: While the speciﬁc choice is irrelevant, it is left to the
reader that such d exists in each of the four cases. In view of Lemma 7, we need
to show that
lim sup
u!1
P supt2½tudðuÞ=u

YmðutÞ
1þt 4u
 
sðmðuÞÞ
DðuÞ C
uð1þtuÞ
sðmðutuÞÞ
  pH
ﬃﬃﬃﬃﬃ
2p
C
r
: (37)
For this, notice that by deﬁnition of tu and continuity of s and m; for large u;
P sup
t2½tudðuÞ=u

Y mðutÞ
1þ t 4u
 !
p
X
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
P sup
t2IT
k
ðuÞ
Y mðutÞ
1þ t 4u
 !
p
X
0pkp dðuÞ
TDðuÞ
P sup
t2IT
k
ðuÞ
Y mðutÞ
sðmðutÞÞ4
uð1þ tTk ðuÞÞ
sðmðutTk ðuÞÞÞ
 !
þ
X
 dðuÞ
TDðuÞpko0
P sup
t2IT
k
ðuÞ
Y mðutÞ
sðmðutÞÞ4
uð1þ tTk ðuÞÞ
sðmðutTk ðuÞÞÞ
 !
: ð38Þ
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DðuÞ
sðmðuÞÞ
X
0pkp dðuÞ
TDðuÞ
P supt2IT
k
ðuÞ
Y mðutÞ
sðmðutÞÞ4
uð1þtTk ðuÞÞ
sðmðutTk ðuÞÞÞ
 
C uð1þt

uÞ
sðmðutuÞÞ
 
¼ HðTÞ DðuÞ
sðmðuÞÞ
X
0pkp dðuÞ
TDðuÞ
C uð1þt
T
k ðuÞÞ
sðmðutTk ðuÞÞÞ
 
C uð1þt

uÞ
sðmðutuÞÞ
  ð1þ oð1ÞÞ
2
664
3
775
¼ HðTÞ DðuÞ
sðmðuÞÞ
X
0pkp dðuÞ
TDðuÞ
exp  1
2
u2ð1þtTk ðuÞÞ2
s2ðmðutTk ðuÞÞÞ
 
exp  1
2
u2ð1þtuÞ2
s2ðmðutuÞÞ
  ð1þ oð1ÞÞ
2
664
3
775: ð39Þ
As in the proof of Lemma 7, one can show that, uniformly in k by the UCT,
u2
C
ð1þ tTk ðuÞÞ2
s2ðmðutTk ðuÞÞÞ
 ð1þ t

uÞ2
s2ðmðutuÞÞ
 !,
ðk þ 1ÞTDðuÞ
sðmðuÞÞ
 2
! 0;
where C is given in (32). Hence, (39) can be written as
HðTÞ
T
TDðuÞ
sðmðuÞÞ
X
0pkp dðuÞ
TDðuÞ
exp  1
2
C
½ðk þ 1ÞTDðuÞ
2
s2ðmðuÞÞ ð1þ oð1ÞÞ
 
ð1þ oð1ÞÞ
 
:
By Lemmas 3–6, the fact that sðmðuÞÞ ¼ oðuÞ; and the dominated convergence
theorem, this tends to
HðTÞ
T
Z 1
0
exp  1
2
Cx2
 
dx ¼HðTÞ
T
ﬃﬃﬃﬃﬃﬃﬃﬃ
p=2
C
r
:
The second term in (38) is bounded from above similarly. Hence, we have shown
that for any T40;
lim sup
u!1
DðuÞ
sðmðuÞÞ
P supt2½tuþdðuÞ=u

Y mðutÞ
1þt 4u
 
C uð1þt

uÞ
sðmðutuÞÞ
  pHðTÞ
T
ﬃﬃﬃﬃﬃ
2p
C
r
:
The claim is obtained by letting T !1: &
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In this section, we prove the lower bound part of Theorem 1 using an appropriate
modiﬁcation of the corresponding argument in the double sum method. For
notational conventions, see Section 6.
Proposition 5. Let m and s satisfy assumptions M1–M4 and S1–S4 for some b4H:
Moreover, let case A, B; C; or D apply. We then have
lim inf
u!1
PðsuptX0Y mðtÞ  t4uÞ
sðmðuÞÞ
DðuÞ C inf tX0
uð1þtÞ
sðmðutÞÞ
 XH
ﬃﬃﬃﬃﬃ
2p
C
r
:
The proof of this proposition requires some auxiliary observations, resulting in a
bound on probabilities involving the supremum on a two-dimensional ﬁeld. The ﬁrst
step in establishing those bounds is to study the variances; it is therefore convenient
to introduce the notation
s2k;‘ðuÞ :¼ infðs;tÞ2IT
k
ðuÞIT‘ ðuÞ
Var
YmðusÞ
sðmðusÞÞ 
Y mðutÞ
sðmðutÞÞ
 
and
s2k;‘ðuÞ :¼ sup
ðs;tÞ2IT
k
ðuÞIT‘ ðuÞ
Var
YmðusÞ
sðmðusÞÞ 
Y mðutÞ
sðmðutÞÞ
 
:
Lemma 8. Suppose that one of the cases A, B; C; or D applies, and that both dðuÞ ¼
oðuÞ and DðuÞ ¼ oðdðuÞÞ: Then there exist constants z 2 ð0; 2Þ and K 2 ð0;1Þ;
independent of T, such that for large T the following holds. Given 40; there exists
some u0 such that for all uXu0 and all  dðuÞTDðuÞpk; ‘p dðuÞTDðuÞ with j‘  kj41;
s2k;‘ðuÞXð1 Þ3K
Tðjk  ‘j  1Þ
2
 z
 
" #
s2ðmðuÞÞ
u2
:
Moreover,
sup
 dðuÞ
TDðuÞpk;‘p
dðuÞ
TDðuÞ
jk‘j41
s2k;‘ðuÞ ! 0:
Proof. Let 40 be given. By (3), the ﬁrst claim is proven for case A, B, and C once it
has been shown that for large u; uniformly in a 2 ½1; dðuÞ
TDðuÞ
;
inf
s;t2½tudðuÞ=u

jstjXaTDðuÞ=u
t2ðjnðusÞ  nðutÞjÞ
t2ðnðuÞÞ Xð1 Þ
2K
D
aT
2
 z
 
" #
s2ðmðuÞÞ
u2
;
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for certain t^ðu; s; tÞ 2 ½tu  dðuÞ=u
;
inf
s;t2½tudðuÞ=u

jstjXaTDðuÞ=u
t2ðjnðusÞ  nðutÞjÞ
t2ðnðuÞÞ ¼ infs;t2½tudðuÞ=u

jstjXaTDðuÞ=u
t2ðu_nðut^ðu; s; tÞÞjs tjÞ
t2ðnðuÞÞ
X inf
s;t2½tudðuÞ=u

jstjX12aTDðuÞ=u
t2ðu_nðutÞjs tjÞ
t2ðnðuÞÞ
X inf
tXaT=2
t2ð_nðutÞDðuÞtÞ
t2ðnðuÞÞ ;
where the ﬁrst inequality follows from the UCT {N1}; the details are left to the reader.
We investigate the lower bound in each of the three cases. In case A, _nðutÞDðuÞ
tends to inﬁnity. By the UCT and the deﬁnition of D; we have for any aX1
inf
tXaT=2
t2ð_nðutÞDðuÞtÞ
t2ðnðuÞÞ Xð1 Þ
t2ð_nðutÞDðuÞÞ
t2ðnðuÞÞ
aT
2
 2it
 
" #
Xð1 Þ2 2
Dð1þ tÞ2
s2ðmðutÞÞ
u2
aT
2
 2it
 
" #
:
Case C is similar, except that now _nðutÞDðuÞ tends to zero (so that one can apply the
UCT as t is continuous and regularly varying at zero):
inf
tXaT=2
t2ð_nðutÞDðuÞtÞ
t2ðnðuÞÞ Xð1 Þ
2 2
Dð1þ tÞ2
s2ðmðutÞÞ
u2
aT
2
 2~it
 
" #
:
In case B, we note that sðmðuÞÞtðnðuÞÞ  Gu implies that for small z40; there exists
some t0 such that for tXt0; t2ðtÞXtz: Therefore, for T large enough, since
_nðutÞDðuÞ ¼ 1; uniformly in aX1;
inf
tXaT=2
t2ð_nðutÞDðuÞtÞ
t2ðnðuÞÞ X inftXaT=2
tz
t2ðnðuÞÞ ¼
ðaT=2Þz
t2ðnðuÞÞXð1 Þ
2 aT
2
 z
1
G2
s2ðmðuÞÞ
u2
;
implying the stated.
We leave the proof of the assertion for case D to the reader; one then exploits the
regular variation of t at zero and uses the deﬁnition of D:
To prove the second claim of the lemma in case A, B, and C, we use the Mean
Value Theorem and the UCT: {N1, N2}
sup
s;t2½tudðuÞ=u

Var
YmðusÞ
sðmðusÞÞ 
YmðutÞ
sðmðutÞÞ
 
 sup
s;t2½tudðuÞ=u

Dt2ðjnðusÞ  nðutÞjÞ
t2ðnðuÞÞ
p sup
s;t2½tu2dðuÞ=u

Dt2ðu_nðutÞjs tjÞ
t2ðnðuÞÞ
¼ sup
t2½0;2

Dt2ðdðuÞ_nðutÞtÞ
t2ðnðuÞÞ :
ARTICLE IN PRESS
A.B. Dieker / Stochastic Processes and their Applications 115 (2005) 207–248 241Since dðuÞ_nðut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is of order t2ðdðuÞ_nðuÞÞ=t2ðnðuÞÞ: In particular, it tends to zero as u!1:
We do not prove the claim for case D, since the same arguments apply. &
The two statements of Lemma 8 on the correlation structure are exploited in the
next lemma. Let kk;‘ be arbitrary functions of u which converge uniformly for
 dðuÞ
TDðuÞpk; ‘p
dðuÞ
TDðuÞ to 2ð1þ tÞ:
Lemma 9. Suppose that one of the cases A, B; C; or D applies, and that dðuÞ ¼ oðuÞ:
There exist constants a;K0o1; independent of k; ‘; such that for large u, uniformly
for k; ‘ with jk  ‘j41;
P sup
ðs;tÞ2IT
k
ðuÞIT‘ ðuÞ
YmðusÞ
sðmðusÞÞ þ
Y mðutÞ
sðmðutÞÞ4
ukk;‘ðuÞ
sðmðutÞÞ
 !
pK0TaC
ukk;‘ðuÞ
sðmðutÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 s2k;‘ðuÞ
q
0
B@
1
CA:
(40)
Proof. DeﬁneY ðs;tÞðuÞ :¼
Y mðusÞ
sðmðusÞÞ þ
Y mðutÞ
sðmðutÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Var
YmðusÞ
sðmðusÞÞ þ
YmðutÞ
sðmðutÞÞ
 r ; uk;‘ ¼
ukk;‘ðuÞ
sðmðutÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 s2k;‘ðuÞ
q ;
so that the left-hand side of (40) is majorized by
P sup
ðs;tÞ2IT
k
ðuÞIT‘ ðuÞ
Y ðs;tÞðuÞ4uk;‘
 !
: (41)
As a consequence of (the second claim in) Lemma 8, we have for large u
inf
k;‘
inf
ðs;tÞ2IT
k
ðuÞIT‘ ðuÞ
Var
YmðusÞ
sðmðusÞÞ þ
YmðutÞ
sðmðutÞÞ
 
X2:
The proof closely follows the reasoning on p. 102 of Piterbarg [34]. In particular, for
ðs; tÞ; ðs0; t0Þ 2 ITk ðuÞ  IT‘ ðuÞ; we have
VarðY ðs;tÞðuÞ  Y ðs0 ;t0ÞðuÞÞ
p 4Var YmðusÞ
sðmðusÞÞ 
Ymðus0Þ
sðmðus0ÞÞ
 
þ 4Var YmðutÞ
sðmðutÞÞ 
Ymðut0Þ
sðmðut0ÞÞ
 
: ð42Þ
Deﬁne
uðuÞ :¼
ﬃﬃﬃ
2
p
tðnðuÞÞ sðmðutÞÞ
uð1þtÞ in case A; C and D;
1
2
ﬃﬃﬃﬃﬃﬃﬃ
2D
p
in case B:
8<
:
Now we have to distinguish between case D and the other cases. First we focus on
the cases A, B, and C; then one can use (3) to see that (42) is asymptotically at most
4
Dt2ðjnðusÞ  nðus0ÞjÞ
t2ðnðuÞÞ þ 4
Dt2ðjnðutÞ  nðut0ÞjÞ
t2ðnðuÞÞ : (43)
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lim sup
u!1
sup
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
sup
ðs;tÞ2IT
k
ðuÞ
Dt2ðjnðusÞ  nðutÞjÞ
u2ðuÞ
u
DðuÞ ðs tÞ
 2g0
p2Ta0 ;
where a0 ¼ 2ðit  g0Þ in case A and B, and a0 ¼ 2ð~it  g0Þ in case C. Therefore, we ﬁnd
the following asymptotic upper bound for (43) and hence for (42):
8Ta
0 u2ðuÞ
t2ðnðuÞÞ
u
DðuÞ ðs s
0Þ
 2g0
þ u
DðuÞ ðt t
0Þ
 2g0" #
: (44)
We now show that (44) is also an asymptotic upper bound in case D. For this, we
note that in this case (42) is asymptotically at most
4t2
jnðusÞ  nðus0Þj
nðuÞ
 
þ 4t2 jnðutÞ  nðut
0Þj
nðuÞ
 
;
and the reader can check with the Mean Value Theorem and the UCT that (44) holds
for g0 ¼ ~it=2 and a0 ¼ ~it (say).
For any u; we now introduce two independent centered Gaussian stationary
processes WðuÞ1 and W
ðuÞ
2 : These processes have unit variance and covariance function
equal to
r
ðuÞ
W ðtÞ :¼ CovðWðuÞi ðtÞ; WðuÞi ð0ÞÞ ¼ exp 32
u2ðuÞ
t2ðnðuÞÞ t
2g0
 
:
Observe that u2ðuÞ=t2ðnðuÞÞ ! 0 in each of the four cases, so that for s; t; s0; t0 2 ½0; T 

and u large enough,
Var
1ﬃﬃﬃ
2
p ½WðuÞ1 ðsÞ þ WðuÞ2 ðtÞ  WðuÞ1 ðs0Þ  WðuÞ2 ðt0Þ

 
¼ 2 exp 32 u
2ðuÞ
t2ðnðuÞÞ js s
0j2g0
 
 exp 32 u
2ðuÞ
t2ðnðuÞÞ jt t
0j2g0
 
X 16
u2ðuÞ
t2ðnðuÞÞ js s
0j2g0 þ 16 u
2ðuÞ
t2ðnðuÞÞ jt t
0j2g0 :
We now apply Slepian’s inequality (e.g., Theorem C.1 of [34]) to compare the suprema
of the two ﬁelds Y  and 21=2½WðuÞ1 þ WðuÞ2 
: (41) is majorized for  dðuÞTDðuÞpk; ‘p dðuÞTDðuÞ by
P sup
ðs;tÞ2½0;T 
2
1ﬃﬃﬃ
2
p ½WðuÞ1 ðTa
0=ð2g0ÞsÞ þ WðuÞ2 ðTa
0=ð2g0ÞtÞ
4uk;‘
 !
¼ P sup
ðs;tÞ2½0;Ta0=ð2g0 Þþ1
2
1ﬃﬃﬃ
2
p ½WðuÞ1 ðsÞ þ WðuÞ2 ðtÞ
4uk;‘
 !
: ð45Þ
Lemma 2 is used to investigate the asymptotics of this probability, yielding the desired
bound. For notational convenience, we set T 0 ¼ Ta0=ð2g0Þþ1: Observe that the map
ða1; a2Þ 7!½2 expða1Þ  expða2Þ
=½a1 þ a2
  1
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2 is achieved at ða1; a2Þ ¼ ðy; yÞ:
Therefore,
sup
ðs;tÞ;ðs0;t0Þ2½0;T 0
2
2 rðuÞW ðjs s0jÞ  rðuÞW ðjt t0jÞ
32 u
2ðuÞ
t2ðnðuÞÞ ½js s0j2g
0 þ jt t0j2g0 

 1

 ¼ 1
2 rðuÞW ðT 0Þ  rðuÞW ðT 0Þ
64 u
2ðuÞ
t2ðnðuÞÞ ðT 0Þ2g
0 ;
which tends to zero if u!1: Moreover, we have
sup
 dðuÞ
TDðuÞpk;‘p
dðuÞ
TDðuÞ
s2ðmðutÞÞðuk;‘Þ2
u2ð1þ tÞ2  1

! 0:
To see that Lemma 2 can be applied, set gk;‘ðuÞ ¼ uk;‘; and
yk;‘ðu; s; s0; t; t0Þ :¼ 32ð1þ tÞ2
u2u2ðuÞ
s2ðmðutÞÞt2ðnðuÞÞ ½js s
0j2g0 þ jt t0j2g0 
:
P1 obviously holds, and yk;‘ðu; s; s0; t; t0Þ tends to
2xZðs; s0; t; t0Þ :¼
64½js s0j2g0 þ jt t0j2g0 
 in case A; C; and D;
16ð1þtÞ2
ðtÞ2H=bG2½js s
0j2g0 þ jt t0j2g0 
 in case B;
8<
:
showing that P2 holds. As P3 is immediate, it remains to investigate whether P4 holds.
The reasoning in the proof of Lemma 3 shows that it sufﬁces to show that
lim
e!0
lim sup
u!1
sup
k;‘
sup
jss0 j2g0þjtt0j2g0oe
yk;‘ðu; s; s0; t; t0Þo1;
which is trivial. Deﬁne for s; t 2 ½0; T 0
;
Zðs; tÞ :¼ B1g0 ðsÞ þ B2g0 ðtÞ;
where B1g0 and B
2
g0 are independent fractional Brownian motions with Hurst parameter
g0: Then, the probability in (45) is asymptotically equivalent to
E exp supðs;tÞ2½0;T 0 
28Zðs; tÞ  32s2g
0  32t2g0
 
Cðuk;‘Þ in case A;C;D;
E exp supðs;tÞ2½0;T 0 
2
4ð1þtÞ
ðtÞH=bG Zðs; tÞ 
8ð1þtÞ2
ðtÞ2H=bG2 ½s
2g0 þ t2g0 

 
Cðuk;‘Þ in case B:
8><
>:
By exploiting the self-similarity of fractional Brownian motion one can see that the
expectation equals ðT 0Þ2K0 for some constantK0o1: &
Proof of Proposition 5. Note that
P sup
t2½tudðuÞ=u

Y mðutÞ
1þ t 4u
 !
X
X
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
P sup
t2IT
k
ðuÞ
YmðutÞ
1þ t 4u; supt2½tudðuÞ=u
nITk ðuÞ
YmðutÞ
1þ t pu
 !
ARTICLE IN PRESS¼
X
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
P sup
t2IT
k
ðuÞ
YmðutÞ
1þ t 4u
 !

X
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
P sup
t2IT
k
ðuÞ
YmðutÞ
1þ t 4u; supt2½tudðuÞ=u
nITk ðuÞ
YmðutÞ
1þ t 4u
 !
: ð46Þ
A similar reasoning as in the proof of Proposition 4 can be used to see that
lim
T!1
lim inf
u!1
P
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
P supt2IT
k
ðuÞ
YmðutÞ
1þt 4u
 
sðmðuÞÞ
DðuÞ C
uð1þtuÞ
sðmðutuÞÞ
  XH
ﬃﬃﬃﬃﬃ
2p
C
r
:
It remains to ﬁnd an appropriate upper bound for the second term in (46). For this,
observe that
P sup
t2IT
k
ðuÞ
YmðutÞ
1þ t 4u; supt2½tudðuÞ=u
nITk ðuÞ
YmðutÞ
1þ t 4u
 !
pP sup
t2IT
k
ðuÞ
YmðutÞ
1þ t 4u; sup
t2 tudðuÞu ;tTk ðuÞ
ﬃﬃﬃ
T
p DðuÞ
u
+
Þ[ tTk ðuÞþ ﬃﬃﬃTp DðuÞu ;tuþdðuÞu ,
YmðutÞ
1þ t 4u
0
@
1
A
þ P sup
t2 tT
k
ðuÞ
ﬃﬃﬃ
T
p DðuÞ
u
;tT
k
ðuÞ
+
Þ
Y mðutÞ
1þ t 4u
0
@
1
Aþ P sup
t2 tTk ðuÞ;t
T
k ðuÞþ
ﬃﬃﬃ
T
p DðuÞ
u
 , YmðutÞ1þ t 4u
0
@
1
A
¼: p1ðu; k; TÞ þ p2ðu; k; TÞ þ p3ðu; k; TÞ:
One can apply the arguments that are detailed in the proof of Proposition 4 to infer
that
lim sup
u!1
P
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
p2ðu; k; TÞ
sðmðuÞÞ
DðuÞ C
uð1þtuÞ
sðmðutuÞÞ
  pHð
ﬃﬃﬃﬃ
T
p
Þ
T
ﬃﬃﬃﬃﬃ
2p
C
r
;
which converges to zero as T !1: The term p3ðu; k; TÞ is bounded from above
similarly.
We now study
P
kp1ðu; k; TÞ in more detail; for this we need the technical lemmas
that were established earlier. Observe that it is majorized by
X
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
X
 dðuÞ
TDðuÞp‘p
dðuÞ
TDðuÞ
jk‘j41
P sup
t2IT
k
ðuÞ
Y mðutÞ
1þ t 4u; supt2IT‘ ðuÞ
YmðutÞ
1þ t 4u
 !
þ
X
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
P sup
t2IT
k
ðuÞ
YmðutÞ
1þ t 4u; sup
t2 tkuþ
ﬃﬃﬃ
T
p DðuÞ
u
;t
k
uþðTþ
ﬃﬃﬃ
T
p
ÞDðuÞ
u
+ , YmðutÞ1þ t 4u
0
@
1
A
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X
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
P sup
t2IT
k
ðuÞ
YmðutÞ
1þ t 4u; sup
t2 tkuðTþ
ﬃﬃﬃ
T
p
ÞDðuÞ
u
;tku
ﬃﬃﬃ
T
p DðuÞ
u
+ , YmðutÞ1þ t 4u
0
@
1
A
¼: Iðu; TÞ þ IIðu; TÞ þ IIIðu; TÞ:
By symmetry, Iðu; TÞ is bounded from above by
2
X
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
X
 dðuÞ
TDðuÞp‘p
dðuÞ
TDðuÞ
P sup
t2IT
k
ðuÞ
Y mðutÞ
1þ t 4u; supt2IT‘ ðuÞ
YmðutÞ
1þ t 4u
 !
;
where the summation is only taken over k and ‘ with jk  ‘j41 and
supt2IT
k
ðuÞ
sðmðutÞÞ
1þt psupt2IT‘ ðuÞ
sðmðutÞÞ
1þt :
Each of the summands cannot exceed
P sup
ðs;tÞ2IT
k
ðuÞIT‘ ðuÞ
YmðusÞ
sðmðusÞÞ þ
Y mðutÞ
sðmðutÞÞ4 inft2IT
k
ðuÞ
2uð1þ tÞ
sðmðutÞÞ
 !
;
and we are in the setting of Lemma 9. Hence, there exist constants K0; a such that
Iðu; TÞ is majorized by
2K0Ta
X
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
X
 dðuÞ
TDðuÞp‘p
dðuÞ
TDðuÞ
jk‘j41
C
inf t2IT
k
ðuÞ
2uð1þtÞ
sðmðutÞÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4 s2k;‘ðuÞ
q
0
B@
1
CA; (47)
which is the ‘double sum’ in the double sum method. Since

inf t2IT
k
ðuÞ
u2ð1þtÞ2
s2ðmðutÞÞ
1 1
4
s2k;‘ðuÞ
p 1
4
inf
t2IT
k
ðuÞ
u2ð1þ tÞ2
s2ðmðutÞÞ s
2
k;‘ðuÞ  inf
t2IT
k
ðuÞ
u2ð1þ tÞ2
s2ðmðutÞÞ ;
the summand in (47) is bounded from above by
exp  1
8
inf
t2IT
k
ðuÞ
u2ð1þ tÞ2
s2ðmðutÞÞ s
2
k;‘ðuÞ
 !
C inf
t2IT
k
ðuÞ
uð1þ tÞ
sðmðutÞÞ
 !
ð1þ oð1ÞÞ;
where the oð1Þ term is uniformly in k; ‘ as a consequence of the second claim of
Lemma 8, cf. Eq. (7). By the ﬁrst claim of Lemma 8 for  ¼ 1=2; say, and the UCT,
there exist constants K00; z such that
X
 dðuÞ
TDðuÞp‘p
dðuÞ
TDðuÞ
jk‘j41
exp  1
8
inf
t2IT
k
ðuÞ
u2ð1þ tÞ2
s2ðmðutÞÞ s
2
k;‘ðuÞ
 !
p
X
 dðuÞ
TDðuÞp‘p
dðuÞ
TDðuÞ
jk‘j41
expðK00½Tzðjk  ‘j  1Þz  2z1
Þ
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X1
j¼1
expðK00T zjzÞ
pK000 expðTzÞ;
where K000o1 is some constant.
Therefore, (47) cannot be larger than
2K0K000Ta expðTzÞ
X
 dðuÞ
TDðuÞpkp
dðuÞ
TDðuÞ
C inf
t2IT
k
ðuÞ
uð1þ tÞ
sðmðutÞÞ
 !
ð1þ oð1ÞÞ
¼ 2
ﬃﬃﬃﬃﬃ
2p
C
r
HðTÞK0K000Ta expðT zÞ sðmðuÞÞ
DðuÞ C
uð1þ tuÞ
sðmðutuÞÞ
 
ð1þ oð1ÞÞ;
where the last equality was shown in the proof of Proposition 4. Now ﬁrst send
u!1; and then T !1 to see that Iðu; TÞ plays no role in the asymptotics. One
can also see that IIðu; TÞ and IIIðu; TÞ can be neglected, but one needs suitable
analogs of Lemmas 8 and 9 to see this. Except that there is no summation over ‘; the
arguments are exactly the same as for Iðu; TÞ: Since it is notationally more involved,
we leave this to the reader. &
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