State of the art data centers use wired sensors embedded in equipment for thermal monitoring. The high cost of sensor installation restricts equipment relocation. We propose using a wireless self-locating network of smart sensing nodes, called SmartLOCUS, for automatic sensor configuration. We explore how to design the sensor control software to be self-reconfiguring when nodes relocate. The software is divided in three layers: network organization, data aggregation and visualization. In this paper, we identify several insights into the thermal monitoring requirements, design issues and initial design solutions for these layers.
Introduction
Installing embedded wired sensors in computing equipment is very high, about $1000 per sensor [1] . Frequent relocation of equipment is therefore a problem because of recurrent sensor installation costs. To alleviate this problem, a wireless and self-reconfiguring sensing system is needed. We are currently designing such a system, using a network of wireless, self-locating computing nodes, called SmartLOCUS. The software controlling the system is structured in layers of network, data aggregation and visualization functions to support the application: thermal monitoring. For the system to be self-configuring, each of these layers has to automatically adapt to location changes, failures and additions of nodes.
Much research has been done in the area of selfconfiguring sensor networks [5] . Most of this work, however, has been relegated to ad-hoc wireless networks for outdoors applications. The particular cellular type of network topology and data flow for thermal monitoring poses different requirements for networking and data aggregation, not yet addressed.
Our contribution is an initial exploration in the design and usage of wireless technology for self-configuring thermal monitoring in data centers. We identify requirements, design problems, tradeoffs and provide insights into initial algorithmic solutions.
SmartLOCUS
SmartLOCUS is an indoors positioning research platform used by the Sentient Spaces project at HP Labs to investigate the use of distributed self-positioning systems for smart spaces [2] . A SmartLOCUS node consists of an ARM7 microcontroller, programmable logic, a 40 Kbps radio and sensor interfaces. The nodes use synchronized RF and ultrasound differential time of flight for self-positioning. Details of the algorithms can be found in [2] . The result is a peer-to-peer network of nodes, where each node knows its position with respect to a fixed reference point. The nodes periodically repeat the location discovery process to adjust to moves, additions and failures. The nodes can be powered by a fixed power source or by batteries. We constrained our nodes to be battery powered to facilitate ease of deployment. The simplicity of the hardware lowers node cost but it introduces constraints in power, bandwidth and computational resources. The SmartLOCUS platform has been built and tested. The nodes can locate themselves with a precision of less than 5cm.
Software layers
The control software layers are designed to fit the requirements of the application. We list the requirements in Table 1 In the following sections, we describe our initial design exploration for each software layer. We analyze requirements, design issues and tentative solutions. The following assumptions are made about the system: a node knows its location, its neighbors' locations and ids; the radio has a fixed transmission power and one radio channel; access points function as gateways between the sensors and the IP backbone, they know their location, perform local actuation control, are permanently powered, and have more computing resources than regular nodes, which increases their cost.
Network configuration
In this application, data flows from nodes to access points and to immediate neighbor nodes. Access points do localized actuation control, therefore they only need sensor information from nodes in their neighborhood. One problem is to determine the number of access points needed. The tradeoffs are cost, channel congestion, power and distribution of actuation control.
Two operations are needed to support data flow: path discovery and path maintenance. We have preliminary algorithmic design ideas for these operations. Nodes need to route data to access points only. The goal is to find shortest distance paths to access points. Our approach to path discovery is similar to Dynamic Source Routing [3] . In our case the access points broadcast discovery packets to nodes in a delineated surrounding area. Nodes construct paths using information in the discovery packet. Nodes receiving a discovery packet append their IDs and location and forward the packet to nodes within the area delineated by the access points. The goal in route maintenance is to efficiently update the list of best shortest paths that each node maintains. Path updating is done via notification packets. We identify two design issues, the source of notification packets (access points, nodes or both), and frequency of updates, where there is a tradeoff between power and frequency of updates.
Data aggregation
Data is aggregated within the sensor network to reduce packet transmissions to save power and bandwidth. In this application, nodes are densely packed, so neighboring nodes may be reading equal or similar values that could be aggregated. We use a 1-hop clustering scheme, where a cluster-head acts as the data collector and aggregator. We identify the following design problems: cluster formation, cluster-head selection, de-synchronization of data collection between channel sharing clusters, and selection of non-colliding paths from cluster-heads to access points. We think that cluster formation should be based on sensors proximity, line of sight between sensors (e.g. sensors at the front and back of racks measure temperature in separate zones) and statistical data analysis (e.g. historical correlation of temperature values). The cluster-head role should rotate among nodes in a similar way as in [4] , because of its higher power consumption. A time randomizer algorithm should de-synchronize the times when neighboring cluster-heads collect data. This will reduce the number of packet collisions on the sharable channel. And to decrease the chance of colliding paths to access points, cluster-heads should pick different destination access points. Cluster maintenance to update cluster formation and cluster-heads when nodes move or fail should be done at the access points, since they have knowledge of nodes' locations and failures.
Visualization
We have built a visualization tool, Geoview, which also serves as a programming interface for the sensors. It creates a geometric 3D model of the room given the location of the sensors, and allows the user to program the sensors by clicking on the spaces where sensors are located in this view.
Conclusions
In this paper, we propose and explore the design of an end-to-end system solution to make thermal monitoring systems in data centers self-configuring. Our system is composed of three control software layers, networking, data aggregation and visualization. Each layer reconfigures when nodes move or fail. In this paper, we identify several insights into thermal monitoring requirements, design problems, tradeoffs and initial solution approaches. One very important challenge that we foresee is security of sensor data and control. We plan to incorporate security features into every aspect of the system. Immediate plans are to deploy our system in a data center at HP-Labs in the summer of 2003.
