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Abstract
We define the type of graph products, which enable us to treat many graph
products in a unified manner. These unified graph products are shown to be
compatible with Godsil–McKay switching. Furthermore, by this compatibil-
ity, we show that the Doob graphs can also be obtained from the Hamming
graphs by switching.
Keywords: graph product; switching; distance-regular graph; Hamming graph;
dual polar graph.
MSC Codes: 05B20; 05C50; 05C76; 05E30.
1 Introduction
After the twisted Grassmann graphs were introduced by Van Dam and Koolen [8],
these graphs were studied by many researchers (for example [3, 4, 9]) as the first
family of non-vertex-transitive distance-regular graphs with unbounded diameter.
These graphs were originally constructed by converting a part of lines of a point-line
incidence structure, but recently, Munemasa [13] proved that the twisted Grassmann
graphs are actually obtained by Godsil–McKay switching, too.
Similarly to the ordinary Grassmann graphs and the twisted Grassmann graphs,
there are many pairs of distance-regular graphs that have the same intersection array
but they are not isomorphic to each other. Can we obtain aimed distance-regular
graphs by switching like the twisted Grassmann graphs? Answering this question
is one of the goals in this paper. We show that the Doob graphs can be obtained
from the Hamming graphs by switching many times. We use compatibility with
switching and the Cartesian product. Indeed, we can find a partition for switching
on the graph after taking product and show the isomorphism between the graph
taking product after switching and the graph switched after taking product.
Actually, this compatibility holds not only for the Cartesian product but also
many other graph products. In Section 3, we consider unified graph products which
are written as the sum of tensor products of the identity matrix and the adjacency
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matrices of the original graph and its complement. These products enable us to treat
many graph products in a unified manner. In Section 4, we show that compatibility
with switching holds on these products, which is another main result in this paper.
Furthermore, this compatibility suggests the possibility that some other pair of
distance-regular graphs that have the same intersection array can be mapped to
each other by switching. If the dual polar graphs Bd(q) and Cd(q) can be done so,
then we simultaneously see that Dd(q) and Hemd(q) can also be mapped to each
other by switching.
2 Godsil–McKay switching
Let Γ be a graph and let pi = {C1, . . . , Ct} be a partition of the vertex set V (Γ).
The characteristic matrix of pi is the {0, 1}-matrix S with rows indexed by V (Γ)
and columns indexed by pi, where
Sx,Ci =
{
1 if x ∈ Ci,
0 otherwise
.
The partition pi is called an equitable partition if for all i, j ∈ [t], any two vertices
in Ci have the same number, say rij, of neighbors in Cj. The matrix R = (rij) is
called the quotient matrix of pi. As is well known, if pi is an equitable partition and
its quotient matrix is R, then A(Γ)S = SR holds. Here A(Γ) denotes the adjacency
matrix of Γ. Conversely, if there exists a matrix R of size t such that A(Γ)S = SR,
then pi is an equitable partition and its quotient matrix is R.
The following tool for constructing cospectral graphs was introduced by Godsil
and McKay [10]. Let [t] denote the set {1, 2, . . . , t}.
Theorem 2.1. Let Γ be a graph and let pi = {C1, . . . , Ct, D} be a partition of V (Γ).
Assume that pi satisfies the following two conditions:
(i) {C1, . . . , Ct} is an equitable partition of V (Γ) \D.
(ii) For every x ∈ D and every i ∈ [t], the vertex x has either 0, 1
2
|Ci| or |Ci|
neighbors in Ci.
Construct a new graph swpiΓ by interchanging adjacency and nonadjacency between
x ∈ D and the vertices in Ci whenever x has 12 |Ci| neighbors in Ci. Then Γ and
swpiΓ have the same spectrum.
This operation that transforms Γ into swpiΓ is called Godsil–McKay switching.
We call this partition pi used here a Godsil–McKay partition. Also, we call the
special cell D the Godsil–McKay cell of pi. In order to understand this switching
more deeply, we outline the proof of Theorem 2.1.
2
Define the matrix Q indexed by V (Γ) as follows:
Qxy =

2
|Ci| − δxy if x, y ∈ Ci,
δxy if x, y ∈ D,
0 otherwise.
Then Q2 is the identity matrix and A(swpiΓ) = QA(Γ)Q can be checked, so Γ and
swpiΓ are cospectral.
We call this matrix Q used here the switching matrix with respect to pi. This
matrix plays an important role in this paper.
Actually, the two conditions (i) and (ii) in Theorem 2.1 can be written as alge-
braic conditions. Let Γ be a graph and pi = {C1, . . . , Ct, D} be a partition of V (Γ).
We define
A(Γ)C(pi) = A(Γ)|(C1∪···∪Ct)×(C1∪···∪Ct),
A(Γ)D(pi) = A(Γ)|D×(C1∪···∪Ct),
but these are sometimes written as A(Γ)C and A(Γ)D for simplicity in the case where
which partition we consider is clear. Let S be the characteristic matrix of pi \ {D}.
Then pi is a Godsil–McKay partition with the Godsil–McKay cell D if and only if
the following two conditions hold:
(i) There exists a matrix R of size t such that A(Γ)CS = SR,
(ii) For any i ∈ [t], (A(Γ)DS)x,Ci ∈ {0, 12 |Ci|, |Ci|}.
3 Unification of graph products
Such as the Cartesian product and the Kronecker product, a number of graph prod-
ucts are known. We give examples of such products in Table 1. In this table, A
and B denote the adjacency matrices of original graphs. As we see in the table,
the adjacency matrix of many graph products can be written as the sum of tensor
products of the identity matrix and the adjacency matrices of the original graph
and its complement. We shall treat such products in a unified manner.
Let Γ and ∆ be graphs. Set A0 = I|V (Γ)|, A1 = A(Γ), A2 = J − I − A(Γ),
B0 = I|V (∆)|, B1 = A(∆) and B2 = J − I −A(∆), where J is the all-one matrix and
I is the identity matrix. And let sij ∈ {0, 1} for i, j ∈ {0, 1, 2}. We consider the
graph Γ ?∆ defined by
A(Γ ?∆) =
∑
i,j∈{0,1,2}
sij(Ai ⊗Bj). 3
Clearly, this graph Γ ?∆ is a simple graph if and only if s00 = 0 holds. We call the
sequence [0s01s02; s10s11s12; s20s21s22] the type of the product.
Name Notation Adjacency matrix Type
Cartesian product  (A⊗ I) + (I ⊗B) [010; 100; 000]
Kronecker product ⊗ (or ×) A⊗B [000; 010; 000]
strong product  (A⊗ I) + (I ⊗B) + (A⊗B) [010; 110; 000]
lexicographic product ◦ (A⊗ J) + (I ⊗B) [010; 111; 000]
modular product ♦ (A⊗ I) + (I ⊗B) + (A⊗B)
+(J − I −A)⊗ (J − I −B) [010; 110; 001]
weak modular product ∇ (A⊗B) + (J − I −A)⊗ (J − I −B) [000; 010; 001]
OR product ∨ (A⊗ J) + (J ⊗B)− (A⊗B) [010; 111; 010]
Table 1: Examples of graph products
Note that our unification of product is a generalization of the concept of NEPS
[7]. However, where NEPS only unifies about 23 products, our new concept unifies
about 28 products.
Lemma 3.1. Let Γ be a graph with a partition pi = {C1, . . . , Ct} of V (Γ) and let ∆
be a graph. Set C
(w)
i = Ci × {w} for w ∈ V (∆) and Π = {C(w)i | i ∈ [t], w ∈ V (∆)}.
If pi is an equitable partition of Γ, then Π is also an equitable partition of the product
Γ ?∆ of any type.
Proof. Let S be the characteristic matrix with respect to pi. First, we remark that
S ⊗ I|V (∆)| is the characteristic matrix with respect to Π. Indeed,
(x,w) ∈ C(w′)i ⇐⇒ x ∈ Ci and w = w′
⇐⇒ Sx,Ci · Iww′ = 1
⇐⇒ (S ⊗ I)(x,w),(Ci,w′) = 1.
Since pi is an equitable partition, there exists a matrix R of size t such that A(Γ)S =
SR. Then, A0S = S, A1S = SR and A2S = (J − I −A1)S = S(M − I −R), where
4
M is the matrix of size t with Mij = |Cj|, so we have
A(Γ ?∆)(S ⊗ I) =
∑
i,j∈{0,1,2}
sij(Ai ⊗Bj)(S ⊗ I)
=
∑
i,j∈{0,1,2}
sij(AiS ⊗Bj)
=
2∑
j=0
(
s0j(S ⊗Bj) + s1j(SR⊗Bj) + s2j(S(M − I −R)⊗Bj)
)
= (S ⊗ I)
2∑
j=0
(
s0j(I ⊗Bj) + s1j(R⊗Bj) + s2j((M − I −R)⊗Bj)
)
.
Therefore, Π is an equitable partition of the product Γ ?∆.
4 Compatibility with switching
LetM be the set of adjacency matrices of all finite simple graphs and ∗ be a binary
operation on M such that the size of M ∗ N is equal to the product of the size of
M and N , for M,N ∈ M. Then, we can consider a product graph Γ ∗ ∆ to be
the graph having the adjacency matrix A(Γ) ∗A(∆). When Γ has a Godsil–McKay
partition pi, (swpiΓ) ∗ ∆ can be defined. Then, can we find some partition Π for
switching on the graph Γ ∗∆? If so, is the graph (swpiΓ) ∗∆ taking product after
switching isomorphic to the graph swΠ(Γ ∗ ∆) switched after taking product? In
this section, we answer these questions. For the product ? of any type considered
in Section 3, we show that there exists a Godsil–McKay partition Π and that the
isomorphism (swpiΓ) ?∆ ' swΠ(Γ ?∆) holds.
Theorem 4.1. Let Γ be a graph with a Godsil–McKay partition pi = {C1, . . . , Ct, D}.
Let ∆ be a graph. Set C
(w)
i = Ci × {w} for w ∈ V (∆), D = D × V (∆) and
Π = {C(w)i | i ∈ [t], w ∈ V (∆)} unionsq {D}. Then, Π is a Godsil–McKay partition with
the Godsil–McKay cell D on Γ?∆ for the product of any type. Moreover, (swpiΓ)?∆
is isomorphic to swΠ(Γ ?∆).
Proof. First, we prove that Π is a Godsil–McKay partition on Γ ? ∆. Since pi is
a Godsil–McKay partition with the Godsil–McKay cell D, pi \ {D} is an equitable
partition of the graph Γ \ D. By Lemma 3.1, Π \ {D} is an equitable partition of
the graph (Γ \D) ? ∆. Also, (Γ \D) ? ∆ is nothing but (Γ ? ∆) \ D, so Π \ {D} is
an equitable partition of (Γ ? ∆) \ D. Let S denote the characteristic matrix with
respect to pi \ {D}. Then S ⊗ I|V (∆)| is the characteristic matrix with respect to5
Π \ {D}. Since (A0)D(pi) is the zero matrix, we have
A(Γ ?∆)D(Π) =
2∑
i=1
2∑
j=0
sij((Ai)D(pi) ⊗Bj)
and
(A(Γ ?∆)D(Π)(S ⊗ I))(x,w),C(w′)l =
2∑
i=1
2∑
j=0
sij((Ai)D(pi)S ⊗Bj)(x,w),C(w′)l
=
2∑
i=1
2∑
j=0
sij((Ai)D(pi)S)xCl(Bj)ww′ . (1)
There exists unique j ∈ {0, 1, 2} such that (Bj)ww′ = 1 and (Bk)ww′ = 0 for k ∈
{0, 1, 2} \ {j}, so Expression (1) is equal to s1j((A1)D(pi)S)x,Cl + s2j((A2)D(pi)S)x,Cl .
And ((A2)D(pi)S)x,Cl = ((J − (A1)D(pi))S)x,Cl = |Cl| − ((A1)D(pi)S)x,Cl . Since D is a
Godsil–McKay cell, ((A1)D(pi)S)x,Cl ∈ {0, 12 |Cl|, |Cl|}. Thus, we have
(A(Γ ?∆)D(Π)(S ⊗ I))(x,w),C(w′)l =

s2j|Cl| if ((A1)D(pi)S)x,Cl = 0,
s1j+s2j
2
|Cl| if ((A1)D(pi)S)x,Cl = 12 |Cl|,
s1j|Cl| if ((A1)D(pi)S)x,Cl = |Cl|.
(2)
And sij ∈ {0, 1} guarantees that this value is 0, 12 |C(w
′)
l | or |C(w
′)
l | for any case,
which is nothing but the condition to show, that is, D is a Godsil–McKay cell.
Next, we show the isomorphism (swpiΓ) ? ∆ ' swΠ(Γ ? ∆). Let Q and Q˜
be the switching matrices with respect to the Godsil–McKay partitions pi and
Π, respectively. Clearly, Q˜ = Q ⊗ I holds. Set A′0 = I, A′1 = A(swpiΓ) and
A′2 = J − I − A(swpiΓ). Since QI|V (Γ)|Q = I|V (Γ)| and QJ|V (Γ)|Q = J|V (Γ)|, we have
A′i = QAiQ for i ∈ {0, 1, 2}. These imply
A(swΠ(Γ ?∆)) = Q˜A(Γ ?∆)Q˜
= (Q⊗ I)A(Γ ?∆)(Q⊗ I)
= A((swpiΓ) ?∆),
so the isomorphism holds.
By the above theorem, we see that any graph product in Table 1 satisfies com-
patibility with Godsil–McKay switching. Moreover, notice that the bipartite double
and the extended bipartite double can be described as the Kronecker product and
the product of type [000; 110; 000] of Γ and K2, respectively. Thus, the bipartite
double of switched Γ is isomorphic to the switched bipartite double of Γ. The same
is true of the extended bipartite double.
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There is one more remark. Switching results in isomorphic graphs for products
of some types, that is, Γ ? ∆ = swΠ(Γ ? ∆) could hold. Indeed, considering the
clique extension and the coclique extension as examples, which are nothing but the
products of type [010; 110; 110] and [010; 010; 010], respectively,
(A(Γ ?∆)D(S ⊗ I))(x,w),C(w′)j ∈ {0, |C
(w′)
j |}
holds for any (x,w) ∈ D and for any C(w′)j by (2). This means that switching does not
produce a non-isomorphic graph. Of cause, if we take a different switching partition,
switching could produce a non-isomorphic graph. Indeed, Abiad–Brouwer–Haemers
[1] give a switching partition different form Π to produce a non-isomorphic graph
as for the coclique extension. On the other hand, some graph products satisfy
cancellation, that is, Γ ∗ ∆ ' Γ′ ∗ ∆ implies Γ ' Γ′ except ∆ is the empty graph.
(See Section 6 and 9 in [12] for example. The Cartesian product and the strong
product satisfy cancellation in general and the Kronecker product also satisfies in
many cases.) For these products, Γ ?∆ 6' swΠ(Γ ?∆) holds if Γ 6' swpiΓ.
5 Distance-regular graphs obtained by Godsil–McKay
switching
As an application of Theorem 4.1, we prove that the Doob graphs can be obtained
from the Hamming graphs by switching many times. Not only so, compatibility
suggests the possibility that some other pair of distance-regular graphs that have
the same intersection array can be mapped to each other by switching.
5.1 The Hamming graphs and the Doob graphs
The Hamming graph, denoted by H(d, q), is the Cartesian product of d cliques of
size q:
H(d, q) = Kq  Kq  · · ·  Kq︸ ︷︷ ︸
d
,
which is known as one of examples of distance-regular graphs. In the case (d, q) =
(2, 4), this graph behaves interestingly. Writing the vertex set as V (H(2, 4)) =
[4]× [4] and setting C = {(x, x) | x ∈ [4]}, the partition pi = {C, V (H(2, 4)) \C} of
V (H(2, 4)) is a Godsil–McKay partition with the Godsil–McKay cell V (H(2, 4))\C.
Moreover, the switched graph swpiH(2, 4) is not isomorphic to the original graph.
This graph is known as the Shrikhande graph, denoted by Sh. The Doob graph,
denoted by D(m,n), is the Cartesian product of m Shrikhande graphs and n cliques
of size 4:
D(m,n) = Sh  · · ·  Sh︸ ︷︷ ︸
m
 K4  · · ·  K4︸ ︷︷ ︸
n
7
This graph has the same intersection array (so the same spectrum) as the Hamming
graph H(2m+ n, 4), but they are not isomorphic to each other for m ≥ 1.
Before the next theorem, we remark that the Cartesian product satisfies com-
mutativity and associativity (see Section 4.2 in [12] or we can check directly).
Theorem 5.1. Let m ≥ 1 and n ≥ 0. The Doob graph D(m,n) can be obtained
from the Hamming graph H(2m+ n, 4) by switching m times.
Proof. We prove by induction on m. When m = 1, compatibility implies D(1, n) =
(swH(2, 4))  H(n, 4) ' sw(H(2, 4)  H(n, 4)) = swH(n+ 2, 4). Next, we suppose
m > 1. Then we have
D(m,n) = Sh  · · ·  Sh︸ ︷︷ ︸
m
 H(n, 4)
= swH(2, 4)  (Sh  · · ·  Sh︸ ︷︷ ︸
m−1
 H(n, 4)) (by associativity)
' sw
(
H(2, 4)  (Sh  · · ·  Sh︸ ︷︷ ︸
m−1
 H(n, 4))
)
(by Theorem 4.1)
' swD(m− 1, n+ 2) (by commutativity)
' sw
(
sw · · · sw︸ ︷︷ ︸
m−1
H(2(m− 1) + (n+ 2), 4)
)
(by induction)
= sw · · · sw︸ ︷︷ ︸
m
H(2m+ n, 4),
which is what we want to show.
5.2 Dual polar graphs and their extended bipartite double
For the materials in this subsection, we refer the reader to [2] for details. Let V be
one of the following spaces equipped with a specified form f :
Name V f
[Bd(q)] F2d+1q a nondegenerate orthogonal form
[Cd(q)] F2dq a nondegenerate symplectic form
[Dd(q)] F2dq a nondegenerate orthogonal form of Witt index d
A subspace U of V is called totally isotropic if U ⊂ U⊥, where U⊥ = {v ∈ V |
f(v, u) = 0 (∀u ∈ U)}. Note that maximal totally isotropic subspaces have dimen-
sion d. The dual polar graph (on V ) has the maximal totally isotropic subspaces as
vertices and two subspaces W1, W2 are adjacent if and only if dimW1 ∩W2 = d− 1.
We denote the graphs defined by [Bd(q)], [Cd(q)], [Dd(q)] as Bd(q), Cd(q), Dd(q), re-
spectively. These graphs are also known as examples of distance-regular graphs and
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Bd(q) and Cd(q) have the same intersection array. Moreover, they are isomorphic
to each other only if q is even. Furthermore, the extended bipartite double of Bd(q)
and Cd(q) are again distance-regular graphs [6]. That of Bd(q) is Dd+1(q) and that
of Cd(q) is the Hemmeter graph with diameter d + 1, denoted by Hemd+1(q). And
Dd+1(q) and Hemd+1(q) are not isomorphic to each other if q is odd. Here recall
that the extended bipartite double of a graph Γ can be regard as the product of
type [000; 110; 000] of Γ and K2. Thus, if Bd(q) and Cd(q) can be mapped to each
other by switching (maybe twice or several times?), then we simultaneously see that
Dd+1(q) and Hemd+1(q) can be mapped to each other by switching. The following
diagram describes our argument here.
Bd(q)
extended bipartite double−−−−−−−−−−−−−−→ Dd+1(q)
switching? ↓ ↓ switching!
Cd(q)
extended bipartite double−−−−−−−−−−−−−−→ Hemd+1(q)
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