Abstract-In this paper, a Takagi-Sugeno model is used to represent the nonlinear behaviour of an actuator with saturation constraint. The control design is based on an output feedback controller (static or dynamic) depending on the saturation levels. Stabilization conditions are derived with the Lyapunov method and expressed in terms of linear matrix inequalities. Stabilisation conditions are addressed using a descriptor approach for the system modelling. An academic example is also presented with a comparison between different approaches.
I. INTRODUCTION
Actuator saturation or control input saturation are probably the most usual nonlinearities encountered in control engineering because of the physical impossibility of applying unbounded control signals and/or safety constraints. Classical examples of such limits are the deflection limits in aircraft actuators, the voltage limits in electrical actuators and the limits on flow volume or rate in hydraulic actuators [12] . Motivated by these practical issues, many approaches have been developed to deal with actuator saturations in the existing literature (see, for example, [4] , [5] , [6] , [12] , [15] and the references therein). The aim of this paper is to present another new treatment of saturation nonlinearity. A Takagi-Sugeno (T-S) formalism with sector nonlinearity approach is used to represent the nonlinear behaviour of a saturated actuator. This model, initially introduced in [9] , is simple and accurate; it allows to use classical methods to study the nonlinear behaviors. The idea is to consider a set of linear sub-systems. An interpolation of all these sub-models with nonlinear functions satisfying the convex sum property allows to describe the global behavior of the system in a large operating range [11] . Our study is motivated by taking into account the saturation model during the controller design in order to obtain a controller which parameters depend on the saturation limits. The proposed representation describes the saturation as a T-S system with three sub-models and the weighting functions depend on the control input. The design of stabilizing controllers for T-S nonlinear systems with input constraints can be addressed by using either an observer-based controller or an output feedback controller. The former approach requires additional dynamics and obsever design [11] , [13] . The descriptor approach may also be envisaged [10] , [2] , [7] and [8] . The latter uses only measured plant output signals [3] , [14] . These controllers can be static or dynamic. Static output feedback control is the simplest approach since no further dynamics are needed. However, a dynamic compensator introducing extra dynamics is required to increase the number of degrees of freedom in the design and improve the closed-loop transient response. In this paper, static and dynamic output feedback controllers are proposed. Sufficient linear matrix inequality (LMI) constraints are derived from the Lyapunov stability theory. Section II introduces the T-S structure for modelling, some preliminary results, mathematical notations and a brief description of the saturation. It is followed by the representation of the nonlinear saturation by a T-S structure in section III. In sections IV and V, static and dynamic output feedback controllers, depending on the saturation bounds, are respectively designed. In order to show the effectiveness of the proposed methods, some simulation results are given in section VI. Conclusions are detailed in section VII.
II. PRELIMINARIES
The T-S modeling allows the representation of the behavior of nonlinear systems by the interpolation of a set of linear submodels. Each submodel contributes to the global behavior of the nonlinear system through a weighting function h i (ξ (t)) [11] . The T-S structure is given by
where x(t) ∈ R n x is the system state, u(t) ∈ R n u the control input and y(t) ∈ R m the system output. ξ (t) ∈ R q is the decision variable assumed to be measurable (as the system output) or known (as the system input). The weighting functions h i (ξ (t)) satisfy the so-called convex sum property
In the remaining of the paper, the following lemma is used.
Lemma 1: For any matrices X, Y and G = G T > 0, the following inequality holds
The following notations are used throughout the paper: a block diagonal matrix with the square matrices A 1 , . . . , A n on its diagonal is denoted diag(A 1 , . . . , A n ). The smallest and largest eigenvalues of the matrix M are respectively denoted λ min (M) and λ max (M). The saturation function for a signal ν(t) is defined as (4) , where ν max and ν min denote the saturation levels.
sat(ν(t))
III. PROBLEM STATEMENT A first contribution of this work is to model the nonlinear actuator saturation using the Takagi-Sugeno representation. For that, it is proposed to re-write the j th component of the saturated control input (denoted u j sat (t), for j = 1, . . . , n u ) under a particular form of the j th component of the control input (denoted u j (t), for j = 1, . . . , n u ), as follows: (6) and the weighting functions
Based on the convex sum property (2) of the weighting functions (7), equation (5) can be written in order to have the same activation functions for all the input vector components:
For n u inputs, 3 n u submodels are obtained. It is important to note that the saturated control is directly expressed in terms of the control variable u(t). Equation (8) is equivalent to
where the global weighting functions µ i (t), the matrices Λ i ∈ R n u ×n u and vectors Γ i ∈ R n u ×1 are defined as follow
The indexes σ j i (i = 1, . . . , 3 n u and j = 1, . . . , n u ), equal to 1, 2 or 3, indicate which partition of the j th input (µ indices are given by the following equation
For more details, see [1] .
Let us now consider a T-S nonlinear system subject to actuator saturation represented by the following state equation
According to the T-S writting of the saturation developed above, equation (11) can be written as
IV. STATIC OUTPUT FEEDBACK CONTROLLER: A DESCRIPTOR APPROACH
The objective is to design a stabilizing static output feedback control ensuring the stability of the system, even in the presence of control input saturation. The solution is obtained by representing the saturation as a T-S system and by solving an optimization problem under LMI constraints. In order to highlight the interest of considering the saturation when computing the controller, the controller design is envisaged without (section IV-A) and with (section IV-B) a priori taking into account the input saturation. A comparaison of the obtained results is made in section VI.
A. Nominal control law
In order to stabilize the system at the origin, let us consider a linear output feedback controller given by (13) 
To reduce the number of LMIs to obtain the gains K s j , a descriptor approach is applied. This approach is well known to avoid the coupling terms between the feedback gains and the Lyapunov matrices. As a consequence, the number of LMIs decreases and relaxed conditions are obtained [2] . The control law (13) and the output signal of system (1) are written as follows
With the augmented state x a (t) = x T (t) u T (t) y T (t)
T and from equations (1) and (14), we can write
with
Let us consider the following Lyapunov function
with the condition
and where the matrix P is taken as diag(P 1 , P 2 , P 3 ) with P 1 = P T 1 , P 2 > 0. One can note that V (t) is quadratic in the system state, since (17) reduces to V (t) = x T (t)P 1 x(t). The time derivative of the Lyapunov function is given bẏ
To ensure the stability of (15), developing (19) with (16) , the conditions to solve with regard to P 1 , P 2 , P 3 and R j , j = 1, . . . , n for the nominal case, are the following
B. Saturated T-S control law
The objective is to adapt the gains K j of the controller (13) to the saturation limits and guarantee the stability of the closed loop system. The system (12) is written as a descriptor system using the augmented state x a (t) already defined
with E s given by (16) and
Theorem 1: There exists a static feedback controller (13) for a saturated input system (12) such that the system state converges toward an origin-centered ball of radius bounded by β s if there exists matrices P s
solutions of the following optimization problem (for i = 1, . . . , 3 n u and j = 1, . . . , n) min
s.t. (24)(see next page) with
The gains of the controller are given by
Proof: Let us define the quadratic Lyapunov function
From (16) and (27), the matrix P s is chosen as follows, with
From equations (21) and (26), the time derivative of the Lyapunov function is given bẏ (29) is bounded as followṡ
Since Σ 1s i j and Σ 3s i j > 0, from equation (31) with the convex sum property (2),V (t) < −ε s x a 2 2 +δ s . It follows thaṫ V (t) < 0 for 
it follows that
meaning that all eigenvalues of (−Q s i j ), including ε s , are bigger then 1/β s . Thus 1/ε s < β s and the radius δ s ε s is bounded by β s .
Remark 1: It is important to highlight that the saturation may cause a performance degradation of the nonlinear system and even destabilizes it. However, with the proposed
static controller, its stability is ensured. Note that if the submodels are initially unstable, the proposed approach is not suitable for this case since the LMI conditions can not be fulfilled. In order to improve the obtained results and relax the sabilization constraint, the dynamic output feedback control is proposed in the following section.
V. DYNAMIC OUTPUT FEEDBACK CONTROLLER: A DESCRIPTOR APPROACH
The objective is now to design a stabilizing dynamic output feedback control ensuring the stability of the system, even in the presence of control input saturation. The solution is obtained by representing the saturation as a T-S system and by solving an optimization problem under LMI constraints.
A. Nominal control law
In order to stabilize the system (1) at the origin, let us consider a dynamic output feedback controller defined by:
Once again, the descriptor approach is applied.
Considering the augmented state vector x a (t) = x T (t) x T c (t) u T (t) y T (t)
T , from equations (1) and (38), it follows
with E d = diag(I 2n x , 0 n u +m ) and
From (42) and (40), the matrix P is chosen as
The time derivative of the Lyapunov function is given bẏ
To ensure the stability of (39), the conditions to satisfy, for the nominal case, are given by (46) (for j = 1, . . . , n) with
B. Saturated T-S control law
The objective is now to design the dynamic controller (38) to guarantee the stability of the saturated system (12) according to the saturation limits. Considering the previous augmented state vector x a (t), from equations (12) and (38), the closed loop system is given by:
Theorem 2: There exists a dynamic feedback controller (38) for a saturated input system (12) such that the system state converges toward an origin-centered ball of radius bounded by β d if there exists
solutions of the following optimization problem (for i = 1, . . . , 3 n u and j = 1, . . . , n)
s.t. (50) (see next page) with
The gains of the controller (38) are given by
Proof: Let us define the Lyapunov function
To satisfy this condition, the matrix P d is then chosen
with 
with Q d i j defined in the same way as Q s i j was. The stabilizing conditions are linearized and given by (50). As the weighting functions satisfy (2) and Σ 1d i j , Σ 2d i j > 0, if (50) holds, and x a 2 2 > δ d ε d , thenV (x(t)) < 0, implying that x a (t) converges to an origin-centered ball of radius
Similarily to what is done in the proof of theorem 1, the radius of the ball is bounded by β d due to (50) and (49).
VI. NUMERICAL EXAMPLE
This section is devoted to the comparison of the results obtained with the nominal controller and with the proposed controller, both in the static (13) and dynamic cases (38).
Let us consider system (11) with n = 2, D 1 = D 2 = 0 0 and
(56) The input is subject to the following saturations u max = 0.3, u min = −0.3. The weighting functions depend on the output and are defined as follows For the proposed example, the control goal is to ensure the state trajectory convergence to the origin in spite of the input saturation. One can observe from the depicted figures that the results are slightly better for the dynamic controller with the proposed T-S approach. It can be noted that using the dynamic controller allows to decrease the radius of the ball in which the state convergence is ensured. Moreover, the numerical results are β s = 15.09 and β d = 9.46. To analyse the results in the four situations, the following comparison criteria are selected: the fall time of the state variables x 1 and x 2 denoted t 1 and t 2 respectively that are to be minimised, the energy of each output denoted E y 1 and E y 2 respectively (E y i = t f 0 y 2 i (t)dt) to be minimized; the contol input energy denoted E u (E u = t f 0 u T (t)u(t)dt)). The results are displayed in the following table, where case 1 refers to the nominal closed loop system without saturation, case 2 refers to nominal closed loop system with saturation, case 3 and case 4 respectively refer to the proposed static and dynamic T-S approach. The proposed T-S controller design approach not only ensures the stability of the closed-loop system, but also compensate the saturation effect by adding more energy to the control input.
VII. CONCLUSIONS
Using the T-S approach to describe both the nonlinearities and the input saturation, a nonlinear system with saturated actuator(s) can be represented with a T-S model. This unified representation allows to deal with these difficulties and to synthesize an output feedback controller which gains depend on the saturation bounds. The solution of this problem is based on the Lyapunov theory using the descriptor approach and is expressed in terms of LMI. Two output feedback controllers were synthetized, a static controller and a dynamic one. The dynamic controller was considered in order to increase the number of degrees of freedom in the design and improve the control performances.
