Abstract. For each element X of codimension two of the intersection lattice of a hyperplane arrangement we define a differential logarithmic 1-forms tax with poles along the arrangement. Then we describe the class of arrangements for which forms wX generate the whole module of the logarithmic 1-forms with poles along the arrangement. The description is done in terms of linear relations among the functionals defining the hyperplanes. We construct a minimal free resolution of the module generated by wx that in particular defines the projective dimension of this module. In order to study relations among wx we construct free resolutions of certain ideals of a polynomial ring generated by products of linear forms. We give examples and discuss possible generalizations of the results.
Introduction
Let A be an arrangement of n (linear) hyperplanes in an l-dimensional linear space V over an arbitrary field F (an l-arrangement). 
, O P ( V ) = OP[V] xs (S).
Clearly all the modules Op( V) can be graded by the degrees of coefficients at elements of the natural bases.
The modules of logarithmic differential forms with poles along a divisor were defined by Deligne [2] for a divisor with normal crossings and by Saito [9] for an arbitrary divisor. The following specialization of these modules to the union of hyperplanes (and to the category of S-modules) became the subject of extensive studies in arrangement theory. Put Op(A) = {o e Op(V) \ Qw e Q P [ V ] , Qdw e O p + 1 [ 
V ] } and call it the S-module of logarithmic p-forms with poles along A. Under the condition 77 = Qo e Op[V] the condition Qdo e OP+1[V] is equivalent to daH A aH A n e aHOp+1[V] for every H e A.
The structure of modules O p ( A ) is known to certain extent for some classes of arrangements. For generic arrangements (i.e., in the case where every l forms aH are linearly independent) certain free resolutions of these modules were constructed by Rose and Terao in [8] . If A is just r-generic (3 < r < l -1), i.e., every r forms aH are linear independent, then Ziegler [14] announced that every module O P ( A ) with p < r -2 was generated by the exterior products of the forms daH. He proved this for r = 3 and even constructed a resolution of the module O 1 (A). For r > 3 a complete proof was given by Lee [5] . Another class of arrangements that has been studied is the class of free arrangements, i.e., arrangements A for which O 1 (A) is a free S-module. Then every module O P (A) is free that is equivalent to the fact that this module is generated by ( l p ) elements. Explicit bases for O l-1 (A) have been found in [3] for certain subclasses of free arrangements. Let us focus our attention now on O 1 (A), the module that often defines the structure of all modules O p (A). The forms daH belong to this module and according to [14] generate the whole module if and only if A is 3-generic. Introducing the intersection lattice L = L(A), i.e., the set of all intersections of hyperplanes from A ordered opposite to inclusion, we can view daH as the forms corresponding to the atoms of L. For A that is not 3-generic it is natural to look for forms in O 1 (A) that correspond to the elements X of L of codimension 2, i.e., the intersections of pairs of hyperplanes from A. Then the natural question arises for what arrangements these forms generate the whole module.
In this paper, for each X e L of codimension 2 we define a unique (up to a constant) form ox e O l (A) and describe the class of arrangements for which these forms together with the form dx 1 generate O 1 (A). This class is given by the condition that for any subset B C {aH | H € A} of rank 3 all linear relations of length 3 among a H e B are linearly independent (see Theorem 3.1). Naturally this class includes all the 3-generic arrangements since they do not have linear relations of length 3 at all. This class can be viewed as the collection of general position central arrangements using a weaker definition of the general position than the usual one. We also find a minimal free resolution of the module O 1 (A) for A from this class. In fact we construct a minimal free resolution of the module generated by the forms O X for any arrangement (see Theorem 2.9) . In order to find all the relations among these forms we need to resolve certain ideals of S generated by products of linear forms. This is done in Section 1 (see Theorem 1.3). In Section 4, we give examples and suggest possible generalizations of the main results of the paper.
Besides the notation introduce above we will use the following. The lattice L is ranked by codimension of its elements in V. Denote the rank of L by m. Clearly m is the dimension of the subspace W of V* generated by all a H whence m < l. If m = l (equivalently U HeA H = 0) then A is called essential. If A is not essential we will always assume that a basis (x 1 ,..., x l ) in V* is chosen so that x 1 x m are among aH and thus form a basis in W. The forms a H define an essential m-arrangement A 1 in W*. It is easy to compute (e.g., cf. [10] HeAx a H , and n x = Qx.
Polynomial ideals generated by products of linear forms
Let A be an l-arrangement. With every nonempty A C L we associate the (homogeneous) ideal J( A) of S generated by {p x | X e A}. Clearly J( A) does not change if one substitutes for A the subset of all maximal elements of A. Thus without loss of generality we can assume that all elements of A are pairwise incomparable. The goal of this section is to exhibit a minimal free resolution of the graded S-module J (A).
Denote by K> ZI (recall that all the complexes under consideration are subcomplexes of K so it is possible to add them). Again it suffices to consider the general case where k > 0 since otherwise the result is immediate.
In the general case we need to study K >z . For that we define two posets. The poset P\ consists of all ordered by inclusion nonempty subsets a of A such that V a X > Z i for some i. The poset P 2 is the subposet of L op defined by
Define the order preserving map p:
\V n X > Z} that is the poset with the unique maximal element A z and thus contractible. Thus by [7] p is a homotopy equivalence. Now consider two cases. If Y e P 2 (i.e., Ay #t) then F is the greatest element of P 2 whence P 2 is contractible. Then P 1 is contractible also.
Suppose Y e P 2 . Then Hj(P1) = 0 for i > rank Y -1 since the length of any linearly ordered set in P 2 is smaller than rankY. In any case since K >z is homotopy equivalent to the order complex of P 1 we have Hi(K >z ) = 0 for i > rankY -1. Applying the homology long exact sequence corresponding to the short exact sequence (1). Because of the restrictions on the generators a and t these factors are again non-zero whence the multiplication preserves the ranks of the differentials. According to Lemma 1.1 the complex KZ is exact in dimension greater than or equal to l -dim Y. This implies that for k > codim Y at least one minor of size rank dk of the matrix of dk is not annihilated at x or, in other words, x does not belong to the variety of the Fitting ideal I k of d k . Thus the variety of Ik lies in the union of elements of L of codimension greater than k. Extending F to an algebraically closed field and applying the Hilbert Nullstellensatz one sees that any prime ideal containing I k contains at least k + 1 linearly independent forms a H (H e A). Thus depth I k > k + 1 which is the condition (a) of [6] . This completes the proof of the theorem. D Proof: Let A = L(2) and consider the resolution K of J(A). Since (px)x e Ker d 0 = Im d 1 we have E xeA pxX=E{X, Y}CA cxx(GxX -QyY) for some CXY e S where a xy = a H if ,Ax n Ay = {H} and a xy = 1 if Ax n Ay = t. Comparing the coefficients of X we obtain the result. D
Remark 1.5 Since ideal J = J(A)
is homogeneous one can consider its Hilbert series P(J, t) or the polynomial p(J, t) where P(J, t) = p(J,t). Then Theorem 1.3 gives
A free resolution of a module of logarithmic forms
In this section we define certain canonical logarithmic 1-forms with poles along A and construct a minimal free resolution of the module generated by these forms.
To make the notation simplier let us agree that any time when we use a lower or an upper index for H e A we use the same index for a H . For instance, we linearly order A and use a i for a HI . We will always assume that a i = X i for i = 1,..., m. For every X e L(2) we denote by H 1 x , H 2 x the first two elements from Ax in this ordering.
Recall that O 1 = O 1 (A) is the S-module of all logarithmic 1-forms with poles along A. For each X e L(2) we define the form OX by One checks easily that ox e O 1 . Also if one changes the ordering, i.e., uses other a 1 , a' 2 from Ax in the definition of ox, then ox is multiplied by the determinant of the transition matrix from the basis (a 1 x ,a x 2 ) to the basis (a 1 ,a 2 ) of AnnX C V*. In particular the S-module O 1 (A) generated by all the ox (X e L(2)) does not depend on the ordering of A. Since each O X is homogeneous in the natural grading of O 1 (V) the module O 1 (A) has the structure of a graded S-module.
In the rest of the section the elements X of L with X C H 1 will play a special part. 
In particular C i is the linear space spanned by all i + 1-element subsets of A, each lying in AX for some X e L(2). Let z = E 1<i<j<n C ij (H i ,H j } be a 1-cycle in C. Every 2-element set {H i , H j } defines X ij = H i C H j e L(2). We define r 1 (z) e E 0 by where Q ij = Qx ij and Ay is the determinant of the transition matrix from (a 1 x , a 2 x ) to (a i ,a j ) for X = X ij . From now on for any z € H 1 (C) we put r 1 (z) = r 1 (z) where z is an arbitrary cycle from the class z. Now let A: C0 -> V* be the linear map sending H € A to aH and R = R(A) = KerX, i.e., R is the space of all F-linear relations among aH. Also let R 0 be the subspace of R generated by all the relations of length 3 that include x 1 . According to the convention above each of these relations is a scalar multiple of for some non-zero c e F.
For 2 (sx e S) such that in the representation q -q 1 -q 2 = Ex e x X we have e x # 0 only if x i e A x for some i, 2 < i < m. For such an X we have w x = fx(dxi -dx1) for some rational function fx. Since dxi are linearly independent over S we have q -q1 -q2 = 0 whence q € K 1 + K 2 . This completes the proof. D
Corollary 2.4 Put E\ = (H 1 (C) + R)x F S and define the S-linear map P 1 : E 1 -> E 0 via p 1 (z) = r 1 (z)for every z e H 1 (C) and p 1 (p) = r 2 (p) for every p e R. Then is exact.
The result follows directly from Theorem 2.3. Our next goal is to study Ker P 1 . First of all it is convenient to choose a specific basis of H 1 (C). For every X e L(2) such that X c H 1 and for every H D X, H # H 
Lemma 2.5 The classes z(X, H)form a basis of H 1 (C).

Proof: First of all let us compute dim H\ (C). One of many ways to do this is to use the Euler characteristic of the graph L(1) U L(2) that coincide with the Euler characteristic of C.
We have dim H 1 (C) = £ XeL(2) (mx -1) -(n -1) = £ XeL (2) .xcH1(mx -1) where m x = \Ax\-Since on the other hand this is the number of classes z(X, H) it suffices to prove that they generate H 1 (C) . But this follows easily from the fact that each 2-subset of A belongs to C 1 .
Now we put RX = R(Ax) for every X e L(2) and notice that R x C R. The equality (2.
9) implies that s(X, H) = s'(X, H)a H for some s'(X, H) e S such that of S-modules and their homomorphisms is a free resolution of O l (A).
Proof: Modulo Corollary 2.4 and Theorem 2.7 we need to prove only that P2 is injective.
For that let us compute the ranks (over S) of the modules in (2.13). Put N = |L(2)| and recall that m x = \Ax I for every X e L (2) . Then it is easy to see that
Theorem 2.8 The sequence
Since besides s 1 e Ker P 1 and P 1 = r2 x 1s on R x S we have by Lemma 2.2(iii) that s 1 e R 0 x S. Thus s 1 can be represented as a linear combination (over S) of p(tx) where X c H 1 and tx e R x which completes the proof. Theorem 2.7 justifies the following construction. Put £ 2 = +xeL(2)Rx x S and define an S-linear map P 2 : E 2 -> £ 1 via P 2 (t) = p(t) for every t e +xRx. Now we are able to prove the main result of this section. (ii) To prove the minimality of the sequence (2.14) let us notice that this sequence can be made into a sequence of graded S-modules and homogeneous homomorphisms (with the natural grading on O 1 (A)). One way to do this is to put degX = n -mx, degz = 0, deg u = 1, and deg t = 0 for every X e L(2), z € H 1 (C), u e U, and t e T. Thus not only all the maps p i become homogeneous but also all entries of their matrices in the natural bases have positive degrees. Then the minimality of (2.14) follows from a well-known criterion (e.g., see [11, p. The main goal of this section is to prove the following result.
Theorem 3.1 The equality holds if and only if T (Ay) = 0 for every Y e L(3).
Notice that for an essential arrangement (3.1) means that all the forms wx together with dx 1 We will need the following lemma whose proof appeared first in [1, Lemma 3.3.7] . The following result shows that the property (3. 
Examples and possible generalizations
In order to make the condition of Theorem 3.1 more understandable we consider several examples. The first one is the simplest example of a 3-arrangement A with T(A) = 0. Example 4.1 Let A be given by the functionals (essentially, A is the braid 4-arrangement or the reflection arrangement of type A 3 ). Recall that R is the space of all linear relations among the functionals, i.e., the kernel of the map C 0 -> V* sending H to a H . Here the space C 0 is 6-dimensional (according to the number of hyperplanes) and the space V* is 3-dimensional. Since besides the functionals a H generate the whole V* we have dim R = 3. On the other hand, there are 4 elements X i (i = 1,..., 4) of L(2) that can be described by the respective arrangements A Xi as For each of those X i there is a unique (up to a constant) linear relation among the functionals, i.e., dim R xi = 1 for every i (every other X e L(2) has R X = 0). Since R is generated by relations of length 3, the map c: ®R x -> R is surjective, and thus dim T = 1. More explicitly, the following elements generate the images of R xi in R (the functionals are enumerated in the order they are introduced). These elements are subject to the relation which corresponds to a generator of T.
In any way, since T = 0 the forms cox do not generate c To show this we can use an example from [13] . Example 4.3 Suppose that char( F) = 0 or is sufficiently large. Define two 3-arrangements A 1 and A 2 by the seven common functionals a 1 = x, a 2 = y, a 3 = z, a 4 = x + y + z, a 5 = 2x + y + z, a 6 , = 2x + 3y + z, a 7 = 2x + 3y + 4z and by the two more a= = 3x + 5z, a 9 = 3x + 4y + 5z for A 1 and a 8 = x + 3z, a 9 = x + 2y + 3z for A 2 .
For each A i there are 6 relevant X e L(2), for each of those X we have dim R x = 1, and the images of R X in R are generated by for A\ and for A 2 . One can easily see that while the elements (4.1) are linearly independent, there is a unique (up to a constant) relation among the elements (4.2). In other words T(A 1 ) = 0 while dim T(A 2 ) = 1. On the other hand, the one-to-one correspondence between A 1 and A 2 given by the enumeration of the functionals generates an isomorphism between their intersection lattices.
Notice that there is another principle difference between A 1 and A 2 : while A 1 is a formal arrangement, i.e., the map c: ®R x -> R is surjective, A 2 is not formal. If we restrict our consideration to the class of formal arrangements then the condition of Theorem 3.1 becomes combinatorial. More precisely the following proposition follows easily from Theorem 3.1. There are at least two directions in which it would be natural to try to generalize the results of this paper. 
