Whereas deep neural network (DNN) is increasingly applied to choice analysis, it is challenging to reconcile domain-specific behavioral knowledge with generic-purpose DNN, to improve DNNs interpretability and predictive power, and to identify effective regularization methods for specific tasks. This study designs a particular DNN architecture with alternative-specific utility functions (ASU-DNN) by using prior behavioral knowledge. Thereby, it provides a solution to address all these challenges. Unlike a fully connected DNN (F-DNN), which computes the utility value of an alternative k by using the attributes of all the alternatives, ASU-DNN computes it by using only k's own attributes. Theoretically, ASU-DNN can dramatically reduce the estimation error of F-DNN because of its lighter architecture and sparser connectivity, although the constraint of alternative-specific utility could cause ASU-DNN to exhibit a larger approximation error. Empirically, ASU-DNN has 2-3% higher prediction accuracy than F-DNN over the whole hyperparameter space in a private dataset that we collected in Singapore and a public dataset in R mlogit package. The alternative-specific connectivity constraint, as a domain-knowledgebased regularization method, is more effective than the most popular generic-purpose explicit and implicit regularization methods and architectural hyperparameters. ASU-DNN is also more interpretable because it provides a more regular substitution pattern of travel mode choices than F-DNN does. The comparison between ASU-DNN and F-DNN can also aid in testing the behavioral knowledge. Our results reveal that individuals are more likely to compute utility by using an alternatives own attributes, supporting the long-standing practice in choice modeling. Overall, this study demonstrates that prior behavioral knowledge could be used to guide the architecture design of DNN, to function as an effective domain-knowledge-based regularization method, and to improve both the interpretability and predictive power of DNN in choice analysis.
Introduction
For decades, choice analysis has been an important research area across economics, transportation, and marketing [33, 5, 20] . Whereas discrete choice models were traditionally used to analyze this question, recently researchers have become increasingly interested in applying machine learning (ML) methods such as deep neural network (DNN) to analyze individual choices [26, 39, 53] .
Whereas DNN has revealed its extraordinary predictive power in the tasks such as image recognition and natural language processing, its application to demand analysis is still hindered by at least three problems. First, as DNN gradually permeates into many domains, it is unclear how generic-purpose DNN classifiers can be reconciled with domain-specific knowledge [29, 30] . Whereas researchers in the ML community generally admire the effectiveness of automatic feature learning in DNN [29] , heated debate continues with regard to the extent and manner in which domain knowledge can be used to improve ML models to solve domain-specific problems more efficiently [30] . Because DNN is a significantly complicated generic-purpose model, its interpretability is generally considered to be low [31, 27] . Whereas it is relatively straightforward to apply DNN to forecast demand, researchers have been able to obtain very limited policy and behavioral insights from DNN until now. Morevoer, even prediction itself can be challenging, because DNN with high dimensionality could straightforwardly overfit data. To guarantee a high out-of-sample performance, it is critical to design effective regularization methods and DNN architectures. Whereas many recent progresses were achieved by creating novel DNN architectures, the procedure of designing deep architecture is still ad hoc without systematic guidance [56, 34] . These three challenges, including the tension between domain-specific and generic-purpose knowledge, lack of interpretability, and challenge of identifying effective regularization and architecture, are theoretically important and empirically crucial for applying DNN to any specific domain.
To address these problems, this study demonstrates the use of behavioral knowledge for designing a novel DNN architecture with alternative-specific utility functions (ASU-DNN), thereby improving both the predictive power and interpretability of DNN in choice analysis. We first elaborate on the implicit interpretation of random utility maximization (RUM) in DNN, framing the question of DNN architecture design as one of utility specification. This insight results in the design of the new architecture design of ASU-DNN. Herein, the utility of an alternative depends on only its own attributes, as opposed to a fully connected DNN (F-DNN) in which the utility of each alternative is the function of all the alternative-specific variables. By using statistical learning theory, we demonstrate that this ASU-DNN architecture can reduce the estimation error of F-DNN owing to its sparser connectivity and fewer parameters, although the approximation error of ASU-DNN could be higher. We further apply ASU-DNN, F-DNN, and other nine benchmark ML classifiers to predict travel mode choice by using two datasets, referred to as SGP and TRAIN in this study. The SGP dataset was collected in Singapore in 2017, and the TRAIN dataset is initially from the mlogit package in R. Both the datasets focus on the travel mode choice as the dependent variable. Our results demonstrate that ASU-DNN exhibits consistently higher prediction accuracy than F-DNN and the other nine classifiers in predicting travel mode choice over the whole hyperparameter space. The alternative-specific connectivity design in ASU-DNN can also be considered as a domain-knowledge-based regularization, unlike generic-purpose regularization methods such as explicit and implicit regularization methods and other architectural hyperparameters. Our results reveal that the domain-knowledge-based regularization is more effective than the generic-purpose regularization methods in terms of improvements in the prediction performance.
Finally, we interpret the substitution pattern of the travel mode alternatives in ASU-DNN by using sensitivity analysis and demonstrate that ASU-DNN is also more interpretable than F-DNN owing to its more regular and intuitive choice probability functions. Overall, the prior knowledge of alternative-specific utility function can be used to simultaneously address the three challenges of DNN applications by compromising generic-purpose DNN and domain-specific behavioral knowledge, improving the predictive power and interpretability of black box DNN, and functioning as an effective domain-knowledge-based regularization method.
Broadly, this study indicates a new research direction of injecting behavioral knowledge into DNN to adjust DNN architectures specifically for choice analysis. This direction advances domainspecific behavioral knowledge to DNN models, as opposed to the other direction of simply applying various DNNs to choice analysis adopted by most recent studies in the transportation domain. Our research direction is feasible because the behavioral knowledge used in traditional choice modeling has a counterpart in DNN architecture. Specifically, the substitution pattern between alternatives can be controlled by the connectivity of DNN architecture, and vice versa. From an ML perspective, behavioral knowledge can function as domain-knowledge-based regularization, which could better fit domain-specific tasks than generic-purpose regularizations do. Because the alternative-specific utility function is only a minute piece of behavioral knowledge among many, future studies could examine others to explore and create more noteworthy DNN architectures for choice analysis.
The paper is organized as the follows: The next section reviews relevant studies about DNNs applications, interpretability, and regularization methods. Section 3 focuses on three theoretical aspects: the relationship between RUM and DNN, architecture design of ASU-DNN, and estimation and approximation error tradeoff between ASU-DNN and F-DNN. Section 4 focuses on the experiments, discussing the prediction accuracy, effectiveness of domain-knowledge-based regularization, and interpretability of ASU-DNN. Section 5 presents the conclusions of our study.
Literature Review
Individual decision-making has been an important topic in many domains, including marketing [20] , economics [33] , transportation [5, 49] , biology [46] , and public policy [10] . In recent years as ML models permeated into these domains, researchers started to use various classifiers to analyze how individuals take decisions [39, 26] . In the transportation domain, Karlaftis and Vlahogianni (2011) [26] summarized the transportation fields in which DNN models are used, including (1) traffic operations (such as traffic forecasting and traffic pattern analysis); (2) infrastructure management and maintenance (such as pavement crack modeling and intrusion detection); (3) transportation planning (such as in travel mode choice and route choice modeling); (4) environment and transport (such as air pollution prediction); (5) safety and human behavior (such as accident analysis); and (6) air, transit, rail, and freight operations. Recently, many studies applied SVM, decision tree (DT), RF, and DNN to predict travel behavior, automobile ownership, traffic accidents, traffic flow, or even travelers' decision rules [41, 38, 45, 39, 11, 40, 32, 57, 12] . However, nearly all of these studies apply certain generic-purpose ML models to solve domain-specific transportation problems, but none of them explored how domain-specific knowledge could be used to improve generic-purpose ML models for specific tasks.
The balance between generic-purpose DNN classifiers and domain-specific knowledge is also a general challenge to the application of DNN to any specific domain. On the one hand, DNN is effective owing to its generic-purpose and automatic feature learning capacity [29, 6] . For example, the hyperparameters and architecture in feedforward neural network such as ReLU activation functions can be widely used regardless of the differences between natural language processing (NLP), image recognition, and travel behavioral analysis [28, 48] . On the other hand, a few studies indicate that handcrafted features could still aid in constructing DNN models [30] . In fact, certain domain-specific knowledge is generally involved in DNN modeling. For example, the use of max pooling layer or data augmentation in CNN relies on our domain-specific understanding of images, such as their invariance properties [19] .
Another challenge to DNN application is DNN's lack of interpretability, which is caused by its complex model assumptions [31, 15] . The interpretability of DNN is particularly important for reasons such as safety, transparency, trust, and construction of new knowledge [17, 9] . The majority of the ML studies applied to the transportation field focus exclusively on prediction, which is valid because ML models were initially designed for prediction [37, 42, 55, 38, 21] . Prediction-driven ML models differ significantly from the classical choice models, which are both predictive and interpretable [33] . However, to describe DNN as totally a black-box may be biased because many recent studies have demonstrated various methods of interpreting DNN. These methods could be categorized broadly into two: ex-ante interpretation [43] (which improves interpretability before model building) and post-hoc interpretation (which focuses on extracting information after model training) [15] . For example, CNN can be interpreted in a post-hoc manner by visualizing the semantic contents in image recognition tasks [58] . In choice analysis, it appears feasible to post-hoc interpret DNN [7, 35, 53] . However, how to introduce prior knowledge into DNN in an ex-ante manner remains unclear.
Even only for prediction, it is significantly challenging to design effective regularization methods and DNN architectures. The regularization methods in DNN consist of explicit and implicit ones, and recent studies reveal that explicit regularizations such as l 1 and l 2 penalties may not effectively aid in the generalization of DNN [56] . New DNN architectures could also aid in improving DNN performance. Recent studies either manually design new architectures (such as AlexNet [28] , GoogleNet [48] , and ResNet [22] ) or automatically search for novel architectural design by using Gaussian process, reinforcement learning, or other sequential modeling techniques [47, 25, 59, 16] .
However, most architecture designs are ad hoc explorations without systematic guidance, and the final DNN architecture identified through automatic searching is not interpretable.
Theory

Random Utility Maximization and Deep Neural Network
There are two types of inputs in choice modeling: alternative-specific variables x ik and individualspecific variables z i . Using travel mode choice as an example: x ik could be the price of different travel modes, and z i represents individual characteristics, such as income and education. i ∈ {1, 2, ...N } is the individual index, and k ∈ {1, 2, ...K} is the alternative index. Let B = {1, 2, ...
The output of choice modeling is individual i's choice, denoted as y i = [y i1 , y i2 , ...y iK ]. Each y ik ∈ {0, 1} and k y ik = 1. RUM assumes that the utility of each alternative is the sum of the deterministic utility V ik and random utility ik :
Individuals select the maximum utility out of K alternatives. The probability that individual i selects alternative k is
Assuming that ik is independent and identically distributed across individuals and alternatives and that the cumulative distribution function of ik is F ( ik ), the choice probability
The following two propositions demonstrate how DNN and RUM are related. The proof of the two propositions is available in Appendix I. Proposition 1. Suppose ik follows the Gumbel distribution, with probability density function equals to f ( ik ) = e − ik e −e ik and cumulative distribution function equals to F ( ik ) = e −e ik . Then, the choice probability P ik takes the form of the Softmax activation function
The proof is available in many choice modeling textbooks [49, 5] .
Proposition 2. Suppose that Equation 3 holds and that choice probability P ik takes the form of Softmax function as in Equation 17 . If ik is a distribution with the transition complete property, ik follows the Gumbel distribution, with F ( ik ) = e −αe − ik .
The proof is available in lemma 2 of McFadden (1974) [33] . Formally, V ik in F-DNN follows:
m is the number of layers of DNN; g l (t) = ReLU (W T l t) and ReLU (t) = max(0, t). It is important to note that V ik = V (z i ,x i ) implies that the utility of an alternative k is the function of the attributes of all the alternativesx i and the decision maker's socio-economic variables z i . Equation 4 illustrates that V ik becomes alternative-specific only in the final layer prior to the Softmax function when w k is applied to Φ(z i ,x i ).
Architecture of ASU-DNN
This utility insight enables us to design a DNN architecture with alternative-specific utility function, which is commonly assumed in choice models. Figure 2 shows the architecture of ASU-DNN. Herein, each alternative-specific x ik and individual-specific z i undergo transformation first, and z i enters the pathway of x ik after M 1 layers. As a result, the utility of each alternative becomes only a function of its own attributes x ik and of the decision maker's socio-demographic information z i . This ASU-DNN dramatically reduces the complexity of F-DNN, while still capturing the heterogeneity of the utility function, which varies with the decision makers' socio-demographics. ASU-DNN could be considered as a stack of K subnetworks, interacting with socio-demographics z i . In addition, this alternative-specific utility is equivalent to the constraint of independence of irrelevant alternative (IIA) in this DNN setting. This is because the ratio of the choice probabilities of two alternatives no longer depends on other irrelevant alternatives. Formally, the utility function in ASU-DNN becomes
This ASU-DNN architecture can potentially address the three challenges mentioned at the beginning of this work. First, this architecture is a compromise between domain-specific knowledge and a generic-purpose DNN model. On the one hand, the design permits only alternative-specific connectivity based on the utility theory, whereby the meta-architecture is handcrafted. On the other hand, the fully connected layers in ASU-DNN exploit the automated feature learning capacity of DNN. Therefore, the sub-network in ASU-DNN still uses the power of DNN as a universal approximator [13, 24, 23] . Secondly, this alternative-specific connectivity design renders ASU-DNN more interpretable than F-DNN owing to the underlying utility theory. The two architectures in Figures 1 and 2 are associated with different behavioral mechanisms. F-DNN implies that the utility of each alternative depends on the other alternatives. A good example is the referencedependent utilities: when people use the market average price as a reference point, the utility of an alternative depends directly on other alternatives [54, 14] . Meanwhile, the baseline utility theory indicates that the utility of an alternative depends on only the attributes of that alternative.
Hence the comparison between the two architectures could be considered as a test between two behavioral mechanisms. Thirdly, F-DNN has substantially more parameters than ASU-DNN does.
When both the DNN architectures have 10 layers and approximately 600 neurons in each layer, F-DNN has approximate three million parameters, whereas ASU-DNN has 0.5 million. Therefore, the alternative-specific connectivity design could be considered as a sparse architecture that regularizes DNN models. However, to formally evaluate the effectiveness of this regularization, the statistical learning theory is required to discuss the tradeoff between the approximation and estimation errors, as shown in the next section.
Estimation and Approximation Error Tradeoff Between ASU-DNN and F-DNN
It is not true that ASU-DNN could always outperform F-DNN. This is because any constraint applied to DNN could potentially cause misspecification errors. Let F 1 and F 2 denote the model family of ASU-DNN and F-DNN; usef 1 andf 2 to denote the estimated decision rules from ASU-DNN and F-DNN, and f * to denote the true data generating process (DGP). The Excess error is:
where L = E x,y l(y, f (x)) is the expected loss function and S represents the sample {x i ,
, the best function in function class F to approximate f * . The excess error measures the average out-of-sample performance difference between the estimated functionf and the true model f * . The excess error can be decomposed as an estimation error
And an approximation error 
This is intuitive because f * 
i is the Rademacher random variable, taking values {−1, +1} with equal probabilities.
Proposition 3. The estimation error of an estimatorf can be bounded by the Rademacher com- ThenR
Remarks on Proposition 4: 
Proposition 4 indicates that the estimation error of DNN is a function of the depth D,
Frobenius norm of each layer M F (j), diameter of x, and sample size N .
3. Unlike traditional results based on VC-dimension [50, 4] , this upper bound relies on the norm of coefficients in each layer, which can be controlled by l 1 or l 2 regularizations, rather than the number of parameters.
4. Suppose the width of DNN is T and each entry in W j is at most c. The upper bound of F-DNN (F 2 ) in Proposition 4 can be re-expressed as:
Proposition 5. Suppose ASU-DNN has a total depth D over the domain X , wherein each entry in the matrix W j is at most c and the width T = KT x . K is the number of alternatives in each choice scenario and T x is the width of each sub-network 1 . With ReLU activation functionŝ
Remarks on Proposition 5: setting is similar to the IIA constraint, the large approximation error of ASU-DNN could be equivalently framed as a problem of IIA being too restrictive. This drawback appears unavoidable in the approach wherein DNNs interpretability is improved ex-ante. This is because any prior knowledge may be too restrictive in reality. However, compared to classical choice modeling methods that rely exclusively on handcrafted feature learning, misspecification in ASU-DNN is less problematic because it is robust to utility specification conditioning on the alternative-specific utility constraint.
In addition, Equations 13 and 14 indicate that the estimation error gap between ASU-DNN and F-DNN could reduce as the sample size increases. Overall, the trade-off between ASU-DNN and F-DNN involves complex dynamics between true models, sample size, number of alternatives, and regularization strength. To compare their performance, we need to apply them to real choice datasets.
Setup of Experiments
Datasets
Our experiments are based on two datasets, an online survey data collected in Singapore with the aid of a professional survey company and a public dataset in R mlogit package. They are 
Hyperparameter Space and Searching
A challenge in the comparison between the two DNN architectures is the large number of hyperparameters, on which the performance of DNN largely depends. To address this challenge, we specified the hyperparameter space and searched randomly within this space to identify the DNN configurations with a high prediction accuracy [8] . The empirical risk minimization (ERM) is
in which w represents parameters; w h represents hyperparameters; l() is the cross-entropy loss function, and γ||w|| p represents l p penalty. Suppose w * minimizes E(w, w h ) conditioning on one specific w h . By randomly sampling w
h , we could identify the best hyperparameter w * h w * h = argmin
Appendix II summarizes the details of the hyperparameter space and the value ranges of all the hyperparameters. The hyperparameters consist of invariant ones, varying ones specific to F-DNN or ASU-DNN, and varying ones shared by F-DNN and ASU-DNN. The difference between F-DNN and ASU-DNN is referred to as alternative-specific connectivity hyperparameter, which plays a similar role as the other hyperparameters do because it changes the architecture of DNN, controls the number of parameters, and performs regularization. In total, 100 DNN models were trained, 50 each for the two DNN architectures.
Experiment Results
The result section consists of three parts. The first part compares the prediction accuracy of ASU-DNN, F-DNN, and the other nine ML classifiers. The second part evaluates how effective the alternative-specific connectivity is as a regularization method, as opposed to other genericpurpose regularization methods. The final part compares ASU-DNN and F-DNN in terms of their interpretability by visualizing their choice probability functions. The first part uses both SGP and TRAIN datasets, and the second and third parts focus only on the SGP dataset for simplicity. An outlier case is the top 1 model in the testing set of TRAIN; herein, the prediction accuracy of F-DNN is marginally higher than that of ASU-DNN. Nonetheless, it is evident that in nearly all the cases, ASU-DNN consistently performs higher than F-DNN does in the whole hyperparameter space. Table 1 : Prediction accuracy of all classifiers; MNL (l1 reg/l2 reg) represents a multinomial logit model with mild l1 or l2 regularization; SVM (Linear/RBF) represents for support vector machine with linear or RBF kernels; KNN 3 represents three-nearest neighbor classifier; decision tree is abbreviated as DT; quadratic discriminant analysis is as QDA. The DNN models outperform all the other classifiers.
Prediction Accuracy
Alternative-Specific Connectivity Design and Other Regularizations
We further examine whether the alternative-specific connectivity hyperparameter is more effective than the other hyperparameters, including explicit regularizations, implicit regularizations, and architectural hyperparameters. Figure 4 shows the results, with each of the subfigures depicting the comparison of a hyperparameter with the alternative-specific connectivity hyperparameter.
Explicit regularizations. Figures 4a and 4b show how the prediction accuracy varies with the alternative-specific connectivity hyperparameter and two hyperparameters of explicit regularizations: l 1 and l 2 penalties. The 2 − 3% prediction accuracy gain by ASU-DNN is retained across the different values of the l 1 and l 2 regularizations. When the l 1 penalty is smaller than 10 −5 and l 2 penalty is smaller than 10 −3 , ASU-DNN exhibits consistently higher prediction accuracy than F-DNN does. The l 1 and l 2 regularizations fail to aid in achieving a higher prediction accuracy by either ASU-DNN and F-DNN, as illustrated by the nearly flat maximum prediction accuracy curve when l 1 and l 2 values are small and a large decrease in the prediction accuracy as l 1 and l 2 increase, in both Figures 4a and 4b . In other words, the most commonly used l 1 and l 2 regularizations cannot aid model prediction, or at least they are less effective than the alternative-specific connectivity In all the subfigures, the x-axis represents the hyperparameter and the y-axis represents the prediction accuracy. The dashed lines connect the models with the highest prediction accuracy for each single value of the hyperparameter on the x-axis. The solid curves are the quadratic regression curves of prediction accuracy on the hyperparameter on the x-axis. The maximum prediction accuracy (dashed curves) is more important than the average accuracy (solid curves) because we target only top models rather than average models. The results for the validation set are available in Appendix III. Overall, ASU-DNN could outperform F-DNN regardless of the values of the other hyperparameters.
hyperparameter.
Implicit regularizations. Figures 4c, 4d , 4e, and 4f show the relationship between the alternative-specific connectivity hyperparameter and four implicit regularizations: learning rates, number of total iterations, size of mini batch, and batch normalization. These regularization methods are implicit because they are not explicitly used in the empirical risk minimization in Equation
15
, although they have impacts on model training through the computational process. Again, the prediction accuracy gain owing to the alternative-specific connectivity is highly robust regardless of the values of the other four hyperparameters: in all four figures, the dashed green curves are always placed higher than the dashed red curves are. In Figure 4c , Architectural hyperparameters. Figures 4g, 4h , and 4i compare the alternative-specific connectivity hyperparameter to three architectural hyperparameters: depth and width of DNN, and dropout rates. Similarly, the 2 − 3% prediction accuracy gain remains over approximately the whole range of the architectural hyperparameters. In Figure 4g , the green dashed line is consistently higher than the red dashed line for the majority of the M values (from three to ten). However, this result is not exactly true when the depth of DNN is very small or very large. It is worthnoting that the model performance increases dramatically from one-layer to three-layer ASU-DNN. This indicates that the IIA constraint is less restrictive than the linear specification of each alternative's utility conditioning on the IIA constraint. The maximum and average prediction accuracy of F-DNN form almost horizontal lines everywhere. Finally, in Figure 4i , whereas the prediction accuracy difference remains approximately 2 − 3% for most of the values of the dropout rate, this difference becomes approximately 10% when the dropout rate is larger than 0.1. The prediction accuracy of ASU-DNN increases marginally as the dropout rates increase, whereas that of F-DNN decreases. These results imply that the alternative-specific connectivity exerts an interaction effect of activating architectural hyperparameters, in addition to its first order effects of 2−3% prediction gain.
Interpretation of ASU-DNN
Whereas DNN is generally criticized as lacking interpretability, a method for interpreting DNN models is to visualize the choice probability function with respect to inputs. This method has been used in many studies [7, 35, 2, 44, 53] . Figure 5 shows how, following this method, the probabilities of selecting five travel modes vary with increasing driving costs in the Top 1 and 10 models, while holding all other variables constant at their empirical mean values.
The choice probability functions of ASU-DNN appear more intuitive than those of F-DNN for at least two reasons. The first difference between ASU-DNN and F-DNN is in the probability of selecting driving as the driving costs approach zero. ASU-DNN predicts that individuals exhibit 70% probability of selecting driving when driving costs become zero, whereas F-DNN predicts this probability being close to 100%. The latter value appears unreasonable because all the other variables including driving time is fixed as the mean value of the sample, resulting in the likelihood of the selection of alternative travel modes. The second difference is with regard to the substitution pattern between the five travel modes; specifically, F-DNN predicts that the probability of catching buses will decrease dramatically as the driving cost increases beyond $15, whereas ASU-DNN predicts that this probability will increase marginally. The substitute effect between driving and catching buses predicted by ASU-DNN appears to be more reasonable because the reason for the dramatic decrease in the probability of selecting buses as the price of driving increases is unclear.
Note that the substitution pattern of travel modes in ASU-DNN describes that individuals could switch from driving to the other modes in a proportional manner, which is similar to a standard multinomial logit model. This regularity in ASU-DNN is caused by the built-in alternative-specific connectivity design.
Conclusion
This study is motivated by the challenges in the application of DNN to choice analysis, including the tension between domain-specific knowledge and generic-purpose models, and the lack of interpretability and effective regularization methods. In contrast to most of the recent studies in the transportation domain that straightforwardly apply various DNN models to choice analysis, we demonstrate that the benefit could flow in the other direction: from domain knowledge to DNN models. Specifically, it is feasible to inject behavioral insights into DNN architecture owing to the implicit RUM interpretation in DNN. By using the alternative-specific utility constraint, we A caveat is the potentially large approximation error of ASU-DNN, because this constraint could be incorrect in reality. However, it is important to note that this problem exists in any modeling practice because any prior knowledge could be incorrect. The method of using prior knowledge in ASU-DNN is fundamentally different from that in traditional choice models. ASU-DNN starts with a universal approximator F-DNN as a baseline and builds downward F-DNN by using only a piece of prior knowledge (alternative-specific utility in this study) to reduce the complexity of F-DNN. In contrast, traditional choice modeling starts from scratch as a baseline and builds upwards a choice model by using all types of prior knowledge (e.g. linearity and additivity of utilities). The former is a significantly more conservative method of using prior knowledge. As a result, the downward-built models are more robust to the function misspecification problem.
Regardless of certain caveats, our results are promising because they present a solution to many challenges in DNN applications. More importantly, it indicates a new research direction of using utility theory to design DNN architectures for choice models, which could become more predictive owing to lower estimation errors and be more interpretable owing to the knowledge introduced into DNN as regularization. We consider that this research direction has immense potential because both utility theory and DNN architectures are exceptionally rich and active research fields. The alternative-specific utility connectivity is only a tiny piece among a vast number of insights in utility theory. Therefore, the immediate next steps could be to use more flexible utility functions (such as those in nested and mixed logit models) to design novel DNN architectures. Future studies could follow this thread of ideas to create more noteworthy and practical DNN architectures for choice analysis.
Proof of Proposition 1. This proof can be found in all choice modeling textbooks [49, 5] . With Gumbel distributional assumption, Equation 3 could be solved in an analytical way: Proof of Proposition 2. This proof can be found in lemma 2 of Mcfadden (1974) [33] . Here is a brief summary of the proof. Suppose that one individual i firstly chooses between alternative k and T alternatives j. Then according to Equations 3 and 17,
Suppose that the individual i chooses between alternatives k and alternative l in another choice scenario, and alternative l is constructed such that T e V ij = e V il . Then
By construction, Equations 18 and 19 are equivalent
Since F ( ) is transition complete, meaning that ∀a, Eh( + a) = 0 implies h( ) = 0, ∀ , it implies
Taking V ik = 0 implies F (−log T ) = e −αT . Taking V ik = log T − log L implies F (−log L) = F (log T /L) T . Hence F (log T /L) = F (−log L) 1/T = e −αL/T . Therefore, F ( ) = e −αe − . This is the function of Gumbel distribution when α = 1. 
