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ABSTRACT
This study utilizes the Regression, Exponential Smoothing, Census 
X-ll and Box-Jenkins techniques to simulate the historical time series 
on selected livestock and crop prices and quantities in Louisiana. The 
data period covered was from 1972 through 1983 for the monthly time 
series, and from 1924 through 1983 for the annual time series. The 
price and production situation for the selected time series was also 
reviewed for the period 1972-1983. The variability among and within the 
selected time series was also evaluated.
The methodology in this study provided a blend of economic and 
statistical frameworks. The economic framework provided the medium for 
explaining how the time series components - trend, seasonal, cyclical 
and irregular - contribute to the overall variation in any given time 
series. The statistical framework reinforced the economic framework 
quantitatively. It was evident from the review of the agricultural 
situation in Louisiana for the period 1972-1983 that both cyclical, 
seasonal and irregular factors have changed with the general trend 
underlying the agricultural series considered in this analysis. It was 
also found that over the years, livestock prices in Louisiana have had a 
larger relative variation than crop prices - except for sweet potatoes. 
Among the crops, soybean prices were the least variable.
By utilizing some measures of accuracy statistics to evaluate the 
ex-post forecast estimates generated by the forecasting techniques, it 
was found that the Box-Jenkins technique consistently out-performed the
other techniques. For seasonal adjustment purposes, the Census X-ll and 
exponential smoothing provided better seasonally adjusted estimates than 
the regression procedure. However, in both the seasonal adjustment and 
forecasting evaluations, unique contributions were realized from each 
technique, for some of the selected time series. Combined forecasting 
provided the minimum mean squared error estimates for at least 94 
percent of the monthly and annual data studied.
xiv
CHAPTER I
INTRODUCTION
The agricultural Industry in the United States as seen from an 
economic vantage point, is a dynamic process that endogenously generates 
irregular fluctuations and switches in socio-economic balance. Over the 
years, these fluctuations and switches have ranged from the Invention of 
new technologies and economic organizations that are capable of 
restoring viability and mediate disequilibrium transactions under ever 
evolving circumstances, to the permanent displacement of farm workers 
through the shift in the production of farm inputs to the industrial 
sector. Although there have been corrective measures of agricultural 
policy coupled with the eagerness of adoption of new technology by 
farmers, input costs continue to rise at a more rapid rate than product 
prices. Also, inevitably, is the biological nature of agricultural 
production which often offsets successful adjustments made to the 
continuous "cost-price squeeze".
Louisiana*s agricultural industry has not been immune to this 
ubiquitous change and adjustment at the national front. In fact, there 
is the added pressure on Louisiana farmers to be competitive within the 
nation as well as in the world market. The major crops produced in the 
state are influenced by economic and institutional factors in the United 
States and the World. In 1984, for example, prosperity for Louisiana 
crop farmers will depend by and large on the relative strength of the 
U. S. dollar in the world market, world economic conditions and, of
1
2course, the possibility of adverse or favorable weather conditions. The 
participation in the Payraent-In-Kind (PIK) —  programs combined with the 
adverse weather conditions in 1983 resulted in higher prices which may 
not be maintained in 1984 if planted acreage returns to the 1982 level 
due to the absence of PIK in 1984, along with favorable weather. The 
overall export demand for U. S. agricultural products is influenced by 
the strength of the U.S. dollar. A weak dollar is expected to 
strengthen export demand and vice versa. This condition may affect the 
demand for Louisiana rice in the world market which is quite competitive. 
For livestock and poultry producers in the state, the increase in per 
capita disposable income is expected to strengthen the demand for 
livestock and poultry products.
The continuum of economic, technological and institutional changes 
has placed increased demands on farmers to effectively plan the 
allocation and utilization of their resources. There is, therefore, a 
need for detailed, current and accurate planning data coupled with more 
effective analytical and planning techniques. To meet this need, 
various accounting procedures and systems have been developed as manage­
ment tools. The rapid improvement in computer technology is also faci­
litating a more detailed and accurate analysis of pertinent information 
for effective decision making. The advent of relatively affordable 
personal computers and softwares may also help to render accessible the
—  Under the PIK program, farmers would receive in-kind commodities 
equal to 95 percent of their normal wheat production and 80 percent of 
their normal corn, grain sorghum, cotton and rice production for setting 
aside 10-30 percent of their acreage.
3otherwise complex analytical techniques and procedures that could 
complement the already available alternatives to the farm operator.
The utilization of precise analytical and planning procedures to 
effectively arrive at solutions to the farm input-output process will 
lead to the betterment of the individual farm operator and the overall 
economic condition of the world.
The Problem
The impact of economic, technological, and institutional changes in 
Louisiana agriculture is manifested by the price and quantity instabi­
lity which has increased over the past several years. For instance, 
during the past decade the average monthly price of steers and heifers 
in Louisiana, ranged from a high of $79.70 per hundredweight in April 
1979 to a low of $22.90 per hundredweight in January 1975. Between 
January 1972 and December 1983, the average price received by
producers for steers and heifers was $47.33. The average deviation of
2 /
prices from this mean was $14.31 per head. —
Absolute price and quantity movements and the variation of these 
series about their mean are of concern to producers, packers, 
processors, handlers and merchandisers. Farm operators formulate 
decisions for the future based on past knowledge, present conditions 
and future expectations of prices and production. In particular, 
production response decisions to commodity price changes are directly 
related to the accuracy of the expected price formulations. Effective
—  Lonnie L. Fielder, Jr., Agricultural Statistics for Louisiana, 
D.A.E. Research Report Nos. 541 and 583, Louisiana State University, 
Agricultural Experiment Station, 1978 and 1980.
hdecision-making at the individual farm level is the key to a continuing 
efficient agricultural industry in Louisiana. The continual viability 
of the producer and the agricultural sector of the Louisiana economy 
depend on how well a greater product (income) can be realized from given 
resources in the relevant time period and the equitable distribution of 
consumption of the realized product (income) over time to result in 
greater welfare or utility.
The incorrect anticipation of price and production fluctuations 
impacts on the returns realized from employed resources in agriculture. 
It is imperative that the feasibility of using several time series 
techniques to analyze and forecast these fluctuations be explored, not 
only for the benefit of the individual producer, but for the agri­
cultural industry of Louisiana as well. This is the central problem 
with which this research is concerned.
Justification
When time considerations are associated with perfect knowledge of 
the future, problems of error in decisions and planning do not arise. 
However, the time involved in agricultural production precludes perfect 
knowledge of the future, and therefore plans in agriculture must be made 
at one point in time. Additionally, uncertain yields and relatively low 
price elasticities of demand further provide the setting for large 
fluctuations in both prices and quantities of agricultural commodities.
Producers desire reliable knowledge about the peaks and troughs of 
commodity prices for the current season as well as the long run 
prospects for expanding production operations in a particular commodity 
area. Similarly, packers, processors, handlers, and merchandisers need
5to know the likely production prospects for the market season in order 
to coordinate the capital, labor, material and other input ingredients. 
Policy makers target support price levels based on forecasted production 
and consumption information both within the state and at the national 
and world fronts. Speculators desire to know what the future price or 
production levels are likely to be in order to gain an advantage in 
their particular sector of the market system.
Previous studies have analyzed and predicted acreages and yields of
3/the major crops in Louisiana. —  These studies utilized structural 
models to explain the movement in the time series considered. However, 
most of the movement in agricultural prices, livestock quantities, and 
crop yields may be due to qualitative changes such as weather and 
biological cycles. These seasonal and cyclical movements are not 
perfectly regular or deterministic. The pattern of weather is never 
exactly the same from one year to another and biological cycles do not 
repeat themselves exactly from year to year.
There is, therefore, the need to study the application of 
techniques that utilize both the deterministic and stochastic 
characteristics of the data to analyze and generate forecast estimates. 
The time series models utilized in this research study possess these 
characteristics.
3/—  Fielder, Lonnie L. Jr., and Emmanuel I. Osagie, An Analysis of 
Changes in the Acreage and Yield of Cotton, Rice, Sugarcane, Soybeans, 
Corn, Wheat, and Sorghums in Louisiana, D.A.E. Research Report No. 613, 
Louisiana State University, Agricultural Experiment Station, April 1983.
6Objectives
The overall objective of this study is to analyze and forecast 
selected agricultural time series of prices and quantities for Louisiana 
crops and livestock.
The specific objectives are:
(1) To determine the degree of variability in prices and 
quantities of selected commodities.
(2) To utilize some of the commonly referenced time series 
techniques to model and forecast prices and quantities 
selected.
(3) To select the "best" technique(s) identified in objective 
2 above, for generating "ex-ante" forecast estimates for 
each selected time series and also to identify the "best" 
technique for measuring the inherent seasonal patterns in
the monthly time series for the selected prices and
quantities.
Review of Selected Literature 
Forecasting Perspective:
The process of forecasting the future has long been a challenge for 
mankind. Fortune tellers, prophets, and astrologers have sought to 
fulfill man's need to predict the future and reduce its uncertainties. 
These predictions have not been just an intellectual curiosity.
Reliable knowledge of the future has always promised advantage and great
opportunity of many kinds.
In today's modern society few believe that the most appropriate 
forecasting methodology is looking at the stars or studying palms. Of 
course, superstition has given way to rationality and scientific
7reasoning, and the quest for knowledge of the future has diligently 
moved from the supernatural towards the scientific.
Forecasting developments during recent decades have come from 
several major groups, frequently working independently, but each making 
contributions that have moved the field of forecasting toward its 
present advanced stage. Statisticians developed regression methods and 
autoregressive integrated moving average (ARIMA) schemes, while 
economists first developed decomposition approaches and later 
econometric models. Operation researchers developed the widely used 
smoothing models, while long-range planners continue to use qualitative 
methods. The work in these various disciplines led to advances of both 
theoretical and technical nature. Concurrent with these advances, 
computers became widespread providing the data processing power needed 
to overcome what had been tedious and time consuming calculations.
Although interest and knowledge in the forecasting field has grown 
in the past thirty years, in general much still remains to be done 
considering the knowledge of applications that has lagged behind the 
major theoretical and technical advances. In agriculture, an urgent and 
demanding interest in agricultural forecast models and techniques was 
awakened by the controversial Soviet-American grain deal in mid-1972, 
followed by unprecedented agricultural price increases of about 200 to 
400%. The impact of high food prices as reflected by the consumer price 
index was so severe that the administration, for the first time since 
post war history, was compelled to exercise economic restraint by 
introducing price controls. Consequently, the avenue for cost-plus 
pricing was blocked and several food processors, manufacturers and
8retailers were now forced to consider alternative market mechanisms for
price protection or face severely reduced profits and worst still,
4 /bankruptcy. According to Cromarty and Myers —  this setting gave rise 
to the urgent demand and interest in agricultural forecast models and 
techniques, a start in identifying major price movements in high impact 
commodities.
A number of techniques have been developed since the seventies to 
fit the varied situations in which forecasts are required. These 
methods are usually separated into two broad classes: quantitative
and qualitative techniques. Those techniques that start with past 
data values and then, following a certain set of rules, develop a 
prediction of future values fall into the category of quantitative 
methods. Situations in which historical data are not readily available 
or applicable and in which management or individual judgement must be 
inserted are generally best suited to the application of qualitative 
forecasting methods.
Research in price forecasting has employed mostly quantitative 
techniques. This is partly due to the Increased level of accuracy of 
forecasts from these methods and most importantly, to the development 
and adoption of computers to store and retrieve data rapidly and effi­
ciently when it is needed for the preparation of a forecast. However, 
there is also the increasing need for expert opinion or qualitative 
forecasting in agriculture.
4/
—  Cromarty, William A. and Walter M. Myers, "Needed Improvements in 
Application of Models for Agriculture Commodity Price Forecasting," 
American Journal of Agricultural Economics, Vol. 57, No. 2, May 1975.
As emphasized by Bessler and Brandt — qualitative forecasting can 
incorporate a great deal of "trade talk" into their forecasts, a 
characteristic which the more structured quantitative models do not 
have. In their research study on forecasting of livestock prices, 
several quantitative forecasting techniques and expert opinion were 
combined to generate composite price forecasts for hogs, beef, and 
broilers by utilizing minimum variance, adaptive weighting and simple 
average composites. It was empirically shown that with combined 
forecasting methods, the mean squared errors were lower than or nearly 
as low as the best of the individual methods.
Several quantitative models have been researched for price* fore­
casting. Among the commonly used forecasting techniques in agricul­
ture are econometric models and future market models. Time series 
modeling is usually employed for analyzing seasonality which is 
characteristic of most agricultural series. The econometric approach 
attempts to identify and measure the economic and noneconomic vari­
ables affecting price, while the time series approach identifies 
stochastic components in a given agricultural series over time; that 
is, autoregressive and moving average components. Futures market 
modeling utilizes either the technical (data series analysis by 
charts) or fundamental (analyzing economic indicators) approach.
5/
—  Bessler, David A. and John A. Brandt, Composite Forecasting of 
Livestock Prices: An Analysis of Combining Alternative Forecasting
Methods. Dept., of Agricultural Economics, Station Bulletin No. 265, 
West Lafayette, Purdue University, December 1979.
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Regression and Time Series Techniques:
Multiple regression analysis was used to develop quarterly 
broiler price predictive equations in a study by Gerald R. Rector in 
1977. —  The main criteria used in the development and selection of 
an equation was predictive capability, coupled with the ease of use 
and updating. The selected equation was a price-dependent equation in 
which the deflated wholesale broiler price was specified as a function 
of the per capita consumption of beef, pork, young chicken, and turkey, 
plus per capita disposable income expressed in 1972 dollars. As was 
expected, per capita consumption of chicken and income had the greatest 
impact on broiler prices. The "ex-post" forecasting performance of the 
model was satisfactory based on its reflection of the upturns and down­
turns in the series.
Plain investigated the efficiency of four types of models in pre-
7/dieting market hog prices. —  The models were: a naive predictor model
which assumed the future market hog price to be the same as the current 
market price for hogs; a futures market predictor model utilizing live 
hog futures prices from the Chicago Mercantile Exchange as the explana­
tory variable; a cyclical predictor model with a linear time trend, 
seasonal and cyclical velocities. The explanatory variables in the 
economic model included moving averages of hog and sow slaughter, 
hog-corn ratio and a breeding hog inventory. The best fit in the study
—  Rector, Gerald R. , "Quarterly Broiler Price Predictive Equations" 
Poultry and Egg Situation, ESCS, USDA, 1977.
— ^Plain, Ronald L., Predicting Market Hog Prices, Oklahoma 
Current Farm Economics, Vol 53, No. 4, Oklahoma State University, 
Agricultural Experiment Station, December 1980.
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was obtained by using the harmonic regression model which incorporated
the trend, seasonal and cyclical factors. Although the economic model
was less explanatory in terms of the low coefficient of determination,
it however, demonstrated greater stability over time.
Feeder steer prices are usually characterized by cyclical and
seasonal price variations and also, by distinct variations due to
weight and grade characteristics. Simon and Trapp studied these
characteristics by using monthly price data over the period 1958-1977
8 /for six weight categories and various grades of cattle. —  The
analysis showed the existence of a 15-year cattle cycle. March
through June were identified as higher seasonal return months and late
fall (November - December) as low seasonal return months. Low to
average price phases of the cattle price cycle reduced the premium
value of light feeder steers, while the high price phase enhanced the
premium value of light weight feeders.
Econometric and Box-Jenklns models were used to study the problem
of short-run daily price and quantity variations of hogs in selected
9/U. S. terminal markets by Leuthold, Schmitz, MacCormick and Watts. —  
The econometric model used was a recursive model of the cobweb type 
where, first, the quantity supplied is determined through the demand 
function. That is, the quantity demanded is a predetermined variable
—  Simon, Marion F. and James N. Trapp, Feeder Steer Price Varia­
tions: Cyclical, Seasonal, Weight, Grade, and Ration Cost Interrela­
tionships, Oklahoma Current Farm Economics, Vol. 54, No. 1, Oklahoma 
State University, Agricultural Experiment. Station, March 1981.
9 /—  Leuthold, R. M. et.al., "Forecasting Daily Hog Prices and 
Quantities: A Study of Alternative Forecasting Techniques," Journal
of the American Statistical Association, Vol. 65, No. 329-330 (1970),
90-107.
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with the error terms of the demand and supply functions assumed 
independent. This model yielded slightly superior results than the 
time series model and the random walk models in forecasting both hog 
prices and quantities.
Indiana monthly corn prices were forecasted by Spriggs in 1981 
using Box-Jenkins and futures market models. —  ^ The Box-Jenkins 
model assumed that the corn price series could be represented as an 
autoregressive-integrated-moving-average process, allowing for regular 
and seasonal autoregressive components with regular and seasonal 
differences. The ex-ante forecasts for the four preceding months 
(September to December) of the data were used to compare the forecasting 
performance of both methods based on the mean square error (MSE) 
criterion. It was expected that the MSE for both methods might increase 
from September to December as the forecast time horizon lengthened, 
however, the MSE for the Box-Jenkins model decreased in December while 
the futures model MSE increased only in November.
Spriggs concluded that the Box-Jenkins approach was superior in 
forecasting the September price only, and that the futures approach 
was considerably better in forecasting the other months.
The relationship between adaptive expectations and Box-Jenkins 
models was analyzed by Bessler using 25 empirical price and quantity 
series. —  ^ Adaptive expectation models suggest that economic agents
— ^Spriggs, John, "Forecasts of Indiana Monthly Farm Prices Using 
Univariate Box-Jenkins Analysis and C o m  Futures Prices," North Central 
Journal of Agricultural Economics, 3, No. 1 (Jan. 1981), 81-87,
— ^Bessler, David A., "Adaptive Expectations, the Exponentially 
Weighted Forecast, and Optimal Statistical Predictors: A Revisit,"
Agricultural Economics Research, Vol. 34, No. 2 (April 1982) 16-23.
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revise their expectations linearly, according to the most recent
experience with their prediction accuracy. The results of the study
indicated that many agricultural series may be explained with adaptive
expectation models. In particular, it was found that many yield
series appeared to be realizatons of processes for which adaptive
behavior is optimum. The adaptive expectations behavior and the
Box-Jenkins forecast estimates were equivalent for 13 series - 11
12/
yield series and two price series. —  It was suggested in the study
that the historical advances in technology and the seemingly random
weather made the behavior of yield expectations quite reasonable.
Newbold and Granger evaluated the forecasting performance of the
Box-Jenkins, exponential smoothing and stepwise autoregression
13/techniques over a large sample of economic time series. —  They noted
that the Box-Jenkins method produced superior forecasts than the other
two methods even though the former required more time and considerably
more skill to initiate. It was also suggested in the study that the Box-
Jenkins forecasts can frequently be improved upon by combination with
either the exponential smoothing or stepwise autoregressive forecasts.
In a more extensive study of the accuracy of forecasting methods, 
14/
Makridakis et.al. —  found that the factors affecting forecasting 
12/—  The equivalence criterion required that the estimated moving 
average parameters for both models must be between zero and 1. The 
associated residuals were also required to be white noise.
13/— Newbold, P. and C. W. J. Granger, "Experience with Forecasting 
Univariate Time Series and the Combination of Forecasts," Journal of 
Royal Statistical Society, Series A, Vol. 137, 1974.
— ^Makridakis, S., et.al., "The Accuracy of Extrapolation (Time 
Series) Methods: Results of a Forecasting Competition," Journal of
Forecasting, Vol. 1, 1982.
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accuracy were trend, seasonality, and the degree of randomness present 
in the data. A very important observation in their study was the 
striking difference between the accuracies of the forecasting methods 
for the micro and macro data utilized. It was found that simple 
methods did much better than statistically sophisticated methodologies 
for forecasting micro data, while the latter methodologies were at 
their best with macro data.
15 /In similar studies on forecasting accuracy, Bessler and Brandt —  
found that forecast estimates from Box-Jenkins were more accurate than 
those obtained from exponential smoothing and expert opinion techniques 
for U.S. beef cattle and hog prices. A study by Groff aimed at a rather 
different conclusion. It was reported that the Box-Jenkins method 
produced forecast errors that were tested to be either approximately 
equal to or greater than the errors of the corresponding exponential 
smoothing models. A possible explanation for these inconsistencies
was given by Makridakis and Wheelwright by stating that the most 
accurate method varies from one set of data to another and from one time 
period to another. — ^
Seasonal Adjustment Techniques:
The advent of computerized techniques led to the beginning of yet 
another era in seasonal adjustment and time series analysis. Although
15/—  Brandt, J. A., and D. A. Bessler, "Price Forecasting and 
Evaluation: An Application in Agriculture," Journal of Forecasting,
Vol. 2, May 3, 1983.
— ^Groff, G. K., "Empirical Comparison of Models for Short-range 
Forecasting," Management Science, Vol. 20, No. 1, 1973.
— ^Makridakis, S., and S. Wheelwright, Interactive Forecasting: 
Univariate and Multivariate Methods," San Francisco: Holden-Day Inc.,
1978.
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the deseasonalization of data had been going on for over 50 years, most 
of the early manipulations were quite laborious. The Federal Reserve 
Board and the National Bureau of Economic Research were heavily 
involved in seasonal adjustment of economic data as early as in the 
1920's. Procedures used for deseasonalizing data then ranged from sight 
inspection to moving average and ratio-to-moving average techniques.
The technological sophistication today, has made possible the use of 
complex computational models in defining and analyzing variability in 
economic time series.
In 1972, Stephenson and Farr used the general linear model to
18/
study seasonal adjustments of economic time series. —  They developed 
a specification that allowed for flexibility in the estimation of the 
trend-cycle components and also a method of handling changing 
seasonality. The resulting model was tested using three simulated time 
series and then compared to the results of the ratio-to-moving average 
method (Census X-ll). For the series with the low proportion of 
Irregular variance, the estimated trend from X-ll was superior to those 
obtained by the regression method. As the amount of Irregular variance 
increased however, the errors increased for both methods.
Nerlove was one of the early proponents for the description of
19/economic time series in the frequency domain. —  Two important
18 /
— Stephenson, James A. and Helen T. Farr, "Seasonal Adjustment of 
Economic Data by Application of the General linear Statistical Model, 
"Journal of the American Statistical Association," Vol. 67, No. 337, 
March 1972.
19/— Nerlove, M., "Spectral Analysis of Seasonal Adjustment Pro­
cedures," Econometrica, 32, (July 1964), pp. 241-286.
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conclusions of his study were that the number of observations available
to economists does not prevent satisfactory analysis of the high
frequency components, and second, that much of the supposed
non-stationary character of economic time series may simply be treated
20/
as high power at low frequencies and allowed for by prewhitening. —
It was also shown in the study that a slowly changing and stochastic 
seasonal pattern will reveal itself in the spectrum of an economic 
time series by a series of peaks at certain frequencies. The breadth 
of these peaks would depend essentially on the regularity of the 
seasonal pattern, being narrower and more pronounced the more regular 
the pattern.
Rosenblatt also conducted a research study on the application of
spectral analysis as a means of diagnosing the composition of an
economic time series and for studying the properties of seasonal
21/
adjustment methods. —  Explicit mathematical models requiring the 
estimation of parameters were also introduced as a method of seasonal 
adjustment. The model for the seasonal adjustment was specified 
according to the dominant seasonal periods noted in the spectrum of 
the unadjusted series. It was concluded that the spectrum provided a 
valuable diagnostic technique for studying time series components and 
evaluating seasonal adjustment methods.
20/
—  Prewhitening involves the use of any series of arithmetical 
operations to transform or filter out the power at low frequencies in 
the data prior to its analysis.
21/
— Rosenblatt, Harry M., Spectral Analysis and Parametric Methods 
for Seasonal Adjustment of Economic Time Series, Working Paper No. 23, 
U. S. Bureau of the Census, November 1965.
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Other Available Procedures
For seasonal adjustment, Hillmer and Tiao proposed an ARIMA-
model-based procedure to decompose a time series uniquely into
mutually independent additive seasonal, trend, and irregular noise 
22/components. —  This procedure is yet to be adapted into standard
computer packages.
The current revolution in computer graphical hardware and software
has contributed immensely to the works of Cleveland and Terpenning on
23/graphical methods for seasonal adjustment. —
Statistical Analysis System (SAS) offers time series analysis and
2 hiforecasting packages in the following areas: —
PROC FORECAST - utilizes exponential smoothing or autoregressive 
models for forecasting,
PROC ARIMA - utilizes Box-Jenkins type models, autoregressive and 
moving average for forecasting,
PROC STATESPACE - for multivariate time series forecasting,
PROC X-ll - for seasonal adjustment and forecasting monthly or 
quarterly time series,
PROC SPECTRA - for spectral analysis,
PROC AUTOREG - for forecasting time series with autoregressive 
error terms.
22/
— Hillmer, S. C. and G. C. Tiao, "An ARIMA-Model-Based Approach to 
Seasonal Adjustment," Journal of the American Statistical Association, 
Vol 77, No. 377, March 1982.
23/
—  Cleveland, William S. and Irma J. Terpenning, "Graphical Methods 
for Seasonal Adjustment," Journal of the American Statistical 
Association, Vol. 77, No. 377, March 1982.
—  SAS Institute Inc., SAS/ETS User's Guide, 1982 Edition. Cary, 
NC: SAS Institute Inc., 1982.
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The review of literature reveals that economists and statisti­
cians, in general, have not been lax in developing numerous techniques 
for analyzing and forecasting economic time series. The broad areas of 
techniques seem to fall under econometric-regression type methods versus 
time series type methods. Most of the extensive comparative studies of 
the different forecasting methodologies have only applied these 
techniques to industrial micro and or macro economic time series. The 
application of a wide range of forecasting techniques to agricultural 
time series in general, and to Louisiana agricultural time series in 
particular is deficient. This study will utilize some of the commonly 
used forecasting techniques - Regression, Exponential Smoothing, Census 
X-ll and Box-Jenkins - to analyze and forecast selected agricultural 
time series in Louisiana.
Research Procedures
Data
The agricultural time series used in this study were secondary data 
obtained from Louisiana Crop Reporting Service and from the Economics 
and Statistics Service, United States Department of Agriculture (USDA). 
The data series consists of monthly and annual averages of prices and 
quantities of selected crops and livestock in Louisiana, Table 1. The 
series include four monthly livestock price series: steers and heifers,
beef cattle, cows and veal calves; three monthly livestock slaughter 
quantities: cattle, calves and hogs; one series each of monthly total
egg production and chicken layers; four monthly price series of the 
major cash crops: cotton, rice, soybean and sweet potatoes. There are
three monthly series for prices paid for fee'd: broiler grower, dairy
Table 1. Monthly and Annual Time Series Available for Agr: 
cultural Commodities, Louisiana, 1924-1983. —  —
Time  Monthly____   Annual______
Series Prices Numbers Prices Yields
Steers & Heifers X
Beef Cattle X
Cows X
Veal Calves X
Cattle Slaughter X
Calf Slaughter X
Hog Slaughter X
Egg Production X
Chicken Layers X
Cotton X X X
Rice X X X
Soybean X X X
Sweet Potatoes X X X
Sugarcane X X
Corn X X
Hay X X
Hogs X
Calves X
Dairy Milk X X
Broilers X
Broiler Grower X
Beef Cattle Feed X
Dairy Feed X
Total 13 5 10 7
a /
—  The annual data covers the period 1924 to 1983. The monthly 
data are from 1972 to 1983.
1*> /
—  The letter X indicates the relevant time series.
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feed and beef cattle feed; and one series each for the monthly prices of 
broilers and milk. The annual time series has seven seasonal average 
price and yield series on cotton, rice, sugarcane, corn, soybeans, hay 
and sweet potatoes, and three average annual price series on calves, 
milk and hogs. The total number of agricultural time series utilized 
for this study is 35.
The aggregate nature of these data may not offer the detailed or 
accurate account of variability in a given series for a given farm or 
producer because the variability contained in average data is less than 
that of a particular series. However, variation of particular series 
from the average is expected to normally become less as the sample size 
increases in the target population.
Objective 1
Statistical measures of dispersion - standard deviation, standard 
error, range and coefficient of variation - were calculated and used to
evaluate the degree of dispersion in each series. The interpretation of
these measures helped in the modeling phase for the techniques in 
Objective 2.
Objective 2
The literature review suggested several techniques that are already 
in use for analyzing and forecasting different types of time series 
data. Based on the available data for this study, econometric type
models could not be developed along the lines suggested by the time
series models presented in the literature review, that is, Regression, 
Exponential, Smoothing, Census X-ll and Box-Jenkins. These time series 
techniques utilize deterministic, trend-cycle and seasonal, as well as 
the stochastic or irregular components to provide a relatively quick and
21
inexpensive forecasting tool that are capable of producing forecasts of 
sufficient accuracy for decison making purposes.
The results of the analyses in objective one were used to identify 
the basic structure of the time series models to be developed for the 
various techniques. This structure was restricted to low degree 
polynomials due to the danger of extrapolation of a response function 
that may fit the data at hand very well but may not be in accord with 
reality when extrapolated beyond the range of the data. The models 
developed for each technique were then estimated and used to generate 
forecast estimates for each data series. Ex-post forecasts were 
generated by leaving out the last year of data and forecasting that year 
while ex-ante forecasts were generated by utilizing the entire 
historical data to forecast outside the horizon of the available data. 
All the techniques utilized monthly data for the period 1972-1983. 
Exponential smoothing and Box-Jenkins techniques utilized both monthly 
and annual data (1924-1983).
The Regression model consists of trend cycle and seasonal
components. The trend cycle components were assumed to be a linear
combination of a set of trend cycle variables developed by estimating
trend as a polynomial of time. Since severe numerical problems can
develop when regressing the unadjusted series on powers of time, i.e.,
t, t2, ... t \  (t=l, 2, ..., N) , low degree polynomials were fitted to
successive short segments of the data series. These polynomials were
then grafted together to provide a continuous curve with first
25/
derivatives everywhere defined. —  The seasonal components were also
25 /
—  Fuller, Wayne A., "Grafted Polynomials as Approximating 
Functions," Australian Journal of Agricultural Economics, 13 (1960), 
35-46.
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assumed to be a linear combination of a set of "seasonal variables"
developed by using the definition of seasonality by Nerlove, i.e.,
If some part of a time series - where the fundamental period is 
one year - is strictly periodic within a year and monthly obser­
vations are taken, it is possible to represent the series by 
a finite sum of sine and cosine terms with random amplitudes. —
The advantage of this definition is that it provides for a
natural set of monthly seasonal variables that accounts for all constant
seasonality of periodities 12, 6 , 4, 3, 2.4, and 2 months.
Annual and seasonal models were developed for exponential
smoothing. The first step in implementing the smoothing procedure to
forecast future values of the time series was to choose a smoothing
27 /constant value,a . —  This was accomplished by simulating the 
historical data using different values of a from .01 to .99 in 
increments of .02. The value of a that minimized the sum of squared 
forecast errors was chosen for actual forecasting. Based on the 
seasonal variation inherent in the monthly series selected, the 
seasonal models developed reflected an additive and a multiplicative 
seasonal variation. — ^
The basic difference between the seasonal and the annual models 
is the addition of a seasonal component to the structure. The number
—  Nerlove, p. 259.
27/
—  The smoothing constant determines the extent to which past 
observations influence the forecast.
28 /
—  If a time series displays additive seasonal variation, the 
magnitude of the seasonal swing in the time series is independent of the 
average level as determined by the trend. For multiplicative seasonal 
variation, the magnitude of the seasonal swing is proportional to the 
average level as determined by the trend.
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of smoothing constants also increased to represent the permanent 
component or intercept, the trend line or slope, and the seasonal 
factor.
The Census X-ll procedure used in this analysis, is an adaptation
29 /
of the Bureau of the Census, Department of Commerce. —  It follows the 
pattern of the additive and multiplicative models in exponential 
smoothing. However, the program consists of four distinct phases. In 
the first phase, monthly time-series data are adjusted to account for 
variations in trading days that occur from year to year. The second 
phase encompasses preliminary estimates of seasonal factors and adjust­
ments of the raw data for seasonality, using a centered moving average. 
The third phase helps to adjust for extreme values caused by unusual 
events. The final phase generates summary statistics that can be used 
to evaluate the seasonal adjustment process and generate forecasts.
The development of an appropriate forecasting model utilizing the 
Box-Jenkins technique required a four-step iterative procedure. These 
steps were identification, estimation, diagnostic checking, and fore­
casting. The first step identified a tentative model based on the
30/
structure of the autocorrelation function (ACF). —  Parameter
estimates were then obtained using unconditional sum of squares and
31/least-squares procedures. —  From a parsimony standpoint, there was a 
29/— U. S. Department of Commerce, Bureau of the Census, "The X-ll 
Variant of the Census Method II Seasonal Adjustment Program," Technical 
Paper Ho. 15, Washington D.C.: U. S. Govt. Printing Office, 1967.
30/— ACF is a measure of the amount of linear dependence between 
observations in a time series that are separated by a lag of order k.
31/— Box, G.E.P., and G.M. Jenkins, Time Series Analysis, Forecast­
ing and Control, San Francisco: Holden-Day, Inc., 1970,
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need to use as few model parameters as possible so that the model 
passes all diagnostic checks and tests of goodness of fit. This 
four-phased procedure was used on each data series, monthly and 
annual, to obtain forecast estimates.
Objective 3
The models developed in objective 2 (except for Box-Jenkins) were 
used to seasonally adjust the monthly prices and quantity time series. 
Spectral analysis, stable seasonality and smoothing measures were used 
to select the "best" technique for measuring seasonal patterns.
The criteria used to evaluate and select the "best" technique(s) 
for forecasting were based on some commonly used accuracy measures in 
forecasting literature. These measures are:
(a) Mean Square Error, a measure of the size of individual fore­
cast errors from the actual values;
(b) Mean Absolute Deviation, the average of the absolute forecast 
errors for all forecasts;
(c) Tracking Signal, a measure used to track the movements of 
actual and forecast series with respect to the number of 
turning points missed or falsely predicted compared with those 
correctly forecast;
(d) Theil U Statistic, provides a relative comparison of formal 
forecasting methods with naive approaches.
Plan of the Dissertation
The fulfillment of the above objectives is spread out in the 
following chapters of this research study. A theoretical framework is 
presented in Chapter II. The statistical characteristics of the data 
are presented in Chapter III. Forecasting and forecast evaluation is 
presented in Chapter IV. The seasonal adjustment and spectral analysis
of the monthly data are evaluated in Chapter V. The summary and 
conclusions of the research study are presented in Chapter VI.
CHAPTER II
METHODOLOGY
The fundamental principles underlying the determination of prices
have been formulated as a result of many years of study In price
dynamics and the changes in other factors that are associated with their
movements. In forecasting farm production, an understanding of the
prices to which farmers respond is important. An investigator of the
U.S. Department of Agriculture once said:
It is becoming increasingly evident that many of the difficulties 
which cooperatives encounter in securing maximum returns for their 
members are the direct result of a lack of understanding of the 
factors which determined price. Without such an understanding, the 
formulation of a price and sales policy becomes largely guesswork. 
Although it is frequently difficult to see clearly the relation­
ships between the many factors, a careful study by members of . 
boards of directors and managers will yield valuable results. —
An understanding and application of a knowledge of prices and
price-making forces in agriculture is obviously crucial given the
dynamic characteristics of agricultural production. The biological
nature of farm production precludes rapid adjustment of output.
Unusually wet weather may render it impossible to plant the desired
acreage of the crop which is expected to yield the most return. The
dairyman purchasing feed may save a considerable amount of money by
buying at the right time. Hog feeders must know when to buy and how
much to pay for corn. The feeder of stock hogs must take into account
both the price paid for the pigs and the probable price when they will
32/
—  Thomsen, Fredrick L., Agricultural Prices, New York: McGraw-
Hill Book Company, Inc., (1936), p. 10.
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be ready for market. All livestock producers, in deciding when and at
what weights to sell, and crop producers, when and for what price to
sell, must be familiar with seasonal price movements and probable
variations from the normal trend.
Over the years, most economic studies have focused on the concept
of perfect competition as a guide or theoretical framework for research.
However, not so recently, there has been an increasing tendency for
applied economic researchers to search elsewhere in economic theory for
other more appropriate concepts to explain real world situations.
Chamberlin on the subject of perfect competition stated that:
"Pure competion" is descriptive of particular markets, not of the 
price system generally. This latter is a composite of purely 
competitive markets, of monopolistic markets, and of markets 
where monopolistic and competitive influences are variously 
commingled. 33/
Bilas, also in referring to perfect competition stated that:
It is a highly idealized model and will be used as the basis for 
our study of other models. It can be considered one end of a 
continuum of market models. The other end is represented by pure 
monopoly, while oligopoly and monopolistic competition are the 
intermediate models, 34/
Since theoretical comparability to real world situations is 
practically non-existent, even within the agricultural industry that is 
very often acknowledged to approximate a competitive structure, the 
logical course adopted in this chapter was to evaluate the 
characteristics of agricultural production by utilizing appropriate
33/—  Chamberlin, Edward Hastings, The Theory of Monopolistic 
Competition. Cambridge: Harvard University Press, (1948), p. 11.
—  Bilas, Richard H. Microeconomic Theory, Second Edition, New 
York: McGraw-Hill Book Company, Inc., (1971), p. 173.
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economic theory. These relationships were then subsequently modelled 
under the statistical framework.
Economic Framework
Any monthly economic time series can be identified into four 
components, namely: trend, seasonal, cyclical, and irregular. These
components contribute to the overall variation in any given economic 
time series. In agriculture, Che significance of these components 
cannot be overemphasized because of the very unique nature of 
agricultural series. The apparatuses of price theory are presented in 
the following sections to delineate the relative impact of these 
components.
Trend
The upward or downward movement that characterizes a time series 
over a period of time is referred to as "trend." It reflects the 
long-run growth or decline in a given time series (Figure 1). Trends 
in agricultural prices are associated with the general inflation and 
deflation in the economy and with factors specific to agricultural 
products, including changes in the tastes and preferences of consumers, 
increases in population and income, and technological changes in 
production. These long-run price movements in agriculural prices are 
caused, like any other price movements, by the relative shifts in supply 
and demand. The extent of these movements depends mainly upon the 
elasticities of supply and demand, as well as the extent of changes in 
supply and demand.
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Figure 1. Hypothetical Time Series Exhibiting Trend, Seasonal & 
Cyclical Variations.
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The postulated working of supply and demand is well documented. 
However, it may seem strange that agricultural production remains re­
latively stable when demand fluctuates. Given a freely competitive 
system, economic theory indicates that with a positively sloping supply 
curve, a decrease in demand reduces prices and production to the point 
where equilibrium between costs and prices is restored. In agriculture, 
so high a proportion of costs are fixed that once the investment is 
made, when prices decline suddenly, the farmer cannot reduce his costs
much by reducing production. In fact, in the face of falling prices he
35/
may attempt to meet his fixed costs by producing more, not less. —
On the stickiness of production response to price changes,
Cochrane made a distinction between the traditional supply function of
36 /economic theory and what he called a "response relation." —  The 
significant difference, as indicated in the study, is that the tradi­
tional supply curve specified a price-quantity relation, assuming a 
37/ceteris paribus, —  while the more general response relation specifies 
the output response to a price change not holding other factors 
constant. That is, a response relation may involve both a movement 
along a supply curve and a shift in supply given a price change. This 
concept is based on the hypothesis that when price increases, new 
techniques of production are more likely to be introduced and adopted 
at a somewhat faster rate than with constant or declining prices. Since
35/—  Shepherd, Geoffrey S., Agricultural Price Analysis, Sixth 
Edition, Iowa: The Iowa University Press, 1968, p. 231.
36/—  Cochrane, Willard W., "Conceptualizing the Supply Relation in 
Agriculture," Journal of Farm Economics, Vol. 37, 1955, pp. 1161-1176.
37/
—  Ceteris parabus is a Latin phrase meaning other things or 
factors remaining unaltered or held constant.
a large proportion of agricultural capital comes from retained earnings, 
it follows that higher prices may make it possible to finance the 
adoption of new technologies more rapidly, especially, a cost-saving 
technology. Under these circumstances, therefore, an increase in price 
would be expected to have two effects. First, it will cause producers 
to increase output along the static supply curve; and second, it will 
lead them to shift to a new supply curve given the effect of technology. 
The resulting increase in supply is thus greater than a forecaster might 
have anticipated if such forecasts were based solely on the static 
concept of supply.
A graphical analysis of a hypothetical response relation is
presented in Figure 2. Given the supply curve producers will
offer for a price of p^. When the price Increases to p^> the supply
curve shifts to S2S2 and output expands to q^. If the price thereafter
declines to p2, output declines along the new supply curve S2S2J
resulting in the production of q2 . The response relation is not a
reversible function in the sense that a supply curve is reversible.
Once a new technology is adopted and costs committed, producers are not
likely to discard this improvement even in the face of declining prices.
Hence, the supply response to a subsequent decline in price is likely to
be less than to the previous increase in price. Trail, et.al., have
also empirically tested this hypothesis and found evidence suggesting
that the percentage response to a given price increase generally exceeds
38 /the response to a corresponding decrease in price. —
*3 Q /
—  Trail, Bruce, David Coleman, and Trevor Young, "Estimating 
Irreversible Supply Functions," American Journal of Agricultural 
Economics, Vol. 60, 1978, pp. 528-531.
Figure 2. Hypothetical Supply Response Relation in Agriculture.
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Income elasticity of demand has also been used to explain
income-consumption (quantity) relationships in agriculture. It is a
measure of the responsiveness of quantity to changes in income,
ceteris paribus. The quantity purchased of a commodity (other than
inferior goods), is expected to rise as income increases. A
pioneering study done on this subject around the middle of the
nineteenth century by Ernst Engel indicated that high-income groups
spent more per capita for food than low-income groups; but that high-
income groups spent a smaller proportion of their incomes for food than
the low-income groups. A number of empirical analyses since Engel’s
time have revealed similar relations, that is, that households with high
incomes will generally have smaller income elasticities than households
39 /with low income, Lesser 1963. —
The uniqueness of these long-run price influences presented above
under "trend," is even still further complicated by certain short-run
movements to be discussed under seasonal and cyclical components,
40/
These presentations will be based on Tomek and Robinson. —
Seasonal
Seasonal variations are periodic patterns in a time series that 
complete themselves within the period of a calendar year and are then 
repeated on a yearly basis, Figure 1. Such regular patterns might
— Leser, C.E.V., "Forms of Engel Functions," Econometrica, Vol.
31, (1963), pp. 694-703.
40/—  Tomek, William G. and Kenneth L. Robinson, Agricultural Product 
Prices, Second Edition, New York: Cornell University Press, (1981), pp.
170-178.
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arise from marketings. Most agricultural products are characterized 
by some degree of seasonality in production and marketing patterns.
Climatic factors and the biological growth process of plants 
account for most of the inherent seasonality in agricultural crops. 
Actual changes due to temperature, rainfall and other weather
41/variables have direct effects on agricultural production. —  It could 
be argued that seasonality due to weather variation is the true 
seasonal, since it is a consequence of the annual movement of the 
earth's axis which leads to the seasons.
The prices of most farm products also exhibit a seasonal movement 
within the year or season. For example, market receipts are highest 
for corn around November, wheat, around July and cotton, around 
December, than later on in the season. On the average, the rise from
low to high is about equal to the extra cost of producing the
commodity "off-season;" or, in the case of an annual crop, the rise in 
price is equal to the cost of storage from harvest time until later in 
the year.
A model of seasonal price behavior arising from the seasonality 
of supply is illustrated in Figure 3. It is assumed that the 
marketing horizon consists of three seasons (S^S^, S2S2* S3S3  ^
the same demand curve (DD) for each season. When the crop is
harvested in season 1 (S^Sp, producers have the option of selling in
any of the three seasons. However, as the marketing horizon progress­
es to an end, the slopes of the supply curves becomes steeper implying
41/—  Fielder and Osagie, op. cit.
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Figure 3. A Model of Seasonal Supply and Seasonal Price 
Change in Agriculture.
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that higher prices are required for inventory holders to carry inven­
tories. This price rise accounts for the costs of storage. The 
perfect inelasticity of the supply curve in Season 3 indicates that 
the inventory on hand must be sold in that season and cannot be 
carried over to the next marketing horizon. Host perishable 
agricultural products fit within this model.
For non-perishable commodities like the feed grains, the seasonal 
model discussed above is modified to explicitly consider the next crop 
year. Typically, new crop supplies would reduce prices sufficiently 
so that the carry-over from Season 3 is small and related to the 
convenience of having some inventory at all times. However, a very 
small crop could result in a large expected price that could cover the 
direct costs of storage and induce a substantial carry-over into the 
new crop year.
Cyclical
A cyclical behavior refers to the recurring up and down 
movement around trend lines. In agriculture these fluctuations 
are mainly biologically influenced and can have a duration of any­
where from 2 to 10 years or even longer, measured from peak to peak 
or trough to trough (Figure 1). Cyclical behavior in price variables 
is even more irregular than for quantity. The price of cattle, for 
example, may rise as the quantity of cattle increases if demand is 
increasing faster than supply. Eventually, the larger supply may 
overtake demand, finally depressing prices at the peak level of 
supply. The cobweb model provides a theoretical explanation of the
37
4 2 /
price-quantity adjustments to cycles over time. —
The applicability of the cobweb model (Figure 4) in explaining 
adjustments in prices and quantities depend largely on three factors. 
First, a time lag must exist between the decision to produce and the 
actual realization of production. Second, producers do base their 
production on current or recent past prices. Hence, realized 
production, given the time lag, is a function of past prices. Third, 
current prices are mainly a function of current supply, which in turn, 
is mainly determined by current production. These relationships are 
modelled in Figure 4. The elastic supply curve is the summation
of the short-run marginal cost curves by which individual producers 
make decisions as to the quantity of the crop to produce. Once the 
crop is planted, the applicable supply curve ($28^) becomes more 
inelastic. In the case of perishable and semi-perishable commodities 
that must be sold shortly after harvest, the short-run supply curve is 
almost perefectly inelastic.
In agriculture, the general assumption of a lag between the 
planning of production and its realization, according to the cobweb 
model, Is realistic, but the explicit assumption that current produc­
tion Is mechanically dictated by last season*s price does not hold. 
Although current price typically is strongly influenced by current 
production, especially for perishables, however, there are still other
ho i
—  Exekiel, Mordecai, "The Cobweb Theorem," Quarterly Journal of 
Economics, Vol. 53, (1938), pp. 255-280.
Figure 4- The Cobweb Model Illustrating Price-Quantity 
Adjustments in Agriculture.
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variables that do influence price levels which must be considered in 
realistic models.
Irregular
These are erratic movements in a time series that follow no recog­
nizable or regular pattern. They represent the residual in a time 
series after trend, cycle and seasonal variations have been identified. 
Many irregular fluctuations in agricultural time series are caused by 
"unusual" events that cannot be forecasted - hurricanes, wars, embar­
goes, and the like.
Statistical Framework 
The time series components discussed above do not always occur 
alone. They can occur In any combination or can occur together for 
any given agricultural price or quantity series. The problem becomes 
that of identifying an appropriate forecasting technique to match the 
pattern exhibited by a given series.
In this section, some of the essential characteristics of the 
forecasting techniques to be utilized in this study are presented.
These techniques are further discussed and estimated in Chapter IV.
Regression
Within the framework of a general linear statistical model of the
* 43/form: —
X = D + S + e ..........................................  (1)
43/— This section is based on the article by Stephenson and Farr, 
op.cit.
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where
X = the unadjusted time series,
D = a matrix whose columns represent the nonseasonal,
deterministic variables,
S = a matrix whose columns represent the seasonal, deterministic 
variables,
e = vectors of constant coefficients, and
E (e) =0; V(e) = 02I, that is, the error term has a mean of zero and
constant variance.
Stephenson and Farr developed an approach that would specify 
explicitly changing seasonal variables as well as constant seasonal 
variables in the S matrix above. This approach focused attention on 
the really important practical issue of seasonal adjustment in the 
regression framework, that is, the specification of the trend-cycle 
and seasonal variables.
In estimating the trend-cycle components, low degrees of polyno­
mials are fitted to successive short segments of the series and graft­
ed together to provide a continuous curve with first derivatives
44/
everywhere defined. —  To fit a quadratic function of data segment
44/
—  Grafting polynomials involves the use of segments of polyno 
mials to approximate time series trends such that the segmented curves 
are restricted to be continuous and have a continuous derivative(s) at 
the join points.
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length A,a set of dummy variables are generated thus
Let ZIt
J2t (t-A)2
0
for all t 
t> A
otherwise
Zit = U-<i-l)A]2 t> (i-l)A
■ 0 otherwise
where i *= 1, . M, and M is an integer such that 0 <AM - N <A,
Z *= a segment of the data,
A ■ length of data segment,
t =...t=l,2...N, where N is number of observations.
The seasonal variables, defined by Nerlove, provided a natural 
set of monthly seasonal variables as follows:
Let,
Skt = Sin (k=1* 5 as X =1.... 5)   (2)
skt = Cos (k=1 6 as x =1.....6)   (3)
where 1 or frequency, represents the reciprocal of the number of times
a seasonal cycle is completed in one year, that is, six frequencies
for six seasonal periodicities of 12, 6, 4, 3, 2.4, and 2 months.
k is the number of seasonal .variables such that all constant
seasonalities were accounted for by the eleven seasonal variables.
To account for changing seasonality, interaction terms are
developed between the seasonal variables, and powers of the time
variable, tk , (t-1,....,N;h=l,..., H ).
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The ultimate model used for forecasting and seasonal adjustment 
is of the form:
Xt  ‘  £J=1 Yj  V  +  EL l  ‘ A c  +  £i - l  V l t  + I t  ........................ ( 4 >
where
A. (j=l,....iJ;t=l.....,N) denote trend-cycle variables,
J £
B^t (k=l,....,K;t=l,....,N) denote the seasonal variables, S^, 
C^t (1=1,....,L;t=l,....,N) interaction variables,
and
E(It) = 0
E(It2) = o2 (homoskedasticity),
Efl^I^) = 0 for t ^ s (non-autocorrelation).
Exponential Smoothing 
The exponential smoothing models utilized in this study are based 
on Bowerman and O'Connel. —  ^ This technique may be used to smooth a 
time series with the hope of identifying the overall long-term movements 
in the data. It can be utilized for making short term forecasts for 
time series possessing a questionable type of long-term trend effect if 
any is present in the data. In this respect, the technique has a 
distinct advantage over the moving average method.
Essentially, exponential smoothing derives its name from the 
inherent property of being able to provide an exponentially weighted 
moving average through the time series. Each smoothing calculation or 
forecast is dependent upon all previously observed values. This is
— ^Bowerman, Bruce L. and Richard T. O'Connel, Forecasting and Time 
Series Analysis. Massachussets: Duxbury Press, 1979.
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another advantage over the method of moving averages, which does not 
take into account all of the observed values in this manner. Exponen­
tial smoothing assigns a geometrically declining weight to the observed 
values in the time series. The most recent observation receives the 
highest weight, the previously observed value receives the second 
highest weight, and so on, with the Initially observed value receiving 
the lowest weight.
The double exponential smoothing procedure is initiated by applying 
regression analysis to historical data to obtain estimates of the 
coefficients 3^ and 3 ^ in a given linear model of the form:
(1)
where
Y = the time series observations, 
3q = the intercept at time 0,
the slope of the trend line, 
e = random error component.
The parameter estimates in equation (1) are used to find initial
r2l
value's for the smoothed statistics Sq and Sq thus:
so = V 0) _ bico)> (2)
and
(3)
where and bj are the intercept and slope parameters, 
a is the smoothing constant.
46/
—  Triple exponential smoothing representing a time series with a 
quadratic trend is also practicable within the exponential smoothing 
structure.
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Double exponential smoothing is applied to equations (2) and (3) 
using the smoothing equation
ST = “Y t + ^1-°^ ST-1 ..........................................  ^
aST + (l-a)st2] ..........................................  (5)
Forecasts are then made for any period T + t using the forecasting
equation:
[2]
YT + t <T> " ST -  ^  + ST   <6>
Simulation of the historical series is used to determine the ’'best"
smoothing constant, a, to be used in the smoothing procedure.
Additive and Multiplicative seasonal models are the exponential
smoothing models adapted to monthly or seasonal data series. The
general form of these models is given by
Yt = f(trt,snt) + et
where
Yt = trt x snt ..................................................  (8)
represents a multiplicative model implying a proportional seasonal swing
of the time to the average level as determined by the trend. When the 
magnitude of the seasonal swing is independent of the average level as 
determined by the trend, an additive model is applicable, equation (9).
Yt - trt + snt ................................................ (9)
Using the Winter's Method of Exponential Smoothing with a linear trend
and multiplicative seasonality, equation (8) becomes
Y t = (Bo + 6it) x snt + et ..................................... (10)
The estimate of the trend component is given by
MO) = -g1-^1.................................................................................................. (ID
(m-l)L
where
Y is the mean of the historical data series, and m
is the mean of year 1 of the historical time series.
L is the number of different seasons or months.
The estimate of the permanent component is given by
V 0) = V  2 V 0)   <12>
Estimates of the seasonal factor are obtained from the following:
YT
C  E3 ---------------------------     —  ('1'3'i
t ^ - [ ( L + D ^ - j J b ^ O )  ...................................
t = l....,m where m is the number of years,
j = 1 L where L is the number of months.
To obtain the seasonal indexes, the seasonal factors computed in (13)
are averaged for each month in the historical data series to give L
seasonal factors by using 
m-1
£  k=0 St+KL ...........................................<14>
where
t = 1,2,...,L
Finally, (14) is normalized to add up to L by computing 
Z t=J
where t = 1,2,....,L
Again, simulation of the historical time series is used to determine the
optimum combination of a, S, and Y to be used in the actual forecasting.
Using the initial estimates in (11), (12), (13), a one-period ahead
forecast is generated by
Yt+t (T) = [a0(T) + bjCDx] snT+T(T+T-L) ......................  (16)
To update the estimates, aQ(l), b^(l) and sn^(l), the initial estimates,
(12, 11, 15) respectively becomes 
Y1
sn (0) = sn j.! sn .........................................  (15)
Z l C
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b^l) = B[a0(l) - aQ(0)] + (1-6) b^O) .......................  (18)
sniU) = Y — + (1-Y) sn^ (0)   (19)
For additive seasonality, the model given by Eq. (9) becomes
S t  ■  s 0  + Bl t  * Bs 2 , t x s 2 , t  + B63 , t  + ®sLx s L i t  +   <20>
where
x , , x ,  x . are monthly dummy variables.
SZ j L S J j L Sij j l
The parameter estimates of Equation (20) serve as the initial estimates 
in the simulation process. Optimal combinations of the smoothing 
constants are also determined. To update the estimates, given a new
observation, the following equations are applicable:
a0(T+l) = a [ \ +1 " snT+1(T+l-L)] + (l-«) [aQ(T) + ^  (T)   (21)
bjd+l) = g[a0 (T+l) - a0(T)] + (1-3) b^T),........................  (22)
snT+1(T+l) =YtYT+1 - a0 (T+l)] + (1-y) snT+1(T+l-L),................ (23)
and a one-period ahead forecast is given by
Yt +t (T) = a0 (T) + b1(T)x + snT+t (T+t-L)......................  (24)
Census X-ll
This procedure is similar to the exponential smoothing procedures. 
It provides a means of separating one by one the four components of a 
time series. The Census X-ll program was developed by the U. S. Bureau 
of Census and is available for use in Statistical Analysis System (SAS) 
Software.
The main steps in the program, using as an example of the standard 
multiplicative option, are
(1) The ratios between the original series and a centered 12-term 
moving average are computed,
(2) The seasonal factors are estimated by applying a weighted 
5-term moving average to the Seasonal-Irregular (SI) ratios,
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(3) Adjustment of seasonal factors,
(4) Estimates the irregular component by dividing the factors into 
the SI ratios,
(5) Identifies and removes outliers,
(6) Obtains preliminary seasonal factors by applying a weighted 
5-term moving average to the SI ratios with outliers removed,
(7) Adjustment of seasonal factors,
(8) Obtains preliminary seasonally adjusted series by dividing 
these values into the original observations,
(9) Obtains estimates of the trend-cycle (TC) by applying a 
13-term Henderson moving average to the preliminary adjusted 
series,
(10) Estimates new SI ratios, dividing TC into the original obser­
vations,
(11) Estimates seasonal factors by applying a weighted 7-term 
moving average to the SI ratios,
(12) Adjustment of seasonal factors,
(13) Divides seasonal factors into the original series to obtain 
a seasonally adjusted series.
The X-ll is an iterative procedure. Some of the steps above are 
repeated to obtain a smoother series. It also allows for various 
options Including multiplicative or additive adjustment, and the 
selection of various lengths of terms for the moving averages.
Box-Jenkins
One main difference between the Box-Jenkins technique and the other 
approaches discussed above, is that these other techniques always assume 
or are limited to specific kinds of patterns in the data; for example, 
exponential smoothing assumes a particular pattern in the data, while in 
regression analysis, the user must specify a pre-deterrolned pattern. In 
Box-Jenkins, there is no need to assume initially a fixed pattern. It
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begins with a broad, generalized model which is inclusive of all 
possible separate model combinations of moving average and autoregres­
sive models. This technique utilizes the four step iterative procedure 
presented below.
Identification
The general class of models of which a tentative model or set of 
models can be identified is called an autoregressive integrated moving 
average model or ARIMA (p,d,q).
It is given by
4 ( B )  * (BS) { [ ( l - B ) d ( l - B S) V  ] -  Vi} = 9 (B)Q (B^)a   (1)
P f t q Q t
or
4p (B) *p (BS) {[vdVsDXt] -VJ } = 0q (B)0Q (BS)at .......................  (2)
where
X is the time series in time period t,
S is the seasonal length, equal 12 for monthly data,
B is the backward shift operator defined by BXt = Xfc  ^ and BSXfc
= Xt-2’
V is the mean level of the series,
afc is normally independently distributed white noise residual with
mean 0 and variance cfa2,
2 P
4 ( B ) = 1 ~ 4 -  "‘J'p® t i^e nonseasonal autoregressive (AR)
operator or polynomial of order p,
(I-B)d = V d is the nonseasonal differencing operator of order d to
produce nonseasonal stationarity of the dth differenced data,
(1—B^)D=^s'D is the seasonal differencing operator of order D to produce 
seasonal stationarity of the Dth differenced data,
$(B .. .-$pB ^  is the seasonal AR operator of order P,
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,2 _ _
q'
operator or polynominal of order q,
2
0 (B)=l-0^B-92B -....-0 B^ is the nonseasonal moving average (MA)
S S 2S O'?G(B ) = 1-0jB -02B -....-0^B is the seasonal MA operator of order Q.
By appropriately identifying the certain levels of p,d,D,q, one can be
led to a straightforward autoregressive model, a moving average model,
or some combination of these.
A necessary prerequisite to the identification stage and the
overall success of Box-Jenkins modeling is to satisfy the data
requirement. Box and Jenkins suggest that at least 50 and preferably
100 observations are needed for the procedure to have a good chance of 
47 /
success. —  This requirement is necessary in order to have enough 
observations to compute the autocorrelation function (ACF). The 
identification stage then proceeds only if at least the minimum required 
information is available.
A visual inspection of a plot of the original series may reveal one 
or more of the following characteristics:
(1) seasonality,
(2) trends in the mean level or in the variance of the series,
(3) long-term cycles,
(4) outliers.
Given the plot of the original series, the next step is to examine 
a plot of the autocorrelation function (ACF), a measure of the amount of 
linear dependence between observations in a time series that are 
separated by lag K. This plot of the sample autocorrelation function r
  Box and Jenkins, p. 18.
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against lag K up to a maximum lag of N/4 6hould reveal if the original 
series is stationary or not. If the ACF fails to damp out, then 
differencing is required. Seasonally correlated data with a seasonal 
length equal S would have an ACF that either attentuates or truncates 
with peaks at S, 2S, 3S and other integer multiples of S. When the ACF 
at lags that are multiples of the seasonal length S do not die out 
rapidly, It Is likely that seasonal differencing is needed to produce 
stationarity.
After stationarity Is attained, the ACF of the differenced series 
is then examined to determine the number of autoregressive (AR) and 
moving average (MA) parameters required in the model.
If the series is white noise, that is, consisting of random shocks, 
then the r^ is approximately normally independently distributed with 
mean and variance (0, 1/n). To test if a given series is white noise: 
the ACF estimates must not be significantly different from zero. If the 
estimates are significantly different from zero then the general rules 
involved to help determine the model type are as follows: For a
non-seasonal MA (0, d,q) process, r^ cuts off and is not significantly 
different from zero after lag q. If r^ tails off this suggests an AR 
term. A seasonal MA (0,d,q) x (0,D,Q), model has the r^ truncating and 
is not significantly different from zero after lag q + SQ. If cuts 
off at lags that are multiples of S, this implies the presence of a 
seasonal AR component. The failure of the ACF to truncate at other lags 
may imply that a non-seasonal AR term is required.
Other complementary measures include the partial autocorrelation 
function (PACF), the inverse autocorrelation function (IACF), and the 
inverse partial autocorrelation function (IPACF). The ACF and IPACF
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posses similar general properties, while the PACF and IACF have common 
attributes. In general, the ACF and the IPACF truncate for pure MA 
processes, while the PACF and IACF cut off for AR models. For mixed
processes, all four functions attenuate.
Estimation
Once a tentative model has been selected in the identification 
stage, the parameters of that model must be estimated unless the exact 
value of the parameter is known in advance. For this situation the 
known parameter can be fixed, and only the remaining parameters are
estimated. This is the usual approach taken for the parameter ji , the
mean level of the differenced series. If the data are differenced at 
least once either seasonally or non-seasonally, then JJ usually has a 
value of zero. However, when it is suspected that a deterministic trend 
is present, y can be estimated.
Box and Jenkins suggest that the approximate maximum likelihood 
estimate for the ARIMA model parameters be obtained by employing the 
unconditional sum of squares method. When using this technique the 
unconditional sum of squares function is minimized to get the least 
squares parameter estimates.
In Box-Jenkins modeling, the residual are assumed independent, 
homoskedastic and usually normally distributed. If the constant 
variance and normality assumptions are not true, they are often reason­
ably well satisfied when the observations are transformed by a Box-Cox 
48/
transformation. —  In practice it is advantageous to satisfy the
—  Box, G. E. P. and D. R. Cox, "An Analysis of Transformations," 
Journal of the Royal Statistical Society, B26, 1964.
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normality assumption reasonably well. First, it can be expected that 
parameter estimates will be at least slightly improved if a suitable 
transformation of the series is reflected in the error terms by causing 
them to become approximately normally distributed. Second, without the 
normality assumption, calculation of confidence intervals for the fore­
casted data would be impossible for practical use. Finally, if both 
heteroskedasticity and normality of the residuals are present, then both 
these flaws can often be rectified simultaneously by a suitable Box-Cox 
transformation.
From a parsimony standpoint, Box and Jenkins stress the need to use 
as few model parameters as possible so that the model passes all diag­
nostic checks. The AIC is a mathematical formulation of the parsimony
49 /criterion of model building. —  In certain instances, the use of AIC 
replaces the need for hypothesis testing. Therefore, the requirement of 
subjective judgment for choosing the level of significance in hypothesis 
testing and the use of statistical tables are explicitly formulated as 
estimation problems.
Diagnostic Checking
Once optimal parameters (providing the minimum mean squared but 
parsimonous) have been estimated, the residuals can then be examined to 
see if they are independent, homoskedastic and normally distributed.
A data transformation cannot correct dependence of the residuals 
because the lack of independence indicates the present model is
49/
—  Akaike, H., A New Look at the Statistical Model Identifica­
tion ," lEETrans^Automat^Conhr., AC-19(6), 1974.
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inadequate. Rather, the identification and estimation stages must be 
repeated in order to determine a suitable model. If the assumptions of 
homoskedasticity and normality are violated, they can often be corrected 
by a Box-Cox transformation of the data.
Overfitting can be used as a diagnostic check for the estimated 
model. Overfitting involves fitting a more elaborate model than the one 
estimated to see If including one or more parameters greatly improves 
the fit. If the estimates of the included parameters are three or four 
times their standard errors then this would definitely indicate that the 
more elaborate model should be selected.
The modified Box-Pierce Q statistic is also capable of determining 
whether a set of autocorrelations, taken as a whole, represents a
departure from the null set. A chi-square test based on
m -1 - 
Q = (r) = n(n+2) £ (n-k) r,
k=l K
where m = maximum lag considered,
k = number of lags,
n = N-d,
r = sample autocorrelation function,
N = number of observations, 
d = number of differencing.
The Q-statistic is distributed approximately as Chi-square with 
(m-p-q) degrees of freedom. If the calculated value is less than the
— ^Hipel, K. W., A. I. McLeod, and W. C. Lennox, "Advances in 
Box-Jenkins Modelling, 1, Model Construction," Water Resources Research, 
13, 1977.
— ^Ljung, G. M. and G. E. P. Box, "On a Measure of Lack of Fit in 
Time Series Models," Biometrika, 65, 1978.
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table value at a given level of significance, then the set of values
is not significantly different from zero. This test was designed to
test the randomness of the residual errors.
Another test for whiteness of residuals is to examine the residual
autocorrelation function (RACF). If some of the RACF are significantly
different from zero, this may mean that the present model is inadequate.
The important RACF to examine according to Hipel et.al., are the RACF at
the first few lags for a nonseasonal model and the RACF at the first
couple of lags and also at lags that are multiples of S for a seasonal 
52/model. —  However, Box and Jenkins suggest that a sufficiently large 
number of lags should be examined as a whole rather than on individual 
basis. — '1
Forecasting
Once an appropriate model has been fit, it may be used to generate
forecasts of future observations that are optimal in a minimum mean
square error sense. If the current period is T and a forecast (X (T))
1+T
of the series in time period T + T is desired, then the forecast is 
generated by taking expectation at origin T of the model written at T + t, 
Generally, the forecast for period T + t must be built up successively 
from the forecasts for periods T + 1, T + 2......  T + t -1. In this
A
procedure, the that have not occurred at time T are replaced by the
forecasts X^ ,+^(T), the that have not occurred at time T are
replaced by zero, and the e that have occurred are replaced by the1 “K.
— Hipel, et.al., p. 572.
53/
Box and Jenkins, pp. 290-291.
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single-period forecast error e^(T-K) s X ^ ^ - X ^ ^ t T - K - l ) .  In
starting the forecasting process, it will be necessary to assume that
e„ = 0 for T - K < 0.
1 “ K
CHAPTER III
STATISTICAL CHARACTERISTICS OF DATA
In fulfillment of objective one, descriptive statistics were
calculated for the selected monthly and annual data. These measures of
dispersion provide a yardstick for understanding the degree of
variability inherent in the data, hence, a helpful starting point for
54/
basing future expectations. The measures are: —
(1) sample standard deviation
(2) sample standard error
(3) mean
(A) maximum and minimum values
(5) coefficient of variation
The sample standard deviation is a measure of the amount of 
variability, plus or minus, about the sample mean. It is calculated by 
obtaining the squared deviations of the individual observations from the 
mean, summed, and then divided by the number of observations. The 
square root of this mean of squared deviations is then the standard 
deviation. The square root step is necessary in order to express the 
measure of dispersion in terms of the units of the data. Given repeated 
sampling, 68.26 percent of observations are expected to fall within one 
standard deviation of the mean. In standardized form, the interval runs
54/
—  Although it is not practicable to know the population mean and 
variance from the Census data utilized in this study. These measures 
are still applicable considering the fact that the sample size is 
greater than 30 as required by theory and experiment.
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from -1.00 to +1.00. The table entry for 1.00 is .3413, and doubling 
this is .6826 or 68.26 percent.
The sample standard error is the measure of variability of the mean 
from sample to sample. A population may consist of individual outcomes 
that can take a wide range of values from extremely small to extremely 
large. However, if an extreme value falls into the sample, although it 
will have an effect on the mean, this effect will be reduced since it is 
being averaged with all the other values in the sample. As the sample 
size increases, the effect of a single extreme value gets even smaller 
since it is being averaged with more observations. This is the 
phenomena expressed in the standard error of the mean. It is calculated 
by dividing the standard deviation by the square root of the sample 
size.
The mean or average is a measure of central tendency. It is 
calculated by summing all the values in the time series and then 
dividing this total by the number of observations.
The range of the data is a measure of dispersion which can be 
obtained by taking the difference between the maximum and minimum 
values.
The coefficient of variation is a measure of relative dispersion by 
which comparability among sets of data can be achieved. It is calculat­
ed by dividing the standard deviation by the mean and multiplying the 
result by 100 - that is, by expressing the standard deviation as a 
percentage of the mean. It is used to answer the question, "Is the 
standard deviation large because there is a lot of variablity in the 
data, or is it large because the numbers in the data set are large?" It
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may also be used to compare the dispersion of time series measured in 
different units or in the same units but running at different levels of 
magnitude.
Steer and Heifer Prices
The year with the highest relative variability as measured by the 
coefficient of variation in Table 2 was 1974 followed by 1978. For 
those two years, the price range was about $25.00, that is, within the 
year, the price differential was as high as $25.00. The year 1982 
exhibited the least relative variability followed by the year 1972 with 
a coefficient of variation estimate of 3.86 percent. The price 
differential within these two years was only $4.00 to $5.00.
The amount of variability about the sample mean, as measured by the 
standard deviation, was lowest in 1977. That is, 68 percent of the 
monthly prices in 1977 fell within plus or minus $1.33, of the $34.18 
year average (mean). The standard error of the mean shows how the 
amount of the sample mean in any given year will vary from the normal 
population mean. This estimate for 1983 is given as $1.16, that is, the 
average price of $54.86 in 1983 fell within plus or minus $1.16, of the 
normal population mean 68 percent of the time. To determine the degree 
of reliability of the sample mean, the confidence interval can be 
calculated. — ^
For 1983, a confidence interval of $2.27 per hundredweight would 
mean that 95 times out of 100 the normal population mean fell
— ^The formula utilized for calculating the confidence interval at 
the 95 percent level of significance is expressed as y = Y ± t(.05)(sy): 
where y is the population mean, Y is the sample mean, t(.05) is the t - 
distribution and sy is the standard error of the mean.
Table 2. Estimated Descriptive Statistics for Monthly Steer and Heifer Prices, Louisiana, 1972-1983.
Prices **
Coefficient
of
Variation
Degree 
of , 
Variation —Year Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error.of 
Mean
$/cwt. $/cwt. $/cwt. $/cwt. $/cwt. Per Cent Rank
1972 36.30 1.40 34.20 38.20 0.40 3.86 11
1973 47.41 4.63 40.30 57.30 1.33 9.76 3
1974 34.39 8.83 23.70 48.20 2.55 25.31 1
1975 26.30 1.94 22.90 29.00 0.56 7.38 5
1976 32.97 2.59 28.90 36.80 0.75 7.85 4
1977 34.18 1.33 31.50 36.30 0.38 3.90 10
1978 52.97 7.45 38.40 63.40 2.15 14.07 2
1979 71.41 4.20 66.40 79.70 1.21 5.88 9
1980 64.49 4.38 59.80 74.40 1.26 6.79 8
1981 57.58 4.11 51.60 65.00 1.19 7.13 7
1982 54.59 1.84 52.20 57.50 0.53 3.37 12
1983 54.86 4.03 47.80 62.00 1.16 7.34 6
a/
—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
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within plus or minus $2.27, of the sample average of $54.86.
Cow Prices
Cow price variability exhibited little difference from that of 
steers and heifers. The year 1974 also had the largest relative 
variation. However, price variability was minimum in 1972 with the 
coefficient of variation at 3.46 percent, Table 3. The range of prices 
for that year was only $3.20. This price differential is very small 
compared to $16.90 for 1974, the year with the largest coefficient of 
variation at 25.11 percent.
The standard deviation of prices in 1974 was $6.37, that is, 68 
percent of the prices in that year fell within plus or minus $6.37 of • 
the $25.37 mean value. The standard error of $1.84 indicates that the 
mean value fell within plus or minus $1.84, of the normal 
population mean 68 percent of the time.
Beef Cattle Prices
The year 1974 also exhibited the largest relative variation for 
beef cattle prices (Table 4). The coefficient of variation estimated at 
24.97 percent indicates there was much more variation in prices within 
that year than any other year considered in the study period. The price 
movement for that year was between $20.00 and $40.00 per hundredweight. 
This price range did not differ much from the range in 1978 with the 
second largest relative variation. However, the mean value of prices 
for 1978 was $43.00 per hundredweight compared to $30.00 for 1974.
The range of the standard deviations are from $1.12 in 1972 to 
$7,44 in 1974. For the data period studied, 68 percent of beef
Table 3. Estimated Descriptive Statistics for Monthly Cow Prices, Louisiana, 1972-1983.
Prices :
Coefficient
of
Variation
Degree 
of , 
Variation —Year Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error of 
Mean
$/cwt. $/cwt. $/cwt. $/cwt. $/cwt. Per Cent Rank
1972 24.52 0.85 22.70 25.90 0.24 3.46 12
1973 32.16 2.79 27.10 37.40 0.81 8.68 5
1974 25.37 6.37 16.80 33.70 1.84 25.11 1
1975 17.76 0.81 16.20 18.90 0.23 4.56 11
1976 23.42 2.24 20.10 26.30 0.65 9.58 3
1977 23.19 1.41 21.60 25.60 0.41 6.10 10
1978 34.97 4.58 26.10 43.40 1.32 13.10 2
1979 51.51 3.51 46.30 58.20 1.01 6.82 9
1980 45.49 3.84 41.00 53.40 1.11 8.45 6
1981 41.59 2.95 36.70 45.40 0.85 7.08 8
1982 38.09 2.83 33.30 41.40 0.82 7.44 7
1983 36.92 3.50 32.70 42.00 1.01 9.49 4
3  /—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
Table 4. Estimated Descriptive Statistics for Monthly Beef Cattle Prices, Louisiana, 1972-1983.
Prices :
Coefficient
of
Variation
Degree 
of , 
Variation —Year Mean
Standard
Deviation
Minimum 
Va lue
Maximum
Value
Standard 
Error of 
Mean
$/cwt. $/cwt. $/cwt. $/cwt. $/cwt. Per Cent Rank
1972 29.52 1.12 27.40 31.00 0.32 3.79 12
1973 38.82 3.73 32.50 46.40 1.08 9.60 3
1974 29.81 7.44 19.90 40.20 2.15 24.97 1
1975 21.60 1.26 19.10 23.20 0.36 5.83 10
1976 27.70 2.51 23.90 31.20 0.72 9.07 6
1977 28.11 1.30 25.80 30.20 0.37 4.61 11
1978 43.02 5.80 31.10 51.70 1.67 13.48 2
1979 60.38 3.89 55.30 68.00 1.12 6.44 8
1980 51.48 4.83 44.80 62.60 1.39 9.39 4
1981 47.01 3.41 39.90 52.40 0.98 7.25 7
1982 43.58 2.71 38.70 49.00 0.78 6.23 9
1983 43.00 4.03 . 38.00 50.20 1.16 9.36 5
—^Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
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cattle prices fell within plus or minus $1.12 to $7.44, of the mean 
values which were between $21.60 and $60.38, Table 4. The standard 
errors for 1972, and 1975 to 1977 added up to $1.77 which was still less 
than the standard error of $2.15 for 1974 alone. The implication of 
this is that the sample mean values for 1972, and 1975 to 1977 had a 
greater probability of falling within the population mean value 68 
percent of the time than the mean value for one year, 1974.
Veal Calf Prices
Variability in veal calf prices also followed the pattern exhibited 
by its counterparts above. Prices in 1974 showed the largest relative 
variation (Table 5). For all other years, within year variability was 
less than 17 percent.
The standard deviations for 1975 and 1977 were smallest at $1.58 
and $1.57, respectively. That is, veal calf prices for the two years 
fell within plus or minus $2.00 of their sample means 68 percent of the 
time. The standard errors for both years also show that the sample 
means of $26.29 and $36,13 fell within plus or minus $0.46 and $0.45 per 
hundredweight of their normal population mean 68 percent of the time.
Cotton Prices
The "best" year for cotton prices, with respect to the low degree 
of variability as measured by the coefficient of variation was in 1979 
(Table 6). The coefficient of variation was estimated at about 3 
percent. This implied that price movements within that year were at a 
minimum when compared to a year like 1981 with a coefficient of 
variation of about 16 percent. The range of prices for 1981 was 30 
cents per pound, fluctuating between 52.50 and 82.50 cents per pound.
Tabli
Year
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
Estimated Descriptive Statistics for Monthly Veal Calf Prices, Louisiana, 1972-1983.
___________________________ Prices___________________________:
Standard Coefficient Degree
Standard Minimum Maximum Error of of of ,
3 /Mean Deviation Value Value Mean Variation Variation —
$/cwt. $/cwt. $/cwt. $/cwt. $/cwt. Per Cent Rank
42.97 2.53 39.10 45.70 0.73 5.88 10
57.23 6.15 47.40 68.60 1.77 10.74 3
38.95 11.27 24.50 56.20 3.25 28.95 1
26.29 1.58 23.60 28.60 0.46 6.01 9
34.21 2.78 29.00 38.00 0..80 8.11 6
36.13 1.57 32.20 38,60 0.45 4.34 11
60.42 10.21 40.10 73.80 2.94 16.90 2
88.08 7.91 77.50 100.00 2.28 8.98 5
72.17 6.66 64,40 87.40 1.92 9.23 4
60.53 4.27 55.60 67.70 1.23 7.05 7
58.18 2.07 55.20 61.00 0.60 3.55 12
59.00 4.04 51.90 65.90 1.17 6.85 8
a/—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
Table 6. Estimated Descriptive Statistics for Monthly Cotton Prices, Louisiana, 1972-1983.
Prices :
Coefficient
of
Variation
Degree
°f si Variation —Year Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error of 
Mean
Cents/lb. Cents/lb. Cents/lb. Cents/lb. Cents/lb. Per Cent Rank
1972 29.85 1.74 27.00 32.00 0.50 5.83 10
1973 32.17 3.83 28.40 43.00 1.10 11.91 4
1974 48.66 3.39 42.00 55.00 0.98 6.96 6
1975 43.37 6.11 35.50 53.00 1.76 14.08 3
1976 61.27 6.80 53.50 77.50 1.96 11.09 5
1977 60.45 8.71 47.30 73.50 2.51 14.41 2
1978 55.79 3.61 50.10 61.20 1.04 6.47 8
1979 60.37 1.69 58.50 63.70 0.49 2.80 12
1980 76.72 5.33 64.80 86.50 1.54 6.96 7
1981 71.58 11.34 52.50 82.50 3.27 15.84 1
1982 57.57 3.12 52.50 62.70 0.90 5.42 11
1983 61.88 3.72 56.30 67.90 1.07 6.02 9
a/—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
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The amount of variability of cotton prices from the mean price is 
given by the standard deviation estimates in Table 6. For the last 3 
years, the standard deviation in cotton prices has varied between 3.12 
cents and 11.16 cents per pound. That is, 68 percent of the cotton 
prices for the 3 years fell within plus or minus 3.12 to 11.16 cents of 
the mean price value of 57.57 and 71.58 cents, respectively. However, 
the standard error of the mean for 1981 estimated at 3.27 cents per 
pound, indicates that the mean price of 71.58 cents per pound fell 
within plus or minus 3.27 cents of the normal population mean 68 percent 
of the time. The range in which the population mean will fall about the 
sample mean can be calculated as a confidence interval. For example, at 
the 5 percent level of significance, the confidence interval for 1982 is 
the mean price 57.57, plus or minus the t-distribution at 5 percent 
(1.96) multiplied by the standard error (.09). That is, about 0.18 
cents per pound confidence interval would indicate that 95 times out of 
100, the normal population mean fell within plus or minus 0.18 cents of 
the sample mean value of 57.57 cents per pound.
Rice Prices
The relative varibility of rice prices for 1982 and 1983 was much 
less than the variability shown in 1981. That is, the coefficient of 
variation for 1982 and 1983 combined is estimated at 11.85 percent, 
while that of 1981 is 15.42 percent, Table 7. The year exhibiting the 
most relative variability was 1974 with 18.11 percent coefficient of 
variation. The price range for that year was $5.88 per hundredweight. 
That is, price movements were between $10.55 to $16.43 per 
hundredweight. The overall distribution of the relative variation of
Table 7. Estimated Descriptive Statistics for Monthly Rice Prices, Louisiana, 1972-1983.
Prices I
Coefficient
of
Variation
Degree 
of , 
Variation —Year Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error of 
Mean
$/cwt. $/cwt. $/cwt. $/cwt. $/cwt. Per Cent Rank
1972 5.89 0.85 5.20 7.60 0.25 14.46 4
1973 10.82 2.90 8.00 43.00 1.10 11.91 6
1974 13.40 2.42 10.55 16.43 0.70 18.11 1
1975 9.98 0.96 8.40 11.20 0.28 9.63 9
1976 6.84 0.76 5.80. 8.10 0.22 11.06 7
1977 7.92 1.42 6.79 11.00 0.41 17.94 2
1978 9.28 1.33 7.56 10.80 0.38 14.37 5
1979 9.10 0.88 7.87 10.40 0.25 9.65 8
1980 11.14 0.99 9.76 13.10 0.28 8.88 10
1981 12.14 1.87 9.24 14.30 0.54 15.42 3
1982 7.63 0.61 6.65 8.74 0.17 7.96 11
1983- 7.55 0.29 7.16 8.01 0.09 3.89 12
a/—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
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rice prices for 1972-1983 shows a consistent trend in variability of 
less than 18.11 percent coefficient of variation.
The standard deviations on the overall, were also very small with 
the highest values occurring in 1973 and 1974, respectively, Table 7. 
This may be explained by the tripling of prices for those years due to 
the increased demand for rice in the world markets, tight supplies 
created by the smaller world paddy crops harvested towards the end of 
1972, and the depleted carryover stocks from the previous year. The 
standard deviations of about $3.00 per hundredweight for those years 
therefore, indicate that 68 percent of the rice prices fell within 
$3.00, plus or minus, the mean price value. The standard error of the
mean was smallest for 1983. The value estimated at $0.09 per
hundredweight indicates that the mean price of $7,55 fell within plus or 
minus $0.09 of the normal population mean 68 percent of the time.
Soybean Prices
Soybean price variability has become relatively less volatile for 
the last six years of the time series, 1976-1983, than for the first six 
years, Table 8. The estimated 21.07 percent coefficient of variation 
for 1973 was the highest in relative variation while 1978, with 5.82 
percent, had the smallest relative variation in the time series.
The largest standard deviation occurred in 1977. This estimate of 
$1,39 measures the amount soybean prices vary from the mean price. That 
is, 68 percent of the prices in 1977 fell within plus or minus $1.39 per
bushel of the mean price of $7.01. The standard error of the mean for
any of the given years was less than $0.50 per bushel. This implied 
that the mean prices for the respective years fell within plus or minus 
$0,50 of the normal population mean, 68 percent of the time.
Table 8. Estimated Descriptive Statistics for Monthly Soybean Prices, Louisiana, 1972-1983.
Prices :
Coefficient
of
Variation
Degree 
of . 
Variation —Year Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error of 
Mean
$/bushel $/bushel $/bushel $/bushel $/bushel Per Cent Rank
1972 3.33 0.25 2.97 3.96 0.07 7.40 10
1973 6.37 1.34 4.14 9.15 0.39 21.07 1
1974 6.40 1.03 5.09 8.26 0.30 16.10 4
1975 5.26 0.54 4.32 6.24 0.16 10.34 7
1976 5.62 0.97 4.46 6.84 0.28 17.24 3
1977 7.01 1.39 5.43 9.46 0.40 19.84 2
1978 6.33 0.37 5.60 6.86 0.11 5.82 12
1979 7.04 0.49 6.17 7.70 0.14 6.96 11
1980 6.92 0.91 5.72 8.35 0.26 13.23 6
1981 7.17 0.63 6.23 7.85 0,18 8.74 8
1982 6.06 0.51 5.29 6.81 0.15 8.48 9
1983 6.90 0.96 5.78 8.33 0.28 13.88 5
Si/—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
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Milk Prices
For many years, milk prices have been supported both directly and 
indirectly by a variety of government initiatives. Since 1949, the 
federal government has supported the price of milk directly by 
guaranteeing to purchase all milk that cannot be sold in the market at 
the federally established support price ($12.60 per hundredweight 
in 1984; $13.10 prior to last November). This support is evident in 
Table 9, as the relative variability measured by the coefficient of 
variation, is very small compared to those of other commodities.
For 1982 and 1983, the standard deviation of $0.60 per 
hundredweight showed that 68 percent of the prices in the two years fell 
within plus or minus $0.30 of the mean prices of about $15.00 per 
hundredweight. A standard error of $0.08 in- 1981 also indicates that 
the mean price of $15.00 fell within plus or minus $0.08 of the normal 
population mean, 68 percent of the time.
Poultry and Eggs
Variability of broiler prices was estimated to be between 5 and 22 
percent by the coefficient of variation, Table 10. The year with the 
highest relative variability, 1973, and the year with the lowest 
relative variability, 1972, occurred back-to-back. The mean value of 
prices in 1972 was 14.08 cents about 10.00 cents less than the mean 
value for 1973 of 24.62 cents per pound. However, in 1973, the price 
spread was much wider than in 1972. The minimum value was 17.50 cents 
and the maximum value was 38.50 cents per pound, a differential of 21.00 
cents per pound. The standard deviation for 1973 indicated that 68 
percent of the prices for that year fell within 5.48 cents per pound, 
plus or minus, the mean price value of 24.62 cents. The standard error
Table 9. Estimated Descriptive Statistics for Monthly Milk Prices, Louisiana, 1972-1983.
Prices I
Coefficient
of
Variation
Degree 
of , 
Variation —Year Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error of 
Mean
$/cwt. $ / cwt. $/cwt. $/cwt. $/cwt. Per Cent Rank
1972 7.13 0.28 6.75 7.50 0.09 3.98 5
1973 8.34 1.02 7.30 10.15 0.29 12.21 I
1974 9.89 0.37 9.20 10.40 0.11 3.71 7
1975 10.29 .0.63 9.60 11.30 0.18 6.16 2
1976 11.04 0.34 10.70 11.70 0.10 3.05 9
1977 10.76 0.39 10.20 11.40 0.11 3.64 8
1978 11.57 0.65 10,80 12.70 0.19 5.65 4
1979 13.26 0.80 12.10 14.60 0.23 6.01 3
1980 14.15 0.53 13.60 15.00 0.15 3.78 6
1981 14.93 0.27 14.50 15.40 0.08 1.81 12
1982 14.71 0.30 14.30 15.10 0.09 2.06 11
1983 14.57 0.30 14.10 15.00 0.09 2.07 10
— ^Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
Tabli
Year
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
Estimated Descriptive Statistics for Monthly Broiler Prices, Louisiana, 1972-1983.
Prices
Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error of 
Mean
Coefficient
of
Variation
Degree
of
Variation
Cents/lb. Cents/lb. Cents/lb. Cents/lb. Cents/lb. Per Cent Rank
14.08 0.70 13.00 15.00 0.20 4.98 12
24.62 5.48 17.50 38.50 1.58 22.26 1
22.00 1.69 18.50 24.00 0.49 7.69 8
26.79 2.94 23.50 31.00 0.85 10.98 5
23.57 2.15 19.50 25.50 0.62 9.22 6
23.83 1.37 21.50 25.50 0.39 5.75 10
26.87 2.46 23.50 31.50 0.71 9.15 7
26.46 3.08 21.00 30.00 0.89 11.63 4
28.58 3.91 23.50 34.00 1.13 13.69 2
28.21 2.03 25.00 31.00 0.58 7.19 9
27.42 1.56 24.50 29.50 0.45 5.71 11
29.62 3.81 24.50 36.00 1.10 12.88 3
a/
a /
—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
t o
73
for 1972 also indicates that the mean price of broilers fell within plus 
or minus 0.20 cents per pound of the normal population mean 68 percent 
of the time.
Egg production and the number of chicken layers, Tables 11 and 12 
respectively, showed little relative variation over the years. The 
coefficient of variation was less than 7 percent for any given year with 
either time series. The standard deviation for egg production in 1983 
showed that 68 percent of egg production for the year fell within plus 
or minus 2 million of the mean production of 34.58 million eggs. For 
the chicken layers series, 68 percent of the total number of chicken 
layers in 1983 fell within plus or minus 5,173 of the mean number of
chicken layers at 186,209. The standard error of the mean for the
chicken layers in 1983 indicates that the mean of 186,209 fell within
plus or minus 1,493 of the normal population mean 68 percent of the
time.
Livestock Slaughter
Among the three livestock slaughter quantities, Tables 13, 14, and 
15, calf slaughter exhibited the most variability with a range of 35.30 
percent in the coefficient of variation. The year 1974 showed the most 
relative variation at 42.96 percent. This shows that there was much 
more variability in the quantity slaughtered in 1974 than in 1972 when 
the coefficient of variation was about 8 percent. For cattle slaughter, 
the year with the highest relative variation was 1979 (Table 14). The 
coefficient of variation was estimated at 20.42 percent which is 13.39 
percent more than the coefficient of variation for the least variable 
year, 1976. The last 3 years for hog slaughter (1981-1983), Table 15,
Table 11. Estimated Descriptive Statistics for Monthly Egg Production, Louisiana, 1972-1983.
Production •
Coefficient
of
Variation
Degree 
of . 
Variation —Year Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error of 
Mean
m -: 1 -1 • n  . Per Cent Rank1 1 X 1 1 X U L L  1 ^ 6 5 0
1972 61.75 2.60 59.00 66.00 0.75 4.21 9
1973 55.08 3.34 52.00 62.00 0.96 6.07 2
1974 55.33 3.05 41.00 61.00 0.88 5.52 6
1975 55.17 2.17 50.00 59.00 0.62 3.93 10
1976 55.42 2.57 52.00 51.00 0.74 4.65 9
1977 49.50 1.93 47.00 53.00 0.56 3.90 11
1978 50.25 2.93 45.00 56.00 0.84 5.82 3
1979 50.33 1.92 47.00 53.00 0.55 3.82 12
1980 45.58 2.64 41.00 50.00 0.76 5.80 4
1981 42.25 2.26 39.00 46.00 0.65 5.35 7
1982 37.42 2.47 35.00 42.00 0.71 6.59 1
1983 34.58 1.97 32.00 38.00 0.57 5.71 5
a/
—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
Tabl<
Year
1972
1973
197 4
1975
1976
1977
1978
1979
1980
1981
1982
1983
Estimated.Descriptive Statistics for Monthly Chicken Layer Numbers, Louisiana, 1972-1983.
Quantity
Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error of 
Mean
Coefficient
of
Variation
Degree
of
Variation
Per Cent Rank
3280.17 53.62 3199.00 3366.00 15.48 1.63 11
3029.00 154.05 2836.00 3276.00 44.47 5.09 1
2988.92 107.39 2845.00 3145.00 31.00 3.59 4
2872.50 59.76 2808.00 3000.00 17.25 2.09 9
2813.83 77.52 2722.00 3001.00 22.38 2.75 8
2618.92 73.60 2532.00 2746.00 21.25 2.81 6
2703,83 43.23 2628.00 2783.00 12.48 1.60 12
2738.75 56.65 2680.00 2840.00 16.35 2.07 10
2522.83 91.86 2386.00 2661.00 26.52 3.64 3
2330.00 68.43 2241.00 2441.00 19.75 2.94 5
2082.67 103.63 1953.00 2295.00 29.92 4.98 2
1862.09 51,73 1786.00 1938.00 14.93 2.78 7
a/—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
Table
Year
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
Estimated Descriptive Statistics for Monthly Calf Slaughter Numbers, Louisiana, 1972-1983.
___________________________ Quantity________________________ :
Standard Coefficient Degree
Standard Minimum Maximum Error of of of ,
a /Mean Deviation Value Value Mean Variation Variation —
--- 1,000 Head - Per Cent Rank
14.30 1.09 12.00 15.70 ■ 0.32 7.66 12
12.59 1.83 9.10 15.90 0.53 14.52 10
17.40 7.47 8.70 30.00 2.16 42.96 1
26,73 5.27 19.30 35.50 1.52 19.72 5
23.64 2.00 20.30 26.50 0.58 8.45 11
25.64 4.33 19.90 32.10 1.25 19.91 7
19.32 3.59 12.90 26.50 1.04 18.60 6
11.48 1.70 8.20 14.10 0.49 14.83 8
8.35 1.24 6.40 10.60 0.36 14.80 9
7.42 1.57 5.10 9.80 0.45 21.22 3
9.04 1.79 7.20 13.10 0.52 19.82 4
8.80 2.66 5.60 13.50 0.77 30.29 2
— ^Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12
O'
Table 14. Estimated Descriptive Statistics for Monthly Cattle Slaughter Numbers, Louisiana, 1972-1983.
Quan tity ;
Coefficient
of
Variation
Degree
°£ a / Variation —Year Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error of 
Mean
1,000 Head Per Cent Rank
1972 14.64 1.71 10.90 16.50 0.49 11.68 7
1973 13.67 1.44 11.50 15.90 0.41 10.52 8
1974 13.95 1.78 11.70 18.10 0.51 12.74 5
1975 17.64 1.82 15.70 21.30 0.52 10.30 9
1976 15.57 1.09 14.00 17.90 0.31 7.03 11
1977 13.78 1.11 11.70 15.60 0.32 8.09 10
1978 12.51 1.88 9.50 16.10 0.54 15.05 4
1979 8.82 1.80 5.90 12.00 0.52 20.42 2
1980 11.57 1.36 10.10 15.30 0.39 11.80 6
1981 12.47 0.83 11.00 13.50 0.24 6.63 12
1982 12.25 2.96 7.40 15.60 0.85 24.19 1
1983 5.59 0.84 4.40 7.10 0.24 15.09 3
a/
—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
Table
Year
1972
1973
197 A
1975
1976
1977
1978
1979
1980
1981
1982
1983
Estimated Descriptive Statistics for Monthly Hog Slaughter Numbers, Louisiana, 1972-1983.
______________________Quantity______________________________:
Standard Coefficient Degree
Standard Minimum Maximum Error of of of ,
cl /
Mean Deviation Value Value Mean Variation Variation —
Per Cent Rank
17.02 1.94 13.90 20.50 0.56 11.43 8
14.02 1.66 11.50 17.20 0.48 11.83 6
15.86 2.06 13.70 20.10 0.59 12.99 5
15.80 1.58 12.90 18.60 0.45 8.00 12
17.32 3.79 12.90 23.60 1.09 21.90 2
20.79 1.87 17.50 23.80 0.54 8.98 10
17.47 2.02 14.80 20.80 0.58 11.57 7
16.61 1.66 14.00 18.70 0.48 10.00 9
16.87 1.51 14.50 19.80 0.44 8.96 11
10.90 4.02 6.10 16.70 1.16 36.91 1
6.47 1.24 4.80 8.50 0.36 19.21 3
6.79 1.28 5.30 9.30 0.37 18.86 4
—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
00
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showed greater relative variation than any other consecutive three- year 
period in the data.
The smaller the standard error of the mean, the closer the average 
slaughter value for the year is to the normal population mean. The 
standard error of the mean for all three slaughter series indicates that 
the average monthly number of slaughter for any given year fell within 
plus or minus 240 to 2,160 head of the normal population mean 68 percent 
of the time. The smallest standard deviation in the three slaughter 
series, occurred in cattle slaughter (Table 14) in 1981, The standard 
deviation values for 1981 and 1983 are almost identical for the cattle 
slaughter series, however, 68 percent of the number of cattle slaughter 
fell within 830 head, plus or minus, the 12,470 head average for 1981,
In 1983, 68 percent of the number of cattle slaughter fell within 840 
head, plus or minus, the 6,000 head average.
Feed Prices
The variability within the feed prices, (Tables 16, 17, and 18) as 
estimated by the coefficient of variation is less than 16 percent. For 
example, between 1981 and 1983, the coefficient of variation for dairy 
feed averaged 3.68 percent with a range of 1.52 percent while for the 
same years, the coefficient of variation for broiler grower averaged 
3.21 percent, but with a range of 3.56 percent. This indicates that the 
variability in dairy feed is more consistent than the variation in any 
of the other feeds. The largest relative variability of beef cattle 
feed occurred in 1973 (Table 18). The 15.93 percent coefficient of 
variation indicates that beef cattle feed prices were more variable in 
1973 than, for example, the previous year (1972).
Table 16. Estimated Descriptive Statistics for Monthly Broiler Grower Feed Prices, Louisiana, 1972-1983.
, Prices :
Coefficient
of
Variation
Degree
°f a/ Variation —Year Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error of 
Mean
$/ton $/ton $/ton $/ton $/ton Per Cent Rank
1972 91.17 4.55 87.00 104.00 1.31 4.99 7
1973 143.50 17.71 114.00 170.00 5.11 12.34 1
1974 158.58 12.59 138.00 176.00 3.63 7.94 4
1975 156.50 6.99 146.00 173.00 2.02 4.46 9
1976 155.33 7.45 148.00 171.00 2.15 4.80 8
1977 157.67 12,81 142.00 182.00 3.70 8.13 3
1978 156.33 4.54 146.00 163.00 1.31 ' 2.90 10
1979 179.83 13.26 160.00 205.00 3.83 7.38 5
1980 208.33 22.95 184.00 245.00 6.62 11.01 2
1981 248.33 6.15 240.00 260.00 1.78 1.80 11
1982 249.58 4.50 245.00 260.00 1.30 1.80 12
1983 270.00 14.48 250.00 290.00 4.17 5.36 6
3/
—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
Table
Year
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
Estimated Descriptive Statistics for Monthly Dairy Feed Prices, Louisiana, 1972-1983.
Prices
Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error of 
Mean
Coefficient
of
Variation
Degree
of
Variation
$/ton $/ton $/ton $/ton $/ton Per Cent Rank
77.83 4.04 75.00 89.00 1.67 5.19 5
109.08 11.44 95.00 127.00 3.30 10.49 1
136.33 11.99 122.00 152.00 3.46 8.80 2
135.58 4.87 131.00 147.00 1.40 3.59 10
141.50 4.74 134.00 147.00 2.15 4.80 6
140.50 6.58 129.00 147.00 1.90 4.69 7
138.33 3.87 134.00 146.00 1.12 2.80 11
158.42 8.42 149.00 173.00 2.43 5.32 4
180.58 12.76 169.00 205.00 3.68 7.07 3
206.58 8.26 189.00 215.00 2.38 4.00 9
195.17 4.84 ' 187.00 200.00 1.40 2.48 12
199.00 9.06 187.00 210.00 2.62 4.55 8
&/—  Ranked from 1—12 by the coefficient of variation percentages- The least variable is 12*
00I
Table 18. Estimated Descriptive Statistics for Monthly Beef Cattle Feed Prices, Louisiana, 1972-1983.
Prices :
Coefficient
of
Variation
Degree
°f a/ Variation —Year Mean
Standard
Deviation
Min imum 
Value
Maximum
Value
Standard 
Error of 
Mean
$/100 lb. $/100 lb. 5/100 lb. 5/100 lb. 5/100 lb. Per Cent Rank
1972 5.05 0.13 4.90 5.36 0.04 2.59 12
1973 6.98 1.11 5.48 8.31 0.32 15.93 1
1974 8.38 0.38 7.85 9.19 0.11 4.53 7
1975 7.70 0.26 7.50 8.40 0.07 3.33 8
1976 8.16 0.26 7.82 8.60 0.08 3.23 9
1977 8.57 0.52 7.80 9.40 0.15 6.09 5
1978 8.72 0.27 8.20 9.10 0.08 3.06 11
1979 9.97 0.72 9.20 11.50 0.21 7.20 3
1980 12.75 1.72 11.00 15.50 0.50 13.53 2
1981 13.46 0.94 11.50 15.00 0.27 6.99 4
1982 12.17 0.39 11.50 12.50 0.11 3.20 10
1983 13.17 0.65 12.00 14.00 0.19 4.95 6
a/—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
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The largest standard deviation for beef cattle feed was estimated 
at $1.72 per 100 pounds in 1980. This estimate showed that 68 percent 
of the prices experienced in that year, fell within plus or minus $1.72, 
of the $12.75 mean value. Also, the standard deviation for dairy feed 
and broiler grower feed for 1980 or any other year would have the same 
interpretation, except, of course, for the change in values.
The standard error of the mean shows the amount the sample means 
will vary from the normal population mean. The standard error for 1983 
for broiler grower feed prices is estimated at $4,17. This means that 
the mean price of $270 per ton fell within plus or minus $41.7 per ton 
of the normal population mean 68 percent of the time. The same inter­
pretation applies to the other feed prices.
Sweet Potato Prices 
The largest relative variability for the price of sweet potatoes 
was estimated at 61.36 percent for 1982. This means that about 61 times 
out of 100 a reliable forecast of the price of sweet potatoes for that 
year would have been impossible. The estimated coefficient of variation 
of 52.05 percent in 1979, Table 19, exceeds the sum of the coefficient 
of variations for all years for most of the price series in this study. 
This volatility is partly explained by the seasonality of sweet potato 
production, hence also of prices.
The mean price for 1973 ($11.83) is almost the same as the mean 
price for 1972 at $11.81 per hundredweight. However, 68 percent of the 
sweet potato prices fell within plus or minus $5.08 of the mean value of 
$11.83, while 68 percent of the prices in 1982 fell within plus or minus 
$7.24 of the mean value of $11.81 per hundredweight.
Table
Year
1972
1973
1974
1975
1976
1977
1978
1979
1980
1981
1982
1983
Estimated Descriptive Statistics for Monthly Sweet Potato Prices, Louisiana, 1972-1983.
___________________________ Prices__________________________ :
Standard Coefficient Degree
Standard Minimum Maximum Error of of of .Q.1Mean Deviation Value Value Mean Variation Variation —
$/cwt. $/cwt. $/cwt. $/cwt. $/cwt. Per Cent Rank
6.37 2.44 3.05 10.20 0.70 38.26 6
6.97 2.65 4.15 13.06 0.76 38.02 7
6.60 2.20 3.85 10.83 0.63 33.26 9
7.95 3.37 4.00 15.53 0.97 42.41 5
5.62 0.97 4.46 6.84 0.28 17.24 12
9.57 3.25 5.95 15.10 0.94 33.98 8
11.83 5.08 5.25 21.99 1.47 42.94 4
9.87 5.14 4.00 19.59 1.48 52.05 2
9.18 2.60 5.90 13.92 0.75 28.33 11
15.38 7.44 6.70 26.60 2.15 48.39 3
11.81 7.24 3.30 23.00 2.09 61.36 1
8.90 2.89 5.45 15.84 0.83 32.49 10
a/
—  Ranked from 1-12 by the coefficient of variation percentages. The least variable is 12.
oo4>-
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The standard error of the mean for 1983 indicates that the mean 
price ($8.90) fell within plus or minus $0.83 per hundredweight, 
of the normal population mean 68 percent of the time.
Overall Variability in Monthly Time Series
The variabilities contained in the monthly time series for the 
selected commodities from 1972 to 1983, are presented in Table 20. The 
price series were ranked between 1 and 13, that is, from most variable 
to least variable, as measured, by the coefficient of variation. The 
relative variation ranged from 19.38 percent for broiler prices to 52.53 
percent for sweet potato prices. However, the coefficient of variation 
of 9 out of the total 13 price series, clustered between 21.00 and 30,24 
percent.
Over the years livestock prices have had a larger relative 
variation than crop prices, except for sweet potatoes. The relative 
dispersion within the livestock prices was very small. Veal calf prices 
were most variable at 33.96 percent but with only about 3 percent 
difference from beef cattle prices, the least variable, at 30.20 
percent. Among the crop prices, soybean prices were least variable 
relative to cotton, rice, and sweet potatoes in that order. There were 
no marked differences in relative variation within the prices for feeds.
The variability among the quantity series ranged from an estimat­
ed coefficient of variation of 14,98 percent for the number of chicken 
layers to 48.78 percent for calf slaughter quantities. Within the 
livestock quantity slaughtered series calf slaughter was the most 
variable followed by hog and cattle slaughter series in that order.
Table 20. Estimated Descriptive Statistics for Prices and numbers of Selected Agricultural Time Series,
Louisiana, L972-1983.
Prices and Numbers
Standard Coefficient Degi
Standard Minimum Maximum Error of oi
Time Series Mean Deviation Value Value of Mean Variation Varial
(Percent)
Prices . , 
Steers & Heifers — 47.33 14.31 22.90 79.70 1.19 30.24 4
Cows b/ . . 
Beef Cattle -r, 
Veal Calves -
32.91
38.67
10.41
11.67
16.20
19.10
58.20
68.00
0.87
0.97
31.63
30.19
3
5
52.85 17.94 23,60 100.00 1.49 33.96 2
Cotton cf 54.97 14.72 27.00 86.50 1.23 26.77 9
Rice k' e/
Soybeans —
9.31 2.60 5.20 16.80 0.22 27.89 8
6.20 1.33 2.97 9.46 0.11 21.40 12
Milk b/ , 
Broilers — . 
Sweet Potatoes —
11.72 2.56 6.75 15.40 0,21 21.86 11
25.16 4.88 13.00 38.50 0.41 19.38 13
9.37 4.92 3.05 26.60 0.41 52.53 1
Dairy Feed c/ ,, 
Broiler Grower feed —
151.58 37.69 75.00 215.00 3.14 24.87 10
181.26 51.74 B7.00 290.00 4.31 28.54 6
Beef Cattle Feed it 9.59 2,70 4.90 15.50 0.22 28.18 7
Numbers
Cattle Slaughter g/ 12.70 3.39 4.40 21.30 0.28 26.70 3
Calf Slaughter g/ 15.39 7.51 5.10 35.50 0.62 48.78 1
Hog Slaughter g/ 14.66 4.74 4.80 23.80 0.39 32.33 2
Egg Production h/ 49.39 8.14 32.00 66.00 0.68 16.49 4
Chicken Layers it 2653.62 397.45 1786.00 3366.00 33.12 14.98 5
a/
a/Ranked from 1-13 for prices and 1-5 for numbers.
l.east variable is 13 and 5, respectively. 
b/Measured In dollars per hundredweight. 
c/Measured in cents per pound. 
d/Measured in dollars per ton.
/^Measured in dollars per bushel. 
f/Measured in dollars per hundred pounds. 
/^Measured in number of head (1,000 head). 
/^Measured in millions.
J_/Average monthly numbers.
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Overall Variability In Annual Time Series
The variability within and among the selected annual price and 
yield series from 1924 to 1983, is presented in Table 21. The annual 
prices were ranked from 1 to 10, that is, from most variable to least 
variable. The relative variation among the price series as estimated by 
the coefficient of variation, indicate that annual prices have changed 
considerably over the period of study. The estimated coefficient of 
variation for hay prices, the least variable, shows that on the average, 
among-year variation was more than 50 percent for the 60-year data 
period.
Sugarcane prices exhibited the largest relative variation of all 
the prices. The coefficient of variation estimated at 93.06 percent 
indicates there was much more variation in prices of sugarcane than for 
any other annual price series considered in the study period. The price 
movement ranged from $2.33 to $52.00 per ton compared to hay prices with 
a range of $7.30 to 51.00 per ton. Among the crop prices, corn prices 
were least variable relative to soybean, cotton, rice, sweet potatoes, 
and sugarcane in that order, Calf and hog prices ranked behind 
sugarcane prices as the most variable. This difference in relative 
variability among crop and livestock prices is consistent with the 
variability estimations for monthly prices (above).
For the annual yield series, ranked from 1 to 7, corn yield was 
found to be most variable, perhaps due to the technological developments 
that have impacted more on corn yield than for the other crops. The 
relative variability in cotton, sweet potato, rice, and soybean yield 
ranked behind corn yield in that order.
Table 21. Estimated Descriptive Statistics for Prices and Yields of Selected Agricultural Time Series, Louisiana, 1924-1983.
Prices and Yield
Time Series Mean
Standard
Deviation
Minimum
Value
Maximum
Value
Standard 
Error 
of Mean
Coefficient
of
Variation
Degree
of
Variation — ■f
Prices 
Cotton —^ 29.55 16.40 5.57 77.B0 2.12
(Percent)
55.50 7
Rice — ^ 4. BO 2.72 0.96 13.45 0.35 56.66 6
Sugarcane —^ 9.29 0.64 2.33 52.00 1.11 93.06 1
Corn 1.47 0.77 0-44 3.60 0.10 ' 52.03 9
Soybean — ^ 3.15 1.68 1.18 7.87 0.22 53.40 a
Hay 24.08 12.20 7.30 51.00 1.57 50.66 10
Sweet Potato 2/ 3.14 1.78 0.B4 8.30 0.23 56.67 5
Calf y  
Milk y
22.90 18.42 4.10 88.10 2.30 80.45 2
5.85 3.55 1.45 14.90 0.46 60.70 4
Hog y 18.47 12.82 3.60 55.00 1.65 69.38 3
Yield 
Cotton y 391.33 156.19 148.00 712.00 20.16 39.91 2
Rice y 26.12 9.15 14.85 41.60 1.18 35.04 4
Sugarcane i / 20.20 4.76 6.80 29.00 0.61 23.56 7
Corn 29.95 18.79 9.60 90.00 2.42 62.72 1
Soybean -i/ 
Hay 1/
17.72 6.07 7.50 28.00 0.78 34.27 5
1.48 0.38 0. 81 2.21 0.05 25.81 6
Sweet Potato —' 63.15 22.76 25.00 105.00 2.94 36.04 3
a/Ranked from 1-10 for prices and 1-7 for yield.
The least variable is 10 and 7, respectively. 
b/Measured in cents per pound.
£/Measured in dollars per hundredweight. 
d/Measured in dollars per ton.
e/Measured in dollars per bushel. 
^/Measured in dollars per 100 pounds. 
g/Measured in pounds per acre. 
ll/Measured in hundredweight per acre. 
i/Measured in tons per acre.
j/Heasured in bushels per acre.
The overall implication of the measure of relative variability is 
that the time series that exhibits the least variation has a greater 
probability for an accurate forecast than the time series with a large 
relative variation. Also, for any given year, the more dispersed the 
data, the more difficult it is to arrive at reliable forecast estimates 
for that year. However, this study is objectively designed to identify 
the "best" technique to obtain reliable forecast estimates given the 
inherent variability in the time series. This challenge is addressed in 
the next chapter.
CHAPTER IV
ESTIMATION AND SIMULATION
This chapter presents the estimation procedures used in the 
analysis and the subsequent simulation process for the selected time 
series. The data utilized by each technique are presented in Table 22. 
The Box-Jenkins and Exponential Smoothing techniques have provisions 
for both annual and monthly time series. The regression and census 
X-ll techniques are tailored for monthly time series only. All the 
techniques attempt to model the data series by estimating various forms 
for one or more of the time series components (Chapter II). The 
relative performance of the models estimated for each technique in 
effectively simulating the historical pattern of the time series for 
forecasting purposes is of paramount interest. — ^
57/
Three types of simulation are distinguished here. —  Ex-post 
simulation or "historical simulation", is the simulation Involving the 
estimation period. Values obtained here are the estimated values for 
which historical observations are present and used in the estimation 
procedure. Ex-post forecasting involves the simulation of the model
■^•^Five models are identified in this chapter and numbered as (1), 
(2), (2m), (2a), and (3) for regression, double exponential smoothing, 
multiplicative exponential smoothing, additive exponential smoothing and 
the Census X-ll, respectively. All other numberlngs will be referred to 
as equation numbers, for example, equation (1.1) is the first equation 
for the regression technique. The Box-Jenkins model was formally 
presented in Chapter II and equation (4.1) is the first equation for the 
Box-Jenkins technique.
57 /
—  Pindyck, Robert S. and Daniel L. Rubinfeld, Econometric Models 
and Economic Forecasts. New York: McGraw-Hill Book Col, 1981.
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Table 22. Time Series Techniques and Models Utilized in This Study, by Selected Monthly and 
Annual Agricultural Time Series, Louisiana, 1924-1983.
Time Series Techniques and Models — ?
Regression Census X-ll Exponential Smoothing Box-Jenkins
Monthly Monthly Annual Monthly Annual Monthly
Time Series Prices Numbers Prices Numbers Prices Yield Prices Numbers Prices Yield Prices Numbers
Steers 6 Heifers X X X X
Cows X X X X
Beef Cattle X X X X
Veal Calves X X X X
Cattle Slaughter X X X X
Calf Slaughter X X X X
Hog Slaughter X X X X
Egg Production X X X X
Chicken Layers X X X X
Cotton X X X X X X X X
nice X X X X X X X X
Soybean X X X X X X X X
Sweet Potatoes X X X X X X X X
Sugar Cane X X X X
Corn X X X X
Hay X X X X
Hogs X X
CaIves X X
Milk X X X X X
Broilers X X X X
Broilers Grower Feed X X X X
Beef Cattle Feed X X X X
Dairy Feed X X X X
All the techniques utilized monthly data, 1972-1983. Exponential smoothing and Box-Jenkins 
techniques utilized both monthly and annual data (1924-1983).
The Letter x identifies the type of time series with the techniques used.
92
forward in time beyond the estimation period. This type of simulation 
was done to test the forecast accuracy of the models developed. Ex-ante 
forecasting begins the simulation in the current year and extends it 
into the future.
Regression
The Regression methodology utilized monthly data for estimating and 
simulating the selected time series. Data for the time period 1972-1983 
were used for estimation, ex-post simulation and ex-ante forecasting, 
while data for the time period 1972-1981 were used for ex-post 
forecasting.
Estimation
The general model form as developed in Chapter II is given as:
xt ‘ £'j‘1 V j t  + Ek-i 4A t  + Et i  *icit + 1e .........  (1)
where
A, (j = 1,...,J ;t=l,...,N) denote the trend-cycle variables 
31
(k = l,...,K;t = 1,...,N) denote the seasonal variables 
(1 = 1,...,L;t=l,...,N) denote the interaction variables 
E(It) = 0, E(ItIs) = 0, E(lJ) = o z.
Trend-cycle variables
The trend-cycle variables consists of quadratic polynomials fitted
to successive short segments of each monthly time series ranging from a
58/
9 month to a 36 month-data segment. ——  A quadratic function over this
58 /— This procedure involved the division of the time series into one 
of the following unique segments; 9, 12, 18, 24, or 36 months. Based on 
the criteria developed above, if a 12-month data segment provided the 
best fit to the historical data, then for the period of 1972-1982, the 
132 monthly observations would have 11 trend-cycle variables estimated. 
That is, one trend-cycle variable, Z, for every 12 month period.
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range of months was assumed to be sufficient in capturing any slowly- 
moving trend-cycle portion of the series. Since it was difficult to 
specify a priori a value for the data segment, A, a combination of 
criteria were used to identify the most appropriate data segment. These 
criteria include, the standard error of the regression:
Se = /SSE/[n-(k+l)],
the adjusted coefficient of determination:
r 2 = !- V k /  (1-R2) ,
and the Durbin-Watson statistic:
n
2E t^ “ VP
D.W = t=2
n
'■t
where
t = l
SSE = Error Sum of Squares, 
n = Number of observations,
. k = Number of parameters,
R2 = coefficient of determination, 
e^ = forecast error in period t, 
et j = forecast error in period t-1.
The standard error of the regression is the square root of the mean
square error (MSE). It measures the average amount that the actual
values differ from the estimated values. A small value for S woulde
indicate that the estimated values are close to the actual values. The 
coefficient of determination Rz, has a serious weakness when it is used
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as a basis for comparing the goodness of fit of alternative models. In 
particular, as variables are added to the model, the R2 never decreases. 
In fact, the R2 can be increased by increasing the number of variables 
in the model. The adjusted coefficient of determination, R2, deals with 
this deficiency in measuring the explanatory ability of the model. The 
closer R2 is to 1.0 the better the fit.
When the residuals in a regression equation are correlated over 
time, the use of the least-squares procedure poses several problems.
The standard errors may seriously underestimate the variability of the 
error terms and of the regression coefficients. Some degree of autocor­
relation is expected from an economic time series of the nature used in
59/
this study. As observed by Hank and Reitsch. —
"For a given time series, e.g., a price series, if successive 
observations from one year to the next were indeed independent of 
one another, we would be living in a chaotic economy. In such a 
world prices would be determined like random numbers drawn from a 
random number table. Knowledge of the price in one year would not 
influence the price in the next year."
The Durbin-Watson statistic (D.W) —  ^was estimated to measure the 
extent of autocorrelation in the time series. The closer the D.W. value 
to 2.0 the less the probability that autocorrelation exists (of course, 
the validity of this measure depends on the assumption that the autore­
gressive process is of order 1).
The results from the calculation of the three goodness of fit 
measures are presented in Table 23. There is evidence of autocorrelation
59/ Hanke, John E., and Arthur G. Reitsch, Business Forecasting.
Boston: Allyn and Bacon, Inc., (1981), p. 220.
— ^Durbin, J. and G. S. Watson. "Testing for Serial Correlation In 
Least Squares Regression II." Biometrica, Vol. 38, (1951), pp. 159-197.
Table 23. Estimated Goodness of Fit Statistics for Selecting the 
Data Segment, A, and Trend Cycle Variables to Fit 
the Selected Monthly Time Series, Louisiana,
1972-1983.
Time Series Goodness of Fit Measures b/
& -  
Data Segments a/ Tr Se D.W
Steer & Heifer Prices
36 0.87 5.08 0.24
24 0.88 5.01 0.26
18 0.88 4.91 0.28
12 0.95 3.04 0.68
9 0.96 2.77 0.81
Cow Prices
36 0.85 4.05 0.22
24 0.84 4.10 0.22
18 0.85 3.97 0.24
12 0.94 2.43 0.59
9 0.95 2.34 0.65
Beef Cattle Prices
36 0.84 4.63 0.24
24 0.84 4.60 0.25
18 0.85 4.52 0.27
12 0.95 2.71 0.70
9 0.95 2.61 0.76
Veal Calf Prices
36 0.84 7.16 0.18
24 0.85 6.98 0.20
18 0.86 6.80 0.21
12 0.95 3.80 0.61
9 0.95 3.80 0.63
Cotton Prices
36 0.71 7.94 0.21
24 0.85 5.61 0.40
18 0.86 5.55 0.42
12 0.91 4.34 0.67
9 0.94 3.58 0.97
Rice Prices
36 0.61 1.63 0.26
24 0.64 1.57 0.28
18 0.77 1.24 0.44
12 0.82 1.09 0.57
9 0.89 0.85 0.91
Soybean Prices
36 0.45 0.99 0.41
24 0.51 0.93 0.47
18 0.59 0.85 0.56
12 0.64 0.80 0.64
9 0.68 0.76 0.75
Milk Prices
36 0.95 0.54 0.25
24 0.97 0.45 0.36
18 0.97 0.43 0.39
12 0.97 0.40 0.46
9 0.98 0.38 0.52
Broiler Prices
36 0.56 3.25 0.25
24 0.59 3.12 0.36
18 0.62 3.03 0.39
12 0.73 2.53 0.46
9 0.74 2.49 0.52
Sweet Potato Prices
36 0.18 4.48 0.42
24 0.15 4.56 0.41
18 0.25 4.27 0.47
12 0.24 4.31 0.48
9 0.25 4.28 0.49
Continued
Table 23 Continued.
Time Series 
&
Data Segment a/
Goodness of Fit Measures b/
Y? Se D.W
Dairy Feed Prices
36 0.94 9.54 0.24
24 0.96 7.06 0.43
18 0.97 5.93 0.59
12 0.98 5.48 0.70
9 0.98 4.90 0.89
Broiler Grcwer Feed Prices
36 0.95 12.03 0.35
24 0.96 10.76 0.44
18 0.97 9.50 0.55
12 0.97 8.70 0.66
9 0.97 8.70 0.69
Beef Cattle Feed Prices
36 0.88 0.92 0.40
24 0.94 0.64 0.46
18 0.65 0.08 0.50
12 0.69 0.08 0.50
9 0.74 0.07 0.70
Cattle Slaughter its
36 0.71 1.82 0.89
24 0.70 1.87 0.86
18 0.74 1.72 1.02
12 0.81 1.50 1.38
9 0.78 1.59 1.28
Calves Slaughter its
36 0.80 3.34 0.38
24 0.80 3.40 0.37
18 0.82 3.22 0.42
12 0.86 2.79 0.56
9 0.87 2.68 0.63
Hogs Slaughter its
36 0.75 2.38 0.71
24 0.79 2.19 0.85
12 0.83 1.93 1.13
9 0.85 1.82 1.29
Egg Production its
36 0.90 2.60 1.24
24 0.90 2.53 1.33
18 0.91 2.39 1.51
12 0.92 2.25 1.76
9 0.93 2.20 1.88
Chickens, it of Layers
36 0.95 85.97 0.27
24 0.96 82.89 0.30
18 0.96 77.00 0.34
12 0.97 66.96 0.46
9 0.97 65.90 0.47
a/ For A = 36, there are 144 observations and 4 trend-cycle variables.
For A = 24, there are 144 observations and 6 trend-cycle variables.
For A = 18, there are 144 observations and 8 trend-cycle variables.
For A = 12, there are 144 observations and 12 trend-cycle variables.
For A = 9, there are 144 observations and 16 trend-cycle variables.
b/ Goodness of fit statistics are calculated only from the trend-cycle 
variables.
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in all of the estimated equations as the D.W-test for autocorrela­
tion failed to reject the null hypothesis of no autocorrelation. This 
problem was rectified in the simulations presented later in the Chapter. 
For most of the time series, the suggested length of the data segment,
A, is 9 as is evident from the relatively small values of the standard 
error (Se) and high values for the adjusted coefficient of determination 
(R2). The principle of parsimony was taken into consideration in 
selecting the data segment for the veal calf price series. Since Se and 
R2 have the same values for A = 9 and 12, the length of A = 12 was 
selected since less variables are required to obtain the same fit to the 
time series, Table 23, A quadratic function over 24 and 36 months did 
not provide enough flexibility to fit the selected monthly time series 
because of the short-term variability in the data. The difference 
in the quadratic fit of 9 and 24 month-data-segments are illustrated in 
figures 5 and 6 for monthly cattle slaughter numbers.
Seasonal Variables
Fourier analysis or harmonic regression of a time series offers the 
flexibility of representing seasonal or periodic movements in time 
series with trigonometric models of sine and cosine functions. A sine 
wave is based on the equation:
y = Sin 9 .............................      (1.1)
where 0 is an angle (measured in degrees of radians). This equation 
describes a wave that ranges from - 1 to +1. The origin is at zero 
degrees, ends at zero or 0 = 360 degrees and crosses zero when 0 = 180 
degrees,
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Figure 5* A Quadratic Fit Over Successive 9-Month Data Segments for
Monthly Cattle Slaughter Numbers, Louisiana, 1972-1983.
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Legend: The solid line represents the 9-month quadratic fit superimposed
over the actual data.
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Figure 6- A Quadratic Fit Over Successive 24-Month Data Segments for
Monthly Cattle Slaughter Numbers, Louisiana, 1972-1983.
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Legend: The solid line represents the 24-month quadratic fit superimposed
over the actual data.
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If the 9 is multiplied by a measure of the number of cycles or 
fractions of a cycle per unit of time or frequency (f) , equation (1.1) 
becomes
y = Sin f © .........................................  (1.2)
Allowing for an amplitude coefficient and a constant angle, 0, 
representing the horizontal displacement of the wave or phase shift, 
the equation becomes
y = A Sin (f © + 0)  .................................  (1.3)
In the context of time series data, equation 1.3 is expressed as
yfc = A sin [ 2 t t + 0]   (1.4)
where
A = amplitude,
f = frequency over a span of n observations, 
t = the time index,
n = number of periods of observation,
0 = phase shift.
Since equation (1.4) is non-linear, to make it intrinsically linear
yt = bj Sin [ (ft) 2 tt ] + b2 Cos [ (ft) 2 u ] + ----- (1.5)
n n
becomes the harmonic regression to be estimated.
In this study, the seasonal variables are represented by a finite
sum of sine and cosine terms with random amplitudes and a fundamental
period of one year. The relationship between frequencies and periods are
presented in Table 24. The frequencies are defined at 12, 6, 4, 3, 2.4
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and 2 months so as to completely account for the consistent withln-year 
seasonality that occurs between 1 and 6 times a year. From model 1 
therefore, the seasonal variables are defined as
zk=i 6k \t= zi=i (ais±n 2 "V + eiCos 2 "V*
where, A represents frequencies at i/12, i = 1,....... 5 for sine,
i = 1........ 6 for cosine.
The last sine term sin C2tt x 6/12) t = 0 for all t, so that there
are only eleven parameters required to determine a particular annual 
61/pattern. —
Table 24. The Relationships between Periods and Cycles for Determining 
Seasonal Frequencies and Variables to Fit the Selected 
Monthly Time Series, Louisiana, 1972-1983.
Frequency 
(cycles/month)
Period
(months)
Number of times a cycle 
is completed in one year
0.0833 12 1
0.1667 6 2
0.2500 4 3
0.3333 3 4
0.4167 2.4 5
0.5000 2 6
The interaction between a time trend variable and the seasonal 
variables was estimated along with the other variables to provide the 
flexibility for changing seasonality or trend-related seasonals.
— ^Nerlove, p. 259
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However, the decrease in the error sum of squares (unexplained
variation) was statistically insignificant when the interaction
variables were included. The calculated F statistics from the two
regressions (with and without the interaction variables) for each time
series, failed to reject the null hypothesis that the interaction
variables equaled zero, hence these variables were dropped from the
62/
analysis. The F statistic is calculated as: —
p 2 tj 2
F = Q - K N-Q 
1 - r bq Q-K
where
R2 is the coefficient of determination for equation (1) contain­
ing trend-cycle, seasonal and interaction variables (Full 
model),
R2^ is the coefficient of determination for equation (1) less the 
interaction variables (Reduced model),
N is the number of observations,
0 & K represent the number of variables in the full and reduced
models, respectively.
Results of the Estimation of Model 1
The results of the ordinary least squares (OLS) estimation of Model
(1) for the selected time series are presented in Table 25. The total
number of parameters estimated for each time series is 28 except for the
cattle slaughter, veal calves and sweet potato time series with 24, 24
63 /
and 20 parameters, respectively. —  The level of significance of the 
parameters and the associated t-values indicate how well the model fits
—  Kmenta, Jan. Elements of Econometrics. New York: Macmillan 
Publishing Col, Inc., (1971), p. 371.
63 /
—  The trend-cycle variables that provided the best fit for the 3 
time series represent data segments of 12 for the cattle slaughter and 
veal calves time series and 18 for the sweet potato time series.
Table 25. Results of the Estimation d£ Model 1 Iiv Ordinary least Squares for Selected Monthly Time Series, Louisiana,
1972-1983.
Trend-Cycle & 
Seasonal 
Variables S!
Steer & Heifer Prices Ccw Prices Beef Cattle Prices
tstlmnteti
Coefficients Values ~
fstumteo
Coefficients
t
Values
f.stmnted
Coefficients
t
Values
Intercept 33.7404 13.41* 21.3743 13.49* 26.7859 14.02*
Zl -0.1170 -0.13 0.3971 0.71 0.0777 0.11
Z2 0.0581 0.90 0.0051 0.12 0.0363 0.74
7.3 -0.0211 -0.23 0.0335 0.59 -0.0011 -0.01
Z4 -0.2946 -5.46* -0.2012 -5.92* -0.2375 -5.79*
75 0.3871 7.87* 0.2062 6.67* 0.2798 7.51*
Z6 -0.0194 -0.40 0.0683 2.25* 0.0350 0.96
Zl -0.1831 -3.81* -0.1673 -5.53* -0.1744 -4.78*
Z8 0.0658 1.37 0.0383 1.27 0.0471 1.29
Z9 0.1049 2.1B* 0.0731 2.42* 0.0927 2.54*
Z10 -0.0135 -0.28 0.0456 1.51 0.0102 0.Z8
Zll -0.278Z -5.79* -0.2450 -8.10* -0.2422 -6.64*
Z12 0.1694 3.53* 0.0853 2.82* 0.0729 2.00*
Z13 0.0543 1.13 0.1171 3.87* 0.1724 4.73*
Z14 -0.0711 -1.48 -0.0885 -2.92* -0.1392 -3.81*
Z15 0.14B1 3.03* 0.0452 1.47 0.0978 2.64*
Z16 -0.1368 -3.76* 0.0068 0.21 -0.0679 -1.71
Z17 0.1548 2.04* -0.0911 -1.90 -0.0093 -0.16
SI 1.4987 5.37* 1.9607 11.16* 1.7416 8.22*
S2 0.6618 2.43* 0.3138 1.83 0.2938 1.42
S3 0.0759 0.28 -0.0073 -0.04 0.2336 1.14
S4 -0,1023 -0.38 -0.1917 -1.13 -0.2410 -1.17
S5 -0.0374 -0.14 0.0258 0.15 -0.0104 -0.05
Ci -1.4243 -5:10* -1.4443 -8.21* -1.7749 -8.37*
C2 -0.8290 -3.06* -0.8050 -4.73* -1.1130 -5.41*
C3 0.0993 0.37 0.1409 0.83 0.0852 0.41
C4 0.0344 0.13 -0.0252 -0.15 -0.0265 -0.13
C5 0.0472 0.86 0.1232 0.72 0.2088 0.98
C6 0.0164 0.93 -0.0287 -0.24 0.0002 0.01
S/a = 9 —^D.W. = 1.02 A = 9 D.W. = 1.12 A = 9 D.W. = 1.17
-V = .97 I/f =195 R2 = .98 F = 263 R2 = .98 F =226
Continued
Table 25 Continued.
Trend-Cycle & 
Seasonal 
Variables
Veal Calf Prices Cotton Prices Rice Prices
tstumtecl
Coefficients
t
Values
tscumtcu
Coefficients
t
Values
tetlnnted
Coefficients
t
Values
Intercept 41.6647 14.61* 31.9800 8.71* 4.0717 4.70*
Z1 -1.4435 -1.91 -0.5414 -0,42 0.5050 1.66
72 0.1855 4.44* 0.0236 0.25 -0.0317 -1.43
7.3 -0.4186 -7.07* 0.0162 0.12 0.0986 3.17*
2A 0.2748 7.54* 0.0724 0.92 -0.1494 -8.04*
75 0.0967 2.908 -0.4106 -5.73* 0.0864 5.11*
Z6 -0.2478 -7.55* 0.5999 8.52* -0.0044 -0.27
Z7 0.2419 7.39* -0.3657 -5.7.1* 0.0041 0.25
Z8 -0.0744 -2.278 -0.0969 -1.38 0.0224 1.35
Z9 -0.3261 -9.97* 0.1848 2.64* -0.0181 -1.09
Z10 0.3593 10.95* 0.1099 1.57 -0.0615 -3.72*
Zll -0.0816 -2.458 -0.2366 -3.38* 0.1178 7.12*
Z12 0.0189 0.53 0.2731 3.90* -0.1030 -6.23*
7.13 -0.0713 -1.37 -0.3296 -4.70* 0.0745 4.50*
Z14 N/A -0.0235 -0.33 -0.1101 -6.64*
Z15 H/A 0.4530 6.36* 0.1185 7.05*
Z16 N/A -0.3843 -5.03* -0.0416 -2.31*
Z17 N/A 0.3383 -3.05 0.0067 0.26
SI 1.7709 14.61*. 0.9550 2.34* 0.4505 4.69*
SZ 0.6396 1.68 0.2676 0.67 -0.1287 -1.37
S3 -0.1328 -0.35 -0.4967 -1.26 -0.0058 -0.06
S4 -0.1661 -0.44 0.1421 0.36 -0.0575 -0.62
S5 -0.0063 -0.02 0.0908 0.23 -0.0154 -0.16
Cl -2.1255 -5.58* -1.8390 -4.51* 0.1476 1.53
C2 -1.1688 -3.098 0.1902 0.48 0.1599 1.71
C3 0.1580 0.42 0.0860 0.22 -0.0562 -0.60
C4 0.1563 0.41 -0.1197 -0.30 -0.0565 -0.6]
C5 0.0931 0,25 0.4125 1.04 0.0046 0.05
06 0.1490 0.56 -0.0347 -0.12 -0.0224 -0.34
A= 12 D.W.= .68 A = 9 D.W. =1.08 A = 9 D.W.= 1.03
R2 = .97 F = 182 R2 = .96 F = 95 R2 » .91 F = 51
Continued
Table 25 Continued,
Trend-Cycle 4 Soybean Prices Milk Prices Broiler Prices
Seasonal tstvmteil E Intimated E Estimated-------E--
Variables Coefficients Values Coefficients Values Coefficients Values
Intercept 4.4329 5.37* 6.4692 30,58* 16.5220 7.01*
Z1 -0.7283 -2.51* 0.2563 3.45* -1.7226 -2.08*
72 0.0717 3.39* -0.0192 -3.54* 0.1711 2.84*
73 -0.1022 -3.45* 0.0414 5.45* -0.1982 -2.34*
Z4 0.0299 1.69 -0.0373 -8.21* -0.0956 -1.89
75 -0.0001 0.01 0.0112 2.72* 0.2709 5.90*
7b -0.0195 -0.91 0.0153 3.77* -0.2357 -5.22*
17 0.0553 3.51* -0.0251 -6.21* 0.0674 1.50
Z8 -0.0671 -4.26* 0.0170 4.22* 0.0710 1.58
Z9 0.0189 1.20 -0.0004 -0.09 -0.0583 -1.30
Z10 0.0333 2.11* 0.0027 0.68 0.0253 0.56
Zll -0.0491 -3.12* -0.0069 -1.71 -0.1029 -2.29
Z12 0.0378 2.40* -0.0046 -1.15 0.2052 4.57*
Z13 -0.0120 -0.76 0.0112 2.76* -0.2003 -4.45*
Z14 -0.0198 -1.25 -0.0158 -3.92* 0.0858 1.90
Z15 0.0249 1.55 0.0137 3.33* 0.0043 0.09
Z16 0.0035 0.20 -0.0038 -0.87 -0.0187 -0.38
Z17 0.0070 0.28 0.0010 0.16 0.1662 2.34*
SI -0.0260 -0.28 -0.2039 -8.69* -0.3617 -1.38
S2 0.0472 0.53 -0.0158 -0.69 1.1122 4.37*
S3 0.0035 0.04 0.0491 2.16* -0.0001 -0.01
S4 -0.0462 -0.52 -0.0049 -0.22 -0.0471 -0.19
S5 0.0380 0.43 0.0004 0.01 -0.2674 -1.06
Cl -0.3205 -3.50* 0.3885 16.54* -1.3727 -5.25*
C2 -0.0473 -0.53 -0.0079 -0.35 -0.4587 -1.81
C3 0.0345 0.39 -0.0799 -3.51* -0.0642 -0.25
C4 ' -0.0206 -0.23 -0.0249 -1.10 -0.1680 -0.66
C5 -0.0008 -0.01 -0.0102 -0.45 -0.0241 -0.09
C6 0.0014 0.02 -0.0105 -0.66 -0.1960 -1.10
A = 9 D.W.= .80 A = 9 D.W.= 1.01 > II ID D.W.= .98
R3 = .69 F = 12 R3 = .99 F = 901 R3 = .81 F ■= 22
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Table 25 Continued,
Trend-Cycle & &»et Potato Prices Hairy Feed Prices Broiler Gitwer Feed Prices
Seasonal hstrmnted E 1'stlmated E Bstumtcd E
Variables Coefficients Values Coefficients Values Coefficients Values
Intercept 5.9884 4.22* 76.8635 13.89* 101.0772 10.16*
Z1 0.0611 0.24 -1.5969 -0.82 - 7.0936 -2.03*
Z2 -0.0016 -0.17 0.2249 1.59 0.7116 2.79*
Z3 0.0043 0.32 -0.1837 -0.92 - 0.7749 -2.17*
Z4 -0.0062 -0.72 -0.0820 -0.69 - 0.2352 -1.10
75 0.0136 1.72 -0.1237 -1.14 0.4198 2.16*
Z6 -0.0326 -4.20* 0.1531 1.44 - 0.3488 -1.83
Z7 0.05R9 7.50* 0.1703 1.61 0.5285 2.78*
Z8 -0.0869 -10.32* -0.3589 -3.40* - 0.5268 -2.78*
Z9 0.1080 8.70* 0.2468 2.34* 0.2748 1.45
Z10 K/A. 0.0730 0.69 0.0506 0.27
Zll N/A -0.0780 -0.74 - 0.0099 -0.05
Z12 N/A -0.1159 -1.10 - 0.1585 -0.83
Z13 N/A 0.3096 2.93* 0.3629 1.72
Z14 N/A -0.7296 -6.89* - 0.7286 -3.83*
Z15 N/A 0.7219 6.73* 0.6328 3.28*
Z16 N/A -0.2624 -2.28* - 0.1264 -0.61
Z17 N/A 0.3109 1.86 0.2843 0.95
SI 3.3503 13.43* 0.1680 0.27 - 0.5044 -0.46
S2 -0.1173 -0.47 0.4441 0.74 0.6672 0.62
S3 0.0066 0.03 0.3034 0.51 0.1084 0.10
S4 0.0800 0.32 0.0338 0.06 - 0.2879 -0.27
S5 -0.0039 -0.01 -0.1311 0.22 - 0.0351 -0.03
Cl -3.7399 -15.18* 1.1095 1.81 - 0.7525 -0.68
C2 1.0588 4.31* -0.1333 -0.22 - 0.1030 -0.10
C3 -0.4993 -2.03* -0.3035 -0.51 - 0.0318 -0.03
C4 0.3355 1.36 0.1064 0.18 - 0.5399 -0.50
C5 -0.4826 -1.96* -0.1730 -0.29 - 0.1013 -0.09
C6 0.2325 1.34 0.1020 0.24 0.2835 0.37
A = 18 D.W.= .83 A = 9 D.W.= .89 A = 9 D.W.= .68
R2 = .81 F = 34 R2 = .98 F = 282 R2 = .97 F - 163
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Table 25 Continued.
Trend-Cycle 4 
Seasonal 
Variables
Beef Cattle Feed Prices Cattle Slaurfiter Timbers Calf Slaughter Timbers
fcstuintcrt
Coefficients
t
Values
rstimacetl
Coefficients
t
Values
tst United 
Coefficients
t
Values
Intercept 5.3112 10.41* 16.0901 13.86* 17.7610 9.01*
Z1 -0.1230 -0.69 -0.5191 -1.60 -1.0170 -1.47
Z2 0.0099 0.76 0.0222 1.24 0.0705 1.40
Z3 0,00fi5 0.35 -0.0285 -1.13 -0.1308 -1.85
Z4 -0.0350 -3.20* 0.0368 2.36* 0.1723 4.07*
Z5 0.012B 1.29 -0.0690 -4.83* -0.1265 -3.29*
Z6 0.0097 0.99 0.0456 3.25 -0.0245 -0.65
Z7 0.0052 0.54 -0.0004 -0.03 -0.0382 -1.02
Z8 -0.0194 -2.00* -0.0299 -2.14* 0.2099 5.58*
Z9 0.0D2 1.36 0.0669 4.78* -0.2469 -6.57*
Z10 .0.0004 0.04 -0.0674 -4.81* 0.0986 2.62*
zii -0.0020 -0.20 0.0367 2.58* 0.0631 1.68
Z12 0.0153 1.57 -0.0679 -4.46* -0.0452 -1.20
Z13 -0.0314 -3.23* 0.1339 6.02* -0.0019 -0.05
Z14 0.0119 -1.21 N/A 0.0281 0.74
Z15 0.0505 5.11* N/A -0.0467 -1.22
Z16 -0.0242 -2.28* N/A 0.0070 0.17
Z17 0.0113 0.73 N/A 0.0718 1.21
SI -0.0225 -0.40 -0.0629 -3.63* -2.6467 -12.11*
S2 0.0529 0.96 —0.23/13 -1.44 -0.3136 -1.47
S3 0.0257 0.47 0.1342 0.83 0.1991 0.94
S4 0.0163 0.30 0.1039 0.64 0.1728 0.82
S5 0.0354 0.65 0.5272 3.27* 0.4337 2.05*
Cl 0.0504 0.69 -0.1926 -1.18 0.4366 1.99*
C2 -0.0425 -0.77 -0.3139 -1.94 -0.3645 -1.72
C3 0.0072 0.13 -0.1504 -0.93 -0.1760 -0.83
C4 0.0767 1.40 -0.2723 -1.68 -0.1012 -0.48
C5 -0.0199 -0.36 -0.0234 0.14 -0.1820 -0*86
C6 0.0151 0.39 -0.0833 -0.73 -0.1703 -1.14
A ■= 9 D.W.= .91 A = 12 D.W.. = 1.26 A = 9 D.W.= .86
R2 = .97 F = 169 R2 = .84 F = 32 R2 = .94 F = 85
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Tab]e 25 Continued.
TreraJ-Cycle fi Hog Slaughter Winters Fgg Production Nirbers Chickens layer Nutters
Seasonal hsElnnted E isElmaced E Lr.tumted E
Variables Coefficients Values CoeEficlents Values Coefficients Values
Intercept 18.7226 13.33* 63.1247 44.06* 3211.7370 54.67*
7,1 -0.3642 -0.74 0.2409 0.48 34.7349 1.68
72 0.0109 0.30 -0.0559 -1.52 -3.1018 -2.06*
Z3 -0.0211 -0.42 0.0729 1.42 2.7437 1.30
7A 0.0551 1.82 0.0299 0.97 2.5987 2.06*
75 -o.osy. -2.31* -0.0955 -3.42* -.46973 -4.10*
Z6 -0.0222 -0.82 0.1205 4.39* 5.4172 4.81*
Z7 0.1285 4.78* -0.1573 -5.75* -5.4720 -4.88*
Z8 -0.1369 -5.10* 0.0936 3.42* 2.5246 2.25*
7,9 0.0182 0.68 O.OA87 1.78 2.2532 2.01*
Z10 0.0495 1.84 -0.0945 -3.45* -2.7970 -2.49*
Zll -0.0091 -0.34 0,0613 2.23* -0.2796 -0.25
7,12 -0.0035 -0.13 -0.0805 -2.94* -0.2514 -0.22
7,13 -0.0444 -1.65 0.3069 3.91* 1.6996 1.51
Z14 0.0223 0.83 -0.0818 -2.98* -0.5779 -0.51
Z15 0.0681 2.49* 0.0358 1.29 -1.1842 -1.04
ZI6 -0.0537 -1.83 0.0227 0.76 2.5761 2.11*
Z17 0.0037 0.09 -0.0772 -1.78 -2.2231 -1.25
SI 0.3210 2.06* 0.9452 5.95* 26.0331 3.99*
S2 -0.4379 -2.88* -0.9289 -6.00* -5.7796 -0.91
S3 -0.0520 -0.34 -0.1206 -0.78 -4.8672 -0.77
S4 -0.0100 -0.07 0.5724 3.72* -2.9875 -0.47
S5 0.4872 3.23* 1.3844 9.01* 0.1253 0.02
Cl 1.4841 9.50* -0.3935 -2.47* 49.2506 7.55*
C2 0.5762 3.81* 0.0796 0.52 -4.7873 -0.76
C3 0.5110 3.38* 1.0717 6.96* 5.2369 0.83
Cm 0.2638 1.74 0.2915 1.89 -2.2757 -0.36
C5 0.0046 0.03 0.1727 1.12 -2.1261 -0.34
C6 0.0384 0.35 -0.4035 -3.71* -1.1215 -0.25
A = 9 D.W.= 1.82 A = 9 D.W.= .99
0">II< D.W. ■= .58
R2 « .93 F = 66 11 Jo '‘■
J F = 195 R2 * .98 F = 278
a/ The Z's are the trend-cycle variables. The S's and C’s are die seasonal variables for sine and cosine 
r6spcctivdy«
b/ The syntol * indicates that the t-value Is statistically significant at the ,05 level of significance, 
c/ Hie symbol A represents tlie data segment utilized for the regression. For instance, A = 9 refers 
~ to the nimber ciF observations (144) divided by 9 to give 16 trend-cycle variables 72 - Z17. Z1 is the 
linear trend.
d/ The synixil D.W. represents the calculated Durbin-Wstson statistic for testing for first order autocorre­
lation in the regression. The rule of d*jnb is that the closer D.W. to a value of 2,00 the less probable 
the existence of autocorrelation, 
e/ The synhol R represents the ad lusted coefficient of determination for degrees of freedom. This value 
ranges between zero and unity, the more the proportion of tlie total variation due to the regression, 
the hlgrer the value.
f/ Hie F value is used to test the hypothesis that all the panmeters are jointly equal to zero, except the 
~ intercept term. In this analysis all the F values indicated a statistical significance at the .0001 
level.
sj The indicated trend-cycle variables were not estimated because of die shorter data segment, A, 
required to fit the regressten.
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the observed time series for each commodity. The statistical signifi­
cance of the overall F-statistic for each regression indicates that the 
estimated parameters for the trend-cycle and seasonal variables are 
not jointly equal to zero. The adjusted coefficients of determina­
tion, R2, for each of the regressions also indicate that the estimated 
independent variables were effective in tracking the historical pattern 
of the dependent variable. It should be noted here that the R2 is not 
interpreted conventionally because the trend-cycle and seasonal 
variables are not "explanatory variables" since no explanation or cause 
and effect is implied by their estimation in the regressions.
The time series for monthly milk prices has the greater number of
statistically significant trend-cycle variables as demonstrated by the 
A A / A A /
high t-values. —  —  The trend-cycle variables are to be interpreted, 
given the levels of their statistical significance, as either providing 
a good or poor fit to the actual data pattern. For example, the Z1 
coefficient for broiler prices, Table 25 indicates that there has been 
on the average, a declining linear trend in prices for the period of 
study, 1972-1983. The soybean and broiler grower feed series also 
indicate a declining linear trend in prices. The other trend-cycle 
variables, Z2-Z19 differ in their level of statistical significance.
For the steer and heifer price series, the high t-values for Z4, Z5, Z7,
Z9, ___________________
64/—  This may be the result of the guaranteed government price 
supports for milk. The less variability In the data, the more 
significant the trend level of the series.
— ^Since it is not possible to be 100% certain of the results from 
the regression analysis unless the entire population of data is used, 
the level of certainty required for statistical significance in this 
study was 95% or a minimum t-value estimate of 1.96,
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211, Z12, and Z15-Z17 indicate that the quadratic polynomials fitted to 
the respective 9-month data segments approximated the historical pattern 
effectively.
Nerlove explains that it is rather important not to attach any par-
3  3ticular meaning to the pairs of seasonal variables, S' and C' repre­
senting the individual frequencies. All six frequencies are required to
represent an arbitrary 12 month pattern as the sum of sinusoidal vari- 
/
ations, —  If the t-value for any pair of sine and cosine coefficient 
is significant for one particular frequency, this would indicate that 
the 12 month pattern exhibited in the time series is quite like a sine 
wave of that frequency. For example, the coefficients for SI and Cl re­
presenting the sinusoidal pair for the 12-month frequency completed once 
a year for the sweet potato time series, indicate that the pattern for 
this cycle is quite like a sine wave of that frequency. It can also be 
implied that the 12-month frequency dominates in significance to the 
other within-year frequencies estimated.
Exponential Smoothing 
Both annual and monthly data for the selected time series were 
utilized in implementing the exponential smoothing technique. The 
monthly time series covered the period 1972-1983 while the annual time 
series was from 1924-1983. Ex-post simulation and ex-ante forecasting 
utilized the total number of observations for both the annual and month­
ly time series. Ex-post forecasting for the monthly series utilized 
data period 1972-1981 while data period 1924-1979 was used for the 
annual series.
—  Nerlove, p. 259.
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Two models were estimated for simulation. A double exponential
smoothing model for the annual time series and an additive or multipli­
cative model for the monthly time series. A common characteristic of 
the models is the procedure that adjusts the smoothed statistic by an 
amount that is proportional to the forecast error. The smoothed 
statistic and the number of the desired fractions or smoothing constants 
utilized for each model differs. However, the choice of the smoothing 
constant(s) is'crucial in the determination of the operating 
characteristics of exponential smoothing. Essentially, the response of 
the forecast to changes in the average level of a given time series is a
function of the size of the smoothing constant(s). The estimation of
the three models are presented in the following sections.
Double Exponential Smoothing
Double exponential smoothing or second-order exponential smoothing 
is applicable for representing time series that exhibit a changing pro­
cess over time. —  ^ The characteristics of the selected time series 
presented in Chapters III suggested that the mean levels of the selected 
series could be modeled linearly according to the general form of the 
model presented in Chapter II as
Yt ■ 6o * Blt + ct................................  <2>
where the expected response at time t is a linear function of t:
ECYjt) = b 1 + b2 t,.................................. (2.1)
E(et) = 0, V(et) = o2.
fi 7 /
— First-order or single exponential smoothing is used to represent 
time series that exhibits zero trend or a constant mean level. This 
section on exponential smoothing is based on the reference cited 
for Bowerman & O'Connell.
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Ordinarily, the parameters for model 2 are estimated and re-esti­
mated everytime there is a new observation added to the data period. 
Double exponential smoothing generates the new estimates rather 
intuitively by changing the old estimate of the parameters by some 
fraction of the forecast error which resulted when the old estimate was 
used to forecast the value of the new observation. This forecast error 
is given by
eT = Yt - E(Yt |t)T_lt 
that is, the difference between the observed value in period T and the 
forecast made for period T in period T-l. Based on the forecast error, 
the updated estimate is calculated as
E(Yt|t)T = E(Yt|t)T_1 + “ [eT].......................  (2.2)
If the old estimate produced a forecast for period T that was too high 
(low) then the new estimate is lower (higher), that is, the magnitude of 
e^ , determines the size of the up or down adjustment.
To simplify the notations, if = E(Yfc|t)T then the updating 
equation is given by
ST = ST-1 + “ *YT ' ST-P
ST = ST-1 + “ YT " aST-l
ST = ctYT + (1- a)ST^1................................  (2.3)
si.23 - as + (1- a)S[2]........... .. . . . . . . . . . . . .  (2.A)
T T T-l
where
S^ , is the smoothing statistic for 1st order exponential 
smoothing,
[21
is the smoothing statistic for 2nd order exponential 
smoothing.
a is the smoothing constant and is bounded between 0 and 
1 . 0 .
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The updated estimates for the regression parameters in model 2 there­
fore are given as
[2]
b0(T) = 2ST - ST - T
1-ot
t2]
(ST - ST)
bj(T)
1-a
[2 ]
(sT - sT).
(2.5)
(2.6)
To forecast an observation for time period T + t, then 
Yt+t (T) = bQ (T) + bL (T) (T + t),
Yt+t (T) = [b0(T) + bj_ (T) T] + bx (T)t,
Yt +t (T) = aQ (T) + bjCOx, ............................... (2.7)
where
a0(T) = b0 (T) + bl(T)T 
is the Y-intercept of the updated trend line on a current time period
basis. Substituting equation (2.5) into (2.7) gives
YI+I (T) - 2 + i  r iat I S — 1 1 +  aT
(l-a)J i (1-a)
[2]
S„., (2.8)
Equation (2.8) is then utilized for making forecasts for any period 
T + t .
In initiating the double exponential smoothing for the selected 
annual series, the first step was to perform a historical simulation for 
each series to determine the "best” smoothing constant, a, to be used in 
the smoothing procedure. Since a is bounded from 0.0 to 1,0, different 
values of a from 0.01 to 0.99 with Increments of 0,01 were used in the 
simulation. The value of that minimized the sum of squared forecast 
errors were selected. These values are shown in Tables 26 and 27 for 
prices and yield,respectively.
The next step was to estimate model 2 for each time series to 
obtain the least squares values to be used in calculating the initial
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Table 26. Results of Ordinary Least Squares Estimation of Model 2 and 
the Optimal Smoothing Constant for Each Selected Annual 
Price Series, Louisiana, 1924-1983.
Time
Series
Estimated parameters —  —  ^
with t-values in parenthesis D.W - R2 - 7
Smoothinge . 
Constant —
Cotton: PI = 6.2631
(2.48)
+ 0.7632T
(10.62)
1.85 0.66 0.39
Rice: P2 = 0.8541
(2.14)
+ 0.1295T
(11.37)
1.25 0.69 0.24
Sugarcane : P3 = -1.3607
(-0.84)
+ 0.3491T
(7.58)
1.73 0.50 0.11
Corn: P4 = 0.4654
(3.50)
+ 0.0331T
(8.71)
1.28 0.57 0.32
Soybean: F5 = 1.2649
(3.72)
0.0619T
(6.38)
1.68 0.41 0.34
Hay: P6 = 5.8828
(3.52)
+ 0.5967T
(12.51)
1.70 0.73 0.64
Sweet 
Potato: P7 = 0.8303
(2.64)
+ 0.0759T
(8.47)
1.81 0.55 0.19
Calves: P8 = -4.3201
(-1.67)
+ 0.8925T 
(12.08)
0.99 0.72 0.20
Milk: P9 = 0.3126
(0.74)
+ 0.1815T
(15.10)
1.70 0.80 0.62
Hogs: P10 = -0.6951
(-0.40)
0.6285T
(12.63)
1.62 0.73 0.37
a/The P's and T's represent the price series and a time trend variable, 
respectively.
b/All the t-values for the parameter estimate of the slope, T, were 
significant at the .0001 level. 
c/The Durbin-Watson (D.W) values for all but for P2, P4 and P8 
rejects the null hypothesis test of the existence of auto 
correlation at the .05% level of significance. 2
d/The symbol Ra is the coefficient of determination bounded as 0<R <1. 
e/For values of the smoothing constant near unity (zero) remote obser­
vations are dampened out quickly (slowly).
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Table 27. Results of Ordinary Least Squares Estimation of Model 2 
and the Optimal Smoothing Constant for Each Selected 
Annual Yield Series, Louisiana, 1924-1983.
Time
Series
Estimated parameters —  —  ^
with t-values in parenthesis R2 ~
Smoothing , 
Constant —
Cotton: Yl = 151.6570
(7.70)
+ 7.8582T
(11.04)
1.50 0.77 0.01
Rice: Y2 = 11.1980
(12.93)
+ 0.4893T
(19.82)
1.81 0.87 0.34
Sugarcane : Y3 = 13.6166
(17.77)
0.2159T
(9.88)
1.37 0.63 0.01
Corn: Y4 = 0.9268
(0.40)
0.9516T
(14.45)
1.55 0.78 . 0.25
Soybean: Y5 = 7.8236
(13.46)
+ 0.3240T
(19.51)
1.90 0.87 0.15
Hay: Y6 - 0.8871
(19.16)
+ 0.0194T
(14.71)
2.05 0.79 0.20
Sweet 
Potato: Y7 = 25.7322
(12.69)
+ 1.2268T
(21.22)
1.94 0.88 0.26
a/ The Y's and T's represent the yield series and a time trend variable, 
respectively.
b / All the t-values for the parameter estimate of the slope, T, were 
significant at the .0001 level. 
cj The Durbin-Watson (D.W) values for all but Yl, and Y3 rejects
the null hypothesis test of the existence of auto correlation at the 
.05% level of significance, 
d/ The symbol R2 is the coefficient of determination bounded as 0<R2<1. 
ej For values of the smoothing constant near unity (zero) remote obser­
vations are dampened out quickly (slowly).
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[2]
values of the smoothing statistics ST and ST given as follows:
S0 " V 0) " (i^-) V 0) (2.9)
[2]
SQ = bQ(0) - 2(l-q ) b^O). (2.10)
These statistics were then repeatedly updated to Insure that the 
forecasts generated for future values of the time series weight the most 
recent observations in the time series most heavily. The updating 
process begins by utilizing each observation in the time series to 
calculate the smoothing statistics given by equations (2.3) and (2.4). 
Forecasts of future values are then generated by utilizing equation 
(2.8). The results of these calculations are shown in Tables 28 and 29 
for the rice price series and for the soybean yield series. Ex-post 
simulated values are presented for the last 24 years of the data. Both 
ex-post and ex-ante values are presented for the annual time series 
utilizing the double exponential smoothing technique in Appendix A, 
Tables 19 and 20.
Additive and Multiplicative Seasonal Models
The analysis of seasonal time series within the exponential smooth­
ing framework lies in these two types of models. When the amplitude of 
the seasonal pattern of a time series is independent of the average 
level of the series, an additive model is usually employed for the
seasonal adjustment. The multiplicative seasonal model or Winter's 
68 /
method —  , is appropriate for the time series in which the amplitude of
—  Winters, P. R., "Forecasting Sales by Exponentially Weighted 
Moving Averages," Management Science, Vol. 6, No. 3, (I960), 
pp. 324-342.
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Table 28. Updating the Smoothed Statistics and Ex-post Simulation 
with the Optimal Smoothing Constant, a = 0.24, for the 
Last 24 Years of Rice Prices in Louisiana.
Period Rice
sm
T
Simulated Forecast
Year T Prices ST Values Error
P I VjW L *
1959 36 4.63 4.82 4.72 5.13 0.50
1960 37 4.50 4.74 4.72 4.95 0.45
1961 38 5.28 4.87 4.76 4.76 -0.52
1962 39 4.88 4.87 4.79 5.02 0.14
1963 40 4.95 4.89 4.81 4.99 0.04
1964 41 4.84 4.88 4.83 5.00 0.16
1965 42 4.79 4.86 4.83 4.95 0.16
1966 43 4.81 4.85 4.84 4.89 0.08
1967 44 4.91 4.86 4.84 4.86 -0.05
1968 45 4.83 4.85 4.85 4.88 0.05
1969 46 4.71 4.82 4.84 4.86 0.15
1970 47 4.96 4.85 4.84 4.79 -0.17
1971 48 5.05 4.90 4.86 4.87 -0.18
1972 49 6.40 5.26 4-. 95 4.96 -1.44
1973 50 13.45 7.22 5.50 5.66 -7.79
1974 51 11.00 8.13 6.13 9.50 -1.50
1975 52 8.38 8.19 6.62 10.76 2.38
1976 53 6.53 7.79 6.90 10.25 3.72
1977 54 8.94 8.07 7.18 8.96 0.02
1978 55 7.50 7.93 7.36 9.23 1.73
1979 56 10.60 8.57 7.65 8.68 -1.92
1980 57 12.00 9.39 8.07 9.78 -2.22
1981 58 9.36 9.39 8.39 11.13 -1.77
1982 59 8.05 9.06 8.55 10.70 2.65
1983 60 7.55 8.70 8.59 9.74 2.19
ST a yT + Cl - a ) ST_1
sl?l. aS^ , + (1 - a ) ST[_\]
IIo 1
O
opo
r> *i
(0) = 0.4439
SE02L b0 (0) - 2 bx(0) = 0.0337
S ’s are the initial values for obtaining the smoothed statistics for 
time period T = 1.
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Table 29. Updating the Smoothed Statistics and Ex-post Simulation with 
the Optimal Smoothing Constant, a =0.15, for the Last 24 
Years of Soybean Yield in Louisiana.
Period Soybean
s,;2]
Simulated Forecast
Year T Yield Sm Values ErrorT T
■bu. /acre
1959 36 23.50 18.61 15.56 20.95 -2.55
1960 37 24.00 19.42 16.14 22.19 -1.81
1961 38 24.00 20.11 16.74 23.27 -0.73
1962 39 22.00 20.39 17.28 24.07 2.07
1963 40 22.00 20.63 17.79 24.04 2.04
1964 41 20.00 20.54 18.20 23.98 3.98
1965 42 21.50 20.68 18.57 23.29 1.79
1966 43 25.00 21.33 18.98 23.16 -1.84
1967 44 23.00 21.58 19.37 24.09 1.09
1968 45 27.00 22.39 19.83 24.17 -2.83
1969 46 20.50 22.11 20.17 25.41 4.91
1970 47 24.00 22.39 20.50 24.39 0.39
1971 48 24.00 22.63 20.82 24.61 0.61
1972 49 23.50 22.73 21.11 24.76 1.26
1973 50 22.50 22.72 21.35 24.70 2.20
1974 51 26.50 23.29 21.64 24.33 -2.16
1975 52 25.00 23.55 21.93 25.22 0.22
1976 53 28.00 24.21 22.27 25.45 -2.55
1977 54 23.50 24.11 22.55 26.50 3.00
1978 55 25.00 24.24 22.80 25.94 0.94
1979 56 28.00 24.80 23.10 25.93 -2.06
1980 57 20.00 24.08 23.25 26.81 6.81
1981 58 20.50 23.55 23.29 25.07 4.57
1982 59 26.00 23.91 23.39 23.84 -2.16
1983 60 26.00 24.23 23.51 25.53 -1.46
ST = ayT + (1 - o O S ^
sj,2]= osT + (1 - a)sj,2]1
SQ = bQ(0) - b^O) = 6.0062
s'21- bQ(0) - 2 (r^ ) b1(0) = 4.1701
S_'s are the initial values for obtaining the smoothed statistics for 
time period T = 1.
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the seasonal pattern increases proportionately as the trend increases.
A number of tests are available to determine whether the behavior of a 
time series is best represented by an additive or multiplicative 
model. —  ^  ^ These tests are especially germane when making the
initial decision as to which model is most appropriate for an individual 
time series.
In this study, the choice between additive and multiplicative
72/
adjustment was based on the model test proposed by Kupier. —  The 
model test required the fitting of the trend cycle to the seasonal-irre­
gular components of the decomposed time series. If only the slope 
coefficient is significant, a multiplicative model is suggested, and an 
additive adjustment is suggested if only the intercept is significant.
If both the intercept and slope coefficients are significant, a mixed 
adjustment technique would be appropriate. The results of this test 
are presented in Table 30. There is a clear pattern of additivity in 
the livestock monthly prices, chicken layers, sweet potato prices, and 
broiler grower prices based on the statistical significance of the 
t-values for the Intercept from the model given by
SR => a + bt
69 /
—  Durbin, James and J. M. Murphy, "Seasonal Adjustment based on a
Mixed Additive - Multiplicative Model", Journal of the Royal Statistical
Society, ser. A, No. 138, (1975), pp. 385-410.
— ^Kenny, P. B. "Problems of Seasonal Adjustment," Statistical
News, May (1975), pp. 3-8.
— ^Dagum, Estela Bee, "Seasonal Factor Forecasts from ARIMA 
Models," Proceedings of the 40th Session of the international 
Statistical Institute. Warsaw, (1975), pp. 206-219.
72/
—  Kupier, John, "A Survey and Comparative Analysis of Various 
Methods of Seasonal Adjustment," Proceedings of the Conference on the 
Seasonal Analysis of Economic Time Series, U. S. Department of Commerce, 
December 1978.
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Table 30. Estimated t-values for Model Test for Additive or
Multiplicative Seasonality in the Selected Monthly Time 
Series, Louisiana, 1972-1983. —
Time Series Intercept Slope Suggested Model
Prices
Steer and Heifer 2.39 0.31 Add.
C o m < 4.61 -1.12 Add.
Beef Cattle 4.74 -1.07 Add,
Veal Calves 4.92 -1.37 Add.
Cotton -0.22 1.04 Mult.
Rice -2.90 1.98 Mult./Add.
Soybean -2.94 3.27 Mult./Add.
Milk -1.74 0.19 Add.
Broiler -1.23 2.81 Mult.
Sweet Potato 2.99 1.22 Add.
Dairy Feed -1.80 0.72 Add.
Broiler Grower -1.98 1.51 Add.
Beef Cattle Feed - 1 . 8 6 0.97 Add.
Numbers
Cattle Slaughter -1.13 3.36 Mult.
Calf Slaughter -0.07 0.55 Add.
Hog Slaughter -6.73 2.30 Mult./Add.
Egg Production -1.58 1 . 1 1 Add.
Chicken Layers -2.55 1.41 Add.
a/
—  The model test required the fitting of the trend-cycle compc
nent to the seasonal-irregular series. The t-values above 1.96 are
statistically significant at the .05 level.
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where
SR = Seasonal-irregular series, 
t = trend-cycle series, 
a,b = intercept and slope parameters.
Multiplicative adjustment was suggested for broiler prices and
cattle slaughter numbers. The intercept and slope t-values for egg
production, calf slaughter, beef cattle feed, dairy feed, milk and 
cotton prices, were not statistically significant at the five percent 
level. The suggested models for these time series were determined based 
on the ex-post forecast performance (for 1982, 1983) of both the 
additive and multiplicative models. This fairly straight forward test 
suggested by Shiskin and Plewes, selects the model with the minimum
residual sum of squares. — ^
The Winter’s method of exponential smoothing for multiplicative 
seasonality, assumes that the time series Y^, to be forecasted can be 
adequately modeled as
Yt = (&0 + Bj^ t) x snt + et................................. (2m)
where
Bq represents the permanent component,
6^ represents a linear time trend variable,
snt denotes the seasonal factor, t = 1, 2,...L, 
where L = 12 months.
73 /—  Shiskin, Julius and Thomas J. Plewes, "Seasonal Adjustment of 
the U. S. Unemployment Rate," The Statistician; Vol. 27, No. 3 and 4, 
September (1978), pp. 178-202.
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The procedure used in estimating the parameters of model (2m) is the
74/
method presented by Johnson and Montgomery. —  The initial value of 
the component, g^, was estimated by the equation
b (0) = Ym~Yi.............................................  (2m. 1)
(m-l)L
where Y is the mean of the historical data series, 
m
is the mean of year 1 of the historical series,
Since Y and Y. measures the average level of the time series in the 
m i
til
middle of m and i year, respectively, then the numerator of the 
equation (2m.1) measures the difference in the average levels. The 
denominator represents the number of seasons/months elapsed between Ym 
and Y^.
The permanent component, a^, was estimated as
aQ(0) - Y - L/2 b1(0).....................................  (2m.2)
where L/2 represents the number of years that have elasped between the
start and the middle of year 1. The permanent component, therefore,
measures the average level of the time series at the middle of year 1
less the amount this average level has changed from the start to the
middle of year 1.
The initial estimates for the L seasonal factors were obtained by
first estimating the seasonal factors given by
S = ___________ ^T.................  (2m. 3)
Y ± - t (L+l) /2-j ] b^O)
where t = 1, 2,,..m years of observation 
74 /
— Montgomery, D. C., and Lynwood A. Johnson, Forecasting and Time 
Series Analysis, New York: McGraw-Hill Book Company, Inc., 1976.
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represents the average of observations for the year in which
season t occurs.
1 = 1 ;  when l^_t <_L or i = 2; when L+l<^t 2L etc.
j denotes the position of season t within the year, that is, for
January j = 1, for February j = 2 and so on.
The seasonal factors express the ratio of the observations in
season t to the average level of the time series in season t. These
factors represent components of the time series not accounted for by the
permanent and slope components. Equation (2m.1) was estimated to yield
m distinct seasonal factors for each month. These m estimates were then
averaged to yield a seasonal index for each different season or month by
use of the following equation:
  m-1
sn = 1 z S „ T where t= 1, 2,.... L .........  (2m.4)
m k=0 t+KL
Each average seasonal index was multiplied by the number of months
or L = 12 and divided by the sum of the average seasonal indexes to
normalize the seasonal factors. The initial estimate for snt(0) was
then calculated by
  L
sn (0) = sn L/Tsn where t = 1, 2,... L .........  (2m.5)
t=l
To update the initial estimates the following equations were used
for the permanent component, trend and seasonal factors,respectively,
an (T) = a YT + (l-o) [an (T-l) + b  (T-l)] ........  (2m.6)
U snT(T-L)
bj(T) = 0[ao(T) - a0 (T-l)] + (1-6) b^T-1) ............. (2m.7)
snT (T) - y YT + (1-y) snT (T-L) ......................  (2m.8)
a 0 (T)
Simulation of the historical time series was used to determine the 
optimal combination of the smoothing constants, a, 6, andy based on the
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combination that minimized the sum of squared forecast errors. The 
updated estimates of the multiplicative seasonal pattern exhibited by 
broiler prices are presented in Table 31. To obtain a forecast for 
period T + 1 made at period T, equation (2m.9) was utilized.
Yt+t (T) = [a0(T) + bj(T)T ] snT+T (T+ t  - L)............ (2m.9)
In utilizing the additive seasonal model for simulation and fore­
casting, estimates from the least squares estimation of model 2a was 
obtained for each time series, Y^.
Yt - B0 + \ c + V s 2,t * SS3XS3,t+-"-+ V s L . t  + V - t2a>
where 3q represent the permanent component,
6^t represent a linear time trend variable,
3 represent L-l monthly dummy variables, L = 1, 2 .....11
5L
e error term.
The optimal combination of the smoothing constants, a, 3, y, 
utilized for updating the permanent component, a^T), the average level 
of the time series, ^(T) and the seasonal dummies, sn^(T) were obtained 
by historically simulating the time series sequentially from 0.01 to 
0.99. The particular combination minimizing the sum of squared forecast 
errors was used in the forecasting procedure. The parameters for 
initiating the updating procedure in time period T are given by
aQ (T) = cx[Yt - snx (T-l)] + (1- a) [a0 (T-l) + bj (T-l)]......... (2a.1)
bj(T) = 3[aQ(T) - a0 (T-l)] + ( 1 - 6 )  (T-l)..................  (2a.2)
snT (T) = y [YT - a0 (T)] + (1- y) snT (T-l)..................... (2a.3)
The lag variable estimates in equations (2a.1 - 2a.3), that is, a^ 
(T-l), b^(T-l), and sn^ (T-l) were obtained from the estimates of model 
2a which served as initial estimates for the updating process. These
estimates were then smoothed to the end of the historical data, period
Table 31. Updating the Estimates and Ex-post Simulation with the Optimal Smoothing Constants, ct = 1.00, g = 0.10, Y = 0.00, for 
the Last 24 Months of Multiplicative Monthly Broiler Price Series in Louisiana .
Month and Period Broiler Simulated Forecast
Year T Prices a^ (T) b. (T) sn (T) Values Error0 1 t
Cents Per Pound
Jhil. 1982 121 28.50 28.95 0.12 0.98 26.49 -2.01
Feb. 1982 122 27.50 26.96 0.12 1.02 29.65 2.15
Mar. 1982 123 27.50 27.63 0.12 1.00 26.95 -0.55
April 1982 124 27.50 28.03 0.12 0.98 27.23 -0.27
tfey 1982 125 28.00 28.29 0.12 0.99 27.86 -0.14
June 1982 126 29.50 29.11 0.12 1.01 28.79 -0.71
July 1982 127 29.50 27.23 0.12 1.08 31.66 2.16
Aug. 1982 128 28.00' 26.31 0.12 1.06 29.10 1.10
Sept. 1982 129 27.50 26.42 0.12 1.04 27.51 0.01
Oct. 1982 130 26.00 27.35 0.12 0.95 25.22 -0.78
Nov. 1982 131 25.00 26.51 0.12 - 0.94 25.91 0.91
Dec. 1982 132 24.50 26.26 0.12 0.93 24.85 0.35
Jan. 1983 133 26.00 26.41 0.12 0.98 25,97 -0.03
Feb. 1983 134 28.00 27.45 0.12 1.02 27.06 -0.94
Mar. 1983 135 26.00 26.12 0.12 1.00 27.44 1.44
April 1983 136 24.50 24.97 0.12 0.98 25.75 1.25
>ky 1983 137 26.00 26.27 0.12 0.99 24.83 -1.17
June 1983 138 28.50 28.12 0.12 1.01 26.74 -1.76
July 1983 139 31.50 29.07 0.12 1.08 30.59 -0.91
Continued
Table 31 Continued-.
Month and Period Broiler Simulated Forecast
Year T Prices a^ (T) b^ (T) snt(T) Values Error
Cents Per Pound
Aug. 1983 140 32.00 30.08 0.12 1.06 31.07 -0.93
Sept. 1983 141 35.00 33.62 0.12 1.04 31.43 -3.57
Oct. 1983 142 29.00 30.51 0.12 0.95 32.07 3.07
Nov. 1983 143 33.00 34.99 0.12 0.94 28.88 -4.12
Dec. 1983 144 36.00 38.58 0.12 0.93 32.76 -3.24
IIu«° y t
“ sn.T(T-L) + (1-cc) [aQ (T-I) + bj(T-l)]
b:(T) = U Q (T) - a0 (T-l)] + (1-Y) bjd-l)
snt(T) = y y tao(T) + (1-Y) Snt(T-L)
V ® '= [ao(T> + b^T) T] SnTfr (T+t_L> where t represents the one period ahead forecast.
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144, before the actual ex-ante forecasting was initiated for period 145 
of January 1984. The updated values of the last 24 months of data for 
the calf slaughter time series with additive seasonal are presented in 
Table 32. To obtain a forecast for period T+l, made at period T, 
equation (2a.4) was utilized.
Yt+t (T) - aQ(T) + bL <T)t + snT+x (T+t -L).............. (2a.4)
Census X-ll
The census X-ll method is credited after the Bureau of the Census
of the U.S. Department of Commerce with Julius Shiskin as the main 
75 /contributor. —  The procedure uses a ratio-to-moving average approach 
to decompose the original time series into trend-cycle, seasonal, 
and irregular components.
This method consists of four different phases. —  ^ The first phase 
contains an option to adjust the raw data for trading or working day 
variations— this option was not required for this study. The second 
phase is the preliminary estimation of seasonal factors and the 
preliminary adjustment of the series for seasonality. The third phase 
refines the adjustments for more accurate estimates of the seasonal 
factor. The trend-cycle and irregular or random components are also 
estimated in this phase. The final phase prepares summary statistics 
that can be used to evaluate the adjustment procedures.
In order to utilize the X-ll procedure for simulation and 
forecasting, results from the third phase of the iterative procedure,
—  U.S. Department of Commerce, op. cit.
— ^Available for use in Statistical Analysis System. SAS op. cit.
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Table 32. Updating the Estimates and Ex-post Sim ulation  
with the Optimal Smoothing Constants, a ■= 1.0, 
B ■= 0.0, and y ■ 1.0, for the Last 24 Months
of the A dditive  
L o u is ian a .
C alf S laugh ter S e r ie s in
ttn th  S Fteriod C alf Forecast
Year T Slaughter a0ro bpCD snt (T) values error
u_i------c u— j  ft nrm i— -rIU ftAA/ iBU/
Jan. 1962 121 6.20 8.X -0.09 -o.x 9.01 -0.81
Feb. 1962 122 7.20 9.86 -0.09 -2 .X 5.X -1.35
Mar. 1962 123 7.80 9 .X -0.09 -1.89 7.89 o.ro
April 1962 124 7.30 9 .X -0.09 -2,36 7.24 -0.06
bfay 1962 125 7.30 8.44 -0.09 -1.14 8.43 1.13
June 1962 126 8 .X 8.88 -0.09 -0.58 7.77 -O.X
July 1962 127 10.X 10.07 -0.09 0.43 9.22 -1 .X
Aug. 1962 128 11.10 8.92 -0.09 2.18 12.17 1.07
Sept. 1962 129 13,10 10.01 -0.09 3.09 11.93 -1.17
Oct. 1962 130 9 .X 5.71 -0.09 3.79 13.72 4.22
Nov. 1962 131 9.00 6.95 -0.09 2.05 7.67 -1.33
dec. 1962 132 9.X 9.X -O.C9 0.0 6.87 -2 .X
Jan, 1963 133 7.00 7 .X -0.09 -0.40 8.71 1.71
Feb. 1963 134 5 .® 8.26 -0.09 -2 .X 4.X -0.95
ffanch 1983 135 7.40 9.X -0.09 -1.89 6,29 -1.11
April 1963 136 6.90 9.X -0.09 -2 .X 6.84 -O.X
hfey 1983 137 7.00 8.14 -o.ro -1.14 8.CQ l .X
June 1963 136 6 .X 6.88 -o.ro -0.58 7.47 1.17
July 1983 139 7 .X 6.87 -o.ro 0.43 7.22 -O.X
Aug. 1963 140 10.X 8.32 -o.ro 2.18 8.97 -1 .X
Sept. 1963 141 11.40 8.31 -o.ro 3.09 11.33 -0.07
Oct. 1963 142 13.X 9.71 -0.09 3.79 12.03 -1.48
Nov. 19S3 143 12.X 10.45 -0.09 2.05 11.67 -0.83
dec. 1963 144 10.X 10.X -o.ro 0.0 10.37 0.17
a o (T) -  a [YT -  BftjCT-I) + (1 -u ) U 0 (T-1) + b p (T -l)  
bjCT) -  B [a 0 (T) -  ao (T - l) ]+  (1-B) b p (T -l)  
s n ^ T )  -  y !Vt  -  ao (T )] + (1- y) s n ^ T - l )
Y- CT) » a  (T) + b ,{ T )t + sap (T+t -L) . . . .where t r e p re se n ts
T th e  one-period  ahead fo re c a s t
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specifically the seasonal component, were used to estimate a seasonal 
index given by the following equation:
S = seasonal component, 
t-12, t-24 represent month t lagged 12 and 24 months, respectively. 
The forecast equation for the one-period ahead forecast, given
Forecast estimates generated by utilizing Model 3 are presented in 
Appendix A and evaluated with the other estimates from the other methods 
later in the chapter. Since the X-ll procedure also provides the 
flexibility for either a multiplicative or additive model, the model 
test in Table 30, suggested the appropriate model to be used.
Box-Jenkins
The Box-Jenkins technique, as formally presented in Chapter II, 
utilizes a well defined statistical approach to model building. In 
principle, elements of regression analysis and exponential smoothing are 
also contained within the general class of ARIMA (autoregressive, 
Integrated moving average) models. A regression equation, for example, 
as in model 1 estimated above, can be expressed as
(3)
where
A
SI^ = seasonal index for month t,
by
where
(3.1)
Y is the current observation,
Slt+j is the one period ahead estimated seasonal index.
Yt - l0 + tlXl * b2X2 + —  + V k + et ................. (4a>
where Y is the dependent variable and X^ through X^ are the independent 
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variables with b^ through b^ as the regression coefficients and e, the 
error term. This same model can be redefined with X^ = Yfc X^ = Yt_2>
X3 = Yt-3 *K = Yt-K-
Equation 4.1 becomes
h ' a + blVl + Vt-2 * •••• * Vt-K + et....... (4'2)
The difference between equations (4.1) and (4.2) are in the 
right-hand side variables. Equation (4.2) is expressed with time-lagged 
values of the dependent variable, hence the name autoregression (AR) is 
used to describe schemes of the form in (4.2). In a similar manner, 
equation (4.2) can be expressed in terms of the past error terms, such 
as
‘ a + V t - 1  * Vt-2 + b3 et-3 *----+ V t - K  + et  M ’3)-
This equation explicitly identifies a dependence relationship among the 
successive error terms, hence a moving average (MA) model. 
Mathematically, exponential smoothing models can be related to equation 
(4.2) or (4.3) by examining the single exponential smoothing technique 
for a one-period ahead forecast given by
vs vs
Yt+1 .  Yt  o (Yt  -  Yt >
V i  < V ...................................... <4'4>
expanding equation (4.4),
\ ' Vi + “ <Vi - Vi>
Thus
or
Y = Y + a (Y — Y J + a ( Y  - Y )  
t+1 t-l t-l t-l t t'
Yt+1 = Yt-1 + ° Cet-l) +   (4*5)
Substituting for Y  ^ in equation (4.5) gives
Yfc+1 = Yt _2 + a ^e t - 2 ^  + a ( e t - l ^  + ..................................
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Equations (4.6) and (4.3) are expressed as a function of the error 
terms even though both represent different approaches to forecasting.
Box-Jenkins effectively combined the autoregressive (AR) and moving 
average (MA) models to form a broad, generalized model which is 
inclusive of all possible separate model combinations of AR and MA. The 
procedure utilized in this study in estimating ARIMA models for the 
selected time series was to follow the Box-Jenkins philosophy of model 
building by going through the steps of model identification, estimation, 
diagnostic checking and then forecasting. Both monthly data (1972-1983) 
and annual data (1924-1983) were utilized by this technique.
The identification stage was initiated by first satisfying the 
minimum data requirement according to Box-Jenkins. The next step
in the identification stage was to evaluate the autocorrelation 
function (ACF) of the original time series for each selected commodity. 
For the monthly data, persistence and the statistical significance of 
autocorrelation spikes at seasonal lengths of 12 months and 24 months 
suggested that a seasonal component was present in the series, hence a 
seasonal differencing was required. Differencing of both the annual and 
monthly time series was necessary to achieve stationarity in the series. 
This criterion is highly essential and crucial to the Identification 
stage in order to minimize the distortions that might exclude the 
consideration of pertinent model patterns. Other measures utilized in 
the identification included the simultaneous evaluation of the ACF, the 
partial autocorrelation function (PACF), the inverse autocorrelation 
function (1ACF) and the Akaike criterion (AIC) for parsimonous
77/
—  Box and Jenkins, op. cit.
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78/ 79/
parametization. —  —  The Box-Pierce Q statistic was also utilized in
evaluation of the white noise characteristic of the original series and
80 /
the randomness of the residual autocorrelations. —
Several candidate models were identified based on the behavior of
the measures mentioned above. For the annual time series, when the
autocorrelations cut off and are not significantly different from zero, 
a MA process was suggested and when the PACF damps out but is still 
significant at lags of S, 2S, 3S etc, where S is the length of the 
season, a seasonal AR component was then suggested for the model. When 
the process is a pure seasonal MA, the ACF truncates and is not 
significantly different from zero after lag of q + SQ.
The identified models were estimated and subjected to diagnostic 
checking for model effectiveness. The modified Box-Pierce portmanteau
test, Q, was used to evaluate the residual autocorrelation function
(RACF) for randomness of the residuals. All of the equations for both 
the annual and monthly time series indicated that the residual 
autocorrelations were not significantly different from zero. Over 
fitting was also used as a diagnostic check by fitting a more elaborate 
model than suggested by the minimum AIC criterion. In some of the 
cases, however, the difference in the two lowest AIC values was so small 
that the required number of parameters could have gone either way. For 
instance, the cattle slaughter time series of order (0, 1, 1) X (0, 1,
78 /
— Akaike, H., op. cit.
79 /— Ang, James, Jess Chua and Ali Fatemi, "How to Use Akaike 
Criterion to Automatically Specify and Construct Box-Jenkins Models", 
Journal of Business Forecasting. (Spring 1982), pp. 38-42.
80 /
— This statistic was modified by Ljung and Box, op. cit.
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2)^2» Table 33, has 3 parameters fitted even though the suggested AIC 
order Is 2. Results of the final fitted models and the calculated 
values of the Box-Pierce statistics are presented in Table 33 for the 
monthly data and in Tables 34 and 35 for the annual price and yield time 
series. These models were evaluated based on their forecast performance 
later in the chapter.
Multicollinearity and Autocorrelation in the Estimated Models
It is assumed by the use of Ordinary Least Squares (OLS) model that
such a model conforms to certain basic assumptions of the classical
81/
linear regression model. —  However, there is sometimes a situation 
where the violation of some of these assumptions is of utmost signi­
ficance to the analysis. In this study, the results of the OLS 
estimation of Model 1 indicate that there exist some degree of linear
dependency in the X TX matrix of the regressors for some of the time
82/
series. —  This phenomenon known as multicollinearity, has the 
tendency to create an upward bias in the variances of the regression 
coefficients resulting in imprecise estimates and questionable tests 
of hypotheses associated with the coefficients. A high degree of 
multicollinearity would indicate a high level of significance of the F 
values even though none of the regression coefficients are individually 
significant. This situation was not encountered in this analysis, hence 
the level of collinearity present is admissible. However, the rule of 
thumb is that the presence of some level of multicollinearity does not
81/
—  These assumptions can be found in Kmenta, p. 202 and p. 348.
82/
—  Multicollinearity is a question of degree and not of kind. The 
meaningful distinction is not between the presence and the absence of 
multicollinearity, but between its various degrees.
Table 33. Result* of the E i t i u t i o a  of AH! HA Models Fitted to the Selected Monthly Agricultural Tiee Series, Louisiana, 1972-1983*
Tlaa
Series
Order of 
Model 
AH I HA
Fitted Hndela With The 
Standard Errora In ParanLhaala &  1
Degreea of 
Preedow
VSuggested-*
Order
AIC
(p,d,(|)(P,D.Q)s
Steers fc Heifers <i.i.omo,i.i)12 V l t - 0.199297^ - PaE - 0.91347l2a[ 1 2  
(1 0.0479) (t 0.0863)
16*59 22 2
Cow (1,1.0)1(0,I.1)12 9Z( - 0.15B8VZt l  - 9at - 0.89709|2nt l 2  
(t 0.0878) (t 0.0544)
30.0 22 Z
Beef Cattle (t,i.0)1(0,i.i),2 9Z( - 0.«797WZt_t - Vat - 0.90U7|2atM2 
(t 0.0871) (1 0.0309)
26.01 22 2
Veil Calves (1.1.0)X(0.1.1)U VZt - 0.37159Zt_j - Pat - O.05539)2a ^ 12 20.64 22 2
(t 0.0818) (1 0.0567)
Cotton (o,i,o)x(o,i,n12 9 V,2Zt - at - 0.9519a,.,, 
(t 0.0654)
22.89 23 2
Klee (O.i.o)i(o.i.i)(2
” Tizzt ■ *t “ °-” 5 U t - u
1 C(1 0.0471) '
24*98 23 1
Soybeans (0,1,0)X(0.1,1)12
V ' * * *  ‘ “E u V o ” 3}-‘J
16.79 23 3
M 1 U (0,l,0)X(0,l,l)I2
’ V (iVowf-12
19.09 23 I
Broiler (o,i.o)x(oIiIi)|2 9 912Zt - at - 0.9132V l 2  
(10.0472)
7.42 23 1
Sweet Potato C1,1,0)X(0.1,2)|2 VZ t 0.2262VZ + 0.39769 ,_Z + 0,4554V z - a 
e (1 0.0886) (1 0.0927) e-'2 (t 0.1000? t'2‘ E
23.12 21 3
Dairy Feed (0,1.0)X(0.1.1)I2 V V 12Zt - ,t - 0.8776a,.,, 
(t 0.0524)
24.90 23 1
Cootinued
Tab le 33 Continued,
Tie*
Series
Order of 
Hudcl 
ARIHA
Fitted Model* Ulth The 
Standard Error* in Parenthesis Q *
Degreea of 
Freedua
b /Suggested —  
Order
AIC
Broiler Gtover V , 122t  - .t -  o . « n i.t_t2
(t 0.0500)
24.56 23 1
Beef Cattle Feed ( o a i , o ) x ( a , i , n |2 v v I2z t  - .t -  0.%«,t_12
It 0.0479)
24.01 23 1
Cattle Slaughter
V V12724zt ■ °-3” 09t - °-6S7‘* t-u -  °'1765at-Z4 
(t ,0003) (1 .0928) (i 0.0969)
27.96 21 2
Calf Slaughter 92. - O.05O5VZ, , - 0.0967)VZ. , - 0.757BVZ + 0.24749Z. , t t-i t-2 t-3 t-4
<1 ,OB48> (± .0905) (1 0,0906) (t 0.0916)
+■ Q.0454VZ - 0,OI»B5VZ + 0.H16IV?. - a -  0.741?n
(io.qszs)1"3 u o . o y n r " *  ( t . o 9 U ) t " '  1 (tQ .obH hi"
n . 9 8 16 B
Hog Slaughter (3*I,0)X(0,ltl>l2 V Z t +  0.464T7A J + 0.l434?Zt_2 - 0.1663*2^ 
(i .0874) (1 0.0546)
- a t - 0.7773V i2
29.61 20 2
Egg Production ( o a t , l ) x (0. l , l)12 V 9n Zt - *t + 0.lfl90at M  - O.0777at-l2 
<1 .0874) (i 0.0546)
22.27 22 2
Chicken*, 1 of layer* (0tl.t)X<0.1.l)12 9 V u Zt "  * c + 0.7020* * 0.73lBat |2 
( 1 0.0635) (i 0.0642)
16.11 22 I
8 I
—  The Boa-Plerce Q Statistic la distributed as (»-p-q) degreea of freedon. The eaaller the nuaber, tha greater the probability of rejecting the 
hypothesis that the teRldual* are statistically significant.
— ^Tha A1C La the suggested order of paraaentizatlon vhen utilizing the Aka Ike criterion fornodel identlf lent Ion,
Table 36. Result* of the EaLiuation of AR1HA Model* Fitted to the Selected Annual Agricultural Price Tise Series, Louisian*, 1926-I9&3.
Tina
Series
Order of 
Model 
ABIHA
Fitted Kudels With The 
Standard Errors In PatenthoBia Q*'
Degreea of 
Freedua
Suggrnted ^  
Order 
AIC
Cotton (l. 1.0) PZ + 0.2030VZ . - ■
(t o . n o z )  c
I6*3B 23 1
Rlct (l, 1.1) PZ + 0.5H01VZ . « ,a - 0.BI20P. . 
(10.2)1.7) 1 (10.1021)
15. 26 22 1
Sugarcana <2. 1.2) PZ -0.9I65VZ -H1.361 IVZ - Pa -1,58737a .+0.76]2Ph , 
(10.238 J) (10.1701) *(10,2169)' (10.7612)
6.65 20 3
Corn (2. 1.0) PZt - 0.2ll9PZt_I + 0,36P6PZ^_2 - a£ 
(t 0.1355) (i 0.1375)
16.20 22 1
Soybean (0, 1.1) PZ - a - 0.2916a . 
C (10.1108)'
11,32 23 2
Hay (2. 1,0) PZt - 0.4270PZt l  + 0.1632PZt_j - at 
(1 0.1303) (1 0.1309)
13.51 22 2
Svtet Potato (2. 1.0) PZt + 0.5135PZt_j + 0.5B«7PZt_z - at 
(1 0.1142) (1 0.1269)
12.96 22 3
Calf
(0. i.i)
PZt - a( + 0.5282at_, 
(10.1134)
22.60 23 1
Milk (1. 1.3) 9ZC +  0.6513PZt l  - Pat + 0.9117Pat_1 
(1 0.3191) (1 0.2460)
+ 0.4355Pnt J  + l,3B72Pa^_j 
(1 0.1287) (t 0.2993)
n . i s 20 1
Koga (2. 1.0) PZt * 0.1044PZt_! + 0.37*6PZt_2 - 0.381lPZt_3 - at 
(1 0.1262) (1 0.1342) (t 0.1448)
12.81 21 3
— ^The Bnt-Pierce Q Statlatic ia distributed at (n-p-ri> degreea of freedon. The aaaller the nuaber, the greater the probability of rejecting the 
hypothesis that the realdu.ila are nratladcally algnifleant.
— ^Tlw AIC la the auggeHted order of para&etlration when utlllifng the Akalkc criterion for Model ldtntlf(cation.
Table 35, Results of the Estimation of ARIMA Models Fitted to the Selected Annunl Agricultural Yield Time Series, Louisiana, I924-I9A3,
T i m  Series
Order 
nf 
AH IMA Fitted Model with Standard Errors in Parenthesis
Degrees
nf
Freedom
Suggestei£/
Order
A1C
Cotton
Rice
Sugarcane
Corn
May
Soyhenn 
Sweet Potato
(p,d,q)
(1.1,2)
(1.3.2)
( 2 . I . D
(1.1,0)
(2,1.0)
(1.1.2) 
(0,1.2)
VZ - t.0O 3B7Zt _ 
(*0 ,0785)
UO.OB44)
. VZ + U3772VZ 
*(*0,1973)
92 40,284392 
*(*0.1296) '
V2 4O,60finvz 
(10.1292)
- 9«^-l,70329nt-1 + 0,7tI59a,
(ID.0987) 
Vs.+0.79449a.
t-2
(10.0960)
(+0,0854)  (±0.0853)
o,^ o**3v/, ^ ■ vn u.?iu«tva . 
(i0,1222)*” (*0.1852)
+  0.2369VZ - n
(♦0.1292) c
VZ - 0.9697VZ » Va - !.fi29B?n . + 0.6669Va
(+O.Q6B2) (±0.1060) (+0.10*4)
VZ - n - 0.4491a . + 0.1497a
C * ( i o . n u ) * " 1 (+0.1337)
19,18
21.55
17.90
23.62 
15,42 
19.64
19.62
21
21
21
23
22
“ ^The Bax-Pietce Q statistic la distributed na (m-p-q) degrees of freedom. Hie s&allcr the number, the greater the probability of rejecting 
the hypothesis that the residuals arc statistically significant.
— ^The AIC is the suggested order of pnrametlzation when utilising the Akaikc criterion for model identification*
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necessarily produce a model that is a poor predictor so long as the 
relationship between the correlated independent variables does not 
change within the forecast horizon considered.
The low values of the Durbin-Watson statistic (D.W.) calculated for 
Model 1 indicate that the error occurring at one point of observation in 
each of the selected time series is correlated with other errors in sub­
sequent observations (serial correlation). A major cause of autocorrelated 
errors in this type of study is the omission of one or more key explana­
tory variables from the estimated model. When the time-sequenced effects 
of these "missing" variables are positively related, the residuals tend 
to be positively autocorrelated in the regression equation because they 
include the effects of the missing variable or variables. The solution 
adopted to correct this problem was to calculate a Rho correlation
factor to modify the estimated response values. By doing this, the
83/
effect of the last observed error is gradually phased out, —
The values of D.W. for the exponential smoothing models were not 
critical or as low as those of the regression Model 1. It was not 
necessary to apply the "Rho" adjustment factor to the forecasts since by 
definition, the smoothing constants adjust the smoothed statistic by an 
amount that is proportional to the most recent forecast error. The Box- 
Jenkins procedure with respect to autocorrelation, utilizes the depen­
dence of the errors for model building and forecasting.
Simulation
The models estimated above for each technique was used to generate 
ex-post and ex-ante forecast estimates for each of the selected time
—  Hank and Reitsch, p. 237.
series. The Regression and Exponential Smoothing techniques also 
utilized the seasonal index approach to forecasting, as given by Model 3 
above. This approach is based on the time series decomposition into the 
component parts. For example, to achieve the decomposition within the
regression model framework given in Model 1 above, the estimate of the
regression intercept plus the coefficients of the estimated polynominal 
trend variables, Z' , were multiplied by the appropriate number of 
monthly observations to yield the trend-cycle component. That is
T C  (t) = « + g (Z) x T(t) .................................. (5.1)
where
a = estimated intercept of Model 1
3 = estimated trend-cycle variables of Model 1
T = time trend
t = 1, 2, 3... N. where N = number of observations.
The irregular component (IR) was estimated as the difference between the
actual observation (TCSI) and the ex-post simulated values (TCS). That 
is
IR(t) = TCSI(t) - TCS(t) ................................  (5.2)
The seasonal component (SI) was estimated as
S(t) = TCSI(t) - TCI(t) ..................................  (5.3)
where
TCI(t) = TC(t) + IR(t) ...................................  (5.4)
Equation (5.3) was then used to obtain the seasonal index forecasting
model given by model 3 as
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In utilizing equation 5.5 to generate forecasts, the procedure is given 
by
The ex-post and ex-ante forecast values generated by the regression 
technique utilized solely the seasonal index approach because 
forecasting by use of Model 1 was found to be unstable as the forecast 
estimates either consistently increased or decreased. This is explained 
by the quadratic nature of the forecast function.
Three types of forecasts were generated by utilizing the 
exponential smoothing model presented above. The first forecast is 
given by the exponential smoothing technique as presented under the 
section on estimation above. The second type of forecasts were 
generated by adjusting the forecast estimates given by the exponential 
smoothing model. That is, given the one-period ahead actual and 
forecasted values, the n-period ahead forecasts can be updated by 
adjusting the forecasts to■the actual realized observation. For 
example, the observed value for January of 1984 was available for each 
of the commodities analyzed in this study. The adjustment procedure was 
initiated thus
(t-1) is the forecast for February of 1984 made in time period
(5.6)
where^
Yt+j is the one period ahead forecast 
Y is the current observation.
Y
146
145
(5.7)
where
t-1; t represents the current time period,
is the actual observation for January 1984, 
is the forecast estimate for January of 1984.
The third type of forecast was generated by utilizing the seasonal index 
approach described above in equation (5.6).
The only approach utilized in generating forecast estimates from 
the Census X-ll technique was through the seasonal index approach as 
discussed under the estimation section.
The Box-Jenkins approach utilized the estimated equations given in 
Tables 33 through 35 for forecasting the respective monthly and 
annual time series. The results of the forecast estimates from the four 
techniques with projections for 1984 are presented in Appendix A, Tables 
1 to 18. The annual models for the exponential smoothing and 
Box-Jenkins techniques were used to forecast the annual data. These 
results are presented in Appendix A, Tables 19 and 20.
A Rho correction factor defined as
2.0 - D.W.
RHO = 2
where
D.W. is the Durbin-Watson statistic of the estimated model.
The number in the denominator is the optimal value for the
rejection of the null hypothesis of autocorrelation.
The Rho factor was used to adjust the forecast estimates of the
regression model based on the extremely low values of D.W. calculated in
Table 23 for the regressions. This Rho correction factor was suggested
by Hank and Reitsch as a last resort if such estimated equations with
84/
low D.W, must be used for forecasting. —
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Some of the forecasts presented in Appendix A, Tables 1-18 have 
perfect forecast estimates for January because of the type of adjustment 
procedure utilized in preparing the forecasts. If the seasonal index 
procedure (Equation 5.6) is used, then the actual observation for 
January is required to prepare the forecasts for the rest of the year. 
The adjustment procedure given in Equation 5.7 also utilized this same 
approach. Although there were other procedures for preparing the 
forecasts as given by the various techniques, these adjustment
procedures provided the minimum residual test for forecasting candidacy.
85 /
Evaluation of Results of the Forecasting Techniques —
The overall forecast evaluation of the techniques was initiated by 
calculating some measures of accuracy statistics to determine the 
effectiveness of the estimated models in predicting the actual time 
series. A brief description of the measures utilized is presented here 
to provide a basis from which to form a judgment on the forecasting 
procedures.
Among the indicators suggested for measuring performance of a given 
model are the mean squared error, the mean absolute error and the Theil 
U-statistics. The mean squared error (MSE) is a nonparametric statistic 
that provides a measure of the size of individual forecast errors from 
the actual values. Due to the squared nature of the statistic, large 
errors detract significantly from the performance of the method. Small 
errors, on the other hand, when squared do not result in as large a
85 /
—  The forecast horizon evaluated are based on the ex-post 
forecasts for 1982 for the monthly time series, and 1979-1983 for the 
annual time series. These forecast estimates are presented in Appendix 
A, Tables 1-20.
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decline in performance. For example, the actual value for the price of 
cotton for December of 1982 was 56.50 cents per pound. The Census X-ll 
technique predicted 52.59 cents per pound, while the Box-Jenkins 
approach predicted 54.62 cents per pound (Appendix A, Table 5). The 
squared error from X-ll is 15.29 cents per pound, whereas for the 
Box-Jenkins, the squared error is only 3.53 cents per pound. In 
essence, the premium is placed on generating forecasts which should not 
differ substantially from the actual observation.
The mean absolute error is simply the average of the absolute 
values of the forecast errors. It provides a valuable alternative to 
the "summation of the differences between the predicted and actual 
values from time period t = 1 through period t = n, where n is the total 
number of observed time periods." Since in this case, for a random 
patterned error, the sum of the forecast errors will be near or equal 
zero, regardless of the size of the errors.
Leuthold alluded to the fact that no single performance statistic
captures all of the estimated model's characteristics except for the
Theil's inequality coefficient which-is capable of comparing and ranking
alternative techniques as a summary measure of the forecasting 
86/ 87/ 88/
accuracy. — —  —  The Theil's coefficient represents a comparison
86 /
—  Leuthold, Raymond M. "On the Use of Theil's Inequality 
Coefficients." American Journal of Agricultural Economics, Vol. 57, No. 
2, (May 1975), pp. 344-346.
87 /
— Theil, Henri, Applied Economic Forecasting, Amsterdam: North-
Holland Publishing Co., 1966.
88 /
—  Given the problems identified with the use of Theil U-statistic 
as proposed by Theil in "Economic Forecasts and Policy", 1958, by 
Granger and Newbold in "some comments on the evaluation of economic 
forecasts", Applied Economics, 5, 1973, the suggested alternative, that 
is, Theil (1966) was used in this analysis.
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of the sum of squares of the one-step-ahead forecast errors of a model 
with those of a random walk model. Thus for a random walk model, U = 1 
always. When U is less than unity, it is implied that the forecasting 
technique is better than the naive method. The smaller the U-statistic, 
the better the relative performance of the forecasting technique.
Another type of performance indicator utilized is the tracking 
measure used to track the movements of actual and forecast values. It 
involves the comparison of the number of turning points missed or 
falsely predicted to those that were correctly forecast. This measure 
is particularly useful when the forecaster or users of the forecasts are 
interested in knowing when a series is likely to turn upward or downward 
from its current pattern. However, these measures will not indicate 
which forecasting method most closely approximates the actual series. 
Monthly Livestock Prices
The results of the forecast evaluation for the monthly prices of 
steers and heifers, cows, beef cattle and veal calves, are presented in 
Table 36. The relative size of the forecast errors from each of the 
time series was used to determine how effectively the techniques were 
performing. For steer and heifer prices, the Box-Jenkins technique 
provided the minimum mean squared and mean absolute errors at $5.95 and 
$1.99 per hundredweight, respectively. That is, on the average, the 
ex-post forecasts generated by the Box-Jenkins technique differed from 
the actual monthly prices of steers and heifers with plus or minus $1.99 
per hundredweight. The least desirable performance was given by the 
regression technique with a $9.25 mean squared error and $2.55 mean 
absolute error per hundredweight.
Table 36. Estimated KcaRiireit of Accuracy for Comparing the Forecant Performance of the Forecasting Mrthods, by Selected Monthly Agricultural 
Time Series, Louisiana, 1982.
Mean Squared Error 2/ Mean Absolute Error V Theil U-5t,tl9tles £/
Mean Squared 
Error *'
Time
Series
Exponential Cencua 
Regression Smoothing X-ll
Box-
Jenkins
Exponential Cen&Uft Box- 
ftegreosion Smoothing X-ll Jenkins
Exponential Census 
Regression Smoothing X-ll
Box-
Jenkins
Combined
Forecasts
Prices
Steer 6 Heifer 9.25 7.47 7.51 5.95 2.55 2.34 2,J7 1.99 1.13 1.02 1.02 0.91 4.26
Cow X - 47 1.03 1.90 3.R5 0.93 1.06 1.18 1.41 0.62 0.69 0.70 0.99 1.89
Beef Cattle 3.42 2,44 2.06 2.13 1.49 1,15 0.93 1.05 0.64 0.71 0.65 0.66 2.09
Veal Calves 2.12 3.53 2.55 5.19 1.16 1.34 1.30 2.05 0.87 1.13 0.96 1.37 0.89
Cotton 10.51 5.11 30.46 6.20 2.64 1.72 4.70 1.40 1.39 0.97 2,36 1.00 8.26
Rice 0.49 0.86 0.97 1,96 0.57 0.02 0.6B 1.15 1.66 2.21 2.34 3.33 0.47
Soybean 0.1B 0.66 0.43 0.10 0.32 0.65 0.52 0.25 1.50 3.04 2.46 0.96 0.27
HUk 0.01 0.01 0.01 0.04 0.06 0.06 0.06 0.18 0.47 0.43 0.53 0.97 0.01
Broiler 1,47 1.80 1.77 4.29 0.96 1.13 1.05 2.36 1.38 1.53 1.51 2.35 1.53
Sweet Potato 11.02 9.93 11.20 6.96 2.87 2.89 2,04 2.14 0.99 0.95 1.00 0.79 8.15
Dairy Feed 17.06 22.47 32.91 15.32 3,77 3.20 4.99 2.63 0.94 1.06 1.20 0.87 12.20
Broiler Grower 26.25 46.20 106.25 19.76 3,88 4.B3 7.70 3.37 1,02 1.36 2.06 0.89 34.02
Beef Cattle Feed 0.17 0.16 0.40 0.41 0.36 0.31 0.56 0.46 0.91 0.07 1.39 1.41 0.17
Quantities
Cattle Slaughter 7.31 10.19 9.35 3.60 1.79 2.75 2.26 1.62 1.39 1.64 1.57 0.99 6.92
Calf slaughter 2.20 1.89 2.37 0.71 1.09 0.90 1.33 0.65 1.03 0,95 1.07 o.se 1.03
Hog Slaughter o.sa 0.64 0.64 0.30 0.79 0.61 0.60 0.48 1.01 0.66 0.06 0.59 0.28
Egg Production 3.12 2.51 10.99 12.05 1.30 1.17 2.69 3.29 0.63 0.57 1.19 1.24 6.00
Chickens layers 6.79 20.10 , S4.42 33.80 0.07 0.12 0.20 0.17 1.06 3.20 5.16 4.15 4.19
-S^ The mean squared error la calculated ae the aunt of the squared forecast errors divided by the number of periods.
J^The mean absolute error ts the sum of the absolute forecast errors divided by the number of periods forecast. The smaller the value, the better the model 
performance.
c /
—'The Theil u-Statietic ia calculated as the square root of the ratio of the sum of squared forecast errors over those of a random walk model. 
£/A simple average of the forecasts used In calculating the mean squared error for combined foreeafits.
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The regression technique provided the minimum mean squared and 
absolute errors for cow and veal calf prices while the Box-Jenkins 
technique provided the largest. The mean squared and absolute errors 
from the exponential smoothing and Census X-ll ranked second in size to 
the regression technique for cow and veal calf prices, respectively.
The Census X-ll outperformed the other techniques in forecasting the 
beef cattle price series. The smallest mean squared error of $2.06 per 
hundredweight was given by the Census X-ll technique.
The Theil coefficients calculated for livestock prices, Table 36,
indicate that only the Box-Jenkins and regression technique performs
better than a random walk or naive model for steer and heifer, and veal
calf prices, respectively. All the techniques perform better than a
random walk model for both the cow and beef cattle price series as
89/
indicated by the Theil coefficient which is less than unity. —
Monthly Crop Prices
The Box-Jenkins technique provided the minimum mean squared error 
for the soybean and sweet potato price series, Table 36. The estimated 
mean squared errors of 10 cents per bushel for soybean and $6.96 per 
hundredweight for sweet potato were smaller than those realized from the 
other techniques. The mean absolute error of 25 cents per bushel 
estimated by the Box-Jenkins technique for soybean prices, indicates 
that on the average, the ex-post forecast for soybean prices was within 
plus or minus 25 cents of the actual price. The Theil coefficient 
calculated for the sweet potato series indicates that the Box-Jenkins 
technique performs better than a naive model.
89/— The Box-Jenkins model for forecasting cow prices, with Theil 
coefficient approximately equal to 1 would provide the exception.
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The techniques providing the minimum mean squared and absolute 
errors for the cotton price series are different. The exponential 
smoothing technique provided the minimum mean squared error for cotton 
prices because the smaller forecast errors realized within the 12-month 
forecast period, Appendix A, Table 5, were penalized less when squared 
than the relatively larger forecast errors for the Box-Jenkins technique 
which provided the minimum absolute error. The Theil coefficients for 
both exponential smoothing and Box-Jenkins models indicate that the 
former model performance is as good as that of a naive model.
The regression technique provided the minimum mean squared and 
absolute errors for rice prices. However, the Theil coefficient 
indicates that the model performance is not expected to be better than a 
simple no-change or naive model.
Monthly Poultry and Feed Prices
All the techniques performed well with respect to the size of the 
mean squared errors for the monthly milk prices. The minimum estimate 
of the mean squared error was given by the exponential smoothing 
technique at one cent per hundredweight. The highest estimate of the 
mean squared error of four cents per hundredweight was given by the 
Box-Jenkins technique. The mean absolute errors realized for the 
regression, exponential smoothing and Census X-ll techniques were also 
considerably smaller than those estimated by the Box-Jenkins technique. 
The Theil coefficient also confirmed that all the techniques except for 
Box-Jenkins produced forecasts that were better than those of a naive 
model. For broiler prices, none of the techniques performed better than 
a no-change model.
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The Box-Jenkins technique outperformed the other techniques in 
forecasting the monthly prices of dairy and broiler grower feeds. The 
minimum mean square, mean absolute and Theil coefficient were provided 
by the Box-Jenkins technique, Table 36. For beef cattle feed, 
exponential smoothing technique provided the minimum mean squared and 
absolute errors and performed better than a naive model.
Monthly Numbers
The minimum mean squared and absolute errors for the cattle, calf 
and hog slaughter numbers were provided by the Box-Jenkins technique, 
Table 36. The mean squared error estimate from anyone of the other 
techniques was at least twice the size of the estimate from the 
Box-Jenkins technique. For calf and hog slaughter numbers, the 
Box-Jenkins technique performs better than a simple naive model as 
indicated by the less-than-unity Theil coefficient. For the cattle 
slaughter series, the Box-Jenkins performance is as good as a random 
walk or naive model. Exponential smoothing and the regression techniques 
outperformed the other techniques in the ex-post forecasting of egg 
production and chicken layers, respectively. The minimum mean squared 
and absolute errors were provided by these techniques for the forecast 
period. For the chicken layer series, none of the forecasting 
techniques provided a better forecast than a naive model. The 
regression and exponential smoothing techniques performed better than a 
naive model for forecasting egg production.
Annual Prices and Yield
The calculated measures of accuracy for the annual prices and yields 
of the selected commodities are presented in Table 37. The two 
techniques utilized for the annual data were the (double) exponential
Table 37. Estimated Heasures of Accuracy for Comparing the Forecast Performance-of the Forecasting Hethods, by Selected Annual
Agricultural Time Series, Louisiana, 1979-1983.
Mean Squared Error 5/ Mean Absolute Error —/ Theil U-Statistic SJ Mean Squared Error
Time Series
Exponential Box- 
Smoothing Jenkins
Exponential Box- 
Smoothing Jenkins
Exponential Box- 
Smoothing Jenkins Combined Forecasts
Prices
Cotton 170.04 94.06 11.50 7.61 1.00 0.75 88.15
Bice 3.78 6.51 1.68 1.96 0.96 1.26 4.74
Sugarcane 117.00 44.01 10.14 5.55 1.63 1.00 75.05
Corn 1.16 ’ 0.42 1.00 0.53 1.80 1.09 0.74
Soybean 1.25 0.97 0.91 0.74 0.81 0.71 0.78
Hay 150.50 56.55 11.63 7.34 4.64 3.18 96.79
Sweet Potato 5.79 1.43 1.84 1.09 0.89 0.44 2.72
Calf 449.78 206.94 16.25 12.94 1.33 0.90 311.78
Milk 2.30 3.43 1.46 1.80 1.62 1.98 2.77
Hog 33.44 36.76 4.73 5.29 0.83 0.89 27.18
Yield
Cotton 22597.00 23557.26 131.8B 133.37 0.71 0.72 23093.62
Bice 2.02 10.49 1.90 3.02 0.44 1.00 4.99
Sugarcane 8.27 5.49 2.56 2.02 1.34 1.09 12.16
Corn 230.05 418.03 13.83 16.89 0.84 1.13 310.44
Soybean 15.48 13.43 3.11 2.73 0.86 0.60 14.38
Hay 0.04 0.05 0.17 0.22 0.61 0.69 0.04
Sweet Potato 27.87 35.64 4.08 4.55 0.63 0.71 29.10
—'''The mean squared error is calculated as the sum of the squared forecast errors divided by the number of periods.
■tl^The mean absolute error is the sum of the absolute forecast errors divided by the number of periods forecast. The smaller the 
value, the better the model performance.
—^ The Theil O-statistic is calculated as the square root of the ratio of the sum of squared forecast errors over those of a random 
walk model.
—^ A simple average of the forecasts from Box-Jenkins and Exponential Smoothing were used in calculating the mean squared error.
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smoothing and Box-Jenkins techniques. For annual prices, the minimum 
mean squared and absolute error estimates for all but the milk, hog and 
rice prices were given by the Box-Jenkins technique. That is, only in 
30 percent of the cases did the exponential smoothing technique 
outperform the Box-Jenkins technique. For the yield series, the minimum 
estimate of the mean squared and mean absolute errors were provided by 
the exponential smoothing technique for cotton, rice, corn, hay and 
sweet potato yields. The Box-Jenkins technique provided the minimum 
mean squared and mean absolute error estimates for sugarcane and soybean 
yields.
The Theil coefficient (U<1) indicates that the forecast estimates 
from the exponential smoothing technique were better than those of a 
naive model for rice and hog prices, while the Box-Jenkins forecasts 
were better than those of a naive model for only cotton, soybean, sweet 
potato and calf prices. The exponential smoothing technique provided 
more reliable forecast estimates than those of a random walk model in 
all the yield series except for sugarcane yield. The Box-Jenkins 
technique provided more reliable forecast estimates than those of a 
random walk model only for soybean yield.
Composite Forecasting
The idea of composite forecasting or of combining individual
forecast estimates in the production of an overall forecast was
90/
originally proposed by Bates and Granger. —  The study discussed the 
combination of pairs of forecasts only, but the methodology can easily 
be extended to the combination of several forecasts as demonstrated by
— ^Bates, J.M. and C.W.J. Granger. "The Combination of Forecasts." 
Operations Research Quarterly, 20, 1969.
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91/Reid. —  That is, following Bates and Granger, one can recognize that 
all (most) forecasts contain some information which is independent of 
that contained in other forecasts.
In this research study, a combined forecasting was initiated
following the studies of Bessler and Brandt, and Makridakis and 
92/ 93/Winkler. —  —  A simple average was used to combine the forecasts 
from the various techniques and the mean squared errors for each of the 
selected time series were calculated. The results of these calculations 
are presented in Table 36 for monthly time series and Table 37 for the 
annual series.
For the selected monthly time series, the calculated mean squared 
error from combined forecasts for steer and heifer, veal calf and rice 
prices were smaller than the mean squared error from any one technique. 
In all the monthly time series, the calculated mean squared error was 
less than the mean squared error of the least accurate technique. The 
same consistency was realized for the annual time series in Table 37.
The mean squared error from the combined forecasts were smaller than 
those of Box-Jenkins and exponential smoothing techniques for cotton, 
soybean and hog prices. In all the other yield series except sugarcane 
yield, the mean squared error from the combined forecasts were smaller 
than the least accurate of the two techniques. The results here are in 
agreement with the agricultural example by Bessler and Brandt and
91/— Reid, L.J., "Forecasting in action: comparison of forecasting 
techniques in economic time series." Proceedings of the Joint Conference 
of Operations Research Society, 1971.
92/
—  Bessler and Brandt, 0£. cit.
93 /— Makridakis, S. and R.L. Winkler, "Average of forecasts: some 
empirical results," Management Science, 29, 1983a, pp. 987-996.
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the non-agricultural example by Makridakis and Winkler. That is, that a 
simple averaging of forecasts outperforms at the very least, the worst 
forecasts from any single technique.
94/Turning Point Statistics —
The turning point statistics are presented in Tables 38 and 39 for 
the selected monthly and annual time series, respectively. These 
tracking measures were utilized in investigating the accuracy of the 
models in tracking the movements of actual prices and quantities from 
period to period. The tables cross-compare the forecasts of each 
technique with what actually happened. That is, prices either increased 
or decreased or remained the same. If prices increased one period, then 
decreased on the next or vice versa, a change in the direction would be 
observed. On the other hand, if prices were to increase or decrease or 
remain the same two periods in a row, a no change would be observed. A 
change or no change in the actual time series is compared with a 
forecasted change or no change.
If an actual change were correctly forecasted, the upper left hand 
element under a "change/change" in Tables 38 and 39 would be Increased 
Similarly, if no change were predicted and observed, the lower right 
hand element under a "no change/no change" would be incremented. High 
numbers (60 percent or greater) in the positive diagonal elements are 
indicative of high qualitative performance by the techniques. On the 
other hand, high off-diagonal numbers is indicative of either predicting 
a change when none occurred - lower left hand element - or predicting no
94/— The format utilized here is based on Bessler and Brandt, o£. cit.
Table 3B, Tracking Measures for Evaluating Forecasting Methods, Selected
Honthly
Time
__________— -  — . -— ■ -— —
a/
Turning Paint Statistics bv Forecasting Method-
LnsRegression
Exponential
Smoothing
Census
x - n
Box-
Jenki
Series Change No Change Change No Change Change No Change Change No Change
(Actual) PeroentBRe 1Numbers
Steer A Heifer Prices
Change 0.00 1.00 0.62 0.38 0.37 0.63 0.25 0.75
No Change 1.00 0.00 0.67 0.33 0.33 0.67 0.67 0.33
Cow Prices
Change 0.80 0.20 0.60 0.60 O.BO 0.20 0.60 0.60
No Change 0.50 0.50' 0.50 0.50 0.50 0.50 0.20 0.80
Beef Cattle Prices
Change 0.71 0.29 0.57 0.63 0.71 0.29 0.57 O.63
No Change 0.67 0.33 0.25 0.75 0.75 0.25 0.00 1.00
Veal Calf Prices
Change 0.60 0.60 0.60 0.60 0.60 0.60 0.60 0.60
No Change 67 0.33 0.50 0.50 0,20 0.80 0.20 0.80
Cotton Prices
Change 0.60 0.60 0.60 0.60 0.60 0.60 1.D0 0.00
No Change 0.20 O.BO 0.83 0.17 0.50 0.60 0.00 1.00
Rice Prices
Change 0.00 1.00 0.00 1.00 0.25 0.75 0.25 0.75
No Change 0.67 0.33 0.67 0.33 0.67 0.33 0.00 1.00
Soybean Prices
Change 0.00 1.00 0.00 1.00 0.75 0.25 0.50 0.5D
No Change 0.57 0.63 0.72 0.28 0.63 0.57 0.16 0.86
Milk Prices
Change 0.67 0.33 0.33 0.67 0.67 0.33 0.33 0.67
No Change 0.25 0.75 0.25 0;75 0.13 0.87 0.50 0.50
Broiler Prices
Change 0.33 0.67 0.67 0.33 0.67 0.33 0.67 0.33
No Change 0.50 0.50 0.13 0.87 0.13 0.87 0.25 0.75
Sweet Potato Prices
Change 0.67 0.33 0.33 0.67 0.33 0.67 0.33 0.67
No Change 0.38 0.62 0,25 0.75 0.50 0.50 0.25 0.75
Dairy Feed Prices
Change 0.60 0.60 0.00 1.00 0.20 0.80 0.60 0.60
No Change 0.67 0.33 0.20 0.80 0.67 0.33 0.50 0.50
Broiler Grower Feed Prices
Change 0.0D 1.00 0.00 1.00 0.00 1.00 0.00 1.00
No Change 0.83 0.17 0.83 0.17 1.00 0.00 0.67 0.33
Beef CBttle Feed Prices
Change 0.26 0.72 0.28 0.72 0.63 0.57 0.28 0.72
No Change 0.75 0.25 0.50 0.50 0.25 0.75 0.50 0.50
Cattle Slaughter
Change 0.63 0.57 0.57 O.63 0.71 0.29 0.28 0.72
No Change 0.75 0.25 0.75 0.25 1.00 0.00 0.25 0.75
Calr Slaughter
Change 0.50 0.50 0.50 0.50 0.50 0.50 0.83 0.17
No Change 0.60 0.60 0.60 0.60 0.60 0.60 0.00 l.DD
Hog Slaughter
Change 0.50 0.50 0.75 0.25 0.75 0.25 1.00 0.00
No Change 0.57 0.63 0.63 0.57 0.63 0.57 0.57 0.63
Err Production
Change 1.00 0.00 0.80 0.20 0.80 0.20 0.80, 0.20
No Change 0.50 0.50 0.67 0.33 1.00 0.00 0.50 0.50
Chicken Lavers
Change 0,60 0.60 0.60 0.60 0.20 0.80 0.60 0.60
No Change 0.20 0.80 0.17 0.83 0.67 O.33 0.17 0.83
a/
- The measures indicate a change or no change in the direction of the tine 
scries aovenent, that is, a prediction or the turning points. High quali­
tative performance is associated with large numbers (60 percent or greater) 
on the positive diagonal, that is, the "Change-Change" and the "No-Change- 
No-Cnange" elements.
Table 39- Tracking Measures for Evaluating Forecasting Hethods, Selected
a/
Turning Point Statistics bv Forecasting Hethod-
Monthly
Time
Exponential 
Regression Smoothing
Census Box- 
X-11 Jenkins
Series Change No Change Chance No Change Change No Change Chang*s No Change
(Actual) Percentage Numbers
Change 
No Change
0.25 
1.00
Cotton Prices 
0.75 1.00 
0.00 1.00
0.00
0.00
0.33
1.00
Cotton Yield 
0.67 0.67 
0.00 1.00
0.33
0.00
Change 
Nd Change
0.50
1.00
Rice Prices 
0.50 0.00 
0.00 1.00
1.00 
0.00
0.00
0.75
Rice Yield 
1.00 0.00 
0.25 1.00
1.00
0.00
Change 
No Change
0.33
0.00
Sugarcane Prices 
0.67 0.00 
1.00 1.00
1.00
0.00
0.50
0.00
Sugarcane Yield 
0.50 0.00 
1.00 1.00
1.00
0.00
Change 
No Change
0.00
0.00
Corn Prices
1.00 0.33
1.00 0.00
0.67
1.00
0.00
0.00
Corn Yield 
1.00 0.00 
1.00 1.00
1.00
0.00
Change 
No Change
0.33
1.00
Sovbean Prices 
0.67 0.00 
0.00 1.00
1.00
0.0D
0.00
1.00
Sovbean Yield 
1.00 0.00 
0.00 1.00
1.00
0.00
Change 
No Change
0.00
0.50
Hav Prices 
1.00 0.50 
0.50 0.50
0.50
0.50
0.00
0.00
Hav Yield
1.00 0.0D
1.00 1.00
1.00
0.00
Sueet Potato Prices 5weet Potato Yield
Change 
No Change
0.33
0.00
0.67 0.67 
1.00 0.00
0.33
1.00
0.00
0.00
1.00 0.00 
1.00 1.00
1.00
0.00
Change 
No Change
0.0D
1.0D
Cair Prices 
1.00 0.50 
0.00 0.00
0.50
1.00
Change 
No Change
0.50
0.50
Milk Prices 
0.50 1.0D 
0.50 0.50
0.00
0.50
Change 
No Change
0.00
0.00
Hog Prices 
1.00 1.00 
1.00 0.00
0.00
1.00
The measures indicate a change or no change in the direction of the time 
series movement, that is, a prediction of the turning points, high quali­
tative performance is associated with large numbers (60 percent or greater) 
on the positive diagonal, that is, the "Change-Change" and the "Ho-Change- 
No-Change" elements.
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change when a change was actually observed - upper right hand element, 
both of which suggest poor performance.
Monthly Time Series
The turning point measures for the selected monthly data indicate 
that at least one of the forecasting techniques correctly predicted the 
directional changes in nine out of the 18 monthly time series, Table 38. 
The Box-Jenkins technique correctly predicted the directional changes in 
the monthly prices for cows, veal calves, cotton, broilers, calf 
slaughter and chicken layer numbers in at least 60 percent of the 
forecasts. The exponential smoothing and Census X-ll techniques 
performed better than the Box-Jenkins technique in predicting the 
directional changes for broiler prices. The best directional predictor 
for sweet potato and broiler grower feed prices was provided by the 
regression and exponential smoothing techniques, respectively.
None of the techniques correctly predicted directional changes in 
monthly prices for steers and heifers, rice, dairy and beef cattle 
feeds, and cattle slaughter numbers. For each of these time series, 
correct predictions of directional changes were observed in less than 50 
percent of the forecast estimates. That is, the average number of times 
a change or no change was correctly predicted was under 50 percent. 
Annual Time Series
A perfect prediction of the directional changes in annual hog 
prices was observed for the Box-Jenkins technique, Table 39. That is, 
all of the forecast estimates reflected the change-and-no change 
movement in actual hog prices. For sweet potato, calf and milk prices, 
the Box-Jenkins technique also provided forecast estimates of better 
than 60 percent accuracy in reflecting directional changes in the
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observed data. The exponential smoothing technique correctly predicted 
directional changes for sugar cane prices and yield only. None of the 
techniques correctly predicted changes in cotton, rice, soybean, and hay 
prices. With the exception of sugar cane yield, none of the techniques 
correctly predicted changes in the selected annual yield data for more 
than 50 percent of time, Table 39.
CHAPTER V
SEASONAL ADJUSTMENT
The idea behind seasonal adjustment is to single out the seasonal 
components of a given seasonal time series so as to be able to focus on 
the general price movement over time. The seasonal component is 
statistically important in that it is a major contributor to the total 
variance of many series. As discussed earlier in Chapter II, 
agricultural time series exhibit a true seasonality since by nature, the 
effects of changes in temperature, rainfall and other weather variables 
impact most on agricultural production, construction, and 
transportation. Over the years, the identification and estimation of 
seasonality in agricultural studies has become common place. However, 
the establishment of statistically objective models to determine which 
of the several alternative techniques are more appropriate has been 
overlooked.
The objective of this chapter was to evaluate the commonly used
seasonal adjustment techniques and based on suggested performance
measures, to identify which of these techniques "best" adjusts the
selected monthly agricultural time series in Louisiana. The three
methods considered include: the parametric regression approach, as
developed under model 1 in Chapter IV; the Winter's exponential
smoothing approach, for time series decomposition into the component
95/parts, and the Census X-ll procedure of the Bureau of Census. —
95/—  These models were presented and discussed in Chapter IV.
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The procedure adopted for evaluating these techniques was quite 
pragmatic. First, a good seasonal adjustment technique must possess the 
ability to identify a pattern of seasonality in a time series that 
exhibits some stability over time. This requirement was closely aligned 
with the second requirement which was to have a model that would avoid 
the presence of significant moving seasonality since this would indicate 
that the procedure has not satisfactorily performed its function of 
removing seasonal variations from the time series. It was also 
desirable to have a seasonal adjustment procedure that can provide 
smoother adjusted series over the period of adjustment to facilitate the 
reliance on the smoothness that can be placed on future adjustments.
This criterion for smoothness along with that of stability were 
suggested by Shiskin and Plewes of the Bureau of Census from their
practical experiences with seasonal adjustment procedures and
i 96/evaluation. —
The results of the tests for stability are presented in Table AO.
The calculated F-test consists of computing the ratio of the "between
months" variance to residual variance in the final unmodified seasonal
97 /and irregular (SI) ratios. —  In the 18 monthly time series studied, 
there was no evidence of stable seasonality present in the seasonally 
adjusted series at the one percent level of significance except for the 
chicken layers' time series. These results, therefore, indicate that the 
seasonal adjustment procedures of the methods considered are performing
96 /—  Shiskin, Julius and Thomas J. Plewes, "Seasonal Adjustment of 
the U. S. Unemployment Rate," The Statistician; Vol. 27, No. 3 and A, 
(Sept. 1978), pp. 178-202.
97 /— This test is integrated into the Census X-ll SAS program to 
test for the presence of stable seasonality.
Table 40. Estimated F-values for Comparing the Seasonal Adjustment Performance of the
Techniques, by Selected HonthLy Agricultural Time Series, Louisiana, 1972-1983.
Time Series Regression
Exponential Smoothing Census X-ll
Additive Multiplicative Additive Multiplicative
F-values^
Prices
Steers and Heifers 1.141 1.510 0.323 0.828 1.106
Cow 0.662 2.04 0.187 0.496 0.521
Beef Cattle 1.047 0.814 0.327 0.391 0.536
Veal Calves 1.225 1.327 0.449 0.531 0.899
Cotton 0.761 0.178 0.331 0.631 0.548
Rice 1.170 0.495 0.933 1.028 0.340
Soybean 1.021 0.501 0.224 0.412 0.535
Milk 2.069 0.288 0.149 0.284 0.378
Broiler 0.104 0.813 0.208 0.621 0.573
Sweet Potato 0.961 0.812 0.219 1.132 0.886
Dairy Feed 1.912 3.300 0.261 0.391 0.418
Broiler Grower 1.600 6.774 0.056 1.989 0.256
Beef Cattle Feed 0.084 0.175 0.975 0.531 0.376
Numbers
Cattle Slaughter 0.649 0.182 0.017 0.579 0.460
Calf Slaughter 1.824 2.234 0.046 1.001 0.592
Hog Slaughter 0.693 0.160 0.052 0.508 0.210
Egg Production 1.948 0.293 0.080 1.329 1.000
Chickens, II of Layers 3.040 0.081 0.190 0.071 0.846
2.4he F-statistic is calculated as the ratio of the mean square regression of the between months 
variance to the mean square residual variance. An F-value greater than 2.37 Indicates a significant 
presence of stable seasonality in the adjusted time series.
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well in terms of being able to identify and remove seasonality from the 
data. On the average, the multiplicative exponential smoothing model 
outperformed the other procedures as exhibited by the lower F values for 
each of the adjusted series.
The test for smoothness of the series as represented by the month 
for cyclical dominance (MCD), Table 41 gives the ratios of the average 
percentage change of the random component to that of the trend-cycle 
component for longer than one month's duration. As the time span 
increases, the changes in the trend-cycle component tend to become 
greater, while those of the irregular component become less because of 
the averaging of random terms. At some point, however, the changes in 
the random component will about equal the changes in the trend-cycle 
component. The monthly span where this occurs is the value of the MCD. 
Hence, the smaller the value, the smoother the seasonal adjusted values. 
The relative performance of each technique varied from one time series 
to the other, Table 41. For example, the exponential smoothing 
technique provided smoother values for the veal calf time series than 
the regression method or the Census X-ll procedure. Also implied by the 
values of the MCD is the degree of fluctuation or variability in the 
time series. The sweet potato time series exhibited the most variation 
as 6 out of 12 months of the year had a trend or deterministic component 
as "good" as the random component.
Smoothness was also assessed on the basis of the number of turning
points in the seasonally adjusted series and its components. The
98/
average duration of run the statistic (ADR), —  given by the coefficients
98/— This statistic is calculated under the summary statistic phase 
of the X-ll program.
Tab le 41. Estimated Measures of Accuracy for Comparing the Smoothness Performance of the Techniques, by Selected Monthly Agricultural
Time Series, Louisiana, 1972-1953.
Regression Exponential Smoothing Census X-ll
Additive Multiplicative Additive Multiplicative
Tine Scries HCD* Cl I C**” HCD C[ I C HCD Cl 1 C MCD Cl 1 C MCD Cl I C
Prices
Steers and Heifers
Cov
Beef Cattle 
Veal Calves 
Cotton 
Rice 
Soybean 
Milk 
Broiler 
Sweet Potato 
Dairy Feed 
Broiler Grover 
Beef Cattle Feed 
Hunbere
Cattle Slaughter 
Calf Slaughter 
Hog
err
Chickens, I of Layers
2 2.60 1.79 7.15
2 2.70 1.63 6.81
2 2.75 1.64 6.50
2 2.96 1.57 7.15
3 2.27 1.68 8.94
3 2.27 1.72 6.22
4 2.35 1.72 6.81
2 2.40 1.61 7.92
3 2.43 1.81 6.25
5 2,69 1.90 6.53
2 2.10 1.70 7.15
2 2.10 1.59 6.50
2 2.34 1.69 7.94
4 2.60 1.92 8.48
3 2.83 1.76 8.99
3 1.79 1.02 7,63
4 2.34 1.66 7.53
2 2.70 • 2.01 7.15
2 2.38 1.77 8.41
2 2.60 1.54 6.50
2 2,47 1.93 8.94
I 2,55 1.51 7.94
3 2.07 1.64 10.21
2 2,42 1.63 7.15
2 2,23 1.66 7.53
2 2.27 1.61 8.94
3 2.42 1,96 6.22
4 2.38 1.98 7.67
3 2.34 1.57 8.94
4 3.97 2.42 6.81
3 1.8B 1.63 8.41
5 1.54 1.54 8.94
3 2.07 1.64 10.21
2 2.42 1.63 7.15
3 2.34 1.93 8.41
3 2,70 2.20 8.14
2 2.70 1.64 7.94
2 2.60 1.6L 7.53
2 2.31 1.64 7.15
1 2.75 1.61 8.94
2 2.13 1.63 10.21
2 2.38 1.61 7.94
2 2,20 1.66 7.53
2 2,27 10,21 3.46
3 3.42 1.96 7.53
4 1.81 1.70 6,81
2 1.83 1.74 9,53
3 2.27 1.81 6.81
3 1.99 1.74 8,94
4 1.68 1.51 6.SI
3 1.83 1.49 9.53
5 1.66 1.51 7.5Q
3 2.04 1.83 8,41
3 2.80 2,07 11.92
2 2.65 1,79 7.15
2 2,60 1.54 9.53
2 2.38 1.63 7.94
2 2.75 1.64 8.94
2 2.04 1.66 9.53
2 2.BO 1.6B 7.94
3 2.47 1.79 9.53
2 2,60 1.64 10.21
3 .2.34 1.74 6.81
6 2.04 1.70 7.94
2 2,03 1.90 7.61
3 2,15 1.67 6.44
2 2.61 1.60 7.42
6 1.65 1.51 7.09
3 1.89 1.62 9.06
5 1,55 1.32 8.11
4 2.12 1.81 10.46
2 2.62 1.55 8,69
2 2.75 1.61 7.15
2 2.60 1,54 8.41
3 2.38 1,66 7.94
2 2.55 1.49 7.94
2 2.07 1.51 9.53
2 2.65 1.68 B.94
3 2.47 1.79 9.53
2 2.60 1.72 7,94
3 2.27 1.77 6.81
4 1.96 1.66 8.94
2 2,13 1.66 9.53
3 2.34 1,68 6.22
t 2,23 1.70 7.53
5 1.66 1.54 6.81
3 1,70 1,55 10.21
5 1,77 1.61 8.94
4 2.23 1.79 15.89
2 2.92 1.79 B.94
®HCD is the month for cyclical dominance. It expresses the fluctuations in the trend component relative to the random component. The smaller the 
month of cyclical dominance (MCD), the smoother the series.
^The Cl, C, and I apply to the seasonally adjusted series, the trend cycle and the irregular components. A high value is expected for the Cl and C 
but as low ae possible for the 1 component.
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of the seasonally adjusted component (Cl), the trend cycle (C) and the 
irregular (I), can be used to test for autocorrelation in the time 
series components. As suggested by Shiskin and Plewes, a purely random 
process with an infinite series has the ADR value at around 1.5. Values 
substantially lower would indicate negative autocorrelation— a property 
desired for the irregulars. The values of Cl and C in Table 41 show 
that there is positive autocorrelation as is expected of the trend-cycle 
and seasonal components.
Application of Spectral Analysis in Seasonal Adjustment
The common procedure utilized in studying economic time series is 
to view the observed values of the series over a time domain, that is, a 
representation of the data over time. Within the time domain 
significant peaks and troughs and a general trend in the mean and 
variance can be readily seen and analyzed. A method of seasonal 
adjustment may be applied to the data to deseasonalize it with the hope 
of obtaining a clearer view of the movement over time. This type of 
approach was utilized in Chapter III by representing and analyzing the 
selected monthly time series over a time domain.
In this section, rather than represent a time series over a time 
domain and then decompose it into the three main components, 
trend-cyclical, seasonal and irregular, the decomposition is now 
represented by a much larger number of unique components. These 
components represent a sine or cosine function of a unique period and 
amplitude, where each period is the time required for a full cycle, and 
its reciprocal, the frequency, measures the number of cycles or
163
99 /fractions of a cycle per unit of time. —  An appropriately derived 
presentation of a time series in the frequency (period) domain is a 
presentation of the spectrum of the series which measures the 
amplitude or power over the frequencies. Spectral analysis is 
therefore considered to be a decomposition of the total variance 
of the time series into a sum of component variances (the spectrum) 
each representing the amplitude measure of its corresponding 
period.
A practical use of spectral analysis on a given time series, is to 
determine the presence of a seasonal component and to note its 
composition. Since the seasonal component is generally considered as a 
systematic movement repeating itself approximately once a year, then as 
suggested by Nerlove, the presence of a seasonal component in a time 
series would be reflected in the spectrum by a dominant peak at one or 
more of the periods 12, 6, 4, 3, 2.4, and 2 months approximately. The 
spectra of the original data and the seasonally adjusted data are 
expected to indicate how well an adjustment procedure succeeded in 
removing seasonality from the data. That is, a dominant spectrum at any 
one of the seasonal frequencies or periods should be reduced to a 
relatively flat series after seasonal adjustment. Another desirable 
spectra criteria is that the index of correlation, coherence, between 
two series as a function of frequency should be low at the seasonal
99/—  The relationship between frequencies and period is presented in 
Chapter IV, Table 24.
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frequencies and high over the balance of the spectrum, — —  ^JJli/ .102/
Spectral analysis was initiated in this study for the regression, 
exponential smoothing and Census X-ll techniques. Based on the 
decomposition of the selected time series into the component parts, 
trend-cycle (TC), seasonal (S) and, irregular (I), (Chapter IV), the 
unique spectra for each monthly time series were estimated for the 
observed series (TCSI.) and the seasonally adjusted series (TCI). A 
cross-spectra of TCSI and TCI was also estimated for the coherence 
measure. The results of these estimates are presented in Table 42 and 
illustrated in figures 7-11 for sweet potato and beef cattle prices.
The spectral estimates at the seasonal periods represent the within year 
variation in the given time series. For sweet potato prices, Figure 32, 
the exhibition of extremely marked spikes ~~~ at the first two periods 
corresponding to frequencies of 0.0833 and 0.1667 indicate a stronger 
one and two month sweet potato price cycle. The seasonally adjusted 
sweet potato series (TCI), Table 42, indicate that the power at the 
seasonal frequencies were successfully removed by the exponential 
smoothing technique but more so by the Census X-ll multiplicative
■i^^Hannon E.J., Terrel, R.D., and Tuckwell, N.W., "The Seasonal 
Adjustment of Economic Time Series." International Economic Review, Vol. 
11, (Feb. 1970), pp. 24-52.
^ ^ Kuiper, J. "Spectral Properties of Various Methods of Seasonally 
Adjusting Dutch Unemployment Series." Paper presented at the Conference 
on Seasonal Adjustment, Vrije Universiteit, Amsterdam, April 1-2, 1976.
102/ ,
  Nerlove, o£. cit.
-^^■^Rosenblatt, H.M. "Spectral Evaluation of BLS and Census Revised 
Seasonal Adjustment Procedures." Journal of the American Statistical 
Association, Vol. 63, (June 1968), pp. 401-472.
-^-^A spike is referred to as a dominant spectral peak occurring at 
the seasonal frequencies.
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Table 42. Estimated Spectral Characteristics of the Techniques,
by Selected Monthly Agricultural Time Series, Louisiana,
1972-198 3—
Monthly
Time Series
Models & 
Spectral . . 
Characteristics —'
Seasonal 
Periodicities —'
12 6 4 3 2.4 2
TCSI 6.75 2.11 0.53 0,41 0.25 0.18
Mult. Expo.
TCI 4.72 0.81 0. 52 0.32 0.14 0.15
K 0. 07 0.12 0.90 0.92 0.95 0.96
Mult.X-ll
TCI 2.90 1.10 0.70 0.56 0.20 0.13
K 0.01 0.57 0.72 0.92 0.33 0.62
TCSI 8.49 1.34 0.23 0.32 0.15 0.04
Mult. Expo.
TCI 2.70 0.23 0.17 0.21 0.09 0.05
K
Mult. X-ll
0.01 0.07 0.90 0.81 0.70 0.97
TCI 1.88 0.32 0.25 0.23 0.16 0.08
K 0.01 0.27 0.92 0.88 0.35 0.70
TCSI 9 . 94 2.49 0.28 0.28 0.32
Oo
Add. Expo.
TCI 2.63 0.65 0.20 0.18 0.21 0.03
K 0.08 0.17 0.59 0.80 0.93 0.92
Add. X-ll
TCI 1.38 0.41 0.21 0.24 0.16 0.03
K 0.00 0.01 0.11 0.93 0.53 0.70
TCSI 15.26 3.60 0.88 0.46 0.18 0.45
Mult. Expo.
TCI S.79 0.92 0.80 0.29 0.13 0.15
K 0.09 0.19 0.96 0.B8 0.92 0.91
Add. X-ll
TCI 3.71 1,19 0.49 0.26 0.13 0.10
K 0.01 0.59 0.72 0.92 0.67 0. 37
TCSI 10.98 2.04 2.80 0.62 1.15 1 .28
Add. Expo.
TCI 9.23 1.97 1.65 0.74 0.36 1 .33
K 0.54 0.92 0.84 0.93 0.80 0.99
Add. X-ll
TCI 6.44 2.14 1.50 0.61 0.63 1.10
K 0.56 0.82 0.84 0.92 0.87 0.56
TCSI 0.53 0.16 0.06 0.03 0.02 0.01
Add. Expo.
TCI 0.28 0.05 0.05 0.02 0.01 0.01
K 0.55 0.30 0.93 0.66 0.83 0.93
Mult. Expo.
TCI 0.25 0.05 0.03 0.03 0.02 0.01
K 0.45 0.82 0.74 0.86 0.91 0.88
TCSI 0.27 0.02 0.02 0.04 0.02 0.07
Add. Expo.
TCI 0.15 0.02 0.01 0.04 0.02 0.07
K 0.59 0.93 0.76 0.88 0.84 0.99
Mult. Expo.
TCI 0.16 0.03 0.01 0. 04 0.01 0.07
K 0.63 0.83 0.82 0.92 0.87 0.99
Steers & Heifers
Cows
Beef Cattle
Veal Calves
Cotton
Rice
Soybeans
Continued
Table 42 Continued,
Monthly 
Time Series
Models & 
Spectral 
Characteristics — '
Seasonal
Periodicities £./
Milk TCSI
12
0.85
6
0.06
4
0.03
3
0.02
2.4
0.02
2
0. D2
Add. Expo. 
TCI 0.2G 0.06 0.04 0.03 0.02 0.02
K 0.75 0.99 0.55 0.95 0.99 0.95
Mult. Expo 
TCI 0.26 0.06 0.04 0.03 0.02 0.02
K 0.72 0.97 0.52 0.92 0.97 0.94
Broilers TCSI 4 .94 1.99 0.70 0.49 0.37 0.46
Mult. Expo 
TCI 2.93 0.78 0.69 0.43 0.16 0. 39
K 0.64 0.D6 0.99 0.93 0.69 0.61
Add. X-ll 
TCI 2.71 0.34 0.95 0.66 0.24 0.53
K 0.66 0.01 0.66 0.86 0.72 0.71
Sweet Potatoes TCSI 49.00 1.85 0.61 0.57 0.55 0.61
Add. Expo. 
TCI 3 .56 0.19 0.23 0.29 0.19 0.11
K 0.03 0.21 0.27 0.59 0.22 0.33
Mult. X-ll 
TCI 0.64 0.11 0.13 0.12 0.10 0.04
K 0.05 0.43 0.39 0.59 0.00 0.01
Dairy Feed TCSI 106.54 25.03 7.41 8.66 5.68 6. 30
Mult. Expo 
TCI 89.61 25.63 6.17 7.24 5.45 5.39
K 0.93 0.96 0.99 0.9B 0.99 0. 96
Mult. X-ll 
TCI 98.26 27.28 8.81 10.55 6 .03 6.5B
K 0.95 0.97 0.85 0.98 0.96 0. 90
Broiler Grower TCSI 215.20 49.10 16.40 19.50 10.80 19.40
Feed Regression
TCI 213.00 33.00 IB.00 15.00 11.00 16.00
K 0.69 0.59 0.53 0.65 0.61 0.75
Mult. Expo. 
TCI 182.40 64.80 16.30 19.10 11.10 14.50
K 0.98 0.94 0.98 1.00 0.99 0.96
Beef Cattle Feed
Prices TCSI 0.47 0.09 0.04 0.06 0.02 0.03
Regression
TCI 0.71 0.24 0.10 0.07 0.07 0.04
K 0.32 0.17 0.23 0.06 0.22 0.71
Add. X-ll 
TCI 0.33 0.15 0.05 0.04 0.02 0.01
K 0.96 0.95 0.85 0.87 0.91 0. 77
Cattle Slaughter 
Numbers TCSI 2.00 0.64 0.21 0.45 0.72 0.22
Regression
TCI 4.25 1.32 0.71 0.66 0.49 0.51
K 0.49 0.48 0.64 0.6B 0.46 0.86
Mult. Expo. 
TCI 1.82 0.40 0.08 0.19 0.13 0.11
K 0.59 0.64 0.81 0.72 0.22 0.80
Continued
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Table 42 Continued,
Monthly 
Time Series
Models i 
Spectral 
Characteristics
Seasonal 
Periodicities £'
12 6 4 3 2.4 2
Calf Slaughter
Numbers TCSI 14.17 0.60 0.36 0.35 0.58 0.30
Regression
TCI 2.76 1 .34 0.66 0.63 0.47 0.42
K 0.02 0.31 0.60 0.63 0.50 0.56
Mult. Expo. 
TCI 0.98 0.12 0.18 0.25 0.05 0.12
K 0.01 0.14 0.80 0.72 0.39 0.00
Hog Slaughter
Numbers TCSI 5.19 0.83 0.51 0.44 0.68 0.12
Regression
TCI 7.35 1 .32 0.82 0.90 0.75 0.68
K 0.3B 0.08 0.05 0.41 0.51 0.79
Add. Expo. 
TCI 1 . 03 0.21 0.16 0.16 0.15 0.13
K 0.28 0.05 0.15 0.74 0.35 0.94
Egg Production
Numbers TCSI 10. B3 2.06 1.65 1.27 4.29 2.41
Add. Expo. 
TCI 4 . 82 1.67 0.39 0.41 0.38 0.46
K 0.79 0.66 0.16 0.49 0.27 0.50
MU 11 . Expo, 
TCI 5.06 1.72 0.49 0.74 1.59 0.38
K 0.83 0.40 0.15 0.56 0.25 0.53
Numbers TCSI 17052.00 2606.00 806.00 939.00 923.00 859.00
Add. Exp o .
TCI 6791.00 2522.00 1011.00 B31.00 7B4.00 719.00
K 0.75 0.96 0.95 0.97 0.96 0.98
Add. X-ll
TCI 6918.00 2429.00 1636.00 966.00 810.00 725.23
K 0.80 0.98 0.79 0.96 0.94 0.92
—^ The models utilized were the additive (Add.) and multiplicative 
(Mult.I versions of exponential smoothing and Census X-ll, and 
regression techniques.
b/ TCSI is the spectra estimate of the observed series. TCI is 
the spectra estimate of the seasonally adjusted series. K is 
the coherence between TCSI and TCI.
c/ Seasonal periodicities refer to the number of times a cycle is 
completed within a year.
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Figure 7. A Plot of the Spectra of the Actual and the Seasonally 
Adjusted Monthly Sweet Potato Prices Illustrating 
Distinct Seasonal Spikes.
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Figure 8, A Plot of the Spectra Estimates by Census X-ll for the
Actual (TCSI) and Adjusted (TCI) Monthly Beef Cattle
Prices, Louisiana, 1972-1983.
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Figure 9. A Plot of the Coherence Estimates by Census X-ll for
the Actual (TCSI) and Adjusted (TCI) Monthly Beef Cattle
Prices, Louisiana, 1972-1983.
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Figure 10. A Plot of the Spectra Estimates by Exponential
Smoothing for the Actual (TCSI) and Adjusted (TCI)
Monthly Beef Cattle Prices, Louisiana, 1972-1983.
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Figure 11. A Plot of the Coherence Estimates by Exponential
Smoothing for the Actual (TCSI) and Adjusted (TCI)
Monthly Beef Cattle Prices, Louisiana, 1972-1983.
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model. For the X-ll model, the spectrum estimate for TCSI at 49.08 for 
the 12-month period was reduced to 0.64 (TCI) compared to the spectrum 
estimate of 3.56 by the additive exponential smoothing model. For beef 
cattle prices, both the X-ll model and exponential smoothing models were 
successful in reducing the spectral power at all the seasonal 
frequencies, Table 42. Since it is required that the coherence (K) 
estimate be close to zero at the seasonal frequencies, the K estimates 
for the X-ll model were closer to zero than those of the exponential 
smoothing model, Figures 8 to 11.
The results of the spectral analysis, Table 42, did not 
clearly identify one model as the "best" seasonal adjustment technique 
for each of the time series. With the exception of the livestock 
slaughter series whereby the regression technique was clearly 
outperformed by the exponential smoothing technique, it was however, 
difficult to identify any one model as "best" for the other time series. 
The estimates from the pair of techniques considered were very often 
close as in the case of milk prices or non-consistent power reductions 
in all of the frequencies by a given technique as in cotton prices. For 
seasonal adjustment of the selected monthly time series, based on the 
evaluated tests for the presence of seasonality, smoothness and spectral 
criteria, the indication is that Census X-ll does better than 
exponential smoothing and regression adjustments in that order.
Seasonal Indexes
The importance of isolating and studying seasonal movements in 
monthly time series is further manifested in the use of seasonal 
indexes. First, by knowing the value of the seasonal component for any
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given month, the economist can easily adjust and improve upon trend 
projections for forecasting purposes. The economist can also utilize 
the seasonal indexes to deseasonalize the data and thereby eliminate the 
seasonal effects.
In this study, seasonal indexes were calculated from the 
regression, exponential smoothing and Census X-ll procedures for the 
selected time series. The monthly seasonal component obtained from the 
time series decomposition for each method, was summed and averaged for 
the period of study, 1972-1983, such that the seasonal indexes would 
show the value for each month as a percentage of the average for 
1972-1983. Appendix B, Tables 1 to 18, shows the calculated seasonal 
Indexes for the selected monthly time series.
An index of 103,32 for steer and heifer prices In March under the 
regression technique (Appendix B, Table 1), for example, indicates that 
the seasonal price of steers and heifers in that month is 3.32 percent 
greater than the average for each year over the data period. The 
corresponding standard deviation values indicate the degree of variation 
associated with the particular index. The smaller the value of the 
standard deviation, the better the estimated seasonal indexes reflect 
the mean Index for the given month. The exponential smoothing procedure 
provided the best estimates of the seasonal patterns for the selected 
time series as indicated by the low values of the standard deviations 
for the within-year variations in the seasonal patterns. However, all 
of the procedures consistently reflected the same seasonal high and low 
months for most of the selected time series.
CHAPTER VI 
SUMMARY AND CONCLUSIONS 
Summary of Research
The overall objective of this study was to analyze and forecast 
selected time series of prices and quantities for Louisiana crops and 
livestock.
The specific objectives were:
1. To determine the degree of variability in prices and 
quantities of selected commodities.
2. To utilize some commonly referenced time series techniques 
to model and forecast prices and quantities selected.
3. To select the "best" technique(s) identified in objective 2 
above, for generating "ex-ante" forecast estimates for each 
selected time series and also to identify the "best" technique 
for measuring the inherent seasonal patterns in the monthly 
time series for the selected prices and quantities.
Secondary data reported by the United States Department of Agricul­
ture and the Louisiana Crop Reporting service were obtained for a total 
of 35 monthly and annual time series of prices and quantities of the 
major agricultural commodities in Louisiana.
A complete literature review was undertaken to identify other 
research studies that have focused on the type of problem identified in 
this study, particularly, on the use of the selected methodologies of 
forecasting and time series analysis. The accomplishments from the 
literature review were quite suggestive on the general direction of the 
research study.
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A methodological framework was developed to serve as a basis or 
guide in achieving the objectives of the research study. Specifically, 
the elements of economic theory and statistics were investigated and 
presented as they relate to the objectives of the research study.
The real world situation was next investigated by utilizing 
descriptive statistics to estimate the nature and extent of variability 
in the observed monthly and annual data. These characteristics provided 
some background knowledge to the modeling process.
The models developed were used for ex-post forecasting in order to 
evaluate their performance in quantitatively forecasting the observed 
values and qualitatively tracking the directional changes in the 
observed values.
Summary of the Estimation and Simulation Stage 
Four models were estimated for use in simulating the historical 
time series. The Regression model utilized polynomial trend variables 
and seasonal variables represented by sine and cosine functions with 
frequencies defined at 12, 6, 4, 3, 2.4, and 2 months, respectively. 
Ordinary least squares was used to estimate the model parameters. The 
results of the estimation indicated that there was a serious problem with 
autocorrelation in the regression errors— as indicated by the low values 
of the Durbin-Watson statistic (D.W.). This problem was, however, 
rectified by adjusting the forecast estimates by a Rho adjustment factor 
that weights the one-period ahead forecast error by the ratio of the 
calculated D, W. to the optimal D. W. value of 2. Since it was not 
logical to use the polynomial function for forecasting, the approach 
utilized was to decompose the time series into the component parts to
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obtain a seasonal index. Forecast estimates were then generated by use 
of the seasonal index approach.
The exponential smoothing technique utilized three types of models.
A double exponential smoothing model for forecasting the annual time 
series in the study, and an additive or multiplicative model to 
represent the independent or proportional change in seasonal variation 
over time. Since there was the option as to which model to use, a 
quantitative approach to determining the model type was to regress the 
seasonal-irregular series on the trend-cycle index for each selected 
monthly time series. The series with a statistically significant 
intercept coefficient suggested an additive seasonal component and a 
significant slope coefficient suggested a multiplicative seasonal 
component.
The Census X-ll approach is similar to the exponential smoothing 
approach as both provide the flexibility for an additive or multiplica­
tive seasonal model. The model utilized for forecasting by the Census 
X-ll procedure was similar to that of the regression approach. The 
seasonal index obtained from the X-ll decomposition was used to generate 
the forecast estimates for the selected monthly time series.
The Box-Jenkins approach was utilized for generating both annual 
and monthly forecasts. The four stage iterative model building 
procedure of the Box-Jenkins methodology was utilized in constructing 
appropriate models for reliable forecasting. All the models considered 
were identified and passed through the diagnostic tests before subject­
ing them to forecasting.
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The accuracy measures utilized in evaluating the forecast 
performance for the techniques were mean squared error, mean absolute 
error, Theil U-statistic and turning point statistics for measuring 
qualitative performance.
Summary of the Seasonal Adjustment Procedure
The models from the regression, exponential smoothing and the 
Census X-ll techniques were subjected to several performance tests to 
relate how well these models adjusted the original data for seasonality. 
Spectral analysis was also used as one of the evaluation statistics for 
measuring the degree of accuracy of the seasonal adjustment techniques.
A summary table indicating the best forecasting and seasonal 
adjustment technique(s) for the selected time series in this research 
study are presented in Table 43. It is quite important to note that the 
selection of any one of the techniques for forecasting or seasonal 
adjustment of a given time series by no means indicates a standard or 
accurate performance of such a technique all of the time. Given the 
data period, the forecast horizon, the patterns inherent in each time 
series and the evaluation measures utilized, the relative performance of 
the techniques suggested the "best" techniques presented.
Conclusions
This research study was initiated to seek a more reliable procedure 
for analyzing and forecasting selected crop and livestock time series in 
Louisiana. In this section, selected points which suggest possible 
implications to forecast users and to builders of forecast models are 
made.
Table 43. Summary of the "Best" Technique(s) for Forecasting and Seasonal Adjustment
of the Selected Agricultural Time Series, Louisiana, 1924-19B3.
Time Series Techniques and Models y
Regression Census X-ll Exponential Smoothing Box-Jenkins
Monthly Monthly Annual Monthly Annua 1 Monthly
Time Series Prices Numbers Prices Numbers Prices Yield Prices Numbers Prices Yield Prices Numbers
Steers & Heifers C C,S C F,C
Cows F s
Beef Cattle F, S F
Veal Calves F , C S,C C C
Cattle Slaughter S F
Calf Slaughter s F
Hog Slaughter s F
Egg Production F,S
Chicken Layers F S
Cotton s C,S F C
Rice C C,S F,S F c C
Soybean F,S C s C F
Sweet Potatoes S F F F
Sugar Cane F F
Corn F F
Hay F F
Hogs F,C C
Calves F
Milk F F
Broilers F,S
Broilers Grower !Feed F
Beef Cattle Feed F
Dairy Feed F
•*/ The Regression, Exponential Smoothing, Census X-ll and Box-Jenkins techniques were utilized
for forecasting the selected time series based on the type of data, that is, annual, vs. monthly. 
The techniques utilized for seasonal adjustment were Regression, Exponential Smoothing and 
Census X-ll.
u /
— Letter F refers to the "best" technique(s) for forecasting the indicated time series. Letter S, 
for the "best" seasonal adjustment technique(s). The letter C indicates that a combined 
forecast provided the "best" technique.
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Data Variability
The statistical characteristics of the data utilized in this 
analysis (Chapter III) indicated that for both the selected monthly and 
annual time series, livestock prices have had a larger relative 
variation over the years than crop prices. For the monthly time series, 
the relative dispersion among the livestock prices were very small, 
indicating a common underlying trend within the series. The order of 
variability among the crop prices were soybean prices - least variable, 
followed by cotton, rice and sweet potato prices. The relative 
variability among the monthly quantities studied was highest for the 
calf slaughter time series and least for the number of chicken layers.
In all the monthly time series, the degree of seasonality was found to 
be highest for sweet potato prices and least for milk prices. The 
seasonal pattern exhibited among the time series were such that there 
were either proportionate or independent changes in the seasonal swing 
as the underlying trend changes over the historical data period.
Among the annual crop prices, corn prices were least variable 
relative to soybean, cotton, rice, sweet potato, and sugarcane.
However, for the annual yield series- corn yield was found to be most 
variable followed by cotton, sweet potato, rice, soybean, hay and 
sugarcane yield series.
The implication of the degree of variability for forecasting is 
that the highly variable time series may have less reliable forecast 
estimates than the time series possessing less variability. Milk 
prices, for example, were easily predicted by all the forecasting 
techniques utilized because of the relatively stable mean and variance 
of the series over the data period studied. The knowledge of the degree
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of variability and of the seasonal pattern in a given time series are 
useful characteristics for the selection of forecast techniques as well 
as in the preparation of forecast estimates.
Forecasting Techniques and Forecasts
One of the specific objectives of this research was to utilize some 
commonly referenced time series techniques to analyze and forecast 
selected crop and livestock time series in Louisiana. The regression, 
exponential smoothing, Census X-ll and the Box-Jenkins techniques were 
found to be commonly referenced particularly in non-agrlcultural time 
series studies. The few studies that have applied some of these 
techniques to agricultural data were found to be less extensive with 
respect to the type of agricultural time series considered. The 
application and performance of these techniques to the total of 35 
monthly and annual crop and livestock series in Louisiana might be 
beneficial to forecasters in general, particularly those in the 
agricultural sector. The results of the forecast performance of the 
techniques from this research study are presented briefly.
For monthly livestock prices, combined forecasting provided the 
"best" technique for forecasting steer and heifer, and veal calf prices. 
The regression technique outperformed the other techniques in 
forecasting cow prices while the Census X-ll technique was "best" for 
beef cattle prices. However, none of the models provided a reliable 
flexibility in tracking the directional changes in the actual steer and 
heifer prices. The Box-Jenkins technique provided the "best" technique 
in tracking directional changes for the monthly prices of cows, beef 
cattle and veal calves.
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The Census X-ll technique provided the "best" technique for 
forecasting monthly soybean prices. The most variable of the monthly 
crop prices, sweet potato prices, was "best" forecasted by the 
Box-Jenkins technique. The regression technique provided the best 
estimates for monthly milk prices while the exponential smoothing 
technique was "best" for forecasting monthly broiler prices. For 
monthly feed prices, Box-Jenkins and exponential smoothing techniques 
provided the "best" forecast estimates.
The quantitative and qualitative forecast performance of the 
Box-Jenkins and exponential smoothing models for the annual data 
indicates that neither model was clearly superior to the other. The 
forecast errors of the selected "best" model, Table 43, for forecasting 
annual prices and yields fell within plus or minus .20 percent of the 
actual observations.
Different techniques were Identified for forecasting and seasonal 
adjustment in this analysis based on the forecast performance of the 
models for the time period considered for the selected time series. It 
is difficult to compare the results here with those of other unique time 
series and data periods. The general conclusion that Is unequivocal as 
a result of the empirical verification in this study is the concept that 
composite forecasts have the theoretical potential of reducing the 
variance of the forecast errors. In no case for the monthly data did 
the combined forecast generate errors that were as large as the worst of 
the Individual techniques. For 94 percent of the annual time series, 
the mean squared errors from the combined forecasts were better than the 
worst of the two annual models utilized. These results agree with
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those of earlier researchers confirming the usefulness of combined 
forecasting, (Newbold and Granger, Bessler and Brandt, and Makridakis).
Additional conclusions of this study also indicate that while the 
Box-Jenkins technique was superior overall, there were specific 
situations where this technique was outperformed by the other techniques 
in the analysis, Table 43. For the monthly data, the regression, 
exponential smoothing and Census X-ll techniques ranked in this order of 
forecast performance after the Box-Jenkins technique. For seasonal 
adjustment, the Census X-ll and exponential smoothing techniques 
performed better than the regression approach.
The net performance of the techniques utilized in this study 
suggests that the Box-Jenkins and exponential smoothing techniques are 
better suited to monthly data because of the greater variability in 
monthly observations. However, this finding is subject to further 
verification with other time series and data periods.
Limitations of Research
The "best” models identified for forecasting and seasonal 
adjustment of the selected time series depend on the accuracy of the 
secondary data used, the characteristics of the forecasting techniques, 
the data period and the forecast horizon considered. The results are 
applicable only within the context of these assumptions.
It is important to continue to update the forecast estimates as new 
observations are realized. Time series forecasting makes no attempt to 
discover the factors affecting the underlying pattern in the data. This 
characteristic precludes a causal interpretation of the time series 
models.
184
Further Research Study
It was not practically feasible for this research study to 
incorporate the Box-Jenkins time series decomposition approach for 
seasonal adjustment of the selected time series. Given the superior 
performance of this model for forecasting, a research study directed to 
utilizing the Box-Jenkins approach for seasonal adjustment will 
contribute immensely to the already available knowledge and performance 
of the technique.
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Table 3. Ex-post Forecasts of Beef Cattle Prices in Louisiana far 1982 
with Projections for 1984
Actual Regression Exponential SmoothInn Census X-ll Box-Jenkins
Period Prices 
1982
Forecast
1982
Forecast
Error
Forecast
1984
Forecast Forecast Forecast 
1982 Error 1984
Forecast
1982
Forecast
Error
Forecast
1984
Forecast
1982
Forecast
Error
Forecast
1984
$/cut
Jan, 42.70 42.70 0.00 40.40 42.70 0.00 41.74 42,70 0.00 40.40 40.93 -1.77 41.85
Feb. 44.10 47.10 3.00 44.47 45.03 0.93 44.89 45.36 1.26 43.58 44.16 0,06 44.90
Mar* 44.20 44,52 0.32 44.42 45,54 1,34 45.96 44.89 0.69 43.05 44.44 0.74 45.79
April 47.00 44,50 -2.50 44.43 45.30 -1.62 45.99 46,19 -0,81 44.69 45.32 -1.68 45.51
Hay 49.00 45.43 -3.57 44,13 44.81 -4.19 45.86 44.77 -4.23 43.06 45,36 -3.64 45.59
June 43.00 44.96 1.98 41.37 43.15 0.15 43.93 42.36 -0.64 41.70 42,99 -0,01 43.97
July 44.10 41.88 -2,22 40.64 42.92 -1.16 43, B2 42.50 -1.60 41.74 43.30 -0,80 44,14
AUJ$. 43.80 41.33 -0.47 J9.96 43.31 -0.49 44.23 43.57 -0,23 42,25 43,90 0,10 44,39
Sept. 44.30 43.18 -1,12 39.95 42.61 -1.69 43.36 43.64 -0.66 42.18 43.64 -0.66 44.02
Oct. 41.70 41.09 -0.61 37.97 40.76 -0.94 41.46 41.60 -0.10 39.93 42,59 0.89 42.86
Nov. 38.70 39.74 1.04 37,39 39.67 0.97 40, 37 39.47 0.77 37.92 40.62 1.92 42.01
Dec. 40.40 39.31 -1.09 38.84 40.09 -0.31 61.51 40.64 0.24 38.51 41.24 0,84 42,87
193
Appendis. A
Table *4'. Ilx-posl Forecast:; o| Ve;il Call Prices lit loiiisl.111.1 lor 111SJ1 
wi tli rriijvoilotiH tor 19ri4
Actual Regression___________   Exponential Smoothing _. _ ._____  Census X-ll______ _  Hux-Jenklns
Period Prices Forecast Forecast Forecast Forecast Forccust Forecast Forecast Forecast Forecast Forecast Forecast Forecast
1982 1962 Error 1964 1982 Error 1964 1962 Error 1984 1982 Error 1964
—  $/cwt«
Jan, 56,UU 56.110 0.00 55.9(1 56.00 0.00 53.90 56.00 0,00 55.90 57.80 1,80 60.73
Feb, 58,60 60.92 2 12 39.62 59,10 0.50 36.72 60.71 2.11 55.ni 60.61 2.00 64.84
Mar. 60,10 58,99 -1.11 60.05 60.01 -0.09 59.60 61.40 1. 30 60.20 61 .98 1,88 66, 4 7
April 61,00 60,54 -0.46 39.84 39.25 -1.75 39.45 62. 34 1.54 60.48 61,31 0.51 63.99
May 59. b0 58.06 -1.54 56.32 59.06 -0.54 56.65 61.05 3.43 57, 31 6(1,7 I 1,13 64,59
June 56,60 59,15 0.35 5(i. bj 56.28 -0.52 58.01 60. Hh 2.06 57.37 60,94 2, 14 64,64
July 59,10 57, 10 -I, 80 35. 76 58.12 -0,96 37.75 60.41 1.11 57.31 61.21 2.11 64, 76
Any. 60. 70 57.71 -2,99 54.93 58,24 -2,46 58,21 60.38 -0. 32 58.06 61.46 0,76 64.78
Sept. 56.70 56.07 1.37 53.06 56,26 -0.42 56.20, 58.27 1.37 56.18 60.50 1,61} 63.36
OcL, 55.20 54.65 -0.55 51.34 54.00 -1.20 53.96 53.79 0.59 54.07 39*13 3.93 61.81
Nov. 55.20 53.87 -1,33 53.10 51.97 -3.23 52.80 54.88 -0.32 54.19 57.89 2.69 61.55
Dec. 57,20 57.07 -0,13 55.75 52.79 -4,41 53.79 56.12 -1.08 55.75 58.96 -1.76 62,90
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l.alilv J ■ hM-posi t'ai ei .isl s i’l 4 o 11 • nt I* i'i**'s in |imis|.ii).4 tur lHh.‘ 
wiili I'l ii ji'i't 11• i J ‘*64
A cc.u a ! ___________ !U'^ru8tBlijn_________   E m miufut tal SaiuulUiitrt ___________Cenaua X-ll    Box-Jguklntt
Period pricutt Forecast ForccaAL Furc-cabl Forecast Forecast forecast Forecast Forecast Forecast Forecast Forecast Forecast
!9ti2 19ti2 Error 19H4 I9ti2 Error 19H4 1962 Error 19H2 Error m t
Jan. 52. lit! 52.50 0,00 65. 10 54.6K 2, ta 65.10 52.50 0,01) 63,10 52.71 0 . 21 67. hi)
Feb. 54.HU SJ.JB -1,52 66. 56 56. 3H 1.5H 66. AH 51.52 -I.2H 66. 17 54.07 -0,73 OH, 7«
Mar. 5H.0U 54.41 -1. 59 6/. 96 57. 17 -0.6 J 6 7.69 51.4H -4,42 6H.90 56.9H - J  .02 69. 3 1
April 56, 10 33.«9 -o.Ai bH,09 5H.07 -1.77 OH. 24 44.45 -1.73 6H.9H 35.o h -0.62 70. 1 i
M.iy 5a. JO 55. HI -1.00 66.62 5H.70 0.40 6H.05 54.25 -3.05 09. H9 56.1 ) -2.17 70.31
J Ulk1 60. HO 55.49 -5. 11 6H.U2 97,‘JO -2, HA 07,97 4 1. 10 -7.30 70. 32 39.12 -l.bj 69. )7
July 62, 60 57. 94 - A . 66 09.20 5'J, J9 - 1.21 Oft.97 5 I.H2 -H.7H 71.H3 60. 77 -l.Hj 70.15
Aug. 62. 70 56.AH -6.22 66.6? 57.21 -5.47 67.21 52,72 -4.9H 6H.97 60,65 -1.H5 69.29
S e p t. 57.1U 56.22 - o . a u 6A. 62 56.18 -0.92 65.00 41.21 -3.H7 64.4 7 59, n 2 . 0 1 66.56
Oc t . 56.20 54.01 -2.17 64.¥H 56.22 0.02 65. 10 41,07 -3.11 64.20 54. 10 -2.10 6b.til
Muv. 55,10 S3. 12 - 1 . 7 a 6 4 . 7 7 55.64 0. HA 65.21 50, 11 -4.79 64. 10 53, 17 -1.71 67. 32
Dec. 56.50 54.37 -2.13 65.44 57.24 0.74 66.91) 32,39 -1.91 6S.H6 54.62 - l . t i t t 6b. 34
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with Vt nicci inns for ]9rf4
Period
Actual
Pricey
m 2
t on Exponent la I Saoothliie Census X-ll Box-Jenkins
Forecast
1982
Forecast
Error
Fu t c c j s L
1984
Forecast
1982
Forecast
Error
Forecast
1984
Forecast
1982
Forecast
Error
forecast
1984
Forecast
1982
Forecdbt
Error
Forecast
1984
Jan, 2*0(1 28.50 0.00 38. 00 27.1 3 -1.37 38.00 28.50 0.00 j h .o o 27.40 -1.10 18.41
Feb. 27. 30 29. Jh 1.8b 39. 34 2H.1 3 0.63 39. 17 38,63 1.23 38.90 28.33 0.83 39.27
Mar. 27.50 28.00 0.50 38. 5b 2 7.68 11.1H 18,41 28.73 0.13 17,05 27.95 0,45 38.79
April 27.50 28.11 0.63 38.21 27.63 0.11 37.87 26.83 -0.67 35,4 J 27.43 -0.05 38.24
Kay 2H.00 28.41 0,41 38.75 27. HH -0,13 38.20 27,47 -0.5 3 36.73 27.90 -n.io 18.79
June 29.50 29.011 -0.5U 39.68 28. 3H -1.12 39.12 29,5b 0,0b 39,17 28.63 -0.87 39.73
July 29.50 31.72 2.22 41.91 til.4 3 0.9 J 41.82 30.99 1.49 41.87 10.09 0.59 41,21
Aug. 28.00 30,25 2.25 40.96 30.0 3 2.0J 41.07 29.10 1.30 40.12 29.32 1.32 40.49
Sept. 27.50 28.80 0.70 39.87 29.21 1.73 40.18 28.14 0.64 17.a9 29.15 1.65 40,58
Oct. 26.00 2b. 17 0.17 37.04 27.28 1.28 36.69 27.68 1.68 . 36.47 27.85 1.85 38.84
Nov. 25.00 26.41 1.41 17.14 27.01 2.01 36.4(1 27.54 2.54 37.07 27.41 2.41 18.74
Dec. 24.50 25.21 0.71 36, 9b 26.58 2.08 36.01 26.82 2.12 35,15 27.47 2.97 39,01
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1 \ A
l a M o  10,  Kx-ju’s t  F o r e c a s t s  ol  S w o t  P o t a t o  P r i c e s  in l o u l s l a n a  I «.' i 1982 
w i 1 11 P r o j e c t  i o n s  f or  1984
Period
Actual
Prices
1982
Regression
Forecast
1984
Ksqunient ial Census X-ll
Forecast
1982
Nox-Jenklns
Forecast
Error
Forecast
1982
Forecast
Error
Forecust
1982
Forecast
Error
Forecast
1984
Forecast
1982
Forecast
Frror
Forecast
1984
Fuceraet
19H4
Jan, 11.40 11.40 0.00 10.80 11.40 0.00 10.RO 11.40 (1.00 10.80 U . O b -0.34 10,43
IVh, 15. HU 11,99 -1.H1 14.65 13.27 -2,63 12.90 14.51 -1,29 13.66 13.54 -2.26 12,21
Mar. IB. fill 14.55 -4.05 19.56 15.30 -3. 10 15.00 17.64 *0.96 16.29 16.65 -1,95 14.52
A|irll 21.20 16,01) -5.20 25.77 17.27 - 1.93 17.09 22.1 I 0,91 21.34 20.98 -0.22 18.23
May 21,U0 17.21 -5.79 25.0} 17.62 -5.38 17.78 20.64 -3, Jfi 19.52 21,03 -1.97 18,55
JllllO 17. 34 20.47 3.13 22.63 20. 38 3,04 20.16 21.11 3.77 19.88 2 1,48 4.14 20.09
July 11.70 14,30 2.60 16.21 13.16 1.66 13.24 17.52 5.82 15,46 17.68 5.98 15.20
Aug. 6.45 9.91 3.48 11.46 9.28 2.83 9.46 11.60 5.15 10,SR 9, 15 2.70 12.08
Scot. 4.60 5.12 0,52 H.27 6.58 1.98 6.66 6.H3 2.23 6.5) 5.46 0.86 7.63
Oct. 3.55 5.65 2.10 7,80 6.08 2.53 6.10 fa.85 J. 10 5.78 5.21 1.66 7.36
Nov, 3.30 5.42 2.12 (J.27 6.85 3.65 6.91 7.50 4.20 6.64 5,41 2,11 8.IK
IK-c. 4.75 6.45 1.70 10. 15 B.37 3.H2 B, 72 8.91 4.16 7.89 6.31 1.56 9.44
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Table 11. Ex-post Forecasts of Dairy Feed Prices in Louisiana for 1902
vith Projections for 1984
Actual FeRrcssion Exponential SmoothlnR Census X-ll Box-Jenkins
Period Prices Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecant Forecast
1902 1982 Error 1934 19S2 Error 1984 1902 Error 1984 19R2 Error 19H4
S/ton
Jan. 196.00 196.00 0.00 220.00 196.00 0.00 220.00 196.00 0.00 220.00 190.65 2.65 212.92
Feb. 189.00 195,36 6.36 219.32 198.15 9.15 220.26 196.13 7.13 223.87 199.56 10.54 213.60
Mar. 199.00 197.32 -1.68 218.05 190.56 -8.44 219.63 1<»6.74 -2.26 221.80 198.75 -0,25 213.46
April 200.00 195,24 -4.76 216.76 200.04 0.06 219.68 193.76 -6,24 222.05 190.29 -1.71 213,68
Kay 200.00 195.76 -4.26 216.49 199.99 -0.01 220.09 192.67 -7,33 223.96 198.60 -1,60 214,74
June 200.00 197,02 -2.98 217,28 199. 17 -0.83 221.92 191.87 -B.13 222,75 199,65 -0. 35 215.71
July 200.00 196.81 -3.19 216.30 197.91 -2.09 222.18 196.81 -5.19 223.67 2on.77 0.77 215.47
Au r , 195.00 197.97 2.97 217.53 193.98 -1,02 224.36 191.60 -3.60 218. n 195.90 0.90 216. 11
Sept. 190.00 194.73 4.73 218.04 191.17 1.17 225.93 191.95 1.95 218.78 196.30 6,30 217.98
Oct, 195-00 192.26 -2.74 210.39 186.99 -8.01 227.41 192.15 -2.85 220.76 196.69 1,30 219.42
Nov, 191.00 195.14 4.14 217.91 184.54 -6.46 228.10 t96.0R 5.08 219.89 189.70 -1.30 220,41
Uec- 187,00 194.45 7.45 218.56 185.83 -1.17 230.11 197,n 10.13 217.45 103.81 -3.90 222.97
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Tab le 12. Ex-poat Forecasts of Broiler Grover Feed Prices in Louisiana for 19B2
with Projections for 1984
Actual Regression Exponential Smoothing Census X-ll Box-Jenkins
Period Prices Forecast Forecast Forecast Forecast Forecast Forecast Forecabt Forecast Forecast Forecast Forecast Forecast
1982 1982 Error 1984 19B2 Error 1984 1982 Error 1904 1982 Error 1984
S/ton
Jan* 245.00 245.00 0.00 295.00 245.00 o.no 295.00 245.00 0,00 295.00 243.85 -1.15 294.12
Feb. 245.00 246,14 1.14 296.24 246.10 1.10 296,96 249.45 4.45 292.10 246.11 1.11 295.85
Har. 250.00 245.62 -6.30 293.92 243.54 -6,46 295,76 240.12 -9.88 289.09 248.86 -1.10 295.07
April 255.00 248,16 -6.84 295.28 243.36 -11.64 297.89 237.73 -17*27 291.24 250.00 -S.00 296.73
May 250.00 251.99 1.99 295.54 243.66 -6.14 299,34 236.90 -13.10 290.67 252,15 2.15 297.92
June 260.00 248.04 -11.96 296.10 243.48 -16.52 301.30 236,60 -23.32 293.42 253.62 -6*38 300.09
July 250.00 255.16 5,16 296.60 246.17 -3.A3 303.34 245.57 -4.43 291.38 257.22 7*22 300*40
Aug, 250.00 250.90 0.90 297.S9 247.66 -2.14 306.23 245.89 -4.11 290.89 259,96 9.96 302.43
Sept, 250.00 246.94 -3.06 295.46 244.90 -5.10 305.55 242.07 -7.93 292.76 251.41 1.41 303.60
Oct. 245,00 248.83 3.83 295.33 245.12 0.12 307.17 245.11 0.11 292.48 243.62 -1.00 305.50
Hov, 245.00 245.04 0.04 294.79 245.42 0.42 308.44 246,31 1.31 293,11 246*21 1.21 308.18
Dec. 250.00 244.73 -5.27 294.36 245.54 -4.46 309.97 243.46 -6.54 290.12 247.34 -2.66 310.29
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Table J I. F\-j*o>l fi>r fi'.i*-1 < et 1‘rei i'.utli t'e^J i’r h  e*- hi Jonlsl.nt.t for 1 ■*> S J 
vith Prelect fon«i t«’i- !‘>S.
Period
Actual
Prices
19B2
Regression Exponent ini Smooth 1 njj 
Fore i* as t Forecast Forecast 
1982 Error 1984
Census X-ll Box-Jenkins
Forecast
m 2
Forecast
Error
Forecast
1984
Forecast
1982
Forecast
Error
Forecast
1984
Forecast
I9B2
Furecnsl
Error
Forecast
1984
$ / n m  ib.
Jan. 12.00 12.00 0.00 15.00 12.00 n.nn 15.00 12.00 (1.00 15,00 12*66 0*60 14, 15
Feb* 11.50 11.92 0.42 14.89 11.9) 0*41 14.87 1 1.84 0. 34 15.26 12,60 1.10 14.10
Mar. 12.50 11.68 -0.82 15.00 K M  2 -0, )8 14.92 11 * H9 -0,41 15.48 12,42 0.12 14.16
April 12.50 12. L0 -0.60 14.79 11.99 -11.51 14.65 11.6) -0,87 15.04 12.57 0.07 14.09
tLiy 12.00 12.11 0.11 14.72 12.18 0.18 14.56 1 1.44 -0.5fi 14.92 12.52 0.52 14.05
June 12.50 12.02 -0.4H 14.92 12.47 -0.01 14.86 11. 59 -n.oi 15.21 12.54 0.04 14.08
July 12.50 12.12 -0.38 14. 7H 12.49 -o.oi 14.67 1 1.70 -0.81 15.JJ 12.49 -0.01 14.04
Aug. 12.00 12.40 0.40 14.9H 12.65 n.6rj 14.93 11.71 -0.27 15.49 12.58 0,58 14.12
Sept. 12.50 12.06 -0.44 15.01 17.64 0,14 14.91 11*76 -0.74 15,41 12.61 o.u 14.16
Oct. 12.50 12.17 -0.33 14.91 1 2* n -0* | 9 14.7H 11.94 -0.56 15.60 12.64 0.14 14.20
Nov. 12.00 12.15 0.15 16.HO 11.68 -11, V 14.66 12*10 n. m 15.26 12.70 0.70 14.25
Dec. 11.50 11.96 0.46 14.98 12.34 0.84 14.99 12*42 0.92 15,41 13.00 1,50 14,51
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Table 14. Ex-post Forecasts of Cattle Slaughter In Louisiana for 1982 
with Projections for 1964
Period
Actual
Huabera
1962
Kegresaloa Exponential Saooihlna CcnBua X-ll Box-Jenklna
-----
Forecast
1962
Forecast
Error
Forecast
1964
Forecast
1982
Forecast
Error
Forecast
1904
Forecast
1982
Forecast
Error
Forecast
1904
Forecast
1982
Forecast
Error
Forecast
1904
Jan* 12.30 12.30 0.00 4.40 12.30 0.00 4.40 12.30 0.00 4.40 11.85 -0-45 4.62
Feb. 12.00 11.39 -0.61 3.49 11.22 -0.78 4.00 12.29 0.29 3.49 12.06 0.06 3.89
Mar. 15.60 12.12 -1.46 4.49 11.66 -3,94 5.11 12.21 -3.39 4.49 12.74 -2.06 4.72
April 15.10 12.83 -2.27 4.01 11.10 -4,00 4.04 13.02 -2.00 4.01 12.14 -2.96 4.24
Hay 14.00 11-79 -0.21 5.06 12.15 -1.05 5.21 12.26 -1.74 5.08 12.77 -1,23 5.1B
June 14.40 13.02 -1.38 4.12 10.95 -3.45 4.04 12.67 -1.71 4.32 11.10 -3.30 5.01
July 13.40 11.05 -0.15 4.63 11.50 -1.90 4.90 12.50 -0.82 4.63 12.41 -0.99 4.88
Aug. 13.90 13,25 -0.65 5.53 12.30 —1.60 5.14 13.00 -0,90 5.53 13.20 -0.70 5.35
Sept. 13.40 12.77 -0.61 4,99 11.81 -1,59 4.06 12.54 -0.86 4.99 12.51 -0.B9 4.59
Oct. 6.00 15,59 7.59 6.49 11.63 5.63 5.30 15.61 7.61 6.49 10.99 2.99 5.37
Hov. 7.50 9.87 2.17 4.51 11.80 4.10 4.66 11.23 3.73 6.31 9.32 1.82 4.21
Dec. 7.40 9.60 2.20 3,60 11.40 4.00 4,25 11.43 4.03 3.68 8.63 3,23 3,16
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Table 15, Ex-post Forecasts of Calf Slaughter in Louisiana for 1902 
with Projections for 1904
Period
Actual
Numbers
1902
EegreesloQ Exponential Saoothlna Census X-ll Boi-Jenklna
Forecast
1902
Forecast
Error
Forecast
1964
Forecast
1982
Forecast
Error
Forecast
1984
Focecaat
1982
Forecast
Error
Forecast
1904
Forecast
1962
Forecast
Error
Forecast
1904
Jan. 8.20 8.20 0.00 12.40 9.72 1.52 12.40 B.20 0.00 12.40 10.OB 1.88 10.35
Feb. 7.20 5.36 -1.84 8.56 7.14 -0.06 9.40 5,16 -2.04 9.46 B. 16 0.96 7.91
Her. 7.00 6.84 -0.96 10.18 7.73 -0.07 10,20 6.42 -1,38 11.75 B.30 0.50 6.00
April 7.30 6.49 -0,01 9.65 7.16 -0.14 9.57 5.60 -1.70 11.29 7,76 0.46 7,0 j
May 7.30 7.67 0.37 11.12 8.51 1.21 11.02 6.99 -0.31 11.36 7.40 0.10 7.81
June 0.30 6.01 -0.29 11.63 9.05 0.75 11.62 7.47 -0.83 12.36 8.05 •0.25 7.90
July 10.30 9.16 -1.34 13.61 9.83 -0.67 12.79 0.75 -1.75 15.03 9.63 -0,87 9.24
Aug. 11.10 12.63 1.53 16.16 11.43 0.35 14.92 9.77 -1.33 15.26 10.61 -0,50 10.50
Sept. 13.10 12.46 -0.64 17.67 12.15 -0.95 15.97 It.77 -1.33 16.58 11.56 -1,54 11.67
Oct. 9.30 13.28 3.78 16.15 13.04 3.54 16.76 12.48 2.90 15.99 9.26 -0,24 12.13
Hov. 9.00 9.01 0.01 14.39 10.99 1.99 14.42 9.63 0.63 14.53 9.12 0.12 10.83
Dec. 9.20 7.64 -1.56 12,48 6.64 -0,56 11.70 7.51 -1.69 13,92 B.S6 -0.34 9.39
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Table 16. Ex-post Forecasts of Hog Slaughter In Louisiana for 1982 
with Projections for 1984
Actual Regression Exponential Smoothing Census Jt-11 8os-Jenltine
Period Hubers Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast
1981 1982 Error 198* 1982 Error 19B4 1982 Error 1964 1982 Error 1964
I of head (1000)
Jan. 7.40 7.40 0.00 7.10 7.40 0.00 7.30 7.40 0.0D 7,10 8.23 0.B3 7.66
Feb. 6.50 6.24 -0.26 6.06 6.41 -0.09 6.41 6.49 -0.01 6.63 6.01 -0.49 6.04
Har. B.40 6.H9 -1.51 7.97 6.76 •1.64 7.03 7.06 -1.34 7,96 8.05 -0.35 6.95
April 7.40 7.17 -0,01 7.09 6.48 -0.92 6.61 6.97 -0,43 7,17 7,42 0.02 6.2)
Hay 5.80 6.95 1.15 5.83 6.19 0.59 6.47 6.76 0.96 6.48 5.15 -0.65 5.74
June 4,80 5.50 0.70 5,05 5.98 1.18 6.13 6.61 l.Hl 6.65 4.11 -0.69 5.02
July 5,20 3.92 -1.20 4,50 5.51 0.31 5,75 6.01 0.83 5,60 6.44 •0.76 3.95
Aug. 5.40 6.04 0.64 5.29 5.86 0.46 6.19 5.91 0.51 5.B7 5.16 -0.04 4.71
Sept. 5.50 5.04 -0.46 5.64 5.61 0,11 6.10 5.80 0.30 6.01 4.79 -0.7t 4,56
Oct. 5.90 7.47 1.57 6.23 6.26 0.36 6.HI 6.52 0.62 6.38 6.40 0.50 5.71
Hov. 6.90 7.62 0.92 7.04 6.56 -0.33 7.38 7.24 0.34 7.49 6.38 -0.52 6.79
Dec. 8.50 9.43 0.93 8.67 7.14 -1.36 6.16 8.46 -0.04 8.71 8.77 0.27 7.99
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Table 17. Ex-puat Forecasts of ERg Production In Louisiana for 1932 
with Projections for 1904
Period
Actual
Himbera
1982
ReereualoQ Exponential Saoothfna Census X-ll Box-Jenkins
Forecut
1902
Forecast
Error
Forecut
1984
Forecast
1982
Forecast Forecast 
Error 1964
Forecast
1902
Forecast
Error
Forecast
1984
Forecast
1902
Forecast
Error
Forecast
1904
Jan. 40*00 40.00 0.00 30*00 40.00 0.00 30.00 40,00 0.00 30.00 42.32 2*20 30.87
Feb. 35.0C 36.15 1.15 26.67 36,09 1.09 26.67 36.00 1*88 27.04 38.31 3.31 26. B9
Her. 42.CO 41.86 -0.14 32.28 42.05 0.05 32.24 42.05 0.05 32.34 44,44 2.44 32*95
April 40.00 40.76 0.76 30.92 40.46 0.46 30.86 41.13 1.13 30.72 42.84 2*04 31*23
Hay ™,oa 41.45 2.45 31.42 40.93 1.93 31.34 42.10 3.10 31.03 43.38 4,38 31.63
June 37.0? 37,63 0.63 20.79 37.67 0.67 28.71 40.32 3.32 29.24 39 ..95 2,95 28.65
July 30.0Q 37,95 -0.05 29.03 37.67 -0.33 20.91 39.43 1.43 30.13 39.91 1.91 20.77
Aug. 18,00 38.49 0.49 29.22 37.67 *0.33 29.06 30.91 0.91 30.33 39.93 1.93 26.76
Sept. 35.00 36,95 1*95 27.69 36.18 1.10 27.07 38.22 3,22 28.34 38*20 3.20 26.01
Oct. 35.00 38.19 3.19 29.39 37.86 2,06 29.12 40.74 5,74 29*07 39.90 4.90 27,99
H q v . 35. QQ 36.10 1*18 28.59 36.74 1*74 28.27 39.18 4.18 26.67 38.92 3*92 27.14
Dec. 35.00 3B.67 3.67 30.25 30.42 3*42 29.82 41.49 6.49 31.36 40*47 5.47 28.20
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Tab le IB, Ex-post Forecasts of Chicken layers itt Louisiana for 1992
with Projections for 1984
Actual Regression__________  Exponential Saoothtng  Ccnsiis X-ll    Box-Jcnklna_
Period Nimbcrs Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast Forecast
1982 1982 Error 1984 1962 Error 1984 19B2 Error 1964 19B2 Error 1994
Jan. 2295.00 2295.00 0.00 1785.00
Feb. 2215.00 2294.00 29.00 1780.44
Mar. 2171.00 2231.00 60.00 1773.75
April 2130.00 2178.00 48.00 1748.73
Kay 2089.00 2127.00 38-. 00 1710.52
June 2052.00 2040.00 -12.00 1677.97
July 2047.00 2121.00 74.00 1676.70
Aug. 2053.00 2098.00 45.00 1695.91
Sept. 1978.00 2110.00 132.00 1708.95
Oct. 1970.00 2080.00 110.00 1735.27
Nov. 2039.00 2092.00 53.00 1778.64
Dec. 1953.00 2119.00 167.00 1779.78
# of Layers (100)
2295.00 0.00 17H5.00 2295.00
2289.00 74.00 1645.35 2318.00
2276.00 105.00 1678.36 2321.00
2244.00 114.00 1843.16 2300.00
2197.00 108.00 1900.26 2251.00
2154.00 102.00 1806.56 2220.00
2141.00 94.00 1816.67 2247.00
2147.00 94.00 ions.36 2240.00
2156.00 178.(10 1737.97 2266.00
21B0.no 210.00 1781.79 2328.00
2211.00 172.00 1725.97 2348.00
2211.00 256.00 1792.27 2315.00
0.00 1785.00 2339.00 44.00 1750.00
103.00 1797.30 2337.00 122.00 1731.00
150.00 1796.91 2320.00 149.00 1714.98
170.00 1775.55 2291.00 161.00 1679,32
162.00 1748.30 2247,00 15B.00 1632.92
168.00 1731.56 2203.00 152.00 1595.36
200.00 1744.05 2189.00 142.00 1587.78
187,00 1766.55 2195.00 142.00 1603.11
288.00 1758.94 2202.00 225.00 1596.47
358.00 1758.43 2225,00 256.00 1599,11
309.00 1837.62 2258.00 219.00 1629.24
362,00 1788.88 2250.00 297.00 1594.32
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Table 19. Ex-post Forecasts of Selected Annual Price Series in 
Louisiana, 1979-1983 with Projections for 1984
Actual Exponential Smoothing Box-■Jenkins
Period Prices Forecast Forecast Error Forecast Forecast
Cotton Prices, cents/lb.
1979 64.00 63.64 -0.36 58.27 5.72
1980 77.80 67.22 -10.58 58.62 19.17
1981 54.50 70.80 16.30 58.55 -4.05
1982 56.50 74.38 17.88 58.57 -2.07
1983 65.60 77.96 12.36 58.56 7.03
1984 64.50
Rice Prices, $/cwt.
63.75
1979 10.60 8.53 -2.07 7.56 3.04
1980 12.00 8.67 -3.33 7.55 4.45
1981 9.36 8.81 -0.55 7.55 1.81
1982 8.05 8.95 0.90 7.55 0.50
1983 7.55 9.10 1.55 7.55 0.00
1984 8.85 7.57
Sugarcane Prices, $/ton
1979 24.20 15.41 -8.79 21.60 2.60
1980 33.20 15.68 -17.52 20.66 12.54
1981 22.90 15.96 -6.94 20.16 2.73
1982 25.10 16.23 -8.87 20.16 4.93
1983 25.10 16.50 -8.60 20.16 4.93
1984 26.48 24.33
Corn Prices, $/bu.
1979 2.80 2.26 -0.54 2.74 0.06
1980 3.50 2.20 -1.30 2.67 0.83
1981 3.10 2.14 -0.96 2.52 0.57
1982 2.70 2.08 -0.62 2.52 0.18
1983 3.60 2.02 -1.58 2.57 1.03
1984 3.48 3.93
Soybean Prices, $/bu.
1979 6.42 6.81 0.39 6.39 0.03
1980 7.87 7.12 -0.75 6.35 1.52
1981 6.37 7.43 0.06 6.38 -0.01
1982 5.65 7.74 2.09 6.37 -0.72
1983 7.80 8.05 0.25 6.37 1.43
1984 7.38
Hay Prices, $/ton
7.25
1979 46.00 41.47 -4.53 41.62 4.38
1980 50.00 39.52 -10.48 41.68 8.32
1981 51.00 37.57 -13.43 41.93 9.07
1982 50.00 35.62 -14.38 42.03 7.97
1983 49.00 33.67 -15.33 42.03 6.97
1984 49.07 48.73
Continued
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.Period
Actual
Prices
Exponential Smoothing 
Forecast Forecast Error
Box'
Forecast
-Jenkins
Forecast
Sweet Potato Prices, $/cwt m
1979 5.00 7.46 2.46 5.86 -0.86
1980 7.60 7.89 0.29 6.55 1.05
1981 8.30 8.32 0.02 7.28 1.02
1982 4.50 8.75 4.25 6.50 -2.00
1983 7.00 9.18 2.18 6.47 0.53
1984 7.11 7.94
Calf Prices, $/100 lbs.
1979 88.10 47.52 -40.58 64.71 23.39
1980 70.80 49.12 -21.68 53.82 16.97
1981 59.80 50.71 -9.09 50.52 9.28
1982 57.80 52.31 -5.49 50.52 7.28
1983 58.30 53.90 -4.40 50.52 7.78
1984 41.53 61.20
Milk Prices, $/I00 lbs.
1979 13.20 11.92 -1.28 12.18 1.02
1980 14.10 12.38 -1.72 12.43 1.67
1981 14.90 12.84 -2.06 12.71 2.19
1982 14. 70 13.30 -1.40 12.53 2.17
1983 14.60 13.76 -0.84 12.64 1.96
1984 14.91 14.51
Hog Prices, $/100 lbs.
1979 42.90 44.79 1.89 45.91 -3.01
1980 37.00 46.76 9.76 41.49 -4.49
1981 41.70 48.74 7.04 42.61 -0.91
1982 55.00 50.72 -4.28 45.37 9.62
1983 52.00 52.70 0.70 43.56 8.44
1984 54.56 48.49
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Table 20. Ex-post Forecasts of Selected Annual Yield Series in 
Louisiana, 1979-1983 with Projections in 1984
Actual Exponential Smoothing Box-Jenkins
Period Yield_____Forecast Forecast Error Forecast Forecast Error
Cotton Yield, lbs./acre
1979 712.00 502.13 -209.87 497.72 214.28
1980 394.00 500.67 106.67 497.03 -103.03
1981 512.00 499.22 -12.78 522.61 -10.61
1982 702.00 497.76 -204.24 489.19 212.81
1983 623.00 496.30 -126.70 496.60 126.39
1984 603.76
Rice Yield, cwt./acre
572.29
1979 39.10 38.11 -0.99 37.95 1.15
1980 35.50 38.25 2.75 37.99 -2.49
1981 40.60 38.40 -2.20 27.98 2.26
1982 41.60 38.54 -3.06 37.98 3.61
1983 38.20 38.69 0.49 37.98 0.21
1984 39.71 38.77
Sugarcane Yield, tons/acre
1979 20.60 23.41 2.81 22.41 -1.54
1980 23.30 23.47 0.17 21.46 1.84
1981 26.90 23.53 -3.37 21.68 5.22
1982 27.60 23.59 -4.01 21.62 5.98
1983 26.10 23.65 -2.45 21.63 4.46
1984 26.76
Corn Yield, bu./acre
26.78
1979 54.00 59.46 5.46 53.99 0.01
1980 46.00 61.01 15.01 56.33 -10.33
1981 73.00 62.56 -10.44 55.63 17.37
1982 78.00 64.10 -13.90 55.63 22.37
1983 90.00 65.65 -24.35 55.63 34.37
1984 83.89 84.03
Soybean Yield, bu./acre
1979 28.00 25.87 -2.13 25.55 2.45
1980 20.00 26.12 6.12 25.70 -5.70
1981 20.50 26.36 5.86 25.85 -5.35
1982 26.00 26.60 0.60 25.99 0.01
1983 26.00 26.85 0.85 26.13 -0.13
1984 25.07 24.73
Hay Yield, tons/acre
1979 2.21 2.02 -0.19 1.95 0.26
1980 1.72 2.04 0.32 1.96 -0.24
1981 2.21 2.05 -0.16 1.97 0.23
1982 2.21 2.07 -0.14 1.96 0.24
1983 2.11 2.08 -0.03 1.96 0.14
1984 2.16 2.17
Continued
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Appendix A Table 20, Continued.
Period
Actual
Yield
Exponential Smoothing 
Forecast Forecast Error
Box'
Forecast
-Jenkins 
Forecast Error
Sweet Potato Yield, cwt./acre
1979 95.00 94.54 -0.41 95.13 0.13
1980 85.00 95.06 10.06 95.68 -10.68
1981 100.00 95.54 -4.46 95.65 5.65
1982 100.00 96.01 -3.99 95.64 5.64
1983 95.00 96.48 1.48 95.64 0.64
1984 97.39 97.62
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Table 1. Estimated Seasonal Indexes for Steer and Heifer Prices, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11 
Standard 
Deviation
Jan. 97.29 0.42 99.42 0.01 98.45 3.85
Feb. 101.83 0.42 103.73 0.01 103.07 9.85
Mar. 103.32 0.37 104.44 0.01 103.27 8.89
April 102.44 0.30 103.81 0.01 105.01 7.38
May 101.35 0.22 102.52 0.01 103.95 9.84
June 100.44 0.13 100.93 0.01 100.51 5.49
July 101.12 0.19 100.94 0.01 101.45 3.48
Aug. 102.05 0.38 101.09 0.01 99.68 8.69
Sep. 100.16 0.31 98.59 0.01 98.98 4.77
Oct. 96.81 0.42 94.79 0.01 96.36 1.36
Nov. 95.53 0.45 93.67 0.01 93.43 3.25
Dec. 97.66 0.42 96.06 0.01 95.86 8.43
n
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Table 2. Estimated Seasonal Indexes for Cow Prices, Louisiana, 1972-1983.
Regression Exponential Smoothing Census X - 11
Time Seasonal Index Standard Seasonal Index Standard Seasonal Index Standard
Period 1972-1983 Deviation 1972-1983 Deviation 1972-1983 Deviation
Jan. 96.09 0.61 97.94 0.01 97.81 0.68
Feb. 103.45 0.74 105.10 0.01 104.85 0.00
Mar. 107.03 0.64 108.46 0.01 108.07 4.18
April 106.38 0.63 107.32 0.01 107.66 9.96
May 104.68 0.36 105.90 0.01 107.48 1.79
June 100.12 0.22 101.08 0.01 101.68 9.39
July 100.09 0.26 100.26 0.01 100.47 1.45
Aug. 100.31 0.39 99.67 0.01 98.72 5.86
Sep. 97.69 0.49 96.35 0.01 96.08 7.94
Oct. 94.29 0.63 92.59 0.01 92.49 7.91
Nov. 93.68 0.65 91.36 0.01 90.88 7.42
Dec. 96.17 0.63 93.98 0.01 93.85 0.55
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Table 3. Estimated Seasonal Indexes for Beef Cattle Prices, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11 
Standard 
Deviation
Jan. 95.19 0.39 97.36 0.01 96.32 3.85
Feb. 102.61 0.54 104.39 0.01 103.36 2.13
Mar. 105.31 0.46 106.54 0.01 106.36 4.47
April 104.94 0.43 106.28 0.01 108.46 2.83
May 104.63 0.31 105.65 0.01 106.44 8.32
June 100.39 0.11 100.89 0.01 100.59 6.16
July 100,43 0.16 100.33 0.01 101.14 5.99
Aug. 101.94 0.35 100.95 0.01 100.49 0.58
Sept, 100.26 0.31 98.68 0.01 98.75 7.63
Oct. 95.92 0.48 94.05 0.01 94.56 9.26
Nov. 93.15 0.55 91.30 0.01 90.61 7.68
Dec. 95.24 0.53 93.60 0.01 92.88 3.01
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Table 4. Estimated Seasonal Indexes for Veal Calf Prices, Louisiana, 1972-1983.
Regression Exponential Smoothing Census X - 11
Time Seasonal Index Standard Seasonal Index Standard Seasonal Index Standard
Period 1972-1983 Deviation 1972-1983 Deviation 1972-1983 Deviation
Jan. 95.38 0.37 98.06 0.12 95.76 0.17
Feb. 102.04 0.42 105.28 0.29 102.20 0.07
Mar. 105.31 0.39 107.96 0.41 . 106.50 0.27
April 104.30 0.36 106.40 0.27 107.03 0.25
May 102.22 0.26 103.18 0.09 104.78 0.35
June 101.84 0.16 102.01 0.09 103.34 0.23
July 101.85 0.21 101.25 0.09 101.96 0.13
Aug. 102.90 0.36 101.62 0.12 100.61 0.06
Sept. 99.65 0.37 97.65 0.14 97.48 0.11
Oct. 95.64 0.41 93.16 0.27 94.35 0.18
Nov, 93.40 0.50 90.62 0.35 92.50 0.28
Dec. 95.56 0.51 92.82 0.28 94.22 0.30
217
Appendix B
Table 5. Estimated Seasonal Indexes for Cotton Prices, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index
1972-1983
- 11 
Standard 
Deviation
Jan. 96.34 0.29 97.32 0.01 97.88 0.09
Feb. 98.79 0.28 99.38 0.01 98.99 0.07
Mar. 101.05 0.29 101.19 0.01 100.25 0.13
April 101.86 0.15 102.01 0.01 103.37 0.12
May 102.83 0.12 102.63 0.01 102.10 0.18
June 101.74 0.14 101.62 0.01 101.51 0.20
July 103.36 0.24 103.11 0.01 101.70 0.34
Aug. 100.64 0.13 100.47 0.01 101.31 0.16
Sept. 97.48 0.15 97.18 0.01 97.21 0.09
Oct. 97.99 0.22 97.61 0.01 97.74 0.18
Nov. 97.87 0.36 97.49 0.01 97.31 0.17
Dec. 100.04 0.54 100.00 0.00 100.20 0.28
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Table 6. Estimated Seasonal Indexes for Rice Prices, Louisiana, 1972-1983.
Time
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11
Standard
Deviation
Jan. 96.33 1.89 101.66 0.01 103.70 7.31
Feb. 97.80 1.82 102.56 0.01 103.54 0.87
Mar. 96.99 1.65 100.19 0.01 102.84 6.52
April 97.68 1.51 101.54 0.01 102.50 2.50
May 99.31 1.37 103.25 0.01 103.36 0.63
June 96.42 0.98 99.32 0.01 99.72 4.06
July 94.93 0.50 96.96 0.01 96.72 2.41
Aug. 94.19 0.38 93.97 0.01 94.39 7.69
Sept. 96.97 1.06 94.69 0.01 93.85 6.26
Oct. 102.84 1.71 98.54 0.01 97.06 6.60
Nov. 111.23 2.58 103.55 0.01 99.78 5.41
Dec. 115.29 4.01 103.79 0.01 102.04 0.71
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Table 7. Estimated Seasonal Indexes for Soybean Prices, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11 
Standard 
Deviation
Jan. 86.72 2.56 94.35 0.14 98.34 7.46
Feb. 90.47 2.55 96.95 0.08 100.17 5.20
Mar. 93.98 2.53 99.45 0.03 101.75 9.62
April 96.44 2.39 100.28 0.04 100.74 9.31
May 102.66 1.99 103.36 0.12 99,94 1.31
June 102.00 5.02 102.58 0.09 99.72 6.45
July 106.00 7.59 103.41 0.10 104.43 2.51
Aug. 107.00 6.57 105.97 0.20 104.38 4.96
Sept. 109.00 3.32 100.74 0.05 102.66 0.88
Oct. 96.83 4.13 98.18 0.06 96.20 2.90
Nov. 106.00 2.53 97.07 0.08 95.08 8.86
Dec. 100.00 3.56 97.06 0.08 96.45 1.13
220
Appendix B
Table 8. Estimated Seasonal Indexes for Milk Prices, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential 
Seasonal Index 
1972-1983
Smoothing
Standard
Deviation
Census X 
Seasonal Index 
1972-1983
- 11
Standard
Deviation
Jan. 94.74 1.84 102.22 0.07 103.17 0.17
Feb. 93.92 1.64 100.86 0.02 100.90 0.06
Mar. 92.11 1.40 97.70 0.06 97.63 0.03
April 91.71 1.18 96.16 0.10 96.26 0.06
May 93.26 0.97 96.84 0.08 96.79 0.05
June 94.57 0.73 97.04 0.08 96.99 0.12
July 96.35 0.45 97.51 0.06 97.23 0.16
Aug. 99.54 0.25 99.25 0.02 99.21 0.09
Sept. 104.11 0.49 102.22 0.06 102.10 0.06
Oct. 108.57 1.16 104.02 0.10 104.17 0.11
Nov. 112.74 2.29 103.68 0.09 103.69 0.07
Dec* 118.37 4.28 101.98 0.05 101.93 0.02
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Table 9. Estimated Seasonal Indexes for Broiler Prices, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11 
Standard 
Deviation
Jan. 94.78 0.77 98.46 0.01 99.08 0.25
Feb. 99.12 0.57 102.00 0.01 103.46 9.10
Mar. 98.22 0.28 99.52 0.01 101.04 4.17
April 98.38 0.16 98.13 0.01 97.97 1.21
May 99.64 0.09 98.99 0.01 99.19 4.10
June 102.35 0.22 101.36 0.01 103.36 1.40
July 109.18 0.21 108.35 ,0.01 109.50 7.94
Aug. 108.48 0.33 106.42 0.01 104.19 1.55
Sept. 105.12 0.22 104.10 0.01 102.50 7.91
Oct. 96.13 0.43 95.05 0.01 96.49 9.88
Nov. 94.90 0.35 94.30 0.01 92.71 3.57
Dec. 93.69 0.52 93.31 0.01 91.08 4.63
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Table 10. Estimated Seasonal Indexes for Sweet Potato Prices, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11 
Standard 
Deviation
Jan. 82.95 2.43 89.47 0.01 89.00 5.01
Feb. 99.85 2.81 106.86 0.01 105.99 6.89
Mar. 116.90 3.21 124.29 0.01 123.43 7.09
April 138.81 4.08 141.57 0.01 144.66 5.83
May 144.03 4.21 147.35 0.01 141.68 6.85
June 154.02 4.43 167.06 0.01 170.48 9.57
July 113.10 3.92 109.73 0.01 116.40 6.52
Aug. 94.70 7.31 78.41 0.01 80.93 0.55
Sept. 38.09 9.14 55.17 0.01 53.97 7.37
Oct. 45.43 4.47 50.56 0.01 49.31 9.81
Nov. 82.23 6.72 57.28 0.01 55.23 1.18
Dec. 101.21 3.45 72.26 0.01 67.86 5.79
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Table 11. Estimated Seasonal Indexes for Dairy Feed Prices, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential 
Seasonal Index 
1972-1983
Smoothing
Standard
Deviation
Census X 
Seasonal Index 
1972-1983
- 11 
Standard 
Deviation
Jan. 100.66 0.13 101.02 0.03 101.91 0.25
Feb. 100.51 0.07 100.59 0.02 101.27 0.06
Mar. 99.85 0.05 99.69 0.01 100.04 0.09
April 99.10 0.10 98.84 0.04 98.23 0.22
May 99.18 0.06 98.68 0.04 98.15 0.21
June 99.80 0.04 99.35 0.02 99.38 0.10
July 99.22 0.06 98.96 0.03 99.42 0.20
Aug. 99.99 0.05 99.85 0.01 99.39 0.08
Sept. 100.20 0.05 100.32 0.01 99.89 0.14
Oct. 100.44 0.06 100.73 0.01 100.86 0.15
Nov. 100.15 0.03 100.62 0.02 100.42 0.06
Dec. 100.88 0.10 101.36 0.04 100.81 0.16
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Table 12. Estimated Seasonal Indexes for Broiler Grower Feed Prices, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11 
Standard 
Deviation
Jan. 98.99 0.18 99.65 0.02 100.47 6.03
Feb. 99.89 0.11 99.95 0.01 100.55 5.06
Mar. 99.22 0.10 99.02 0.04 99.15 6.26
April 99.93 0.09 99.45 0.03 99.28 8.36
May 100.44 0.11 99.59 0.02 99.39 4.77
June 100.99 0.17 99.88 0.01 101.25 7.15
July 100.91 0.09 100.20 0.01 100.78 6.17
Aug. 101.51 0.15 100.81 0.04 101.41 8.39
Sept. 100.19 0.08 100.19 0.01 99.65 9.17
Oct. 99.61 0.07 100.35 0.02 99.36 6.61
Nov. 98.97 0.15 100.39 0.02 99.61 4.13
Dec. 99.34 0.02 100.50 0.02 99.07 2.38
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Table 13. Estimated Seasonal Indexes.for Beef Cattle Feed Prices, Louisiana, 1972-1983,
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11 
Standard 
Deviation
Jan. 90.11 2.60 134.21 7.07 101.15 0.17
Feb. 89.89 2.50 55.21 4.89 100.19 0.06
Mar. 91.53 2.30 119.96 3.17 99.91 0.18
April 90.83 2.10 115.81 2.27 98.78 0.05
May 91.51 1.90 97.14 3.46 97.56 0.05
June 94.47 1.60 113.89 2.04 99.88 0.06
July 95.39 1.10 113.42 1.46 98.75 . 0.10
Aug. 100.26 0.30 59.71 5.27 100.58 0.13
Sept. 109.45 2.40 58.21 5.15 100.76 0.06
Oct. 106.10 0.30 57.36 5.07 102.01 0.11
Nov. 102.46 6.97 215.44 5.57 99.75 0.06
Dec. 42.92 2.60 59.65 5.27 100.73 0.07
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Table 14. Estimated Seasonal Indexes for Cattle Slaughter Numbers, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11
Standard
Deviation
Jan. 94.63 0.93 98.58 0.01 100.49 1.25
Feb. 88.69 0.68 91.52 0.01 94.81 8.08
Mar. 96.22 0.67 98.77 0.01 97.75 3.75
April 92.83 0.56 94.85 0.01 96.24 5.91
May 102.26 0.42 103.35 0.01 103.68 7.91
June 96.47 0.16 97.41 0.01 98.38 9.82
July 100.64 0.11 100.07 0.01 99.21 7.41
Aug. 107.77 0.27 106.40 0.01 105.57 7.18
Sept. 104.22 0.32 101.99 0.01 99.37 7.33
Oct. 115.49 0.74 112.94 0.01 113.57 0.67
Nov. 102.96 0.96 100.83 0.01 98.11 8.62
Dec.. 97.82 1.61 93.29 0.01 92.77 9.16
227
Appendix B
Table 15. Estimated Seasonal Indexes for Calf Slaughter Numbers, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11 
Standard 
Deviation
Jan. 92.74 0.86 94.09 0.35 98.13 7.64
Feb. 77.80 0.91 77.49 0.95 78.80 0.37
Mar. 83.85 0.66 83.36 0.70 87.71 7.90
April 81.09 0.73 80.02 0.79 85.53 3.25
May 89.67 0.52 88.45 ‘0.57 90.75 2.22
June 93.62 0.38 92.60 0.42 95.54 5.61
July 101.16 0.17 100.49 0.22 103.59 7.06
Aug. 114.79 0.78 115.39 0.79 111.78 3.01
Sept. 120.90 1.06 123.44 1.06 120.99 4.69
Oct. 127.97 1.66 132.80 1.81 119.75 9.91
Nov. 114.50 0.73 114.73 0.59 113.39 2.71
Dec. 101.91 1.64 97.14 0.27 97.37 5.95
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Table 16. Estimated Seasonal Indexes for Hog Slaughter Numbers, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11 
Standard 
Deviation
Jan. 105.17 0.99 109.04 0.01 110.61 7.16
Feb. 92.88 0.59 95.84 0.01 94.75 5.20
Mar. 102.60 1.02 105.04 0.01 104.78 0.19
April 97.06 0.63 98.81 0.01 98.80 1.03
May 95.73 0.27 96.59 0.01 96.67 3.87
June 92.21 0.27 91.53 0.01 93.99 2.53
July 86.03 0.93 85.84 0.01 87.18 9.43
Aug. 93.45 0.73 92.42 0.01 92.27 9.73
Sept. 93.41 0.59 91.13 0.01 89.22 7.14
Oct. 103.91 0.67 101.71 0.01 100.86 9.26
Nov. 112.95 0.66 110.22 0.01 109.81 8.64
Dec. 124.58 0.07 121.83 0.01 120.82 9.79
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Table 17. Estimated Seasonal Indexes for Egg Production, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11
Standard
Deviation
Jan. 100.23 0.22 101.49 0.22 100.69 0.05
Feb. 92.89 0.11 93.33 0.12 92.90 0.11
Mar. 105.54 0.28 106.68 0.12 106.31 0.07
April 102.74 0.15 103.46 0.06 102.94 0.06
May 103.99 0.18 104.70 0.09 103.88 0.02
June 98.16 0.03 98.33 0.03 98.35 0.06
July 98.80 0.05 98.86 0.02 99.84 0.05
Aug. 99.49 0.05 99.23 0.01 99.44 0.08
Sept. 96.73 0.19 95.92 0.07 96.49 0.07
Oct. 100.21 0.12 99.43 0.02 99.50 0.11
Nov. 98.74 0.22 97.81 0.05 97.62 0.04
Dec. 102.14 0.17 101.06 0.02 102.21 0.13
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Table 18. Estimated Seasonal Indexes for Chicken Layers, Louisiana, 1972-1983.
Time
Period
Regression 
Seasonal Index Standard 
1972-1983 Deviation
Exponential Smoothing 
Seasonal Index Standard 
1972-1983 Deviation
Census X 
Seasonal Index 
1972-1983
- 11 
Standard 
Deviation
Jan. 101.85 0.02 99.52 0.01 100.95 3.77
Feb. 101.66 0.05 91.73 0.01 101.73 3.37
Mar. 101.43 0.06 104.72 0.01 101.44 3.77
April 100.46 0.01 102.76 0.01 100.47 2.13
May 98.99 0.03 105.94 0.01 98.65 1.07
June 97.65 0.04 100,72 0.01 97.88 2.50
July 97.56 0.04 101.40 0.01 98.18 4.33
Aug. 98.33 0.02 100.82 0.01 98.61 5.38
Sept. 98.85 0.02 96.90 0.01 99.02 4.26
Oct. 99.92 0.01 99.34 0.01 99.57 2.82
Nov. 101.59 0.04 96.23 0.01 102.02 9.08
Dec. 101.68 0.02 99.92 0.01 101.59 5.64
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