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ABSTRACT
Current research in nano-technology has led to advances in design and fabrication of nano-electro-
mechanical systems (NEMS). The design, optimization and fabrication of NEMS for various ap-
plications can be accelerated by developing accurate physical theories, and computational design
tools to describe the function of nano-devices. When the characteristic length of NEMS scales down
to tens of nanometers, nano-scale effects, such as quantum effects, surface effects, material defects
become significant. Classical theories and bulk material properties based on the continuum assump-
tion may not be directly applicable for nanoscale devices. Accurate and efficient computational
models and systematic study of material properties at nanoscale are among the many challenges
currently facing the nanotechnology community.
In this work, we extend the top-down quasi-continuum (QC) approach for multi-scale analysis
of silicon nanostructures at finite temperature. The quasi-continuum method employs the classical
continuum mechanics framework and the constitutive relations are extracted from the atomistic
description. For finite temperature solid systems under isothermal conditions, the constitutive
relation is determined by using the Helmholtz free energy density. While the static part of the
Helmholtz free energy density is obtained directly from the interatomic potential, the vibrational
part is calculated by using the theory of quantum mechanical lattice dynamics. Specifically, we
investigate five quasi-harmonic models, namely the real space quasi-harmonic (QHM) model, the
local quasi-harmonic (LQHM) model, the reciprocal space quasi-harmonic (QHMK) model, the
quasi-harmonic (QHMG) model with the local phonon density of states, and the semi-local QHMG
model. With these models, we compute the vibrational part of Helmholtz free energy density to
further calculate the thermodynamic and mechanical properties of silicon nanostructures. Further-
more, we also investigate the variation of material properties of silicon with temperature, strain,
and surface conditions. In order to check the accuracy of these models, we compute the thermody-
namic properties of silicon at various temperature and strain conditions by employing the molecular
dynamics (MD) simulation technique. In addition, we also employ the MD simulation to investi-
ii
gate the thermal expansion coefficient variation of silicon nano-slabs with different thicknesses and
propose a theoretical expression for thermal expansion coefficient as a function of slab thickness
and surface chirality.
Graphene, which has a two-dimensional lattice structure, is a promising material in nano-
technology because of its excellent electrical, thermal, optical and mechanical properties. In this
work, we employ the classical MD simulation to systematically investigate the strength and stiff-
ness variation of graphene with different chiralities, sizes, temperatures, loading conditions, and
defects. We also propose a theoretical expression for fracture strength of graphene as a function
of temperature, strain rate, and defect size. The accuracy of the theoretical model is checked by
using MD simulation results.
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CHAPTER 1
INTRODUCTION
Applications based on micro-electro-mechanical systems (MEMS) and nano-electro-mechanical sys-
tems (NEMS) have increased dramatically during the last two decades. With many functions in-
cluding communication, sensing, and actuation [1], MEMS/NEMS has been found in wide-spread
applications such as electronics, robotics, information technologies, bio-engineering, automotives,
and aerospace technologies. As expressed by its name, NEMS derives from typical device dimen-
sions into the nanometer range, which leads to low mass, high mechanical resonance frequencies,
potentially large quantum mechanical effects, high surface to volume ratio, high mass sensitivity
and low heat capacities ([2],[3]). In the coming decade, MEMS/NEMS technology is destined to
permeate into our everyday life.
The design and characterization of MEMS/NEMS are facing two major challenges. Accurate
physical models and computational analysis tools of nano-structures need to be developed. When
the characteristic length of NEMS scales down to nanometers, nanoscale effects, such as quantum
effects, surface effects, and material defects become significant. Classical theories based on con-
tinuum assumptions which are suitable for macro- and micro-systems are no longer applicable for
NEMS simulations because of the nanoscale effects. Although the characteristic length of NEMS is
a few nanometers, the entire system could still be in the order of micrometers, containing millions
of atoms. In this case, atomistic simulation methods such as ab initio calculations, molecular dy-
namics (MD) simulations and Monte Carlo simulations are computationally impractical for design
and optimization of NEMS applications. Therefore, accurate physical models and corresponding
numerical simulation techniques need to be developed for computational design tools, in order to
describe the motions and deformations of NEMS efficiently and accurately. On the other hand,
MEMS/NEMS technology can be implemented by various manufacturing techniques using a num-
ber of different materials, such as silicon, polymers and metals. Within nanoscale, materials present
extremely desirable properties due to the length to cross-section ratio as a nanowire or a nanotube,
and the surface to volume ratio as a thin plate. The material properties in nanoscale vary a lot with
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defect-caused impurities, temperatures, strains, and loading conditions. The classical definition of
homogeneous material properties is no longer suitable for NEMS technology. Systematic studies
of the material properties in nanoscale under various conditions need to be performed in order to
meet the requirements of design and manufacturing.
In order to accurately and efficiently capture the atomistic physics, multiscale modeling and
simulation techniques have attracted considerable research interests which combine and integrate
the continuum theories with atomistic theories [4, 5, 6, 7, 8, 9, 10, 11, 12]. Broadly defined, there
are three multiscale modeling strategies: direct coupling, top-down and bottom-up approaches.
Direct coupling methods [6, 8, 9, 13, 14] typically decompose the physical domain into continuum,
interface, and atomistic regions. The calculations in the continuum and atomistic regions are
performed with the continuum theory and atomistic simulation separately, while the interface region
is used to exchange the linking information between the two regions. Top-down approaches, such
as the quasi-continuum method [4, 7, 15], the bridging scale method [10], and the heterogeneous
multiscale method [16], solve the continuum equations with the constitutive laws extracted from
the underlying atomistic configurations. In contrast, bottom-up methods such as the coarse-grained
molecular dynamics [5] coarse-grain the atoms of the system into macro-atoms and the fundamental
equations defined on the atoms are coarse-grained into equivalent macroscale equations. Of these
multiscale modeling techniques, the quasi-continuum approach is the most attractive one due to
its simplicity and generality. The original quasi-continuum method [4, 7, 15] was restricted to zero
temperature with finite element formulation. Later on, the quasi-continuum approach [7, 11, 12, 17]
has been extended to deal with finite temperature solid systems, such as a quasi-continuum Monte
Carlo method [7] and a quasi-continuum free energy minimization method [17]. In these methods,
the entropic energy contribution from the thermal vibration of the atoms are calculated with a local
quasi-harmonic approximation [18] of the interatomic potential. The entropic energy contribution
is then added to the zero temperature quasi-continuum energy to construct the effective energy
and the free energy in the quasi-continuum Monte Carlo method and quasi-continuum free energy
minimization method, respectively. In Ref. [11], a finite temperature quasi-continuum method was
proposed to investigate the thermal and mechanical properties of single-wall carbon nanotubes,
where the local quasi-harmonic approximation of the Brenner’s potential [19] was employed to
compute the Helmholtz free energy density of carbon atoms. In Ref. [12], quasi-continuum concepts
are employed to develop a coarse-grained alternative to molecular dynamics simulations. The
thermal vibrational part of the coarse-grained potential energy is obtained from the local quasi-
2
harmonic approximation.
In this thesis, within the top-down framework, we provide an alternative approach to extend
the quasi-continuum method to perform thermal and mechanical property analysis of materials
and nano-structures under finite temperature conditions. At finite temperature, for an isothermal
system, the constitutive relations are computed using the Helmholtz free energy density of the
representative atoms. The static part of the Helmholtz free energy density is obtained directly
from the interatomic potential which describes the atom interactions within crystal lattice, while
the vibrational part of (or the finite temperature part of) the Helmholtz free energy density is
calculated using the quantum mechanical lattice dynamics theory. In this work, We describe
five quasi-harmonic models, namely the real space quasi-harmonic model (QHM), the local quasi-
harmonic model (LQHM), the reciprocal space (or k-space) quasi-harmonic model (QHMK), the
quasi-harmonic model combined with the local phonon density of states (QHMG), and the semi-
local QHMG model to compute the vibrational part of the Helmholtz free energy density. With
the Helmholtz free energy density, thermal and mechanical properties of materials can be easily
calculated. By adopting the Tersoff interatomic potential [20] describing the binding relations for
silicon crystal, we compare the thermal and mechanical properties of silicon and its nano-structures
obtained from the five quasi-harmonic models with experimental and MD results. We observe
that (1) The QHM model predicts the material properties accurately, however, it is extremely
inefficient when the system contains more than several hundred atoms; (2) The LQHM model
is simple and efficient, but it can be inaccurate in predicting elastic constants of Tersoff silicon,
especially when silicon is under strain; (3) The QHMK model can predict the material properties
accurately and efficiently for bulk silicon. But due to the periodic boundary condition (PBC)
assumption, it may not be applicable for silicon nano-structures (with a finite number of atoms
along a particular direction) simulations and this can result in errors for confined silicon nano-
structures. (4) The QHMG model can predict the material properties accurately with edge and
surface involved, however, the computational cost becomes significant for large systems. (5) The
semi-local QHMG method can accurately and efficiently simulate the thermal and mechanical
properties of both bulk silicon and its nano-structures. With the comparsion of thermal and
mechanical properties of bulk silicon, we evaluate the five different quasi-harmonic models from
both the accuracy and the efficiency point of view.
In MEMS/NEMS technology, various materials can be used in manufacturing with different
purposes, such as functional elements, substrates, insulators, and conductors. Silicon, the principal
3
component in most semiconductor devices, integrated circuits and microchips, shows excellent
electrical and mechanical properties. With a Young’s Modulus of 185GPa, silicon also performs
as a perfect Hookean material and contains little fatigue with highly repeatable motions [21].
Silicon remains a semiconductor at high temperature with its electrical resistivity as 1000Ω·m at
300K [21]. Researchers have built silicon nano-tweezers [22], silicon nano-resonators [23] and silicon
nano-switches [24] which can be used in force sensors, high frequency electrical switches and other
functioning components. In order to fully understand the thermal and mechanical properties of
silicon in nanoscale, in this thesis, we investgate the thermodynamic and mechanical property
variations of bulk silicon under different temperature, strain condition, and surface effect. With
the classical MD simulations, we further investigate the effects of size and chirality effects on
the thermal expansion coefficient (TEC) of silicon nanoslabs and propose a theoretical model to
estimate the relationship.
Graphene – defined as the monolayer of honeycomb lattice packed with carbon atoms – has
gained significant attention recently after experiments showed its two-dimensional lattice stabil-
ity [25] and sophisticated low-dimensional electronic properties [26, 27]. Many possible applica-
tions of graphene, especially as electronic devices, have already been reported [28, 29]. Graphene
has also been shown to possess exceptional mechanical properties [30]. Many potential applica-
tions of graphene as MEMS/NEMS devices are only starting to emerge. The mechanical proper-
ties of graphene have been investigated using both experimental and theoretical approaches. On
the experimental side, Blakslee et al. [31] reported the Young’s modulus of bulk graphite to be
1.06 ± 0.02TPa. Recently, Frank et al. [32] measured the Young’s modulus of a stack of graphene
sheets (less than 5 layers) to be 0.5TPa. Gomez-Navarro et al. [33] used the tip-induced deformation
method to estimate the Young’s modulus of a monolayer graphene oxide as 0.25±0.15TPa assuming
the thickness as 1.0nm. More recently, by nanoindenting the center of a free-standing monolayer
graphene membrane with an atomic force microscope, Lee et al. [30] measured the Young’s modulus
as 1.0±0.1TPa assuming the thickness of graphene to be 0.335nm. They also reported the intrinsic
breaking strength of graphene as 130 ± 10GPa. Many theoretical and computational studies have
been performed to investigate the mechanical properties of graphene. Various ab initio calcula-
tions on graphene reported Young’s modulus values of 1.050TPa [34], 1.029TPa [35], 1.093TPa [36],
1.11TPa [37] and 1.24 ± 0.01TPa [38]. By using the semi-empirical nonorthogonal Tight-Binding
method, Hernandez et al. [39] reported the Young’s modulus of graphene to be 1.206TPa. MD
simulation has also been used to compute the Young’s modulus of graphene as 1.272TPa [40] with
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the modified Brenner potential and 1.026TPa [41] with Reactive Empirical Bond Order poten-
tial [42]. With the molecular mechanics theory, the Young’s modulus of graphene was computed
as 0.945TPa [43] and 1.06TPa [44]. The maximum Cauchy stress for a uniaxial tensile test in
the armchair and zigzag direction (see Fig. 4.1) of graphene has been reported to be 110GPa and
121GPa [34], respectively. In summary, experimental and theoretical studies have consistently pre-
dicted that graphene has exceptional mechanical properties. The variations of the strength mainly
depend on the initial setup of diameters, temperatures and strain rates. It has been shown that
temperature and strain rate play an important role in determining the tensile strength and tensile
strain of the carbon nanotube (CNT) [45]. However, pristine nano-structures are difficult to fabri-
cate due to different types of defect in nano-scale, which play an important role in decreasing the
strength of the material. For example, the Young’s modulus of CNT depends weakly on the vacancy
concentration. However, the tensile strength of CNTs can be degraded to 60% of the pristine tube
value if vacancies are present [46]. Tensile strength variation with crack length has also been studied
to show that the crack length is more important than the crack shape in determining the tensile
strength of the CNTs [47]. In conclusion, researchers have proven that temperature and vacancies
play two dominant roles in determining the tensile strength of the material of a one-dimensional
nanowire. In this thesis, we further investigate the size and chirality effects on the stiffness of
graphene naonribbons, the temperature and strain rate effects on the strength and stiffness of
graphene monolayer, and the defect effects on the strength and stiffness of graphene monolayer.
A theoretical model is also proposed in order to acturately estimate the relation between fracture
strength of graphene and temperature, loading condition, and defect.
In summary, in this thesis, we investigate the thermodynamic and mechanical properties of
nano-materials and nano-structures from two aspects: computational methodologies and material
properties. From a computational methodology point of view, we first present a top-down multiscale
method, namely the finite temperature quasi-continuum method, along with the five different quasi-
harmonic lattice dynamics models and evaluate their accuracy and efficiency with the thermal and
mechanical properties of bulk silicon. From the material properties point of view, we study the
material properties of silicon and graphene with different temperatures, sizes, chiralities, loading
conditions, and defects, by adopting the MD simulation techniques. The primary contributions of
the work are as follows:
1. The original zero temperature quasi-continuum method has been extended to finite tem-
perature by using a QHM model, a LQHM model, a QHMK model, a QHMG model and a
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semi-local QHMG model to compute the vibrational part of the Helmholtz free energy density
to further compute thermal and mechanical properties of silicon and its nano-structures.
2. The temperature and strain effects on the thermodynamic and elastic properties of bulk
silicon have been investigated. It shows that initial strain plays a more important role in
determining the elastic constants of bulk silicon than temperature.
3. The surface effects on the thermal and mechanical properties of silicon nano-structures have
been investigated to show that surface effects only exist within a nanometer thickness near
the silicon surface.
4. The size and chirality effects on the TEC of silicon nanoslab have been investigated. A
theoretical expression has been proposed to estimate the relation between the TEC of silicon
nanoslab and the slab thickness.
5. The size and chirality effects on the elastic properties of graphene nanoribbons have been
investigated at room temperature to show that Young’s modulus of graphene nanoribbon is
increasing to converge to 1.0TPa with the increasing of size. For Young’s modulus, the size
dependence of graphene is much more robust than that of CNTs.
6. The temperature, strain rate and defect size effect on the strength and stiffness of monolayer
graphene have been systematically studied. A theoretical expression has been proposed for
the relation between fracture strength of monolayer graphene and temperature, strain rate,
and defect length.
The rest of the dissertation is organized as follows: In Chapter 2, we describe the finite tem-
perature quasi-continuum multiscale framework with five different quasi-harmonic models. The
thermodynamic and mechanical properties of bulk silicon and its nano-structures have been in-
vestigated with different temperatures, strain conditions and surface conditions. Accuracy and
efficiency evaluations of the quasi-harmonic models are also presented. In Chapter 3, we study the
size and chirality effects on the TEC of silicon nanoslabs by adopting the classical MD simulations.
A theoretical model is presented to estimate the TEC variation with slab thickness. In Chapter 4,
we study the strength and stiffness variations of graphene with size, chirality, temperature, strain
rate, and defect by using the classical MD simulations. We also present a theoretical model for
the fracture strength of silicon as a function of temperature, strain rate, and defect size. Finally,
conclusion is given in Chapter 5.
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CHAPTER 2
COMPUTATIONAL METHODOLOGIES
In this chapter, the top-down quasi-continuum approach for multiscale analysis of silicon nano-
structures is extended from zero temperature condition to finite temperature condition. In the
quasi-continuum multiscale framework, the classical continuum equations are solved, but the con-
stitutive relation of the material is determined by the Helmholtz free energy density based on
the atomistic description. Under the finite temperature conditions, the Helmholtz free energy
density can be determined with two parts. The static part, can be directly obtained from the
interatomic potential, which is also the only part of energy at the zero temperature condition.
The vibrational part can be calculated by using the quasi-harmonic approximations based on the
quantum mechanical lattice dynamics theory. Specifically, five quasi-harmonic models are inves-
tigated, namely, real space quasi-harmonic model, the local quasi-harmonic model, the reciprocal
space quasi-harmonic model, the quasi-harmonic model combined with the local phonon density of
states, and the semi-local QHMG model, to compute the vibrational part of Helmholtz free energy.
Since those quasi-harmonic models neglect the anharmonic effects, classical molecular dynamics
(MD) technique is adopted to calculate the Helmholtz free energy and other thermal properties
of silicon without any harmonic assumptions. This chapter is outlined as followed: Section 2.1
presents the finite temperature quasi-continuum method. Section 2.2 presents all the five differ-
ent quasi-harmonic models. Section 2.3 describes the molecular dynamics simulation used in this
work. Since silicon has been widely used to fabricate mechanical structures with applications in
MEMS/NEMS [3, 48, 49], Section 2.4 presents the model evaluations with both the accuracy and
the efficiency, regarding to the thermal and mechanical properties of the bulk silicon and silicon
nano-structures, with different temperature and strain conditions. Finally the conclusion is given
in Section 2.5.
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2.1 Finite Temperature Quasi-Continuum Method
The main idea in the quasi-continuum approach is to adopt the framework of continuum mechanics,
but to extract the constitutive relation from the atomistic description of the underlying local envi-
ronment. Figure 2.1 illustrates the basic idea in the quasi-continuum approach by using a silicon
beam subjected to a uniaxial external force. In the quasi-continuum approach, the structure is
described in two levels: the continuum level and the atomistic level. In the continuum level, the
structure is represented by a set of discrete nodes or elements and the deformation of the structure
is determined by the laws of continuum mechanics. In the atomistic level, the crystalline silicon
structure consists of atoms which are connected by covalent bonds and each atom is tetrahedrally
bonded to four neighboring silicon atoms, as shown in Fig. 2.1. When the structure is subjected to
an external force, the configuration of the silicon atoms changes to balance the external force. The
change in position of the atoms in the crystal lattice manifests as deformation at the continuum
level. In the quasi-continuum approach, the material volume surrounding each continuum node
corresponds to a large number of atoms in the atomistic scale as shown in Fig. 2.1 and the covalent
bonding of the atoms is described by atomistic models, such as the Tersoff empirical potential used
in this work. At the continuum level, the governing equations can be solved using a variety of
numerical methods. The deformation gradient at each continuum node is used in the underlying
crystal lattice (in accordance with the Cauchy-Born rule [50]) to determine the deformed configu-
ration of the atoms. The material constitutive relations of the continuum nodes are then extracted
from the underlying crystal lattice. Based on the above description, the quasi-continuum approach
can be classified as a “top-down” multiscale strategy.
In the original quasi-continuum method [4, 7, 15], where no temperature is considered (i.e.
T = 0K), the mechanical response of the atoms and, consequently, the constitutive laws of the
material at the continuum nodes are solely determined by the interatomic potential energy of the
atoms. In the case of finite temperature, the crystal structure is a thermodynamic system and the
mechanical response of the system depends on the thermodynamic quantities such as the internal
energy (for the adiabatic system) or the Helmholtz free energy (for the isothermal system) [51]. The
constitutive relation for the continuum nodes is obtained from the internal energy or the Helmholtz
free energy density. The internal energy or the Helmholtz free energy is extracted from the atomic
lattice by using the theory of quantum mechanical lattice dynamics. Several lattice dynamics
models based on the quasi-harmonic approximation of the inter-atomic potential are discussed in
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Figure 2.1: The two-level paradigm of the quasi-continuum approach: at the continuum level, the structure is represented by a set of
discrete nodes and each node corresponds to a large number of silicon atoms at the atomistic level. Note that although only 17 atoms
are shown for the continuum node in the figure, the actual number of atoms represented by the node can be much larger. When the
structure deforms due to an external force, the equilibrium position of the atoms of the underlying crystal lattice changes to balance the
external force.
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this chapter.
Before proceeding to the details on the finite temperature quasi-continuum approach, we intro-
duce the notation used in this chapter. As shown in Fig. 2.1, at the continuum level, the initial and
the deformed positions of a continuum node are denoted byX and x, respectively. The displacement
of the node is denoted by u with the relation
x = X+ u. (2.1)
At the atomistic level, as shown in Fig. 2.1, the initial and the deformed equilibrium position of
the center atom 1, which is the representative atom corresponding to the continuum node, are
denoted by X and x, respectively. The vectors between the equilibrium positions of atom 1 and
atom 2 in the initial and the deformed configurations are denoted by R012 and r
0
12, respectively. At
finite temperature, the atom fluctuates around its equilibrium position. The thermal vibrational
displacements of atom 1 and atom 2 are denoted by v1 and v2, respectively. Note that, for clarity,
the thermal vibrational displacements are only shown in the deformed configuration in Fig. 2.1. The
instantaneous positions of atom 1 and atom 2, denoted by x1 and x2, in the deformed configuration
are given by
x1 = x+ v1, (2.2)
x2 = x+ r
0
12 + v2. (2.3)
Denoting the vector from the equilibrium position of atom 1 (in the deformed configuration) to the
instantaneous position of an atom α by ηα, we obtain
ηα = xα − x α = 1, 2, ... . (2.4)
When the instantaneous positions of the atoms coincide with their equilibrium positions, i.e., vα =
0, α = 1, 2, ..., we have
ηα = r
0
1α α = 1, 2, ... . (2.5)
Note that r011 = 0. At any instant, the distance between atom α and atom β, denoted by rαβ, is
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given by
rαβ = |xβ − xα| = |ηβ − ηα|. (2.6)
At finite temperature, the vector, R0αβ , between the equilibrium positions of atoms α and β in the
initial configuration is given by
R0αβ =
aRαβ
a
, (2.7)
where a is the lattice constant at a given temperature, a is the 0K static lattice constant (i.e.
neglecting thermal fluctuation) and Rαβ is the vector between atoms α and β in the initial config-
uration at 0K.
2.1.1 Continuum Level Description
The continuum elastostatic governing equations for an arbitrary domain Ω are given by [52]
∇ · (FS) +B = 0 in Ω, (2.8)
u = G¯ on Γg, (2.9)
P ·N = T¯ on Γh, (2.10)
where u is the displacement vector of a continuum node from the initial configuration X to the
deformed configuration x and F is the deformation gradient, which is given by
F = I+
∂u
∂X
, (2.11)
where I is the identity tensor, S is the second Piola-Kirchhoff stress tensor, N is the unit outward
normal vector in the initial configuration, B is the body force vector per unit undeformed volume,
G¯ is the prescribed displacement vector on the boundary portion Γg, T¯ is the surface traction
vector per unit undeformed area on the boundary Γh, and P is the first Piola-Kirchhoff stress
tensor given by
P = FS. (2.12)
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In continuum mechanics, the second Piola-Kirchhoff stress S can be described by
S =
dW
dE
, (2.13)
where W is the strain energy density function and E is the Green-Lagrange strain tensor, which is
given by
E =
1
2
(
FTF− I) . (2.14)
Note that Eq. (2.13) is the general form of the constitutive law describing the material response to
external forces. Depending on the form of the strain energy density function, different classes of
materials can be defined. In classical continuum mechanics, analytical formulations of the strain
energy density function have been developed for linear and nonlinear elastic, hyper-elastic and
other types of materials [52]. Given a strain energy density function, the elastic constants can be
obtained as
Cijkl =
dSij
dEkl
=
d2W
dEijdEkl
, i, j, k, l = 1, 2, 3. (2.15)
The divergence of the first Piola-Kirchhoff stress tensor in the governing equation, Eq. (2.8), is
thus given by
∇ ·P = ∂Pij
∂Xj
=
∂Fik
∂Xj
Skj + Fik
∂Skj
∂Xj
=
∂Fik
∂Xj
Skj + FikCkjlm
∂Elm
∂Xj
, i, j, k, l,m = 1, 2, 3.
(2.16)
Equations (2.8-2.16) provide a description of the elastostatic behavior of solid structures at the
continuum level. For nano-structures, however, the use of continuum constitutive laws can be
questionable, since both the form and the material properties in the constitutive laws can vary
spatially due to material inhomogeneities and device geometry. To overcome this limitation, in the
quasi-continuum approach, the stress-strain relations (Eq. (2.13)) are obtained directly from the
underlying crystal lattice, i.e., by using an atomistic level description of the structure.
2.1.2 Atomistic Level Description
We use the Tersoff potential model [20] for microscopic description of silicon in this work. In the
Tersoff empirical potential model, the interatomic potential energy of a given system is expressed
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as the sum of local many-body interactions. The total potential energy U of a system is given by
U =
∑
α
Uα =
1
2
∑
α6=β
Vαβ , (2.17)
where α and β denote the atoms of the system and Vαβ is the bond energy between atoms α and
β and is given by
Vαβ = fC(rαβ) [aαβfR(rαβ) + bαβfA(rαβ)] , (2.18)
where
fC(r) =


1 r < Rc −D
1
2
− 1
2
sin
(
π(r −Rc)
2D
)
Rc −D ≤ r ≤ Rc +D
0 r > Rc +D
,
fR(r) = Aexp(−λ1r),
fA(r) = −Bexp(−λ2r). (2.19)
In Eqs. (2.18, 2.19), rαβ is the bond length or the distance between atoms α and β, fC(rαβ) is
a smooth cutoff function used to limit the range of the potential, Rc is the cutoff distance, D
is another cutoff parameter which specifies the region around Rc where the cutoff function goes
smoothly from 1 to 0, fR(r) is the repulsive pair potential, fA(r) is the attractive pair potential
associated with bonding, and A, B, λ1 and λ2 are constants. aαβ is taken to be 1.0 for silicon. The
function bαβ is a measure of the bond order which describes the dependence of the bond-formation
energy on the local atomic arrangement due to the presence of other neighboring atoms, which is
given by
bαβ =
(
1 + µnζnαβ
)−1/2n
,
ζαβ =
∑
γ 6=α,β
fC(rαγ)g(θαβγ)exp
(
λ33(rαβ − rαγ)3
)
,
g(θ) = 1 + c2/d2 − c2/ [d2 + (h− cosθ)2] , (2.20)
where γ denotes an atom, ζαβ is called the effective coordination number, θαβγ is the bond angle
between the bonds αβ and αγ, and g(θ) is the stabilization function of the tetrahedral structure.
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The remaining variables are constant parameters which can be found in Table I of [20].
2.1.3 Quasi-Continuum Method at Finite Temperature
With the quasi-continuum method multiscale framework, in the continuum level description of
a silicon nano-structure, the structure is represented by a set of discrete continuum nodes and
a continuum mechanical description of the structure is given by quantities such as the stress,
S, and the strain, E, which are functions of the deformation gradient F. From a microscopic
point of view, each continuum node is associated with an underlying crystal lattice consisting
of silicon atoms bonded in the form of a diamond structure. When the macroscale structure
deforms, the underlying lattice deforms accordingly. The interactions among the atoms in the
underlying lattice are described by the Tersoff model, which takes into account the actual atom
configuration at a given location and provides a description of the material behavior. To connect
the macroscopic level description of the continuum nodes with the atomistic description of the
underlying crystal lattice, we employ the hypotheses of Cauchy-Born rule [50], which states that
the crystal lattice surrounding a continuum node is homogeneously distorted according to the
deformation gradient at the continuum node. In addition, there exist additional inner displacements
for the two interpenetrating FCC Bravais lattices (denoted by B1 and B2) of silicon crystal. For
example, atoms 1 and 6-17 shown in Fig. 2.1 belong to one Bravais lattice B1 and atoms 2-5 belong
to the other Bravais lattice B2. In this chapter, the inner displacements associated with B1 and
B2 are denoted by ξ1 and ξ2, respectively. The Cauchy-Born rule can be expressed as
r0αβ = FR
0
αβ + ξj − ξi, α ∈ Bi; β ∈ Bj; i, j = 1, 2, (2.21)
where ξi, i = 1, 2, are the additional inner displacements of the two Bravais lattices which can
be determined by the energy minimization for a given deformation gradient F. Since the inner
displacements ξ1 and ξ2 are relative displacements between the two Bravais lattices, in order to
rule out rigid-body translations we fix the lattice by setting ξ2 = 0. Therefore, ξ2 can be simply
discarded. To simplify the notation, ξ1 is denoted as ξ in the rest of the chapter. The Cauchy-Born
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rule can then be rewritten as
r0αβ = FR
0
αβ + ξ, if α ∈ B2 and β ∈ B1, (2.22)
r0αβ = FR
0
αβ − ξ, if α ∈ B1 and β ∈ B2, (2.23)
r0αβ = FR
0
αβ , if α, β ∈ same Bravais lattice. (2.24)
With this assumption, the strain energy density of the silicon structure can be represented as the
function of
W =W (rαβ ,F, ξ) , (2.25)
The inner displacement ξ can be determined with the minimum of the strain energy density as
∂W
∂ξ
= 0. (2.26)
With the determined inner displacement and the strain energy density, the second Piola-Kirchhoff
stress S can be rewritten as
S =
∂W
∂E
+
∂W
∂ξ
∂ξ
∂E
. (2.27)
The elastic constants C can be written as
Cijkl =
∂2W
∂Eij∂Ekl
− ∂
2W
∂Eij∂ξm
(
∂2W
∂ξm∂ξn
)−1
∂2W
∂ξn∂Ekl
, (2.28)
i, j, k, l,m, n = 1, 2, 3,
After all the strain and stress tensors and the constitutive relations are calculated from the strain
energy density, the governing equations (2.8)-(2.10) can be easily solved either by constructing a
weak form (as is typically done in the finite element method) or by collocating the governing equa-
tions at the continuum nodes (as is typically done in a finite difference method or in a collocation
meshless method [53]). At the zero temperature condition, the strain energy is the potential energy.
However, at the finite temperature condition, the most important thing is how to calculate the vi-
brational part of strain energy. In the next section, we will introduce five different quasi-harmonic
models in detail.
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2.2 Quasi-harmonic Models
2.2.1 Real Space Quasi-harmonic (QHM) Model
For an N -atom system under the finite temperature condition, the Hamiltonian is given by [54]
H =
1
2
m
N∑
α=1
v˙Tα v˙α + U(η1, ...,ηN ), (2.29)
where m is the mass of the silicon atom, U is the total potential energy of the system, and ηα and
v˙α, α = 1, ..., N , are the position and the velocity vectors of atom α, respectively. The instantaneous
position vector ηα can be further written as
ηα = η
0
α + vα, (2.30)
where η0α is the equilibrium position vector and vα is the displacement of atom α due to thermal
vibration. In a harmonic approximation, the Tersoff potential function is written in a quadratic
form by neglecting the higher-order (> 2) terms in its Taylor’s series expansion. The total potential
energy can thus be rewritten as
U(η1, ...,ηN ) = U(η
0
1, ...,η
0
N )
+
1
2
N∑
α,β=1
3∑
j,k=1
∂2U(η1, ...,ηN )
∂ηαj∂ηβk

η1,...,ηN=η
0
1,...,η
0
N
vαjvβk, (2.31)
where ηαj and ηβk are the j-th and the k-th component of the relative position of atoms α and β,
respectively, and vαj and vβk are the j-th and the k-th component of the displacement of atoms α
and β, respectively. Denoting η = (η1, ...,ηN ) and η
0 = (η01, ...,η
0
N ), Eq. (2.31) can be rewritten
in a matrix form as
U(η) = U(η0) +
1
2
vTΦv, (2.32)
where v = [v1, ...,vN ]
T and Φ is the 3N × 3N force constant matrix given by
Φ3α+j−3,3β+k−3 =
∂2U(η)
∂ηαj∂ηβk

η=η0
, α, β = 1, ...,N, j, k = 1, 2, 3. (2.33)
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Note that in the classical harmonic approximation, the force constant matrix is independent of
temperature T , i.e., the equilibrium position η0 in Eq. (2.33) does not depend on temperature
(η0 ≡ η0|T=0). However, typically the volume of the crystal and the equilibrium position of
the atoms, η0, varies with temperature. If the force constant matrix is allowed to change with the
volume of the crystal, the harmonic approximation is then called the quasi-harmonic approximation.
Substituting Eq. (2.32) into the Hamiltonian, Eq. (2.29), one obtains
H =
1
2
mv˙T v˙ +
1
2
vTΦv + U(η0). (2.34)
By diagonalizing the real symmetric force constant matrix Φ, Eq. (2.34) can be rewritten as
H =
1
2
mv˙T v˙+
1
2
vTLTΛLv+ U(η0), (2.35)
where Λ is a 3N × 3N real diagonal matrix whose entries (λ1, λ2, ..., λ3N ) are the eigenvalues of
the force constant matrix Φ and L is a 3N × 3N orthogonal matrix (LTL = I) whose columns are
the eigenvectors of Φ. Defining q = Lv and q˙ = Lv˙, Eq. (2.35) can be rewritten as
H =
1
2
mq˙T q˙+
1
2
qTΛq+ U(η0), (2.36)
where q and q˙ are the normal coordinates. Since the matrix Λ is diagonal, the Hamiltonian given
in Eq. (2.36) can be rewritten as the sum of the energies of 3N independent harmonic oscillators
in the normal coordinate system. For the j-th harmonic oscillator, the Hamiltonian is given by
Hj =
1
2
mq˙2j +
1
2
λjq
2
j + Uj(η
0), (2.37)
where Uj(η
0) is the potential energy for the j-th oscillator at the equilibrium position. By solving
the Schro¨dinger equation [55] for the harmonic oscillator given in Eq. (2.37), the energy levels of
the j-th harmonic oscillator are given by
ǫn,j = Uj(η
0) +
(
n+
1
2
)
~ωj , n = 0, 1, 2, ... j = 1, ..., 3N, (2.38)
where ωj is the frequency of the j-th oscillator given by
ωj =
√
λj/m, (2.39)
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~ is the reduced Planck’s constant and n is the quantum number. Once the energy levels are
obtained, the Helmholtz free energy A can be readily computed as [50]
A = −kBT
3N∑
j=1
ln
∞∑
n=0
e
−
ǫn,j
kBT
= U(η0) +
1
2
3N∑
j=1
~ωj + kBT
3N∑
j=1
ln
(
1− e−
~ωj
kBT
)
, (2.40)
where kB is the Boltzmann constant and T is the temperature. Note that on the right hand
side of Eq. (2.40), the first term is the static lattice potential energy which is determined by the
equilibrium positions of the atoms, the second term is the quantum mechanical zero point energy
and the third term is the vibrational energy, which is a function of both the temperature and the
atom positions. After the Helmholtz free energy is obtained, the other thermal properties such as
the internal energy E, the entropy S, and the heat capacity at constant volume, Cv as well as the
mechanical properties such as elastic constants can be computed as will be discussed in the results
part.
2.2.2 Local Quasi-harmonic (LQHM) Model
In the QHM model described in the previous section, the 3N × 3N force constant matrix Φ given
in Eq. (2.33) must be diagonalized. If the system has a large number of atoms, i.e., N is large, the
computational cost associated with solving the 3N × 3N eigenvalue problem could be expensive.
To overcome this difficulty, LeSar et al. [18] proposed a LQHM model. The main idea in the LQHM
model is to assume that the vibration of each atom in the system is independent of other atoms
and, hence, to neglect all terms in the QHM model that couple vibrations of different atoms. For
each atom, a local 3 × 3 force constant matrix is constructed by fixing its neighboring atoms, for
example, in Fig 2.1, the center atom α = 1 is under consideration by assuming that atoms 2-5
are fixed. The frequency of the center atom is computed by diagonalizing the local force constant
matrix. In this section, the LQHM model is briefly reviewed in the context of calculating the
thermodynamic properties of Tersoff silicon. In the LQHM model, the Hamiltonian of the center
atom α is given by
Hα =
1
2
mv˙Tα v˙α +
1
2
vTαΦ(α)vα + Uα(η
0), (2.41)
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where Uα(η
0) is the potential energy of the center atom α at the equilibrium position, vα and v˙α
are 3 × 1 position and velocity vectors of the center atom α, respectively, and Φ(α) is the force
constant matrix given by
Φj,k(α) =
∂2Ulocal(α)
∂ηαj∂ηαk

η=η0
, j, k = 1, 2, 3. (2.42)
where Ulocal(α) is the local potential energy of atom α, which contains contributions from the first
and the second nearest neighbors. In the LQHM model, the center atom α vibrates about its
equilibrium position while the surrounding atoms are considered fixed. As shown in Fig. 2.1, the
instantaneous position of the center atom (α = 1) affects the potential energy of atoms 1-5, i.e.,
the potential energy Uβ , β = 1, ..., 5, is a function of the center atom position. Therefore, Ulocal(α)
can be calculated within a cell that includes the first and the second nearest neighbors of the center
atom (i.e., 17 atoms, as shown in Fig. 2.1). Ulocal(α) is given by
Ulocal(α) =
5∑
β=1
Uβ(ησ), α = 1, σ ∈ {1, ..., 17}, (2.43)
where ησ denotes the equilibrium position of atom β and its four neighbor atoms, and Uβ is the
potential energy of atom β. By following the same procedure outlined in the previous section, the
energy levels of the center atom are given by
ǫn,j = Uα(η
0) +
(
n+
1
2
)
~ωαj , n = 0, 1, 2, ... j = 1, 2, 3, (2.44)
where ωαj is the j-th frequency of atom α. The Helmholtz free energy for an atom α in the LQHM
approach is given by
A(α) = Uα(η
0) +
1
2
3∑
j=1
~ωαj + kBT
3∑
j=1
ln
(
1− e−
~ωαj
kBT
)
. (2.45)
The Helmholtz free energy for a perfect N -atom crystal is given by
A =
N∑
α=1
A(α). (2.46)
As outlined above, the LQHM approach reduces the diagonalization of a 3N × 3N force constant
matrix to the diagonalization of N 3×3 matrices. For a system involving more than a few thousand
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atoms, the LQHM approach is considerably more efficient than the QHM approach.
2.2.3 Reciprocal Space Quasi-harmonic (QHMK) Model
As discussed in the previous sections, the size of the force constant matrix in the QHM approach
is 3N × 3N , while the LQHM approach reduces the size of the force constant matrix to 3 × 3 by
neglecting all terms in the QHM model that couple vibrations of different atoms. An alternative
approach is the quasi-harmonic model in the reciprocal space or the k-space (QHMK), which
preserves the coupling of the vibrations of different atoms but significantly reduces the size of the
force constant matrix. The key idea in the QHMK approach is to reduce the size of the force constant
matrix based on the fact that the vibration of the atoms in a Bravais lattice has the same magnitude
and direction and only differs in phase [56]. As we know, silicon diamond structure contains two
interpenetrating FCC Bravais lattices, denoted as B1 and B2. For example, in Fig. 2.1, atoms
1, 6 − 17 belong to B1 Bravais lattice while atoms 2− 5 belong to B2 Bravais lattice, respectively.
Typically, for an N -atom silicon system, both B1 and B2 contain N/2 atoms. To express the
Hamiltonian given in Eq. (2.34) in the reciprocal space, we use the Bloch’s theorem [57] and
express the j-th component of the displacement of an atom γ, vγj , as
vγj = (Nm/2)
−1/2
∑
k
A1j(k)e
ik·η0γ , j = 1, 2, 3, if γ ∈ B1, (2.47)
and
vγj = (Nm/2)
−1/2
∑
k
A2j(k)e
ik·η0γ , j = 1, 2, 3, if γ ∈ B2, (2.48)
where k is the wave vector and for an N -atom silicon system, k takes N/2 distinct values [23], and
Atj(k), t = 1, 2, are the unknown coefficients which are independent of the atom positions within a
Bravais lattice. Substituting Eqs. (2.47, 2.48) into Eq. (2.34), the Hamiltonian can be rewritten as
H = U(η0) +
1
2
∑
k
2∑
t=1
3∑
j=1
A˙
t
j
∗
(k)A˙tj(k)
+
1
2m
∑
k
2∑
t,s=1
3∑
j,k=1
N/2∑
β=1
∂2U(η)
∂ηαj∂ηβk

η=η0
· eik(η0β−η0α) ·Atj∗(k) · Ask(k), (2.49)
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where α denotes the center atom (α = 1) as shown in Fig. 2.1, α and β belongs to Bt and Bs,
respectively. A˙tj(k) and A
t
j
∗
(k) are the time derivative and complex conjugate of Atj(k), respectively.
Let Φtsj,k(α, β) denote
∂2U(η)
∂ηαj∂ηβk

η=η0
, Eq. (2.49) can be rewritten in a matrix form as
H =
1
2
∑
k
A˙H(k)A˙(k) +
1
2
∑
k
AH(k)D(k)A(k) + U(η0), (2.50)
where
A(k) = [A1j (k)A
2
j (k)]
T , j = 1, 2, 3, (2.51)
and
D(k) =
1
m


N/2∑
β=1
Φ11j,k(α, β)e
ik·(η0β−η
0
α)
N/2∑
β=1
Φ12j,k(α, β)e
ik·(η0β−η
0
α)
N/2∑
β=1
Φ21j,k(α, β)e
ik·(η0β−η
0
α)
N/2∑
β=1
Φ22j,k(α, β)e
ik·(η0β−η
0
α)

 , (2.52)
j, k = 1, 2, 3.
Here AH(k) is the Hermitian of A(k), and the 6× 6 matrix D(k) is called the dynamical matrix.
By diagonalizing the 6× 6 Hermitian dynamical matrix D(k), the Hamiltonian given in Eq. (2.50)
can be further written as
H =
1
2
∑
k
A˙H(k)A˙(k) +
1
2
∑
k
AH(k)WH(k)Λ(k)W(k)A(k) + U(η0)
=
1
2
∑
k
Q˙H(k)Q˙(k) +
1
2
∑
k
QH(k)Λ(k)Q(k) + U(η0), (2.53)
where Q(k) = W(k)A(k) is the 6 × 1 vector of normal coordinates and Λ(k) is a 6 × 6 diagonal
matrix whose components λ1(k), ..., λ6(k) are the eigenvalues of the dynamical matrix D(k). Equa-
tion (2.53) shows that the kinetic and the potential energy in the Hamiltonian are diagonalized
simultaneously. Note that in Eq. (2.52), Φ11j,k(α, β) and Φ
22
j,k(α, β) involve interactions between
atoms of the same Bravais lattice, and Φ12j,k(α, β) and Φ
21
j,k(α, β) represent interactions between
atoms of different Bravais lattices. In the calculation of the dynamical matrix, for the center atom
α, atom β loops over all the atoms in the system. However, as the Tersoff potential only includes
the nearest neighbor interactions, it can be shown that Φtsj,k(α, β) has nonzero values only if the
atom β is within two layers of atoms surrounding the center atom α, i.e., as shown in Fig. 2.1, for
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a given center atom α = 1, β only needs to loop over the nearest 17 atoms (including the center
atom) of atom α, i.e.
D(k) =
1
m


∑
β=1,6,...,17
Φ11j,k(α, β)e
ik·(η0β−η
0
α)
∑
β=2,...,5
Φ12j,k(α, β)e
ik·(η0β−η
0
α)
∑
β=2,...,5
Φ21j,k(α, β)e
ik·(η0β−η
0
α)
∑
β=1,6,...,17
Φ22j,k(α, β)e
ik·(η0β−η
0
α)

 , (2.54)
j, k = 1, 2, 3.
Note that, in Φ11j,k(α, β) and Φ
12
j,k(α, β), the center atom α belongs to the Bravais lattice B1, and in
Φ21j,k(α, β) and Φ
22
j,k(α, β), α belongs to B2. The transformed Hamiltonian, Eq. (2.53), is the sum
of the energies of 3N independent harmonic oscillators in k-space. The energy levels are given by
ǫn,ks =
U(η0)
3N
+
(
n+
1
2
)
~ωs(k), n = 0, 1, 2, ... s = 1, ..., 6, (2.55)
where k takes N/2 distinct values and ωs(k) =
√
λs(k), s = 1, ..., 6, is the frequency of the s-th
oscillator for a given k. For a silicon crystal with dimensions N1a1, N2a2 and N3a3 along the three
axes and with the Born-von Karman boundary condition [58], where N1 ×N2 ×N3 = N/2 and a1,
a2, a3 are the three FCC Bravais lattice basis vectors, the allowed values of k are given by
k =
n1
N1
b1 +
n2
N2
b2 +
n3
N3
b3, n1 = 1, ...,N1, n2 = 1, ...,N2, n3 = 1, ...,N3, (2.56)
where bi, i = 1, 2, 3, are the basis vectors of the reciprocal lattice. The Helmholtz free energy of
the system is computed as
A = U(η0) +
1
2
∑
k
6∑
s=1
~ωs(k) + kBT
∑
k
6∑
s=1
ln
(
1− e−
~ωs(k)
kBT
)
. (2.57)
Due to the periodicity of the reciprocal lattice, k can be chosen to lie in the first Brillouin
zone [54]. Furthermore, due to the point symmetry of the normal mode frequency ωs(k), it is
sufficient to evaluate ωs(k) only in a small fraction of the first Brillouin zone [59]. This result can
greatly reduce the computational effort required to calculate the free energy and other thermal
properties of the silicon crystal. In this paper, as we compute the thermodynamic properties of
the bulk silicon crystal, i.e., N → ∞, k is taken as a continuous variable and
∑
k
in Eq. (2.57) is
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Figure 2.2: A quadrant of the first Brillouin zone is decomposed into 9 tetrahedrons.
replaced by an integral of k. Therefore, Eq. (2.57) can be rewritten as
A = U(η0) +
1
2
∫
k
6∑
s=1
~ωs(k)dk + kBT
∫
k
6∑
s=1
ln
(
1− e−
~ωs(k)
kBT
)
dk. (2.58)
The integration domain is chosen to be one quadrant of the first Brillouin zone which is decom-
posed into 9 tetrahedrons as shown in Fig. 2.2. The integration is carried out by using Gaussian
quadrature [60] for each tetrahedron. For an N -atom system with the Born-von Karman boundary
condition, the QHMK approach is mathematically equivalent to the QHM approach. However, due
to the periodic and symmetric characteristics of the silicon lattice, one is able to reduce the size of
matrix diagonalization from 3N × 3N to 6× 6, and confine the calculations within a fraction of the
first Brillouin zone.
2.2.4 QHMG-n Method
The Helmholtz free energy defined by Eq. (2.40) requires the calculation of all the eigenvalues of the
force constant matrix which is very expensive. The Helmholtz free energy can also be calculated
from the local phonon density of states (LPDOS) [61, 62]. The Helmholtz free energy for a single
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atom, Aα, can be written as [61]:
Aα = Uα + kBT
∫ ωmax
0
ln
(
2 sinh
~ω
2kBT
)
n(ω,ηα)dω, (2.59)
where Uα is the static potential energy of atom α, ωmax is the maximum phonon frequency, and
n(ω,ηα) is the LPDOS of atom α. The LPDOS for an atom α can be calculated from the on-site
phonon Green’s function [63], i.e.,
n(ω,ηα) = 2mω

− 1
π
lim
ǫ→0+
Im
3∑
j=1
Gαj,αj(mω
2 + iǫ)

 , (2.60)
where Im
3∑
j=1
Gαj,αj represents the imaginary part of the summation of the on-site phonon Green’s
functions for atom α. For a given atom α and direction index j, Gαj,αj can be represented by a
continued fraction expression [64],
Gαj,αj(Z) =
1
Z − a1 − b
2
2
Z − a2 − b
2
3
. . . b23N
Z − a3N
=
1
Z − a1 − b
2
2
. . . b2n
Z − an − b2n+1t(Z)
. (2.61)
where Z = mω2 + iǫ and the coefficients al, l = 1, 2, ..., 3N , and bl, l = 2, 3, ..., 3N , are obtained
from the force constant matrix by the tridiagonalization technique [65]. In practice, only the first
n levels of coefficients are calculated and the rest of the coefficients are approximated by their
asymptotic values, a∞ and b∞. A square root terminator function [66] is then defined to represent
the remaining part of the continued fraction, which is given by
t(Z) =
1
b∞

Z − a∞
2b∞
− i
√
1−
(
Z − a∞
2b∞
)2 . (2.62)
In the QHMG-n method, as outlined above, for a given atom position α and direction j, the
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Figure 2.3: Comparison of LPDOS obtained with QHMG-n (dashed lines) and QHMK methods
(solid lines): (a) QHMG-1, (b) QHMG-2, (c) QHMG-5, and (d) QHMG-20. T = 300K.
first n levels of recursion coefficients are calculated. Then the on-site phonon Green’s function is
calculated by using Eq. (2.61). Finally, the Helmholtz free energy of atom α can be calculated
by using Eqs. (2.59, 2.60). Since the QHMG-n method avoids solving the eigenvalue problem,
it is computationally cheaper than the QHM method. Meanwhile, without the PBC assumption
requirement as the QHMK model does, the QHMG-n method can be used to simulate material
properties of nano-structures. The accuracy of the Helmholtz free energy computed by the above
approach depends on the number of recursion coefficients employed. The inclusion of the more
levels of recursion coefficients in the calculation of the on-site phonon Green’s function leads to a
more accurate calculation of the Helmholtz free energy of the atom. In an earlier paper [67], it has
been shown that n = 20 (i.e. QHMG-20) can typically provide accurate results for thermodynamic
and mechanical properties of silicon nano-structures.
To understand the significance of the number of recursion levels on the calculation of LPDOS,
consider the results shown in Fig. 2.3, where the QHMG-n method with n = 1, 2, 5 and 20 is
compared with the QHMK method for bulk silicon. The QHMK method, which has been discussed
in detail in Ref [68, 69], has been shown to accurately capture the LPDOS of bulk silicon. When
n = 1, the LPDOS obtained from QHMG-1 (see Fig. 2.3 (a)) is very different from that computed
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by the QHMK method. As shown in Fig. 2.3 (b), QHMG-2 performs better than QHMG-1 as it can
capture the acoustic and the optical phonon peaks. The accuracy further increases with QHMG-
5 as shown in Fig. 2.3 (c). Even though QHMG-5 captures the lower and the higher frequency
spectrum, it does not accurately capture the middle frequencies in the range of around 10THz.
When the number of levels is increased to 20, as shown in Fig. 2.3 (d), the LPDOS obtained from
QHMG-20 is very similar to the LPDOS computed by using the QHMK method.
The results presented above indicate that typically a value of at least n = 20 is needed to
accurately compute the thermal and mechanical properties of silicon nano-structures. The imple-
mentation of QHMG-20 can, however, be quite expensive. For example, when n = 1, in order to
compute the recursion coefficients a1 and b2 accurately for bulk silicon, we need to consider the
nearest 2 layers of atoms around an atom. When n = 2, the nearest 4 layers of atoms need to be
taken into account. Similarly, for n = 20, the nearest 40 layers of atoms need to be considered to
accurately compute the first 20 levels of recursion coefficients. As the number of layers increases,
the number of atoms that need to be considered increases rapidly and the size of the force constant
matrix becomes very large and computationally intractable. As a result, for large n, QHMG-n can
be expensive for the calculation of the thermal and mechanical properties of nano-structures.
2.2.5 Semi-local QHMG method
As discussed in the previous section, QHMG-n with a large n (typically at least a value of n=20)
can be an accurate method to compute the spatial variation of thermal and mechanical properties
of silicon nano-structures. However, QHMG-n with a large n can be quite expensive when the nano-
structure sizes exceed thousands of atoms. In this section, we develop a semi-local QHMG method,
which combines - to a large extent - the accuracy of the QHMG-n approach and the efficiency of the
LQHM approach. The key features of the semi-local QHMG approach are (i) it considers 2 layers
of atoms around an atom (it includes more number of atoms compared to the LQHM method, but
much fewer compared to the QHMG-20 approach - hence, the name semi-local) and (ii) it computes
the asymptotic recursion coefficients, a∞ and b∞, from the force constant matrix obtained by the
LQHM method instead of the average value of the first n-levels of the recursion coefficients as was
done in the QHMG-n approach. Figure 2.3 shows that QHMG-2 can capture the acoustic and
the optical phonon peaks of the LPDOS of the system. Since the Helmholtz free energy and the
lattice constant are two main properties to determine both thermal and mechanical properties of
26
the material, when we consider the calculation of the Helmholtz free energy as a function of the
lattice constant by using different levels of recursion coefficients and find out that QHMG-2 can
provide a good approximation to both the free energy and the lattice constant, with the deviation
of less than 0.01%, which can be negligible. However, QHMG-2 uses 4 layers of atoms around the
atom of interest to accurately compute the first 2 levels of recursion coefficients. If we use only 2
layers of atoms, instead of 4 layers of atoms, the first 2 levels of recursion coefficients for various
temperatures are shown in Fig. 2.4. The recursion coefficients, a1, b2 and a2, obtained with 2 layers
of atoms and 4 layers of atoms are identical. The recursion coefficient, b3, obtained with 2 layers
of atoms deviates slightly when compared to its value obtained with 4 layers of atoms. This is due
to the fact that the interactions with the atoms in the third and the fourth layers are neglected.
Since the effect of the atoms in the third and the fourth layers is negligible on a1, b2 and a2 and
small on b3, a semi-local approximation with 2 layers of atoms can be a reasonable approximation
to determine the thermodynamic properties.
In the rest of this section, first, we will present an efficient way to compute a∞ and b∞ using
the semi-local approximation and then the moment method is introduced to calculate the first 2
levels of recursion coefficients by using the nearest 2 layers of atoms.
2.2.5.1 Calculation of a∞ and b∞
a∞ and b∞ are the asymptotic values of the recursion coefficients an and bn. For a large system (i.e.,
ifN is large), a∞ can be approximated by the trace of the tridiagonalized force constant matrixΦ
TD
divided by 3N [70]. Since the transformation matrix L used to computeΦTD, i.e., ΦTD = LTΦL, is
an orthonormal matrix [67], the trace of Φ is preserved, i.e., trace(Φ) = trace(ΦTD). Thus, a∞ can
also be defined as trace(Φ)/3N . Furthermore, by using the local quasi-harmonic approximation [18],
without changing the trace of Φ, the force constant matrix Φ can be decomposed into N 3 × 3
matrices, Φ(α) , α = 1, 2, ..., N , by neglecting all the interactions between atoms. The local force
constant matrix Φ(α), is given by
Φj,k(α) =
∂2Ulocal(α)
∂ηαj∂ηαk

η=η0
, j, k = 1, 2, 3, (2.63)
where Ulocal(α) is the local potential energy of atom α, which contains contributions from the first
and second nearest neighbors. If the system is homogeneous, the local force constant matrix of
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Figure 2.4: Comparison of the first 2 levels of recursion coefficients between QHMG-2 and semi-
local QHMG method. Computed by 4 layers of atoms, a1 and a2 are shown as the solid line and
dashed line in the top figure; b2 and b3 are shown as the solid line and dashed line in the bottom
figure. Computed by 2 layers of atoms, a1 and a2 are shown as the cross symbol and circle symbol
in the top figure; b2 and b3 are shown as the cross symbol and the circle symbol in the bottom
figure.
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each atom, Φ(α), is identical. Thus, we have the relation
a∞ ∼= trace(Φ
TD)
3N
=
trace(Φ)
3N
=
N∑
α=1
trace(Φ(α))
3N
∼= traceΦ(α)
3
. (2.64)
Further more, for a perfect silicon lattice structure, a∞ and b∞ are related by the expression [71, 72]
b∞ =
a∞
2
. (2.65)
Once a∞ is obtained from Eq. (2.64), b∞ is obtained by using Eq. (2.65).
2.2.5.2 Moments description and recursion coefficients
In QHMG-n method, the force constant matrix is tridiagonalized by using the Lanczos algorithm
to compute the recursion coefficients. An alternative, and a more flexible approach, to compute the
recursion coefficients is by using the moments of the density of states. The moments approach has
the advantage that it allows an interpretation of the recursion coefficients in terms of the atomic
structure.
The r-th moment of the phonon density of states n(ω), denoted as µr, is given by [61]:
µr =
∫ ∞
−∞
(mω2)rn(ω)dω =
∑
i
λri = trace(Φ
r) =
N∑
α=1
3∑
j=1
ψT (xαj)Φ
rψ(xαj), (2.66)
where λi is the eigenvalue of the force constant matrix Φ, ψ(xαj) = [· · · , 0, 1, 0, · · · ]T is the 3N × 1
orthogonal vector with the only nonzero entry being the (3α+ j − 3)-th position corresponding to
atom α in the j-th direction, and r is the order of the moment. The corresponding r-th moment
of LPDOS of atom α in the j-direction is given by:
µr(xαj) = ψ
T (xαj)Φ
rψ(xαj) =
∑
abc...k
ΦlaΦabΦbc...Φkl︸ ︷︷ ︸
r
, (2.67)
where l = 3α+ j − 3 and the last step follows from simple matrix multiplication. Since the matrix
elements Φij are zero except for the atoms with interactions, the only nonzero contributions to the
above equation come from the “chains” of atoms with interactions. These must be closed chains
starting and finishing at atom α in the j-direction. Thus, µr(xαj) can be calculated by counting
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the number of such chains of length r [65]. For the force constant matrix obtained by using the
Tersoff potential, the first moment represents a hop on a single atom, the second to hops of the
nearest 2 layers of neighbors and back, and so on. Based on these hopping properties, 2 more layers
of atoms need to be considered when we increase the order of the moments by two.
The connection between moments and recursion coefficients can be seen by expressing the
moments in terms of the recursion coefficients [66]. The relation between the moments with an
irreducible chain [65] and the recursion coefficients is as follows:
µ¯0(xαj) = 1,
µ¯1(xαj) = a1,
µ¯2(xαj) = b
2
2, (2.68)
µ¯3(xαj) = a2b
2
2,
µ¯4(xαj) = a
2
2b
2
2 + b
4
2 + b
2
2b
2
3.
As an example, for the 17-atom cluster centered at atom α, we have a 51×51 force constant matrix
Φ =

 A BT
B D

 , (2.69)
where A = Φ1,1 is a scalar, B is a 50× 1 vector and D is a 50× 50 matrix. By using Eq. (2.69), for
atom α in the x-direction (j = 1), the irreducible chain moments in Eq. (2.68) can be rewritten as
µ¯0(xα1) = 1,
µ¯1(xα1) = A,
µ¯2(xα1) = B
TB, (2.70)
µ¯3(xα1) = B
TDB,
µ¯4(xα1) ∼= (BTB)2 +BTDDB.
By using Eqs. (2.68, 2.70), the first 2 levels of recursion coefficients can be computed. Since only
the nearest 2 layers of neighbor atoms are considered in obtaining the force constant matrix Φ, the
recursion constant b3 has a small error (when compared to b3 computed by considering 4 layers of
atoms), but the recursion constants a1, b2 and a3 are accurate as shown in Fig. 2.4.
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2.3 Molecular Dynamics Simulation
Since all the methods above are based on the harmonic approximation, we need to understand
whether the anharmonicity is important or not. That is why we also perform the MD simulations
for the same problems. In order to use classical MD simulator to study the thermal and mechanical
properties of silicon, we need to address two challenges. First, the basic output of most MD
simulations is the phase-space trajectory which can not be directly used to determine the free
energy of the system, which is formally related to the accessible of phase-space volume. So the free
energy need to be transformed into a function which can be evaluated by using the phase-space
trajectory. Second, the MD solver LAMMPS [73] is a classical MD simulator and does not include
the quantum effects, which is important at low temperature. So a proper way need to be addressed
in order to define the quantum corrections.
2.3.1 Free Energy Calculation
At zero pressure conditions, the Helmholtz free energy A is equal to the Gibbs free energy G and
the enthalpy H is equal to the internal energy E. Since the Gibbs free energy can be obtained by
directly integrating the thermodynamic relation
d
dT
(
G
T
)
= −H
T 2
, (2.71)
the Helmholtz free energy can be easily computed. But this method is no longer valid under finite
pressure condition, e.g. when the system is under strain.
The ensemble method proposed by Frenkel and Ladd [74] has been shown to be an accurate
and a robust method for free energy calculations [75]. It is restricted to homogeneous solid systems
but does yield the absolute free energy. The basic idea in the ensemble method is to construct
a reversible path from a state of known free energy to the solid phase under consideration. The
reference state adopted here is a collection of identical independent harmonic oscillators (Einstein
crystal) with the same structure as the solid under consideration. In this paper, we consider the
diamond structure crystalline silicon. In the ensemble method, the potential energy of the system
is modified by adding a parameter λ with the potential energy UE for the Einstein crystal, i.e.,
Uλ = (1− λ)U + λUE , (2.72)
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where U =
N∑
α=1
Uα is the Tersoff potential energy computed by using the current atom positions of
the N atom system, α denotes the atom number, and Uα is the Tersoff potential energy for atom α.
UE =
N∑
n=1
1
2
κ‖ηn‖2. By slowly varying the parameter λ from 0 to 1, the modified potential energy
Uλ is switched from the Tersoff potential energy to the Einstein potential energy. The λ-dependent
Hamiltonian is then defined as
H(λ) =
N∑
n=1
p2n/m+ (1− λ)U + λUE , (2.73)
where pn is the momentum of the n-th atom and m is the atom mass. The derivative of the free
energy of the system with respect to the coupling constant λ is given by
∂A
∂λ
= −kBT ∂
∂λ
{
ln
∫
· · ·
∫
e−H(λ)/kBTdqn
}
= 〈UE − U〉λ, (2.74)
where kB is Boltzmann’s constant, T is temperature, 〈· · · 〉λ is an average over the ensemble gener-
ated by H(λ). By integrating Eq. (2.74), we obtain
A = Aλ=0 = Aλ=1 +
∫ 0
1
dλ〈UE − U〉λ = A1 +
∫ 1
0
dλ〈U − UE〉λ, (2.75)
where A1 ≡ Aλ=1 is the analytical free energy of the reference Einstein crystal given by
A1 =
3NkBT
2
ln(
~
√
κ/m
kBT
), (2.76)
and ~ is the Planck’s constant.
Equation (2.75) is used to calculate the Helmholtz free energy with the integration carried out
using the 3-point Gaussian quadrature rule i.e., by numerically evaluating the ensemble average
via MD simulation at the 3 different Gaussian points. We have verified that 3-point Gaussian
quadrature rule for this problem can provide reasonable accuracy. The oscillator strength κ can
be chosen as any constant value. However, a proper value of κ can ensure a small variance in free
energy and can also lead the system to reach its equilibrium state quickly [75]. Here, the oscillator
strength κ is chosen such that the oscillation of the atoms from their equilibrium lattice positions is
approximately constant [76]. Specifically, we use κ = mω¯2, where ω¯ is the mean frequency obtained
from the local quasi-harmonic model [18].
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Table 2.1: Expression for various quantities when the 1-D harmonic oscillator is treated as a
quantum system and as a classical system
Quantity Quantum Oscillator Classical Oscillator
Hamiltonian HQ =
p2
2m +
1
2mω
2x2 HC =
p2
2m +
1
2mω
2x2
Canonical partition function QQ =
1
2csch
(
~ω
2kBT
)
QC =
kBT
~ω
Helmholtz free energy AQ =
~ω
2 + kBT ln
(
1− e−~ω/kBT ) AC = kBT ln( ~ωkBT )
Internal Energy EQ =
~ω
2 + ~ω
1
e~ω/kBT−1
EC = kBT
2.3.2 Quantum Correction
Classical MD simulations obey the rules of classical statistical mechanics. Quantum corrections
are necessary when results from MD simulations are compared with results from experiments and
quantum simulations, especially for low temperatures. Considering a simple 1-D Einstein oscillator
as an example, Table 2.1 lists the expressions for various thermodynamical properties when the
oscillator is treated both as a quantum and as a classical model. It is clear from Table 1 that
at T = 0K both the Helmholtz free energy AC and the internal energy EC of the classical model
are zero. However, the corresponding quantum energies AQ and EQ are not zero because of the
quantum effects at zero temperature. As a result, in order to compare the thermodynamical
properties predicted by classical MD simulations with quantum simulations, quantum corrections
are required.
Typically a temperature rescaling method [77] is employed to account for quantum corrections
in classical MD simulations. The basic idea in this method is to calculate a simulation temperature
TMD based on the real (given) temperature Treal such that the internal energy of the classical system
at TMD is equal to the internal energy of the quantum system at Treal. To account for quantum
corrections, classical MD simulations are then performed at TMD instead of Treal. Considering a
1-D Einstein oscillator as an example, with the expressions for internal energy as listed in Table 2.1,
the temperature rescaling relation between TMD and Treal is given by
kBTMD =
~ω
2
+
~ω
e~ω/kBTreal − 1 , (2.77)
where ω =
√
κ/m is the normal mode of the oscillator. The scaling relation between TMD and
Treal with κ = 15 eV/A˚
2 is plotted in the inset of Fig. 2.5. The results for the internal energy
and the Helmholtz free energy obtained with the quantum model, classical model and the classical
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model with temperature rescaling are shown in Fig. 2.5 and Fig. 2.6. The results indicate that the
internal energy of the classical model with temperature rescaling matches with the quantum result.
However, in the case of Helmholtz free energy, a small deviation between the quantum result and
the classical result with temperature rescaling is observed at low temperatures. The temperature
rescaling method works effectively for internal energy as there exists a one to one mapping of the
internal energy between the classical model and the quantum model. However, in the case of the
Helmholtz free energy (see inset, Fig. 2.6), the maximum value predicted by the classical model is
smaller than the maximum value predicted by the quantum model. This means that a one-to-one
mapping for temperature rescaling does not exist for the Helmholtz free energy, especially in the
low temperature region. Even though the above discussion is based on a 1-D Einstein oscillator, we
can expect similar behavior when the temperature rescaling method is used to account for quantum
corrections in MD simulations of silicon structures based on the Tersoff interatomic potential.
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Figure 2.5: Internal energy of a 1-D Einstein oscillator obtained with the quantum model EQ(Treal),
the classical model EC(Treal) and the classical model with temperature rescaling EC(TMD). (inset)
Temperature rescaling relation.
At zero pressure condition, internal energy for the quantum system can be accurately obtained
from the classical MD simulation with temperature rescaling method. The Helmholtz free energy
can then be calculated from the thermodynamical relation, Eq. (2.71). However, Eq. (2.71) is not
suitable when the material is under strain. As pointed out above, the Helmholtz free energy can not
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Figure 2.6: Helmholtz free energy of a 1-D Einstein oscillator obtained with the quantum model
AQ(Treal), the classical model AC(Treal) and the classical model with temperature rescaling
AC(TMD). (inset) Enlarged view of free energy at low temperatures.
be accurately predicted from classical MD simulation with temperature rescaling technique. Thus,
we extract the quantum correction terms for both the internal energy and the Helmholtz free energy
from the energy deviation between the classical model and the quantum model of the harmonic
oscillators with the required normal modes obtained from the quasi-harmonic approximation of the
Tersoff potential [68]. With a quasi-harmonic approximation, 3N normal modes ωn of the N atom
system can be obtained by diagonalizing the 3N × 3N force constant matrix
Φαiβj =
∂2U
∂rαi∂rβj
, (2.78)
where U is the Tersoff potential energy for the whole system, α and β denote atom numbers, and
i and j denote Cartesian components. The Hamiltonian of the system can then be expressed as
the sum of the energies of 3N independent harmonic oscillators. Using the notation shown in
Table 2.1, when the silicon system is treated as the classical system, the Helmholtz free energy and
the internal energy can be defined as
3N∑
n=1
AC(ωn) and
3N∑
n=1
EC(ωn), respectively. When the silicon
system is treated as the quantum-mechanical system, the Helmholtz free energy and the internal
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energy can be defined as
3N∑
n=1
AQ(ωn) and
3N∑
n=1
EQ(ωn), respectively. The quantum corrections for
the Helmholtz free energy Aqc and the internal energy Eqc are then obtained from the deviation
between the two systems, i.e.,
Eqc =
3N∑
n=1
(EQ(ωn)− EC(ωn)) =
3N∑
n=1
{
~ωn
2
+
~ωn
e~ωn/kBT − 1 − kBT
}
, (2.79)
Aqc =
3N∑
n=1
(AQ(ωn)−AC(ωn)) =
3N∑
n=1
{
~ωn
2
+ kBT ln
(
1− e~ωn/kBT
)
− kBT ln
(
~ωn
kBT
)}
. (2.80)
In conclusion, we use the temperature rescaling method in classical MD simulations to obtain the
lattice constants. After the lattice constants are determined, we run the classical MD simulations
for each specified temperature. The Helmholtz free energy is computed by adding the quantum
correction obtained from Eq. (2.80) to the energy obtained from Eq. (2.75), which does not include
quantum effects. The internal energy is obtained from the time average of the total energy of the
system with the quantum correction given by Eq. (2.79).
2.4 Results and Discussions
2.4.1 Thermal and Mechanical Properties of Bulk Silicon
In this section, we calculate several thermodynamic properties of Tersoff silicon by using the LQHM,
QHM, QHMK, Semi-local QHMG model and MD simulation. In the QHM model, 64, 216 and 512
atoms which correspond to 2× 2× 2, 3× 3× 3 and 4× 4× 4 unit cells, respectively, are used in the
calculations. In addition, PBC is applied in the QHM model. All the MD simulations are carried
out using the open source molecular dynamics simulator LAMMPS [73]. A silicon cubic structure
of 216 atoms (3× 3× 3 unit cells) with PBC is used. No significant size effects are found when the
results are compared with those from a silicon cubic structure of 512 or 1024 atoms. Nose-Hoover
thermostat [78] is employed to maintain the prescribed system temperature for both NPT and
NVT ensembles. The velocity-Verlet time stepping scheme is used with an integration time step of
1.0fs. The center of mass of the system is fixed during the simulation to neglect any translational
movements. For each specified temperature, we first perform NPT ensemble simulations using the
Parrinello-Rahman method [79] to determine the zero pressure lattice constant. The simulations are
run for 0.5 ∼ 1.0ns to obtain an equilibrium state and an additional 4.0 ∼ 6.0ns of simulations are
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performed for time averaging. Next, NVT ensemble simulations are also performed using the lattice
constant obtained from NPT simulations for validation as the average pressure is approximately
zero within the statistical error. As a final step, NVT ensemble simulations are performed to
compute the Helmholtz free energy. The simulation time is around 5.0ns with the starting 1.0ns
used for equilibration of the system.
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Figure 2.7: Comparison of lattice constant between QHM, LQHM, QHMK, Semi-local QHMG and
MD simulations.
With the Helmholtz free energy, thermal and mechanical properties can be easily retrieved.
The lattice parameter a(T ) is the premise of all the material properties, because it is the basic
definition of the lattice configuration. The lattice parameter a(T ) is obtained when the Helmholtz
free energy is minimized with respect to a(T ), i.e.,
∂A
∂a
= 0. (2.81)
Figure 2.7 shows the comparison of the computed lattice parameter with the MD results. The
values computed from the QHMK model match with the QHM-512 model quite well, which means
the QHMK method can successfully simulate the material properties of bulk crystal. The values
computed from both Semi-local QHMG model and QHMK model are in good agreement with the
results from the MD simulations. However, the LQHM approach overestimates, by more than 50%,
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the variation of the lattice parameter with temperature.
With the defined lattice constant and Helmholtz free energy, the internal energy E, entropy S,
and heat capacity Cv can be defined as
E = A− T ∂A
∂T
, (2.82)
S =
E −A
T
, (2.83)
Cv = −T ∂
2A
∂T 2
. (2.84)
Figure 2.8 shows the variation of the Helmholtz free energy, internal energy, entropy and heat
capacity with temperature obtained by using the QHM, LQHM, QHMK, Semi-local QHMG models
along with the MD simulation results. For free energy at low temperatures (T < 200K), the results
from all the methods are close to the MD results. However, for a temperature larger than 300K, the
results start to deviate. The results from the QHM, the QHMK and the semi-local QHMG model
are all close to the MD results, the LQHM model results have the largest error compared to the MD
data. The anharmonic effects are not significant at high temperature when comparing the results
between the quasi-harmonic models and the MD simulation. The variation of the internal energy
with temperature shows that all the models give similar results. In this case, both the non-local
effects and the anharmonic effects are quite small. Even at T = 1500K the error is within 0.004%
of the MD results. Entropy, S, is a measure of the amount of energy in a physical system that
cannot be used to do work. It is also a measure of the disorder present in a system. The LQHM
approach considers each atom in the N atom system to be an isolated subsystem. It is well-known
that the entropy of a collection of N isolated systems is smaller than that of N interacting systems.
For this reason, the entropy predicted by the LQHM model is lower compared to the MD data as
shown in Fig. 2.8. The results obtained from the QHM-512,the QHMK and the semi-local QHMG
model match well with the MD data. At 1500K, the relative error of the LQHM models compared
to the MD data is about 7.9%. Meanwhile, the LQHM approach underestimates the heat capacity
at low temperatures (< 250K) while the QHM-512, the QHMK and the semi-local QHMG model
show a good match with the MD data.
Figure 2.9 shows the variation of the elastic constant C11, C12, and C44 variations with tempera-
ture obtained by using the QHM, LQHM, QHMK models. With the increasing of the temperature,
all the three elastic parameters are deceasing, representing the softness of the stiffness of the ma-
terial. The LQHM model gives significant error of the results when the temperature is increasing,
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Figure 2.8: Comparison of Helmholtz free energy, internal energy, entropy and heat capacity between results from the QHM model , the
LQHM model, the QHMK model , the Semi-local QHMG model and MD simulations..
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which means that the atom interaction becomes more important in determining the elastic constants
of the materials at high temperature. The results from the QHMK model match well with those
from the QHM-512 model, while the computational cost is much less than that of the QHM-512
model.
2.4.2 Model Evaluations
In Table 2.2, all the quasi-harmonic methods introduced above are listed and compared with
each other. Remarks are made as follows:
1. The LQHM is computationally attractive as it reduces the degrees of freedom by neglecting
the correlations between the vibration of different atom. It is simple and efficient, but it can
be inaccurate to predict elastic constants of Tersoff silicon, especially when the materials is
under strain.
2. The QHMK model is the only model required the assumption of the periodic boundary
condition. Although it is accurate and efficient for bulk silicon calculations, it can not be
used to predict the material properties of nano-structures.
3. The QHM and QHMG model can be used to predict the material properties of both bulk
silicon and its nano-structures. Compared to the QHM model, the QHMG model is much
more efficient because it does not require the eigenvalue solver. However, the computational
cost of QHMG model is still high when the system is over thousands of atoms.
4. The QHM, QHMK, QHMG, and semi-local QHMG model can reach similar accuracy, how-
ever, the computational cost of both the QHMK model and the Semi-Local model are rela-
tively cheaper.
5. The QHMK model is the most accurate and efficient model for bulk properties approximation,
while the semi-local QHMG model compromises accuracy for efficiency, which can quickly
simulate nano-structure with a reasonable accuracy.
2.5 Conclusion
In this chapter, we propose an extension of the original zero temperature quasi-continuum method
to finite temperature using different lattice dynamics models. For isothermal systems at finite
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Table 2.2: Comparison of the quasi-harmonic models
LQHM QHM QHMK QHMG-20 Semi-Local
QHMG
space real real reciprocal real real
model local nonlocal nonlocal nonlocal semi-local
vibration correlations no yes yes yes yes
PBC assumption no no yes no no
force constant matrix dimension 3× 3 3N × 3N 6× 6 3N × 3N 51× 51
Lattice Parameter (A˚) 5.4512 5.4465(N=64) 5.4465 5.4465 5.4467
5.4465(N=216)
Free Energy (eV/atom) -4.571 -4.582(N=64) -4.584 -4.584 -4.583
-4.854(N=216)
Internal Energy (eV/atom) -4.531 -4.531(N=64) -4.531 -4.531 -4.531
-4.531(N=216)
Entropy (J/Mol-K) 12.887 15.833(N=64) 17.128 17.090 16.860
16.792(N=216)
Heat Capacity (J/Mol-K) 18.903 18.819(N=64) 19.231 19.201 19.148
19.093(N=216)
CPU time (second) 0.01 0.2 (N=64) 0.1 4.97 0.03
(thermal properties) 163 (N=512)
T=300K
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temperature, the constitutive relations are computed by using the Helmholtz free energy density.
The static part of the Helmholtz free energy density is obtained directly from the interatomic
potential while the vibrational part is calculated by using the QHM, LQHM, QHMK, QHMG
and semi-local QHMG models. Our results indicate that even though the QHM model predicts the
material properties accurately, it is inefficient when the system contains more than several hundreds
of atoms. The LQHM model is simple and efficient, but it can be inaccurate to predict elastic
constants of Tersoff silicon, especially when the material is under strain. The QHMK model can
predict the material properties accurately and efficiently, but it can not predict the correct answer
for the real silicon nano-structure problem. The QHMG model can predict the nano-structure
material properties accurately with computational efficiency compared with the QHM model, but
it is still very costly for system more than hundreds of atoms. The semi-local QHMG model
compromises accuracy for efficiency, which can quickly simulate nano-structures with a reasonable
accuracy.
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CHAPTER 3
MATERIAL PROPERTIES OF BULK SILICON AND SILICON
NANOSTRUCTURES
As both the functional element and the substrate, silicon has been widely used in MEMS/NEMS
applications. The thermal and mechanical properties of silicon need to be clearly understood under
various conditions, such as temperature, initial strain, surface effects, size effects, chirality effects,
etc. In the previous chapter we have shown that various temperature can vary the magnitude of
the thermal and mechanical properties of silicon, such as free energy, entropy, elastic constants. In
this chapter, with the quasi-harmonic models, we investigate the strain effects and surface effects
on the thermal and mechanical properties of silicon in Section 3.1 and Section 3.2, respectively. We
also systematically investigate the thermal expansion coefficient variation with surface orientation
and silicon slab thickness with the classical MD simulations in Section 3.3. Finally, conclusion is
presented in Section 3.4.
3.1 Strain effects on the thermal and mechanical properties of bulk silicon
In practice, most of the MEMS and NEMS devices operate under different kinds of strain and
temperature conditions. That is why we are interested in the material properties variation under
different types of strain. In this section, we study the strain effects on thermal and mechanical
properties of bulk silicon crystal by using the QHMKmodel. In particular, we consider the condition
when the silicon crystal is subjected to a compression, stretch and a shear deformation by changing
the entry of the deformation gradient F. We also perform MD simulations of bulk silicon under
strain by modifying the initial configuration of the system with the relation Rˆn = FRn. For
example, as shown in Fig. 3.1 (a), the lattice with big symbols is the (001) projection of silicon
lattice under the tensile deformation with F1,1 = 1.15. In Fig. 3.1 (b), the lattice with big symbols
is (001) projection of silicon lattice under the shear deformation with F1,2 = 0.15. The lattice
with small symbols in both figures is the equilibrium configuration of the silicon structure without
strain. Note that the deformed configuration is no longer a cubic structure, but a parallelepiped
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Figure 3.1: Modeling for silicon under strain.
structure. LAMMPS employs the Parrinello-Rahman method [79] to maintain both the volume and
the shape of the parallelepiped simulation box within the NVT ensemble simulations. Figure 3.2
shows the variation of the thermodynamical properties with temperature when the silicon crystal
is under tension (F11 > 1, F22 = F33 = 1 and Fij = 0 for i 6= j) and compression (F11 < 1) in the
x-direction ((100) direction). All the lines are from the QHMK calculations. All the symbols are
from the MD simulations. As we can clearly observe that all the results from the two approaches
differ by less than 0.1%. The variation of the internal energy and the free energy with tension
and compression is asymmetric. It is largely due to the asymmetry of the Tersoff potential energy
with tension and compression, i.e., when the distance between the atoms increases (tension), the
potential energy increases slowly; whereas when the distance between the atoms decreases, the
potential energy increases quickly. Therefore, the change in internal energy and free energy under an
identical tension and compression state is different. In addition, at low temperatures, a compression
state has higher internal energy compared to the tension state, while at high temperatures the
situation is opposite. While the entropy increases with temperature in all cases, the entropy of
the system, when compared to the unstrained case, is lower when the silicon crystal is under
compression and higher when the crystal is under tension. When the crystal is under tension (or
compression), the volume of the crystal increases (or decreases) and the disorder of the system
(entropy) increases (or decreases). Heat capacity is an extensive thermodynamic variable which
depends on the volume of the system. The volume change due to tension/compression changes the
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Figure 3.2: Comparison of thermodynamical properties (free energy, internal energy, entropy and
heat capacity) of bulk silicon under tension/compression strain.
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heat capacity at intermediate temperatures (150K - 800K). It is well known that, as the temperature
gets larger than the Debye temperature (625K for silicon [54]), the heat capacity converges to a
value close to 3kB per atom regardless of the configuration. Therefore, at high temperatures
(≈1000K), lattice deformation has little effect on the heat capacity. As the temperature decreases,
both the value of the heat capacity and the variation of the heat capacity with strain approach
zero. Figure 3.3 shows the variation of the thermodynamic properties under shear deformation,
the deformation gradient F12 is varied from 0.0, implying no shear deformation, to 0.075 and 0.15,
which represent shear along the x-direction. Under shear deformation, some atoms move closer and
the others move farther. This aspect along with the small volume change under shear deformation,
gives rise to a smaller increase in the internal energy and the Helmholtz free energy. Furthermore,
the volume change under shear is much smaller compared to the volume change under tension or
compression. For this reason, the change in the entropy and the change in the heat capacity with
shear is quite small.
Furthermore, we investigated the strain effect on the isothermal elastic constants at both 0
K and 1000 K. Both QHMK and LQHM models are employed to calculate the elastic constants.
In Fig. 3.4, the component F11 of the deformation gradient is varied from 0.85 to 1.15 along the
x-direction. The elastic constants decrease as the material is stretched and increase as the material
is compressed. Note that, the cubic symmetry of the unstrained silicon crystal lattice breaks down
due to the strain effect and this results in C1111 6= C2222, as shown in Fig. 3.4. Figure 3.5 shows
the variation of the elastic constants with F12, which represents a shear deformation along the xy-
direction. In this case, due to the introduction of shear strain, the elastic constants corresponding
to the shear strain and stress relationships become nonzero, i.e., C1112,C2212 6= 0. Since E12 = E21
under any deformation, the following symmetric properties remain: C1112 = C1121, C2212 = C2221,
and C1212 = C1221 = C2112 = C2121. As shown in Figs. 3.4 and 3.5, the LQHM model results can
deviate by as much as 15% compared to the QHMK model results at 1000 K.
In conclusion, initial strain plays a more important role than temperature in determining the
mechanical properties of Tersoff silicon. Using the variation of C11 as an example, from Fig. 2.9,
we can estimate the decreasing rate of C11 with temperature is about 0.014/100K. However, from
Fig. 3.4, we can estimate the decreasing rate of C11 with F11 is about 0.067/0.01.
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Figure 3.3: Comparison of thermodynamical properties of bulk silicon for shear strain.
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Figure 3.6: A silicon nanowire with the atoms of interest shown in the enlarged figure.
3.2 Thermal and Mechanical Properties of Silicon Nanostructures
For silicon nano-structures confined in one or more directions, the use of bulk thermal and mechan-
ical properties is not accurate as these properties can vary spatially. In addition, surface effects can
become important. For example, the silicon atoms on the surface can have a different configuration
(e.g. hydrogen passivation, surface reconstruction, etc.) compared to bulk silicon atoms. Here we
simply adopt a clean silicon surface to end the nanowire or the silicon cluster. To illustrate the
spatial variation of the thermodynamic and mechanical properties, we consider the silicon nanowire
with a cross-section of 2.58nm×2.58nm. The positions of the atoms of interest are also shown in
Fig. 3.6. Note that for the nanowire with ideal surfaces, the surface atoms have only two bonds.
Figure 3.7 shows the local thermodynamic properties (Helmholtz free energy, internal energy,
entropy, heat capacity, vibrational energy and kinetic energy) as a function of atom positions
obtained with LQHM, QHMG-20 and semi-local QHMG methods. We do not show results from
the QHMK model as it can not capture the spatial variation (see Ref [67] for results obtained from
the QHMK method). Both LQHM and semi-local QHMG models can capture the variation of the
thermodynamic properties near the surface, but the results from the semi-local QHMG model are
closer to the QHMG compared to the LQHM results. Figure 3.8 shows the spatial variation of
51
0 5 10 15 20 25
−4.5
−4
−3.5
−3
−2.5
A
α
 
(
e
V
/
a
t
o
m
)
 (a)
0 5 10 15 20 25
−4.5
−4
−3.5
−3
−2.5
E
α
 
(
e
V
/
a
t
o
m
)
 (b)
0 5 10 15 20 25
0
0.02
0.04
0.06
A
α
−
U
α
 
(
e
V
/
a
t
o
m
)
 
(c)
0 5 10 15 20 25
0.085
0.09
0.095
0.1
E
α
−
U
α
 
(
e
V
/
a
t
o
m
)
 
(d)
0 5 10 15 20 25
10
20
30
Atom Position along [ 0 1 0] direction (   )
S
α
 
(
J
/
M
o
l
−
K
)
 (e)
A˚
0 5 10 15 20 25
19
20
21
22
Atom Position along [ 0 1 0] direction (   )
C
v
α
 
(
J
/
M
o
l
−
K
) (f)
A˚
Figure 3.7: Thermodynamic properties variation at different atoms positions in Fig. 3.6 at 300K. Results are from LQHM model (dash
line), QHMG model (solid line) and semi-local QHMG model (cross symbol).
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the elastic constants computed using LQHM, semi-local QHMG and QHMG methods. We again
observe that the results obtained with the semi-local QHMG are closer to the QHMG results while
the results obtained with LQHM can have significant errors.
3.3 Thermal Expansion Coefficient of Silicon Nanoslabs
An important issue when dealing with MEMS/NEMS devices is to accurately predict their mate-
rial properties as these properties can be different from macroscale devices. Both thermodynamic
and mechanical properties of a material can vary with the size of the nano-structure as finite size
can break the symmetry of the crystal lattice. In Chapter 2, we have predicted the thermody-
namic and mechanical properties of perfect silicon under various conditions such as temperature,
deformation, surface chirality and size, etc. In order to accurately predict the material proper-
ties of nano-structures, systematic investigation of the variation of material properties with size
and various surface orientations is important. Thermal amplitudes of silicon surface atoms with
different surface orientations have been studied to show the anisotropic properties of vibrational
amplitudes along different directions [80]. An ab initio study of silicon thin films has shown that
the mechanical properties vary with the film thickness [81]. Using the LQHM model, an augmented
continuum theory has been proposed for the size dependence of the coefficient of thermal expan-
sion of metallic nano-structures [82]. However, for silicon, the LQHM model may not accurately
predict the variation of the lattice constant with temperatures (Chapter 2). Since silicon is one of
the important materials for MEMS/NEMS applications, a systematic investigation of the size and
surface orientation effects in silicon is important.
Several theoretical methods and techniques have been developed to investigate material prop-
erties at the nanometer scale. Ab initio method [83] is one of the accurate techniques to predict
the material properties, but it is also limited in use because of the large computational cost. With
the development of empirical interatomic potentials [20, 84], which can be a reasonably accurate
description of the material if the potentials are well-calibrated, methods such as the finite temper-
ature quasi-continuum method we have discussed in the previous chapter or MD can also be used
to compute properties of nanoscale materials. However, the finite temperature quasi-continuum
method adopts a harmonic approximation of the potential and this can be an issue when the an-
harmonicity of the potential is important. On the contrary, MD simulations based on interatomic
potentials can capture the anharmonicity and are much faster compared to the ab initio method.
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In this chapter, we use MD simulation to investigate both the surface vibrational properties and
the thermal expansion coefficient of finite thickness silicon slabs with three surface orientations at
different temperatures. By investigating different slab thicknesses, we observe that the vibrational
amplitude of the surface atoms remains constant when the silicon slab thickness is over 1.0nm.
The TEC of the interior of the slab, excluding the surface regions, is independent of the slab thick-
ness if the slab thickness is over 1.0nm. For slab thicknesses less than 1.0nm, which corresponds
to typically less than eight layers of silicon atoms, the TEC can be quite sensitive to both the
thickness and the surface orientation. These observations could be useful for silicon-based NEMS
applications.
The rest of this chapter is organized as follows: In section 3.3.1, we introduce the nano-structures
simulated and the MD simulation setup. Section 3.3.2 will present results on the vibrational
amplitude of surface atoms. Section 3.3.3 will discuss the lattice constant and interlayer relaxation
of silicon at different temperatures. Section 3.3.4 will discuss the size dependence of the thermal
expansion coefficient of silicon slabs. Finally, conclusions are presented in section 3.4.
3.3.1 Simulation Details
Classical molecular dynamics simulations are performed with LAMMPS, an open source MD solver
developed by Sandia national lab. To describe the interactions between silicon atoms, we use
the Tersoff interatomic potential, which has been used to predict structural properties of bulk
silicon [85], silicon surfaces [86] and silicon defects [87]. To investigate the dependence of thermal
properties on size along a particular direction (e.g. the thickness direction), we model the infinite
silicon slab by applying the periodic boundary condition along the two in-plane directions. To
eliminate periodicity along the thickness direction, a vacuum space of 3.0nm is added on either side
of the surface. Nos´e-Hoover thermostat [78] is employed to control the temperature with the NPT
ensemble. A time step of 1.0fs is used. All the simulations were run for 2.0ns with the first 0.3ns
used for the system to reach an equilibrium state. Since classical MD simulations can not capture
quantum effects, which are important at low temperature, we employ the temperature rescaling
method [77] to account for quantum corrections.
Three different structures with various low-index surfaces are constructed: Si(100), Si(110) and
Si(111). With Tersoff potential, for the ideal Si(110) and Si(111) surfaces, the surface structure
remains stable between the temperature range of 0K to 1500K. The ideal Si(100) surface is not
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Figure 3.9: Top and side views of atomic positions of Si surfaces: (a) Si(100) 2 × 1, (b) Si(110),
and (c) Si(111).
stable when the temperature is higher than 200K and the symmetric 2× 1 reconstructed structure
is automatically formed. Thus we use the symmetric 2 × 1 reconstructed surface for the Si(100)
structure instead of the ideal Si(100) surface. The top view and the side view of the three different
orientations near the surface are shown in Fig. 3.9. The big dark symbols in the figures represent the
surface atoms and the small light symbols represent the neighbors in the slab. We can observe from
the figure that regardless of the surface orientation, every surface atom has three neighbor atoms
with one dangling bond left free. When hydrogen passivation of the surface is considered with the
Si-H interatomic potential [88], the results indicate that the influence of hydrogen passivation on
the thermal relaxation of silicon atoms can be negligible. In addition, with hydrogen passivation,
the time step in MD simulations needs to be very small in order to maintain the Si-H bond. In this
study, we consider the silicon surface without hydrogen passivation.
The initial configuration of the various structures in MD simulations are generated with the
lattice constant a0 = 5.432A˚. Table 3.1 lists the dimensions of all the structures simulated. The in-
plane size of the three structures is large enough to approximate the infinite in-plane with periodic
boundary conditions. For each surface orientation, we simulate 5 to 7 different slab thicknesses
ranging between 0.3nm and 5.0nm. All atoms having the same coordinate along the thickness
direction are referred to as one layer of atoms. In Table 3.1, the numbers in the parenthesis refer
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Table 3.1: Dimensions (in nm) of different silicon structures considered.
Si(100) 2×1 Si(110) Si (111)
In-plane Dimensions 2.137×2.137 2.497×3.123 2.549×2.880
thickness 0.367 (4) 0.384 (3) 0.392 (4)
(number of layers) 0.639 (6) 0.576 (4) 0.705 (6)
0.911 (8) 0.768 (5) 1.646 (12)
1.454 (12) 1.921 (11) 2.586 (18)
1.997 (16) 2.689 (15) 3.527 (24)
3.084 (24) 3.841 (21)
4.170 (32) 4.993 (27)
to the number of atom layers along the thickness direction of each structure.
3.3.2 Vibration Amplitudes
In experiments, vibrational properties of surface atoms can be studied with different techniques,
such as He-atom scattering, surface infrared spectroscopy, etc. Thermal fluctuations of surface
atoms play an important role in the dynamical processes of surface atoms. The root mean square
vibrational amplitude (rmsVA), 〈u2α〉1/2, about the equilibrium position of a surface layer, is com-
puted as:
〈u2α〉1/2 =
[
1
ns
ns∑
i=1
〈
[rα,i(t)− 〈rα,i(t)〉]2
〉]1/2
, (3.1)
where α = x, y, z denotes the spatial direction, ns is the number of atoms on the surface layer,
rα,i(t) are the time (t) dependent coordinates of atom i in α direction, and 〈·〉 denotes the time
average.
The variation of rmsVA with temperature for Si(110), Si(111) and Si(100) 2× 1 surface atoms
is shown in Fig. 3.10. The variation of rmsVA with temperature for bulk silicon atoms is also
shown in the figure for comparison. Regardless of the orientation, the rmsVA of surface atoms
increases faster with temperature compared to the rmsVA of a bulk atom. For the surface atoms,
the out-of-plane rmsVA shows the strongest temperature dependence among all the three directions.
The anisotropy between out-of-plane and in-plane rmsVA grows quickly with temperature. Similar
observations have been reported in Ref [80] for the Si(100) p2× 1 and Si(111) 2× 1 surfaces with
tight-binding calculations. Of the three surfaces, Si(111) surface has the largest anisotropy between
the out-of-plane and in-plane vibrations. Moreover, the rmsVA of surface atoms in the thickness
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Figure 3.10: Variation of rmsVA of surface atoms with temperature for (a) Si(110), (b) Si(111) and
(c) Si(100) 2× 1. The rmsVA for a bulk silicon atom is also shown for comparison.
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direction of the Si(111) surface has the highest magnitude. This is because the Si(111) surface has
the lowest surface atom density, which implies that the vibration of loosely-packed surface atoms
has larger amplitude. In the in-plane directions, since both Si(111) and Si(100) 2 × 1 surfaces
have uniform atom densities, the rmsVAs of surface atoms along these two directions are similar.
However, for Si(110) surface, since the surface atoms are more densely packed in the [1¯10]-direction
than in the [001]-direction (see Fig. 3.9 (b)), the rmsVAs along these two directions are different.
The variation of rmsVA in the out-of-plane direction as a function of temperature for different
slab thicknesses of Si(110), Si(111), and Si(100) 2 × 1 is shown in Fig. 3.11. For slab thickness
over 1.0nm, the variation of rmsVA with temperature is independent of slab thickness for all the
three different surface orientations. However, for thicknesses below 1.0nm, the thinner is the slab
thickness, the higher is the magnitude of rmsVA, regardless of the surface orientation. When the
slab thickness becomes quite small, the flatness and lattice structure of the silicon slab may not be
maintained. For example, Fig. 3.12(a) shows the initial lattice structure of a 0.384nm thick slab
with Si(110) surface at 1000K. Fig. 3.12(b) shows a snapshot of the same slab when the structure
attains the full relaxation state. We note that the structure is no longer flat and exhibits some
bending. Similarly, Fig. 3.12(c) shows the initial lattice structure of a 0.367nm thick slab with
Si(100) 2 × 1 surface at 1000K. Fig. 3.12(d) shows a snapshot of the same structure after the
system has attained the equilibrium state. We again observe that the shape and structure of the
lattice have been totally reconstructed and the initial atomic configuration is no longer maintained.
3.3.3 Lattice Constant
In order to investigate the size dependence of thermal properties such as lattice constant and thermal
expansion coefficient, for each surface orientation, we performed MD simulations with different slab
thicknesses for temperatures between 0K and 1500K. For a bulk system at equilibrium, the lattice
constant is identical in all the three directions. However, for a finite thickness structure, since the
two surfaces on the top and bottom of the slab break the symmetry of the lattice structure along
the thickness direction, the relaxed interlayer spacings are no longer homogeneous. For a finite
thickness structure at equilibrium, the lattice constant along the thickness direction can vary with
location. Table 3.2 lists the average lattice constants of silicon slabs of various thicknesses with
three different surface orientations when the temperature equals 300K, 600K and 900K. As the slab
thickness increases, the average lattice constant increases and converges to the bulk value. For a
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Figure 3.12: (a) Initial snapshot of a 0.384nm thick slab with Si(110) surface at T=1000K, (b)
Snapshot of equilibrium configuration of a 0.384nm thick slab with Si(110) surface at T=1000K,
(c) Initial snapshot of a 0.367nm thick slab with Si(100) 2× 1 surface at T=1000K, (d) Snapshot
of equilibrium configuration of a 0.367nm thick slab with Si(100) 2× 1 surface at T=1000K.
61
Table 3.2: Average lattice constant (in Angstrom) of silicon for different surface orientations at
various temperatures.
Si(110)
thickness(A˚) 3.84 5.76 7.68 19.21 26.89 38.41 49.93 bulk
300K 4.973 5.173 5.247 5.372 5.394 5.410 5.418 5.446
600K 4.965 5.177 5.253 5.380 5.402 5.419 5.427 5.455
900K 5.181 5.259 5.389 5.412 5.429 5.437 5.466
Si(111)
thickness(A˚) 3.92 7.05 16.46 25.86 35.27 bulk
300K 4.859 5.135 5.316 5.364 5.385 5.446
600K 4.855 5.139 5.323 5.372 5.394 5.455
900K 4.849 5.143 5.331 5.380 5.403 5.466
Si(100) 2× 1
thickness(A˚) 3.67 6.39 9.11 14.54 19.97 30.84 41.70 bulk
300K 5.183 5.347 5.382 5.411 5.422 5.430 5.435 5.446
600K 5.353 5.387 5.417 5.429 5.438 5.443 5.455
900K 5.364 5.393 5.425 5.438 5.448 5.453 5.466
given slab thickness, as the temperature increases, the average lattice constant increases.
In order to clearly understand how the atom locations vary along the thickness direction of a
finite thickness slab, we compute the interlayer distance, which is defined as
di,i+1 =
1
ni+1
∑
j∈ni+1
rα,j − 1
ni
∑
j∈ni
rα,j , (3.2)
where ni and ni+1 are the number of atoms on layer i and layer i + 1, respectively. rα,j is the
coordinate of atom j along the thickness direction α, and di,i+1 is the interlayer distance between
layer i and i+1. Using the 4.993nm thick silicon slab with Si(110) surface as an example, Fig. 3.13
shows the variation of interlayer distance for different temperatures. The interlayer distance of the
surface atoms is much smaller compared to the interlayer distance of inside atoms because of the
asymmetry of bond forces on the surface atoms. Furthermore, since silicon is a diamond structure,
the asymmetry of the surface structure influences the interlayer distance of the first four layers of
atoms near the surface. Inside the slab, the interlayer distance does not change. The interlayer
distance increases with temperature. However, the increase in interlayer distance with temperature
for surface atoms is smaller compared to that of the atoms inside the slab. We observed similar
results with Si(100) 2× 1 and Si(111) surfaces.
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Figure 3.13: Si(110) interlayer distance for various temperatures.
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3.3.4 Thermal expansion coefficient (TEC)
Thermal expansion is the tendency of matter to change in volume in response to a change in
temperature. Linear thermal expansion coefficient α(T ) is a function of temperature T and can be
defined as
α(T ) =
1
l0
∂l(T )
∂T
, (3.3)
where l(T ) is the length of the system at temperature T , and l0 is the length of the system at
temperature T = T0. Here we use T0 = 0K. For conciseness, in the following, we express α(T )
and l(T ) as α and l. To investigate how the structure expands with temperature along the finite
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Figure 3.14: Variation of K = d0b/d
0
s with slab thickness.
thickness direction, when the slab thickness is larger than 1.0nm, the structure is decomposed into
two surface regions and one bulk region as shown in Fig. 3.13. Thus, we can define the thickness of
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the silicon slab l as the sum of the surface region thickness ls and the bulk region thickness lb, i.e.,
l = 2ls + lb = 2ρds + hdb, (3.4)
where ds and db are the average interlayer distance in surface and bulk regions, respectively. ρ is
a parameter that defines the number of layers in the surface region and h defines the number of
layers in the bulk region of the slab. For Si(111) surface orientation, since the interlayer distance
alternates between two values d1 and d2, we define the interlayer distance as d = d1 + d2 for both
the surface and the bulk regions. For Si(110), Si(111) and Si(100) 2 × 1 surface orientations, the
value of ρ is 3, 2 and 2.8544, respectively. Substituting Eq. (3.4) into Eq. (3.3), we obtain
α =
1
l0
(
2
∂ls
∂T
+
∂lb
∂T
)
. (3.5)
For the surface and bulk regions of the structure, the thermal expansion coefficients αs and αb
can be defined as
αs =
1
l0s
∂ls
∂T
=
1
d0s
∂ds
∂T
, αb =
1
l0b
∂lb
∂T
=
1
d0b
∂db
∂T
, (3.6)
where l0s , l
0
b , d
0
s and d
0
b are the lengths of the surface region, bulk region, the average interlayer
distance of the surface region and the bulk region, respectively, at temperature T0. Figures 3.14
and 3.15 show the variation of the normalized average interlayer distance with temperature for
both the bulk and the surface regions when the slab thickness is over 1.0nm. We found that the
thermal expansion coefficient (slope of the curve) is independent of the size of the slab, for both the
bulk and the surface regions. The normalized lattice constant of the bulk region matches with the
normalized lattice constant of bulk silicon. For the surface region, the variation of the normalized
lattice constant with temperature deviates from that of the bulk. By fitting a fifth-order polynomial
to the data shown in Fig. 3.14 and Fig. 3.15, we compute the thermal expansion coefficients αs and
αb by using Eq. (3.6) shown in Fig. 3.16. The TEC of the bulk region is independent of both the
size and the surface orientation of the structure. However, αs varies with the surface orientations.
Substituting Eq. (3.6) into Eq. (3.5), we obtain the relationship between α, αb and αs as
α− αb
αb
=
αs
αb
− 1
1 +
hd0b
2ρd0s
. (3.7)
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We define K = d0b/d
0
s as the ratio of average interlayer distance of bulk region to the surface region
of the structure at T0. Figure 3.17 shows the variation of K with the slab thickness for the three
different surface orientations. We observe that for each surface orientation, the variation of K with
thickness is negligible, implying that K is almost independent of the slab thickness. More over,
from Fig. 3.17, for Si(110), Si(111) and Si(100) 2× 1 surface orientations, the value of K is 1.0152,
1.0057 and 1.0528, respectively. Since the variation of K with respect to the surface orientations
is quite small and close to 1.0, for simplicity, we just assume K = 1.0 in the derivation of the
analytical expression. Eq. (3.7) can be rewritten as
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Figure 3.17: Variation of theK = d0b/d
0
s with slab thickness.
α =
2ραs + hαb
2ρ+ h
= (1− t)αs + tαb, (3.8)
where t = h/(2ρ + h), is the ratio of the thickness of the bulk region to the total thickness of
the structure. For each specified temperature, once αb and αs are calculated, the variation of
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the thermal expansion coefficient with the size of the structure can be predicted using Eq. (3.8).
Figure 3.18 shows the comparison between the TEC obtained from MD and analytical approach
(Eq. 3.8) at T = 300K, T = 600K and T = 900K for the different surface orientations. Note
that the analytical expression is used only for slab thicknesses larger than 1.0nm. As shown in
Fig. 3.18, for larger than 1.0nm slab thicknesses, the TEC of silicon slab increases with thickness
and converges to the bulk value, regardless of the surface orientation. We note that the results
from the analytical expression (Eq. 3.8) compare well with MD data as shown in Fig. 3.18. For
slab thicknesses less than 1.0nm, the TEC can be quite sensitive to both the surface orientation
and the slab thickness.
3.4 Conclusion
In this chapter, with the quasi-harmonic models and the classical MD simulations, we investigate
the effects of temperature, strain, size and surface chirality on the thermodynamic and mechanical
properties of silicon and its nano-structures. The thermodynamic properties vary more signifi-
cantly with temperature than with strain (tension, compression and shear). The variations under
identical tension and compression deformation are asymmetric. In addition, tension/compression
deformation affects the thermodynamic properties more than shear deformation. The elastic con-
stants decrease with the temperature increasing, which means material softens at high temperature.
However, in contrast with the thermodynamic properties, the elastic constants of silicon vary more
significantly with initial strain than with temperature.
We further investigated the size and surface orientation dependent TEC of silicon nanoslabs by
using classical MD simulations with the Tersoff interatomic potential. We found that regardless
of the surface orientation, the variation of the surface rmsVA with temperature is independent of
the slab thickness when the thickness is over 1.0nm. The surface TEC and the bulk TEC are also
independent of the slab thickness. When the thickness is over 1.0nm, the surface TEC varies with
the surface orientation, while there is no such dependence on the bulk TEC. When the slab thickness
is less than 1.0nm, both the rmsVA and TEC of the structure along the thickness direction can
strongly depend on the surface orientation and thickness. Finally, we also developed an analytical
expression for the variation of TEC with size and we show that the results from the analytical
expression match well with MD results.
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CHAPTER 4
ELASTIC PROPERTIES OF TWO-DIMENSIONAL
NANOMATERIAL: GRAPHENE
The observation of novel properties at nanoscale, including material properties, has intensified
the design and development of NEMS for various applications. A significant number of studies
have been performed on one-dimensional nano-structures, such as nanowires and nano tubes, to
understand their outstanding mechanical, electrical, thermal and optical properties. The mechani-
cal properties, especially their stiffness and strength, need to be carefully understood as they can
be the key factors in determining the stability and the life time of many potential NEMS appli-
cations. Extensive experimental and numerical simulations have been performed to understand
mechanical properties of nano-structures including carbon nanotube (CNT) [89, 90], silicon nan-
otube (SiNT) [91], GaN nanotube (GaNNT) [92], silicon carbide (β-SiC) nanowire [93, 94], silicon
nitride (α-Si3N4) nanowire [95], Gold nanowire [96, 117], Pd-Pt nanowire [98], and Glass Silica
nanowire [99]. The ultimate strength of these nano-structures have been measured or calculated
to be 11-83 GPa for CNT, 7-10 GPa for SiNT, 18-66 GPa GaNNT, 17-110 GPa for β-SiC, 17-59
GPa for α-Si3N4, 2-8 GPa for gold nanowires, 8-18 GPa for Pd-Pt nanowires and 9-26 GPa for
glass silica nanowires. The variation of the strength mainly depends on the critical size (e.g. di-
ameter), temperature and strain rate. Temperature and strain rate have been shown to play an
important role in determining the tensile strength and tensile strain of the CNTs [45]. Pristine
nano-structures are somewhat difficult to fabricate at the nanoscale and defects can play an im-
portant role in significantly altering the strength of the nano-structure. For example, the Young’s
modulus of CNT depends weakly on the vacancy concentration. However, the tensile strength of
CNTs can be reduced to 60% of the pristine tube value if vacancies are present [46]. The variation
of the tensile strength with crack length and shape has also been studied and it has been shown
that the crack length is more important compared to the crack shape in determining the tensile
strength of the CNTs [47]. All these studies and results indicate that temperature and vacancies
can play an important role in determining the tensile strength of one-dimensional nano-structures.
Graphene has gained significant attention recently after experiments announced its two-dimensional
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lattice stability [25] and sophisticated low-dimensional electronic properties [26, 27]. Graphene has
also been shown to possess exceptional mechanical properties [30]. Many potential applications of
graphene as MEMS/NEMS device are just starting to emerge. It is very important to systemat-
ically investigate the strength and stiffness variations of graphene under various conditions, such
as, size, temperature, chirality, loading condition, and defect. In this chapter, we mainly focus on
the following topics:
1. The chirality effect on the elastic property of graphene, such as Young’s modulus, Poisson’s
ratio and fracture strength.
2. The size and chirality effect on the elastic property of graphene nanoribbons.
3. The fracture strength variation with different temperature and loading conditions.
4. The defect type and defect size effect on the strength and stiffness of graphene monolayer.
5. The theoretical framework about the fracture strength as a function of temperature, strain
rate and defect size.
Correspondingly, this chapter is organized as follows. In section 4.1, we present the basic setup and
calculations in the classical MD simulation (Section 4.1.1), the basic concepts and discuss kinetic
analysis of fracture (Section 4.1.2) and the quantized fracture mechanics theory (Section 4.1.3). In
section 4.2, classical MD simulation results are presented for the elastic properties of pristine mono-
layer graphene (Section 4.2.1), the size and chirality effects of graphene nanoribbons (Section 4.2.2),
the temperature and strain rate effects on the fracture behavior of pristine graphene (Section 4.2.3),
and the vacancy and defect effects on the fracture behavior of graphene (Section 4.2.4). Comparison
between numerical results and theoretical estimations is also presented. Finally the conclusion is
given in section 4.3.
4.1 Theory and Methodology
4.1.1 Basic Definitions in MD Simulations
MD simulations are performed using LAMMPS [73] with the adaptive intermolecular reactive em-
pirical bond order (AIREBO) potential[100]. AIREBO potential has been shown to accurately
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Figure 4.1: A graphene nanoribbon with armchair edges and zigzag edges. A uniaxial tensile
test in the armchair direction refers to the figure on the left and the figure on the right is
for an uniaxial tensile test in the zigzag direction. In the force-control method, the forces
are applied on the edge atoms as shown in the figure.
capture the bond-bond interaction between carbon atoms as well as bond breaking and bond re-
forming. In order to terminate the bond-order potential to the nearest neighbor interactions, a
cutoff function is used in most empirical potentials. When describing the fracture process, where
the cutoff function becomes important, spuriously high bond forces can arise with nonphysical ex-
planations with improper cutoff functions. To avoid such issues, we set the cutoff parameter to be
2.0A˚ , as suggested in [101], which is an acceptable approximation for the near-fracture regime.
To study mechanical properties of graphene, we perform uniaxial tensile tests under deformation-
control or force-control methods. In the deformation-control method, The strain increment with
a constant strain rate is applied to the structure every constant time step. In the force-control
method, the force is applied on the edge atoms quasi-statically by keeping the system under equi-
librium for 400ps before each load increment of 0.1eV/A˚ on each of the edge atoms. All the MD
simulations are carried out at a fixed temperature with the Nose`-Hoover thermostat [78]. The
Velocity-Verlet time stepping scheme is used with an integration time step of 0.1fs. The loading
directions in the uniaxial tensile test are displayed in Fig. 4.1, defined as the armchair direction
uniaxial tension (left) and the zigzag direction uniaxial tension (right), which are two extreme
directions regarding to the chirality of graphene lattices.
In the uniaxial tensile test, the engineering (nominal) strain and the engineering (nominal)
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stress are defined as
ǫx =
lx − lox
lox
, (4.1)
ǫy =
ly − loy
loy
, (4.2)
σx =
1
V o
∂U
∂ǫx
, (4.3)
where lox and l
o
y are the initial lengths of the nanoribbon in x- and y-directions, lx and ly are the
strained lengths of the nanoribbon, U is the strain energy, V o = loxl
o
yt is the initial volume of the
structure, and t = 3.35A˚ is the assumed graphene thickness. The Young’s modulus Y and Poisson’s
ratio ν in the x-direction are defined via the equations
Y =
1
V o
∂2U
∂ǫ2x
∣∣∣∣
ǫx=0
, (4.4)
ν = − ǫy
ǫx
. (4.5)
4.1.2 Kinetic Analysis of Fracture
Figure 4.2: A diagram of bond breaking process with the energy landscape description.
Systematic experimental investigations have shown that stress and temperature are two dom-
inant factors that determine the life time of a loaded solid [102]. From an atomic point of view,
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brittle crack extension in crystal lattices involves sequential bond breaking at the crack tip. A com-
plete understanding of the fracture process at the nanoscale requires detailed atomic-level study
to elucidate the energetics governing this sequential bond-breaking process [103]. Considering a
straight crack in a two-dimensional lattice subject to mode I loading, the energetics governing
crack growth can be generically characterized by a load-mediated energy landscape of a unit bond-
breaking process, as shown in Fig. 4.2. The lattice structures in the Figure 4.2 (A) and (C) represent
the initial configuration and the final configuration in which the crack tip is advanced by one lattice
spacing. The initial configuration (gray closed circle) on the energy landscape differs from the final
one (black closed circle), shown in Fig. 4.2 (A). These two configurations correspond to two local
energy minima, and are separated by an energy barrier representing an intrinsic lattice resistance
againest bond breaking. The highest energy state between two minima is known as the saddle
point. The energy difference between the saddle point and the initial energy minimum state gives
rise to the activation energy barrier governing the kinetic rate of bond breaking. With an increasing
applied load, as shown in Fig. 4.2(B), the energy landscape becomes tilted toward the final config-
uration with a reduced energy barrier against bond breaking. When the energy barrier is reduced
to a certain point, with the aid of thermal activation caused by temperature, the bond breaking
happens. During the bond breaking process, loading and temperature are the two major dominant
parameters. In the thermal activation theory of Eyring [104], the Arrhenius formula [105] system
relates the lifetime τ as a function of tensile stress σ and temperature T by the expression [45]
τ =
τ0
ns
exp
(
U0 − γσ
kT
)
, (4.6)
where τ0/ns is the pre-exponential factor, τ0 is the vibration period of atoms in solid, ns is defined
as the number of sites available for the state transition, U0 is the inter-atomic bond dissociation
energy, γ = qV , where V is the activation volume and q is the coefficient of local overstress, and k is
the Boltzmann constant. The lifetime τ , defined as the time taken for a stressed solid to breakdown,
is directly related to the energy barrier U0−γσ and the temperature T , by the Maxwell-Boltzmann
distribution. The energy barrier is typically lowered by the applied tensile stress and the thermal
motion of atoms can also overcome the energy barrier and result in bond dissociation.
In the uniaxial tensile test, when the tensile stress varies with time, i.e., if σ = σ(t), the rule of
partial lifetime summation leads to Bailey principle [106], which states that the fracture is initiated
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when ∫ tr
0
dt
τ [T, σ(t)]
= 1, (4.7)
where tr is the time to failure. The fracture strength σr is defined as the stress in the structure
when breakdown happens. With constant strain rate, σ(t) is directly related to the constitutive
relations of the material.
For a linear elastic (LE) material, with Young’s modulus K, σ and σr can be defined as
σ(t) = Kǫ(t) = Kǫ˙t, σr = Kǫ˙tr. (4.8)
Substituting Eqs. (4.6, 4.8) into Eq. (4.7), we have
σr(ǫ˙, T ) =
U0
γ
+
k
γ
ln
(
γKǫ˙τ0
nskT
)
T, (4.9)
which shows the linear relation between fracture strength and temperature where ln
(
γKǫ˙τ0
nskT
)
can
be considered as a constant [45, 119]. The corresponding fracture strain ǫr and the time to failure
tr can be obtained as
ǫr =
σr
K
, (4.10)
tr =
σr
Kǫ˙
(4.11)
Graphene has been shown to exhibit nonlinear elastic (NLE) behavior under the uniaxial tensile
test [34, 115]. In order to develop an explicit analytical expression for σr, we define σ(t) under
constant strain rate using two parameters a and b as
σ(t) = a ln [bǫ(t) + 1.0] = a ln [bǫ˙t+ 1.0] . (4.12)
Thus σr can be defined as σr = a ln [bǫ˙tr + 1.0]. Substituting Eq. (4.12) and Eq. (4.6) into Eq. (4.7),
we have
σr(ǫ˙, T ) =
akT
γa+ kT
[
U0
kT
+ ln
(
bǫ˙τ0
ns
(
γa
kT
+ 1)
)]
(4.13)
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The fracture strain and the time to failure are defined as
ǫr =
1
b
[
exp
(σr
a
)
− 1.0
]
, (4.14)
tr =
1
bǫ˙
[
exp
(σr
a
)
− 1.0
]
(4.15)
When b→ 0, the nonlinear elastic relation given in Eq.(4.12) can be shown to reduce to the linear
elastic relation σ ≈ abǫ using the Taylor series expansion and neglecting the second and higher order
terms. The corresponding fracture properties, Eqs. (4.13, 4.14, 4.15), will reduce to the expressions
given in Eqs. (4.9, 4.10, 4.11). Thus, with the kinetic analysis of fracture, analytical expressions
relating the fracture strength under uniaxial tensile test as a function of temperature and strain
rate can be developed.
4.1.3 Quantized Fracture Mechanics
Figure 4.3: Static plane-crack system, showing incremental extension of its length L0 and
the surface dA.
In 1920, Griffith applied the first law of thermodynamics to the formation of a crack [107],
implying a crack growth by the related energy balance. A mode I crack model is shown in Fig. 4.3:
a infinite large plate (thickness B) contains a crack 2L long, subjected to a constant stress σ,
perpendicular to the crack direction. In order to let the crack propagate, sufficient potential energy
must be available in the plate to overcome the surface energy of the material. The Griffith energy
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balance for an incremental increase in the crack area dA can be expressed as [108]
dW
dA
+
dWs
dA
= 0, (4.16)
where W is the potential energy supplied by the internal strain energy and external forces, and Ws
is the work required to create new surfaces. Later on in 1956, Irwin [109] defined an energy release
rate, G, which is a measure of the energy available for an increment of crack extension,
G = −dW
dA
=
πσ2L
E
, (4.17)
where E is the Young’s modulus of the structure. With the stress intensity factor (SIF), KI =
σ
√
πL, the relation between G and KI can be easily derived as
G =
K2I
E
. (4.18)
With the SIF, the local stress near the crack is intensified compared with the faraway stress applied
to the plate. If we assume a material fails locally at some combination of stress and strain, the
crack extension must occur at a critical K value. The value KC , as a measure of fracture toughness,
is a material constant that is independent of the size and geometry of the cracked body. We can
use
σ =
KIC√
πL
(4.19)
as the failure criterion of the material. Since the energy release rate is uniquely related to the stress
intensity (Eq. (4.18)), GC can also be used as a failure criterion of the material.
The linear elastic fracture mechanics (LEFM) theory is based on the continuum assumption of
crack propagation. However, in nano-scale, the crack propagates in a discrete manner, correspond-
ing to the breaking of just one inter-atomic bond, defined as the fracture quantum, as L0 shown in
Fig. 4.3. Recently, a new energy-based quantized fracture mechanics (QFM) [110, 111] theory has
been formulated by substituting the differentials in Griffith’s energy balance with finite differences,
G = −∆W/∆A, in order to take into account the underlying crystal structure. The SIF is defined
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as:
KQFMI =
√
1
L0
∫ L+L0
L
KI(l)2dl
= σ
√
π(L+ L0/2), (4.20)
where L0 is the fracture quantum, the minimum crack elongation during the fracture process. Then
the failure strength in QFM can be defined as
σQFMf =
KIC√
π(L+ L0/2)
. (4.21)
As shown in Fig. 4.4, for a blunt crack with tip curvature ρ, the SIF K ′I can be defined as [112]
Figure 4.4: A diagram of finite width plate with a blunt tip crack.
K ′I ≈ KI
√
1 + (ρ/2L0). (4.22)
Meanwhile, for the crack on a finite width (2w) plate, the boundary condition causes a higher stress
intensification at the crack tip, so that the Mode I SIF for this situation is given by [108]
K ′I ≈ KI
[
2w
πL
tan
(
πL
2w
)]1/2
. (4.23)
As a summary, a blunt crack on a finite width plate is considered under mode I loading in our
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study. The plate width is defined as 2w, the crack length is defined as 2L and the tip radius of
the crack is defined as ρ. The fracture strength can be defined by replacing K ′I in Eq. (4.22) and
Eq. (4.23) into Eq. (4.21):
σf (L) =
KIC
√
1 + (ρ/2L0)√
π(L+ L0/2)
[
2w
πL
tan
(
πL
2w
)]1/2
. (4.24)
For a pristine lattice, when L = 0 and ρ = 0, Eq. (4.24) shows the relation between the fracture
strength σr for the pristine lattice and the fracture toughness KIC as
σr =
KIC√
πL0/2
. (4.25)
Thus the relation between the fracture strength σf with a defect and the fracture strength σr of
pristine lattice can be defined as
σf (L) = σr(ǫ˙, T )
√
1 + ρ/2L0
1 + 2L/L0
[
2w
πL
tan
(
πL
2w
)]1/2
. (4.26)
Even though QFM theory is based on discrete crack propagation, it assumes that the medium
is linear and elastic. For nonlinear elastic behavior, corrections [111] have been reported. However,
when fracture occurs in the linear elastic region due to the slit cracks, the corrections can be
neglected. Thus, Eq. (4.13) and Eq. (4.26) serve as the theoretical approximations of the fracture
strength of graphene monolayer as a function of temperature, strain rate, crack length, crack tip
radius and the defect density.
4.2 Results and Discussions
4.2.1 Elastic Properties of Bulk Graphene
We first investigate the equilibrium configuration of bulk graphene at room temperature (300K)
by performing an NPT ensemble MD simulation of 3936 atoms (100.8A˚×102.2A˚) with PBC in
the in-plane two directions. Starting with an initial random velocity for all the atoms, once the
system reaches an equilibrium state, the intrinsic ripple structures can be clearly observed. We
found that the typical size of the out-of-plane fluctuation is around 0.576A˚. Since the amplitude of
the out-of-plane fluctuations h¯ of a membrane with typical size L obeys the relation h¯ ∝ Lζ with
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ζ = 0.6 − 0.8 for graphene, our estimate for the ratio h¯/Lζ is 0.036 with ζ = 0.6, which is in good
agreement with 0.035 calculated in Ref. [113]. Figure 4.5 shows the radial distribution function of
the bulk graphene at 300K calculated with AIREBO potential by MD simulations. The locations
of the peaks identify the first three nearest neighbors and the distribution matches well with the
published data [113].
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Figure 4.5: Comparison of the radial distribution function obtained with the AIREBO
potential and the LCBOPII potential [113].
To investigate the effect of chirality on the mechanical properties of bulk graphene, we perform
displacement-control uniaxial tensile tests with the strain rate defined as 0.001/ps in both armchair
and zigzag directions on a 3936 atom graphene lattice with PBC in the in-plane two directions.
Our MD calculations indicate that 3936 atoms with PBC can accurately reproduce the mechanical
properties of bulk graphene. The Young’s modulus Yb is 1.01± 0.03TPa and the Poisson’s ratio νb
is 0.21 ± 0.01. These results match with the published data quite well.
Figure 4.6 shows the engineering strain-stress curves for uniaxial tensile tests in both armchair
and zigzag directions from MD simulations. The inset of Fig. 4.6 clearly shows the linear elastic
behavior of graphene for the small strain range (< 0.5%) and there is no chirality dependence
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Figure 4.6: Stress-strain relation of bulk graphene under uniaxial tensile test in the armchair
direction (dashed line with circles) and the zigzag direction (solid line with squares) at 300K.
The inset figure shows the linear elastic behavior for the small strain range without chirality
effects.
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Figure 4.7: Variation of bond length (a) and bond angle (b) as a function of strain when
uniaxial tension is applied on bulk graphene along zigzag and armchair directions. Zigzag
A and Zigzag B refer to the bond length of type A and type B (see Fig. 4.1) when tension
is applied along the zigzag direction. Armchair A and Armchair B refer to the bond length
of type A and type B (see Fig. 4.1) when tension is applied along the armchair direction.
Similarly, Zigzag α and Zigzag β refer to the bond angle of type α and type β (see Fig. 4.1)
when tension is applied along the zigzag direction. Armchair α and Armchair β refer to the
bond angle of type α and type β (see Fig. 4.1) when tension is applied along the armchair
direction.
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for small strains. As the strain increases, the chirality dependence becomes more obvious. The
fracture strain is 0.13 and 0.20 in the armchair and zigzag cases, respectively. The fracture strength,
defined as the engineering stress on the material at the breaking point, is 90GPa and 107GPa in
the armchair and zigzag cases, respectively. The maximum Cauchy stress is 102GPa and 129GPa
in the armchair and zigzag cases, respectively. To understand how a graphene lattice deforms due
to the tensile stress, Figures 4.7(A), 4.7(B) show the variation of the bond length and bond angle
with the strain in the tension direction for armchair and zigzag cases. We can clearly observe
that a uniaxial tensile stress causes variations in both the bond length and the bond angle. The
bonds along the tension direction (bond type A, along the armchair direction (see Fig. 4.1)) or
close to the tension direction (bond type B, 30o to the zigzag direction (see Fig. 4.1)) undergo
more deformation and are responsible for failure with very similar bond elongation at the fracture
point. Furthermore, the magnitude of the bond angle variation in the zigzag direction tension test
is much larger than that in the armchair direction tension test. These observations can explain
why zigzag direction tension has larger fracture strain compared to the armchair direction tension.
At room temperature, the brittle fracture behavior is observed in our MD simulations. The bonds
with light color (shown in Fig. 4.1) are the typical brittle fracture paths for uniaxial tensile tests
in armchair and zigzag directions. For bonds that are along (or most closely aligned along) the
tension direction, an expression relating the bond elongation and the elastic deformation at the
brittle breaking point can be obtained by using the homogeneous deformation Cauchy-Born rule
as [114]
ǫbb(χ) = 2(δl/l)bb [(1− ν) + (1 + ν) cos 2χ]−1 ,
where ǫbb is the brittle breaking strain or fracture strain, (δl/l)bb is the individual bond elongation
at the brittle breaking point, ν is the Poisson’s ratio and χ is the chiral angle which is equal
to 0o for the armchair case and 30o for the zigzag case. Using the above equation, we estimate
ǫbb,armchair : ǫbb,zigzag = 0.66 : 1.00, which is consistent with our simulation results of 0.68 : 1.00.
4.2.2 Size and Chirality Effects on Elastic Properties of Graphene Nanoribbons
To investigate the size and chirality effects on the mechanical properties of graphene nanoribbons,
we perform force-control uniaxial tensile tests on approximately square-shape graphene nanoribbons
in armchair and zigzag directions with the diagonal length varying between 1.17nm and 15.62nm.
MD simulations are performed using an NVT ensemble with 5.0nm vacuum space on each side of
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Figure 4.8: Normalized Young’s modulus Y/Yb (a) and normalized Poisson’s ratio ν/νb (b)
as a function of the graphene nanoribbon’s diagonal length for uniaxial tension along the
armchair and zigzag directions.
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the nanoribbon. In Fig. 4.8(A) and 4.8(B) we plot the variation of normalized Young’s modulus
Y/Yb and normalized Poisson’s ratio ν/νb as a function of the size of the graphene nanoribbon.
We observe that Young’s modulus along armchair and zigzag directions increases with the diagonal
length of the nanoribbon and slowly converges to the Young’s modulus of bulk graphene, whereas
the Poisson’s ratio decreases with the increase in diagonal length of nanoribbon and converges
to the bulk value. This variation is similar to the size dependent Young’s modulus of carbon
nanotube, even though the Young’s modulus and Poisson’s ratio show more size dependence in the
two dimensional graphene nanoribbon structure compared to the one dimensional carbon nanotube
structure. [44]. For example, the size effect on Young’s modulus is negligible when the diagonal
length of the graphene nanoribbon is over 10.0nm. However, the size effect can be neglected when
the diameter of the carbon nanotube is larger than 0.75nm. We also present the tight-binding
simulation results as a comparison [115]. Tight-binding simulations do not indicate any significant
dependence of Young’s modulus and Poisson’s ratio on chirality. However, MD simulations indicate
significant chirality effects. For the same size nanoribbon, Young’s modulus is larger along the
zigzag direction than along the armchair direction, whereas Poisson’s ratio is larger in armchair
direction than zigzag direction. The differences in MD and tight-binding simulation results are due
to the different parameters and potentials used in the models. For instance, MD simulations are
carried out at room temperature with thermal fluctuations involved in the out-of-plane direction,
while tight-binding simulations are carried out at zero-temperature with a perfect two-dimensional
lattice structure. It is important to note that both MD and tight-binding simulations predict
similar magnitude for the size dependence, which is much larger than the prediction [116] made by
the continuum mechanics approximation with Tersoff-Brenner potential [19]. In this approach, the
Young’s modulus of the graphene nanoribbon is calculated based on a 2-D equilibrium configuration
(no rippling) with the assumption of straight edges by directly minimizing the potential energy.
4.2.3 Temperature and Strain Rate Effects on the Fracture Strength of Pristine
Monolayer Graphene
In order to investigate the mechanical properties of graphene under various temperatures and load-
ing conditions, MD simulations are performed using LAMMPS [73] with the adaptive intermolecular
reactive empirical bond order (AIREBO) potential [100]. AIREBO potential has been shown to
accurately capture the Young’s modulus of graphene [115] as well as bond breaking and bond re-
forming between carbon atoms. The cut-off parameter is set to be 2.0 A˚ in order to avoid the
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Figure 4.9: (A) Nominal strain v.s. stress relation of graphene under uniaxial tensile test along the
armchair direction at various temperatures. (B) Variation of Young’s Modulus of graphene with
temperature under uniaxial tensile test along the armchair direction.
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spuriously high bond forces and nonphysical results near the fracture region [101]. In our previous
study [115], we have shown that the fracture strength and fracture strain of monolayer graphene
in the zigzag direction tension is larger than those in the armchair direction tension. In this study,
we only investigate the uniaxial tensile test of graphene along the armchair direction. To inves-
tigate the Young’s modulus and fracture properties, we perform calculations on a 100.8 A˚×102.2
A˚ size pristine graphene monolayer (3936 atoms) with periodic boundary condition (PBC) along
the in-plane two directions. This size is large enough to represent the mechanical properties of an
infinitely large graphene monolayer. Starting with a uniformly distributed initial velocity profile,
we perform NPT simulations at the specified temperature for 200 ps with a time step of 0.1 fs to
let the system reach its equilibrium configuration. Then, we perform deformation-controlled uni-
axial tensile test along the armchair direction of the structure by applying the strain rate of 0.001
ps−1. The pressure component perpendicular to the loading direction is controlled to maintain the
uniaxial tensile condition. The strain increment is applied to the structure after every 1 time step
with the step size of 0.1 fs. For each temperature, we run two or three independent loading tests by
adopting different initial configurations. The nominal strain, nominal stress and Young’s modulus
are calculated the same way as described in Ref. [115].
The stress-strain relations for various temperatures ranging between 300 K and 2400 K are
shown in Fig. 4.9 (A). As shown in the figure, a non-linear elastic behavior is observed for graphene.
The fracture strength and fracture strain decrease significantly with the increase in temperature.
As shown in Fig. 4.9 (B), the Young’s modulus exhibits minor variation with temperature till
around 1200 K. Beyond that, the Young’s modulus decreases and the material becomes softer
with the increase in temperature. For single wall CNT, similar variation of Young’s modulus
with temperature has been observed. The reason is at high temperature around 1100 K, thermal
fluctuation of atoms becomes significant and causes a sudden change of the standard deviation of
bond angles [118]. Even at high temperature, e.g. at 2400 K, the Young’s modulus of graphene
is 0.9 TPa, which is approximately 10% lower compared to the room temperature value. This
suggests that graphene, when compared to other materials, can be a strong material even at higher
temperatures. The fracture strength of graphene decreases with the increase in temperature. The
fracture strength at 2400 K is about 60% lower compared to that at room temperature. Figure 4.10
shows the variation of tensile strength of graphene with temperature. Comparison is also presented
with experimental and numerical data reported in literature for carbon nanotube, silicon nanotube,
GaN nanotube, silicon carbide nanowire, silidon nitride nanowire, gold nanowire, Pd-Pt nanowire
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Figure 4.10: Comparison of the ultimate tensile strength σr of graphene at various temperature
with values reported in the literature for carbon nano-tube [89, 90], silicon nano-tube [91], gallium
nitride nano-tube [92], silicon carbide (βSiC) nano-wire [93, 94], silicon nitride (αSi3N4) nano-
wire [95], gold nano-wire [96, 117], Pd-Pt nano-wire [98] and glass silica nano-wire [99]. The filled
symbols are represent the numerical simulation results. The hollow symbols are represent the
experimental data.
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and glass silica nanowire. The comparison indicates that graphene, a two-dimensional nanomaterial,
is one of the strongest material known to date [30].
In order to check the accuracy of the theoretical approximations for fracture strength, fracture
strain and transition time (Eqs. (4.13, 4.14, 4.15)) with the modified nonlinear elastic constitutive
relation, we use τ0 = 10
−13 s [102] as the average vibration period of atoms in solid. With the
AIREBO potential, the bonding energy and the activation volume show a negligible variation with
temperature. Accordingly, we define U0 = 4.94 eV and γ = 8.49 A˚
3, with the assumption of q = 1.
Since the strain-stress relation has a minor variation with temperature, using the least-squares
technique, we calculate a = 1.11× 1011 Pa and b = 9.69 for the nonlinear elastic behavior given in
(Eq. (4.12)). For the linear elastic behavior (Eq. (4.8)), we use K = 1.0 TPa. ns = 1.5N is defined
as the total number of bonds that can be broken in an N atom system.
Considering two different sizes of the graphene lattice, a small size of N = 60 and a large
size of N = 3936, we investigate the variation of the fracture properties with temperature. In
MD simulations, the strain rate and time step are defined as 0.001 ps−1 and 0.1 fs, respectively.
Figure 4.11 shows the variation of the fracture strength, fracture strain and transition time as a
function of temperature for the two different system sizes. MD simulation results and the theoretical
approximations with both the LE model and NLE model are presented. Clearly, temperature plays
an important role as it reduces the fracture strength and fracture strain. The LE theoretical
model does not accurately estimate the variation of the fracture strain and transition time with
temperature. The NLE theoretical model provides a good estimate of all the fracture properties as
the results match reasonably well with the MD simulation results.
For the N = 3936 system, we further investigate the variation of the fracture properties with
strain rate at temperatures of 300 K, 1200 K and 2100 K. Figure 4.12 shows the variation of
the fracture properties with strain rate at different temperatures. The comparison between MD
results (symbols) and NLE theoretical model (lines) are presented. Both the fracture strength
and the fracture strain decrease slightly with the decrease in the strain rate at low temperature
(300 K), but the strain rate effect is more prominent at high temperature (2100 K). Compared
to the temperature effect on the fracture strength and fracture strain, the strain rate effect is not
significant. The results from the NLE theoretical model agree reasonably well with the MD data.
90
0 1000 2000 3000
0
50
100
temperature(K)F
ra
ct
ur
e 
St
re
ng
th
 (G
Pa
)
 
 
(A)
N=3936 NLE
N=60 NLE
N=3936 LE
N=60 LE
N=3936 MD
N=60 MD
0 500 1000 1500 2000 2500 3000
0
0.1
0.2
temperature(K)
Fr
ac
tu
re
 S
tra
in
(B)
0 500 1000 1500 2000 2500 3000
0
100
200
temperature(K)
Ti
m
e 
to
 F
ai
lu
re
 (p
s)
(C)
Figure 4.11: Variation of the fracture strength, fracture strain and transition time as a function
of temperature for two different system sizes (60 atoms and 3936atoms). The symbols are from
MD simulations. The lines are from the theoretical approximations (Eq. (4.13), Eq. (4.14), and
Eq. (4.15)), respectively.
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Figure 4.12: Variation of the fracture strength, fracture strain and transition time as a function
of strain rate for three different temperatures (300 K, 1200 K and 2100 K). The symbols are from
MD simulations. The lines are from the theoretical approximations (Eq. (4.13), Eq. (4.14), and
Eq. (4.15)), respectively.
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Figure 4.13: Atomic structure of graphene with (a) one atom (denoted as vacancy type (a)), (b)
two atom (denoted as vacancy type (b)), (c) four atom (denoted as vacancy type (c)) and (d) six
atom (denoted as vacancy type (d)) vacancies.
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Figure 4.14: (A) Comparison of the variation of Young’s Modulus variation with vacancy types
(see Fig. 4.13) at 300 K and 1200 K. (B) Comparison of variation of fracture strength variation
with vacancy types (see Fig. 4.13) at 300 K and 1200 K.
93
4.2.4 Effect of defects on the Fracture Strength of Monolayer Graphene
As shown in the previous section, pristine monolayer graphene has outstanding mechanical prop-
erties. However, during fabrication of graphene, defects can not be fully prevented [120]. Defects
typically cause degradation of the mechanical properties. To systematically investigate the effect
of defects on the strength and stiffness of graphene, we first perform uniaxial tensile test along the
armchair direction considering different number of vacancies as shown in Fig. 4.13. Figure 4.13(a)
shows a close view of a single atom vacancy in the middle of an approximately 5 nm×5 nm square-
like graphene lattice. Figure 4.13(b), (c), and (d) show, respectively, close view of a two-atom
vacancy, four-atom vacancy and a six-atom vacancy in the middle of 5 nm×5 nm square-like
graphene lattice. No hydrogen termination was considered for the dangling bonds as the light mass
Hydrogen has negligible effect on the strength and stiffness of carbon structures [47, 122]. After the
equilibration of the structure, a strain rate of 0.0005 ps−1 is applied along the armchair direction
to perform the uniaxial tensile test. Two temperatures of 300 K and 1200 K were considered.
Figure 4.14(A) shows the variation of the Young’s modulus with the vacancy type (or the number
of vacancies). The structure becomes softer as the number of vacancies increase. However, even a
relatively high density (one six-atom vacancy per 25 nm2 area.) reduces the Young’s modulus by
only 5%. Temperature has a negligible effect on the variation of Young’s modulus with vacancies.
Although vacancies result in a small decrease in Young’s modulus, both vacancies and temperature
reduce the fracture strength of graphene as shown in Fig. 4.14(B). At 300 K, vacancy type (a) and
(b) (see Fig. 4.13) have approximately the same fracture strength of 73± 1 GPa, whereas vacancy
type (c) and (d) (see Fig. 4.13) have fracture strength of approximately 64±1 GPa. Similar results
were observed at 1200 K.
To further understand the effect of defects on the strength of graphene, we investigate the slit
model shown in Fig. 4.15. The uniaxial tension is applied along the armchair direction. When
fracture occurs, the bonds break continuously, along the slit direction starting from the slit tip, till
the graphene structure falls apart. The length of the slit (2L = 2ρ + nL0 with n = 1, 2, 3...) and
the radius of the tip ρ =
√
3/2L0 are also shown in the figure. 2w = 5 nm is the finite width of
the graphene monolayer along the slit direction. Figure 4.16 shows the variation of the fracture
strength as a function of slit semi-length at temperatures of 300 K and 1200 K. The analytical
approximations from Eq. (4.26) with σr from Eq. (4.13) are also shown for comparison. Clearly,
the fracture strength decreases with the increase in slit length. The theoretical results matches
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Figure 4.15: The atomic-scale slit structure of graphene for Mode I loading. The definitions of
various parameters in Eq. (4.26) are shown in the diagram.
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reasonably well with the MD results. The variation of the normalized fracture strength with the
slit semi-length is shown in Fig. 4.17. Comparison with the published numerical data for other
materials and structures, such as Si, SiC, C, Ge [121] and single wall CNTs [122] is also shown.
While all the materials and structures follow the same variation with slit semi-length, graphene
shows a slightly higher fracture strength and can be considered as one of the strongest materials.
4.3 Conclusion
In this chapter, we perform an extensive study to understand the elastic and fracture property vari-
ations of the elastic and fracture properties of monolayer graphene with size, chirality, temperature,
strain rate, and defect. The conclusion is as following:
1. With classical MD simulation by employing the AIREBO potential, we predict the Young’s
modulus of graphene to be 1.01± 0.03TPa, the Poisson’s ratio to be 0.21± 0.01, regardless of
chirality. The fracture strain and fracture strength of pristine graphene are 0.13/90GPa and
0.20/107GPa in the armchair uniaxial tension test and zigzag uniaxial tension test, respec-
tively. The fracture strength along zigzag direction is larger than that along the armchair
direction. These results are in reasonable agreement with the published theoretical [34] and
experimental [30] data.
2. The Young’s modulus decreases and the Poisson’s ratio increases when the size of graphene
nanoribbon decreases, regardless of chirality. Two-dimensional graphene nanoribbons ex-
hibit a larger size dependence on Young’s modulus compared to the one-dimensional carbon
nanotubes.
3. The variation of Young’s modulus with temperature and vacancy types is relatively small
(within a 10% range) when temperature varies between 300 K and 2400 K and vacancy type
varies from one atom vacancy to six atom vacancy on an approximately 25 nm2 square area
of monolayer graphene.
4. Compared to the strain rate, temperature and defects have significant effect on the fracture
strength of monolayer graphene. The fracture strength at 2400 K is about 40% of its value at
room temperature (300 K). Single atom vacancy (one single-atom vacancy per approximately
25 nm2 area) reduces the fracture strength by 16− 18%, while a six atom vacancy can reduce
the fracture strength by 27− 29%.
97
5. We developed a theoretical framework for fracture strength and fracture strain as a function
of temperature, strain rate and slit length. The results match reasonably with MD data.
6. By comparing the strength of graphene with experimental and simulation data of other ultra-
strong nano-materials/nano-structures, we can conclude that graphene is an exceptionally
strong material.
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CHAPTER 5
CONCLUSION
In this thesis, we investigated the thermodynamic and mechanical properties of nano-materials
and nano-structures from the perspective of both computational methodology study and material
properties investigation. We first extended the original quasi-continuum multiscale framework to
finite temperature using different lattice dynamics models. By using this method together with the
classical MD simulation techniques, we investigate the thermal and mechanical properties of both
bulk silicon and silicon nano-structures under different temperatures, initial strains and surface
conditions. We further study the size and chirality effects on the thermal expansion coefficient of
silicon nanoslab. Recently graphene becomes the most promising material in nanotechnology with
its excellent electrical, thermal, optical and mechanical properties. We adopt the MD simulation
techniques to systematically investigate the strength and stiffness variation of graphene under
different chiralities, sizes, temperatures, loading conditions and defects. The conclusions of this
work can be summarized as follows:
1. The original quasi-continuum method is extended to treat the solid structures at finite temper-
ature. For isothermal systems at finite temperature, the constitutive relations are computed
by using the Helmholtz free energy density. The static part of the Helmholtz free energy
density is obtained directly from the interatomic potential while the vibrational part is cal-
culated using the quasi-harmonic model (QHM), the local quasi-harmonic model (LQHM),
the quasi-harmonic model in k-space (QHMK), the quasi-harmonic model combined with the
local phonon density of states (QHMG), and the semi-local QHMG model. The QHM model
predicts the material properties accurately, but it is inefficient when the system contains more
than several hundreds of atoms. The LQHM model is simple and efficient, but it can be in-
accurate to predict elastic constants of Tersoff silicon, especially when the material is under
strain. The QHMK model can predict the material properties accurately and efficiently, but it
is not suitable for nano-structures calculations because of the PBC assumption. The QHMG
model can accurately capture the material properties of nano-structures, but is computation-
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ally expensive. The semi-local QHMG model compromise accuracy for efficiency, which can
quickly simulate the material properties of nano-structures with reasonable accuracy.
2. With these quasiharmonic models and the classical MD techniques, we investigate the ther-
modynamic and mechanical properties of silicon with different temperatures, initial strains,
sizes and chiralities. The main conclusion is summarized as follows:
(a) With temperature increasing, the Helmholtz free energy shows a decreasing trend while
the entropy and heat capacity increases. The elastic constants decrease with increasing
temperature, which means material softens at higher temperature.
(b) The thermodynamic properties vary significantly under tension and compression states.
The variations under identical tension and compression deformation are asymmetric.
The thermal properties vary with the magnitude of the shear deformation, independent
of direction. In addition, shear deformation affects the thermal properties less than
tension/compression deformation.
(c) The elastic constants decrease with increasing initial tensile strain and increase with
decreasing compressive strain. Compared with temperature, initial strain plays a more
dominate role in the variation of elastic constants of silicon.
(d) Regardless of the surface orientation, the variation of the surface rmsVA with temper-
ature is independent of the slab thickness when the thickness is over 1.0nm. When the
thickness is over 1.0nm, the surface TEC varies with the surface orientation, while there
is no such dependence on the bulk thermal expansion coefficient. When the slab thick-
ness is less than 1.0nm, both the root mean square variational amplitude and thermal
expansion coefficient of the structure along the thickness direction can strongly depend
on the surface orientation and thickness.
(e) An analytical expression is proposed for the variation of thermal expansion coefficient
of silicon nanoslab with slab thickness. The estimate using the analytical expression
matches well with MD data.
3. With the classical MD simulation techniques, we systematically investigate the strength and
stiffness variation of a two-dimensional nano-material, graphene, with different chiralities,
sizes, temperatures, strain rates, and defects:
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(a) At room temperature, we predict the Young’s modulus of graphene to be 1.01±0.03TPa,
the Poisson’s ratio of graphene to be νb is 0.21 ± 0.01, regardless of chirality. The
fracture strain and fracture strength of graphene are predicted to be 0.13/90GPa and
0.20/107GPa in the armchair uniaxial tension and zigzag uniaxial tension, respectively.
These results are in reasonable agreement with the experimental [30] data. In the case
of bulk graphene, uniaxial tensile test along the zigzag direction shows a larger fracture
strain and fracture strength compared to the armchair direction.
(b) The Young’s modulus decreases and the Poisson’s ratio increases when the size of
graphene nanoribbon decreases, regardless of chirality. Two dimensional graphene nanorib-
bons exhibit a larger size dependence on the mechanical properties compared to the
one-dimensional carbon nanotubes. The variation of Young’s modulus of graphene is
relatively small (within a 10% range) with different temperatures and defects.
(c) Compared to strain rate, temperature and defects are two dominant factors in deter-
mining the fracture strength of monolayer graphene. The fracture strength at 2400K is
only about 40% of that at room temperature (300K). Single atom vacancy every 5nm in
each direction will cause above 15% degradation of fracture strength.
(d) With the modified nonlinear elastic constitutive relations, we propose a theoretical ex-
pression of fracture strength as the function of temperature, strain rate and defect slit
length. We have validated this expression with the MD results.
(e) By comparing with the published strength of the other ultra-strong nano-materials
with/without defects from both experiments and numerical simulations, we conclude
that graphene consistently exhibits its high desirable strength and stiffness under vari-
ous temperature, loading, and defect conditions.
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