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Abstract: In this paper, we propose an approach to the unsupervised segmentation of images using Markov Random
Field. The proposed approach is based on the idea of Bit Plane Slicing. We use the planes as initial labellings
for an ensemble of segmentations. With pixelwise voting, a robust segmentation approach can be achieved,
which we demonstrate on microscope cell images. We tested our approach on a publicly available database,
where it proven to be competitive with other methods and manual segmentation.
1 Introduction
Microscope cell segmentation is a very important
and challenging task for the medical image process-
ing community as well as physicians. Cell segmenta-
tion is essential for several cytometric tasks like cell
counting and tracking. The automatic segmentation
of cell images is a well-studied field (Meijering et al.,
2012) (Coelho et al., 2009). However, efficient seg-
mentation of such images is still an open issue. A
sample image can be seen in Figure 1.
Figure 1: A sample image from the dataset.
In this paper, we present an approach which is
shown to be effective in this field. This approach is
based on Markov Random Field segmentation, which
is a very effective way for segmenting images with
near-homogeneous objects (like cells). However, the
usual way for Markov Random Field segmentation
is via supervised learning of certain features, which
makes is dependent on the quality of the training data.
The proposed method substitutes this weakness with
an automatic approach. We provide an automatic ini-
tial labelling of the images based on only pixel inten-
sities. Since there are multiple possible choices are
available for this task, we run the segmentation from
multiple starting points and create an ensemble from
them. As the results will demonstrate, our approach
outperforms most of the state-of-the-art approaches
on a publicly available database and results in a tie
with the previous best approaches and the manual seg-
mentation.
The rest of the paper is organized as follows: in
section 2, we describe the segmentation framework of
the Markov Random Fields, which we extend in sec-
tion 3. Section 4 contains the methodology we used in
this study. We present the results in section 5. Finally,
we draw conclusions in section 6.
2 Markov Random Field
Segmentation
In this section, we briefly summarize the basis for
Markov Random Field (MRF) segmentation based on
(Berthod et al., 1996). Let I = {i1, i2, . . . , in} be an
image. Let Λ = {0,1} be a set of labels. Then,
we assign each i j, j = 1, . . . , n a label ωi j . Let X
be a labelling field. X is a Markov Random Field
if P(X = ω), for all ω ∈ Λ and P(ωi j |ωik , i j 6= ik) =
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ωi j |ωik , ik ∈ Ni j
)
, where Ni j is a neighbourhood of
i j.
The segmentation of an image I with the MRF
framework presented above, one must find an optimal
labelling. Due to the Hammersley-Clifford Theorem
(Hammersley and Clifford, 1971), we can calculate
the global energy for a labelling by summarizing the
local energies for each pixels if P(ω) follows a Gibbs
distribution. We split the local energy into two terms
for all i j:
Esingleton (i j)=P(i j|ωi j =
1√
2piσωi j
exp

(
i jνωi j
)2
2σωi j
 ,
where σ is the standard deviation and the ν is the
mean of the sample.
Edoubleton (i j) =V ( j, k) =
{
−β i fωi j = ωik
β otherwise.
The first term considers the distribution of the pixel
labels as Gaussian. For this term, the σ and ν must be
determined prior segmentation. Usually, this task re-
quires training. The second term is a smoothness prior
ensuring homogeneous segmentation of clustered re-
gions. In this case, the global energy U is the follow-
ing:
U = ∑
j=0
n
(
Esingleton (i j)+Edoubleton (i j)
)
.
The optimization of MRF configuration can be
done by optimizing U . If P(ω) follows a Gibbs distri-
bution, simulated annealing (Kirkpatrick et al., 1983)
converges to the optimal solution with 1 probabil-
ity. However, simulated annealing tends to be slow
in some cases. However, Iterated Conditional Modes
(ICM) (Besag, 1986) can also be effective if there is a
good initial configuration.
3 Unsupervised MRF-ensembles
As we stated in Section 2, the usual optimization
of MRFs needs training. In this section, we present
an approach to lose this dependency. For this task, we
use the basic idea of Bit Plane Slicing (BPS) (Gonza-
lez et al., 2009). BPS considers an image as a series
of planes in the following way:
BSP( j,k) =
{
1 i f the jthbito f ik ∈ Iisset
0 otherwise.
,
where j = {0, 1, . . . , 7 for a standard 8-bit grayscale
image. The planes created by BSP can be seen in Fig-
ure 2 on a sample image. A plane can be regarded as
an initial labelling of the original image without hav-
ing any prior knowledge about the image. In this way,
we can calculate the parameters for Esingleton and start
the optimization process from an initial configuration.
As no single plane can be selected obviously as a
proper initial labelling for an MRF, we propose to use
all of them as an ensemble (Antal and Hajdu, 2012a)
(Antal and Hajdu, 2012b). That is, we run the op-
timization eight times using each plane as the initial
labelling. Then, we can use pixelwise voting (Nagy
et al., 2011) on the resulting eight images. In this
way, each pixel on the resulting image will be hav-
ing a confidence level between 0 and 7 depending on
how many of the segmentations labelled them as ob-
ject points. In Figure 3, we can see a probability map
generated from the confidence levels, and the results
for thresholding the probability map at the different
confidence levels.
4 Methodology
In this section, we provide a brief overview on the
methodology we used in this experiment. First, in sec-
tion 4.1, we present the database we used. Then, we
introduce our evaluation procedure in section 4.2.
4.1 Database
We used the U2OS microscope cell image database
(Coelho et al., 2009). The database consists of 50
images with 1349 × 1030 resolution in PNG format.
The database contains 1830 cells, which a per image
cell count between 24 and 63. We did not use any of
the hand-segmented ground truth for learning.
4.2 Evaluation
To evaluate our segmentation approach, we have con-
sidered several metrics. In this section, we briefly in-
troduce the selected set of evaluation metrics.
For each metrics, we use the following notations.
Let I = {i1, i2, . . . , in} be an image, S = {s j ∈ I}, j =
1, . . . , k, k ≤ n be the result of the segmentation and
G = {g j ∈ I}, j = 1, . . . , l, l ≤ n be the ground truth.
Then, we use the following notation:
• n00 =
n
∑
j=1
{1|i j /∈ S∧ i j /∈ G}.
• n01 =
n
∑
j=1
{1|i j /∈ S∧ i j ∈ G}.
• n10 =
n
∑
j=1
{1|i j ∈ S∧ i j /∈ G}.
(a) Original image (b) Bit plane 0 (c) Bit plane 1
(d) Bit plane 2 (e) Bit plane 3 (f) Bit plane 4
(g) Bit plane 5 (h) Bit plane 6 (i) Bit plane 7
Figure 2: (a): Original image. (b)-(i) bit planes of 2(a).
• n11 =
n
∑
j=1
{1|i j ∈ S∧ i j ∈ G}.
4.2.1 Symmetric difference
Symmetric difference (SD) (tagkey2007xxi, 2007) is
a set theoretic measure counting the elements which
belong to either the segmentation or the ground truth
bot not both. We also normalize SD with the number
of pixels in the image. That is
SD =
n01 +n10
n
.
4.2.2 Sensitivity
Sensitivity (SEN) (Kuncheva, 2004) is a statistical
measure for quantifying the correctly identified pos-
itive samples. In our case, it is defined as follows:
SEN =
n11
n11 +n01
.
4.2.3 Specificity
Specificity (SPE) (Kuncheva, 2004) measures the cor-
rectly identified negative samples in a binary classifi-
cation problem. In our case, it is defined as follows:
SPE =
n00
n00 +n10
.
4.2.4 Positive Predictive Value
Positive Predictive Value (PPV ) (Rijsbergen, 1979)
indiciates the proportion of correctly identified pos-
itive samples among all samples marked as object
points:
PPV =
n11
n11 +n10
.
4.2.5 F-score
F-score (SPE) (Rijsbergen, 1979) indiciates the pro-
portion of correctly identified positive samples among
(a) Probability map (b) Confidence level 0 (c) Confidence level 1
(d) Confidence level 2 (e) Confidence level 3 (f) Confidence level 4
(g) Confidence level 5 (h) Confidence level 6 (i) Confidence level 7
Figure 3: (a): Probability map for the sample image shown in 2(a). (b)-(i) Voted images with ascending confidence level.
all samples marked as object points:
FSCORE =
2 ·SEN ·PPV
SEN +PPV
.
4.2.6 Rand Index
Rand Index (RI) (Rand, 1971) measure the agreement
between the segmentation and the ground truth in the
following way:
FSCORE =
n11 +n00
n11 +n00 +n01 +n10
.
4.2.7 Receiver Operating Characteristics
We also disclose the Receiver Operating Characteris-
tics (ROC) (Johnson, 2004) curve for our segmenta-
tion approach. For the curve fitting and for the ROC-
related calculations, we used JROCFIT (Eng, ).
5 Results
In Table 1, we can see the different evaluation
metric values at the different confidence levels. As
we can see, the proposed segmentation approach per-
forms best at the 3 confidence threshold. In this way,
a sensitivity of 0.84 and a specificity of 0.99 can be
achieved.
We also evaluated the overall performance of the
proposed segmentation approach. The Receiver Oper-
ating Characteristics (ROC) curve of the approach can
be seen in Figure 4. The area under the fitted ROC is
0.945, which indicates a good overall performance on
the U2OS database.
We have compared the Rand Index value achieved
by our approach to other published results on this
database. In all cases, we considered the values pre-
sented in (Coelho et al., 2009). As it can be seen,
our approach is competitive with the other methods
(outperforming five of them) as well as the manual
segmentation of an expert.
Confidence level 0 1 2 3 4 5 6 7
SD 144.91 107.64 21.71 2.34 2.75 4.09 9.72 14.35
SEN 1.00 0.97 0.88 0.84 0.81 0.71 0.39 0.14
SPE 0.00 0.24 0.84 0.99 0.99 1.00 1.00 1.00
PPV 0.26 0.31 0.66 0.98 0.98 0.98 0.98 0.97
FSCORE 0.41 0.47 0.75 0.90 0.89 0.83 0.55 0.24
RI 0.26 0.43 0.85 0.96 0.95 0.92 0.84 0.78
Table 1: Detailed results for the proposed method.
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Figure 4: Receiver Operating Characteristics curve for the
proposed approach.
Approach RI
proposed 0.96
Mean Threshold 0.96
Merging Algorithm (Lin et al., 2003) 0.96
AS Manual 0.96
RC Threshold (Ridler and Calvard, 1978) 0.92
Otsu Threshold (Otsu, 1979) 0.92
Watershed (direct) 0.91
Watershed (gradient) 0.90
Active Masks (Srinivasa et al., 2008) 0.87
Table 2: Comparison of the proposed method with other
approaches.
6 Conclusion
In this paper, we presented an approach to the
unsupervised segmentation of images using Markov
Random Field. In this way, we can benefit from the
well-studied and efficient framework of MRFs with-
out the dependency on training. We have demon-
strated our approach on the problem of microscope
image segmentation, where it performed competi-
tively with other approaches on a publicly available
database. In the future, we plan to extend this method
to cell tracking on videos.
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